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Abstract
The Ecology of S. aureus 
Ben Libberton
Nasal carriage of Staphylococcus aureus is associated with increased risk of 
infection in humans. Several factors are known to affect carriage including host 
genetics and S. aureus immune evasion. However while members of the microbial 
community have been shown to affect S. aureus nasal colonisation individually, 
relatively little work has been done to understand how and why nasal microbial 
community as a whole, affects carriage of S. aureus. Here, the cultivable bacteria 
from 60 anterior nares communities were sampled and identified to species level 
using apiSTAPH and 16S rRNA gene sequencing. The taxa distributions across 
communities revealed negative associations of S. aureus with the following taxa: S, 
capitis, Corynebacterium propinquum, C. macginleyi, Enterobacter aerogenes, S. 
epidermidis, Micrococcus sp., Bacillus sp., C. accolens, S. schleiferi and Gemella 
haemolysans.
Since toxin-mediated interference can affect community composition, nasal isolates 
were screened for their ability to inhibit growth of S. aureus on a solid medium. 
Overlaying this inhibition data onto community taxa distributions revealed that 
negative associations between S. aureus and S. epidermidis, S. capitis, C. 
propinquum, C. accolens and a Micrococcus sp. were potentially driven by toxin- 
mediated interference competition. Moreover novel negative associates were found 
between S. aureus and an inhibitory subset of Micrococcus luteus and S. hominis. 
By also measuring the cumulative inhibition of entire natural communities, it was 
possible to show that S. aureus was less frequent in highly inhibitory microbial 
communities.
The quorum sensing mechanism, encoded by the agr locus, and biofilm formation 
have been proposed to play an important role in nasal colonisation of S. aureus. 
Therefore to further investigate community dynamics, S. capitis, S. epidermidis and 
corynebacteria isolates were assayed for their ability to interfere with Agr signaling 
and biofilm formation. No evidence was obtained to indicate that biofilm interference 
by these species affected the distribution of S. aureus across communities. By 
contrast, S. epidermidis isolates that interfered with Agr signaling were significantly 
more likely to coexist with S. aureus, and S. capitis isolates interfering with Agr 
signaling were significantly less likely to coexist with S. aureus.
In theory, toxin-mediated interference competition can act both to protect producers 
against invasion, and, conversely, to promote the invasion of producers into an 
occupied niche. An experimental ecology approach was used to show that S. 
aureus is less likely to invade an inhibitor-producing S. epidermidis population than 
a non-inhibitor-producing population, especially on a spatially-structured medium. 
Furthermore, inhibitor-producing populations of S. epidermidis invade more 
successfully than non-inhibitor-producers, although they do not displace the S. 
aureus resident due to evolution of toxin resistance. There is also evidence of co­
evolution where inhibitor-producing strains of S. epidermidis can evolve stronger 
inhibitory activity when invading sensitive S. aureus populations that evolve 
resistance.
These findings could impact the future treatment of S. aureus infections and help to 
control nasal carriage.
xv
Chapter 1: General Introduction
1.1 Staphylococcus aureus Carriage
Staphylococcus aureus colonises the anterior nares persistently in 20% of 
the human population and intermittently in a further 30%, with the remaining 
50% being non carriers (van Belkum et al., 2009). Higher carriage rates of S. 
aureus are associated with children (Peacock et al., 2003), men (Cole et al., 
2001) and hospital patients (Goslings & Buchli, 1958). Moreover, carriage is 
most frequently associated with hospital patients with underlying health 
conditions including skin disease (Hoeger et al., 1992), kidney dialysis (Yu et 
al., 1986), or otherwise immunocompromised e.g. diabetes mellitus (Lipsky 
et al., 1987) or HIV infection (Ho et al., 2007). Social groups whose activities 
could facilitate S. aureus spread are also at risk of recurrent community- 
acquired Methiciilin Resistant S. aureus (CA-MRSA) infection. Examples 
include: sports teams (Huijsdens et al., 2006; Kazakova et al., 2005; Nguyen 
et al., 2005; Stacey et al., 1998); military personnel (Beilman et al., 2005; 
Ellis et al., 2004; LaMar et al., 2003; Zinderman et al., 2004); children in 
daycare (Velazquez-Guadarrama et al., 2009) and prison inmates (Gilbert et 
al., 2006; Main et al., 2005; Pan etal., 2003).
Although nasal carriage is typically asymptomatic, carriers can act as a 
reservoir for endogenous opportunistic infection and have higher rates of 
disease (von Eiff et al., 2001). These infections are often recurrent and 
respond poorly to treatment, even in immunocompetent hosts (Kreisel et al., 
2006). The risk of infection posed to immunocompromised carriers is
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significantly higher, with increased severity and mortality rates (Hoen et al., 
1995; Senthilkumar et al., 2001; Yu et al., 1986). The spectrum of S. aureus 
infection is broad, ranging from relatively benign diseases such as superficial 
skin and soft tissue infections, like carbuncles and impetigo (Liu et al., 2009; 
Raju et al., 2010), to life-threatening infections such as endocarditis (Allue et 
al., 2010; Giuliana et al., 2010; Kern, 2010; Liu et al., 2010) and pneumonia 
(Al-Talib et al., 2011; Len et al., 2010; Ott et al., 2010). Frequently, life- 
threatening infections can progress from milder disease, thus rapid and 
effective treatment of complicated infections is critical. Over time the health 
threat has been exacerbated by the rapid evolution and spread of multi- 
antibiotic resistant clones which limits the efficacy of traditional therapies to 
which the bacteria have become resistant (Chua & Howden, 2009; Howden 
etal., 2010; Lewis & Ellis, 2007; Moise etal., 2009).
There are three main factors reported in the literature that govern carriage of 
S. aureus. These are firstly, host factors such as genetics (Foster, 2009; 
Sivaraman et al., 2009) (discussed in section 1.1.1), secondly, factors 
associated with S. aureus and the way it alters gene expression to enhance 
its survival in vivo (Foster, 2009; Thoendel et al., 2011) (section 1.1.2), and 
thirdly, the microbial community composition, which is the least well studied 
of the three and is the focus of this thesis (Frank et al., 2010; Wos-Oxley et 
al., 2010)(section 1.2).
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1.2 Host factors
Host genetics determine many aspects of the nasai habitat and to some 
extent are known to determine S. aureus carriage. Perhaps unsurprisingly, 
host factors identified to affect carriage are typically associated with the host 
immune system. Polymorphisms in the glucocorticoid receptor gene alter the 
frequency of S.aureus carriage (van den Akker et al., 2006). The 
glucocorticoid receptor is present on the surface of all human epithelial ceils 
and, modulates transcription of anti-inflammatory genes in response to 
glucocorticoids. GG homozygotes of the exon 9/3 polymorphism were 68% 
less likely to be S. aureus carriers, whereas subjects possessing the codon 
23 lysine allele were 80% more likely to be carriers (van den Akker et a/., 
2006).
The exon 9/3 polymorphism causes an overactive immune response that is 
thought to also protect against S. aureus. The converse is true for subjects 
with the codon 23 lysine allele who have higher carriage rates. Moreover, 
SNP distribution in genes encoding C reactive protein and interleukin 4 are 
positively associated with S. aureus carriage (Ruimy etal., 2010)
The human host also has mechanisms capable of interfering with the quorum 
sensing signalling in staphylococci called the agr system. The agr system 
allows individual staphylococcal cells to sense the density of cells around 
them possessing the same agr type, and regulate gene expression 
accordingly (discussed in greater detail in section 1.1.2). The agr system is 
inactivated by a pH lower than 5.5 (Regassa etal., 1992) which can be found 
on the human skin and in the vaginal tract, which are relatively common
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colonisation sites for S. aureus (Weinrick et ai, 2004). Agr has also shown to 
be inactivated by human serum (Yarwood et ai, 2002), which is not caused 
by low pH as human serum is neutral. Serum inhibition of agr is mediated by 
apolipoprotein B (ApoB), a component of human serum, which is essential 
for agr inhibition (Horswilll & Nauseef, 2008; Peterson et ai, 2008). It was 
suggested that ApoB can bind to native autoinducing peptides (AlPs) of all 
staphylococcal species and therefore sequesters them from use by the 
bacteria (Peterson et ai, 2008). Haemoglobin is another blood component 
with agr interference properties, although the exact nature of them is unclear. 
The a and [3 chains of the haemoglobin molecule were able to repress 
RNAIII, possibly through an electrostatic interaction with the surface receptor 
AgrC (Schlievert etai, 2007).
1.3 S. at/ret/s factors
1.3.1 Immune Evasion
A potential factor that might contribute to S. aureus nasal colonisation is its 
ability to evade the host immune response. The human host has a complex 
immune system with many mechanisms for killing bacteria that elicit an 
immune response. The complement cascade is an important arm of the 
innate immune system and responsible for directly killing bacterial cells and 
targeting ceils for phagocytosis (Ben Nasr et ai, 2006; Payne & Horwitz, 
1987; Schlesinger et ai, 1990). Complement consists of around 25 different 
proteins (Stoermer & Morrison, 2011) that are recruited to either facilitate 
bacterial killing by destroying the membrane potential of Gram-negative 
bacterial cells via the membrane attack complex, or via opsonisation, the
4
marking of cells for phagocytosis. S. aureus is able to inactivate the 
complement cascade by secreting a 9.8-kDa protein called the 
Staphylococcus complement inhibitor (SCIN) (Rooijakkers et a/., 2006). 
Secretion of SCIN prevents complement activation and blocks subsequent 
recruitment of phagocytes. The S. aureus secreted fibrinogen-binding protein 
Efb was shown to bind the complement component C3 and prevent it from 
opsonising the cell (Lee et aL, 2004). Even if complement factors such as 
C3b and IgG are allowed to bind to the bacterial cell surface, S. aureus is 
able to cleave both of these molecules by secreting staphylokinase which 
activates plasminogen, the active form of which (plasmin) is able to cleave 
both C3b and IgG (Rooijakkers etal., 2005).
In addition, S. aureus also produces a number of cell surface molecules that 
prevent cells being opsonised. One such molecule is protein A, which is a 
surface anchored protein. It has two domains that are capable of binding the 
Fc portion of IgG. (Deisenhofer, 1981; Uhlen et al., 1984). Binding the Fc 
region puts the IgG in the wrong orientation to mark the S. aureus cells for 
phagocytosis. In vitro studies have shown that S. aureus mutants deficient in 
protein A are phagocytosed more readily by neutrophils (Gemmell et al., 
1991) and are less virulent in animal models (Palmqvist et al., 2002; Patel et 
al., 1987). Another important antiphagocytic cell surface component is 
clumping factor A (ClfA). ClfA is a cell surface protein that is upregulated in 
post exponential phase and is present on the cell surface in stationary phase 
(Bischoff et al., 2004; O'Brien et al., 2002b). ClfA is a fibrinogen binding 
protein that, when expressed in vivo, results in the ceil being coated with
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fibrinogen, thereby preventing deposition of opsonins on the cell surface. 
Indeed studies show that ClfA increases virulence in a murine model 
(Josefsson et al., 2001) and inhibits phagocytosis by macrophages 
(Palmqvist et al., 2004). Many clinical isolates of S. aureus also possess a 
polysaccharide capsule (O'Riordan & Lee, 2004; Roghmann et al., 2005). 
While these capsules do not prevent complement proteins from binding to 
the cell surface by assembling under the capsule, bacteria are not 
phagocytosed, indicating that the complement proteins may not be 
accessible to the neutrophils (Nilsson etal., 1997; Thakker etal., 1998).
S. aureus can indirectly avoid phagocytosis by inhibiting neutrophil 
chemotaxis. Many S. aureus strains produce chemotaxis inhibitory protein of 
staphylococci (CHIPS). CHIPS can bind to the neutrophil receptors (formyl 
peptide receptor and C5aR receptor) and prevent binding of the chemo­
attractant signal produced at the site of an S. aureus infection (de Haas et 
al., 2004; Veldkamp et al., 2000). A second protein, the extracellular 
adherence protein (Eap), competitively binds to the ICAM-1 receptor on the 
surface of neutrophils, excluding the lymphocyte-function-associated antigen 
that also stimulates recruitment of the neutrophil to the site of infection 
(Chavakis et al., 2002).
S. aureus is also capable of killing leukocytes via the secretion of pore 
forming exotoxins. The Panton-Valentine leukocidin (PLV) is the most well 
known and leukocidin that S. aureus strains posess and is associated with 
extremely high virulence (Colin etal., 1994; Genestier etal., 2005).
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S. aureus is resistant to many antimicrobial molecules produced by the 
human host. Lysozyme is an important enzyme in the innate immune system. 
It is a muramidase, and breaks down the bacterial cell wail by cleaving the 1- 
4 glycosidic bond between the N-acetylglucosamine and the N-acetyl 
muramic acid. The enzyme is present in many body fluids such as nasal 
secretions and tears (Cole et a/., 1999), however, S. aureus cells secrete a 
membrane bound O-acetyl transferase that acetylates the N-acetyl muramic 
acid, which together with teichoic acid, prevents access of lysozyme to the 
glycosidic bond (Bera et ai, 2005). Furthermore, S.aureus is resistant to 
many human antimicrobial peptides (Peschel & Collins, 2001; Peschel et al., 
2001; Peschel & Sahl, 2006). These cationic molecules are attracted to the 
anionic bacterial cell surface, where they integrate into and disrupt the lipid 
bilayer. S. aureus possesses at least two mechanisms that reduce negative 
charge on the cell surface to repel these cationic antimicrobial peptides. Dlt, 
catalyses D-alanine substitutions in lipoteichoic acid and ribitol teichoic acid 
in the cell membrane (Peschel et al., 1999). MprF adds L-Lysine to the 
phosphatidylglycerol present on the cell surface (Peschel et al., 2001; 
Staubitz et al., 2004). Both mprF and dlt operon mutants are more 
susceptible to cationic antimicrobial peptides in vitro and have reduced 
virulence in an animal model (Collins et al., 2002; Kristian et al., 2003). 
Resistance to antimicrobial peptides allows S. aureus to survive inside the 
phagosome of professional phagocytes (Kubica et al., 2008). Antimicrobial 
peptides are also secreted into the nares by the nasal epithelium (Laubel et 
a/., 2006).
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Staphyloxanthin, the orange carotenoid pigment in the S. aureus membrane, 
protects against the oxidising effects of free radicals present in the 
phagosome (Liu et ai, 2005). Moreover, S. aureus has two superoxide 
dismutase enzymes detoxify reactive oxygen species (Karavolos et al.t 
2003). The presence of divalent manganese in the bacterial cell can also 
remove reactive oxygen species; mutants deficient in manganese uptake 
were shown to be less virulent in a murine model (Horsburgh et al., 2002). 
Another way in which reactive oxygen interrupts cellular processes is by 
oxidising the sulphur atom of the amino acid methionine. S. aureus 
circumvents this by producing three different methionine sulphoxide 
reductases (Singh & Moskovitz, 2003) which are important for virulence in 
mice (Mei etal., 1997).
1.3.2 S. aureus adherence to host factors
Many bacterial proteins have been identified as important for colonisation. 
The majority of these proteins, understandably, have a role in adherence of 
the staphylococcal cell to human extracellular matrix components. Several S. 
aureus proteins are known to interact with fibrinogen, which is a component 
of the human extracellular matrix. IsdA (Clarke et al., 2004), Fibronectin 
binding proten A (FnbA) (Heilmann et al., 2004), extracellular adherence 
protein (Eap) (Kreikemeyer et al., 2002) and clumping factor B (ClfB) 
(O'Brien et al., 2002b), have all been shown to enhance colonisation by 
binding to fibronectin. Eap is also thought to link to and facilitate adherence 
via other S. aureus adherence factors (Hussain et al., 2002). ClfB has also
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been shown to bind cytokeratin 10, which is present on the surface of all 
desquamated nasal epithelial cells, as well as human keratinocytes (O'Brien 
et al., 2002b). SdrE (extracellular matrix binding protein) is predicted to have 
a similar structure to ClfB and is also important for host cell attachment 
(O'Brien et al., 2002a). Two further S. aureus proteins, SasG (S. aureus 
surface protein G) and Pis (Plasmin sensitive) also bind to cytokeratin 10 and 
enhance adherence to epithelial cells (Roche et al., 2003).
1.3.3 The S. aureus quorum sensing system and factors under its control 
Quorum sensing is a mechanism by which microorganisms can 
synchronously sense and alter gene expression within an entire population in 
response to cell density. Signalling occurs via secretion of diffusible 
molecules, which either effect gene expression directly or by means of a two- 
component signal transduction system (TCSTS). The quorum sensing 
TCSTS in S. aureus is called agr. In S. aureus, a range of genes proposed to 
be important to nasal colonization are under agr regulation, therefore the agr 
system in S. aureus will be briefly described before going on to describe 
specific gene products. The quorum sensing TCSTS in staphylococci is the 
agr system (Fig. 1.2). The divergent agr operons are transcribed from two 
promoters P2 and P3. P2 regulates the transcription of the TCSTS and the 
signalling molecule AIP (Janzon & Arvidson, 1990; Novick et al., 1993). The 
TCSTS is comprised of the receptor histidine kinase AgrC, and AgrA, the 
response regulator. P3 regulates synthesis of RNAIII, a transcription and 
translation regulator (riboregulator) for all the genes associated with the agr 
system except the response regulator AgrA. The function of AgrA seems only
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to be to upregulate transcription at both promoters P2 and P3 to produce 
more of the TCSTS and RNAIII (Novick et al., 1993; Novick et al., 1995).
The auto-inducing peptide (AIP) of the staphylococci is a derivative of AgrD, 
which has both the N- and C-terminus processed by AgrB (Lyon & Novick, 
2004). While the N-terminal processing appears only to be proteolytic 
cleavage (Lyon & Novick, 2004), the processing at the peptide’s C-terminus 
results in condensation and cleavage, creating a thioester link between the 
C-terminus and a cysteine residue, which is conserved in most AgrD genes 
(Kalkum et al., 2003; Nakayama et al., 2001b). This linkage produces a 
thiolactone ring at the C-terminus and gives the staphylococcal AIP its 
characteristic shape (Fig. 1.2), which is critical for its function as a signalling 
peptide (Ji etal., 1997).
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Heterologous AIP
agrC ~<^cT
Figure 1.1. Schematic of the genes and gene products of the agr 
system. Adapted from (Novick & Geisinger, 2008). The grey circles 
represent the phospholipid bilayer. Below is the cytoplasmic region and 
above is outside the bacterial cell.
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Figure 1.2 AIR structure. Each circle represents a different amino acid 
residue. The N- and C- termini are marked by N and C. The distinctive shape 
is derived from the thiolactone ring that binds to the AgrC receptor and the 
tail, which is responsible for signal transduction.
The agr regulon contains a diverse array of genes. Those upregulated by the 
agr system are expressed in late exponential phase and some are 
associated with virulence (Thoendel et al., 2011). These genes include 
secreted enzymes e.g. proteases and lipases (Kalkum et al., 2003; 
Oscarsson et al., 2006; Shaw et al., 2004), toxins such as haemolysins, 
enterotoxins and superantigens (Recsei et al., 1986; Regassa et al., 1991) 
and immunomodulatory peptides such as phenol soluble modulins (aPSMs & 
PPSMs) (Queck et al., 2008). Few genes are down regulated by agr 
(Thoendel et al., 2011), but the majority that are encode surface proteins e.g. 
protein A (Huntzinger et al., 2005) and fibronectin binding proteins (Saravia-
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Otten et aL, 1997). The agr system also down regulates the Rot (repressor of 
toxins) transcription factor, further increasing toxin production (Boisset et a/., 
2007).
RNAIII is the main effector in the agr system; it affects gene expression at 
the transcriptional level, but also and most commonly at the post- 
transcriptional level by stabilising or destabilising mRNA and inhibiting its 
translation (Boisset et a/., 2007; Huntzinger et ai, 2005). RNAIII is 514 
nucleotides long and has 14 hairpin loops, making it one of the most complex 
RNA regulators found in the bacterial kingdom (Benito et at., 2000). Most of 
the transcriptional regulation of RNAIII is mediated through the repression of 
Rot (Geisinger et al., 2006). RNAIII binds at the Shine-Dalgarno sequence of 
the rot mRNA, thereby preventing translation of the repressor of most of the 
S. aureus toxins (Boisset et at., 2007). RNAIII also recruits RNAselll, which 
cleaves double stranded RNA, causing cleavage of the rot Shine-Dalgarno 
sequence where it is bound to RNAIII, significantly reducing the half-life of 
the rot mRNA transcript (Boisset et at., 2007).
RNAIII can also promote translation of mRNA transcripts by binding to a 
hairpin loop in mRNA thereby liberating the Shine-Dalgarno sequence to be 
recognised by the 16S ribosomal subunit. An example of this regulatory 
control is observed via RNAIII promoting the translation of the a-haemolysin 
gene hla (Morfeldt et al., 1995; Novick et al., 1993). This mechanism is also 
an example of the complexity of the regulation in this system since hla is
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regulated at the level of transcription by Rot (Cheung etal., 1992; Giraudo et 
al., 1997; Said-Salim etal., 2003)
1.3.4 Do biofilms play a role in S. aureus nasal colonization?
S. aureus biofilm formation is proposed to contribute to pathogenesis for 
many chronic diseases, such as endocarditis (Frank et al., 2008; Parsek & 
Greenberg, 2005), osteomyelitis (Brady et al., 2008; Costerton, 2005) and 
infections associated with indwelling medical devices (Otto, 2009; Rogers et 
al., 2009). However, it is unknown if S. aureus form biofilms during nasal 
colonisation (Krismer & Peschel, 2011). Disruption of a S. aureus biofilm by 
S. epidermidis was attributed to displacement of S. aureus from the nose, 
supporting a role in colonisation (Iwase et al., 2010). Furthermore, the ability 
of S. aureus to colonise the nasal epithelium was associated with an ability to 
form in vitro biofilms (Quinn et al., 2009). However, histological studies of 
cotton rats and humans failed to show signs of biofilm formation during S. 
aureus nasal colonisation (Nouwen et al., 2004b; ten Broeke-Smits et al., 
2010). S. aureus biofilm formation therefore potentially represents an 
important field of investigation with respect to nasal carriage. S. aureus 
biofilms are classed either as polysaccharide intercellular adhesion (PIA) 
dependent or PIA independent. In the latter case biofilms are mediated by 
protein interactions, which can be disrupted by low specificity proteases 
(trypsin and proteinase K) (Beenken et al., 2003; Beenken et al., 2010; 
Lauderdale et al., 2009). Agr expression reduces biofilm formation (Beenken 
et al., 2003; Vuong et al., 2000). This may be because agr downregulates 
cell surface adhesins (Huntzinger et al., 2005; Saravia-Otten et al., 1997).
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However, a more credible mechanism is that agr upregulates the production 
of many different secreted proteases (Oscarsson et al., 2006; Shaw et a!., 
2004) which then disrupt PIA-independent biofilms (Boles et al., 2010; Marti 
et al., 2010; O'Neill et al., 2007; Tsang et al., 2008). The targets of these 
proteases are unknown. Nevertheless, candidates include the fibronectin 
binding proteins (FnBPs), which are known to be important for biofilm 
formation in S. aureus (O'Neill et al., 2007). Agr not only downregulates 
FnBPs (Saravia-Otten et al., 1997) but it also upregulates SspA (the V8 
protease) which was shown to cleave FnBPs (McGavin et al., 1997). 
Furthermore, agr upregulates the production of Phenol Soluble Modulins 
(PMSs) (Queck et al., 2008); these are amphipathic molecules with 
surfactant properties that are capable of dispersing a biofilm (Boles et al., 
2005; Davey et al., 2003; Irie et al., 2005). These various modes of biofilm 
disruption are thought to be responsible for the promotion of systemic S, 
aureus infections and transmission resulting from a single biofilm (Fux et al., 
2004).
1.4 Microbial community factors
Compared to the numerous studies investigating host and S. aureus specific 
factors affecting nasal carriage, relatively few studies have investigated the 
contribution of the microbial communities. There is growing evidence that 
microbial community interactions can determine the presence of a particular 
species in a community (Margolis & Levin, 2007; Pham et al., 2005; Taga, 
2007; Tong et al., 2007; Uroz et al., 2005). Indeed, several studies have 
identified interactions between species within nasal communities that
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potentially contribute to the distribution of S. aureus across communities 
(Frank et al, 2010; Lina et al., 2003; Wos-Oxley et al., 2010). Before 
detailing specific, known interactions, some community ecology concepts will 
briefly be introduced.
A community can be defined as an assemblage of populations of two or more 
species that interact in a defined site (Morin, 1999). Community composition 
at a given site is thought to be affected by several factors (Fig. 1.3), these 
include: dispersal limitation - whereby only a subset of possible species 
present in a regional species pool can access a given site; environmental 
constraints - whereby only a subset of species can persist under the 
environmental conditions prevailing at a given site; species interactions - 
whereby ecological interactions between species determine the subset 
capable of coexistence (Fig. 1.3).
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Figure 1.3. Factors affecting community composition. There are five 
different species pools: the total species in a region, the habitat species pool 
(species able to survive at a site), the geographic species pool (species 
physically able to arrive at a site), the ecological species pool (species that 
can both arrive at the site and persist) and the community which are drawn 
from the ecological pool and can survive internal biotic dynamics. Adapted 
from Begon et al. (1997).
An important first step in characterising a community is measurement of the 
distribution and abundance of species (Morin, 1999). Diversity can be 
measured over a range of spatial scales. Alpha diversity, measures the 
diversity of individual local communities, and can be quantified as simple 
species richness - the total number of species present in a given measured 
area or community - or using a diversity index, such as the Simpson index 
and the Shannon Weaver index, which take into account the species 
richness and the proportional abundance of each species in a specific locality
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(Shannon & Weaver, 1964; Simpson, 1949). Gamma diversity measures 
regional diversity (Whittaker, 1972) such that it can be thought of as the 
combined alpha diversities of a number of local communities, often 
collectively referred to as the metacommunity (Wilson, 1992). Alpha and 
gamma diversity are linked by beta diversity, a third measure that describes 
the dissimilarity between the composition of pairs of local communities (Fig. 
1.4) (Whittaker, 1972). Beta diversity indices include the Bray-Curtis 
dissimilarity (Bray & Curtis, 1957) and the Whittaker index (Whittaker, 1960). 
Low beta diversity indicates that local communities are homogeneous 
whereas high beta diversity shows local communities are highly 
heterogeneous. These quantitative aspects of diversity are elaborated on in 
the introduction to chapter 3.
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Figure 1.4. Alpha, Beta and Gamma diversity perameters as described 
by Whittaker (1972). Gamma (y) diversity is represented by the dotted line 
surrounding all of the local communities (large circles). The diversity within 
local communities (large circles), i.e. the number of different shapes is 
designated alpha (a) diversity. The difference between pairs of local 
communities (double arrow) represent beta (P) diversity.
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Microbes inhabiting the anterior nares potentially influence the presence, 
distribution and abundance of S. aureus. These effects might occur through 
occupation of space within the nasal niche, interactions between co­
colonising microbial species or secretion of antimicrobial molecules. To 
investigate microbial influences on carriage of S. aureus the composition of 
nasal communities associated with different individuals must first be 
characterised. By using diversity indices to describe the nasal microbial 
communities, it is possible to make comparisons between them. By 
measuring the similarity and dissimilarity e.g. beta diversity, it is possible to 
infer interactions between community members. Negative presence/absence 
associations between species, which cause high beta diversity, imply mutual 
exclusion, while positive associations between species’ distributions imply 
potential niche differentiation or facilitation allowing coexistence (Frank et al., 
2010; Wos-Oxley et al., 2010).
1.4.1 Inferred interactions between members of the nasal microbial 
community
Previous surveys have sampled the nasal microbial communities to look 
specifically at carriage of S. aureus in a variety of settings (e.g., hospitals 
(Marques et al., 2010; Motamedifar et al., 2010; Shakya et al., 2010; 
Shrestha et al., 2009), student populations (Prates et al., 2010), children 
(Oguzkaya-Artan et al., 2008) microbiology laboratories (Jager et al., 2010), 
however few have attempted to identify co-colonising microbes. Two 
quantitative culture dependent studies have been performed to assess the 
entire nasal microbial community (Heczko et al., 1981; Rasmussen et al.,
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2000). (Heczko et a/., 1981) examined the aerobic and anaerobic microbial 
populations of eight subjects. Despite being a small survey, Heczko et at 
(1981) reported that S, aureus’ presence was associated with diminished 
numbers of several species of staphylococci (S. epidermidis, S. xylosus and 
S. hominis) and propionibacteria (P. acnes, P. granulosum and P. avidum) 
suggesting these species can possibly exclude S. aureus from the niche. A 
second culture-dependent study (Rasmussen et at, 2000) focused on the 
aerobic microbiota of 10 healthy human subjects. This study compared the 
microbial communities from different sites within the nasal cavity rather than 
compare community composition between noses. S. aureus was only 
isolated from one of the volunteers and represented only 0.01%, of all the 
bacterial cells sampled. As such no conclusions could be drawn regarding 
the effect of the microbial community on S. aureus carriage. Recently, and 
after this study commenced, culture-independent approaches were used as 
powerful tools to study microbial communities. Single strand conformation 
polymorphisms (SSCPJs) combined with 454- pyrosequencing were used to 
analyse 16S rRNA gene diversity in samples from the noses of 40 volunteers 
(Wos-Oxley et at, 2010). This study reported negative associations between 
S. aureus and Finegoldia magna, and S. aureus and Corynebacterium 
accolens. By contrast, C. pseudodiptheriticum was strongly positively 
associated with S. aureus. Another recent culture-independent study using 
16S rRNA gene sequencing (Frank et at, 2010) compared the nasal 
microbial communities of healthy individuals and hospital inpatients. 
Hospitalised patients were enriched for S. aureus or S. epidermidis and 
lacking P. acnes, similar to the culture dependent findings described by
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Heczko et. al. (1981) nearly three decades previously. Furthermore, Frank, 
et. al. (2010) reported a significant negative association between S. aureus 
and S. epidermidis as shown previously by Lina, et al. ( 2003). This putative 
negative association was subsequently confirmed by inoculating human S. 
aureus carriers with S. epidermidis strains. S. aureus was completely 
displaced by S. epidermidis strains possessing the esp gene, which encodes 
a protease that was shown to disrupt a S. aureus biofilm (Iwase et ai., 2010).
1.4.2 Types of interspecific competition
Negatively associated species distributions suggest competitive interactions 
between species that prevent coexistence. Several types of interspecific 
competition could potentially drive negative associations between S. aureus 
and other nasal community members.
1.4.3 Preemption
Preemptive competition describes when one species occupies the space in a 
niche first so there is physically no colonization space for other species. 
Unless an invading species can displace the established species, then the 
resident species will outcompete the invader. In this case species with high 
dispersal rates are often highly competitive as they can occupy a larger 
proportion of the available habitats and exclude competitors simple by 
occupying space. This was shown to occur with the microbial communities in 
the human gut (Fujiwara et al., 1999; Gopal et al., 2001). Preemptive 
competition has not been shown explicitly for S. aureus but binding to nasal 
epithelial cells is important for colonisation (O'Brien et al., 2002b). It is
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reasonable to speculate therefore, that if a competitor occupies binding sites 
on the nasal epithelium, S. aureus colonisation would be restricted.
1.4.4 Resource competition
Resource competition occurs when two or more species in a community are 
competing for a shared resource. As one species consumes a finite resource 
there is less available for the other species requiring this resource that will 
suffer as a result. Logically, species acting in their own interest will consume 
a limiting resource until it is depleted, resulting in a population crash known 
as the tragedy of the commons (Hardin, 1968). Tragedies of the commons 
can be prevented by competitors using resources more slowly (Kreft, 2004), 
or by using a different resource, a concept known as niche partitioning 
(Barker et al., 1997). Iron scavenging resource competition between S. 
aureus and Ps. aeruginosa has been identified in vitro (Harrison et al., 2008) 
and in vivo by an rat infection model (Mashburn et al., 2005). However, this 
has not yet been demonstrated in the nasal environment.
1.4.5 Toxin mediated interference
Toxin mediated interference competition is caused by the production of a 
compound by one organism that reduces the relative fitness of another 
organism in the community (Morin, 1999). Toxin mediated interference is 
common in bacteria from the production of bacteriocins (Jack et al., 1995), 
antibiotics (Rasool & Wimpenny, 1982) and secondary metabolites (Leao et 
al., 2009; Tagg etal., 1976).
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However toxin mediated interference has not been described in relation to
the nasal microbial community or to colonisation. This is despite the fact that 
the staphylococci possess a wide range of different bacteriocins capable of 
killing closely related species (Hechard & Sahl, 2002; Netz et a/., 2001; 
Peschel et al.s 1997; Schnell et al., 1988). Two bacteriocins produced by S. 
epidermidis have been well characterised and display killing activity against 
S. aureus; these are epidermin (Fontana et al., 2006) and gallidermin 
(Peschel et al., 2001).
1.4.6 Agr Interference drives competitive interactions in the niche 
Inhibition of agr signalling can significantly reduce S.aureus fitness. The agr 
system is universally present throughout the staphylococci and similar 
systems have also been found in other closely related genera. Interestingly, 
many studies have shown heterologous AlPs are capable of inhibiting agr 
signalling by binding the AgrC receptor from a different agr system. S. aureus 
possesses four different agr systems all with AlPs capable of inhibiting one 
another (Ji et al., 1997). The interference comes from the fact that each of 
the AlPs can still bind to the AgrC receptor, but lack specificity in key amino 
acids to transduce a response to the sensor histidine kinase. AIP-II was 
shown to have a particularly inhibitory effect against the other three S. 
aureus agr types, as well as attenuating their virulence in a murine model (Ji 
et al., 1997; Mayville et al., 1999). Fleming et al (2006) also showed that 
competition between different agr types in an insect model also caused 
reduced virulence. Most AIP peptides with N-terminal truncations were also 
shown to strongly interfere with agr signalling (Lyon et al., 2000), resulting
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from competitive and irreversible binding of the truncated AIR to the AgrC 
active site, hence blocking it from native AIR of the same agr type.
It must also be noted that the agr phenotype is by no means consistent 
across staphylococcal strains. For example, S. aureus strains MRSA252 and 
USA400 both posess the agr-lll system, although the agr signal produced by 
MRSA252 is weak (Cassat et ai, 2006) whereas the USA400 strains have a 
relatively strong agr system (Montgomery et a/., 2008). This factor adds an 
extra layer of complexity to the interference competition observed between 
agr types, as the strength, i.e. the quantity of AIR that is produced has a 
strong bearing on the outcome of interference competition. This is especially 
true when considering competition involves competitive binding of the AIR to 
the AgrC molecule, and the concentration of competing AIR will have a direct 
impact on the interaction.
S. epidermidis contains heterologous AIRs which are capable of inhibiting agr 
signalling in S.aureus to varying degrees. Lina et ai (2003) confirmed that 
different S. aureus AIR are rarely isolated from the same niche, but also that 
S. epidermidis AIRs 1, 2 and 3 are significantly less likely to coexist with 
S.aureus AIR 2, and S. epidermidis AIR 3 is also unlikely to coexist with S. 
aureus AIR 1. This study also revealed that only one S. aureus agr type was 
ever isolated from a sampled niche, implying that agr competiton might 
influence colonisation.
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1.4.7 Biofilm disruption
S. epidermidis strains that secreted an endoserine peptidase, (Esp) were 
shown to disrupt S. aureus biofilms in vivo. When introduced into the anterior 
nares, the Esp producing strains displaced S. aureus from the noses of 
human carriers, suggesting that this mechanism might function in the natural 
environment (Iwase et al., 2010). However, this Esp study did not address 
agr-interference as described by Lina et al. (2003). A similar challenge study 
showed that a wild-type Corynebacterium sp. could displace S. aureus from 
the nares of persistent carriers, although the mechanism was not identified 
(Uehara etal., 2000).
1.4.8 Competition mediated by phage induction
An inverse correlation between S. aureus and Strep, pneumoniae 
colonisation in infants has been described (Bogaert et al., 2004). This is 
attributed to vaccinations against Strep pneumoniae that lead to a higher 
incidence of S. aureus otitis media in children, implying Strep, pneumoniae 
was competing with S. aureus and limiting infection (Bogaert et al., 2004). A 
potential mechanism derives from the fact that Strep, pneumoniae produces 
hydrogen peroxide which, while not produced at high enough concentrations 
in the niche to kill S. aureus, is sufficient to induce the stress response to 
induce the lytic cycle of temperate phage (Selva et al., 2009).
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1.5 Aims
The overall aims of this thesis were as follows:
[1] To characterise the structure of the microbial metacommunity inhabiting 
the human anterior nares
[2] To determine the contribution of species interactions to the distribution of 
S. aureus across communities
[3] To identify species capable of excluding or preventing colonisation by S. 
aureus and to begin to elucidate the mechanisms of such inhibition
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Chapter 2: Materials and Methods
2.1 Bacterial Growth conditions
Bacteria were routinely cultured in 10 ml Brain Heart Infusion (BHl) broth 
(LabM) in a 20 mi glass universal tube. Cultures were grown at 37°CJ shaken 
at 200 rpm. Overnight cultures were typically grown for around 18 h. Exact 
details of the media can be found in Table 2.1. Strain stocks were maintained 
by adding either 700 pi of an overnight culture, or a single colony picked from 
a plate and resuspended in 700 pi of BHl broth (LabM) to 300 pi of 50% (v/v) 
glycerol and freezing at -80°C. Duplicates were made of all freezer stocks.
2.2 Genomic DNA extraction
DNA was extracted from a 1.5 ml aliquot of a 10 ml overnight culture. The 
cells in the 1.5 ml aliquot were harvested by centrifugation at 1400 rpm and 
resuspended in lysis buffer (Table 2.1) supplemented with 20 mg ml"1 
lysozyme and 20 mg ml'1 lysostaphin, just before use. The Gram-positive 
organism genomic DNA extraction method was then used as described in the 
manufacturer’s instructions for the DNeasy Blood and Tissue Kit (Qiagen).
2.3 Polymerase Chain Reaction
A recombinant, non-proof reading, Taq DNA polymerase (Bioline) was 
routinely used to amplify DNA. For more stringent DNA amplification 2.5 U of 
ACCUZYME™ DNA Polymerase (Bioline) was added. Typical thermocycling 
conditions comprised of an initial denaturation of 5 min at 95°C, 30 cycles of 
denaturation at 95°C for 60 s, annealing for 1 min [temperature determined
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by specific primers], extension at 72°C for 30 s per kb of product, followed by 
a final extension of 72°C for 7 min. All PCR amplifications were carried out 
on one of the following thermocyclers: G-Storm GS1 (GRI), MJ research 
DNA engines (Bio-Rad) or Techne TC-312 (Techne). Primers specific to 
each experiment were synthesized by Sigma-Aldrich. Templates for the PCR 
(50 pi reaction) were 1-2 pi of DNA preparation (1-100 ng). A negative 
control comprising of ddH20 in place of the template was always included.
2.4 Agarose Gel Electrophoresis
DNA was separated by electrophoresis in a 1% (w/v) agarose gel with TAB 
buffer at 100 V, unless otherwise stated. Hyperladder I (Bioline) was used as 
the DNA size marker. The gels were visualised under a UV transilluminator 
at a wavelength of 302 nm and images were recorded using GeneSnap 
software (Syngene).
2.5 Identification of 16S rRNA gene sequences
Presumptive staphylococcal isolates were identified using API staph 
(BioMerieux, Marcy-l'Etoile, France). For all other isolates, and where API 
STAPH failed to provide an identity, 16S ribosomal DNA sequencing was 
used for identification. Genomic DNA was extracted from a 1.5 ml aliquot of a 
10 ml overnight culture. The cells in the 1.5 ml aliquot were harvested by 
centrifugation and resuspended in lysis buffer supplemented with 20 mg ml"1 
lysozyme and 20 mg ml"1 lysostaphin, specficially for Gram-positive 
organisms before genomic DNA extraction using a DNeasy Blood and Tissue 
Kit (Qiagen). The 16S rRNA gene was amplified using primers pA and pH
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(Table 2.2) (Edwards et aL, 1989) with BioMix Red polymerase (Bioline) 
supplemented with 2.5 U ACCUZYME™DNA Polymerase (Bioline) according 
to manufacturer’s instructions using the following PCR cycling conditions: 
denaturation at 95°C for 5 min, followed by 30 cycles [95°C for 1 min, 55°C 
for 1 min, 72°C for 1.5 min] and a final extension at 72°C for 7 min. The PCR 
products were checked for purity by electrophoretic separation on a 1% (w/v) 
TAE agarose gel (agarose from Bioline) run in TAE buffer for 45 minutes at 
80 V. A 30 pi aliquot of the PCR reaction was incubated with ExoSAP-IT® 
(USB,Staufen, Germany) (method 2.11) to dephosphorylate primers and 
dNTPs according to the manufacturer’s instructions. The treated PCR 
product was then sequenced using the forward pA primer by GATC 
(Konstanz, Germany) using the Sanger method on an ABI 3730x1 
sequencing machine. The 16S rRNA gene sequences were analysed with 
the Sequence Match program on the RDP website 
(http://rdp.cme.msu.edu/seqmatch/seqmatch intro.jsp) (Michigan State 
University) to identify the closest matching sequences. Bacterial species 
identities were assigned based on the matching sequence with the lowest e- 
value, i.e. the lowest chance of a match occurring by chance, accounting for 
the quality and length of the sequence, as well as the size of the database. 
Each identity was assigned only if there were no other identities in the 
database with the same e-value. Any sequence identities with the same e- 
value were re-sequenced.
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2.6 Inhibition Spray Assay
The inhibition spray assay was based on the protocol described previously 
by Nascimento et al. (2006), using SH1000 as the indicator strain. A 25 pi 
spot (approximately 108 cells) of an overnight bacterial culture (method 2.1) 
of each nasal isolate was pipetted onto the centre of an agar plate containing 
15 ml of BHI agar (lab M). The plates were incubated for 18 h at 37°C before 
250 pi of a ten-fold diluted overnight culture of S. aureus SH1000 (106cfu) 
was sprayed over the plate. The plates were incubated for a further 18 h after 
when the size of the inhibition zone produced by the central nasal isolate on 
SH1000 was assessed. The clarity of the inhibition zone was scored based 
on a simple scoring system of 1 to 4, 4 being completely clear and 1 being no 
detectable zone. The areas of any detectable zones were also recorded by 
measuring the diameter of the inhibition zone and the central colony. The 
area of both the zone and the colony were calculated using the equation A = 
Tr(d/2)2 where d is the diameter of the colony or the inhibition zone. The 
central colony area was then subtracted from the total zone area, leaving 
only the area of the zone around the perimeter of the central colony.
2.7 Urease Assay
1 ml of urease reagent (Table 2.1) was sterilized in a 1.5 ml eppendorf. A 
single colony of the test organism was added to the eppendorf and incubated 
until the positive control organism (Proteus mirabilis) turned the urease 
reagent from orange to pink (5 - 60 min). Escherichia coli was used as the 
negative control (Health Protection Agency, 2010b).
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2.8 Oxidase Test
10 pi of the oxidase test solution (Table 2.1) was pipetted onto a single piece 
of grade 1 filter paper (Whatman). A single colony from a fresh BHI plate was 
immediately transferred to the area of oxidase solution on the filter paper 
using a sterile toothpick. A purple colour developed within 10 seconds if the 
organism was oxidase positive. Escherichia coli was used as a negative 
control and Pseudomonas aeruginosa was used as the positive control 
(Health Protection Agency, 2010a)
2.9 Carbohydrate Metabolism
Oxidative fermentation medium (Table 2.1) was made up using 10 g I'1 of one 
of 10 sugars (glucose, sucrose, fructose, lactose, maltose, mannose, 
mannitol, galactose, threhalose, xylose, raffinose). 200 pi of medium was 
then added to each well in a 96-well plate. Pure, single colonies were stab 
inoculated into the well using a sterile tooth pick. The 96 well plates were 
then incubated statically for ~18 h. A positive result was given if acid was 
produced, changing the colour of the pH indicator from blue to yellow.
2.10 Gram Stain
A single bacterial colony was smeared onto a glass microscope slide and 
gently heat fixed in a Bunsen flame. The slide was then flooded with crystal 
violet which was rinsed with tap water after 30 sec. The slide was then 
flooded with 1% (w/v) Lugol’s iodine and washed off after 1 min with 95% 
acetone until the colour stopped running out of the smear. 0.1% safranin was 
then used to counterstain and was washed off after 1 min. The slide was
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then blotted dry and visualized under a microscope (Health Protection 
Agency, 2007).
2.11 EXO - SAP IT Purification of PCR products
10 pi of ExoSAP- IT® (USB, Staufen, Germany) was added to 50 pi of a 
PCR reaction and vortexed for 20 seconds. The mixture was then incubated 
at 37°C for 30 min, followed by 15 min at 80°C to inactivate the Exo-SAP IT.
2.13 Catalase test
10 pi of 5 % (v/v) H2O2 was added to a glass microscope slide. A single 
colony was added to the H202and examined for the production of oxygen 
bubbles.S. aureus served as a calalase positive control and Streptococcus 
mitis was a negative control.
2.14 Nitrate reduction test
An overnight test culture was grown on a BHI agar plate. A loopful of a single 
colony was added to 1 ml of nitrate media in a 1.5 ml eppendorf, which was 
then incubated at 37°C for 18 - 24h, After incubation 50 pi of Nitrate reagent 
A (Table 2.1) was added followed immediately by 50 pi of Nitrate reagent B 
(Table 2.1). If after 30 sec, a red colour developed the isolate was scored 
positive for nitrate reduction. A negative result was confirmed by adding 
powdered zinc to reduce the nitrates to nitrites. A red colour developed after 
the addition of powdered zinc only in negative tests. E. coli was used as the 
positive control and S. hominis (nasal isolate from this study B026) was used 
as the negative control.
33
2.15 Phosphatase Assay
Bacteria to be tested were cultured on phenolphthalein phosphate agar 
plates (Table 2.1) for 18 hrs. Following incubation, 2 ml of 100% (v/v) 
ammonia (Sigma-Aldrich) was added to the lid of the inverted agar plate and 
left for 2 min. After this time the colonies on the plate were assessed for 
phosphatase activity with pink colonies scored as phosphatase positive.
2.16 Lipase activity
Lipase activity was examined by culturing isolates on mannitol salt agar with 
egg yolk tellurite solution (Table 2.1). Isolates were considered to have lipase 
activity if a clear zone formed around the colony where the lipase had 
degraded the egg yolk in the media.
2.17 Biofilm Inhibition Assay
Overnight cultures (method 2.1) of S. aureus strain SH1000 were inoculated 
with a 1% (v/v) inoculum into 96 well plates containing 50% single strength 
BHI supplemented with 4% (w/v) filter sterilised sucrose (final concentration 
2% (w/v)) and 50% spent supernatant from a 18 h old culture of either S. 
epidermidis, S. capitis or Corynebacterium sp., up to a total volume of 200 pi. 
Supernatant from an 18 h culture of strain SH1000 and single strength BHI 
media were used as controls. Three biological replicates of the culture 
supernatants were used. The 96 well plates were incubated statically in a 
humidified environment for 48 h. Following incubation, the media were 
removed from the 96 well plates by pipetting, taking care not to disturb the
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biofilm on the base of the well. The biofilm was then washed 3 times by 
gently pipetting 200 pi of PBS over the biofilm and removing it by pipetting. 
The plates were air dried before 50 pi of 0.1% (w/v) crystal violet solution 
was added to each well and left for 10 minutes to stain the cells in the biofilm. 
The crystal violet solution was removed and the stained biofilm was washed 
by pipetting with PBS as previously described. The stained biofilm was then 
resuspended in 100 pi of 100% (v/v) glacial acetic acid and the optical 
density was read at 590 nm using a Victor 3 plate reader [Wallac].
2.18 Quorum sensing (Agr) interference
S. ai/reus strain Liv985 (SH1000 pSB2035 [agr::luxABCDE])), which contains 
the luxABCDE genes under the control of the agr RNAIII P3 promoter was 
used to examine Agr signaling interference. Strain Liv985 was incubated in 
96 well plates with 50% (v/v) single strength BHI and 50% (v/v) culture 
supernatant from a test strain. Culture supernatants from Enterococcus 
feacalis (L058 - Liverpool Strain) and Bacillus cereus (L001 - Liverpool 
Strain) were used as negative controls and are not known to produce similar 
AlPs to S. aureus and are unlikely to interfere with Agr signal transduction. E. 
faecalis utilises pheromones which are structurally distinct from the 
staphylococcal AIP (Nakayama et al, 2001a) and B. cereus relies on the 
competence system, not agr for cell density sensing (Kramer et al., 2007). 
Single strength BHI medium was also included as a control. Optical density 
readings (Asgonm) and relative luminescence units per second (RLU s'1) were 
recorded after 7 h when luminescence and thus transcription from agr P3 
were found to be highest.
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2.19 Invasion assay
All nasal isolates were cultured on BHI agar plates prior to the beginning of 
the invasion experiment. Bacteria were cultured for 18 h on 50 mm diameter 
BHI agar plates when the lawns of S. aureus (SH1000) and S. epidermidis 
strains (resident and invader - Table 6.1) were scraped off the agar plates 
and suspended in 10 ml of PBS (Table 2.1), (containing approximately 5 x 
108cfu ml'1 for S. aureus and S. epidermidis, determined with a colony count) 
by vortexing thoroughly. The cfu ml"1 in each tube was equalised by diluting 
the cell suspensions in PBS and comparing the ODeoo of each suspension. 
The two organisms were then mixed together in a final volume of 10 ml PBS 
(Table 2.1) with the invader at different frequencies (ratios) to the resident 
(0.1:1, 0.01:1, 0.001:1). For brevity, these ratios are referred to in this 
chapter as frequencies and only the first number in the ratio pair is used to 
define each frequency. The mixtures were vortexed thoroughly before 50 pi 
(containing approximately 2.5 x 106 cells) was plated out on 25 ml BHI agar 
and incubated at 37° C. Three replicate communities were established at 
each starting frequency. The communities were transferred to a new agar 
plate every day for 7 days. Half of the plates underwent a spatial structured 
regime whereby the transfers were made by replica plating with velvet to 
maintain spatial structure. While the other half of plates underwent a mixed 
regime whereby the spatial structure was destroyed at every 24 h transfer by 
scraping the entire bacterial lawn off the plate and transferring to 10 ml of 
sterile PBS before thoroughly vortexing and pipetting 50 pi onto a new plate 
to complete the transfer. Each set was performed in biological triplicate. 
Viable counts for each isolate were calculated every second day. On the
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structured plates this was achieved by scraping the remainder of the 
bacterial lawn after the replica plating and serial diluting in PBS. Colony 
counts were done on BHI plates and colonies were differentiated by colony 
morphology and colour.
2.20 Doubling time determination
An overnight culture of each strain (Table 6.1) was inoculated (1% inoculum) 
into 200 pi of BHI broth in a 96 well plate. The 96 well plates were incubated 
at 37°C for 8 h and ODeoo readings were taken at 20 min intervals. The 
doubling time (mins) was then calculated using the following formula where 
Td is the doubling time; frand feare two consecutive time points throughout 
the bacterial growth; and di and d2 are the corresponding OD6oo readings at 
ti and t2.
Td — fe “ £i)
log (2)
los <a?
2.21 Bray-Curtis dissimilarity dendrogram
The Bray-Curtis dissimilarity dendrogram was constructed using the 
“heatmaps.2” package for R. Bray-Curtis dissimilarity was calculated 
between each pair of 60 bacterial communities based on the presence or 
absence of species. The Bray-Curtis dissimilarity is the proportion of 
taxonomically distinct bacterial isolates present in i and/or j that is not present 
in both i and j. The dendrogram was constructed using complete linkage 
hierarchical clustering with the “hclust” function in R.
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2.22 Principal Components Analysis
Principal components analysis (PGA) was used to separate each different 
taxonomic unit in multi-dimensional space, based on the amount of variation 
each dimension could explain. Each dimension explains the maximum 
proportion of the variation within a sample; the first component explains the 
greatest variation and each subsequent component explains less of the 
variation than the one preceding it. For the principal components analysis, 
the orthogonal transformation of the variables and the plot were produced in 
the R package Vegan.
2.23 GLM model selection and Statistical test
All statistical analysis was done using R version 2.10.0 (R Development Core 
Team, 2010). A generalised linear model was used with a logit link function 
to relate the presence (1) or absence (0) of any given nasal isolate to the 
presence or absence of S. aureus. Significance was attributed to the 
binomial regression using a Chi-squared test test.
2.24 Calculation of Selection Rate Constant
inmiyNjm - injNjm/Njm
Vij 1 day
Where Ni (0) and Nj (0)represent the initial densities of the competing 
populations I and j and Nt (1) and Nj (1) represent their densities after one 
day (Travisano & Lenski, 1996).
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2.25 Behrens Fisher Multiple comparisons
Behrens Fisher multiple comparison were used to compare several means to 
the selected control value. The test was controlled for type II errors (alpha = 
0.05). A conservative control (i.e. the lowest value) was always chosen for 
comparison when looking for either biofilm inhibition or Agr interference. The 
test was therefore constrained to only identify strains with significantly lower 
means than the control. Higher means could potentially be false positives, as 
the controls for comparison were selected for their conservatively low value. 
The analysis was done using the “npmc” package in R (R Development Core 
Team, 2010).
Media / Buffers / Antibiotic Composition
BHI agar plates 3.7% (w/v) BHI Broth (Lab M), 1.5%
(w/v) Agar (Lab M), ddHaO
BHl broth 3.7% (w/v) BHI Broth (Lab M), ddH20
tChocolate agar 3.7% (w/v) BHI Broth (Lab M), 1.5%
(w/v) Agar (Lab M), 5% (v/v) Fresh
Horse Blood (E & O Laboratories),
ddH20
$Fresh horse blood agar 4.1% (w/v) Columbia Agar Base (Lab
M), 5% $Fresh Horse Blood (E & 0
Laboratories), ddH2Q
^Fresh sheep blood agar 4.1% (w/v) Columbia Agar Base (Lab
M), 5% tFresh Sheep Blood (E & 0
Laboratories), ddH20
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Mannitol salt agar 10.8% (w/v) Mannitol Salt Agar (Lab
M), ddH20
^Mannitol salt agar + egg yolk 10.8% (w/v) Mannitol Salt Agar (Lab
tellurite M), 5% tegg yolk tellurite solution
(Lab M), ddH20
Phenolphthalein phosphate agar 4.1% (w/v) Columbia Agar Base (Lab
M), 1% (v/v) Phenolphthalein
Phosphate (1%)
TAE (SOX Stock) 2 M Iris base, 1 M Glacial acetic
acid, 0.05 M EDTA
PBS 0.8% (w/v) NaCI, 0.034% (w/v)
KH2PO4, 0.12% (w/v) K2HPO4
0.9% saline 0.9% (w/v) NaCI, ddH20
Glycerol for freezer stocks 50 % (v/v) glycerol
Oxidative fermentation medium 2.0 g/l Peptone, 5.0 g/l NaCI, 0.3 g/l
K2HP04, 0.015% (v/v) Bromothymol
Blue, 10 g/l filter sterilised sugar
(dissolved ddH20, pH 7.1)
Bromothymol blue 2 g/l (in 50% (v/v) Ethanol)
Phenol red 0.2% (w/v) (in 50% (v/v) Ethanol)
Urease test reagent 0.09% (w/v) KH2PO4, 0.095% (w/v)
Na2HP04, 2% (w/v) Urea, 0.01%
(w/v) Yeast Extract, 5% (v/v) phenol
red (pH 6.8)
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Nitrate test medium 0.3% (w/v) Beef Extract, 0.5% (w/v)
Peptone, 0.1% KNO3, 1.2% (w/v)
Agar (nitrate free)
Nitrate test reagent A 0.5% (w/v) a-Napthylamine, 30%
(v/v) acetic acid
Nitrate test reagent B 0.8% (w/v) Sulfaniiic acid, 30% (v/v)
acetic acid
1% phenolphthalein phosphate 1 % (w/v) phenolphthalein
diphosphate in 100% (v/v) Ethanol
Oxidase test reagent 1% (w/v) N, N, N’, N’-tetramethyl-p-
phenylenediamine dihydrochloric in
ddH20
0.5% crystal violet 0.5% (w/v) in ddh20
1% Lugol’s Iodine 1 % (w/v) Lugol’s iodine in ddH20
0.1% safronin 0.1% (w/v) in ddH20
5% hydrogen peroxide 5% (v/v) H2O2 in ddH20
Enzymatic lysis buffer 20 mM Tris.CI - pH8, 2 mM Sodium
EDTA, 1.2% (v/v) Triton X-100
Table 2.1. Components for reagents used throughout this thesis, f
Blood component was added to sterilised media and maintained at 48°C for 
30 min, or until the erythrocytes were lysed and the media turned from red to 
brown, t Heat sensitive components were added to sterilised media, which 
had been tempered to 48°C and plates were cooled quickly in a single layer.
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Primer name Sequence
pA AGA GIT TGA TCC TGG CTC AG
pH AAG GAG GIG ATC CAG CCG C
Table 2.2. Sequences of primers used in this thesis. pA and pH are the
forward and reverse primers respectively for the 16S rDNA gene. Sequences 
are from Edwards et al., (1989).
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Chapter 3: What is the structure of microbial communities 
inhabiting the human anterior nares?
3.1 Introduction
Community ecology is the study of the structure and function of biodiversity in 
natural communities (Morin, 1999). There are three main measures of 
biodiversity, alpha, beta and gamma, which describe the distribution of 
biodiversity over different spatial scales (Whittaker, 1972). Alpha diversity 
measures diversity within an individual community; the simplest measure is 
species richness, however more complex diversity indices take into account 
both species richness and the evenness of their abundances. Gamma 
diversity describes the combined alpha diversity values for communities 
within a region, thereby representing the regional diversity of a community 
network (Whittaker, 1972). This also defines a metacommunity (Wilson, 
1992). Beta diversity links these spatial scales, describing the dissimilarity in 
composition between communities (Whittaker, 1972). Gamma diversity is 
affected by both alpha and beta diversity. A high gamma diversity value could 
occur if the diversity of the local communities is high, and the difference in 
diversity between local communities is low (high alpha, low beta) or if the 
diversity of the local communities is low, but the differences between species 
present in different local communities is high (low alpha, high beta).
Beta diversity can be used to infer patterns of community structure. Zero beta 
diversity shows there is no difference between the composition of different 
local communities, and a non-zero beta diversity shows that there are
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fundamental differences between local community structures (Whittaker, 
1972). These differences can be either random or non-random. Neutral 
community models describe how random differences in community structure 
occur. These models assume that individual species in a metacommunity do 
not differ in their competitiveness or their suitability for a particular niche 
(Bell, 2001; He, 2005). Beta diversity is therefore produced by the random 
allocation of species from the metacommunity pool to different local 
community patches, so that different community patches have different alpha 
diversities (Bell, 2001; He, 2005). Beta diversity can also be generated 
through non-random processes, by which the differences in community 
structure occur due to heterogeneity in dispersal rate and ecological 
interactions, such as species habitat interactions and competitive interactions 
between species (Bell, 2001).
Dispersal is the rate at which a species moves from one local habitat to 
another and plays a major role in frequency distribution at the local 
community level. By definition, without dispersal a metacommunity could not 
exist (Wilson, 1992). Species with lower dispersal rates will typically be found 
in fewer communities if all other factors are constant (Holt et al., 2003).
Several processes have been identified that give rise to non-random beta 
diversity in natural metacommunities. Heterogeneity in habitat composition 
and nutrient distribution often means that certain species from a 
metacommunity pool are better adapted to specific local community patches 
(Leibold, 1998). This gives rise to species sorting, where species from the
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metacommunity are distributed throughout local communities based on their 
suitability for a given community patch (Leibold et al.} 2004), There are 
several studies that address this aspect of metacommunity dynamics (Jones 
& McMahon, 2009; Logue & Lindstrom, 2010; Pillon etaL, 2010). For species 
sorting to occur in natural communities, dispersal has to be high enough to 
ensure that the most suitable species can fill the most suitable niches. Mass 
effects models consider the scenario where dispersal is so high that local 
dynamics can be overridden, and species can occupy niches for which they 
are not suitably adapted, such as a black hole sink habitats which would not 
otherwise support viable populations (Lee & Gelembiuk, 2008).
in addition to heterogeneity in habitat composition, interactions between 
species can strongly influence community structure and beta diversity. 
Species interactions may be direct, such as competition or mutualism (Morin, 
1999), or indirect, such as apparent competition brought about through an 
intermediary (Frid & Marliave, 2010). The effect of species interactions has 
been modelled and named the patch dynamic paradigm (Leibold et al., 
2004). Early models considered resource competition as the only species 
interaction (Levins & Culver, 1971). However, more complex models were 
developed to additionally include predator-prey interactions, which can be 
viewed as interference competition in microorganisms (Caswell, 1978; 
Crowley, 1981; McCauley et al., 1993). Patch dynamic models tend to 
assume that there is a competition-colonisation trade-off. That is to say, that 
most species are either good colonisers or strong competitors, but cannot do 
both optimally (Tilman, 1994; Yu & Wilson, 2001; Yu etal., 2001).
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Inferences about species interactions can be made from metacommunity 
data, although the specific mechanism of the interactions can be much 
harder to elucidate. Another approach used to infer interactions is ordination. 
Ordination is a method of clustering variables based on their similarity (Beals, 
1965; Bray & Curtis, 1957; Gittins, 1965). In the study of ecology, species 
coexisting in the natural environment, will cluster together in an ordination 
analysis, just as species that don’t coexist, will not cluster together (Queirolo 
et a/., 2011; Rudner, 2011; Schotthoefer et a/., 2011). Ordination has been 
used recently to interpret the microbial communities of the human anterior 
nares (Frank et al., 2010; Wos-Oxley ef a/., 2010).
3.2 Aims
The aim of this chapter was to representatively survey the metacommunity of 
the human anterior nares by sampling 60 volunteers (representing 60 
different local communities). Subsequent analysis of the metacommunity was 
carried out in order to infer interactions between species, based on their 
distribution patterns throughout the local communities.
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3.3 Materials and Methods
3.3.1 Bacterial growth conditions
The S. aureus strains and all of the nasal isolates from this study were 
cultured in 10 ml BHI broth shaken at 200 rpm and on agar solidified BHI 
medium (Lab M) at 37°C. Chemicals were obtained from Sigma-Aldrich Co., 
United Kingdom, unless otherwise stated.
3.3.2 Isolation of cultivable nasal microbiota from healthy volunteers 
Ethical approval for the isolation protocol was granted by the University of 
Liverpool Ethics Committee, licence number RETH000089, 8th November 
2007. The left and right anterior nares of 60 volunteers were sampled using 
cotton swabs (Technical Service Consultants Ltd) under a standardised 
sampling regimen. The left and right swabs were placed together in 2 ml of 
0.9% (w/v) saline, vortexed for 60 seconds and 100 pi was plated onto four 
different agars: chocolate agar (BHI supplemented with 5% (v/v) horse 
blood), sheep blood agar (Columbia agar base supplemented with 5% (v/v) 
sheep Blood), mannitol salt agar supplemented with egg yolk tellurite and 
BHI agar (Table 2.1). Plates were incubated at 37°C for 48 h before 
enumeration and identification. Colonies were initially differentiated on 
chocolate agar plates after 48 h, since this medium generated the greatest 
phenotypic diversity. Between 5 and 10 colonies of each visually distinct 
colony morphology were picked and subjected to an initial round of 
phenotypic screening to elucidate whether they were indeed identical. The 
phenotypic screen included 11 carbohydrate metabolism tests using Hugh
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and Leifson’s medium (Hugh & Leifson, 1953) (glucose, sucrose, fructose, 
lactose, maltose, mannose, mannitol, galactose, threhalose, xylose, 
raffinose) (method 2.9), urease activity (method 2.7), catalase activity 
(method 2.13), haemolysis on sheep blood agar (Table 2.1) and lipase 
activity (method 2.16). Each phenotypically distinct isolate was then stored at 
-80C prior to species identification.
3.3.3 Identification of bacterial isolates
Presumptive staphylococcal isolates were identified using API staph 
(BioMerieux, Marcy-l'Etoile, France). For all other isolates, and where API 
STAPH failed to provide an identity, 16S ribosomal DMA sequencing was 
used for identification. Genomic DNA was extracted from a 1.5 ml aliquot of a 
10 ml overnight culture. The cells in the 1.5 ml aliquot were harvested by 
centrifugation and resuspended in lysis buffer supplemented with 20 mg ml'1 
lysozyme and 20 mg ml'1 lysostaphin, specficially for Gram-positive 
organisms before genomic DNA extraction using a DNeasy Blood and Tissue 
Kit (Qiagen). The 16S gene was amplified using primers pA and pH 
(Edwards et a/., 1989) with BioMix Red polymerase (Bioline) supplemented 
with 2.5 U ACCUZYME™DNA Polymerase (Bioline) according to 
manufacturer’s instructions using the following PCR cycling conditions: 
denaturation at 95°C for 5 min, followed by 30 cycles [95°C for 1 min, 55°C 
for 1 min, 72°C for 1.5 min] and a final extension at 72°C for 7 min. The PCR 
products were checked for purity by electrophoretic separation on a 1% (w/v) 
TAE agarose gel (agarose from Bioline) run in TAE buffer for 45 minutes at 
80 V. A 30 pi aliquot of the PCR reaction was incubated with ExoSAP-IT®
48
(USB.Staufen, Germany) to dephosphorylate primers and dNTPs according 
to the manufacturer’s instructions. The treated PCR product was then 
sequenced using the forward pA primer by GATC (Konstanz, Germany) 
using the Sanger method on an ABI 3730x1 sequencing machine. DNA 
sequences were analysed with the Sequence Match program on the RDP 
website (http://rdp.cme.msu.edu/seqmatch/seqmatch intro.jsp) (Michigan 
State University) to identify the closest matching sequences. Identities were 
assigned based on the matching sequence with the lowest e-value, i.e. the 
lowest chance of a match occurring by chance, accounting for the quality and 
length of the sequence, as well as the size of the database. Each identity 
was assigned only if there were no other identities in the database with the 
same e-value. Any ties in the e-value were re-sequenced.
3.3.4 Statistical analysis
All statistical analysis was done using R version 2.10.0.
The Bray-Curtis dissimilarity dendrogram was constructed using the 
“heatmaps.2” package for R. Bray-Curtis dissimilarity was calculated 
between each pair of 60 bacterial communities based on the presence or 
absence of species. The Bray-Curtis dissimilarity is the proportion of 
taxonomicaily distinct bacterial isolates present in i and/or j that is not present 
in both i and j. The dendrogram was constructed using complete linkage 
hierarchical clustering with the “hclust” function in R.
Principal components analysis was used to separate each different 
taxonomic unit in multi-dimensional space, based on the amount of variation 
each dimension could explain. Each dimension explains the maximum
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proportion of the variation within a sample; the first component explains the 
greatest variation and each subsequent component explains less of the 
variation than the one preceding it. For the principal components analysis, 
the orthogonal transformation of the variables and the plot were produced in 
the R package Vegan.
Logistic regression is a powerful way to analyse binary data with many 
different predictor variables. As such it was used to ascribe significance to 
the presence / absence data and to show whether any given pair of 
taxonomic units were positively or negatively associated. A generalised 
linear model with a logit link function was used to find a fit for the species’ 
distributions. The significance of the fits were then analysed using a Chi 
Squared test.
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3.4 Results
To address whether the nasal microbiota play a role in determining S. aureus 
carriage, bacterial communities were sampled from the noses of 60 healthy 
human volunteers. Swab samples from each nostril of a volunteer were 
pooled and plated on rich media (chocolate agar, BHI, sheep blood agar) to 
cultivate a broad range of taxa and allow enumeration of bacterial density. In 
addition, sheep blood agar and mannitol salt agar supplemented with egg 
yolk tellurite were used as indicator media to allow discrimination of 
staphylococci. Multiple isolates (between 5 and 10) of each phenotypicaliy 
distinct colony type were picked and streak-plated to purity on Chocolate 
Agar. Bacteria were phenotypicaliy differentiated using a series of 
carbohydrate metabolism indicator tests, assaying urease catalase and 
lipase activity and haemolysis on Sheep blood agar (method 3.3.2). 
Presumptive staphylococci from these tests and as determined by Gram 
stain and microscopic morphology, were identified to species-level using API 
Staph, while other taxa were identified by 16s rRNA gene sequencing.
39 taxonomic groups were isolated from the 60 independent nasal 
communities (Fig. 3.1 & Appendix 1 table 8.1). Mean species richness per 
nose was 3.15 (range: 1 to 5 species). There was no significant correlation 
between total bacterial density and species richness (Fig. 3.2.A; Spearman’s 
r = 0.16, N = 60, p = 0.22), and mean species richness of S. aureus 
containing communities was not significantly different from communities 
lacking S. aureus, (T = 0.65, df = 56, p = 0.517) suggesting that sampling 
was relatively unbiased and representative.
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The regional frequencies of the taxa were highly skewed (Fig. 3.1). 52.9% of 
the observed regional frequencies were accounted for by only 4 taxa, and the 
20 least abundant taxa were only present in one sample each and accounted 
for a total of 10.6% of the sampled taxa. This skew of the regional frequency 
(Fig. 3.1) could be explained by the core satellite hypothesis (Hanski, 1982), 
which states that most taxa in a metacommunity are either highly abundant 
or very rare, giving rise to a bimodal taxon frequency distribution. From this 
distribution, taxa present at high frequency can be considered core taxa, and 
those at low frequency may be considered satellite taxa.
The metacommunity structure was examined to investigate if a subset of core 
and satellite taxa could be identified. There was a significant positive regional 
frequency-local abundance relationship (Fig. 3.2.B: log transformed linear 
regression, r2 = 0.535, p <0.001), which is an important assumption of the 
core satellite hypothesis. The regional frequency distribution of the taxa is 
also bimodal, with 28 taxa occupying less than 25% (23.3%) of the 
communities, and 11 taxa occupying more than 75% (76.7%) of the nasal 
communities (Fig. 3.2.C). A discontinuity in the frequency abundance 
distribution (Fig. 3.2D) between 10 and 30 occurrences, defines the core taxa 
as those present in greater than 10 communities and satellite taxa present in 
less than 10 (Magurran et al. 2003). Using this method, S. epidermidis and 
S. aureus are the only core taxa, being present in 51 and 29 of the samples 
respectively; all other taxa were considered rare and therefore satellite. 
Satellites were not removed from subsequent analysis as organisms known 
to interact with S. aureus (namely Corynebacterium sp) (Uehara et al. 2000) 
were present in this group.
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Figure 3.1. Regional frequency distribution of all 39 taxa ranked from 
largest to smallest. The taxon identification is a 3 letter code denoting each 
taxon as follows: EPI, S. epidermidis; AUR, S. aureus; HOM, S. hominis; 
CAP, S. capitis; LUT, Micrococcus luteus; MIC, Micrococcus sp.; ACC, 
Corynebacterium accolens; STR, Streptococcus sp.; WAR, S. warned; BAC, 
Bacillus sp.; XYL, S. xylosus; LUG, S. lugdunensis; PAS, S. pasteuri; SME, 
Corynebacterium smegmentosum; PYO, Streptococcus pyogenes; PRO, 
Corynebacterium propinquum] MAC, Corynebacterium macginleyi; EAE, 
Enterobacter aerogenes; CKO, Citrobacter koseri; CFR, Citrobacter freundii; 
BSI, Bacillus simplex; PSU, Corynebacterium pseudodiptheriticum; COY, 
Corynebacterium coyleae; SAP, S. saprophyticus; KKR, Kocuria kristinae; 
MIT, Streptococcus mitis; SIM, S. simulans; MNO, Moraxella 
nonliquefaciens; SCI, S. sciuri; SCH, S. schleiferi; LEN, S. lentus; EQU, S. 
equorum; ECO, Escherichia coli; GHA, Gemella haemolysans; HAE; S. 
haemolyticus; BRE, Brevidobacterium sp., RAO, Raoultella sp.
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Figure 3.2. Metacommunity Analysis. (A) Log mean abundance against 
species richness for each community showing a positive, but insignificant, 
correlation (Spearman’s r = 0.16, N = 60, p = 0.22) indicating saturation of 
abundance at higher taxa richness. (B) Relationship between local 
abundance and regional frequency. Both values are log transformed and 
maximum local abundance is used instead of the mean due to the non - 
normal distribution of abundance values. (C) Frequency histogram showing a 
bimodal taxa distribution. Occurrences of taxa in this sample tend to be 
explained by many satellite taxa occurring in few samples (first peak) or few 
core species occurring in many samples (second peak). (D) A second plot of 
the maximum local abundance (x-axis, log scale) against regional frequency 
(non-log transformed) to determine the cut off between core and satellite 
species. The natural break in the distribution between 10 and 30 defines the 
core species and >10 and satellite species <10.
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Cluster analysis was performed to determine community dissimilarity, i.e. 
beta diversity (Whittaker, 1972), and to elucidate whether community 
composition had an effect on the presence or absence of S. aureus. Figure 3 
shows a Bray - Curtis dissimilarity dendrogram with 80% and 50% 
dissimilarity marked with a dashed line. Given the large number of groups at 
80% dissimilarity that contained S. aureus (AUR), it is difficult to infer 
interactions between taxa using this method. However, it is noteworthy that 
three of the groups at 50% dissimilarity (Fig. 3.3 - C, G & H) are not S. 
aureus (AUR) containing communities. Moreover, every community in these 
three groups (Fig.. 3.3 - C, G & H) contained a strain of S. epidermidis (EPI). 
Furthermore, every community in group C at 50% dissimilarity also contained 
Micrococcus sp. (MIC) and every community in group H contained C. 
accolens (ACC). S. epidermidis was the only common taxon among the 
communities of group G (Fig. 3.3).
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Figure 3.3. Bray - Curtis cluster analysis of nasal communities. The
dashed lines represent 80% dissimilarity and 50% dissimilarity cutoffs. These 
cut offs correspond to the cluster descriptions at the right of the dendrogram. 
The 3 letter taxa codes (from Fig. 1. legend) to the left of the dendrogram 
signify if a taxon was present in every community within a cluster and hence 
partially responsible for the formation of the cluster. X signifies that there 
were no common taxa in every community in the cluster. The taxon 
identification is a 3 letter code denoting each taxon as follows: EPi, S. 
epidermidis; AUR, S. aureus; HOM, S. hominis; CAP, S. capitis; LUT, 
Micrococcus luteus; MIC, Micrococcus sp.; ACC, Corynebacterium accolens; 
STR, Streptococcus sp.; WAR, S. warned; BAC, Bacillus sp.; XYL, S. 
xylosus] LUG, S. lugdunensis; PAS, S. pasteuri; SME, Corynebacterium 
smegmentosum; PYO, Streptococcus pyogenes; PRO, Corynebacterium 
propinquum; MAC, Corynebacterium macginleyi; EAE, Enterobacter 
aerogenes; CKO, Citrobacter koseri; CFR, Citrobacter freundii; BSl, Bacillus 
simplex; PSU, Corynebacterium pseudodiptheriticum; COY, 
Corynebacterium coyleae; SAP, S. saprophyticus; KKR, Kocuria kristinae; 
MIT, Streptococcus mitis; SIM, S. simulans; MNO, Moraxella 
nonliquefaciens; SCI, S. sciuri; SCH, S. schleiferi; LEN, S. lentus; EQU, S. 
equorum; ECO, Escherichia coli; GHA, Gemella haemolysans; FiAE; S. 
haemolyticus; BRE, Brevidobacterium sp., RAO, Raoultella sp.
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Ordination (Principal components analysis; PGA) was used to further explore 
interactions between taxa. The variances of the taxa distributions were used 
to reduce the observations in the data set to the smallest number of 
uncorrelated variables (components) that explain as much of the variation as 
possible. Principal Component 1 (PC1) in figure 3.4.A. explains 7.7% of the 
variation and Principal component 2 (PC2) explains 6.1%. The Euclidean 
distances from S. aureus (AUR) to all of the other taxa are plotted for PC1 
(Fig. 3.5.A), PC2 (Fig. 3.5.B) and the combined distance of both PC1 and 
PC2 (Fig. 3.5.C). On PC1 (Fig. 3.5.A), Corynebacterium propinquum (PRO), 
S. lentus (LEN) and S. haemolyticus (HAE) were most distant from S. 
aureus. On PC2 (Fig. 3.5.B), S. epidermidis (EPI) is the most distant taxon 
from S. aureus. These four species are also the most distant when combining 
the two Principal Component Euclidean distances, with the addition of 
Streptococcus spp. (STR) (Fig. 3.5.C).
PCA was further employed to investigate genus level interactions. The 
genera were grouped by colour in Figure 3.4.B and a 95% confidence 
interval ellipse was drawn around the members of each genus. All the genera 
groupings overlapped, indicating there were no genus level negative 
associations. However, some taxa fell outside of the 95% confidence interval 
ellipses of their genera, suggesting a negative association between these 
taxa and members of their genera (e.g. S. aureus (AUR) and S. epidermidis 
(EPI) Fig. 3.4.B). Interestingly, some taxa, including S. aureus, and the taxa 
with the furthest Euclidean distances from S. aureus (Fig. 3.5, A, B, C), fell 
outside of the 95% confidence ellipse of their own genus’ cluster (Fig. 3.4). 
This suggests that genus-level identifications may not be a good predictor of
57
the ecological role of a given species within the nasal microbial 
metacommunity.
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PC 1
d = 0.5
Figure 3.4. Ordination plots of the taxa spaced apart basted on their 
distribution throughout the nasal communities. The further apart taxa 
appear in the plot, the less likely they are to be found in the same community. 
Panels A, B & C show Principal Components Analysis, Principal Component 
1 (PC1) plotted against Principal Component 2 (PC2), the black lines 
crossing in the centre of each plot represent the origin (Euclidean distance of 
0,0) and the Euclidean distance between each of the grey gridlines is 0.5. 
Panel A shows the simple ordination plot for all the taxa. Panel B shows the 
same plot with 95% confidence interval ellipses drawn around taxa belonging 
to the same genus. Panel C shows only the genera Staphylococcus (sta) and 
Corynebacterium (cor) with the 95% confidence interval ellipses.
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Figure 3.5. Ranked Euclidean distances between S. aureus (AUR) and 
all other taxa from Principal components analysis (Fig. 3.4). Euclidean 
distances are shown for principal component 1 (panel A), principal 
component 2 (panel B) and the two components combined using the formula 
(dPC1)2 + (dPC2)2 = (d.total)2, where d is the distance along each axis (panel 
C).
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A Generalised Linear Model (GLM) with a logit link function was used to 
detect statistically significant species associations. The significance of the fit 
of the GLM was measured using a Chi-Square test (method 2.17). Two 
models were fitted and in the first unweighted model (Table 3.2.A) taxa were 
weighted equally based on presence or absence from an individual 
community. In the second model taxa were weighted based on their local 
abundance (Table 3.2.B). Weighting the data gave more importance to 
species with a higher local abundance. Significance in either model indicates 
that the distribution of the taxon is significantly different from the distribution 
of S. aureus.
Four taxa were significantly negatively-associated with S. aureus in the 
unweighted model (Table 3.2.A). Corynebacterium propinquum PRO, 
Corynebacterium macginleyi, (MAC) and Enterobacter aerogenes (EAE) 
were all significant (p<0.05) but the most highly significant negative 
association was with S. capitis (CAP, p <0.01). Eight taxa were significantly 
negatively-associated in the weighted model (Table 3.2.B). S. epidermidis 
(EPI), Micrococcus sp. (MIC), Bacillus sp. (BAC), Corynebacterium accolens 
(ACC) and Gemella haemolysans (GHA) associations were all significant 
(p<0.05) but (CAP) and (SCH) were the most significant negative 
associations. S. capitis (CAP) and Enterobacter aerogenes (EAE) are the 
only taxa to be significantly negatively-associated with S. aureus in both 
models. However as a genus, several Corynebacterium sp. were also 
significantly negatively-associated with S. aureus in each model. There were 
also several staphylococci with significant negative associations with S. 
aureus which could be expected from the PCA analysis (Fig.. 3.4) in which S.
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aureus falls outside the 95% confidence ellipse of the Staphylococcus genus. 
The aforementioned S. capitis (CAP) was significantly negatively-associated 
in both GLMs, whereas S. epidermidis (EPI) and S. schieiferi (SCH) were 
only significantly associated in the weighted GLM (Table 3.2.B).
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Df Deviance AIC LRT Pr(Chi)
HOM 1 60.45 78.45 3.00 0.0830
CAP 1 66.39 84.39 8.94 **0.0028
CKO 1 60.09 78.09 2.64 0.1043
PRO 1 62.57 80.57 5.12 *0.0237
PSU 1 60.09 78.09 2.64 0.1043
MAC 1 62.57 80.57 5.12 *0.0237
MNO 1 60.09 78.09 2.64 0.1043
EAE 1 62.57 80.57 5.12 *0.0237
RAO 1 60.09 78.09 2.64 0.1043
Table 3.2.A
Df Deviance AIC LRT Pr(Chi)
EPI 1 46.94 72.94 4.38 *0.0363
MIC 1 48.19 74.19 5.64 *0.0175
CAP 1 50.57 76.57 8.01 **0.0046
WAR 1 44.89 70.89 2.34 0.1263
BAC 1 48.19 74.19 5.64 *0.0176
PRO 1 46.16 72.16 3.61 0.0574
PSU 1 45.45 71.45 2.90 0.0886
ACC 1 46.89 72.89 4.33 *0.0374
STR 1 45.11 71.11 2.55 0.1100
SCH 1 1585.92 1611.92 1543.37 ***<2.2e-16
GHA 1 49.17 75.17 6.61 *0.0101
EAE 1 47.34 73.34 4.79 *0.0286
RAO 1 45.30 71.30 2.75 0.0973
Table 3.2.B.
Table 3.2. GLM results of the unweighted, and weighted binary taxa 
distributions. The distributions among all of the samples of each taxa were 
compared to the distribution of S. aureus using simple presence or absence 
data (A) or by weighting the presence / absence data with the local 
abundance (B). The likelihood (Method 2.23) ratio test (LRT) and p-values 
(Pr(Chi)) show the significance of the distributions along with the Akaike 
Information Criterion which quantitatively demonstrates the suitability of this 
model, by ranking it against alternative models which had a higher variance 
and were less accurate and were hence not used (method 2.23).
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3.5 Discussion
Examination of the cultivable members of the nasal microbiota has revealed 
several taxa that can potentially exclude S. aureus from the niche. These 
are: S. capitis, C. propinquum, C. macginleyi, Enterobacter aerogenes, S. 
epidermidis, Micrococcus sp., Bacillus sp., C. accolens, S. schleiferi and 
Gemella haemolysins. The two most predominant genera resulting in a 
significant negative association are Staphylococcus and Corynebacterium.
Some of the associations between species revealed in this study have been 
previously documented. S. epidermidis is known to have a negative 
interaction with S. aureus and this has so far been proposed to occur via two 
potential mechanisms, namely ESP mediated biofilm disruption (Iwase et ai, 
2010), and agr interference (Lina et al., 2003) (investigated further in chapter 
5). Undefined Corynebacterium species have been shown previously to be 
negatively associated with S. aureus. (Uehara et. al. 2000). However, the 
present study identifies that three species of Corynebacterium in particular 
might account for this negative interaction, namely C. propinquum, C. 
macguinleyei and C. accolens. This latter species was shown to be 
negatively associated with S. aureus by Wos-Oxley et. al. (2010) using a 
SSCP analysis. In the present study C. accolens was shown to be present in 
7 out of 60 noses, which is a higher proportion than for both C.propinquum (2 
out of 60) and C. macguinleyei (1 out of 60) (Fig. 1). Despite C. propinquum 
and C. macguinleyei being present in relatively few samples they were 
present in relatively high abundance in their respective communities (Table 
3.1).
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S. capitis (present in 10 out of 60 noses) was significantly negatively 
associated with S. aureus but has never before been implicated in affecting 
S. aureus carriage (Table 3.2). While it may have an antagonistic effect on S. 
aureus as described with S. epidermidis (Iwase et ai., 2010) and a 
Corynebacterium sp (Uehara et al., 2000), it may also be the case that S. 
capitis, is simply better adapted to utilise resources in the niche to the 
detriment of S. aureus. Possible mechanisms for the negative association will 
be investigated in the following chapters. Interference competition (chapter 
4), agr signal disruption (chapter 5) and prevention of biofilm formation 
(chapter 5) are all discussed as possible causes of the negative association.
Two other previously undescribed negative associations with S. aureus but 
identified here are Gemella haemolysans and Enterobacter aerogenes. 
There are no accounts of these species being negatively associated in the 
scientific literature to date. Their occurrence in this study was very low, with 
Gemella haemolysans only being present in 1 out of 60 samples and 
Enterobacter aerogenes being present in 2 out of 60. However, they make up 
a substantial proportion of each community in which they reside which 
explains why both organisms were found to be significantly negatively 
associated with S. aureus in the GLM (Table 3.3) weighted with the 
abundance data (Table 3.1). This is an interesting result however the low 
frequency of both species in our sample makes it difficult to draw definitive 
conclusions regarding these interactions.
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The discovery of interactions between different taxa in this chapter and in 
other studies has potential implications in the design of decolonisation 
strategies and prevention of S. aureus infection. There is now a growing 
body of evidence to suggest that interactions between taxa can determine 
carriage of S. aureus in the niche (Frank et al., 2010; Heczko et al., 1981; 
Iwase et al., 2010; Selva et al., 2009; Uehara et al,, 2000; Wos-Oxley et al., 
2010). At the very least, this research suggests that considerations of the 
nasal microbial community should be made when administering antimicrobial 
therapies, as the effect of drugs on this community could change the 
composition and therefore the potential community interactions. However, it 
may also be possible to harness the microbial community as a therapeutic in 
its own right. If it is possible to understand which community compositions 
exclude S. aureus, these communities could be propagated in the niche as a 
method of decolonisation. This idea has been extensively studied in microbial 
communities of the human gut (Baines et al., 2009; Baines et al., 2011; 
Collins & Gibson, 1999). By providing a source of beneficial bacteria 
(probiotics) or substrates that promote the proliferation of the desired 
microbial taxa (prebiotics), it may be possible to alter the microbial 
community composition (Collins & Gibson, 1999). Intriguingly, the 
pneumococcal vaccine has been correlated with an increase in S. aureus 
otitis media infections, suggesting that this was potentially caused by a shift 
in the microbial community (Bogaert et al., 2004). Therefore an 
understanding of the microbial communites is required as such shifts in 
community composition can have unforeseen complications via increased
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disease. Formulations of new drugs and vaccines would need to be tested to 
prevent undesirable community shifts from occurring.
While it is important to find interactions this is clearly very challenging, 
exemplified by the fact that Uehara et al. (2000) demonstrated the 
antagonism by Corynebacterium spp. over a decade ago, and no mechanism 
has yet been identified. This is in part due to the fact that known mechanisms 
for antagonism are so diverse and possibly function somewhat differently in 
the nasal environment. Even the studies by Uehara, et. al. (2000) and Iwase 
et al. (2010) which demonstrate displacement of S. aureus from the human 
nares, may not accurately represent the natural environment due to the 
extremely high innoculum used (1 x 109 cells per nose), when the mean 
bacterial density sampled from each nose in this survey was only 8 x 104.
An unexpected result from this survey was the absence of Propionibacterium 
species. This is likely attributable to the relatively short time that the agar 
plates were incubated after being spread with the nasal isolates. It is not 
thought to be due to the facultative anaerobic or strict anaerobic nature of 
some Propionibacterium species as the sampling method used did not 
sample any anoxic regions of the anterior nares (i.e. hair follicle root) and the 
samples were incubated in 5% CO2, and using anaerobic jars (Oxoid). 
Furthermore, a study by Rasmussen et al. (2000) focussed exclusively on 
the aerobic members of the nasal microbial community and Propionibacteria 
species were isolated. The culture independent studies of the nasal vestibule 
(Frank et a/., 2010; Wos-Oxley et al., 2010) both show that Propionibacteria
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spp are underrepresented in culture dependent studies which is certainly true 
in this study, however, the work by Wos-Oxley et al. also suggests that 
current culture independent methods may over represent Propionibacterium 
species in their samples. This insight comes from their comparisons between 
the ribosomal DNA and ribosomal RNA taken from a selection of their 
samples. The DNA of Propionibacteria species was always more abundant in 
the DNA sample than the RNA, indicating that though Propionibacterium spp 
can be detected, they may not be active or even viable.
The bacterial species represent an obvious and convenient category for 
grouping strains of bacteria together to test whether they exclude S. aureus, 
however, there may be factors causing exclusion of S. aureus that are not 
associated with a specific taxon. Factors such as bacteriocin production, 
resource sequestration or growth rate can differ within a taxon and yet all 
could be important factors in excluding S. aureus. Moreover, many 
antagonistic defences are located on mobile genetic elements that can be 
horizontally transferred, even between different species (de la Cruz & 
Davies, 2000). Larger studies may begin to capture aspects of how different 
phenotypes and properties of interference competition are distributed within 
and between taxa.
This chapter highlights some novel and some previously described 
associations between members of the nasal microbial community and S. 
aureus. A logical next step was to take advantage of the culture dependent 
methods used, and to try to elucidate mechanisms for apparent associations.
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By culturing the organisms, phenotypes and interactions could be 
investigated in vitro to determine if these might affect S. aureus carriage.
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Chapter 4: Does interspecific toxin-mediated interference 
competition contribute to the distribution of S. aureus across 
communities?
4.1 Introduction
After this study had commenced meta-community analyses of the human 
anterior nares were reported using 16S rDNA pyrosequencing technologies 
to elucidate the composition and structure of microbial consortia (Frank et al., 
2010; Wos-Oxley et al., 2010). These studies revealed that culture 
dependent approaches consistently underestimate diversity and richness of 
microbial communities due to the problems associated with sampling and 
culturing viable organisms. However, because of a lack of direct 
experimental tests, current culture independent methods cannot elucidate the 
mechanisms that underpin the observed community structure. Culture 
independent studies fail therefore to address the importance interactions 
between species within a community in driving community structure.
interspecific competition between organisms can influence the dynamics and 
composition of communities. Competitive interactions are dichotomously 
classified into either exploitative competition (Maclean & Gudelj, 2006; 
Vance, 1984), which involves common resource depletion, or interference 
competition (Amarasekare, 2002), which in microbes typically involves 
chemically antagonistic interactions via secreted molecules, also termed 
interference competition (Morin, 1999). Theoretical and empirical studies 
suggest that interference competition alleviates resource competition by
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removing competitors from a given niche (Garbeva et ai, 2011). 
Furthermore, allelopathy can act to promote invasion by allelopathic species 
into niches occupied by susceptible species (Chao & Levin, 1981).
Interference competition is widespread and well documented among 
microbes and can take three main forms, toxic secondary metabolites (Dong 
et ai, 2011; Guroy et ai, 2011; Leao et ai, 2009), antimicrobial peptides 
(Gardner et ai, 2004; Jack et ai, 1995) and antibiotics (Rasool & Wimpenny, 
1982; Turpin et ai, 1992; Wiener, 2000). Although antibiotics were initially 
described as any compound which has the potential to negatively impact on 
the fitness, fecundity or survival of another organism (Davies, 1990), there 
are important differences between the three forms. The strictest definition is 
for the antimicrobial peptides produced by bacteria called bacteriocins (Jack 
et ai, 1995), which are ribosomally synthesised peptides (Nissen-Meyer & 
Nes, 1997). Antibiotics cover a broader range of diverse chemicals and can 
be defined as a compound that is inhibitory at low concentrations (Jack et ai, 
1995). This definition also includes peptides which can be classed as 
antibiotics if they are not ribosomally synthesised, but synthesised by multi­
enzyme complexes (Kleinkauf & Vondohren, 1990). The definition of toxic 
chemicals is the broadest of the three and covers any other toxic secondary 
metabolite produced by bacteria. Indeed most microorganisms have the 
potential to produce compounds which are inhibitory to themselves and 
potential competitors if the concentration is high enough (Tagg etai, 1976).
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Bacteriocins are ribosomally synthesised, positively charged antimicrobial 
peptides which are divided into four classes based on the chemical structure 
gene sequence similarities (Klaenhammer, 1993). They possess a narrow 
spectrum of activity, only targeting members of the same, or closely related 
species (Jack et a/., 1995). The inhibitory mechanisms of bacteriocins are 
varied and they target a multitude of intracellular processes (Yeaman & 
Yount, 2003). However, the positively charged nature of bacteriocins means 
they simultaneously attack the bacterial cell membrane as an inhibition 
mechanism or to gain access to the cellular targets (Yeaman & Yount, 2003). 
Changes in the charge on the bacterial cell surface can therefore result in 
broad resistance to a range of bacteriocins (Ernst & Peschel, 2011).
The ecological and evolutionary implications of bacteriocin production have 
been well studied. By only targeting closely related species and with a 
relatively high cost, bacteriocins production can be viewed as a spiteful trait 
(Gardner et ai, 2004). Models show that this spiteful behaviour is 
advantageous when the bacteriocin producer is at an intermediate frequency 
in a population. If the frequency of the producer is too low, the sensitive 
strains will share some of the benefits, of reduced bacterial densities and 
relatively higher resources. If the frequency of the producer is too high then 
the cost of production will not be out balanced by the reduction in fitness of 
competing sensitive strains (Gardner ef a/., 2004). Furthermore, the model by 
Gardner et al. (2004) also predicts that spiteful behaviour will decrease 
parasite virulence. The predictions that bacteriocin production is favoured at 
intermediate frequencies and reduces parasite virulence has also been
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shown empiricaily by studying Photorhabdus spp infection in caterpillars 
(Massey et al., 2004) and Pseudomonas aeruginosa infection of wax moth 
larvae (Inglis et al., 2009). The production of bacteriocins by populations at 
low relative frequencies has also been shown to be beneficial in a spatially 
structured medium (Chao & Levin, 1981). Bacteriocin producers were able to 
invade sensitive populations at low frequencies with a spatial structure, which 
was not the case in a mixed liquid medium.
Antibiotics are a diverse range of compounds produced by soil dwelling 
microorganisms, most notably the Streptomyces spp. (Weber et al., 2003). 
Their therapeutic use in modern medicine clearly demonstrates their potential 
as agents of interference competition in nature. Empirical studies strongly 
support this, with densities of sensitive bacteria being reduced in the 
presence of antibiotic producing organisms (Rasool & Wimpenny, 1982; 
Turpin et al., 1992; Wiener, 1996). Furthermore, in vivo production of 
antibiotics in the rhizosphere has been shown to increase the producers 
competitiveness by increasing their ability to occupy root nodules (Robleto et 
al., 1997; Robleto et al., 1998) while non antibiotic producers suffer a 
reduced fitness (Mazzola et al., 1992; Pierson & Pierson, 1996). Within the 
context of the rhizosphere, antibiotic producers also protect the plants they 
inhabit from pathogens (Compant et al., 2005; Raaijmakers et al., 2002). 
Conversely, plants uninhabited by antibiotic producing microorganisms are at 
a much greater risk of succumbing to pathogen invasion (Keel et al., 1992; 
Silosuh etal., 1994; Thomashow & Weller, 1988).
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The benefits conferred by resident antibiotic producing microorganisms are 
not unique to plants in the rhizosphere. The fungal garden acting as a food 
source for Attine ants is protected from parasites by antibiotic producing 
Pseudonocardia (Currie et al., 2006; Little et aL, 2008). Antibiotic producing 
bacteria are also responsible for the protection of crustacean embryos 
(Gilturnes etal., 1989; Gilturnes & Fenical, 1992), wasp larvae (Kaltenpoth et 
al., 2005) and spruce bark beetles (Cardoza et al., 2006) from parasitic 
infection.
While interference competition seems a likely reason for the production of 
antibiotics in the natural environment there are other explanations. In many 
instances, antibiotics are not detected from the soil where antibiotic 
producers are isolated (Linares et al., 2006). In addition, antibiotics are 
known to affect the quorum sensing systems of the organisms which produce 
them, perhaps indicating that their purpose is for signaling between bacterial 
cells (Davies, 2006; Linares et al., 2006; Martinez, 2008; Yim et al., 2006). It 
has also been shown that some microorganisms can subsist entirely on 
antibiotics, using them as their sole carbon source (D'Costa et al., 2006; 
D'Costa etal., 2007; Dantas etal., 2008; Martinez, 2008; Wright, 2007).
Toxic secondary metabolites are perhaps the most difficult to identify as 
sources of interference competition as most can be toxic at high enough 
concentrations (Tagg et al., 1976). However, they can cause interference 
competition under the right circumstance. Some of the most widely studied 
toxic chemicals are those produced by cyanobacteria which when produced
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in blooms are not only toxic to algae in the local environment competing for 
nutrients (Leao et al., 2009), but also to fish in the proximity (Dong et ai, 
2011; Guroy et al., 2011), humans (Testai & Funari, 2010) and livestock 
(Collett et al., 2011) which drink the water. Streptococcus pneumoniae is also 
known for the production of hydrogen peroxide, which was proposed to be an 
agent of interference competition, specifically against S. aureus, it seems 
unlikely that S, pneumoniae produces inhibitory levels of hydrogen peroxide 
to act directly, however Selva et. al. (2009) demonstrated a novel mechanism 
of interference by which the sub inhibitory levels of hydrogen peroxide 
reduce the population density of S. aureus by inducing temperate phage.
Interference competition affects many community processes by altering the 
relative fitness of one organism compared to another, giving a competitive 
advantage either by increasing the producers’ fitness, or more likely 
significantly reducing the fitness of competitors. Invasion is one of the best 
studied ecological phenomena with respect to interference competition. 
Production of allelopathic compounds were shown to significantly increase 
the invasion success of bacterial producers in a spatially structured 
environment (Chao & Levin, 1981).
4.2 Aims
The aim this chapter is to elucidate interference competition interactions 
between nasal isolates and S. aureus and to determine if these interactions 
drive community composition. Despite the described weakness for 
community sampling the main strength of our culture-based sampling
75
approach is that the individual isolates can be assayed for their ability to 
inhibit S. aureus. This antagonism assay also lends itself to a relatively high 
throughput screen format, as well as potentially enabling inferences about 
interactions in the niche. These data can then be applied to the meta­
community analyses and the contribution of interference competition to 
driving community structure can be assessed.
4.3 Materials and Methods
4.3.1 Interference competition spray assay
A 25 pi spot (approximately 108 cells) of an overnight bacterial culture 
(method 2.1) of each nasal isolate was pipetted onto the centre of an agar 
plate containing 15 ml of BHI agar (lab M). The plates were incubated for 18 
h at 37°C before 250 pi of a ten-fold diluted overnight culture of S. aureus 
SH1000 (106cfu) was sprayed over the plate. The plates were incubated for 
a further 18 h after when the size of the inhibition zone produced by the 
central nasal isolate on SH1000 was assessed. The clarity of the inhibition 
zone was scored based on a simple scoring system of 1 to 4, 4 being 
completely clear and 1 being no detectable zone. The areas of any 
detectable zones were also recorded by measuring the diameter of the 
inhibition zone and the central colony. The area of both the zone and the 
colony were calculated using the equation A = Tr(d/2)2 where d is the 
diameter of the colony or the inhibition zone. The central colony area was 
then subtracted from the total zone area, leaving only the area of the zone 
around the perimeter of the central colony.
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4.4 Results
In chapter one, several taxa were found to be negatively associated with S. 
aureus across the human nasal meta-population. A logical next step was to 
determine if there were physiological interactions between these taxa and S. 
aureus that could explain the observed distribution. Direct antagonism was 
selected primarily as an easily measurable bacterial trait that could infer real 
interactions in the microbial niche. The ability of every bacterial isolate to 
inhibit the S. aureus lab strain SH1000 was tested using the spray assay 
(Method 4.3.1). The zones of inhibition resulting from the spray assay were 
scored for clarity (1 - 4; 4 being completely clear and 1 being no detectable 
zone) (Fig. 4.1) and their area was calculated. The median zone clarity score 
for each taxon is shown in figure 4.2.A. The median was chosen since clarity 
score is a discrete variable and is non-normally distributed. Taxa present at 
higher regional frequencies tended to exhibit high variance in clearing scores 
between isolates. By contrast, taxa present at very low regional frequency 
exhibited low variance of the clarity scores as the sample size for these taxa 
were so small. The mean area of the inhibition zone for each taxon is shown 
in Figure 4.2.B. Four taxa (PRO, MAC, SCH and GHA) displayed no 
inhibition, and yet were found to be significantly negatively associated with S. 
aureus (Table 3.2). This supports the conclusion that direct antagonism is not 
the mechanism causing this exclusion. All the other taxa found to be 
negatively associated with S. aureus (Fig. 3.2), produce varying sizes of 
inhibition zone, although it is not clear from this species-level data whether 
inhibition is directly responsible for the exclusion.
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Figure 4.1. Gradient of SH1000 lawn growth (1 - 4). No growth (4) to 
normal growth (1). Panel A shows no growth (4), panel B shows cloudy 
growth (3) panel C shows non normal growth but no apparent inhibition (2) 
and normal growth (1) is not shown.
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Figure 4.2. Clarity scores associated with each taxon. (A) Median clarity 
score for each taxon as the scores are discrete variables and are not 
normally distributed, the error bars represent the 90th percentile limit. 
Asterisks represent a significant difference from one (i.e. no clearing zone) 
using a Behrens-Fisher test. B shows the mean area or the zone for each 
taxon, error bars represent 1 standard error. Asterisks represent a significant 
difference from zero using a post hoc Dunnett’s test. One asterisk signifies 
p<0.05, two asterisks show p<0.01.
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To determine whether inhibition phenotype of isolates had an effect on the 
distribution of S. aureus, the presence or absence of taxa in each community 
weighted by inhibition was plotted using heatmaps (Fig. 4.3). Figure 4.3.A 
shows the taxa distribution with the colours overlaid representing the 
inhibition zone clarity and Figure 4.3.B shows taxa distributions with inhibition 
zone area overlaid in colour (red being most inhibitory and green being non 
inhibitory). Figure 4.3.A supports the existence of a negative relationship 
between clarity score and S. aureus presence or absence, with the majority 
of the inhibitory (red and orange) isolates being present in communities 
where S. aureus is absent. This is most clear in the case of Micrococcus 
luteus (LUT), which comprises of three inhibitory isolates, all of which do not 
co-exist with S. aureus, and three non-inhibitory isolates which do co-exist 
with S. aureus. A similar pattern is seen with the distribution heatmap 
overlayed with the inhibition zone area (Fig. 4.3.B), with most of the inhibitory 
S. epidermidis (EPI) and Micrococcus luteus (LUT) not co-existing with S. 
aureus.
A GLM with a logit link function was used to ascribe statistical significance to 
these observations. The presence or absence data (Table 3.2) was weighted 
with the inhibition zone clarity data (Table 4.1.A) and a second GLM was 
weighted with the inhibition zone area (Table 4.1.B). S. epidermidis (EPI), S. 
hominis (HOM) and Micrococcus luteus (LUT) were significantly negatively 
associated with S. aureus in both models. Antagonism may therefore explain 
the observed negative association between S. aureus and $. epidermidis 
already highlighted in Table 3.2. Two other taxa to which this might also
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apply are S. capitis (CAP) and C. propinquum (PRO), which were both 
shown to be significantly negatively associated with S. aureus when 
weighted with the inhibition clarity scores. However, the absence of C. 
propinquum is not likely to be explained by inhibition zone using the assay 
described here since it does not show any inhibitory activity, but as shown in 
the model (Fig.. 4.3) as it only occurs in two communities, neither of which 
contain S. aureus.
Interestingly, by weighting the taxa by their inhibition potential, completely 
novel interactions have been uncovered indicating that only inhibitory strains 
within the taxa groupings are negatively associated with S. aureus. These 
novel associations include Micrococcus luteus (MIC) and S. hominis (HOM), 
as well as Citrobacter freundii (CFR) and Corynebacterium sp. (COR).
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Figure 4.3. Taxa distribution with overlaid inhibition data. (A) Taxa 
distribution overlaid colours indicating the clearing zone score. (B) Same 
distribution with the colours representing clearing zone area. In both cases 
the scale runs from green - no inhibition to red - maximum inhibition. Each 
heatmap is divided into communities containing S. aureus (+AUR) and 
communities not containing S. aureus (-AUR).
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Df Deviance AIC LRT COR Pr(Chi)
tEPI 1 50.33935441 76.33935441 16.9934966 -0.29 ***3.75E-05
HOM 1 44.68477221 70.68477221 11.3389144 -0.08 ***0.000758997
LUT 1 50.81713148 76.81713148 17.47127367 -0.23 ***2.92E-05
+CAP 1 41.92128512 67.92128512 8.575427304 -0.26 **0.0034073
CKO 1 35.72926185 61.72926185 2.383404041 -0.13 0.122630073
CFR 1 39.32410478 65.32410478 5.978246966 0.13 *0.014483391
BSI 1 35.73997032 61.73997032 2.394112505 0.13 0.121792852
tPRO 1 43.48209536 69.48209536 10.13623755 -0.18 **0.001453826
PSU 1 35.72926185 61.72926185 2.383404041 -0.13 0.122630073
tACC 1 39.93320763 65.93320763 6.587349823 -0.07 *0.010270595
COR 1 40.29812593 66.29812593 6.952268116 -0.09 **0.008371303
MNO 1 35.72926185 61.72926185 2.383404041 -0.13 0.122630073
+EAE 1 36.19846875 62.19846875 2.852610942 -0.18 0.091225674
Table 4.1.A
Df Deviance AIC LRT COR Pr(Chi)
tEPI 1 53.46719026 75.46719026 9.159165123 -0.22 **0.002474754
HOM 1 54.03626965 76.03626965 9.728244518 -0.19 **0.001814577
LUT 1 56.94875146 78.94875146 12.64072633 -0.29 ***0.000377433
tMIC 1 49.10884469 71.10884469 4.800819559 -0.20 *0.028446202
CKO 1 46.37209776 68.37209776 2.064072631 -0.13 0.150806644
CFR 1 47.68908709 69.68908709 3.381061955 0.13 0.065949549
PYO 1 46.65028808 68.65028808 2.342262947 -0.13 0.125906533
STR 1 46.36692677 68.36692677 2.058901639 -0.13 0.151319208
SCI 1 46.80769284 68.80769284 2.499667704 -0.13 0.113870322
LEN 1 48.3477896 70.3477896 4.039764471 -0.13 *0.044440024
EFE 1 47.58597402 69.58597402 3.277948888 -0.13 0.070216631
Table 4.1.B
Table 4.1. GLM results of taxa distributions weighted by inhibition. The
distributions among all of the samples of each taxa was compared to the 
presence or absence of S. aureus using distribution data weighted by 
inhibition score (A) or by distribution data weighted by inhibition area (B). The 
likely hood ratio test (LRT) and p-values (Pr(Chi)) show the significance of 
the distributions along with the Akaike Information Criterion which 
demonstrates the suitability of this model. COR indicates whether the fit of 
the model was positive or negative. The taxa with are also significant in the 
presence absence GLM (Table 3.2) are indicated with a dagger (f).
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Determining the inhibitory phenotypes of the taxa has shed light on some 
completely novel interactions occurring between the microbial residents of 
the human anterior nares. It is also interesting to consider whether the level 
of inhibition in a community, regardless of the taxa present, contributes to S. 
aureus distribution across the meta-community. To test this the sum 
inhibitory values of each community was determined. The sum of inhibition 
clarity score plotted against presence or absence of S. aureus is shown in 
Figure 4.4.A and the sum clearing zone area is shown in Figure 4.4.B. There 
was a significant negative relationship between presence of S. aureus and 
sum of inhibition for both inhibition zone clarity (X222.44, Dev = 82.13, p > 
0.001) and clearing zone area (X25,44, Dev = 65.14, p = 0.0196). The fit for 
the inhibition zone area is not highly significant and it would be difficult to 
predict anything from the fit of the regression line. However, the fit for the 
logistic regression of cumulative inhibition zone clarity against S. aureus 
presence/absence is highly significant (p = 2.17 x 10"6). The regression line 
in Figure 4.4.A shows that there is just as much chance of encountering S. 
aureus in a community with a cumulative clearing score of 4, as there is of 
finding S. aureus in a community with no inhibitory taxa (just under an 80% 
chance). However, in communities with a clearing score of >5, the probability 
of encountering S.aureus is greatly reduced and rapidly approaches 0%. In 
real terms, this means that S. aureus can co-inhabit a niche with one 
inhibitory organism with a score of 3 or 4, but if there is more than one 
inhibitory organism, the chance of finding S. aureus in that community is 
greatly reduced.
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Figure 4.4. Community level inhibition attributes. A shows the a logistic 
regression curve fitted against the cumulative community inhibition score 
against the presence / absence of S. aureus (X222A4, Dev = 82.13, p > 
0.001). B shows a logistic regression curve fitted to the cumulative 
community inhibition zone area against the presence / absence of S. aureus 
(X25.44, Dev = 65.14, p = 0.0196). C shows how the clearing zone score 
correlates with the clearing zone size.
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4.5 Discussion
The results from this chapter clearly demonstrate that antagonism is a 
potential driver of the microbial community structure in the human nose and 
validates the use of culture dependent methods in the study of microbial 
ecology. Some taxa previously found (chapter 3 - Table 3.2) to be negatively 
associated with S. aureus were shown to more strongly negatively 
associated when weighted by inhibitory phenotype (GLM, Table 4.1, EPI, 
CAP, PRO, ACC and MIC). One taxon (EAE) was shown to be significantly 
negatively associated when only considering the presence and absence of 
species data, however when the inhibition data were overlaid, the association 
was no longer significant, indicating that the negative association was 
caused by another mechanism. Furthermore, several taxa were only found to 
be negatively associated with S. aureus when inhibition data was used as a 
weighting in the GLM, strongly suggesting that inhibition plays a role in their 
negative association (HOM, LUT, CFR, COR and LEN) (Fig. 4.3). This study 
suggests that interspecific phenotypic variation is an important factor driving 
species distribution.
A major benefit of this study is that the interactions observed against SH1000 
were not just from representative species being used to investigate a general 
phenomenon but from the exact species that were found and isolated from 
the sampled communities. As the amount of variation in the ability of an 
individual taxon to inhibit SH1000 is so great (most notable S. epidermidis 
Fig. 4.3.A & 4.3.B) using a representative of the species to find interactions 
relevant in the niche is essentially not possible. To truly find interactions
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relevant to the niche, the niche from which the organisms came must be 
taken into account. By doing this, the results of the inhibition of natural 
isolates on SH1000 may explain some aspects of S. aureus distribution in 
the niche. Using natural isolates of S. aureus in the inhibition spray assay, 
may have more accurately explained S. aureus distribution. This was not 
done however, due to physical experimental constraints.
Perhaps the clearest example of the benefits of this approach is the 
discovery that inhibitory strains of S. homins (HOM) and Micrococcus luteus 
(LUT) were far less likely to co-occur with S. aureus than non-inhibitory 
strains of the same species. This observation could not have been made by 
only considering the presence and absence of species as in Table 3.2, and 
as is done in all of the culture independent methods to date. In this example, 
it is not simply the species that is important, but the phenotypes of the 
specific isolates, which may be highly polymorphic across a species.
The sum of inhibitory phenotypes at the community-level was also shown to 
be important. If a community contains a number of different taxa and the sum 
of their clearing zone scores is greater than 5, then there is very low 
probability that S. aureus will be found in this community, seemingly 
regardless of which taxa are present (Fig. 4.4.A). The same trend can be 
seen for the cumulative area of the clearing zone produced by the taxa in a 
community although the effect is not as strong (Fig. 4.4.B). The notion that if 
a community contains a large number of taxa antagonistic towards any given
87
species, then that species will be less likely to be found there seems obvious 
but it has not, to my knowledge, been empirically tested in this way.
The bacteriocidal nature of the interference competition was not determined 
as cell free activity of the compounds could not be detected. The only insight 
into the nature of the allelopathic molecules is the type of the zone they 
produce (Fig. 4.1) and the relationship between the area and clarity of the 
zone (Fig. 4.4.C). Figure 4.4.C shows that there is a negative relationship 
between the size of a cloudy zone (zone type 3) and the size of a clear zone 
(zone type 4) with the cloudy zones tending to have a larger area. This may 
suggest that the clearing zones are caused by diffusible molecules of 
different sizes. The smaller molecules diffuse further through the agar plates 
and become diluted, producing a cloudy zone whereas the larger molecules 
cannot diffuse as far, becoming concentrated around the colony and 
producing a much clearer zone. Unfortunately, as no cell free activity could 
be isolated from the media, this hypothesis was not tested. With cell free 
activity of the allelopathic component it would have been possible narrow 
down exactly what the component was by heat treating it, subjecting it to 
different proteases and even determining the sizes of the compounds using 
electrophoresis.
Culture dependent approaches currently have the upper hand when 
elucidating physiological interactions. However, the relatively new field of 
transcriptomics raises interesting new possibilities for the study of microbial 
interactions within a community (Guell et ai, 2011). At present it is possible
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to detect which genes are expressed in a community and which organisms 
are present. This means that the community wide regulation of genes could 
be correlated to the presence or absence of certain organisms, it is not 
currently possible to segregate the genes that are regulated into different 
species, if their genes are highly conserved between species. An even 
simpler method is to use metacommunity data to determine if the presence of 
individual genes appear to exclude certain organisms. Based on the findings 
in this chapter that inhibitor-producing isolates are less likely to coexist with 
S. aureus, it would be interesting to investigate whether the presence of 
inhibitor-producing genes (bacteriocins, antibiotics, PSM’s etc) in the 
metacommunity negatively associated with S. aureus. Furthermore, this 
could be a way to investigate resource competition in the niche, by identifying 
metabolic genes and pathways that also exclude S. aureus.
Species boundaries in bacteria are very difficult to define. However, this 
analysis suggests that it is arguably more important to consider the 
phenotypes that drive community dynamics, in parallel with identification of 
species. After all, it is not the species S. aureus per se that is important in an 
infection, but the many phenotypes it possesses capable of causing these 
infections. In the same way, the taxa present in a community may be less 
important in excluding S. aureus than the phenotypes present among the 
taxa in a community that cause the exclusion.
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Chapter 5: Do biofilm disruption and Agr signaling 
interference contribute to the distribution of S. aureus across 
communities?
5.1 Introduction
Interference competition mediated by the production of toxins that directly kill 
a competitor potentially affects species distribution among the nasal 
microbial communities (chapter 4). However, this form of direct antagonism is 
not the only mechanism by which microorganisms benefit by secreting 
secondary metabolites to reduce the fitness of competitors. These chemicals 
produced by microorganisms may appear to have no effect in vitro but in 
their natural environment potentially serve to reduce the relative fitness of 
competitors (Iwase et al., 2010; Lina et al., 2003). The major difficulty in 
uncovering these interactions is that an understanding of the factors that 
affect fitness and survival in the natural niche must first be determined and 
since these factors are often complex, assumptions are necessary. However, 
two mechanisms for this type of interference competition in bacteria have 
been well-studied: inhibition of biofilm formation (Iwase et al., 2010; Quinn et 
al., 2009) and the disruption of quorum sensing (Diggle et al., 2007; Fleming 
etal., 2006; Lina etal., 2003).
Biofilm formation may be important for survival of S. aureus in the nasal 
niche (Iwase et al., 2010; Quinn et al., 2009). Studies have shown that 
strains of S. epidermidis possessing endoserine peptidase (ESP) activity are 
capable of inhibiting formation of the S. aureus biofilm in vitro, as well as
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destroying preexisting biofilms. Furthermore, ESP-producing strains can 
displace established S. aureus populations from the anterior nares (Iwase et 
al., 2010). Although the precise mechanism for ESP mediated biofilm 
disruption is not known, it is likely that it cleaves proteins involved in biofilm 
formation. Known biofilm-associated proteins include cell wall-associated 
proteins SasG and Pis (Corrigan et al., 2007), the autolysin Atl (Biswas etal., 
2006; Heilmann et al., 1997) and the biofilm-associated protein Bap, found 
only in bovine S. aureus strains, (Lasa & Penades, 2006). Pseudomonas 
aeruginosa secretes extracellular molecules that prevent biofilm formation by 
S. epidermidis as well as disrupting established biofilms (Pihl et al., 2010; 
Qin et al., 2009). This disruption was proposed to be mediated by an 
extracellular polysaccharide produced by Ps. aeruginosa, since ceiiulase 
treated supernatant, and Ps. aeruginosa mutants deficient in polysaccharide 
biosynthesis were not inhibitory. Inhibition is hypothesized to be caused by 
the interaction of the Ps. aeruginosa polysaccharide with the S. epidermidis 
polysaccharide that is important for biofilm formation (Qin et al., 2009). 
Furthermore, small secreted molecules produced by Ps. aeruginosa were 
shown to inhibit biofilm formation by Aspergillus fumigatus (Mowat et al., 
2010). Beyond the nasal microbiome, competition via biofilm disruption has 
been well studied among dental microorganisms. In vitro prevention of 
Streptococcus salivarius formation by Strep, mutans was demonstrated when 
the organisms were co-cultured in 96 well plates. Inhibition was shown to be 
caused by disruption of the signaling pathway that stimulates biofilm 
formation in Strep, mutans (Tamura et al., 2009). Urogenital biolfilms of 
harmful E. coli strains were significantly disrupted by extracellular products
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from members of the normal vaginal flora, demonstrating that natural 
competition among microbes can prevent disease (McMillan et al., 2011). 
This antagonism was probably caused by acid production, bacteriocins or 
surfactants that can penetrate and break up the biofilm (Cadieux et al., 2009; 
Niku-Paavola etal., 1999; Reid etal., 1999; Silva etal., 1987; Velraeds etal., 
1996).
Quorum sensing in S. aureus is mediated by an autoinducing peptide (AIR) 
that regulates a raft of cellular processes (Thoendel et al., 2011). 
Interference of quorum sensing systems often results in organisms being 
unable to survive in the niche using infection models e.g. a S. aureus wound 
infection (Smith et al., 2009); an S. epldermidis (Curtin & Donlan, 2006) 
catheter biofilm and an E. coll biofilm on the vaginal mucosa (McMillan et al., 
2011). Several studies have demonstrated indirect interference competition 
against S. aureus via the quorum sensing system. This is caused by 
competing AIRs binding and blocking the surface sensor histidine kinase in 
the two component system (Ji et al., 1997). Both intraspecific (Ji et al., 1997) 
and interspecific inhibition by AlPs have been reported (Otto et al., 1998), 
with the main interspecific interaction being with S. epldermidis AlPs (Lina et 
al., 2003; Otto et al., 1998; Otto et al., 2001). Due to the high genetic 
diversity of both the AIP and the receptor (AgrC), it is difficult to predict the 
outcome of non-cognate AlP-receptor interactions (Dufour et al., 2002). 
However, it is known that the macrocyclic ring of the AIP molecule can 
universally inhibit Agr signaling without the N-terminal tail (Lyon et al., 2000). 
This suggests that inhibition will occur if the N-terminal tail of the AIP
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molecule is not sufficiently complementary to the receptor as to elicit signal 
transduction (Lyon et al., 2000). Agr interference in vitro was suggested by 
Lina et ai. (Lina et al., 2003) as a cause of S. epidermidis driven exclusion of 
S. arueus from the anterior nares. This exclusion was due to the fact that 
certain S. aureus and S. epidermidis agr types could not co-inhabit the same 
niche. Intraspecific Agr interference between clinical strains of S. aureus has 
also been shown to reduce virulence in an insect model (Fleming et al., 
2006).
Apparent interference competition can also occur when the competitive 
interaction is mediated by a third interacting biological entity (Bonsall & 
Hassell, 1997). The production of hydrogen peroxide by Strep, pneumoniae 
was previously thought to cause direct interference of S. aureus. A 
subsequent study contradicted this and stated that the H2O2 concentration 
produced by Strep, pneumoniae was not inhibitory to S. aureus (Regev- 
Yochay et al., 2006). Moreover, recent work by Selva et al. (2009) empirically 
showed that sub-inhibitory concentrations of H2O2 produced by S. 
pneumoniae could significantly reduce the density of S. aureus by inducing 
the SOS response and triggering the induction of prophage harboured by the 
S. aureus population.
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5. 2 Aims
The studies in this thesis have addressed direct, explicit interference 
competition in the form of excreted toxins. This chapter aims to investigate 
indirect interference competition by assaying selected nasal isolates for the 
ability to disrupt processes hypothesised to be essential for S. aureus 
survival in the niche, namely biofilm formation and Agr signal transduction.
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5.3 Materials and Methods
5.3.1 Biofilm Inhibition Assay
Overnight cultures (method 2.1) of S. aureus strain SH1000 were inoculated 
with a 1% (v/v) inoculum into 96 well plates containing 50% single strength 
BHI supplemented with 4% (w/v) filter sterilised sucrose (final concentration 
2% (w/v)) and 50% spent supernatant from a 18 h old culture of either S. 
epidermidis, S. capitis or Corynebacterium sp., up to a total volume of 200 pi. 
Supernatant from an 18 h culture of strain SH1000 and single strength BHI 
media were used as controls. Three biological replicates of the culture 
supernatants were used. The 96 well plates were incubated statically in a 
humidified environment for 48 h. Following incubation, the media was 
removed from the 96 well plates by pipetting, taking care not to disturb the 
biofilm on the base of the well. The biofilm was then washed 3 times by 
gently pipetting 200 pi of PBS over the biofilm and removing it by pipetting. 
The plates were air dried before 50 pi of 0.1% (w/v) crystal violet solution 
was added to each well and left for 10 minutes to stain the cells in the biofilm. 
The crystal violet solution was removed and the stained biofilm was washed 
by pipetting with PBS as previously described. The stained biofilm was then 
resuspended in 100 pi of 100% (v/v) glacial acetic acid and the optical 
density was read at 590 nm using a Victor 3 plate reader [Wallac].
5.3.2 Quorum sensing (Agr) interference
S. aureus siram Liv985 (SH1000 pSB2035 [agr::luxABCDE])), which contains 
the luxABCDE genes under the control of the agr RNAlll P3 promoter was 
used to examine Agr signaling interference. Strain Liv985 was incubated in
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96 well plates with 50% (v/v) single strength BHI and 50% (v/v) culture 
supernatant from a test strain. Culture supernatants from Enterococcus 
feacalis (L058 - Liverpool Strain) and Bacillus cereus (L001 - Liverpool 
Strain) were used as negative controls are not known to produce similar AlPs 
to S. aureus and are unlikely to interfere with Agr signal transduction. E. 
faecalis utilises pheromones which are structurally distinct from the 
staphylococcal AIP (Nakayama et aL, 2001a) and B. cereus relies on the 
competence system, not agr for cell density sensing (Kramer et a/., 2007). 
Single strength BHI media was also included as a control. Optical density 
readings (Asgonm) and relative luminescence units per second (RLU s'1) were 
recorded after 7 h when luminescence and thus transcription from agr P3 
were found to be highest.
5.3.3 Statistical Analysis 
Behrens Fisher Multiple comparsions
Behrens Fisher multiple comparison were used to compare several means to 
the selected control value. The test was controlled for type II errors (alpha = 
0.05). A conservative control (i.e. the lowest value) was always chosen for 
comparison when looking for either biofilm inhibition or Agr interference. The 
test was therefore constrained to only identify strains with significantly lower 
means than the control. Higher means could potentially be false positives, as 
the controls for comparison were selected for their conservatively tow value. 
The analysis was done using the “npmc” package in R (R Development Core 
Team, 2010).
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Logistic Regression
Logistic regression was carried out using a GLM with a logit link function 
(Method 2.23).
5.4 Results
5.4.1 Effect of isolate on biofilm production
Three candidate taxa were assayed for their ability to inhibit S. aureus biofilm 
formation and to disrupt Agr signal transduction. The taxa S. epidermidis, S. 
capitis and Corynebacterium spp. were chosen because of their observed 
negative associations with S. aureus (chapter 3). S. epidermidis has been 
previously reported to inhibit S. aureus biofilm formation (Iwase et al., 2010) 
and interfere with Agr signaling (Lina et ai., 2003). To date no mechanisms 
have been described to account for the negative associations observed 
between S. aureus and Corynebacterium spp. or S. capitis.
To examine biofilm inhibition, S. aureus strain SH1000 was incubated for 48 
h in media containing 50% (v/v) culture supernatant from either S. 
epidermidis, Corynebacterium spp. or S. capitis. The quantity of biofilm 
produced after incubation was then measured after staining with 0.1% (v/v) 
crystal violet solution. Two controls were used in the biofilm inhibition assay, 
one labeled “media” contained fresh media and no culture supernatant and 
one labeled “SH1000” contained 50% culture supernatant from an S. aureus 
SH1000 culture. The bar graphs in Figures 5.1-5.3 present the optical density 
of the crystal violet which is proportional to the quantity of S. aureus biofilm. 
Logistic regression (second plot in Figs. 5.1 - 5.3) was used to determine if
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there was a relationship between the ability of a strain to inhibit biofilm 
formation and whether it was isolated from a microbial community containing 
S. aureus. All of the isolates were compared to the most conservative control 
by means of a Behrens Fisher nonparametric multiple comparison. The most 
conservative control (the lowest mean values) was selected for comparison 
to reduce the chance of false positive result.
The majority of S. epidermidis (37 out of 45) isolates significantly reduced the 
S. aureus biofilm when compared to the control (Fig. 5.1). However, there 
was no significant relationship between the degree of biofilm inhibition and 
the likelihood of coexistence with S. aureus in sampled communities (Table 
5.1 & Fig. 5.1). None of the 21 Corynebacterium spp. isolates reduced the 
biofilm below the level of the media control (Fig. 5.2) (GLM p = 0.8061). Only 
2 out of 10 strains of S. capitis (B098 & B160) significantly reduced the S. 
aureus strain SH1000 biofilm (Fig. 5.3) although these strains are not 
negatively associated with the presence of S. aureus in the niche (GLM p = 
0.6902).
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Figure 5.1. Effect of S. epidermidis on biofilm formation. The bar chart 
shows the quantity of S. aureus biofilm (OD of crystal violet stained and 
resuspended biofilm) able to grow in the presence of 50% supernatant 
present from each strain on the x axis. The dagger symbol indicates the 
control used for the multiple comparison (Behrens Fisher Test), and the 
dotted line shows the mean values of the control as a visual comparison. The 
second plot shows the relationship between the biofilm quantity measure in 
optical density and the presence of S. aureus. There is no significant 
relationship (GLM p = 0.6724).
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Figure 5.2. Effect of Corynebacterium spp. on biofilm formation. The bar
chart shows the quantity of S. aureus biofilm (OD of crystal violet stained and 
resuspended biofilm) able to grow in the presence of 50% supernatant 
present from each strain on the x axis. The dagger symbol indicates the 
control used for the multiple comparison (Behrens Fisher Test), and the 
dotted line shows the mean values of the control as a visual comparison. The 
second plot shows the relationship between the biofilm quantity measure in 
optical density and the presence of S. aureus. There is no significant 
relationship (GLM p = 0.8061).
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Figure 5.3. Effect of S. capitis on biofilm formation. The bar chart shows 
the quantity of S. aureus biofilm (OD of crystal violet stained and 
resuspended biofilm) able to grow in the presence of 50% supernatant 
present from each strain on the x axis. The dagger symbol indicates the 
control used for the multiple comparison (Behrens Fisher Test), and the 
dotted line shows the mean values of the control as a visual comparison. The 
second plot shows the relationship between the biofilm quantity measure in 
optical density and the presence of S. aureus. There is no significant 
relationship (GLM p = 0.6902).
101
5.4.2 Effect of isolates on agr transcription
To determine the effects of the isolates on agr transcription, a strain 
containing a plasmid with bioluminescence genes under the control of the agr 
promoter P3 was used. The Liv985 (SH1000 pSB2035 [agr::luxABCDE]) 
luminescent reporter plasmid strain was incubated in 50% culture 
supernatant (18 h) from each isolate. For controls, SH1000 culture 
supernatant and media were used as before. In addition, two other controls 
were selected: 50% supernatant from cultures of Enterococcus faecatis 
(L058) and Bacillus cereus (1001). These bacteria were chosen as they 
would deplete nutrients from the media and yet show no known evidence of 
S. aureus AIR mediated interference. As previously, comparisons were 
always performed against whichever of the two controls produced the lowest 
luminescence value for the most conservative analysis.
All except four of the S. epidermidis strains significantly reduced the RLU s'1 
when compared to the L058 control (Fig. 5.4). There is also a significant 
negative relationship between RLU s"1 and presence of S. aureus as shown 
in Figure 5.4 and Table 5.2 (GLM - LTR = 4.039, p = 0.04446) indicating that 
S. epidermidis strains that inhibit agr transcription are more likely to be found 
in S. aureus containing communities. There was no correlation between 
biofilm inhibition and reduction in agr transcription (Spearman’s R = -0.083, p 
= 0.59).
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No Corynebacterium spp. isolates inhibited transcription of agr (Fig. 5.5) and 
there was no relationship between the levels of agr transcription and 
coexistence with S. aureus (Table 5.2 & figure 5.5).
All but one of the ten S. capitis strains were capable of significantly reducing 
agr transcription in S. aureus (Fig. 5.6). Furthermore there was a positive 
relationship between luminescence and the presence of S. aureus (Table 
5.2), meaning that strains showing the greatest inhibition of agr transcription 
were least likely to be present in S. aureus containing communities (Fig. 5.6). 
The association was not significant (p = 0.08674) although this may have 
been caused to the relatively low numbers (number) of S. capitis isolates.
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Figure 5.4. Effect of S. epidermidis on agr transcription per cell. The bar
chart shows the agr transcription levels after 7 h in the presence of 50% 
supernatant present from each strain on the x axis. The dagger symbol (t) 
indicates the control used for the multiple comparison (Behrens Fisher Test), 
and the dotted line shows the mean values of the control as a visual 
comparison. The second plot shows the relationship between agr 
transcription levels measured in luminescence counts per second per optical 
density unit (CPS / od and the presence of S. aureus. There is a significant 
relationship between them (GLM p = 0.04446).
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Figure 5.5. Effect of Corynebacterium spp. on agr transcription per cell.
The bar chart shows the agr transcription levels after 7 h in the presence of 
50% supernatant present from each strain on the x axis. The dagger symbol 
(t) indicates the control used for the multiple comparison (Behrens Fisher 
Test), and the dotted line shows the mean values of the control as a visual 
comparison The second plot shows the relationship between agr 
transcription levels measured in luminescence counts per second per optical 
density unit (CPS / OD and the presence of S. aureus. There is no significant 
relationship (GLM p = 0.9054).
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Figure 5.6. Effect of S. capitis on agr transcription per cell. The bar chart 
shows the agr transcription levels after 7 h in the presence of 50% 
supernatant present from each strain on the x axis. The dagger symbol 
indicates the control used for the multiple comparison (Behrens Fisher Test), 
and the dotted line shows the mean values of the control as a visual 
comparison. The second plot shows the relationship between agr 
transcription levels measured in luminescence counts per second per optical 
density unit (CPS / od and the presence of S. aureus. There is a significant 
relationship between them (GLM p = 0.08674).
106
Df Deviance LRT P -value
|epi 1 60.633 0.17880 0.6724 iM
COR 1 26.734 0.060239 0.8061
ICAR 1 10.0080 0.1589 0.6902
Table 5.1 GLM showing relationship between biofilm quantity after 
incubation with different strains and whether the strains 
were co-isolate with S. aureus. LRT shows the statistic for the likelihood 
ratio test with the accompanying p - value.
Df Deviance LRT P -value
|epi 1 60.633 4.039 0.04446* 1
COR 1 26.734 0.014129 0.9054
|CAP 1 10.0080 2.9339 0.08674-
Table 5.2. GLM showing relationship between agr transcription levels 
after incubation with different strains and whether the strains were co­
isolate with S. aureus. LRT shows the statistic for the likelihood ratio test 
with the accompanying p - value.
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5.5 Discussion
The majority of nasal S. epidermidis isolates were shown to be able to 
prevent S. aureus biofilm formation and inhibit the S. aureus agr signal 
transduction system using the assays described here. However, the ability to 
inhibit an in vitro biofilm did not affect the coexistence of S. epidermidis and 
S. aureus. Conversely, S. epidermidis strains that could inhibit Agr signaling 
were significantly more likely to be isolated from S. aureus containing 
communities. Most strains of S. capitis could potentially inhibit S. aureus Agr 
signal transduction. Moreover there was a negative association between Agr 
interfering strains and coexistence with S. aureus (Fig. 5.6), although this 
was not significant (p = 0.08674, Table 5.2). Most S. capitis strains did not 
affect biofilm formation and there was no association between strains that did 
prevent biofilms and S. aureus coexistence. No Corynebacterium spp. strains 
were able to prevent biofilm formation or inhibit Agr signal transduction.
Previous studies have shown that biofilm disruption may prevent nasal 
colonisation by S. aureus (Iwase et ai, 2010; Quinn et al., 2009). Esp 
producing strains of S. epidermidis were shown to disrupt preexisting biofilms 
in vitro and displace commensal S. aureus when they were inoculated into a 
human nose (Iwase et ai., 2010). Furthermore, colonisation of nasal epithelial 
cells was associated with the ability to form in vitro biofilms (Quinn et al., 
2009). However, the data from this chapter do not suggest that the potential 
for biofilm disruption poses a major barrier to nasal colonisation by S. aureus. 
S. aureus was just as likely to coexist with strains that inhibited in vitro biofilm 
formation, as those that did not (Table 5.1). These findings are consistent
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with histological studies, which showed no evidence of biofilm formation in 
the S. aureus nasal colonisation of cotton rats (Nouwen et al.t 2004a; ten 
Broeke-Smits etal., 2010).
Studies have also shown that interference with Agr signaling in S. aureus can 
affect nasal carriage (Lina et ai, 2003). The data in this chapter suggest that 
strains of S. epidermidis that can interfere with S. aureus agr transcription 
were more likely to coexist with S. aureus in the nose (Table 5.2). By 
contrast, strains of S. capitis that interfere with agr transcription were less 
likely to coexist with S. aureus, although this was not significant (p = 
0.08674) (Table 5.2). It is interesting that strains of S. epidermidis and S. 
capitis that have a similar effect on agr transcription, display opposite 
patterns in coexistence with S. aureus. The pattern of S. capitis/S. aureus 
coexistence could be explained by the Agr interference reducing S. aureus 
fitness and thereby preventing coexistence. The pattern observed with S. 
epidermidis whereby Agr interfering strains appear to be significantly more 
likely to coexist with S. aureus is less intuitive. A possible explanation is that 
Agr interference by S. epidermidis is used to counteract a competitive effect 
that S. aureus has in the niche. By this logic, only Agr interfering strains are 
capable of coexisting with S. aureus. Another possibility is that the pattern is 
simply an artifact of an overarching mechanism driving the distribution of S. 
epidermidis and S. aureus e.g. toxin mediated interference competiton 
(chapter 4).
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S. capitis has never previously been reported as an inhibitor of S. aureus but 
the data from this chapter support a theory that it is able to interfere with Agr 
signaling, and that this interference could coincide with exclusion of S, 
aureus from the niche. A logical explanation for this Agr interference is 
antagonism of the S. capitis AIR with the S. aureus Agr system. Agr 
interference was shown to be dependent on the exact agr types of the 
interacting strains (Lina et a/., 2003). S. aureus is known to have four agr 
types, S. epidermidis has three and S. capitis has two, each differing in the 
amino acid sequence of the post translationally modified AIR (Dufour et a/., 
2002). Both of the S. capitis AIRs share close homology with S. epidermidis 
AIR II (Dufour et ai., 2002). Lina et al. (2004) showed that S. epidermidis 
seAlP II can inhibit the RNAIll transcription in S. aureus strains which 
possess S. aureus saAIR II. The similarity between both S. capitis AIRs and 
S. epidermidis seAlP II suggest that Agr interference between S. capitis and 
S. aureus is possible. However, this similarity currently can only account for 
inhibition between S. capitis and one out of four S. aureus Agr types. 
Furthermore, although the sequences of the S. capitis AIRs and the S. 
epidermidis seAlP II are similar, there is no empirical evidence for their direct 
interaction.
The implications of agr interference are not only important for survival of S. 
aureus, but also for virulence. Most secreted proteins and virulence factors 
are produced in late exponential growth and as such are regulated by 
quorum sensing (Foster, 2009). Disruption of Agr was shown in an animal 
model to significantly reduce virulence (Fleming et al., 2006). Interestingly,
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the data from this chapter suggest that Agr interfering strains of S. 
epidermidis are significantly more likely to coexist with S. aureus. Further 
work is required to elucidate whether coexistence results in reduced agr 
transcription in the niche and indeed, a lower chance of suffering from an S. 
aureus infection. Even if agr was downregulated in the niche, it seems 
unlikely that an infection would be less severe, as the interfering organism 
would have to also be present at the infection site to reduce virulence 
(Fleming et al., 2006). However, it seems possible that if Agr was not 
activated in the niche, there would be less chance of dissemination of S. 
aureus cells and a lower expression of virulence genes which could reduce 
the chance of an infection developing (Foster, 2005; Foster, 2009).
The data from this study do not suggest any possible mechanism for the 
exclusion of S. aureus from the niche by Corynebacterium spp. The fact that 
this exclusion occurs has been well documented, but as yet, no underlying 
mechanism has been found is surprising. That exclusion cannot be found 
when studying Corynebacterium spp. in isolation and in vitro may suggest an 
antagonism that is brought about by an intermediary as in apparent 
competition (Bonsall & Hassell, 1997; Morris et al.t 2004). The intermediary 
could be another species in the community, or the human host. This kind of 
competition has rarely been described in bacteria, except for an apparent 
interaction between Strep, pneumoniae and S. aureus mediated by 
bacteriophage (Selva et al., 2009). Alternatively, apparent competition could 
be mediated by the host immune system, whereby pathogens illicit immune 
responses to target competitors (Brown et al., 2007). Equally, the exclusion
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could be brought about by a novel mechanism and RNA transcriptome 
analyses of co-cultured cells might yield clues to pathways modulated in the 
presence of corynebacteria.
While inferences can be suggested from this study, the in vitro 
methodologies used mean that in vivo interactions cannot be predicted with 
certainty. Animal models could be used to more effectively investigate Agr 
expression in vivo by using a green fluorescent protein reporter plasmid 
(Zhao et al., 2001). Biofilms are more difficult to study using in vivo models, 
although they can be grown and measured on human epithelial cells 
(Moreau-Marquis et a/., 2010) which would more closely resemble natural 
conditions. Furthermore, the methods described here cannot discern whether 
the observed negative effects on biofilm formation where not caused by 
toxins in the supernatant causing cell death.
There was a high level of variability between the SH1000 controls used in the 
three biofilm assays (Fig. 5.1 - 5.3), although the values for the media only 
control remained relatively constant. SFI1000 supernatant was used to 
control for the effects of nutrient depletion, although biofilm formation could 
be affected by AIRs which could have been present in the SH1000 
supernatant. Differing quantities of AIR in the supernatant may account for 
the variability, as agr upregulation caused by high AIR concentrations does 
affect biofilm formation and adherence to surfaces (Vuong et a/., 2000). The 
media negative control contained 50% single strength BHI in place of any 
nutrient depleted supernatant. It may have been more suitable to also use a
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control that contained 50% sterile water instead of BHI media, to represent 
the absolute lower limit of nutrient depletion. In the agr transcription assays, 
four controls were used; media only, SH1000 supernatant, E, faecalis 
supernatant (L058) and B. cereus supernatant (L001). E. faecalis and B. 
cereus were selected as they have not shown evidence of Agr interference. 
B. cereus does not have a homologous quorum sensing system, instead 
relying on the competence system for cell density sensing (Kramer et al., 
2007). E. faecalis utilises pheromones which are structurally distinct from the 
staphylococcal AIR (Nakayama et al., 2001a), and are hence unlikely to 
interfere with S. aureus signal transduction (Mayville et al., 1999). A media 
only control was included to categorically control against the effect of any Agr 
interference. However, a control containing 50% sterile water may have been 
more appropriate to also control for the absolute lower limits of nutrient 
depletion. Using such a control would probably have negated the need for 
the media only control and the supernatants from E. faecalis and B. cereus. 
The SH1000 supernatant controlled for the possibility that AIRs in the 
supernatant could artificially elevate agr transcription.
The data from this chapter may support the ideas that Agr interference 
between S. epidermidis and S. aureus play a role in nasal colonisation. The 
data may also suggest an Agr interference model for the exclusion of S. 
aureus from the niche by S. capitis. However, the previously discussed 
limitations relating to the suitability of the controls need to be addressed 
before more accurate conclusions can be drawn.
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Chapter 6: How might inhibitory nasal isolates affect the 
colonisation dynamics of S. aureus?
6.1 Introduction
Ecological theory proposes that interference competition can both promote 
and prevent invasion of resident communities (Adams et aL, 1979; Chao & 
Levin, 1981; Durrett & Levin, 1994; Duyck et aL, 2006; Frank, 1994). The in 
vitro data presented in chapters 4 and 5 support the theory that bacterial 
isolates from nasal microbial communities utilise interference competition, 
either by killing competitors (chapter 4) or by interfering with cellular 
processes to reduce competitor fitness (chapter 5). Here, an experimental 
approach was taken to investigate the role of interference competition in the 
in vitro ecological interactions of S. aureus and S. epidermidis. These 
species were the most abundant species isolated from the anterior nares of 
60 volunteers during sampling in this study (chapter 3), being present in 21 
(35%) and 59 (98%) of the nasal communities, respectively. Inhibition of S. 
aureus (chapters 4 & 5) by S. epidermidis isolates potentially contributes to 
determining the distribution of S. aureus, such that S. aureus is less likely to 
inhabit communities containing inhibitor-producing S. epidermidis isolates 
(chapter 4). This pattern could be driven either by a resident, inhibitor- 
producing S. epidermidis preventing invasion of susceptible S. aureus, or by 
an invading inhibitor-producing S. epidermidis displacing a resident 
susceptible S. aureus population. To test these two possible scenarios, 
reciprocal invasion-from-rare experiments (Chao & Levin, 1981) were carried
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out between inhibitor-producing or non-inhibitor-producing nasal isolates of 
S. epidermidis and the susceptible lab strain of S. aureus SH1000.
In bacterial communities, interference competition is generally caused by 
costly environmentally secreted toxins, and therefore is likely to be affected 
by spatial population structure. Chao and Levin (1981) tested the effect of 
spatial structure on invasion by bacteriocin producing E. coli strains into 
populations of susceptible E. coli strains. These experiments demonstrated 
that in spatially structured environments (agar plates) bacteriocin producers 
could invade-from-rare (frequency of 0.001) into bacteriocin-sensitive 
populations. By contrast, in the absence of spatial structure (shaken liquid 
broth) much higher initial frequencies of producers (frequency of 0.1) were 
required to allow successful invasion into a population of susceptibles. In 
spatially structured environments, spatial clustering favoured bacteriocin 
producers because, while the effects of toxins were localised, toxins reached 
higher local concentrations. As such the benefits of costly toxin production 
could be accrued even by small founding populations (Chao & Levin, 1981; 
Greig & Travisano, 2004). Whereas, in spatially unstructured environments, 
rapid diffusion of the bacteriocin away from producing cells required 
bacteriocin producers to exceed a higher threshold frequency, before the 
benefits of bacteriocin production could be realised. Similar frequency 
dependent effects of invasion of toxin producers were demonstrated in the 
yeast Saccharomyces cerevisiae (Greig & Travisano, 2004). These studies 
suggest that inhibitor-producing S. epidermidis strains should be better able
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to invade-from-rare than sensitive strains, and should do so from lower 
frequencies in more highly spatially structured populations.
Ecological theory proposes that interference competition by a resident 
species should prevent invasion by a susceptible species (Adams & 
Traniello, 1981; Doyle et a/., 2003). Because the inhibitor kills susceptible 
immigrants, invaders are unable to sustain a viable population; such hostile 
environmental patches are often termed black-hole sinks in population 
ecology (Holt & Gaines, 1992). However, there is potential for a susceptible 
species to evolve resistance to the inhibitor, yet this has rarely been 
considered in the context of interference competition. Several theoretical 
models predict that the likelihood of adaptation to a black-hole sink 
environment increases with the rate of immigration from the source 
population (Gomulkiewicz et a/., 1999; Holt et al., 2003). This occurs 
because higher immigration rates increase the probability that immigrants 
carry beneficial mutations that are preadapted to survive the conditions of the 
black-hole sink (Holt & Gaines, 1992; Perron et al., 2008). Therefore, 
invading S. aureus populations are more likely to contain mutants resistant to 
S. epidermidis toxins when invading from higher initial densities and / or 
frequencies. However, the spread of these beneficial resistance mutations is 
likely to be impeded in more highly spatially structured environments. This is 
because competition of the beneficial mutant can only occur at the edge of a 
colony, and as the colony grows, a smaller proportion of the mutant 
population will be competing with the ancestral genotype (Habets et al., 
2007). Taken together, these studies suggest that non-inhibitor-producing
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residents are more easily invaded; that resistance of the invader to inhibitory 
toxins is more likely to evolve when invaders are at a high starting frequency; 
and that resistant mutants are more likely to invade in unstructured 
environments.
6.2 Aims
The specific aims of this chapter were to test the following predictions: [i] 
inhibitor-producing strains of S. epidermidis should be better able than non­
producing strains to invade sensitive S. aureus populations; [ii] the success 
of invasion by inhibitor-producers will be independent of starting frequency in 
structured environments, but invasion will only be possible above a threshold 
frequency on an unstructured medium; [iii] inhibitor-producing S. epidermidis 
strains should be better able than non-inhibitor-producing strains to restrict 
invasion by S. aureus] [iv] when at a high initial frequency S. aureus should 
be more likely to evolve resistance to inhibitors produced by S. epidermidis.
6.3 Materials and Methods
Species Strain identification Reference
S. aureus
S. epidermidis
SH1000
B155 (inhibitor-producing)
(Horsburgh et al., 2002)
Nasal isolate - this study
S. epidermidis B180 (inhibitor-producing) Nasal isolate - this study
S. epidermidis
S. epidermidis
B035 (non-inhibitor-producing)
B115 (non-inhibitor-producing)
Nasal isolate - this study
Nasal isolate - this study
Table 6.1. Strains used in this chapter.
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Invasion assay
All nasal isolates were cultured on BHI agar plates prior to the beginning of 
the invasion experiment. Bacteria were cultured for 18 h on 50 mm diameter 
BHI agar plates when the lawns of S. aureus (SH1000) and S. epidermidis 
strains (resident and invader - Table 6.1) were scraped off the agar plates 
and suspended in 10 ml of PBS (Table 2.1), (containing approximately 5 x 
108cfu ml"1 for S. aureus and S. epidermidis, determined with a colony count) 
by vortexing thoroughly. The cfu ml'1 in each tube was equalised by diluting 
the cell suspensions in PBS and comparing the OD6oo of each suspension. 
The two organisms were then mixed together in a final volume of 10 ml PBS 
(Table 2.1) with the invader at different frequencies (ratios) to the resident 
(0.1:1, 0.01:1, 0.001:1). For brevity these ratios are referred to in this chapter 
as frequencies and only the first number in the ratio pair is used to define 
each frequency. The mixtures were vortexed thoroughly before 50 pi 
(containing approximately 2.5 x 106cells) was plated out on 25 ml BHI agar 
and incubated at 37° C. Three replicate communities were established at 
each starting frequency. The communities were transferred to a new agar 
plate every day for 7 days. Half of the plates underwent a spatial structured 
regime whereby the transfers were made by replica plating with velvet to 
maintain spatial structure. While the other half of plates underwent a mixed 
regime whereby the spatial structure was destroyed at every 24 h transfer by 
scraping the entire bacterial lawn off the plate and transferring to 10 ml of 
sterile PBS before thoroughly vortexing and pipetting 50 pi onto a new plate 
to complete the transfer. Each set was performed in triplicate and the cell 
densities transferred in each regime were comparable. Viable counts for
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each isolate were calculated every second day. On the structured plates this 
was achieved by scraping the remainder of the bacterial lawn after the 
replica plating and serial diluting in PBS. Colony counts were done on BHI 
plates and colonies were differentiated by colony morphology and colour.
6.3.1 Doubling time determination
An overnight culture of each strain (Table 6.1) was inoculated (1% inoculum) 
into 200 pi of BHI broth in a 96 well plate. The 96 well plates were incubated 
at 37°C for 8 h and OD6oo readings were taken at 20 min intervals. The 
doubling time (mins) was then calculated using the following formula where 
Td is the doubling time; frand £2are two consecutive time points throughout 
the bacterial growth; and di and 62 are the corresponding OD6oo readings at
U and t2.
Td^ ($2 ^l)
log (2)
6.4 Results
6.4.1 Invasion of S. epidermidis into S. aureus resident populations
To test whether inhibitory nasal isolates of S. epidermidis could invade-from- 
rare, three frequencies (0.1, 0.01 & 0.001) of two independent inhibitor- 
producing and non-inhibitor-producing isolates were invaded into sensitive S. 
aureus SH1000 resident populations (Fig. 6.1). The selected S. epidermidis 
isolates had doubling times that did not differ significantly from those of 
SH1000 (Table 6.2). Invasions were carried out for seven days under
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structured and mixed conditions. To quantify the success of the invasion, I 
calculated the invader selection rate constant for each invader using relative 
bacterial frequencies from day zero and day seven (method 2.18) (Fig. 6.2); 
negative values indicated that invasion was not possible, whereas positive 
values indicated the invasion was possible. The invasion time-course data 
were visualised using plots of the natural log of the invader to resident ratio 
overtime (Fig. 6.1); in addition plots of the comparative invader selection rate 
constants (Fig. 6.2), and interaction plots of the selection rate constants 
against the main effects from a multivariate ANOVA (Fig. 6.3) are shown.
6.4.2 Structure favours invasion of inhibitor- producing S. epidermidis 
Environmental structure promoted S. epidermidis invasion (structure, F = 
322.77, p < 0.001) (Fig. 6.1.A, 6.1.B & 6.3.A), and this effect was stronger for 
S. epidermidis inhibitor-producers than for non-inhibitor-producers (structure 
x inhibition, F = 14.29, p < 0.001) (Fig. 6.3.1). S. epidermidis was never able 
to successfully invade under mixed conditions (Fig. 6.2 & 6.3.A). However, S. 
epidermidis was more likely to persist at low frequencies and avoid extinction 
in mixed environments when initiated at a higher starting frequency 
(frequency x structure, F= 13.55, p <0.001).
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doubling 
time (min)
T-Value P-Value
SH1000 116.45 NA NA
B180 116.06 -0.074 1.0000
B155 110.11 -1.203 0.5689
B115 120.49 0.767 0.8579
B035 123.34 1.307 0.4970
Table 6.2. Doubling times of strains used in this study. The doubling 
times in minutes were compared to SH1000 (S. aureus) as a control using a 
Dunnetts test. There is no significant difference between any of the S. 
epidermidis strains tested and the S. aureus strain SH1000 used in this 
study.
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S. epidermidis invading
BISS
Figure 6.1. Inhibitor-producing (blue and black) and non-inhibitor- 
producing (red and green) isolates of S. epidermidis invading 
populations of S. aureus (SH1000) at frequencies of 0.1 (triangle), 0.01 
(square) and 0.001 (circle). Inhibitor-producing S. epidermidis isolates (155 
& 180) and non-inhibitor-producing S. epidermidis isolates (035 & 115) were 
introduced into a population of S. aureus (SH1000) at three different 
frequencies. This was carried under a spatially structured regime (A and B) 
and under a mixed regimen (C and D). The x-axis is the time in days and the 
y-axis is the natural log of the invader to resident ratio. A dotted line in the 
time course shows when the population dipped below the experiment 
detection threshold. There is a heavy dotted line at 0 on the y-axis to indicate 
an equal invader to resident ratio. The line crossing the x-axis symbolises 
that the population went to extinction.
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Figure 6.2. Selection rate coefficients for S. epidermidis invading 
populations of S. aureus (SH1000). Inhibitor- producing S. epidermidis 
isolates (155 & 180) and non-inhibitor-producing isolates (035 & 115) were 
invaded into populations of S. aureus (SH1000) at relative frequencies of 1 in 
10, 1 in 100 and 1 in 1000, denoted by 10, 100, and 1000 respectively on the 
x - axis label. Each of the invasions was also carried out under a spatially 
structured treatment and a mixed treatment. Asterisks mark negative 
selection rate coefficients where invasion did not occur.
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Figure 6.3. Analysis of variance testing the main effects of successful 
invasion of S. epidermidis into populations of S. aureus. The Table 
shows the results of a multifactorial ANOVA. Panels A - B show the model 
main effects of structure (A), inhibition (B) and frequency (C). Panels D - I 
show the interactions between the three factors.
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6.4,3 Invasion of S. epidermidis is not complete due to evolution of 
resistance
Under structured conditions, the two invading, inhibitor-producing strains of 
S. epidermidis show different dynamics over time (Fig. 6.1.A). While for all 
starting frequencies of B155 increase after day 1 and approach a 1:1 invader 
to resident ratio, B180 (starting frequencies 0.1 and 0.01) increase until day 
3, after which they decrease. Spray assays were performed (method 2.6) to 
test if the fall in frequency of the B180 populations (of starting frequency 0.1 
and 0.01) was caused by resistance evolution in the resident S. aureus 
population. Ancestral and evolved resident S. aureus clones were sprayed- 
over ancestral and evolved S. epidermidis B180 (Fig. 6.4). These assays 
show that after seven days, the resident S. aureus had evolved resistance to 
the invading S. epidermidis under structured conditions at frequencies of 1 in 
10 and 1 in 100 (Fig. 6.4) (Fishers Exact Test p = 0.0022). Resistance was 
not seen in the S. aureus resident population when invaded with B180 at a 
frequency of 1 in 1000 (Fig. 6.4) (Fishers Exact Test p = 1). Interestingly, 
evolved S. epidermidis strains (Fig. 6.4.B) produced larger inhibition zones 
against susceptible S. aureus than the ancestral S. epidermidis strains (Fig. 
6.4.A) (paired T-test T = 2.69, p = 0.03).
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Figure 6.4. Resistance of evolved SH1000 resident after S. epidermidis 
(B180) invasion. Panel A shows inhibition zone produced by the ancestral 
S. epidermidis strains and panel B shows the inhibition zones produced by 
the evolved S. epidermidis strains. Both panel A and B show the inhibition 
zone area (mm2) produced by the inhibitor-producing S. epidermidis strains 
against the ancestral SH1000 (A) and the evolved SH1000 (E). Asterisks 
represent a significant difference between the inhibition zone areas of 
ancestral (A) and evolved (E) S. aureus strains as determined by a Fishers 
Exact test. Each significance star represents a P value of 0.0022 which is 
significant when Bonferroni corrected for multiple comparisons with an alpha 
value of 0.1.
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6.4.4 Invasion of S. aureus into S. epidermidis resident populations
To test if S. aureus invasion could be restricted by S. epidermidis the 
reciprocal invasion of S. aureus into resident populations of inhibitor- 
producing and non-inhibitor-producing S. epidermidis was also carried out 
(Fig. 6.5). This tested the hypothesis that inhibitor-producing residents will 
restrict the invasion of sensitive invaders (Adams & Traniello, 1981; Doyle et 
al., 2003).
6.4.5 Inhibitor-producing S. epidermidis strains are able to resist invasion, 
especially in structured environments.
Inhibitor-producing S. epidermidis strains are more resistant to invasion than 
non-inhibitor-producing strains (inhibition, F = 124.95, p < 0.0001, Fig. 6,7), 
and restrict invasion more effectively under structured environmental 
conditions (6.5.A & 6.6) (structure x inhibition, F = 6.14, p < 0.5, Fig. 6.7). 
Invasion of S. aureus into an inhibitor-producing S. epidermidis resident was 
positively frequency dependent with highest initial frequencies invading the 
fastest and lower initial frequencies going to extinction (Fig. 6.5.A & 6.5.C) 
(frequency x inhibition, F = 46.56, p < 0.001).
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S. aureus invading
inhibitor producing non-inhibitor producing
Figure 6.5. S. aureus invading populations of inhibitor- producing (blue 
and black) and non-inhibitor- producing (red and green) S. epidermidis 
at frequencies of 0.1 (triangle), 0.01 (square) and 0.001 (circle). S.
aureus strain (SH1000) was introduced into two different inhibitor- producing 
S. epidermidis populations (155 & 180), and two different non-inhibitor- 
producing populations (035 & 115) at three different frequencies. This was 
carried under a spatially structured regime (A and B) and under a mixed 
regime (C and D). The x-axis is the time in days and the y-axis is the natural 
log of the invader to resident ratio. A dotted line in the time course shows 
when the population dipped below the experiment detection threshold. There 
is a heavy clotted line at 0 on the y-axis to indicate an equal invader to 
resident ratio. The line crossing the x-axis symbolises that the population 
went to extinction.
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Figure 6.6. Selection rate coefficients for S. aureus (SH1000) invading 
populations of S. epidermidis. S. aureus was introduced into populations 
of inhibitor- producing S. epidermidis isolates (155 & 180) and non-inhibitor- 
producing isolates (035 & 115) at relative frequencies of 1 in 10, 1 in 100 and 
1 in 1000, denoted by 10, 100, and 1000 respectively on the x - axis label. 
Each of the invasions was also carried out under a spatially structured 
treatment and a mixed treatment. Asterisks mark negative selection rate 
coefficients where invasion did not occur.
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|frequency 1 2.721 2.721 8.1457 0.005810**
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frequency x structure 1 0.007 0.007 0.0198 0.888449
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Figure 6.7. Analysis of variance testing the main effects of successful 
invasion of S. aureus into populations of S. epidermidis. The Table 
shows the results of a multifactorial ANOVA. Panels A - B show the model 
main effects of structure (A), Inhibition (B) and frequency (C). Panels D - I 
show the interactions between the three factors.
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6AM Successful S. aureus Invasion is a result of resistance to toxins 
As stated above, S. aureus was only able to invade inhibitor-producing S. 
epldermidis under mixed conditions (Fig. 6.5.C). To test if the evolution of 
inhibitory toxin resistance by S. aureus was responsible for the invasion in a 
mixed environment (Fig. 6.6 & 6.5.C) ancestral and evolved S. arueus strains 
were sprayed-over ancestral and evolved S. epldermidis inhibitor-producing 
residents (spray assay, method 2.6). In all cases evolved S. aureus were 
resistant to the S. epldermidis inhibitory toxin (Fig. 6.8) (Fishers Exact Test p 
= 0.0022).
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Figure 6.8. Resistance of evolved SH1000 after successful invasion.
Panel A shows inhibition zone produced by the ancestral S. epidermidis 
strains and panel B shows the inhibition zones produced by the evolved S. 
epidermidis strains. Both panel A and B show the inhibition zone area (mm2) 
produced by the inhibitory S. epidermidis strains against the ancestral 
SH1000 (A) and the evolved SH1000 (E). The * represents a significant 
difference between the inhibition zone areas of ancestral (A) and evolved (E) 
S. aureus strains as determined by a Fishers Exact test. Each significance 
star represents a P value of 0.0022 which is significant when Bonferroni 
corrected for multiple comparisons with an alpha value of 0.1.
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6.5 Discussion
These findings demonstrate that inhibitor-producing S. epidermidis were able 
to invade S. aureus populations more successfully than non-inhibitor- 
producing strains, and that this invasion was promoted by environmental 
structure. However, inhibitor-producing S. epidermidis do not completely 
displace the resident S. aureus due to evolution of resistance. Conversely, 
inhibitor-production by S. epidermidis restricted invasion by S. aureus, and 
did so most strongly in structured environments. Where S. aureus invasion of 
inhibitor-producing S. epidermidis populations occurred, this resulted from 
the evolution of inhibitory toxin resistance by S. aureus. Invasion of resistant 
mutants was favoured by high starting frequency and a lack of environmental 
structure. Taken together these findings suggest that production of inhibitory 
toxins can both promote invasion by, and prevent invasion into, populations 
of producers, and that both effects are promoted by environmental structure. 
Using experimental ecology, I therefore demonstrate a mechanism by which 
certain members of the resident microbial flora present in the human anterior 
nares can prevent S. aureus from invading nasal communities.
Spatial structure is likely to be an important component of the microbial 
ecology of the anterior nares. The macrotopography of the nares is very 
irregular, with many ridges and recesses giving rise to numerous spatially 
discrete surfaces. The base layer of the nares is comprised of a squamous 
epithelium upon which microbes colonise and can form spatially discrete 
groups (Sullivan et ai. 2003). The data in this study show that this spatial 
structure potentially plays a crucial role in the community dynamics. If spatial
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structure is maintained then inhibitor-producing bacteria can better prevent 
the invasion of sensitive S. aureus providing that the starting frequency of 
invaders is low (Fig. 6.5.A), which is likely to be the case in invasions of 
natural communities.
Within a spatially structured environment, the frequency of the invader was 
also shown to be important. Positive frequency dependence was observed 
when S. aureus was invading inhibitory residents (Fig. 6.1.A & 6.1.C). This 
probably occurred due to a higher chance of these invading populations 
containing pre-existing rare resistant mutants. This pattern mirrors a black 
hole sink environment, where increased immigration rate, which is analogous 
to increased frequency of the invading population, has been shown to 
increase the probability of resistance mutants invading a sink habitat (Holt & 
Gaines, 1992; Perron et aL, 2008). Selection is likely to be strong in a black 
hole sink (Perron et aL, 2008) and positive selection for resistant invaders 
into an inhibitor-producing population is clearly shown at all frequencies (Fig. 
6.8). However this was slightly different in the reciprocal experiment when 
inhibitor-producing S. epidermidis were invading resident S. aureus. The 
strength of selection for resistance in the resident population on a structured 
environment was strongest when the inhibitor-producing invaders were 
common (Fig. 6.4). This was possibly because more of the resident 
population was exposed to the invading toxin producers when they were 
relatively common. Additionally, on a structured medium, the B180 inhibitor- 
producing invader shows evidence of co-evolution with the S. aureus 
resident, which evolves resistance. The evolved invader shows a stronger
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inhibitory activity than the ancestor (Fig. 6.4). It is likely that the inhibitory 
strain simply upregulates production of the inhibitory toxin, or alternatively 
this effect could be due to the production of alternative toxins. However, in 
the absence of knowledge of the mechanism of inhibition, this remains 
unclear.
Spatial structure also promoted the invasion of non-inhibitor producing 
strains (Fig. 6.1.B & 6.1.D). The non-inhibitor producing strains used were 
isolated from the environment and are not genetically identical to the 
inhibitor-producing strains with the toxin genes knocked out. Therefore it is 
possible that the non-inhibitor producing strains posses other mechanisms 
promote their invasion.
It is also difficult to discern the mechanism of S. aureus’ resistance to the 
inhibitor-producing strains. Most likely is that the inhibitors produced are 
cationic antimicrobial peptides e.g. bacteriocins which are prevalent in 
staphylococci and in particular S. epidermidis (Hechard & Sahl, 2002; 
Schnell et ai, 1988; Tagg et a/., 1976). In S. aureus, resistance to a wide 
range of cationic antimicrobial peptides are attributed to mutations in the dlt 
(Peshcel et al. 1999) and MprF (Staubitz et al. 2004) genes, which alter the 
surface charge on the bacterial cell to repel cationic molecules. To 
investigate this further the S. epidermidis toxins would have to be identified 
using HPLC. Then mutational studies could be carried out using SH1000 dlt 
and MprF null mutants to test the hypothesis that these strains would not be 
sensitive to the toxins produced by S. epidermidis and would be able to
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invade from rare, even on a structured medium (Peschel et al, 1999; 
Staubitz ef a/., 2004).
An additional factor to consider is that within the inhibitor-producing colonies, 
species are potentially inhibiting their own growth (Pacala, 1986), and 
therefore the fitness of the invading strain can be reduced over time (Habets 
et al., 2007). Previous studies have shown that fitness decreases as the 
frequency of the inhibitor-producing invader increases because the rate of 
intraspecific competition increases (Burke & Grime, 1996; Crawley, 1990). 
The data from this chapter show that the ratio of invader to resident can 
decrease following an initial increase that could indicate a reduction in fitness 
(Fig. 6.1.A - B180). This decrease in ratio can partly be explained by 
evolution of resistance (Fig. 6.4) but there is no evidence to suggest that the 
inhibitor-producing colonies do not also inhibit their own growth as they 
increase in frequency.
It is important to consider the relevance of an in vitro model to the natural 
environment. This study employed a mixing regime that involved growing the 
populations on a spatially structured substrate, but regularly destroying the 
structure during the transfer protocol (Habets et al., 2006). This is arguably 
more relevant to the nasal environment than the mass habitat used by Chao 
and Levin (1981), which is essentially a non-viscous liquid culture (Chao & 
Levin, 1981). However, both studies demonstrate that unstructured 
environments generally do not favour the production of inhibitory toxins. This 
displays an interesting view of the dynamics of the microbial community in
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the anterior nares, since the spatial structure of the nose is likely to be in a 
state of unpredictable flux. Structure is expected to be present, but the 
structure might be randomly broken by changes in water content on the 
surface of the squamous epithelium. Moreover, changes in the flow of air, 
mucus and blood through the nasal passages and mechanical disruptions by 
nose picking may also disrupt spatial structure. Factors that reduce the 
spatial structuring in nasal communities could weaken the ability of inhibitory 
resident species to prevent invasion by S. aureus.
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Chapter?: Final Discussion
S. aureus is an important opportunistic pathogen carried by approximately 
50% of humans (van Belkum et al., 2009). S. aureus is not the only species 
inhabiting the human anterior nares. On the contrary, the nares is colonized 
with a community of microorganisms in which S. aureus must survive for 
successful carriage. Although many different species are known to reside in 
the nose, the diversity is very limited when compared with the microbial 
communities of the oral cavity (Ahn et al,, 2011) and gut (Kinross et al., 
2011). A major factor in the selection of organisms capable of residing in the 
nose is proposed to be the high salt content of nasal secretions (Uehara et 
al., 2000), in which most Gram-negative bacteria survive poorly (Cole et al., 
1999). This factor combined with the limited supply of carbon sources 
(primarily mucin (Cole et al., 2001)) and the high levels of innate immunity 
factors such as lysozyme, lactoferrin, imunoglobulins (IgA, IgG and IgM) 
(Cole et al., 1999) and antimicrobial peptides (Peschel & Sahl, 2006) make 
the nasal environment relatively inhospitable. While interactions between S. 
aureus and several species from the nasal community have been shown 
experimentally to affect carriage, (Iwase et al., 2010; Lina et al., 2003; 
Uehara et al., 2000), this thesis highlights potentially important roles of a 
broad range of species interactions in driving S. aureus distribution.
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7.1 Community Structure and Species Interactions
Community ecology techniques were used to study interspecies interactions 
that determine the distribution and abundance of species. Recently two 
culture-independent surveys of the microbial communities in the anterior 
nares were carried out, showing the distribution and abundance of the nasal 
microbial community members (Frank et al.} 2010; Wos-Oxley et al., 2010). 
Furthermore, these studies inferred interactions between S. aureus and other 
species from presence/absence associations. Using similar statistical 
methods, it was possible to infer species interactions in the metacommunity 
sampled here. Specifically, significant negative associations with S. aureus 
were observed for the following taxa: S. capitis, C. propinquum, C. 
macginleyi, Enterobacter aerogenes, S. epidermidis, Micrococcus sp., 
Bacillus sp., C. accoiens, S. schleiferi and Gemella haemoiysans.
Flowever, the culture-based methods used in this thesis enabled a study 
beyond simple associations and investigation of the underlying mechanisms 
dictating species interactions. Several novel interspecific interactions that 
could account for the distribution of S. aureus in the niche were identified 
between S. aureus and the following taxa; S. epidermidis, S. capitis, C. 
propinquum, C. accoiens and Micrococcus sp.. Negative associations 
between only the inhibitor-producing subsets of Micrococcus luteus and S. 
hominis were uncovered, which was likely to be toxin-mediated (e.g. 
antibiotic, bacteriocin, lantibiotic) given the nature of the inhibition spray 
assay used, where no contact between colonies was required for inhibition 
(chapter 4). Inhibitor-producing strains of Micrococcus luteus and S. hominis
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were significantly less likely to co-exist with S. aureus than non-inhibitor- 
producing isolates of these species (chapter 4). The observed negative 
association between S. capitis and S. aureus (chapter 3) was potentially also 
mediated by interference with the S. aureus quorum-sensing system 
because S. capitis strains that did not co-exist with S. aureus were more 
likely to reduce Agr signaling (chapter 5). Since strains of the same species 
are often highly phenotypically variable, these findings demonstrate clear 
limitations to using simple species-level presence/absence associations to 
infer interactions. The overlaying of phenotypic information onto the species 
distributions provided higher fidelity information over-and-above species-level 
identifications that has allowed the detection of previously unknown species 
interactions.
7.2 Toxins, space and invasion
Experimental ecology approaches using cultivable nasal isolates allowed 
detailed investigation of the ecological factors affecting competition and 
invasion (Chapter 6). Data from the invasion experiments demonstrates that 
inhibitor-producing nasal isolates of S. epidermidis were better able invade S. 
aureus populations than non-inhibitor-producing nasal isolates, and invade 
more effectively in a spatially-structured environment. Furthermore, the same 
inhibitor-producing strains of S. epidermidis were able to significantly restrict 
the invasion of S. aureus, especially on a structured medium. Co-evolution 
was also observed when inhibitor-producing invaders produced stronger 
inhibition, seemingly in response to the evolution of resistance in the resident 
population. While a surrogate lab strain of S aureus was used, the relevance
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of the findings are potentially supported by the fact that nasal communities 
harbouring many inhibitor-producing isolates (inhibitory to SH1000, the same 
lab strain), were less likely to contain S. aureus (chapter 4). These findings 
need to be confirmed with several nasal S. aureus isolates in the future. 
Interestingly, invasion by S. aureus into inhibitor-producing populations of S. 
epidermidis was observed, and was possible due to the evolution of inhibitor- 
resistance. The evolution of inhibitor-resistance was positive frequency- 
dependent, reflecting that inhibitor-resistance mutations were likely to have 
been pre-existing at low frequency in the inoculum. Furthermore, spatial 
structure restricted the invasion of these beneficial mutations. Taken together 
with the finding that inhibitor-producing S. epidermidis strains from the end of 
the experiment produced larger zones of clearing, this suggests the potential 
for coevolution between the inhibitor-producing species and its victim.
7.3 Limitations
7.3.1 Culture versus Culture-independent Based Methods 
Culture based methods have well documented limitations in their use to 
explore microbial communities (Frank et al., 2010; Wos-Oxley et al., 2010). 
Indeed, this study has highlighted those limitations with the failure to isolate 
propionibacteria from any of the communities sampled, which is likely a result 
of the culturing strategy. This strongly suggests that, although culture 
dependent methods have many benefits, the study of microbial communities 
is greatly enhanced by culture-independent approaches.
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Advances in sequencing technologies are making the molecular elucidation 
of interactions more of a possibility. One example of this is how the 
genotypes present in a community can help predict some of the interactions 
that might occur. Furthermore, using RNA sequencing, detection of the levels 
of transcription of an organism is possible (van Vliet, 2010). Currently this 
technology can only be used to determine the level of transcription of an 
entire community or an entire metacommunity. This means that it is difficult 
to pick apart individual interactions. However, it seems like this will be 
possible in the future, with the ability to isolate and analyse the transcriptome 
of single bacterial cells from a bacterial population (Giiell et al., 2011; Kang 
et al.t 2011). Also, as sequencing technology progresses, knowing the 
genome sequences of the species present will help to understand the 
potential interactions that may occur in the niche. If the genes are known and 
their mode of action is understood, then it is possible to predict potential 
interactions between species. However, using in vivo, culture based 
techniques is essential for confirming genomic-based predictions. 
Furthermore, the making of these predictions rely heavily on in vitro studies 
having previously identified the mode of action of the genes. Development of 
more high throughput and realistic techniques are required for the more in 
depth study of microbial communities in a more natural environment. These 
developments can inform culture-independent studies. An example of this is 
in the human gut, where models have been constructed to simulate, as 
closely as possible the conditions in the human stomach and colon which 
have allowed the study of the effect of drugs on the microbial flora of the gut 
(Baines et al., 2009; Baines et al., 2011).
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Though interactions in vitro are relatively easy to test for and can be good 
indicators of interactions in vivo (Iwase et a/., 2010), there is no way to 
accurately predict how and when interactions occur in vivo, and how these 
interactions affect the bacterial communities in the nose. An example of this 
is that some antibiotics may simply be signaling molecules in their natural 
environment, and never reach inhibitor concentrations (Linares et al., 2006). 
However, in vitro experiments of antibiotics almost always suggest that they 
are inhibitory (Rasool & Wimpenny, 1982; Turpin et al., 1992; Wiener, 2000). 
This suggests that apparent antagonistic interactions in vitro are not 
necessarily antagonistic in the niche. However, in vitro models provide much 
greater flexibility in the experiments that can be done, and are essential 
precursor to more realistic models using animals and human volunteers.
7.3.2 Use of the S. aureus Lab Strain ~ SH1000
Since bacteria can transfer genetic elements so readily (de la Cruz & Davies, 
2000; Ochman et al., 2000; Thomas & Nielsen, 2005) it seems clear that 
there is no strain that will be representative of the whole species. While a 
benefit of this study was that naturally occurring strains were examined, a 
surrogate lab strain of S. aureus was used in place of a natural isolate for 
consistency in inhibition screen (chapter 4). This also made the screening of 
a large number of natural nasal isolates possible. Ideally, a surrogate S. 
aureus strain should be representative of all the S. aureus strains isolated in 
the study and genetically well defined. The indicator strain used in this study 
(SH1000) is unlikely to be representative of the species isolated, given the
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high genotypic diversity of natural S. aureus isolates (Moore & Lindsay, 
2001; Peacock etal., 2000; Sakwinska etal., 2009). Future work needs to be 
undertaken to test if S. aureus nasal isolates show the same patterns as 
SH1000.„However SH1000 is genetically well-defined (Horsburgh et at., 
2002). This creates an opportunity to do future studies on the gene regulation 
of S. aureus in response to challenge from inhibitory strains, and to 
genetically define the resistance mechanism.
7.4 Wider implications
7.4.1 Diagnostic Uses and infection Prevention
Microbial ecology could be used to assess the risk of a hospital patient 
acquiring a S. aureus infection, or becoming a nasal carrier. Culture 
dependent techniques may be used to understand the dynamics of the 
microbial community to the extent where knowing the community 
composition in advance may be able to predict colonisation probabilities. 
Culture independent techniques could be used to rapidly identify the 
members of the microbial flora, and important factors such as bacteriocin 
production. This could open up a whole new avenue of treatment options, 
and make personalized medicine a reality (Rizkallah etai., 2010).
7.4.2 Treatment and Control of S. aureus Carriage
The use of ecology to study pathogens in the niche has potential to impact 
public health, by developing novel strategies to reduce carriage of 
pathogens. Biological control has been extensively studied in agriculture and 
the environment (Birdsall & Markin, 2010; Joyce et ai., 2010; Rosa-Magri et
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a/., 2010; Waheed & Khilare, 2010). Pro and prebiotics have been studied in 
the human gut due to the health benefits associated with particular microbial 
flora, and problems associated with others (Stoidis et al., 2011; Zihler et al., 
2010). While the use of probiotics have not been successful in significantly 
altering the microbial consortia in the human gut, prebiotics have been 
shown to have much stronger effects (Collins & Gibson, 1999). Phage 
therapy has been used in the prevention of infections (Capparelli et al., 2007; 
Tothova et al., 2011) but the use of biological control to change the microbial 
flora of the human nose has not been considered. The use of microbial 
ecology could be used to discover novel prebiotics, to promote the nasal 
carriage of organisms that actively inhibit pathogens such as S. aureus. 
Studies have shown that organisms such as corynebacteria and S. 
epidermidis are present in the anterior nares of humans at the exclusion of S. 
aureus (Frank et al., 2010; Iwase et al., 2010; Lina et al., 2003; Uehara et al., 
2000). Elucidating the exact mechanism of these interactions and promoting 
the existence of species that cause these negative associations could prove 
to be a novel therapy in the future. In practice however, intentionally 
changing the microbial flora of the human nose could have limitations. Firstly, 
as identified by this study and the recent studies by Frank (Frank etal., 2010) 
and Wos-Oxley (Wos-Oxley et al., 2010), beta diversity among the microbial 
communities is high, making it difficult to produce a general pro or prebiotic 
suitable for every nasal community. Furthermore, even if short-term changes 
in the microbial communities could be predicted, the long term changes and 
the associated health impact would be uncertain. Another important factor is 
that S. epidermidis, one of the species identified as having a negative effect
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S. aureus nasal carriage (chapter 3, 4 & 6) (Frank et al., 2010; Iwase et al., 
2010; Lina et al., 2003) is an opportunistic pathogen (Curtin & Donlan, 2006; 
Otto, 2009; Rogers et al., 2009). Promoting the growth of S. epidermidis may 
prevent infections caused by S. aureus by preventing carriage but in turn it 
has the potential to cause infections of its own.
By using drugs that target community members affecting S. aureus, the 
ability of S. aureus to survive in that community can also be affected. Many 
studies have looked at the interactions between microogranisms and their 
potential implications in the niche (Iwase et al., 2010; Margolis, 2009; Selva 
et al., 2009; Uehara et al., 2000). However, very few studies use the same 
isolates from a metacommunity survey to identify interactions in vitro. In this 
study, the interactions found are from organisms that were originally isolated 
from the niche which has shown to be important in discovering new 
interactions.
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Chapter 8: Appendix 1
Nose ID Species ID Method Density (cfu / 
nose)
270 S. epidermidis 16S 2.20X104
S. aureus API Staph 2.00X102
|259 S. epidermidis API Staph 1.86X10J ■
S. aureus API Staph 8.40X102
|294 S. epidermidis API Staph 1.02X104
S. aureus API Staph 5.60X107^
S. equorum 16S 9.00X10^ P
264 S. epidermidis 16S 9.10X104
S. aureus API Staph 2.41X104 |
266 S. epidermidis API Staph 6.40X10“
S. aureus API Staph 2.40X10J ■
284 S. epidermidis 16S 1.02X10’“
HHHI S. aureus 16S 3.40X10^ ■
Corynebacterium coyleae 16S 2.80X102
|327 S. aureus API Staph 5.30X10^
286 S. aureus API Staph 9.60X103
S. saprophyticus API Staph 8.00X101 r
Kocuria kristinae API Staph 4.90X1 (T
|334 S. epidermidis 16S 1.20X104 ■
S. aureus API Staph 1.44X1 Ob
Ml—i S. lugdunensis API Staph 7.00X104
293 S. epidermidis API Staph 1.20X104
S. hominis API Staph 5.00X101 ■
281 S. epidermidis API Staph 1.21X104
—■ S. hominis API Staph 3.00X10^ ■
340 S. epidermidis 16S 1.60X102
S. hominis API Staph 2.00X101 ■
Enterococcus faecalis 16S 2.65X103
|301 S. epidermidis API Staph 7.20X10^ ■
S. hominis 16S 2.00X10
S. simulans API Staph 4.00X101 n
263 S. epidermidis API Staph 1.30X10*“
|272 S. epidermidis 16S 7.70X10^
Citrobacter koseri 16S 2.00X101”
|276 S. epidermidis 16S 4.00X101 ■
256 S. epidermidis API Staph 9.60X102
|287 S. epidermidis API Staph 6.40X104 ■
S. hominis API Staph 6.30X104
S. aureus 16S 6.20X10J |
299 S. epidermidis API Staph 3.90X103
■—a S. hominis API Staph 2.70X102 ■
S. aureus API Staph 2.00X101
HMM— Citrobacter freundii 16S 2.00X101 ■
258 S. epidermidis 16S 7.30X104
—■H S. aureus API Staph 4.30X10J V
S. capitis API Staph 9.00X102
|337 S. epidermidis API Staph 2.26X10J ■
S. capitis API Staph 5.00X101
|274 S. epidermidis API Staph 5.10X104 ■
S. aureus 16S 7.60X1 Ob
—ii S. pasteuri 16S 1.10X102 ■
297 S. epidermidis 16S 5.60X102
Moraxella nonliquefaciens 16S 6.00X101
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S. pasteuri 16S 2.00X101
315 S. epidermidis 16S 1.20X104
S. aureus 16S 3.40X1 cr
mmamm S. warned API Staph 2.00X101 ■
255 S. epidermidis 16S 4.00X10^
S. aureus API Staph 6.70X10J ■
S. warned API Staph 3.20X1 Or
291 S. epidermidis 16S 7.80X104 1
Micrococcus sp. API Staph 7.40X104
S. warned API Staph 4.00X1 O'1
S. aureus API Staph 3.30X104
278 S. epidermidis API Staph 1.76X104 ■
S. aureus 16S 6.90X103
S. warned API Staph 1.00X10^ ■
Corynebacterium
smegmentosum
16S 7.90X103
324 S. epidermidis API Staph 6.30X10^ H
S. aureus API Staph 2.90X10^
Streptococcus sp. 16S 6.90X10^ ■
S. lugdunensis API Staph 2.00X10^
298 S. epidermidis API Staph 7.80X104 ■
S. aureus API Staph 8.40X104
mmumi Streptococcus sp API Staph 1.79X104 ■
262 S. epidermidis API Staph 5.13X103
smmmm M. luteus 16S 1.00X10^ ■
Corynebacterium
macguinleyi
16S 1.03X103
mmmum S. lugdunensis API Staph 1.75X103 ■
268 S. epidermidis API Staph 9.80X10^
wmt^m Micrococcus spp. API Staph 2.00X101 ■
S. lugdunensis 16S 1.42X103
|295 S. epidermidis API Staph 1.96X103 ■
Corynebacterium accolens 16S 6.70X162
|267 S. epidermidis API Staph 5.80X10^
Corynebacterium accolens 16S 1.09X104
wmmmm S. sciuri API Staph 1.00X10' 1
280 S. epidermidis API Staph 2.84X104
Corynebacterium
pseudodipthericum
16S 8.70X103
273 S. epidermidis API Staph 2.22X1 Ob
Corynebacterium
propinquum
16S 1.11X10b
Streptococcus sp. API Staph 7.60X104
S. lentus API Staph 4.00X101
S. haemolyticus API Staph 4.00X103
|289 S. epidermidis 16S 1.01X104 ■
Corynebacterium sp. 16S 6.00X10'
wmmmii Streptococcus pyogenes 16S 6.50X103 1
257 S. epidermidis API Staph 4.00X10'wmmaM Corynebacterium sp. 16S 2.40X10' ■
Bacillus spp. 16S 2.00X101
MfflfflBffi Streptococcus sp. 16S 2.80X10' ■
313 S. epidermidis 16S 1.40X102
S. capitis API Staph 2.00X10' I
Streptococcus mitis 16S 1.40X10'
WBBBBBM Kocuria cristinae 16S 2.00X101
Brevidobacterium sp 16S 2.00X101
319 S. epidermidis API Staph 8.10X10' ■
Streptococcus sp. 16S 3.60X10'
Enterobacter aerogenes 16S 5.90X10'
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269 S. epidermidis API Staph 6.30X10J
S. capitis API Staph 2.00X101
Corynebacterium sp. 16S 9.10X10™
IlliHlllll S. pasteuri 16S 1.40X10" ■
250 S. epidermidis 16S 4.20X104
Micrococcus sp. API Staph 1.40X10" H
S. capitis API Staph 9.00X10""
Corynebacterium
smegmentosum
16S 3.20X104
265 S. epidermidis API Staph 1.70X10*"
S. capitis API Staph 4.00X10" m
S. warned API Staph 4.70X103
Corynebacterium accolens 16S 6.10X104 1
275 S. epidermidis 16S 1.22X104
S. warned API Staph 1.10X10" m
Corynebacterium
propinquum
16S 3.60X103
S. schleiferi API Staph 3.00X10" m
283 S. epidermidis 16S 7.00X105
Micrococcus sp. API Staph 3.94X1 Ob ii
Corynebacterium accolens 16S 5.55X1 Ob
S. aureus API Staph 5.00X10" m
285 S. epidermidis API Staph 1.25X103
Micrococcus luteus 16S 2.00X101
S. aureus 16S 1.20X10"
HHHi Corynebacterium sp. 16S 6.64X103 m
292 S. epidermidis API Staph 7.70X10"
S. aureus API Staph 2.00X101 m
M. luteus API Staph 3.00X10"0000CM. S. epidermidis API Staph 1.30X10" ■
Micrococcus luteus 16S 2.00X101
S. aureus API Staph 2.00X101 ■
Bacillus simplex 16S 2.00X10™
Corynebacterium accolens 16S 6.00X101 ■
296 S. epidermidis API Staph 1.30X1 Ob
Micrococcus sp. API Staph 3.00X101 K
Corynebacterium accolens 16S 2.40X104
Bacillus sp 16S 6.00X1 Ob I
254 S. epidermidis API Staph 1.97X104
Micrococcus luteus API Staph 4.00X101
Bacillus sp. 16S 1.60X10"
Corynebacterium macginleyi 16S 6.80X104 ■
253 S. epidermidis API Staph 2.10X10"
S. aureus API Staph 2.29X103
Bacillus sp. 16S 6.00X10’
BBHHS Corynebacterium accolens 16S 1.70X10"
Gemella haemolysans 16S 2.00X10’
|260 S. epidermidis 16S 1.39X103 ■
Micrococcus sp. API Staph 4.00X10’
MiH—B S. xylosus API Staph 1.22X103 ■
Corynebacterium
smegmentosum
16S 1.39X10™
MMBi Enterobacter aerogenes 16S 1.20X10" ■
282 S. epidermidis API Staph 1.10X104
■on Micrococcus luteus API Staph 4.00X10’ ■
S. xylosus API Staph 8.00X10’
Streptococcus sp. API Staph 6.60X104 ?
Raoultella sp. 16S 4.00X10’
|251 S. epidermidis API Staph 2.55X104
S. capitis API Staph 4.00X101
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S. xylosus
Bacillus sp.
API Staph
16S
4.00X101
4.00X101
|261 S. hominis API Staph 4.41X104 ■
Micrococcus luteus 16S 2.00X101
|290 Micrococcus luteus 16S 1.60X104 ■
S. capitis 16S 9.10X104
|252 S. hominis API Staph 4.60X10^ ■
S. capitis API Staph 2.00X101
HHHH Corynebacterum accolens 16S 2.23X10J 1
E. coli 16S 2.00X101
|277 Micrococcus sp. API Staph 1.00X10J ■
S. aureus API Staph 4.50X10J
mmsmm Corynebacterium sp. 16S I.SIXIO5 ■
Streptococcus pyogenes 16S 1.37X105
|279 S. capitis API Staph 2.00X101 ■
S. aureus API Staph 9.40X10J
Streptococcus pyogenes 16S 1.09X104 ■
271 S. hominis API Staph 4.00X10"
mmm S. aureus API Staph 4.80X10J m
S. xylosus API Staph 5.30X10"
Streptococcus sp. 16S 4.90X10" ■
330 S. hominis API Staph 1.12X104
ws^m S. aureus API Staph 1.03X104 ■
S. pasteuri 16S 2.00X10"
Table 8.1 Microbial composition of each community. The exact 
composition of each community with the method by which each 
taxonomically distinct unit was identified, either by API Staph (BioMerieux, 
Marcy-l'Etoile, France) or 16S rDNA sequencing (method 2.5). Species level 
identification was assigned where possible. The density represents the mean 
number of colonies sampled from an individual nose.
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Species
——1------------- ;------------------
C. accoians
C. coyleae 
C. fastidium
C. macginleyi
Genus Family Order Class Phylum
pseudodipthericum
Corynebacterium
Corynebacterium
Corynebacterium
Corynebacterium
Corynebacterium
Corynebacterium
Corynebacteriaceae
Corynebacteriaceae
Corynebacteriaceae
Corynebacteriaceae
Corynebacteriaceae
Corynebacteriaceae
Actinomycetales
Actinomycetales
Actinomycetales
Actinomycetales
Actinobacteria
Actinobacteria
Actmobactena
Actinobacteria
Actinobacteria
Actinobacteria
Actinobacteria
Actinobacteria
Actinobacteria
Actinobacteria
Actmobactena
Actinobacteria
C. segmentosum
K. kristinae
Corynebacterium
Kocuria
Corynebacteriaceae
Micrococcaceae
Actinomycetales Actinobacteria Actinobacteria
Actinomycetales Actinobacteria Actinobacteria
Unidentified Micrococcus Micrococcaceae Actinomycetales Actinobacteria Actinobacteria ■
M. luteus Micrococcus Micrococcaceae Actinomycetales Actinobacteria Actinobacteria
^Unidentified Bacillus Bacillaceae Bacillales Bacilli Firmicutes ■
B. simplex Bacillus Bacillaceae Bacillales Bacilli Firmicutes
H11
S. aureus
S. equorum 
S. haemo 
S. lentus
Staphyjococcus
Staphylococcus
Staphylococcaceae
5tc
Staphylococcaceae
Staphylococcus Staphylococcaceae
Bacillales
Bacillales
Bacillales
Bacillales
Bacillales
S. xylosus
S.epidermidis
S.hominis
Staphylococcaceae
Staphylococcaceae
[Staphylococcaceae
Bacillales
Bacillales
Bacillales
Bacilli 
Bacilli 
Bacilli 
Bacilli 
Bacilli 
Bacilli
Bacilli
Bacilli
Bacilli
Bacilli
Bacilli
Bacilli
Bacilli
Bacilli
Bacilli
Firmicutes
Firmicutes
[Firmicutes
:irmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
Firmicutes
E. faecalis Enterococcus Enterococcaceae Lactobacillales Bacilli Firmicutes
Unidentified
S. pyogenes
Streptococcus
streptococcus
Streptococcaceae
Streptococcaceae
Lactobacillales
Lactobacillales
Bacilli
Bacilli
Firmicutes
Firmicutes
E. aerogenes Enterobacter Enterbacteriaceae Enterobacteriales Gamma
Proteobacteria
Proteobacteria
E. coli Escherichia Enterbacteriaceae Enterobacteriales Gamma
Proteobacteria
Proteobacteria
Unidentified Raoultella Enterbacteriaceae Enterobacteriales Gamma
Proteobacteria
Proteobacteria
C. freundii Citrobacter Enterobacteriaceae Enterobacteriales Gamma
Proteobacteria
Proteobacteria
C. koseri Citrobacter Enterobacteriaceae Enterobacteriales Gamma
Proteobacteria
Proteobacteria
M. nonliquiformans Morexella Morexellaceae Pseudomonadales Gamma
Proteobacteria
Proteobacteria
Table 8.2. Species classes isolated from this study
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Presumptive ID BEN ID Participant
ID
Colony Morphology
S. hominis BEN002 SWB281 3mm yellow matt
S. epidermidis BEN004 SWB281 0.5mm white
Micrococcus sp BEN007 SWB250 2mm brown pale
S. capitis BEN010 SWB250 5mm cream pale
S. epidermidis BENCH SWB250 0.7mm opaque
Coryne BEN012 SWB250 0.5mm grey
Micrococcus BEN013 SWB291 0.3mm white
S. aureus BEN014 SWB291 2mm cream yellow
S.epidermidis BEN015 SWB291 5mm white
S. warneri BEN016 SWB291 5mm light yellow
Coryne BEN019 SWB265 0.3mm white
S. warneri BEN020 SWB265 4mm white
S. epidermidis BEN021 SWB265 4mm white
S. capitis BEN022 SWB265 1mm bright white
S. epidermidis BEN025 SWB293 2mm white; entire; glossy
S. hominis BEN026 SWB293 3mm yellow; entire; glossy
S. aureus BEN028 SWB284
S. epidermidis BEN030 SWB284
Corynebacterium coyleae BEN031 SWB284
S. aureus BEN032 SWB259 7mm pale yellow centre
S. epidermidis BEN033 SWB259 5mm white
S. aureus BEN034 SWB270 2mm yellow middle
S. epidermidis BEN035 SWB270 3mm white; glossy; entire
S. aureus BEN039 SWB258 0.3mm cream/grey
S. epidermidis BEN040 SWB258 2mm cream/grey
S. capitis BEN041 SWB258 1.5mm bright white
S. epidermidis BEN043 SWB255 4mm right white
S. aureus BEN044 SWB255 4mm bright yellow
M. Luteus BEN046 SWB255 1mm pale yellow
S. warnerei BEN047 SWB255 3mm pale yellow
S. epidermidis BEN048 SWB272 2mm cream white
Citrobacter koseri BEN049 SWB272 5mm pale yellow/orange glossy 
entire
uncultivable BEN050 SWB272 pinpoint colonies on MSA
S. aureus BEN051 SWB299
Citrobacter freundii BEN052 SWB299 5mm raised yellow un-entire 
colonies (on blood)
S. hominis BEN053 SWB299 2mm bright yellow; entire; glossy
S. epidermidis BEN056 SWB299 4mm white; entire; glossy
S. epidermidis BEN057 SWB296 0.3mm white
Micrococcus BEN058 SWB296 2mm light yellow; glossy
S. aureus BEN059 SWB296 4mm deep yellow; entire; glossy
Bacillus BEN061 SWB296 2mm cream; entire; matt
Coryneform BEN062 SWB277 1mm white
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Micrococcus
Kocuria sp
BEN063
BEN064
SWB277
SWB277
1mm; light brown; glossy; enthire
1mm; light yellow; entire; glossy
S. aureus BEN065 SWB277 5mm cream; entire; glossy
Streptococcus pyogenes BEN066 SWB277 0.5mm; clear; entire
S. saprophyticus BEN067 SWB286
S. aureus BEN068 SWB286 2mm; grey centre; glossy (on 
blood)
Kocuria kristinae BEN069 SWB286 2mm; light yellow; glossy; entire
uncultured BEN070 SWB286 opaque pinpoint
S. aureus BEN071 SWB286 3mm large yellow centre; grey 
outside
Coryne BEN072 SWB289 0.8mm white
Streptococcus pyogenes BEN073 SWB289 2mm grey; entire; glossy (horse 
blood)
S. epidermidis BEN074 SWB289 2mm white/cream; entire (horse 
blood)
Streptococcus pyogenes BEN075 SWB279 1mm cream; glossy; entire
S. aureus BEN076 SWB279 3mm; white; glossy; entire
S. capitis BEN077 SWB279 0.7mm bright yellow
S. epidermidis BEN078 SWB274 5mm white; entire; glossy
S. aureus BEN079 SWB274 2mm; white; entire; glossy
S. pasteuri BEN080 SWB274 3mm yellow; entire; glossy
S. epidermidis BEN082 SWB263 2mm; white; entire; glossy
S. epidermidis BEN084 SWB297 5mm white; gloss; entire
S. pasteuri BEN085 SWB297 5mm grey/yellow; glossy; entire
Moraxella nonliquefacians BEN088 SWB297 1mm opaque
Coryne BEN090 SWB267 1mm grey/white; entire; glossy
S. epidermidis BEN092 SWB267 2mm bright white; glossy; entire
S. sciuri BEN094 SWB267 5mm large matt; off cream (BHI)
S. epidermidis BEN095 SWB269 4mm white; glossy; entire
Coryneform BEN096 SWB269 2mm off cream; glossy; entire
S. capitis BEN098 SWB269 Bright white; entire; glossy (BHI)
S. Pasteuri BEN099 SWB269 off yellow; glossy; entire (blood)
S. epidermidis BEN101 SWB275 2m off white/grey yellow centre
S. warneri BEN102 SWB275 2mm yellow entire gloss
coryne BEN103 SWB275 Pinpoint
S. schleiferi BEN104 SWB275 2m bright white
S. epidermidis BEN105 SWB288 2mm white; gloss; entire
S. aureus BEN106 SWB288 2mm pale yellow; gloss; entire
Actinobacterium BEN107 SWB288 <0.5mm pale yellow
M. Lute us BEN108 SWB288 1mm bright yellow
Bacillus simplex BEN109 SWB288 5mm rough brown un-entire 
convex (blood)
S. xylosus BEN110 SWB282 2mm white; glossy; entire
Raoultella sp BEN111 SWB282 4mm cream mucoid
M.luteus BEN112 SWB282 Pale yellow; glossy; entire
Streptococcus BEN113 SWB282 <0.5mm
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S. epidermidis
S. epidermidis
BEN114
BEN115
SWB282
SWB294
Pale brown; glossy entire (blood)
3mm white entire glossy
S. aureus BEN116 SWB294 4mm off yellow centre, glossy; 
entire
S. equorum BEN117 SWB294 2mm bright yellow, glossy; entire
S. hominis BEN119 SWB252 3mm cream white; glossy; entire
Coryne BEN120 SWB252 Pinpoint
E. Coli BEN121 SWB252 5mm rough mucoid brown
S. capitis BEN122 SWB252 White with slight (barely 
noticeable) yellowing round the 
edges
S. aureus BEN123 SWB298 4mm gold coin; smooth; glossy; 
entire
S. epidermidis BEN124 SWB298 3mm cream; glossy; entire
Strep BEN125 SWB298 <lmm opaque (on blood agar)
S. hominis BEN126 SWB290 3mm white, glossy; entire
S. capitis BEN127 SWB290 1mm cream; glossy entire
Micrococcus luteus BEN128 SWB290 1mm yellow; matt; entire
S. epidermidis BEN129 SWB285 3mm cream; glossy; entire
S. aureus BEN130 SWB285 3mm dark yellow; glossy; entire
S. epidermidis BEN131 SWB285 1mm white; glossy; entire
Actinobacterium BEN133 SWB285 <lmm
M. Luteus BEN134 SWB285
S. epidermidis BEN136 SWB276 <lmm
S. aureus BEN137 SWB253 2mm yellow; glossy; entire
S. epidermidis BEN138 SWB253 1mm white
Bacillus BEN139 SWB253 3mm brown, rough edge; matt
Coryne BEN140 SWB253 <lmm
Gemella haemolysans BEN141 SWB253 1mm grey (big a - haem)
S. epidermidis BEN142 SWB273 3mm bright white; glossy; entire
Coryne BEN143 SWB273 1mm cream, glossy; entire
Streptococcus/Streptobacillus BEN144 SWB273 <lmm opaque
S. haemolyticus BEN145 SWB273 4mm cream; glossy; entire
S. lent us BEN146 SWB273 3mm gloopy blob on top of 
confluent growth
S. hominis BEN150 SWB261 3mm cream white
M. Luteus BEN151 SWB261 1mm bright yellow
S. xylosus BEN153 SWB260 3mm white; glossy; entire
Micrococcus BEN154 SWB260 1mm yellow; glossy; entire
S. epidermidis BEN155 SWB260 2mm white; v glossy; entire
Actinobacterium BEN156 SWB260 clmm opaque
Enterobacter aerogenes BEN157 SWB260 3mm cream; large haem on SB
S. epidermidis BEN158 SWB251 3mm cream white; glossy; entire
bacillus BEN159 SWB251 10mm cream; matt; un-entire
S. capitis BEN160 SWB251 3mm pale yellow
S. xylosus BEN161 SWB251 2mm light brown colonies (on 
blood)
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S. epidermidis BEN164 SWB268 4mm grey; glossy; entire; haem 
(choc agar)
S. lugdunesis BEN166 SWB268 <lmm
Micrococcus BEN168 SWB268 2mm bright yellow
S. aureus BEN169 SWB264 3mm yellow gold coin
S. epidermidis BEN170 SWB264 2mm pale grey
S. aureus BEN171 SWB271 4mm gold coin
S. hominis BEN172 SWB271 3mm white; glossy; entire
S. xylosus BEN173 SWB271 2mm cream grey; glossy; entire
Streptococcus BEN174 SWB271 <lmm (on sheep blood)
S. hominis BEN175 SWB287 <lmm
S. epidermidis BEN176 SWB287 3mm grey/cream; glossy; entire
S. aureus BEN177 SWB287 1mm grey outside/cream centre; 
glossy; entire
ascomycete BEN178 SWB256 <lmm on sheep blood
S. epidermidis BEN180 SWB256 3mm grey
S. aureus BEN184 SWB278 4mm grey/light yellow; glossy; 
entire
S. epidermidis BEN185 SWB278 4mm grey; glossy; entire
Corynebacterium sp BEN186 SWB278 <lmm
S. warneri BEN187 SWB278 4mm light yellow; glossy; entire
S. epidermidis BEN188 SWB262 3mm grey; glossy; entire
S. lugdunensis BEN189 SWB262 2.5mm white; glossy; entire
M. Luteus BEN191 SWB262 2mm yellow
Coryne BEN192 SWB262 clrnm blood plates
S. epidermidis BEN193 SWB295 3mm grey; glossy; entire
Corynebacterium accolens BEN196 SWB295 <lmm
S. epidermidis BEN197 SWB254 3mm grey; glossy; entire
bacillus sp BEN198 SWB254 5mm gloopy; grey; un-entire
Corynebacterium macginleyi BEN201 SWB254 clrnm
M. lute us BEN202 SWB254 1mm bright yellow; glossy; entire
S. epidermidis BEN203 SWB280 3mm; cream grey, glossy; entire
Coryne BEN204 SWB280 1mm pale pink/cream; glossy; 
entire
S. aureus BEN207 SWB266 4mm; gold coin; glossy; entire
S. epidermidis BEN208 SWB266 3mm off white; glossy; entire
Micrococcus BEN212 SWB292 2mm bright yellow; glossy; entire
S. epidermidis BEN213 SWB292 2mm white; glossy; entire
M. Luteus BEN214 SWB292 1mm Light yellow; glossy; entire
S. aureus BEN215 SWB292 clrnm dark yellow
S. aureus BEN216 SWB330 3mm white; glossy; entire
S. hominis BEN217 SWB330 cl>0.5 opaque
S. pasteuri BEN219 SWB330 2mm yellow; glossy; entire
S. aureus BEN220 SWB327 3mm gold coin; glossy; entire
uncultivable BEN222 SWB327 clmm
S. epidermidis BEN224 SWB340 3mm white (haem on blood)
Enterococcus feacalis BEN226 SWB340 1mm grey (black haem)
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S.hominis BEN227 SWB340 2mm yellow; glossy; entire
S. aureus BEN228 SWB334 3mm Gold coin; glossy; entire
S. lugdunensis BEN229 SWB334 2mm Bright white; glossy; entire
S. epidermidis BEN230 SWB334 2mm Grey; glossy; entire
S. epidermidis BEN232 SWB315 1mm cream grey; glossy; entire
S. aureus BEN234 SWB315 1mm dark yellow
S. warneri BEN235 SWB315 2mm light yellow; glossy; entire
uncultured BEN236 SWB315 <lmm
S. capitis BEN237 SWB313 2mm Cream; Glossy; entire
Streptococcus mitis BEN239 SWB313 1mm opaque (black haem sheep)
S. epiderimidis BEN240 SWB313 <lmm
Brevidobacterium BEN241 SWB313
S. epidermidis BEN243 SWB337 3mm white; glossy; entire
S. epidermidis BEN244 SWB337 3mm white + haem
S. capitis BEN245 SWB337 2mm bright white
S. epidermidis BEN246 SWB337 2mm yellow; matt; entire
S. aureus BEN247 SWB324 3mm Gold coin; glossy; entire
S. epidermidis BEN248 SWB324 2mm grey; glossy; entire
S. lugdunensis BEN250 SWB324 bright white
Streptococcus sp BEN251 SWB324 <lmm
S. epidermidis BEN252 SWB319 2mm grey (on sheep)
Enterobacter aerogenes BEN253 SWB319 2mm grey; glossy; entire
Streptococcus sp BEN254 SWB319 dmm
S. hominis BEN255 SWB301 1.5mm light yellow;
S. simulans BEN256 SWB301 4mm cream; glossy; entire
S. epidermidis BEN257 SWB301 2mm grey, glossy; entire
Uncultured BEN259 SWB301
S. epidermidis BEN263 SWB257 4mm bright white; glossy; entire
Coryne BEN264 SWB257 1mm cream; glossy; entire
Streptococcus sp BEN265 SWB257 <lmm
Bacillus BEN266 SWB257 Brown gloopy clumps 4mm 
(appearance on blood)
S. epidermidis BEN271 SWB283 2mm cream; glossy; entire
Micrococcus BEN272 SWB283 1mm grey; glossy; entire
Coryne BEN273 SWB283 <lmm
S. aureus BEN275 SWB283 1.5mm light orange/ cream; 
glossy; entire
M. Luteus BEN276 SWB283 1mm bright yellow; glossy; entire
Table 8.3. Identification and colony morphology of strains from this 
study.
156
Chapter 9: References
Adams, E. S, & Traniello, J. F, A. (1981). Chemical interference competition 
by Monomorium m/n/mwm (Hymenoptera: Formicidae). Oecologia 51, 265- 
270.
Adams, J., Kinney, T., Thompson, S., Rubin, L. & Helling, R. B. (1979).
Frequency dependent selection for plasmid containing cells of Escherichia 
coli. Genetics 627-637.
Ahn, J. Y., Yang, L. Y., Paster, B. J., Ganly, I., Morris, L., Pei, Z. H. & 
Hayes, R. B. (2011). Oral Microbiome Profiles: 16S rRNA Pyrosequencing 
and Microarray Assay Comparison. Pfos One 6, 6.
Al-Talib, H., Hasan, H., Yean, C. Y., Al-Ashwal, S. M. & Ravichandran, M. 
(2011). Fatal Necrotizing Pneumonia Caused by Panton-Valentine 
Leukocidin-Producing Hospital-Acquired Staphylococcus aureus: a Case 
Report. Jpn J Infect Dis 64, 58-60.
Ailue, R. M., Loshuertos, S. M. & Marteles, M. S. (2010). Infectious 
endocarditis, pneumonia, bacteremia, and meningitis caused by 
Staphylococcus aureus in a patient with terminal kidney disease: a case 
study. Nefrologia 30, 485-486.
Amarasekare, P. (2002). Interference competition and species coexistence. 
Proc R Soc Lond Ser B-Biol Scl 269, 2541-2550.
Baines, S. D., Freeman, J. & Wilcox, M. H. (2009). Tolevamer Is Not 
Efficacious in the Neutralization of Cytotoxin in a Human Gut Model of 
Clostridium difficile Infection. Antimicrob Agents ChemotherSZ, 2202-2204.
Baines, S. D., Noel, A. R., Huscroft, G. S., Todhunter, S. L., O'Connor, 
R., Hobbs, J. K., Freeman, J., Lovering, A. M. & Wilcox, M. H. (2011).
Evaluation of linezolid for the treatment of Clostridium difficile infection 
caused by epidemic strains using an in vitro human gut model. J Antimicrob 
Chemother 66, 1537-1546.
Barker, M. G., Press, M. C. & Brown, N. D. (1997). Photosynthetic 
characteristics of dipterocarp seedlings in three tropical rain forest light 
environments: a basis for niche partitioning? Oecologia 112, 453-463.
Beals, E. W. (1965). Ordination of Some Corticolous Cryptogamic 
Communities in South-Central Wisconsin. Oikos 16, 1-8.
Beenken, K. E,, Blevins, J. S. & Smeltzer, M. S. (2003). Mutation of sarA in 
Staphylococcus aureus limits biofilm formation. Infect Immun 71,4206-4211.
157
Beenken, K. E., Mrak, L. N., Griffin, L. M., Zielinska, A. K., Shaw, L. N., 
Rice, K. C., Horswill, A. R., Bayles, K. W. & Smeltzer, M. S. (2010).
Epistatic Relationships between sarA and agr in Staphylococcus aureus 
Biofilm Formation. PLoS One 5, ©10790.
Beilman, G. J., Sandifer, G., Skarda, D., Jensen, B., McAllister, S., 
Killgore, G. & Srinivasan, A. (2005). Emerging infections with community- 
associated methicillin-resistant Staphylococcus aureus in outpatients at an 
Army Community Hospital. Surg Infect 6, 87-92.
Bell, G. (2001). Ecology - Neutral macroecology. Science 293, 2413-2418.
Ben Nasr, A., Haithcoat, J., Masterson, J. E., Gunn, J. S., Eaves-Pyles, 
T. & Klimpel, G. R. (2006). Critical role for serum opsonins and complement 
receptors CR3 (CD11b/CD18) and CR4 (CD11c/CD18) in phagocytosis of 
Francisella tularensis by human dendritic cells (DC): uptake of Francisella 
leads to activation of immature DC and intracellular survival of the bacteria. J 
Leukoc Biol 80, 774-786.
Benito, Y., Kolb, F. A., Romby, P., Lina, G., Etienne, J. & Vandenesch, F. 
(2000). Probing the structure of RNAIIi, the Staphylococcus aureus agr 
regulatory RNA, and identification of the RNA domain involved in repression 
of protein A expression. RNA-Publ RNA Soc 6, 668-679.
Bera, A., Herbert, S., Jakob, A., Vollmer, W. & Gotz, F. (2005). Why are
pathogenic staphylococci so lysozyme resistant? The peptidoglycan O- 
acetyltransferase OatA is the major determinant for lysozyme resistance of 
Staphylococcus aureus. Mol Microbiol 55, 778-787.
Birdsall, J. L. & Markin, G. P. (2010). Biological Control of Yellow Starthistie 
{Centaurea solstitialis) in the Salmon River. Canyon of Idaho. Invasive Plant 
Sci Manag 3, 462-469.
Bischoff, M., Dunman, P., Kormanec, J., Macapagal, D., Murphy, E., 
Mounts, W., Berger-Bachi, B. & Projan, S. (2004). Microarray-based 
analysis of the Staphylococcus aureus sigma(B) regulon. J Bacteriol 186, 
4085-4099.
Biswas, R., Voggu, L., Simon, U. K., Hentschel, P., Thumm, G. & Gotz, F. 
(2006). Activity of the major staphylococcal autolysin Atl. FEMS Microbiol 
Lett 259, 260-268.
Bogaert, D., van Belkum, A., Sluijter, M., Luijendijk, A., de Groot, R., 
Rumke, H. C., Verbrugh, H. A. & Hermans, P. W. M. (2004). Colonisation 
by Streptococcus pneumoniae and Staphylococcus aureus in healthy 
children. Lancet 363, 1871-1872.
Boisset, S., Geissmann, T., Huntzinger, E. & other authors (2007).
Staphylococcus aureus RNAIII coordinately represses the synthesis of
158
virulence factors and the transcription regulator Rot by an antisense 
mechanism. Gene Dev 21, 1353-1366.
Boles, B. R., Thoendef, M. & Singh, P. K, (2005). Rhamnolipids mediate 
detachment of Pseudomonas aeruginosa from biofilms. Mol Microbiol 57, 
1210-1223.
Boles, B. R., Thoendel, M., Roth, A. J, & Horswill, A. R. (2010).
Identification of Genes Involved in Polysaccharide-Independent 
Staphylococcus aureus Biofilm Formation. Plos One 5, 9.
Bonsall, M. B. & Hassell, M. P. (1997). Apparent competition structures 
ecological assemblages. Nature 388, 371-373.
Brady, R. A., Leid, J. G., Calhoun, J. H., Costerton, J. W. & Shirtliff, M. E. 
(2008). Osteomyelitis and the role of biofilms in chronic infection. FEMS 
Immunol Med Microbiol 52, 13-22.
Bray, J. R. & Curtis, J. T. (1957). An Ordination of the Upland Forest 
Communities of Southern Wisconsin. Ecol Monogr 27, 326-349.
Brown, S. P., Le Chat, L. & Taddei, F. (2007). Evolution of virulence: 
triggering host inflammation allows invading pathogens to exclude 
competitors. Ecol Lett 11, 44-51.
Burke, M. J. W. & Grime, J. P. (1996). An experimental study of plant 
community invasibility. Ecology 77, 776-790.
Cadieux, P. A., Burton, J. P., Devillard, E. & Reid, G. (2009). Lactobacillus 
by-products inhibit the growth and virulence of uropathogenic Escherichia 
coll. J Physiol Pharmacol 60, 13-18.
Capparelli, R., Parlato, M., Bordello, G., Salvatore, P. & lannelli, D. 
(2007). Experimental phage therapy against Staphylococcus aureus in mice. 
Antimicrob Agents Chemother51, 2765-2773.
Cardoza, Y. J., Klepzig, K. D. & Raffa, K. F. (2006). Bacteria in oral 
secretions of an endophytic insect inhibit antagonistic fungi. Ecol Entomol 31, 
636-645.
Cassat, J., Dunman, P. M., Murphy, E. & other authors (2006).
Transcriptional profiling of a Staphylococcus aureus clinical isolate and its 
isogenic agr and sarA mutants reveals global differences in comparison to 
the laboratory strain RN6390. Microbiology-Sgm 152, 3075-3090.
Caswell, H. (1978). Predator-Mediated coexistence: A Nonequiiibrium 
Model. Am A/aM12, 127-154.
Chao, L. & Levin, B. R. (1981). Structured habitats and the evolution of 
anticompetitor toxins in bacteria. P Natl Acad Sci-Biol 78, 6324-6328.
159
Chavakis, T., Hussain, ML, Kanse, S. ML, Peters, G., Bretzel, R. G., Flock, 
J. I., Herrmann, M. & Preissner, K. T. (2002). Staphylococcus aureus 
extracellular adherence protein serves as anti-inflammatory factor by 
inhibiting the recruitment of host leukocytes. Nat Med 8, 687-693.
Cheung, A. L., Koomey, J. ML, Butler, C. A., Projan, S. J. & Fischetti, V. 
A. (1992). Regulation of exoprotein expression in Staphylococcus 
aureus by a locus (sar) distinct from agr. Proc Natl Acad Sci USA 89, 
6462-6466.
Chua, K. & Howden, B. P. (2009). Treating Gram-positive infections: 
vancomycin update and the whys, wherefores and evidence base for 
continuous infusion of anti-Gram-positive antibiotics. Curr Opin Infect Dis 22, 
525-534.
Clarke, S. R., Wiltshire, MI. D. & Foster, S. J. (2004). IsdA of 
Staphylococcus aureus is a broad spectrum, iron-regulated adhesin. Mol 
Microbiol 51, 1509-1519.
Cole, A. Ml., Dewan, P. & Ganz, T. (1999). innate Antimicrobial Activity of 
Nasal Secretions. Infect Immun 67, 3267-3275.
Cole, A. Ml., Tahk, S., Oren, A., Yoshioka, D., Kim, Y. H., Park, A. & Ganz, 
T. (2001). Determinants of Staphylococcus aureus Nasal Carriage. Clin 
Diagn Lab Imm 8, 1064-1069.
Colin, D. A., Mlazurier, I., Sire, S. & Finckbarbancon, V. (1994). Interaction 
of the 2-Components of leukocidin from Staphylococcus aureus with human 
polymorphonuclear leukocyte membranes - sequential binding and 
subsequent activation. Infect Immun 62, 3184-3188.
Collett, Ml. G., Thompson, K. G. & Christie, R. J. (2011).
Photosensitisation, crystal-associated cholangiohepatopathy, and acute renal 
tubular necrosis in calves following ingestion of Phytolacca octandra 
(inkweed). N Z Vet J 59, 147-152.
Collins, L. V., Kristian, S. A., Weidenmaier, C., Faigle, Ml., van Kessel, K. 
P. Ml., van Strijp, J. A. G., Gotz, F., Neumeister, B. & Peschel, A. (2002).
Staphylococcus aureus strains lacking D-alanine modifications of teichoic 
acids are highly susceptible to human neutrophil killing and are virulence 
attenuated in mice. J Infect Dis 186, 214-219.
Collins, Ml. D. & Gibson, G. R. (1999). Probiotics, prebiotics, and synbiotics: 
approaches for modulating the microbial ecology of the gut. Am J Clin Nutr 
69, 1052S-1057S.
Compant, S., Duffy, B., Nowak, J., Clement, C. & Barka, E. A. (2005). Use
of plant growth-promoting bacteria for biocontrol of plant diseases: Principles,
160
mechanisms of action, and future prospects. Appl Environ Microbiol 71, 
4951-4959.
Corrigan, R. M., Rigby, D., Handley, P. & Foster, T. J. (2007). The role of 
Staphylococcus aureus surface protein SasG in adherence and biofilm 
formation. Microbiology-(UK) 153, 2435-2446.
Costerton, J. W. (2005). Biofilm theory can guide the treatment of device- 
related orthopaedic infections. Clin Orthop Rel Res, 7-11.
Crawley, M. J. (1990). The Population-Dynamics of Plants. Philos T Roy Soc 
B 330, 125-140.
Crowley, P. H. (1981). Dispersal and the Stability of Predator-Prey 
Interactions. Am Nat MB, 673-701.
Currie, C. R., Poulsen, M., Mendenhall, J., Boomsma, J. J. & Billen, J. 
(2006). Coevolved crypts and exocrine glands support mutualistic bacteria in 
fungus-growing ants. Science 311, 81-83.
Curtin, J. J. & Donlan, R. ML (2006). Using bacteriophages to reduce 
formation of catheter-associated biofilms by Staphylococcus epidermidis. 
Antimicrob Agents Chemother 50, 1268-1275.
D'Costa, V. M., McGrann, K. Ml., Hughes, D. W. & Wright, G. D. (2006).
Sampling the antibiotic resistome. Science 311, 374-377.
D'Costa, V. Ml., Griffiths, E. & Wright, G. D. (2007). Expanding the soil 
antibiotic resistome: exploring environmental diversity. Curr Opin Microbiol 
10,481-489.
Dantas, G., Sommer, Ml. O. A., Oluwasegun, R. D. & Church, G. Ml. 
(2008). Bacteria subsisting on antibiotics. Science 320, 100-103.
Davey, Ml. E., Caiazza, N. C. & O'Toole, G. A. (2003). Rhamnolipid 
surfactant production affects biofilm architecture in Pseudomonas aeruginosa 
PA01. J Bacteriol 185, 1027-1036.
Davies, J. (1990). What are antibiotics? Archaic functions for modern 
activities. Mol Microbiol 4, 1227-1232.
Davies, J. (2006). Are antibiotics naturally antibiotics? J Ind Microbiol 
Biotechnol 33, 496-499.
de Haas, C. J. C., Veldkamp, K. E., Peschel, A., Weerkamp, F., Van 
Wamel, W. J. B., Heezius, E., Poppelier, Ml., Van Kessel, K. P. Ml. & van 
Strijp, J. A. G. (2004). Chemotaxis inhibitory protein of Staphylococcus 
aureus, a bacterial antiinflammatory agent. J Exp Med 199, 687-695.
161
de la Cruz, F. & Davies, J. (2000). Horizontal gene transfer and the origin of 
species: lessons from bacteria. Trends Microbiol 8, 128-133.
Deisenhofer, J. (1981). Crystallographic refinement and atomic models of a 
human Fc fragment and its complex with fragment B of protein A from 
Staphylococcus aureus at 2.9- and 2.8-.ANG. resolution. Biochemistry 20, 
2361-2370.
Diggle, S. P., Griffin, A. S,, Campbell, G. S. & West, S. A. (2007).
Cooperation and conflict in quorum-sensing bacterial populations. Nature 
450, 411-U417.
Dong, G. F., Zhu, X. M., Han, D., Yang, Y. X., Song, L. R. & Xie, S. Q. 
(2011). Response and Recovery of Hybrid Sturgeon from Subchronic Oral 
Administration of Cyanobacteria. Environ Toxicol 26, 161-170.
Doyle, R. D., Francis, M. D. & Smart, R. M. (2003). Interference competition 
between Ludwigia repens and Hygrophila polysperma: two morphologically 
similar aquatic plant species. Aquat Bot 77, 223-234.
Dufour, P., Jarraud, S., Vandenesch, F., Greenland, T., Novick, R. P., 
Bes, M., Etienne, J. & Lina, G. (2002). High genetic variability of the agr 
locus in Staphylococcus species. J Bacteriol 184, 1180-1186.
Durrett, R. & Levin, S. (1994). The importance of being discrete (and 
spatial). Theor Popul Biol 46, 363-394.
Duyck, P. F., David, P., Junod, G., Brunei, C., Dupont, R. & Quilici, S. 
(2006). Importance of competition mechanisms in successive invasions by 
polyphagous tephritids in La Reunion. Ecology 87, 1770-1780.
Edwards, U., Rogall, T., Blocker, H., Emde, M. & Bottger, E. C. (1989).
Isolation and direct complete nucleotide determination of entire genes. 
Characterization of a gene coding for 16S ribosomal RNA. Nucl Acids Res 
17, 7843-7853.
Ellis, M. W., Hospenthal, D. R., Dooley, D. P,, Gray, P. J. & Murray, C. K. 
(2004). Natural history of community-acquired methicillin-resistant 
Staphylococcus aureus colonization and infection in soldiers. Clin Infect Dis 
39, 971-979.
Ernst, C. M. & Peschel, A. (2011). Broad-spectrum antimicrobial peptide 
resistance by MprF-mediated aminoacylation and flipping of phospholipids. 
Mol Microbiol 80, 290-299.
Fleming, V., Feil, E. J., Sewell, A. K., Day, N. P. J., Buckling, A. & 
Massey, R. C. (2006). Agr Interference between Clinical Staphylococcus 
aureus Strains in an Insect Model of Virulence. J Bacteriol "{88, 7686-7688.
162
Fontana, M. B. C., de Bastos, M. D. F. & Brandelli, A. (2006). Bacteriocins 
Pep5 and epidermin inhibit Staphylococcus epidermidls adhesion to 
catheters. Curr Microbiol 62, 350-353.
Foster, T. J. (2005). Immune evasion by Staphylococci. Nat Rev Microbiol 6, 
948-958.
Foster, T. J. (2009). Colonization and infection of the human host by 
staphylococci: adhesion, survival and immune evasion. Vet Dermatol 20, 
456-470.
Frank, D. N., Feazel, L. M., Bessesen, M. T., Price, C. S., Janoff, E. N. & 
Pace, N. R. (2010). The human nasal microbiota and Staphylococcus aureus 
carriage. PLoS One 5, e10598.
Frank, K. L., del Pozo, J. L. & Patel, R. (2008). From clinical microbiology 
to infection pathogenesis: How daring to be different works for 
Staphylococcus iugdunensis. Clin Microbiol Rev 21, 111-133.
Frank, S. A. (1994). Spatial polymorphism of bacteriocins and 
other allelopathic trait. Evol EcolQ, 369-386.
Frid, A. & Marliave, J. (2010). Predatory fishes affect trophic cascades and 
apparent competition in temperate reefs. Biol Lett 6, 533-536.
Fujiwara, S., Hashiba, H., Hirota, T. & Forstner, J. F. (1999). Purification 
and characterization of a novel protein produced by Bifidobacterium longum 
SBT2928 that inhibits the binding of enterotoxigenic Escherichia coli Pb176 
(CFA/II) to gangliotetraosylceramide, J Appl Microbiol 86, 615-621.
Fux, C. A., Wilson, S. & Stoodley, P. (2004). Detachment characteristics 
and oxacillin resistance of Staphyloccocus aureus biofilm emboli in an in vitro 
catheter infection model. J Bacteriol 186, 4486-4491.
Garbeva, P., Silby, M. W., Raaijmakers, J. M,, Levy, S. B. & Boer, W. d. 
(2011). Transcriptional and antagonistic responses of Pseudomonas 
fluorescens Pf0-1 to phylogenetically different bacterial competitors. ISME J 
5, 973-985.
Gardner, A., West, S. A. & Buckling, A. (2004). Bacteriocins, spite and 
virulence. P Roy Soc Lond B Bio 271, 1529-1535.
Geisinger, E., Adhikari, R. P., Jin, R. Z., Ross, H. F. & Novick, R. P. 
(2006). Inhibition of rot translation by RNAIII, a key feature of agr function. 
Mol Microbiol 61, 1038-1048.
Gemmeli, C. G., Tree, R., Patel, A., Oreilly, M. & Foster, T. J. (1991).
Susceptibility to Opsonophagocytosis of Protein-A Alpha-Hemolysin and 
Beta-Toxin Deficient Mutants of Staphylococcus aureus Isolated by Allele 
Replacement. Staphylococci 2^, 273-277.
163
Genestier, A. L., Michallet, M. C., Prevost, G. & other authors (2005).
Staphylococcus aureus Panton-Valentine leukocidin directly targets 
mitochondria and induces Bax-independent apoptosis of human neutrophils. 
J Clin Invest 115,3117-3127.
Gilbert, M., MacDonald, J., Gregson, D. & other authors (2006). Outbreak 
in Alberta of community-acquired (USA300) methicillin-resistant 
Staphylococcus aureus in people with a history of drug use, homelessness or 
incarceration. Can Med Assoc J175, 149-154.
Gilturnes, M. S., Hay, M. E. & Fenical, W. (1989). Symbiotic marine- 
bacteria chemically defend crustacean embryos from a pathogenic fungus. 
Science 246, 116-118.
Gilturnes, M. S. & Fenical, W. (1992). Embryos of Homarus americanus are 
Protected by Epibiotic Bacteria. Biol Bull 182, 105-108.
Giraudo, A. T., Cheung, A. L. & Nagel, R. (1997). The sae locus of 
Staphylococcus aureus controls exoprotein synthesis at the transcriptional 
level. Arch Microbiol 168, 53-58.
Gittins, R. (1965). Multivariate Approaches to a Limestone Grassland 
Community: III. A Comparative Study of Ordination and Association-Analysis. 
JEcol 53,411-425.
Giuliana, B., Loredana, S., Pasquale, S. & other authors (2010).
Complication of nasal piercing by Staphylococcus aureus endocarditis: a 
case report and a review of literature. Cases J 3, 37.
Gomulkiewicz, R., Holt, R. D. & Barfield, M. (1999). The effects of density 
dependence and immigration on local adaptation and niche evolution in a 
black-hole sink environment. Theor Popul Biol 55, 283-296.
Gopal, P. K., Prasad, J., Smart, J. & Gill, H. S. (2001). In vitro adherence 
properties of Lactobacillus rhamnosus DR20 and Bifidobacterium lactis DR10 
strains and their antagonistic activity against an enterotoxigenic Escherichia 
coli. Int J Food Microbiol 67, 207-216.
Goslings, W. R. O. & Buchli, K. (1958). Nasal Carrier Rate of Antibiotic- 
Resistant Staphylococci - Influence of Hospitalization on Carrier Rate in 
Patients, and their Household Contacts. Arch Intern Med 102, 691-715.
Greig, D. & Travisano, M. (2004). The Prisoner’s Dilemma and 
polymorphism in yeast SUC genes. Proc R Soc Lond Ser B-Biol Sci 271, 
S25-S26.
Guroy, D., Guroy, B., Merrifield, D. L., Ergun, S., Tekinay, A. A. & Yigit, 
M. (2011). Effect of dietary Ulva and Spirulina on weight loss and body
164
composition of rainbow trout, Oncorhynchus mykiss (Walbaum), during a 
starvation period. J Anim Physiol Anim Nutr95, 320-327.
Guell, M., Yus, E,, Lluch-Senar, M. & Serrano, L. (2011). Bacterial 
transcriptomics: what is beyond the RNA horiz-ome? Nat Rev Microbiol 9, 
658-669.
Habets, M., Rozen, D. E., Hoekstra, R. F. & de Visser, J. (2006). The effect 
of population structure on the adaptive radiation of microbial populations 
evolving in spatially structured environments. Ecology Letters 9, 1041-1048.
Habets, M. G. J. L., Czaran, T., Hoekstra, R. F. & de Visser, J. (2007).
Spatial structure inhibits the rate of invasion of beneficial mutations in 
asexual populations. Proc R Soc B-Biol Sci 274, 2139-2143.
Hardin, G. (1968). The Tragedy of the Commons. Science 162, 1243-1248.
Harrison, F., Paul, J., Massey, R. C. & Buckling, A. (2008). Interspecific 
competition and siderophore-mediated cooperation in Pseudomonas 
aeruginosa. lsmeJ2, 49-55.
He, F. (2005). Deriving a neutral model of species abundance from 
fundamental mechanisms of population dynamics. Eco/Monogr 19, 187-193.
Health Protection Agency (2007).Staining procedures. In National Standard 
Method Issue 7. National Standard Method.
Health Protection Agency (2010a).Oxidase Test. In National Standard 
Method BSOPTP 26 Issue 21.
Health Protection Agency (2010b).Urease Test. In National Standard 
Method BSOP TP 36 Issue 2.
Hechard, Y. & Sahl, H. G. (2002). Mode of action of modified and 
unmodified bacteriocins from Gram-positive bacteria. Biochimie 84, 545-557.
Heczko, P. B., Hoffler, U., Kasprowicz, A. & Pulverer, G. (1981).
Quantitative studies of the flora of the nasal vestibule in relation to nasal 
carriage of Staphylococcus aureus. J Med Microbiol 14, 233-241.
Heilmann, C., Hussain, M., Peters, G. & Gotz, F. (1997). Evidence for 
autolysin-mediated primary attachment of Staphylococcus epidermidis to a 
polystyrene surface. Mol Microbiol 24, 1013-1024.
Heilmann, C., Niemann, S., Sinha, B., Herrmann, M., Kehrel, B. E. & 
Peters, G. (2004). Staphylococcus aureus fibronectin-binding protein 
(FnBP)-mediated adherence to platelets, and aggregation of platelets 
induced by FnBPA but not by FnBPB. J Infect Dis 190, 321-329.
165
Ho, P. L., Wang, T. K. F., Ching, P., Mak, G. C., Lai, E., Yam, W. C. & 
Seto, W. H, (2007). Epidemiology and genetic diversity of methicillin- 
resistant Staphylococcus aureus strains in residential care homes for elderly 
persons in Hong Kong. Infect Cont Hosp Ep 28, 671-678.
Hoeger, P. H., Lenz, W., Boutonnier, A. & Fournier, J. M. (1992).
Staphylococcal Skin Colonization in Children with Atopic-Dermatitis - 
Prevalence, Persistence, and Transmission of Toxigenic and Nontoxigenic 
Strains. J Infect Dis 165, 1064-1068.
Hoen, B., Kessler, M., Hestin, D. & Mayeux, D. (1995). Risk-Factors for 
Bacterial-Infection in chronic Heamodialysis Adult Patients - a multicenter 
prospective survey. Nephrol Dial Transplant AO, 377-381.
Holt, R. D. & Gaines, M. S. (1992). Analysis of adaptation in heterogeneous 
landscapes - Implications for the evolution of fundamental niches. Evol Ecol 
6, 433-447.
Holt, R. D., Gomulkiewicz, R. & Barfield, M. (2003). The phenomology of 
niche evolution via quantitive traits in a 'black-hole' sink. Proc Roy Soc Lond 
B Bio 270, 215-224.
Horsburgh, M. J., Aish, J. L., White, I. J., Shaw, L., Lithgow, J. K. & 
Foster, S. J. (2002). sigma(B) modulates virulence determinant expression 
and stress resistance: Characterization of a functional rsbil strain derived 
from Staphylococcus aureus 8325-4. J Bacfer/o/184, 5457-5467.
Horswilll, A. R. & Nauseef, W. M. (2008). Host Interception of Bacterial 
Communication Signals. Cell Host Microbe 4, 507-509.
Howden, B. P., Davies, J. K., Johnson, P. D. R., Stinear, T. P. & Grayson, 
M. L. (2010). Reduced Vancomycin Susceptibility in Staphylococcus aureus, 
Including Vancomycin-Intermediate and Heterogeneous Vancomycin- 
Intermediate Strains: Resistance Mechanisms, Laboratory Detection, and 
Clinical Implications. Clin Microbiol Rev 23, 99-+.
Hugh, R. & Leifson, E. (1953). The taxonomic significance of fermentative 
versus oxidative metabolism of carbohydrates by various gram negative 
bacteria. J Bacteriol 66, 24-26.
Huijsdens, X. W., van Lier, A. M. C., van Kregten, E., Verhoef, L,, van 
Santen-Verheuvel, M. G., Spalburg, E. & Wannet, W. J. B. (2006).
Methicillin-resistant Staphylococcus aureus in dutch soccer team. Emerg 
Infect Dis 12, 1584-1586.
Huntzinger, E., Boisset, S., Saveanu, C. & other authors (2005).
Staphylococcus aureus RNAIII and the endoribonuciease III coordinately 
regulate spa gene expression. Embo J 24, 824-835.
166
Hussain, M., Haggar, A., Heilmann, C., Peters, G., Flock, J. I. & 
Herrmann, M. (2002). Insertional inactivation of eap in Staphylococcus 
aureus strain Newman confers reduced staphylococcal binding to fibroblasts. 
Infect Immun 70, 2933-2940.
Inglis, R. F., Gardner, A., Cornelis, P. & Buckling, A. (2009). Spite and 
virulence in the bacterium Pseudomonas aeruginosa. Proceedings of the 
National Academy of Sciences of the United States of America 106, 5703- 
5707.
irie, Y., O'Toole, G. A. & Yuk, M. H. (2005). Pseudomonas aeruginosa 
rhamnolipids disperse Bordetella bronchiseptica biofilms. FEMS Microbiol 
Lett 250, 237-243.
Iwase, T., Uehara, Y., Shinji, H., Tajima, A., Seo, H., Takada, K., Agata, T. 
& Mizunoe, Y. (2010). Staphylococcus epidermidis Esp inhibits 
Staphylococcus aureus biofilm formation and nasal colonization. Nature 465, 
346-349.
Jack, R. W., Tagg, J. R. & Ray, B. (1995). Bacteriocins of Gram - positive 
bacteria. Microbiol Rev 59, 171-200.
Jager, M. M., Murk, J. L., Pique, R., Wulf, M. W., Leenders, A. C., Suiting, 
A. G., Bogaards, J. A., Kluytmans, J. A. & Vandenbroucke-Grauls, C. M. 
(2010). Prevalence of carriage of meticillin-susceptible and meticillin-resistant 
Staphylococcus aureus in employees of five microbiology laboratories in The 
Netherlands. J Hosp lnfect74, 292-294.
Janzon, L. & Arvidson, S. (1990). The role of the delta-lysin gene (hid) in 
the regulation of virulence genes by the accessory gene regulator (agr) in 
Staphylococcus aureus. Embo J 9, 1391-1399.
Ji, G. Y., Beavis, R. & Novick, R. P. (1997). Bacterial interference caused 
by autoinducing peptide variants. Science 276, 2027-2030.
Jones, S. E. & McMahon, K. D. (2009). Species-sorting may explain an 
apparent minimal effect of immigration on freshwater bacterial community 
dynamics. Environ Microbiol 11, 905-913.
Josefsson, E., Hartford, O., O'Brien, L., Patti, J. M. & Foster, T. (2001).
Protection against experimental Staphylococcus aureus arthritis by 
vaccination with clumping factor A, a novel virulence determinant. J Infect Dis 
184, 1572-1580.
Joyce, A. L., Aluja, M., Sivinski, J., Vinson, S. B., Ramirez-Romero, R., 
Bernal, J. S. & Guillen, L. (2010). Effect of continuous rearing on courtship 
acoustics of five braconid parasitoids, candidates for augmentative biological 
control of Anastrepha species. Biocontrol 55, 573-582.
167
Kalkum, M., Lyon, G. J. & Chait, B, T. (2003). Detection of secreted 
peptides by using hypothesis-driven multistage mass spectrometry. Proc Natl 
Acad Sci US AWQ, 2795-2800.
Kaltenpoth, M., Gottler, W., Herzner, G. & Strohm, E. (2005). Symbiotic 
bacteria protect wasp larvae from fungal infestation. Curr Biol 15, 475-479.
Kang, Y., Norris, M. H., Zarzycki-Siek, J., Nierman, W. C., Donachie, S. P. 
& Hoang, T. T. (2011). Transcript amplification from single bacterium for 
transcriptome analysis. Genome Res 21, 925-935.
Karavolos, M. H., Horsburgh, M. J., Ingham, E. & Foster, S. J. (2003).
Role and regulation of the superoxide dismutases of Staphylococcus aureus. 
Microbiology-Sgm 149, 2749-2758.
Kazakova, S. V., Hageman, J. C., Matava, ML & other authors (2005). A
clone of methicillin-resistant Staphylococcus aureus among professional 
football players. New Eng J Med 352, 468-475.
Keel, C., Schnider, U., Maurhofer, M., Voisard, C., LavNIe, J., Burger, U., 
Wirthner, P., Haas, D. & Defago, G. (1992). Suppression of Root Disease 
by Pseudomonas fluorescens CHAO: Importance of the Bacterial Secondary 
Metabolite 2,4-DiacetylphIoroglucinol. Mol Plant-Microbe Interacts, 4-13.
Kern, W. V. (2010). Management of Staphylococcus aureus bacteremia and 
endocarditis: progresses and challenges. CurrOpin Infect Dis 23, 346-358.
Kinross, J. Ml., Darzi, A. W. & Nicholson, J. K. (2011). Gut microbiome- 
host interactions in health and disease. Genome medicine 3, 14.
Klaenhammer, T. R. (1993). Genetics of bacteriocins produced by lactic acid 
bacteria. Ferns Microbiol Rev 12, 39-86.
Kleinkauf, H. & Vondohren, H. (1990). Nonribosomal biosynthesis of 
peptide antibiotics. EurJ Biochem 192, 1-15.
Kramer, N., Hahn, J. & Dubnau, D. (2007). Multiple interactions among the 
competence proteins of Bacillus subtilis. Mol Microbiol 65, 454-464.
Kreft, J. U. (2004). Biofilms promote altruism. Microbiology-Sgm 150, 2751- 
2760.
Kreikemeyer, B., MIcDevitt, D. & Podbielski, A. (2002). The role of the Map
protein in Staphylococcus aureus matrix protein and eukaryotic cell 
adherence. Int J Med Microbiol 292, 283-295.
Kreisel, K., Boyd, K., Langenberg, P. & Roghmann, Ml. C. (2006). Risk 
factors for recurrence in patients with Staphylococcus aureus infections 
complicated by bacteremia. Diagn Micr Infect Dis 65, 179-184.
168
Krismer, B. & Peschel, A. (2011). Does Staphylococcus aureus nasal 
colonization involve biofilm formation? Future Microbiol 6, 489-493.
Kristian, S. A., Durr, M., Van Strijp, J. A. G., Neumeister, B. & Peschel, 
A. (2003). MprF-Mediated Lysinylation of Phospholipids in Staphylococcus 
aureus Leads to Protection against Oxygen-Independent Neutrophil Killing. 
Infect Immun 71, 546-549.
Kubica, M., Guzik, K., Koziel, J. & other authors (2008). A Potential New 
Pathway for Staphylococcus aureus Dissemination: The Silent Survival of S. 
aureus Phagocytosed by Human Monocyte-Derived Macrophages. Flos One 
3, 16.
LaMar, J. E., Carr, R. B., Zinderman, C. & McDonald, K. (2003). Sentinel 
cases of community-acquired methicillin-resistant Staphylococcus aureus 
onboard a naval ship. Mil Med 168, 135-138.
Lasa, I. & Penades, J. R. (2006). Bap: A family of surface proteins involved 
in biofilm formation. Res Microbiol 157, 99-107.
Laubel, D. M., Yiml, S., Ryan, L. K., Kisich, K. O. & Diamond, G. (2006).
Antimicrobial peptides in the airway. CurrTopMicrobiollmmunol 306, 153-182.
Lauderdale, K. J., Boles, B. R., Cheung, A. L. & Horswill, A. R. (2009).
Interconnections between Sigma B, agr, and Proteolytic Activity in 
Staphylococcus aureus Biofilm Maturation. Infect Immun 77, 1623-1635.
Lee, C. E. & Gelembiuk, G. W. (2008). Evolutionary origins of invasive 
populations. Evol Appll, 427-448.
Lee, L. Y. L., Liang, X. W., Hook, M. & Brown, E. L. (2004). Identification 
and characterization of the C3 binding domain of the Staphylococcus aureus 
extracellular fibrinogen-binding protein (Efb). J Biol Chem 279, 50710-50716.
Leibold, M. A. (1998). Similarity and local co-existence of species in regional 
biotas. Evol Ecol 12, 95-110.
Leibold, M. A., Holyoak, M., Mouquet, N. & other authors (2004). The
metacommunity concept: a framework for multi-scale community ecology. 
Ecol Leff 7, 601-613.
Len, K. A., Bergert, L., Patel, S., Melish, M., Kimata, C. & Erdem, G. 
(2010). Community-Acquired Staphylococcus aureus Pneumonia Among 
Hospitalized Children in Hawaii. Pediatr Pulmonol 45, 898-905.
Levins, R. & Culver, D. (1971). Regional coexistenec of species and 
competition between rare species (Mathematical model/ habitable patches). 
Proc Nat Acad Sci USA 68, 1246-&,
169
Lewis, J. S. & Ellis, M. W. (2007). Approaches to serious methicillin- 
resistant Staphylococcus aureus infections with decreased susceptibility to 
vancomycin: clinical significance and options for management. Curr Opin 
Infect Dis 20, 568-573.
Leao, P. N., Vasconcelos, M. & Vasconceios, V. M. (2009). Allelopathy in 
freshwater cyanobacteria. Crit Rev Microbiol 35, 271-282.
Lina, G., Boutite, F., Tristan, A., Bes, M., Etienne, J. & Vandenesch, F. 
(2003). Bacterial Competition for Human Nasal Cavity Colonization: Role of 
Staphylococcal agr Alleles. Appl Environ Microbiol 69, 18-23.
Linares, J. F., Gustafsson, I., Baquero, F. & Martinez, J. L. (2006).
Antibiotics as intermicrobial signaling agents instead of weapons. Proc Natl 
Acad Sci U S A 103, 19484-19489.
Lipsky, B. A., Pecoraro, R. E., Chen, M. S. & Koepsell, T. D. (1987).
Factors Affecting Staphylococcal Colonization among NIDDM Outpatients. 
Diabetes Care 10, 483-486.
Little, A. E. F., Robinson, C. J., Peterson, S. B., Raffa, K. E. & 
Handelsman, J. (2008). Rules of Engagement: Interspecies Interactions that 
Regulate Microbial Communities. Anna Rev Microbiol 62, 375-401.
Liu, G. Y., Essex, A., Buchanan, J. T., Datta, V., Hoffman, H. M., Bastian, 
J. F,, Fierer, J. & Nizet, V. (2005). Staphylococcus aureus golden pigment 
impairs neutrophil killing and promotes virulence through its antioxidant 
activity. J Exp Med 202, 209-215.
Liu, W. L., Hung, Y. L., Lin, S. H., Lee, P. I. & Hsueh, P. R. (2010). Fatal 
bacteraemia and infective endocarditis due to meticillin-resistant 
Staphylococcus aureus (MRSA) with rapid emergence of rifampicin 
resistance during vancomycin/rifampicin combination treatment. Int J 
Antimicrob Agents 35, 615-616.
Liu, Y., Kong, F., Zhang, X., Brown, M., Ma, L. & Yang, Y. (2009).
Antimicrobial susceptibility of Staphylococcus aureus isolated from children 
with impetigo in China from 2003 to 2007 shows community-associated 
methiciilin-resistant Staphylococcus aureus to be uncommon and 
heterogeneous. Brit J De/mafo/161, 1347-1350.
Logue, J. B. & Lindstrom, E. S. (2010). Species sorting affects 
bacterioplankton community composition as determined by 16S rDNA and 
16S rRNA fingerprints. ISME J 4, 729-738.
Lyon, G. J., Mayviile, P., Muir, T. W. & Novick, R. P. (2000). Rational 
design of a global inhibitor of the virulence response in Staphylococcus 
aureus, based in part on localization of the site of inhibition to the receptor- 
histidine kinase, AgrC. Proc Natl Acad Sci U SA97, 13330-13335.
170
Lyon, G. J. & Novick, R. P. (2004). Peptide signaling in Staphylococcus 
aureus and other Gram-positive bacteria. Peptides 25, 1389-1403.
MacLean, R. C. & Gudelj, I. (2006). Resource competition and social conflict 
in experimental populations of yeast. Nature 441,498-501.
Main, C. L., Jayaratne, P., Haley, A., Rutherford, C., Smaill, F. & Fisman, 
D. N. (2005). Outbreaks of infection caused by community-acquired 
methicillin-resistant Staphylococcus aureus in a Canadian correctional 
facility. Can J Infect Dis Med 16, 343-348.
Margolis, E. & Levin, B. R. (2007). Within-Host Evolution for the 
Invasiveness of Commensal Bacteria: an Experimental Study of Bacteremias 
Resulting from Haemophilus influenzae Nasal Carriage. J Infect Dis 196, 
1068-1075.
Margolis, E. (2009). Hydrogen Peroxide-Mediated Interference Competition 
by Streptococcus pneumoniae Has No Significant Effect on Staphylococcus 
aureus Nasal Colonization of Neonatal Rats. J Bacteriol 191, 571-575.
Marques, J., Barbosa, J., Alves, I. & Moreira, L. (2010). Staphylococcus 
aureus nasal and hand carriage among students from a Portuguese health 
school. Br J Biomed Sci 67, 5-8.
Marti, M., Trotonda, M. P., Tormo-Mas, M. A., Vergara-Irigaray, M., 
Cheung, A. L., Lasa, I. & Penades, J. R. (2010). Extracellular proteases 
inhibit protein-dependent biofilm formation in Staphylococcus aureus. 
Microbes Infect 12, 55-64.
Martinez, J. L. (2008). Antibiotics and antibiotic resistance genes in natural 
environments. Science 321, 365-367.
Mashburn, L. M., Jett, A. M., Akins, D. R. & Whiteley, M. (2005).
Staphylococcus aureus Serves as an Iron Source for Pseudomonas 
aeruginosa during In Vivo Coculture. J Bacteriol 187, 554-566.
Massey, R. C., Buckling, A. & Ffrench-Constant, R. (2004). Interference 
competition and parasite virulence. Proceedings of the Royal Society of 
London Series B-Biological Sciences 271, 785-788.
Mayville, P., Ji, G. Y., Beavis, R., Yang, H, M., Goger, M., Novick, R. P. & 
Muir, T. W. (1999). Structure-activity analysis of synthetic autoinducing 
thiolactone peptides from Staphylococcus aureus responsible for virulence. 
Proc Natl Acad Sci US AM, 1218-1223.
Mazzola, M., Cook, R. J., Thomashow, L. S., Weller, D. M. & Pierson, L. 
S. (1992). Contribution of phenazine antibiotic biosynthesis to the ecological 
competence of fluorescent pseudomonads in soil habitats. Appl Environ 
Microbiol 58, 2616-2624.
171
McCauley, E., Wilson, W. G. & Deroos, A. M. (1993). Dynamics of Age- 
Structured and Spatially Structured Predator-Prey Interactions: Individual- 
Based Models and Population-Level Formulations. Am Nat 142, 412-442.
McGavin, M. J., Zahradka, C., Rice, K. & Scott, J. E. (1997). Modification 
of the Staphylococcus aureus fibronectin binding phenotype by V8 protease. 
Infect Immun 65, 2621-2628.
McMillan, A., Dell, M., Zellar, M. P. & other authors (2011). Disruption of 
urogenital biofilms by lactobacilli. Colloid Surf B-Biointerfaces 86, 58-64.
Mei, J. M., Nourbakhsh, F., Ford, C. W. & Holden, D, W. (1997).
Identification of Staphylococcus aureus virulence genes in a murine model of 
bacteraemia using signature-tagged mutagenesis. Mol Microbiol 26, 399- 
407.
Moise, P. A., North, D., Steenbergen, J. N. & Sakoulas, G. (2009).
Susceptibility relationship between vancomycin and daptomycin in 
Staphylococcus aureus: facts and assumptions. Lancet Infect Dis 9, 617-624.
Montgomery, C. P., Boyle-Vavra, S., Adem, P. V., Lee, J. C., Husain, A. 
N., Clasen, J. & Daum, R. S. (2008). Comparison of virulence in community- 
associated methicillin-resistant Staphylococcus aureus puisotypes USA300 
and USA400 in a rat model of pneumonia. J Infect Dis 198, 561-570.
Moore, P. C. L. & Lindsay, J. A. (2001). Genetic variation among hospital 
isolates of methicillin-sensitive Staphylococcus aureus: Evidence for 
horizontal transfer of virulence genes. J Clin Microbiol 39, 2760-2767.
Moreau-Marquis, S., Redelman, C. V., Stanton, B. A. & Anderson, G. G. 
(2010). Co-culture models of Pseudomonas aeruginosa biofilms grown on 
live human airway cells. JoVE.
Morfeldt, E., Taylor, D., Vongabain, A. & Arvidson, S. (1995). Activation of 
alpha-toxin translation in Staphylococcus aureus by the trans-encoded 
antisense RNA, RNAIll. Embo J14, 4569-4577.
Morin, P. J. (1999). Community Ecology. England: Blackwell Science.
Morris, R. J., Lewis, O. T. & Godfray, H. C. J. (2004). Experimental 
evidence for apparent competition in a tropical forest food web. Nature 428, 
310-313.
Motamedifar, M., Hassanzadeh, P. & Ghafari, N. (2010). Relative 
frequency of Staphylococcal carriage and antibiotic sensitivity of isolated 
Staphylococci in hemodialysis patients in Shiraz, Iran. Med Princ Pract 19, 
379-383.
Mowat, E., Rajendran, R., Williams, C., McCulloch, E., Jones, B., Lang, 
S. & Ramage, G. (2010). Pseudomonas aeruginosa and their small diffusible
172
extracellular molecules inhibit Aspergillus fumigatus biofilm formation. FEMS 
Microbiol Lett M3, 96-102.
Nakayama, J., Cao, Y., Horii, T., Sakuda, S., Akkermans, A. D. L., de 
Vos, W. M. & Nagasawa, H. (2001a). Gelatinase biosynthesis-activating 
pheromone: a peptide lactone that mediates a quorum sensing in 
Enterococcus faecalis. Mol Microbiol 41, 145-154.
Nakayama, J., Cao, Y., Horii, T., Sakuda, S. & Nagasawa, H. (2001b).
Chemical synthesis and biological activity of the gelatinase biosynthesis­
activating pheromone of Enterococcus faecalis and its analogs. Biosci 
Biotechnol Biochem 65, 2322-2325.
Netz, D. J. A., Sahl, H. G., Marcolino, R., Nascimento, J. D., de Oliveira, 
S. S., Soares, M. B. & Bastos, M. D. D. (2001). Molecular characterisation 
of aureocin A70, a multipeptide bacteriocin isolated from Staphylococcus 
aureus. J Mol Biol 311, 939-949.
Nguyen, D. M., Mascoia, L. & Bancroft, E. (2005). Recurring methicillin- 
resistant Staphylococcus aureus infections in a football team. Emerg Infect 
D/s 11, 526-532.
Niku-Paavola, M. L., Laitila, A., Mattila-Sandholm, T. & Haikara, A. 
(1999). New types of antimicrobial compounds produced by Lactobacillus 
plantarum. J Appl Microbiol 86, 29-35.
Nilsson, I. M., Lee, J. C., Bremell, T., Ryden, C. & Tarkowski, A. (1997).
The role of staphylococcal polysaccharide microcapsule expression in 
septicemia and septic arthritis. Infect Immun 65, 4216-4221.
Nissen-Meyer, J. & Nes, I. F. (1997). Ribosomally synthesized antimicrobial 
peptides: Their function, structure, biogenesis, and mechanism of action. 
Arch Microbiol 167, 67-77.
Nouwen, J. L., Boelens, H. A. M., van Belkum, A. & Verbrugh, H. (2004a).
Human Factor in Staphylococcus aureus Nasal Carriage. Infect Immun 72, 
6685-6688.
Nouwen, J. L., Ott, A., Kluytmans-Vandenbergh, M. F. Q., Boelens, H. A. 
M., Hofman, A., van Belkum, A. & Verbrugh, H. A. (2004b). Predicting the 
Staphylococcus aureus Nasal Carrier State: Derivation and Validation of a 
"Culture Rule". Clin Infect Dis 39, 806-811.
Novick, R. P., Ross, H. F., Projan, S. J., Kornblum, J., Kreiswirth, B. & 
Moghazeh, S. (1993). Synthesis of staphylococcal virulence factors is 
controlled by a regulatory RNA molecule. EMBO J12, 3967-3975.
Novick, R. P., Projan, S. J., Kornblum, J., Ross, H. F,, Ji, G., Kreiswirth, 
B., Vandenesch, F. & Moghazeh, S. (1995). TheagrP2 operon: An
173
autocatalytic sensory transduction system in Staphylococcus aureus. Mol 
Gen Genet 24$, 446-458.
Novick, R. P. & Geisinger, E, (2008). Quorum Sensing in Staphylococci. 
Annu Rev Genet 42, 541-564.
O'Brien, L. M., Kerrigan, S. W., Kaw, G., Hogan, M., Penades, J., Litt, D., 
Fitzgerald, D. J., Foster, T. J. & Cox, D. (2002a). Multiple mechanisms for 
the activation of human platelet aggregation by Staphylococcus aureus: roles 
for the clumping factors ClfA and ClfB, the serine-aspartate repeat protein 
SdrE and protein A. Mol Microbiol 44, 1033-1044.
O'Brien, L. M., Walsh, E. J., Massey, R. C., Peacock, S. J. & Foster, T. J. 
(2002b). Staphylococcus aureus clumping factor B (ClfB) promotes 
adherence to human type I cytokeratin 10: implications for nasal colonization. 
Cell Microbiol 4, 759-770.
O’Neill, E., Pozzi, C., Houston, P., Smyth, D., Humphreys, H., Robinson, 
D. A. & O'Gara, J. P. (2007). Association between methicillin susceptibility 
and biofilm regulation in Staphylococcus aureus isolates from device-related 
infections. J Clin Microbiol 45, 1379-1388.
O'Riordan, K. & Lee, J. C. (2004). Staphylococcus aureus capsular 
polysaccharides. Clin Microbiol Rev M, 218-234.
Ochman, H., Lawrence, J. G. & Groisman, E. A. (2000). Lateral gene 
transfer and the nature of bacterial innovation. Nature 405, 299-304.
Oguzkaya-Artan, M., Baykan, Z. & Artan, C. (2008). Nasal carriage of 
Staphylococcus aureus in healthy preschool children. Jpn J Infect Dis 61, 70- 
72.
Oscarsson, J., Tegmark-Wisell, K. & Arvidson, S. (2006). Coordinated 
and differential control of aureolysin (aur) and serine protease (sspA) 
transcription in Staphylococcus aureus by sarA, rot and agr (RNAIII). Int J 
Med Microbiol 296, 365-380.
Ott, E., Bange, F. C., Reichardt, C., Graf, K., Eckstein, M., Schwab, F. & 
Chaberny, I. F. (2010). Costs of nosocomial pneumonia caused by meticillin- 
resistant Staphylococcus aureus. J Hosp Infect 76, 300-303.
Otto, M., Sussmuth, R., Jung, G. & Gotz, F. (1998). Structure of the 
pheromone peptide of the Staphylococcus epidermidis agr system. FEBS 
Lett 424, 89-94.
Otto, M., Echner, H., Voelter, W. & Gotz, F. (2001). Pheromone cross­
inhibition between Staphylococcus aureus and Staphylococcus epidermidis. 
Infect Immun 69, 1957-1960.
174
Otto, M. (2009). Staphylococcus epidermidis - the 'accidental' pathogen. Nat 
Rev Microbiol 7, 555-567.
Pacala, S. W. (1986). Neighborhood Models of Plant - Population Dynamics 
.2. Multispecies Models of Annuals. Theor Popul Biol 29, 262-292.
Palmqvist, N., Foster, T, Tarkowski, A. & Josefsson, E. (2002). Protein A 
is a virulence factor in Staphylococcus aureus arthritis and septic death. 
Microb Pathog 33, 239-249.
Palmqvist, N., Patti, J. M., Tarkowski, A. & Josefsson, E. (2004).
Expression of staphylococcal clumping factor A impedes macrophage 
phagocytosis. Microbes Infect 6, 188-195.
Pan, E. S., Diep, B. A., Carleton, H. A., Charlebois, E. D., Sensabaugh, G. 
F., Haller, B. L. & Perdreau-Remington, F. (2003). Increasing prevalence of 
methicillin-resistant Staphylococcus aureus infection in California jails. Clin 
Infect DisZl, 1384-1388.
Parsek, M. R. & Greenberg, E. P. (2005). Sociomicrobiology: the 
connections between quorum sensing and biofilms. Trends Microbiol 13, 27- 
33.
Patel, A. H., Nowlan, P., Weavers, E. D. & Foster, T. (1987). Virulence of 
protein A-deficient and alpha-toxin-deficient mutants of Staphylococcus 
aureus isolated by allele replacement, infect Immun 55, 3103-3110.
Payne, N. R. & Horwitz, M. A. (1987). Phagocytosis of Legionella 
pneumophila is mediated by human monocyte complement receptors. J Exp 
Med 166, 1377-1389.
Peacock, S. J., Day, N. P. J., Thomas, M. G., Berendt, A. R. & Foster, T. 
J. (2000). Clinical isolates of Staphylococcus aureus exhibit diversity in fnb 
genes and adhesion to human fibronectin. J Infect 41, 23-31.
Peacock, S. J., Justice, A., Griffiths, D., de Silva, G. D. I., Kantzanou, M. 
N., Crook, D., Sleeman, K. & Day, N. P. J. (2003). Determinants of 
Acquisition and Carriage of Staphylococcus aureus in Infancy. J Clin 
M/crob/o/41, 5718-5725.
Perron, G. G., Gonzalez, A. & Buckling, A. (2008). The rate of 
environmental change drives adaptation to an antibiotic sink. J Evol Biol 21, 
1724-1731.
Peschel, A., Schnell, N., Hille, M., Entian, K. D. & Gotz, F. (1997).
Secretion of the (antibiotics epidermin and gallidermin: Sequence analysis of 
the genes gdmTand gdmH, their influence on epidermin production and their 
regulation by Ep/'Q. Mol Gen Genet 254, 312-318.
175
Peschel, A., Otto, M., Jack, R. W., Kalbacher, H., Jung, G. & Gotz, F. 
(1999). Inactivation of the dlt operon in Staphylococcus aureus confers 
sensitivity to defensins, protegrins, and other antimicrobial peptides. J Biol 
Chem 274, 8405-8410.
Peschel, A. & Collins, L. V. (2001). Staphylococcal resistance to 
antimicrobial peptides of mammalian and bacterial origin. Peptides 22, 1651- 
1659.
Peschel, A., Jack, R. W., Otto, M. & other authors (2001). Staphylococcus 
aureus resistance to human defensins and evasion of neutrophil killing via 
the novel virulence factor MprF is based on modification of membrane lipids 
with L-lysine. J Exp MecM93, 1067-1076.
Peschel, A. & Sahl, H. G. (2006). The co-evolution of host cationic 
antimicrobial peptides and microbial resistance. Nat Rev Microbiol 4, 529- 
536.
Peterson, M. M., Mack, J. L., Hall, P. R. & other authors (2008).
Apolipoprotein B Is an Innate Barrier against Invasive Staphylococcus aureus 
Infection. Cell Host Microbe 4, 555-566.
Pham, V. D., Shebelut, C. W., Diodati, M. E., Bull, C. T. & Singer, M. 
(2005). Mutations affecting predation ability of the soil bacterium Myxococcus 
xanthus. Microbiology-(UK) 151, 1865-1874.
Pierson, L. S. & Pierson, E. A. (1996). Phenazine antibiotic production in 
Pseudomonas aureofaciens: Role in rhizosphere ecology and pathogen 
suppression. FEMS Microbiol Lett 136, 101-108.
Pihl, M., Davies, J. R., de Paz, L. E. C. & Svensater, G. (2010). Differential 
effects of Pseudomonas aeruginosa on biofilm formation by different strains 
of Staphylococcus epidermidis. FEMS Immunol Med Microbiol 59, 439-446.
Pilion, Y., Munzinger, J., Amir, H. & Lebrun, M. (2010). Uitramafic soils 
and species sorting in the flora of New Caledonia. J Ecol 98, 1108-1116.
Prates, K. A., Torres, A. M., Garcia, L. B., Ogatta, S. F., Cardoso, C. L. & 
Tognim, M. C. (2010). Nasal carriage of methicillin-resistant Staphylococcus 
aureus in university students. Braz J Infect Dis 14, 316-318.
Qin, Z. Q., Yang, L., Qu, D., Molin, S. & Tolker-Nielsen, T. (2009).
Pseudomonas aeruginosa extracellular products inhibit staphylococcal 
growth, and disrupt established biofilms produced by Staphylococcus 
epidermidis. Microbiology-Sgm 155, 2148-2156.
Queck, S. Y., Jameson-Lee, M., Villaruz, A. E., Bach, T. H. L., Khan, B. 
A., Sturdevant, D. E., Ricklefs, S. M., Li, M. & Otto, M. (2008). RNAIil- 
Independent Target Gene Control by the agr Quorum-Sensing System:
176
Insight into the Evolution of Virulence Regulation in Staphylococcus aureus. 
Mol Cell 32, 150-158.
Queirolo, D., Erzini, K., Hurtado, C. F., Gaete, E. & Soriguer, M. C. 
(2011). Species composition and bycatches of a new crustacean trawl in 
Chile. Fish Res 110, 149-159.
Quinn, G. A., Tarwater, P. M. & Cole, A. M. (2009). Subversion of 
interleukin-1-mediated host defence by a nasal carrier strain of 
Staphylococcus aureus. Immunology 128, 222-229.
R Development Core Team (2010). R: A Language and Environment for 
Statistical Computing. Vienna, Austria.
Raaijmakers, J. M., Vlami, M. & de Souza, J. T. (2002). Antibiotic 
production by bacterial biocontrol agents. Antonie Van Leeuwenhoek 81, 
537-547.
Raju, S., ON, A. K., Patil, S. A. & Chandrakanth, R. K. (2010). Prevalence 
of multidrug-resistant Staphylococcus aureus in diabetics clinical samples. 
World J Microbiol Biotechnol 26, 171-176.
Rasmussen, T. T., Kirkeby, L. P., Poulsen, K., Reinholdt, J. & Kilian, M. 
(2000). Resident aerobic microbiota of the adult human nasal cavity. Apmis 
108, 663-675.
Rasool, K. A. & Wimpenny, J. W. T. (1982). Mixed continuous culture 
experiments with an antibiotic-producing streptomycete and Escherichia coli. 
Microb Ecol 8, 267-277.
Recsei, P., Kreiswirth, B., Oreilly, M., Schlievert, P., Gruss, A. & Novick, 
R. P. (1986). Regulation of exoprotein gene expression in Staphylococcus 
aureus by agr. Mol Gen Genet 202, 58-61.
Regassa, L. B., Couch, J. L. & Betley, M. J. (1991). Steady-state 
staphylococcal enterotoxin type C mRNA is affected by a product of the 
accessory gene regulator (agr) and by glucose. Infect Immun 59, 955-962.
Regassa, L. B., Novick, R. P. & Betley, M. J. (1992). Glucose and 
nonmaintained pH decrease expression of the accessory gene regulator 
(agr) in Staphylococcus aureus. Infect Immun 60, 3381-3388.
Regev-Yochay, G., Trzcinski, K., Thompson, C. M., Malley, R. & Lipsitch, 
M. (2006). Interference between Streptococcus pneumoniae and 
Staphylococcus aureus: In Vitro Hydrogen Peroxide-Mediated Killing by 
Streptococcus pneumoniae. J Bacteriol 188, 4996-5001.
Reid, G., Heinemann, C., Velraeds, M., van der Mei, H. C. & Busscher, H. 
J. (1999). Biosurfactants produced by Lactobacillus. Methods Enzymoi 310, 
426-433.
177
Rizkallah, M. R., Saad, R. & Aziz, R. K. (2010). The Human Microbiome 
Project, Personalized Medicine and the Birth of Pharmacomicrobiomics. 
Current Pharmacogenomics & Personalized Medicine 8, 182-193.
Robleto, E. A., Scupham, A. J. & Triplett, E. W. (1997). Trifolitoxin 
production in Rhizobium etli strain CE3 increases competitiveness for 
rhizosphere colonization and root nodulation of Phaseolus vulgaris in soil. 
Mol Plant-Microbe Interact 10, 228-233.
Robleto, E. A., Borneman, J. & Triplett, E. W. (1998). Effects of bacterial 
antibiotic production on rhizosphere microbial communities from a culture- 
independent perspective. Appl Environ Microbiol 64, 5020-5022.
Roche, F. M., Meehan, M. & Foster, T. J. (2003). The Staphylococcus 
aureus surface protein SasG and its homologues promote bacterial 
adherence to human desquamated nasal epithelial cells. Microbiology-(UK) 
149, 2759-2767.
Rogers, K. L., Fey, P. D. & Rupp, M. E. (2009). Coagulase-Negative 
Staphylococcal Infections. Infect Dis Clin North Am 23, 73-98.
Roghmann, M., Taylor, K. L, Gupte, A., Zhan, M., Johnson, J. A., Cross, 
A., Edelman, R. & Fattom, A. I. (2005). Epidemiology of capsular and 
surface polysaccharide in Staphylococcus aureus infections complicated by 
bacteraemia. J Hosp Infect 59, 27-32.
Rooljakkers, S. H. M., van Wamel, W. J. B., Ruyken, M., van Kessel, K. P. 
M. & van Strijp, J. A. G. (2005). Anti-opsonic properties of staphylokinase. 
Microbes Infect 7, 476-484.
Rooljakkers, S. H. M., Ruyken, M., van Roon, J., van Kessel, K. P. M., 
van Strijp, J. A. G. & van Wamel, W. J. B. (2006). Early expression of SCIN 
and CHIPS drives instant immune evasion by Staphylococcus aureus. Cell 
Microbiol 8, 1282-1293.
Rosa-Magri, M. M., Tauk-Tornisielo, S. M. & Ceccato-Antonini, S. R. 
(2010). Mechanisms of action in the biological control of phytopathogenic 
mold by a yeast. J Biotechnol 150, S532.
Rudner, M. (2011). Ephemeral Wetland Vegetation in Mediterranean 
Heathland and Maquis Communities. Wetlands 3^, 551-562.
Ruimy, R., Angebault, C., Djossou, F. & other authors (2010). Are Host 
Genetics the Predominant Determinant of Persistent Nasal Staphylococcus 
aureus Carriage in Humans? J Infect Dis 202, 924-934.
Said-Salim, B., Dunman, P. M., McAleese, F. M. & other authors (2003).
Global regulation of Staphylococcus aureus genes by rot. J Bacteriol 185, 
610-619.
178
Sakwinska, O., Kuhn, G., Balmelli, C. & other authors (2009). Genetic 
Diversity and Ecological Success of Staphylococcus aureus Strains 
Colonizing Humans. Appl Environ Microbiol 75, 175-183.
Saravia-Otten, P., Muller, H. P. & Arvidson, S. (1997). Transcription of 
Staphylococcus aureus fibronectin binding protein genes is negatively 
regulated by agr and an agr-independent mechanism. J Bacteriol 179, 5259- 
5263.
Schlesinger, L. S., Bellingerkawahara, C. G., Payne, N. R. & Horwitz, M. 
A. (1990). Phagocytosis of Mycobacterium tuberculosis is mediated by 
human monocyte complement receptors and complement component C3. J 
Immunol 144, 2771-2780.
Schlievert, P. M., Case, L. C., Nemeth, K. A. & other authors (2007).
alpha and beta chains of hemoglobin inhibit production of Staphylococcus 
at/rews exotoxins. Biochemistry 46, 14349-14358.
Schnell, N., Entian, K. D., Schneider, U., Gotz, F., Zahner, H., Kellner, R. 
& Jung, G. (1988). Prepeptide sequence of epidermin, a ribosomally 
synthesized antibiotic with four sulphide-rings. Nature 333, 276-278.
Schotthoefer, A. M., Rohr, J. R., Cole, R. A., Koehler, A. V., Johnson, C. 
M., Johnson, L. B. & Beasley, V. R. (2011). Effects of wetland vs. 
landscape variables on parasite communities of Rana pipiens: links to 
anthropogenic factors. Ecol Appl 21, 1257-1271.
Selva, L., Viana, D., Regev-Yochay, G., Trzcinski, K., Corpa, J. M,, Lasa, 
I., Novick, R. P. & Penades, J. R. (2009). Killing niche competitors by 
remote-control bacteriophage induction. P Natl Acad Sci USA 106, 1234- 
1238.
Senthilkumar, A., Kumar, S. & Sheagren, J. N. (2001). Increased 
incidence of Staphylococcus aureus bacteremia in hospitalized patients with 
acquired immunodeficiency syndrome. CHn Infect Dis 33, 1412-1416.
Shakya, B., Shrestha, S. & Mltra, T. (2010). Nasal carriage rate of 
methicillin resistant Staphylococcus aureus among at National Medical 
College Teaching Hospital, Birgunj, Nepal. Nepal Med Coll J12, 26-29.
Shannon, C. E. & Weaver, W. (1964). The mathematical theory of 
communication: University of Illinois Press.
Shaw, L., Golonka, E., Potempa, J. & Foster, S. J. (2004). The role and 
regulation of the extracellular proteases of Staphylococcus aureus. 
Microbiology-Sgm 150, 217-228.
179
Shrestha, B., Pokhrel, B. M. & Mohapatra, T. M. (2009). Staphylococcus 
aureus nasal carriage among health care workers in a Nepal Hospital. Braz J 
Infect D/s 13, 322-322.
Silosuh, L. A., Lethbridge, B. J., Raffel, S. J., He, H. Y., Clardy, J. & 
Handelsman, J. (1994). Biological Activities of Two Fungistatic Antibiotics 
Produced by Bacillus cereus UW8. Appl Environ Microbiol 60, 2023-2030.
Silva, M., Jacobus, N. V., Deneke, C. & Gorbach, S. L. (1987).
Antimicrobial substance from a human lactobacillus strain. Antimicrob Agents 
Chemother M, 1231-1233.
Simpson, E. H. (1949). Measurement of Diversity. Nature 163, 688-688.
Singh, V. K. & Moskovitz, J. (2003). Multiple methionine sulfoxide 
reductase genes in Staphylococcus aureus: expression of activity and roles 
in tolerance of oxidative stress. Microbiology-Sgm 149, 2739-2747.
Sivaraman, K., Venkataraman, N. & Cole, A. M. (2009). Staphylococcus 
aureus nasal carriage and its contributing factors. Future Microbiol 4, 999- 
1008.
Smith, K., Perez, A., Ramage, G., Gemmell, C. G. & Lang, S. (2009).
Comparison of biofilm-associated cell survival following in vitro exposure of 
meticillin-resistant Staphylococcus aureus biofilms to the antibiotics 
clindamycin, daptomycin, linezolid, tigecycline and vancomycin. Int J 
Antimicrob Agents 33, 374-378.
Stacey, A. R., Endersby, K. E., Chan, P. C. & Marples, R. R. (1998). An
outbreak of methicillin resistant Staphylococcus aureus infection in a rugby 
football team. Brit J Sport Med 32, 153-154.
Staubitz, P., Neumann, H., Schneider, T., Wiedemann, i. & Peschel, A. 
(2004). MprF-mediated biosynthesis of lysylphosphatidylglycerol, an 
important determinant in staphylococcal defensin resistance. FEMS Microbiol 
LeW 231, 67-71.
Stoermer, K. A. & Morrison, T. E. (2011). Complement and viral 
pathogenesis. Virology Aii, 362-373.
Stoidis, C. N., Misiakos, E. P., Patapis, P., Fotiadis, C. I. & Spyropoulos, 
B. G. (2011). Potential benefits of pro- and prebiotics on intestinal mucosal 
immunity and intestinal barrier in short bowel syndrome. Nutr Res Rev 24, 
21-30.
Sullivan, M. A., Yasbin, R. E. & Young, F. E. (1984). New shuttle vectors 
for Bacillus subtilis and Escherichia coli which allow rapid detection of 
inserted fragments. Gene 29, 21-26.
Taga, M. E. (2007). Bacterial signal destruction. ACS Chem Biol 2, 89-92.
180
Tagg, J. R., Dajani, A. S. & Wannamaker, L. W. (1976). Bacteriocins of 
Gram-Positive Bacteria. Bacteriol Rev 40, 722-756.
Tamura, S., Yonezawa, H., Motegi, M., Nakao, R., Yoneda, S,, Watanabe, 
H., Yamazaki, I. & Senpuku, H. (2009). Inhibiting effects of Streptococcus 
salivarius on competence-stimulating peptide-dependent biofilm formation by 
Streptococcus mutans. Oral Microbiol Immunol 24, 152-161.
ten Broeke-Smits, N. J. P., Kummer, J. A., Bleys, R., Fluit, A. C. & Boel, 
C. H. E. (2010). Hair follicles as a niche of Staphylococcus aureus in the 
nose; is a more effective decolonisation strategy needed? J Hosp Infect 76, 
211-214.
Testai, E. & Funari, E. (2010). Human Health Risk Assessment Associated 
with Cyanotoxin Exposure. Drug Metab Rev 42, 15-15.
Thakker, M., Park, J. S., Carey, V. & Lee, J. C. (1998). Staphylococcus 
aureus serotype 5 capsular polysaccharide is antiphagocytic and enhances 
bacterial virulence in a murine bacteremia model. Infect Immun 66, 5183- 
5189.
Thoendel, M., Kavanaugh, J. S., Flack, C. E. & Horswill, A. R. (2011).
Peptide Signaling in the Staphylococci. Chem Rev 111, 117-151.
Thomas, C. M. & Nielsen, K. M. (2005). Mechanisms of, and barriers to, 
horizontal gene transfer between bacteria. Nat Rev Microbiol 3, 711-721.
Thomashow, L. S. & Weller, D, M. (1988). Role of a Phenazine Antibiotic 
from Pseudomonas fluorescens in Biological Control of Gaeumannomyces 
graminis var. tritic. J Bacteriol MO, 3499-3508.
Tilman, D. (1994). Competition and Biodiversity in Spatially Structured 
Habitats. Ecology 75, 2-16.
Tong, H. C., Chen, W., Merritt, J., Qi, F. X., Shi, W. Y. & Dong, X. Z. 
(2007). Streptococcus oligofermentans inhibits Streptococcus mutans 
through conversion of lactic acid into inhibitory H202: a possible 
counteroffensive strategy for interspecies competition. Mol Microbiol 63, 872- 
880.
Tothova, L., Celec, P., Babickova, J. & other authors (2011). Phage 
therapy of Cronobacter-induced urinary tract infection in mice. Med Sci 
Monitor M, 173-178.
Travisano, M. & Lenski, R. E. (1996). Long-term experimental evolution in 
Escherichia coli .IV. Targets of selection and the specificity of adaptation. 
Genef/cs 143, 15-26.
181
Tsang, L. H., Cassat, J. E., Shaw, L N., Beenken, K. E. & Smeltzer, M. S. 
(2008). Factors Contributing to the Biofilm-Deficient Phenotype of 
Staphylococcus aureus sarA Mutants. PLoS One 3, e3361.
Turpin, P. E., Dhir, V. K., Maycroft, K. A., Rowlands, C. & Wellington, E. 
M. H. (1992). The effect of streptomyces speceis on the survival of 
Salmonella in soil. FEMS Microbiol Ecol 101, 271-280.
Uehara, Y., Nakama, H., Agematsu, K., Uchida, M., Kawakami, Y., Abdul 
Fattah, A. S. M. & Maruchi, N, (2000). Bacterial interference among nasal 
inhabitants: eradication of Staphylococcus aureus from nasal cavities by 
artificial implantation of Corynebacterium sp. J Hosp Infect 44, 127-133.
Uhlen, M., Guss, B., Nilsson, B., Gatenbeck, S., Philipson, L. & 
Lindberg, M. (1984). Complete Sequence of the Staphylococcal Gene 
Encoding Protein A. J Biol Chem 259, 1695-1702.
Uroz, S., Chhabra, S. R., Camara, M., Williams, P., Oger, P. & Dessaux, 
Y. (2005). N-acylhomoserine lactone quorum-sensing molecules are 
modified and degraded by Rhodococcus erythropolis W2 by both amidolytic 
and novel oxidoreductase activities. Microbiology-(UK) 151, 3313-3322.
van Belkum, A., Verkaik, N. J., de Vogel, C. P., Boelens, H. A., Verveer, 
J., Nouwen, J. L., Verbrugh, H. A. & Wertheim, H. F. L. (2009).
Reclassification of Staphylococcus aureus Nasal Carriage Types. J Infect Dis 
199, 1820-1826.
van den Akker, E. L. T., Nouwen, J. L., Melles, D. C. & other authors 
(2006). Staphylococcus aureus nasal carriage is associated with 
glucocorticoid receptor gene polymorphisms. J Infect Dis 194, 814-818.
van VIlet, A. H. M. (2010). Next generation sequencing of microbial 
transcriptomes: challenges and opportunities. FEMS Microbiol Lett 302, 1-7.
Vance, R. R. (1984). Interference Competition and the Coexistence of Two 
Competitors on a Single Limiting Resource. Ecology 65, 1349-1357.
Velazquez-Guadarrama, N., Martinez-Aguilar, G., Galindo, J. A., Zuniga, 
G. & Arbo-Sosa, A. (2009). Methicillin-resistant S. aureus colonization in 
Mexican children attending day care centres. Clin Invest Med 32, 57-63.
Veldkamp, K. E., Heezius, H. C. J. M., Verhoef, J., van Strijp, J. A. G. & 
van Kessel, K. P. M. (2000). Modulation of Neutrophil Chemokine Receptors 
by Staphylococcus aureus Supernate. Infect Immun 68, 5908-5913.
Velraeds, M. M. C., vanderMei, H. C., Reid, G. & Busscher, H. J. (1996).
Inhibition of initial adhesion of uropathogenic Enterococcus faecalis by 
biosurfactants from Lactobacillus isolates. Appl Environ Microbiol 62, 1958- 
1963.
182
von Eiff, C., Becker, K., Machka, K., Stammer, H. & Peters, G. (2001).
Nasal Carriage as a Source of Staphylococcus aureus Bacteremia. New Engl 
J Med 344, 11-16.
Vuong, C., Saenz, H. L., Gotz, F. & Otto, M. (2000). Impact of the agr
quorum-sensing system on adherence to polystyrene in Staphylococcus 
aureus. J Infect Dis 182, 1688-1693.
Waheed, M. A. & Khilare, V. C. (2010). Biological Control of Mulberry Root 
Rot Incited by Species of Fusarium. Ind J Serlcult49, 218-219.
Weber, T., Welzel, K., Pelzer, S., Vente, A. & Wohlleben, W. (2003).
Exploiting the genetic potential of polyketide producing streptomycetes. J 
Biotechnol lOG, 221-232.
Weinrick, B., Dunman, P. M., McAleese, F., Murphy, E., Projan, S. J., 
Fang, Y. & Novick, R. P. (2004). Effect of mild acid on gene expression in 
Staphylococcus aureus. J Bacterlol 186, 8407-8423.
Whittaker, R. H. (1960). Vegetation of the Siskiyou Mountains, Oregon and 
California. Ecol Monogr 30, 280-338.
Whittaker, R. H. (1972). Evolution and measurement of species diversity. 
Taxon 21, 213-251.
Wiener, P. (1996). Experimental studies on the ecological role of antibiotic 
production in bacteria. Evol Ecol 10, 405-421.
Wiener, P. (2000). Antibiotic production in a spatially structured environment. 
Ecol Lett 3, 122-130.
Wilson, D. S. (1992). Complex interactions in metacommunities, with 
implications for biodiversity and higher levels of selection. Ecology 73, 1984- 
2000.
Wos-Oxley, M. L, Plumeier, I., von Eiff, C., Taudien, S., Platzer, M., 
Vilchez-Vargas, R., Becker, K. & Pieper, D. H. (2010). A poke into the 
diversity and associations within human anterior nares microbial 
communities. ISME J 4, 839-851.
Wright, G. D. (2007). The antibiotic resistome: the nexus of chemical and 
genetic diversity. Nat Rev Microbiol 5, 175-186.
Yarwood, J. M., McCormick, J. K., Paustian, M. L., Kapur, V. & 
Schlievert, P. M. (2002). Repression of the Staphylococcus aureus 
accessory gene regulator in serum and in vivo. J Baderiol 184, 1095-1101.
Yeaman, M. R. & Yount, N. Y. (2003). Mechanisms of antimicrobial peptide 
action and resistance. Pharmacol Rev 55, 27-55.
183
Yim, G., Wang, H. H. M. & Davies, J. (2006). The truth about antibiotics. Int 
J Med Microbiol 296, 163-170.
Yu, D. W. & Wilson, H. B. (2001). The competition-colonization trade-off is 
dead; Long live the competition-colonization trade-off. Am A/af 158, 49-63.
Yu, D. W., Wilson, H. B. & Pierce, N. E. (2001). An empirical model of 
species coexistence in a spatially structured environment. Ecology 82, 1761- 
1771.
Yu, V. L., Goetz, A., Wagener, M., Smith, P. B., Rihs, J. D., Hanchett, J. & 
Zuravieff, J. J. (1986). Staphylococcus aureus Nasal Carriage and Infection 
in Patients on Hemodialysis - Efficacy of Antibiotic Prophylaxis. New Eng J 
Med 315, 91-96.
Zhao, M., Yang, M., Baranov, E., Wang, X., Penman, S., Moossa, A. R. & 
Hoffman, R. M. (2001). Spatial-temporal imaging of bacterial infection and 
antibiotic response in intact animals. Proc Natl Acad Sci U S A 98, 9814- 
9818.
Zihler, A., Gagnon, M., Chassard, C., Braegger, C. P. & Lacroix, C. 
(2010). Combination of in vitro intestinal continuous fermentation and 
intestinal cell models to investigate Salmonella and probiotics interactions in 
infected gut microbiota. J Biotechnol "150, S316-S317.
Zinderman, C. E., Conner, B., Malakooti, M. A., LaMar, J. E., Armstrong, 
A. & Bohnker, B. K. (2004). Community-acquired methicillin-resistant 
Staphylococcus aureus among military recruits. Emerg Infect Dis 10, 941- 
944.
184
