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Abstract. In this paper, we investigate certain graded modules of Jacobi forms of
matrix index over the graded ring of elliptic modular forms. We consider the case of matrix
size 2. Especially we deal with matrices which are norm forms of imaginary quadratic fields
whose rings of integers are Euclidean. We also determine structures of graded modules of
weak Jacobi forms for a little more general case.
Introduction
The classical Jacobi forms on H × C were studied by Eichler and Zagier ([E-Z]).
Gritsenko and Krieg described Jacobi forms onH×Cl ([G],[K]). These Jacobi forms appear
in the Fourier-Jacobi expansions of automorphic forms on orthogonal groups O(2, l + 2).
Thus the study of Jacobi forms is not only interesting in itself, but can also be used for
investigating automorphic forms on orthogonal groups.
In this paper, our goal is to determine structures of certain graded modules of Jacobi
forms on H × C2. Let S be an even integral positive definite symmetric matrix of size l.
We denote by Jk,S the space of Jacobi forms of weight k of index S and J∗,S = ⊕k∈Z Jk,S
the graded module of these Jacobi forms over the graded ring of elliptic modular forms.










(0 < a, b ∈ 2Z). In





















main results (Theorem 3.6, 3.7, 4.7 and 4.9).











play important roles in determining graded rings of automorphic forms on O(2, 4) with
respect to S. (The paper on these results is in preparation.) The work of this paper was
motivated by an attempt to obtain such results.
We use Aoki’s method which gives the estimation of dimensions ([A1], [A2]). Con-
sidering the Taylor expansions of Jacobi forms, we obtain an upper bound of the dimension
of the space of Jacobi forms on H×C2 by that of Jacobi forms on H×C (Lemma 3.2 and
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4.1). We construct linearly independent Jacobi forms over the graded ring of elliptic mod-
ular forms, which shows that the upper bound coincides with the actual dimension. These
Jacobi forms are given explicitly by using already known weak Jacobi forms and Jacobi
cusp forms. The idea of the construction of Jacobi forms (Lemma 3.5 and 4.2) comes from
p.31 in [A2].
When matrix size l is 2, Jk,S is isomorphic to the Maass space of weight k on the or-
thogonal groupO(2, 4) with respect to S ([K], [Su1]). Moreover, the space of automorphic
forms on O(2, 4) is corresponding to the space of Hermitian modular forms of degree 2
([F-H]). Dern and Krieg determined graded rings of Hermitian modular forms of degree
2 with respect to Q(
√−1), Q(√−2) and Q(√−3) ([D-K1],[D-K2]). Therefore conse-















are already known by them
in the hermitian setting. In addition, consequences of J∗,S for matrix size 1 are contained
in [E-Z] if S is small. (See also [A3], [D], [M].) However, in this paper, we write these
results as free modules J∗,S over the graded ring of elliptic modular forms explicitly.
This paper is organized as follows. In section 1 we define Jacobi forms, Jacobi cusp
forms and weak Jacobi forms on H × Cl . We show properties and give constructions of
Jacobi forms of index S for general matrix size l. In section 2 we review results of Jacobi











2, 4, 6, b = 2, 4, 6, 8}. We also determine the structure of the graded module of weak










| 0 < a, b ∈ 2Z}. In Appendix we list
Fourier coefficients of generators of J∗,S for each S. These data are used to confirm that
whether certain functions are Jacobi forms (Jacobi cusp forms) or not and that certain Jacobi
forms are linearly independent over the graded ring of elliptic modular forms. They will
also be used in the another paper.
Notation. For z ∈ C, we put e(z) := exp(2π√−1z) and define √z = z1/2 so that
−π/2 < arg(z1/2) ≤ π/2. Further we put zk/2 := (z1/2)k for any k ∈ Z. For a matrix g ,
we write tg for the transpose of g . We set A(B,C) := tBAC and A[B] := A(B,B) for
matrices of suitable size. 1n is the identity matirix of size n. We often write 1 instead of 1n.
We set δ((∗)) = 1 or 0 according as the condition (∗) is satisfied or not.
Let R be a ring and M be a R module. If x1, . . . , xm ∈ M are linearly independent
over R, then R〈x1, . . . , xm〉 := ⊕mi=1 Rxi = {∑mi=1 rixi |ri ∈ R}.
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1. Definitions and properties
Let S = (si,j ) be an even integral positive definite symmetric matrix of size l (≥
1). Let R = R, Q or Z. Let HS(R) be a Heisenberg group defined over R with HS(R) =
{[λ,μ, κ]} = Rl × Rl × R and the composition rule
[λ,μ, κ] · [λ′, μ′, κ ′] := [λ+ λ′, μ+ μ′, κ + κ ′ + S(λ,μ′)] .
The special linear group SL2(R) acts on HS(R) by
[λ,μ, κ]g = g−1[λ,μ, κ]g := [λ′, μ′, κ ′] ([λ,μ, κ] ∈ HS(R), g ∈ SL2(R)) ,
where (λ′, μ′) := (λ, μ)g , κ ′ := κ − S(λ,μ)/2 + S(λ′, μ′)/2. We call the semidirect
productGJS (R) := HS(R) SL2(R) the Jacobi group and put Γ JS := GJS (Z) = HS(Z)
SL2(Z).






〈(τ, z)〉 := (aτ + b
cτ + d ,
z
cτ + d +
aτ + b
cτ + d λ+ μ) ,
where (τ, z) ∈ H × Cl . Let k be an integer. We define a holomorphic automorphy factor







:= (cτ + d)ke(−κ + ( c
2
S[z] − S(λ, z))(cτ + d)−1 − 1
2
S[λ]aτ + b
cτ + d ) .
Let ϕ be a holomorphic function on H × Cl satisfying
ϕ|k,Sγ (τ, z) := ϕ(γ 〈(τ, z)〉)Jk,S(γ, (τ, z))−1 = ϕ(τ, z)




cϕ(n, r)e(nτ + S(r, z)) .
We say ϕ is a weak Jacobi form of weight k of index S if cϕ(n, r) = 0 unless n ≥ 0. A
weak Jacobi form ϕ is called a Jacobi form (resp. Jacobi cusp form) of weight k of index S
if cϕ(n, r) = 0 unless n−S[r]/2 ≥ 0 (resp. n−S[r]/2 > 0). We denote the space of weak




We often write z = (z1, . . . , zl) instead of t (z1, . . . , zl).
REMARK 1.1. Jk,S is corresponding to Jk(Zl , σS) in [K]. J
cusp
k,S is nothing else but
Sk,1(ΓS) in [Su2]. When matrix size l = 1, Jweakk,S , Jk,S or Jcuspk,S is corresponding to J̃k,S/2,
Jk,S/2 or J
cusp
k,S/2 in [E-Z], respectively.
LEMMA 1.2. Let ϕ be a weak Jacobi form of index S. Then for fixed (τ, z′) ∈
H × Cl−1, the function z1 
→ ϕ(τ, (z1, z′)), if not identically zero, has exactly s1,1 zeros
counting multiplicity in any fundamental domain for C/(Z + Zτ ).
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Proof. This proof is parallel to that of Theorem 1.2 in [E-Z]. Put f (z1) := ∂ϕ∂z1 (τ,
(z1, z
′)) · (ϕ(τ, (z1, z′))−1. We know
f (z1 + 1) = f (z1) ,
f (z1 + τ ) = −(2πi)s1,1 + f (z1)
by the automorphy of ϕ. Then the lemma follows by the argument principle. 
For any non-negative integers u and v, we define
Jk,S(u, v)








′)zt1 ∈ Jk,S} ,
where z = t (z1, z′) ∈ Cl , z′ = t (z2, . . . , zl) ∈ Cl−1. Note that Jk,S(0, v) = Jk,S(1, v) for
v ≥ 1. Similarly, Jweakk,S (u, v) and Jcuspk,S (u, v) are defined.
When matrix size l = 1 and ϕ ∈ Jk,S(u, v), then ϕv is a modular form of weight k +
v on SL2(Z) (See the proof of Theorem 9.1 in [E-Z]).
LEMMA 1.3. Let matrix size l ≥ 2. If ϕ ∈ Jk,S(u, v), then ϕv ∈ Jk+v,T (u, 0),
where T is the submatrix of S removing the 1st row and the 1st column.
Proof. Note that T is an even integral positive definite symmetric matrix of size l −






















∈ Γ JS .
Then ϕ(γ 〈(τ, z)〉) = Jk,S(γ, (τ, z))ϕ(τ, z). Comparing coefficients of zv1 on both sides, we
obtain ϕv(γ ′〈(τ, z′)〉) = Jk+v,T (γ ′, (τ, z′))ϕv(τ, z′).











{2πi(s1,1r1 + T (α, r ′′))}v
v! cϕ(n, r) ,






). Therefore if n −
T [r ′]/2 < 0, for any r = t(r1,t r ′′) ∈ S−1Zl with r1α + r ′′ = r ′, then




















(s1,1 − T [α]) < 0
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and hence cϕv (n, r
′) = 0. Moreover, if n < u, then cϕv (n, r ′) = 0. 
From the above proof, we can also show that if ϕ ∈ Jcuspk,S (u, v) (resp. Jweakk,S (u, v)),
then ϕv ∈ Jcuspk+v,T (u, 0) (resp. Jweakk+v,T (u, 0)). In addition, for i = 2, . . . , l, considering the
Taylor expansion of ϕ around zi = 0, we get a Jacobi form of index the suitable submatrix
of S.
Next we give differential operators. For any integer k and holomorphic function ϕ on
H × Cl , we put









Dk,Sϕ(τ, z) := 1
2(2πi)2(detS)
(





where Si,j is (i, j) cofactor of S and E2(τ ) = 1 − 24 ∑∞n=1(∑d |n d)e(nτ). Here LS is
a heat operator, which was introduced in [C-K]. If l = 1 and S = (2), 2(detS)Dk,Sϕ
corresponds to ϕ̂ in [R].
LEMMA 1.4. Let k be an integer and ϕ ∈ Jk,S . Then Dk,Sϕ ∈ Jk+2,S . For any n ∈





− 2k − l
24
)





dcϕ(n− u, r) .
Moreover, if ϕ ∈ Jcuspk,S (resp. Jweakk,S ), thenDk,Sϕ ∈ Jcuspk+2,S (resp. Jweakk+2,S).
Proof. By direct calculation (See also Lemma 3.3 in [C-K]), we know



























∈ SL2(Z). We also know
E2(
aτ + b
cτ + d ) =
6
πi






∈ SL2(Z) and hence Dk,Sϕ ∈ Jk+2,S . 
We denote the vector space of modular forms (resp. cusp forms) of weight k on SL2(Z)
by Mk (resp. Sk). It is well konwn that M∗ := ⊕k∈ZMk = C[E4, E6] and S∗ :=⊕




d |n dk−1)e(nτ) ∈
Mk (k = 4, 6), Δ(τ) := (E4(τ )3 − E6(τ )2)/1728 ∈ S12 and ζ(z) is the Riemann zeta
function.
The following two lemmas are straightforward.
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LEMMA 1.5. Let S and S′ be even integral positive definite symmetric matrices of
size l. Let ϕ ∈ Jk,S and ψ ∈ Jk′,S ′ . Then Φ(τ, z) := ϕ(τ, z) · ψ(τ, z) ∈ Jk+k′,S+S ′ .
Moreover, if ϕ ∈ Jcuspk,S (resp. Jweakk,S ), then Φ ∈ Jcuspk+k′,S+S ′ (resp. Jweakk+k′,S+S ′).
LEMMA 1.6. Let ϕ ∈ Jk,S and f ∈ Mk′ . Then Φ(τ, z) := f (τ) · ϕ(τ, z) ∈ Jk+k′,S .
Moreover, if ϕ ∈ Jcuspk,S (resp. Jweakk,S ), then Φ ∈ Jcuspk+k′,S (resp. Jweakk+k′,S).
The next lemma is often used later.
LEMMA 1.7. Let ϕ ∈ Jweakk,S , n, n′ ∈ Z and r, r ′ ∈ S−1Zl . If n − S[r]/2 = n′ −
S[r ′]/2 and r − r ′ ∈ Zl , then cϕ(n, r) = cϕ(n′, r ′).
Proof. Put λ := r ′ − r ∈ Zl . We know
ϕ(τ, z) = ϕ|k,S[λ, 0, 0](τ, z) = ϕ(τ, z+ λτ)e(S(λ, z)+ S[λ]
2
τ )
and obtain the claim by comparing Fourier coefficients. 
S is called maximal if
{g ∈ GLl(Q) ∩Ml(Z) | S[g−1] : even integral} = GLl(Z) .
It means that Zl is a maximal integral lattice with respect to S.
LEMMA 1.8. Assume that S is maximal. Then the codimension of Jcuspk,S in Jk,S is at
most 1. If k is odd, then Jk,S = Jcuspk,S .
Proof. Let ϕ ∈ Jk,S , n ∈ Z and r ∈ S−1Zl . If S[r]/2 = n ∈ Z, we know r ∈ Zl






∈ Γ JS , we obtain cϕ(n,−r) = (−1)kcϕ(n, r). Therefore cϕ(0, 0) =
0 if k is odd. 










∈ Γ JS }. By Proposition 3.2 in [Su2] (Note that it does
not need maximality for S) or direct check, this series converges absolutely where even
integer k > l + 2. Explicitly, Γ JS,∞\Γ JS equals





|λ ∈ Zl , 0 < c ∈ Z, d ∈ Z (c, d) = 1} ,





∈ SL2(Z). Then we know Ek,S ∈ Jk,S −
J
cusp
k,S (cf. section 2 in [E-Z], Lemma 3.3 in [Su2]). More precisely, cEk,S (n, r) for n ∈ Z,
r ∈ S−1Zl with n − S[r]/2 = 0 equals 1 if r ∈ Zl and 0 otherwise. In particular, the
constant term of Jacobi Eisenstein series is 1.
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If S is maximal, we can also define Ek,S ∈ Jk,S − Jcuspk,S for k > l/2 + 2 and calculate
its all Fourier coefficients by section 3 in [Su2] (Theorem 3.6, Lemma 3.3, Proposition 3.4
and Proposition 2.14). Therefore we remark that if S is maximal, then Jk,S = CEk,S ⊕
J
cusp
k,S for any even integer k > l/2 + 2. Moreover, Jcuspk,S = Jk,S(1, 0) and Jk,S(0, 1) ⊂ Jcuspk,S
for any integer k by Lemma 1.8 if S is maximal.







τ + S(α + r, z)) .
This function is locally uniformly absolutely-convergent and called a theta function. It is




ϕα(τ )θα(τ, z) .
For any [λ,μ, κ] ∈ HS(Z), we know
θα([λ,μ, κ]〈(τ, z)〉) = Jl/2,S([λ,μ, κ], (τ, z))θα(τ, z) .
Shintani shows the transformation formula of theta functions (cf. Proposition 1.6 in [Shi]).






θα(γ 〈(τ, z)〉) = ε(γ )−lJl/2,S(γ, (τ, z))
∑
β∈S−1Zl/Zl
cα,β(γ )θβ(τ, z) ,
where ε(γ ) :=
⎧⎨
⎩
e(c/8|c|) c = 0 ,










aS[α + r] − 2S(α + r, β)+ dS[β]
2c
) c = 0 .
From this, for any γ ∈ SL2(Z), there exists a unitary matrix U(γ )(= ε(γ )−l (cα,β(γ ))) of
size detS such that
(θα(γ 〈(τ, z)〉))α∈S−1Zl/Zl = (cτ + d)l/2U(γ )(θα(τ, z))α∈S−1Zl/Zl
and hence we know (ϕα(γ 〈τ 〉))α = (cτ + d)k−l/2U(γ )(ϕα(τ ))α for any ϕ ∈ Jk,S . There-
fore we obtain
THEOREM 1.9 ([K] Theorem 1, [Su2] Lemma 1.2). The space Jk,S is isomorphic
to the space of vector valued holomorphic modular forms of weight k − l/2 satisfying the
above transformation formula. In particular, Jk,S = {0} whenever k < l/2.
Then J∗,S := ⊕k∈Z Jk,S is a graded module overM∗ by Lemma 1.6. The aim of this
paper is determining structures of J∗,S for certain S.
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2. Jacobi forms for matrix S of size 1
We review structures of J∗,S for S = (2),(4),(6),(8) and (10). (Note that S = (8) is
not maximal and the rest are maximal.) These are mostly due to Eichler and Zagier ([E-Z].
See also [A3], [D] and [M]). The results in this section (Theorem 2.1,2.3,2.4,2.5 and 2.6)
are already known. However, there are few literatures about them written explicitly. Thus
we summarize these facts briefly. We give explicit generators of J∗,S overM∗ for the above









Similarly, Jcusp◦,S and Jweak◦,S (◦ ∈ {even, odd}) are defined.
Let S = (2). Put
ϕ10,(2)(τ, z) := 1144(E6(τ )E4,(2)(τ, z)− E4(τ )E6,(2)(τ, z)) ∈ J
cusp
10,(2)(1, 2) ,
ϕ12,(2)(τ, z) := 1144(E4(τ )
2E4,(2)(τ, z)− E6(τ )E6,(2)(τ, z)) ∈ Jcusp12,(2)(1, 0) ,
ϕ−2,(2)(τ, z) := ϕ10,(2)(τ, z)/Δ(τ) ∈ Jweak−2,(2)(0, 2) ,
ϕ0,(2)(τ, z) := ϕ12,(2)(τ, z)/Δ(τ) ∈ Jweak0,(2)(0, 0) .
Then ϕ−2,(2) and ϕ0,(2) are linearly independent over M∗ by Theorem 8.1 in [E-Z]. More-
over, ϕ0,(2)
∣∣





2. we also know Ek,(2)
∣∣
z=0 = Ek for k =
4, 6. In Table 1, we list Fourier coefficients of the above weak Jacobi forms.
THEOREM 2.1 ([E-Z] Theorem 3.5, Theorem 9.3). Let S = (2). Then
Jeven,S = M∗〈E4,S, E6,S〉 ,
J
cusp
even,S = M∗〈ϕ10,S, ϕ12,S〉 ,
Jweakeven,S = M∗〈ϕ−2,S, ϕ0,S〉 ,
Jweakodd,S = {0} .
For S = (a) (a ≥ 4), the following lemma is useful for construction of Jacobi forms.
LEMMA 2.2. Let S = (a) (0 < a ∈ 2Z). Let ϕ ∈ Jcuspk1,S and ψ ∈ Jweakk2,(2). If
mS := min({n − S[r]/2|n ∈ Z, r ∈ S−1Z} ∩ {x ∈ Q|x > 0}) ≥ 1/4, then Φ(τ, z) :=
ϕ(τ, z)ψ(τ, z) ∈ Jk1+k2,(a+2). Moreover, if mS > 1/4, then Φ ∈ Jcuspk1+k2,(a+2).
Proof. It is easily seen thatΦ ∈ Jweakk1+k2,(a+2). We only check the Fourier condition of








cϕ(n1, r1)cψ(n2, r2) .
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Fix n ∈ Z and r ∈ (a + 2)−1Z with n− (a + 2)[r]/2 < 0. If n1, n2 ∈ Z, r1 ∈ S−1Z
and r2 ∈ 2−1Z satisfy (∗), then
n− (a + 2)[r]/2 = (n1 + n2)+ 1
a + 2 (ar1 + 2r2)
2
= (n1 − S[r1]/2)+ (n2 − r22 )+
a
a + 2 (r2 − r1)
2
< 0
and hence n1 − S[r1]/2 < 0 or n2 − r22 < 0. As ϕ ∈ Jcuspk1,S , we have cϕ(n1, r1) = 0 if n1 −
S[r1]/2 ≤ 0. Thus










) cϕ(n1, r1)cψ(n2, r2) .
If mS ≥ 1/4, the first sum on the above right-hand side is empty. We remark that if n2 −
r22 < −1/4, then cψ(n2, r2) = 0 by Lemma 1.7 (cf. p.105 in [E-Z]). Therefore cΦ(n, r) =
0. 
Here we give a few examplesmS .
m(2) = 3/4,m(4) = 1/2,m(6) = 1/4,m(8) = 7/16,m(10) = 1/5,m(12) = 1/3 .
Let S = (4). By Lemma 2.2, put
ϕ8,(4)(τ, z) := ϕ10,(2)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp8,(4)(1, 4) ,
ϕ10,(4)(τ, z) := ϕ10,(2)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp10,(4)(1, 2) ,
ϕ12,(4)(τ, z) := ϕ12,(2)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp12,(4)(1, 0) .
By Theorem 9.4 in [E-Z], we know









∈ Jweak−1,(4)(0, 1) ,





z=0 = 4πi. In Table 2, we list Fourier coefficients of the above weak Jacobi
forms.
THEOREM 2.3. Let S = (4). Then
Jeven,S = M∗〈E4,S, E6,S, ϕ8,S〉 ,
J
cusp
even,S = M∗〈ϕ8,S, ϕ10,S, ϕ12,S〉 ,
Jodd,S = Jcuspodd,S = M∗〈ϕ11,S〉 .
Let S = (6). By Lemma 2.2, put
ϕ6,(6)(τ, z) := ϕ8,(4)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp6,(6)(1, 6) ,
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ϕ8,(6)(τ, z) := ϕ8,(4)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp8,(6)(1, 4) ,
ϕ10,(6)(τ, z) := ϕ10,(4)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp10,(6)(1, 2) ,
ϕ12,(6)(τ, z) := ϕ12,(4)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp12,(6)(1, 0) ,
ϕ9,(6)(τ, z) := ϕ11,(4)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp9,(6)(1, 3) ,
ϕ11,(6)(τ, z) := ϕ11,(4)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp11,(6)(1, 1) .
See also in [D] p.171. In Table 3, we list Fourier coefficients of the above Jacobi forms.
THEOREM 2.4. Let S = (6). Then
Jeven,S = M∗〈E4,S, E6,S, ϕ6,S, ϕ8,S〉 ,
J
cusp
even,S = M∗〈ϕ6,S, ϕ8,S, ϕ10,S, ϕ12,S〉 ,
Jodd,S = Jcuspodd,S = M∗〈ϕ9,S, ϕ11,S〉 .
Let S = (8). It is not maximal. We know that, for ϕ ∈ J∗,(8), ϕ ∈ Jcusp∗,(8) is equivalent
to cϕ(0, 0), cϕ(1, 1/2) = 0 and that the codimension of Jcuspk,(8) in Jk,(8) is 2 if k > 2 is even
and 0 if k is odd by Lemma 1.7 (cf. Lemma 4.5. See also Theorem 2.3 and 2.4 in [E-Z]).
By Lemma 2.2, put
E4,(8)(τ, z) := ϕ6,(6)(τ, z)ϕ−2,(2)(τ, z) = Δ(τ)ϕ−2,(2)(τ, z)4 ∈ J4,(8)(1, 8) ,
E6,(8)(τ, z) := ϕ6,(6)(τ, z)ϕ0,(2)(τ, z) = Δ(τ)ϕ−2,(2)(τ, z)3ϕ0,(2)(τ, z) ∈ J6,(8)(1, 6) .
Since cEk,(8) (0, 0) = 0 and cEk,(8) (1, 1/2) = 1, Ek,(8) is not a cusp form and corresponding
to Ek,4,1 for k = 4, 6 in [E-Z] p.25. Moreover, put
ϕ8,(8)(τ, z) :=ϕ0,(2)(τ, z)ϕ8,(6)(τ, z)−E4(τ )ϕ−2,(2)(τ, z)ϕ6,(6)(τ, z) ∈ Jcusp8,(8)(1, 4) ,
ϕ10,(8)(τ, z) :=ϕ−2,(2)(τ, z)ϕ12,(6)(τ, z)−E4(τ )ϕ0,(2)(τ, z)ϕ6,(6)(τ, z) ∈ Jcusp10,(8)(1, 2) ,
ψ10,(8)(τ, z) :=E4(τ )ϕ0,(2)(τ, z)ϕ6,(6)(τ, z)−E6(τ )ϕ−2,(2)(τ, z)ϕ6,(6)(τ, z)∈Jcusp10,(8)(1, 6) ,
ϕ12,(8)(τ, z) :=ϕ0,(2)(τ, z)ϕ12,(6)(τ, z)−E4(τ )ϕ0,(2)(τ, z)ϕ8,(6)(τ, z) ∈ Jcusp12,(8)(1, 0) ,
ψ12,(8)(τ, z) :=E6(τ )ϕ0,(2)(τ, z)ϕ6,(6)(τ, z)−E4(τ )2ϕ−2,(2)(τ, z)ϕ6,(6)(τ, z)∈Jcusp12,(8)(1,6) ,
ϕ7,(8)(τ, z) :=ϕ9,(6)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp7,(8)(1, 5) ,
ϕ9,(8)(τ, z) :=ϕ9,(6)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp9,(8)(1, 3) ,
ϕ11,(8)(τ, z) :=ϕ11,(6)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp11,(8)(1, 1) .
The above functions are exactly Jacobi cusp forms by checking their Fourier coefficients
(See also Table 1, 3 and 4). We also put
Φ4,(8)(τ, z) = 112 (ϕ0,(2)(τ, z)E4,(6)(τ, z)− ϕ−2,(2)(τ, z)E6,(6)(τ, z)) ∈ J
weak
4,(8)(0, 0) ,
Φ6,(8)(τ, z) = 112 (ϕ0,(2)(τ, z)E6,(6)(τ, z)− E4(τ )ϕ−2,(2)(τ, z)E4,(6)(τ, z)) ∈ J
weak
6,(8)(0, 0) .
We can calculate Fourier coefficients of Φ4,(8) and Φ6,(8). Indeed, by Table 1, 3 and 4,
cΦk,(8) (0, 0) = 1 and cΦk,(8) (1, 1/2) = (−1)k/2(12/61) and hence Φk,(8) ∈ Jk,(8) − Jcuspk,(8)
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for k = 4, 6 (cf. Lemma 4.6). Since Jk,(8) = C〈Φk,(8), Ek,(8)〉, we know Ek,(8) = Φk,(8) −
(−1)k/2(12/61)Ek,(8) for k = 4, 6 by comparing Fourier coefficients of them.
THEOREM 2.5. Let S = (8). Then
Jeven,S = M∗〈Φ4,S, E4,S,Φ6,S, E6,S, ϕ8,S〉 ,
J
cusp
even,S = M∗〈ϕ8,S, ϕ10,S, ψ10,S, ϕ12,S, ψ12,S〉 ,
Jodd,S = Jcuspodd,S = M∗〈ϕ7,S, ϕ9,S, ϕ11,S〉 .
Let S = (10). By Lemma 2.2, put
ϕ6,(10)(τ, z) := ϕ8,(8)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp6,(10)(1, 6) ,
ϕ8,(10)(τ, z) := ϕ8,(8)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp8,(10)(1, 4) ,
ψ8,(10)(τ, z) := ψ10,(8)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp8,(10)(1, 8) ,
ϕ10,(10)(τ, z) := ϕ10,(8)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp10,(10)(1, 2) ,
ψ10,(10)(τ, z) := ψ12,(8)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp10,(10)(1, 8) ,
ϕ12,(10)(τ, z) := ϕ12,(8)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp12,(10)(1, 0) ,
ϕ5,(10)(τ, z) := ϕ7,(8)(τ, z)ϕ−2,(2)(τ, z) ∈ Jcusp5,(10)(1, 7) ,
ϕ7,(10)(τ, z) := ϕ7,(8)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp7,(10)(1, 5) ,
ϕ9,(10)(τ, z) := ϕ9,(8)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp9,(10)(1, 3) ,
ϕ11,(10)(τ, z) := ϕ11,(8)(τ, z)ϕ0,(2)(τ, z) ∈ Jcusp11,(10)(1, 1) .
In Table 5, we list Fourier coefficients of the above Jacobi forms.
THEOREM 2.6 ([M] Lemma 6.5.3, Lemma 6.5.4). Let S = (10). Then
Jeven,S = M∗〈E4,S, E6,S, ϕ6,S, ϕ8,S, ψ8,S, ψ10,S〉 ,
J
cusp
even,S = M∗〈ϕ6,S, ϕ8,S, ψ8,S, ϕ10,S, ψ10,S, ϕ12,S〉 ,
Jodd,S = Jcuspodd,S = M∗〈ϕ5,S, ϕ7,S, ϕ9,S, ϕ11,S〉 .
Finally, we review results for weak Jacobi forms.
THEOREM 2.7 ([E-Z] Theorem 9.3). Let S = (a) (4 ≤ a ∈ 2Z). Then
Jweakeven,S = M∗〈ϕi−2,(2)ϕa/2−i0,(2) 〉0≤i≤a/2 ,
Jweakodd,S = M∗〈ϕ−1,(4)ϕi−2,(2)ϕa/2−2−i0,(2) 〉0≤i≤a/2−2 .
178 Y. IWAHORI















∈ GL2(Z) satisfies S[σ ] = S and σ 2 = 1, for any positive
integerm, we can decomposition
Jk,mS = J+k,mS ⊕ J−k,mS ,
where J±k,mS := {ϕ ∈ Jk,mS |ϕ(τ, σz) = ±ϕ(τ, z)}. Moreover, we know (σ − 1)r ∈ Z2
for any r ∈ S−1Z2 and hence Jk,S = J+k,S by Lemma 1.7. Similarly, Jweak±k,mS and Jcusp±k,mS are
defined and Jweakk,S = Jweak+k,S .
LEMMA 3.1. Let u be a non-negative integer and f : C2 → C be a holomorphic
function satisfying f (σz) = f (z) (resp. −f (z)), where z = t (z1, z2) ∈ C2. If the Taylor
expansion of f is f (z) = ∑∞t=u ct (z2)zt1 and cu(z2) = 0, then cu(z2) = ∑∞t=u cu,t zt2 (resp.∑∞
t=u+1 cu,t zt2).
Proof. It is clear if u = 0. Assume u ≥ 1. Since f (z)/z1 is holomorphic, f (z)/(z1 +
















and hence v = u ≥ 1. Thus g(z) := f (z)/z1(z1 + z2) is holomorphic satisfying g(σz) =
g(z) (resp. −g(z)). Repeating this step, we can write f (z) = zu1(z1 + z2)uh(z), where
h(z) = ∑∞t=0 et (z2)zt1 is holomorphic satisfying h(σz) = h(z) (resp. −h(z)) and e0(z2) =
0. Therefore cu(z2) = e0(z2)zu2 .
If h(σz) = −h(z), then h((0, 0)) = 0 and the order of e0 at z2 = 0 is greater than 0.

The following lemma is the key for determining the structure of J∗,S .
LEMMA 3.2. Let k and m be positive integers.
(1) dim J+k,mS ≤
m∑
t=0









dim Jweakk+t,(ma)(0, t + δ(k : odd)).
(2) dim J−k,mS ≤
m−2∑
t=0
dim Jk+t,(ma)(0, t + 1 + δ(k : even)),









dim Jweakk+t,(ma)(0, t + 1 + δ(k : even)).
Proof. For any 0 = ϕ ∈ J±k,mS , there exists (τ, z2) ∈ H × C such that z2 ∈ Z + Zτ
and f (z1) := ϕ(τ, (z1, z2)) = 0. Since f (z1) = ±f (−z1 − z2), we know J±k,mS(0,m +
1) = {0} by Lemma 1.2. We have exact sequences
0 → J±k,mS(u, v + 1) → J±k,mS(u, v) → Jk+v,(ma)(u, v + δ(−))
by Lemma 1.3 and Lemma 3.1. Note that for any non-negative integers u and v,
Jk,(ma)(u, v) = Jk,(ma)(u, v + δ(k − v : odd))








dim Jk+t,(ma)(0, t + 1 + δ(k : even)) .
If ϕ ∈ J−k,mS , it vanishs at (τ,−z2/2, z2) for any τ ∈ H and z2 ∈ C. Moreover,










, 0, 0], ϕ also
vanishs at (τ,−(z2 + 1)/2, z2) and (τ,−(z2 + τ )/2, z2). Therefore J−k,mS(0,m− 1) = {0}.

In this paper, we only use Lemma 3.2 with the case of m = 1. However, the general
case plays an important role for determining structures of graded rings of automorphic









. (The paper on these results is in preparation.)





be maximal. Then E4,S and E6,S are linearly
independent over M∗.
Proof. Since cEk,S (0, 0) = cEk,(2) (0, 0) = 1 and Jk,(2) = CEk,(2), we have Ek,S |z2=0= Ek,(2) for k = 4, 6. We know E4,(2) and E6,(2) are linearly independent over M∗ and
hence the same is true for E4,S and E6,S . 
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2 · E4,S1(τ, z)− E6(τ ) ·E6,S1(τ, z)) ∈ Jcusp12,S1(1, 0) ,
ϕ9,S1(τ, z) := η(τ)16(θt (1/3,1/3)(τ, z)− θt (−1/3,−1/3)(τ, z)) ,
where η(τ) := e(τ/24)∏∞n=1(1 − e(nτ)) is the Dedekind eta function.
We know 0 = ϕ9,S1 ∈ Jcusp9,S1(1, 1). Indeed, by the transformation formula of theta
functions, we have







= e(1/3)(θt (1/3,1/3) − θt (−1/3,−1/3)) ,







= θt (1/3,1/3) − θt (−1/3,−1/3) .
It is well known that
η(τ + 1) = e(1/24)η(τ ), η(−1/τ) = (τ/√−1)1/2η(τ)
and hence ϕ9,S1 is a Jacobi cusp form of weight 9 of index S1.
We also know ϕk,S1
∣∣






Lemma 1.3, Theorem 2.1 and calculating their Fourier coefficients (See also Table 1). In
Table 6, we list Fourier coefficients of the above Jacobi forms.










= M∗〈ϕ10,S1, ϕ12,S1〉 ,
Jodd,S1 = Jcuspodd,S1 = M∗〈ϕ9,S1〉 .
Proof. [even weight case] By Lemma 3.2 (1) and Theorem 2.1, for any even integer
k,
dim Jcuspk,S1 ≤ dim J
cusp
k,(2)(0, 0)+ dim Jcuspk+1,(2)(0, 1)
= (dimMk−10 + dimMk−12)+ 0 .
Lemma 3.3 with the case of a = 2 also shows ϕ10,S1 and ϕ12,S1 are linearly independent
overM∗. Therefore we obtain Jcuspk,S1 = Mk−10ϕ10,S1 ⊕Mk−12ϕ12,S1 .
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By Lemma 1.8, for any even integer k ≥ 4, we know
dim Jk,S1 = dim Jcuspk,S1 + 1 (= dim Jk,(2))
= dimMk−4 + dimMk−6 .
If k < 4, then dim Jk,S1 = 0. Thus Jk,S1 = Mk−4E4,S1 ⊕Mk−6E6,S1 .
[odd weight case] For any odd integer k,
dim Jk,S1 = dim Jcuspk,S1 ≤ dim J
cusp
k,(2)(0, 1)+ dim Jcuspk+1,(2)(0, 2)
= 0 + dimMk−9 .






(a ≥ 4), the following lemma is useful for construction of Jacobi
forms.
LEMMA 3.5. Put S =
(
2 1







, where 0 < a ∈ 2Z. Let
ϕ ∈ Jcuspk1,T and ψ ∈ Jweakk2,(2). If mT := min({n− T [r]/2|n ∈ Z, r ∈ T −1Z2} ∩ {x ∈ Q|x >
0}) ≥ 1/4, then Φ(τ, z1, z2) := ϕ(τ, z1, z2)ψ(τ, z2) ∈ Jk1+k2,S . Moreover, if mT > 1/4,
then Φ ∈ Jcuspk1+k2,S .
Proof. It is easily seen that Φ ∈ Jweakk1+k2,S . We only check the Fourier condition of Φ.








cϕ(n1, r1)cψ(n2, r2) .
Fix n ∈ Z and r = t (u, v) ∈ S−1Z2 with n − S[r]/2 < 0. If n1, n2 ∈ Z, r1 =























n− S[r]/2 = (n1 + n2)−
(




= (n1 − T [r1]/2)+ (n2 − r22 )+
2a − 1
2a + 3 (r12 − r2)
2 .
The rest of proof is similar to Lemma 2.2. 
We give a few examples ofmT .
m( 2 1
1 2
) = 2/3, m( 2 1
1 4
) = 3/7, m( 2 1
1 6
) = 2/11 ,
m( 2 1
1 8
) = 1/3, m( 2 1
1 10
) = 2/19, m( 2 1
1 12
) = 5/23 .
When mT < 1/4, we only know Φ ∈ Jweakk,S in genral by this way. Actually, if a = 6,












. By Lemma 3.5 and Lemma 1.4, put
ϕ8,S2(τ, z) := ϕ10,S1(τ, z)ϕ−2,(2)(τ, z2) ∈ Jcusp8,S2(1, 0) ,
ϕ10,S2(τ, z) := ϕ10,S1(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp10,S2(1, 0) ,
ψ10,S2(τ, z) := ϕ12,S1(τ, z)ϕ−2,(2)(τ, z2) ∈ Jcusp10,S2(1, 0) ,
ϕ12,S2(τ, z) := ϕ12,S1(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp12,S2(1, 0) ,
ϕ7,S2(τ, z) := ϕ9,S1(τ, z)ϕ−2,(2)(τ, z2) ∈ Jcusp7,S2(1, 1) ,
ϕ9,S2(τ, z) := ϕ9,S1(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp9,S2(1, 1) ,
ϕ11,S2(τ, z) := D9,S2ϕ9,S2(τ, z) ∈ Jcusp11,S2(1, 0) .
We know ϕ11,S2
∣∣
z1=0 = (−12/7)ϕ11,(4) by Lemma 1.3, Theorem 2.3 and calculating
Fourier coefficients (See also Table 2). In Table 7, we list Fourier coefficients of the above
Jacobi forms.










= M∗〈ϕ8,S2, ϕ10,S2, ψ10,S2, ϕ12,S2〉 ,
Jodd,S2 = Jcuspodd,S2 = M∗〈ϕ7,S2, ϕ9,S2, ϕ11,S2〉 .





and (4) are maximal.
[even weight case] By Lemma 3.2 (1) and Theorem 2.3, for any even integer k,
dim Jcuspk,S2 ≤ dim J
cusp
k,(4)(0, 0)+ dim Jcuspk+1,(4)(0, 1)
= (dimMk−8 + dimMk−10 + dimMk−12)+ dimMk−10
= dimMk−8 + 2 dimMk−10 + dimMk−12 .
It is sufficient to show that ϕ8,S2, ϕ10,S2, ψ10,S2 and ϕ12,S2 are linearly independent over
M∗. Let
f1ϕ8,S2 + f2ϕ10,S2 + f3ψ10,S2 + f4ϕ12,S2 = 0 (fi ∈ M∗) .
If z1 = 0, then f1ϕ8,(4)+(f2+f3)ϕ10,(4)+f4ϕ12,(4) = 0 by definitions of these cusp forms.
Therefore f1 = f4 = 0 and f2 = −f3 by Theorem 2.3. If z2 = 0, then 12f2ϕ10,(2) = 0
and hence f2 = 0.
For any even integer k ≥ 4, we know
dim Jk,S2 = Jcuspk,S2 + 1
= dimMk−4 + dimMk−6 + dimMk−8 + dimMk−10 .
If k < 4, then dim Jk,S2 = 0. It is sufficient to show that E4,S2, E6,S2, ϕ8,S2 and ψ10,S2 are
linearly independent overM∗. Let
g1E4,S2 + g2E6,S2 + g3ϕ8,S2 + g4ψ10,S2 = 0 (gi ∈ M∗) .
On Jacobi Forms of Matrix Index of Size 2 183
If z2 = 0, then g1E4,(2) + g2E6,(2) = 0 and hence g1 = g2 = 0. From the above, we have
g3 = g4 = 0.
[odd weight case] For any odd integer k, we have
dim Jk,S2 = dim Jcuspk,S2 ≤ dim J
cusp
k,(4)(0, 1)+ dim Jcuspk+1,(4)(0, 2)
= dimMk−11 + (dimMk−7 + dimMk−9) .
We will show that ϕ7,S2 , ϕ9,S2 and ϕ11,S2 are linearly independent overM∗. Let
h1ϕ7,S2 + h2ϕ9,S2 + h3ϕ11,S2 = 0 (hi ∈ M∗) .

















. By Lemma 3.5, put
ϕ6,S3(τ, z) := ϕ8,S2(τ, z)ϕ−2,(2)(τ, z2) ∈ Jcusp6,S3(1, 0) ,
ϕ8,S3(τ, z) := ϕ8,S2(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp8,S3(1, 0) ,
ψ8,S3(τ, z) := ψ10,S2(τ, z)ϕ−2,(2)(τ, z2) ∈ Jcusp8,S3(1, 0) ,
ϕ10,S3(τ, z) := ϕ10,S2(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp10,S3(1, 0) ,
ψ10,S3(τ, z) := ψ10,S2(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp10,S3(1, 0) ,
ϕ12,S3(τ, z) := ϕ12,S2(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp12,S3(1, 0) ,
ϕ5,S3(τ, z) := ϕ7,S2(τ, z)ϕ−2,(2)(τ, z2) ∈ Jcusp5,S3(1, 1) ,
ϕ7,S3(τ, z) := ϕ7,S2(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp7,S3(1, 1) ,
ϕ9,S3(τ, z) := ϕ9,S2(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp9,S3(1, 1) ,
ψ9,S3(τ, z) := ϕ11,S2(τ, z)ϕ−2,(2)(τ, z2) ∈ Jcusp9,S3(1, 0) ,
ϕ11,S3(τ, z) := ϕ11,S2(τ, z)ϕ0,(2)(τ, z2) ∈ Jcusp11,S3(1, 0) .
In Table 8, we list Fourier coefficients of the above Jacobi forms.










= M∗〈ϕ6,S3, ϕ8,S3, ψ8,S3 , ϕ10,S3, ψ10,S3, ϕ12,S3〉 ,
Jodd,S3 = Jcuspodd,S3 = M∗〈ϕ5,S3, ϕ7,S3, ϕ9,S3, ψ9,S3, ϕ11,S3〉 .





and (6) are maximal. By Lemma 3.2 (1) and
Theorem 2.4, for any even integer k,
dim Jcuspk,S3 ≤ dim J
cusp
k,(6)(0, 0)+ dim Jcuspk+1,(6)(0, 1)
= (dimMk−6 + dimMk−8 + dimMk−10 + dimMk−12)
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+ (dimMk−8 + dimMk−10)
= dimMk−6 + 2 dimMk−8 + 2 dimMk−10 + dimMk−12
and for any odd integer k,
dim Jk,S3 = dim Jcuspk,S3 ≤ dim J
cusp
k,(6)(0, 1)+ dim Jcuspk+1,(6)(0, 2)
= (dimMk−9 + dimMk−11)
+ (dimMk−5 + dimMk−7 + dimMk−9)
= dimMk−5 + dimMk−7 + 2 dimMk−9 + dimMk−11 .
It is sufficient to show that ϕ6,S3 , ϕ8,S3 , ψ8,S3 , ϕ10,S3 , ψ10,S3 , ϕ12,S3 , ϕ5,S3 , ϕ7,S3 , ϕ9,S3 ,
ψ9,S3 and ϕ11,S3 are linearly independent overM∗. The proof is similar to Theorem 3.6.
For any even integer k ≥ 4, we know
dim Jk,S3 = Jcuspk,S3 + 1
= dimMk−4 + 2 dimMk−6 + 2 dimMk−8 + dimMk−10 .
If k < 4, then dim Jk,S3 = 0. We can also show that E4,S3 , E6,S3 , ϕ6,S3 , ϕ8,S3 , ψ8,S3 and
ψ10,S3 are linearly independent overM∗, which proves the theorem. 










(0 < a ∈ 2Z).






ϕ−2,S1(τ, z) := Δ(τ)−1ϕ10,S1(τ, z) ∈ Jweak−2,S1(0, 0) ,
ϕ0,S1(τ, z) := Δ(τ)−1ϕ12,S1(τ, z) ∈ Jweak0,S1 (0, 0) ,
ϕ−3,S1(τ, z) := Δ(τ)−1ϕ9,S1(τ, z) ∈ Jweak−3,S1(0, 1) .
Then
Jweakeven,S1 = M∗〈ϕ−2,S1, ϕ0,S1〉 ,
Jweakodd,S1 = M∗〈ϕ−3,S1〉 .
Proof. It is obvious that ϕk,S1 ∈ Jweakk,S1 for k ∈ {−3,−2, 0}.
[even weight case] By Lemma 3.2 (1) and Theorem 2.1, for any even integer k,
dim Jweakk,S1 ≤ dim Jweakk,(2)(0, 0)+ dim Jweakk+1,(2)(0, 1)
= dimMk+2 + dimMk .
Since ϕ−2,S1 and ϕ0,S1 are linealy independent overM∗, we obtain Jweakk,S1 = Mk+2ϕ−2,S1 ⊕
Mkϕ0,S1 for any even integer k.
[odd weight case] Simiraly, we know, for any odd integer k,
dim Jweakk,S1 ≤ dim Jweakk,(2)(0, 1)+ dim Jweakk+1,(2)(0, 2)
= dimMk+3
On Jacobi Forms of Matrix Index of Size 2 185
and hence Jweakk,S1 = Mk+3ϕ−3,S1 . 












{ϕk,S1(τ, z)ϕ−2,(2)(τ, z2)iϕ0,(2)(τ, z2)a/2−1−i} k=−2,0,
0≤i≤a/2−1
⊂ Jweakeven,S






0,(2) + giϕ0,S1ϕi−2,(2)ϕa/2−1−i0,(2) ) = 0 (fi, gi ∈ M∗) .
If z1 = 0, then ∑a/2−1i=0 (fiϕi+1−2,(2)ϕa/2−1−i0,(2) +giϕi−2,(2)ϕa/2−i0,(2) ) = 0. Since ϕ−2,(2) and ϕ0,(2)
are algebraically independent overM∗, we know fa/2−1 = g0 = 0 and fi = −gi+1 for i =
0, . . . , a/2 − 2. Thus ∑a/2−2i=0 fi(ϕ−2,S1ϕ0,(2) − ϕ0,S1ϕ−2,(2))ϕi−2,(2)ϕa/2−2−i0,(2) = 0. When
z2 = 0, f0ϕ−2,(2)12a/2−1 = 0 and hence f0 = 0. Dividing by ϕ−2,(2)(τ, z2) and z2 = 0,
we obtain f1 = 0. Repeating this step, we know fi = 0 for any i. 














. Put ϕ−1,S2(τ, z) := Δ(τ)−1ϕ11,S2(τ, z) ∈ Jweak−1,S2(0, 0). Then weak Jacobi
forms in
{ϕ−3,S1(τ, z)ϕ−2,(2)(τ, z2)iϕ0,(2)(τ, z2)a/2−1−i ,
ϕ−1,S2(τ, z)ϕ−2,(2)(τ, z2)jϕ0,(2)(τ, z2)a/2−2−j }0≤i≤a/2−1,
0≤j≤a/2−2
⊂ Jweakodd,S






0,(2) + giϕ−1,S2ϕi−2,(2)ϕa/2−2−i0,(2) )+ fa/2−1ϕ−3,S1ϕa/2−1−2,(2) = 0 ,
where fi, gi ∈ M∗. Since ϕ−3,S1
∣∣
z1=0 = 0 and ϕ−1,S2
∣∣





0,(2) = 0 and hence gi = 0 for any i. Therefore fi = 0 for any i.
















Jweakeven,S = M∗〈ϕk,S1(τ, z)ϕ−2,(2)(τ, z2)iϕ0,(2)(τ, z2)a/2−1−i〉 k=−2,0,
0≤i≤a/2−1
,
Jweakodd,S = M∗〈ϕ−3,S1(τ, z)ϕ−2,(2)(τ, z2)iϕ0,(2)(τ, z2)a/2−1−i ,
186 Y. IWAHORI
ϕ−1,S2(τ, z)ϕ−2,(2)(τ, z2)jϕ0,(2)(τ, z2)a/2−2−j 〉0≤i≤a/2−1,
0≤j≤a/2−2
.
Proof. By Lemma 3.1 (1) and Theorem 2.7, for any even integer k,








and for any odd integer k,








Therefore the proof is complete from Lemma 3.9 and Lemma 3.10. 










, where a is a positive even integer
and T is an even integral positive definite symmetric matrix of size l − 1. Since ρ :=( −1 0
0 1l−1
)
∈ GLl(Z) satisfies S[ρ] = S and ρ2 = 1, for any positive integer m, we
can decomposition
Jk,mS = J+k,mS ⊕ J−k,mS ,
where J±k,mS := {ϕ ∈ Jk,mS |ϕ(τ, ρz) = ±ϕ(τ, z)}. If a = 2, then (ρ − 1)r ∈ Zl for any
r ∈ S−1Zl and hence Jk,S = J+k,S by Lemma 1.7. Similarly, Jweak±k,mS and Jcusp±k,mS are defined.
Moreover, Jweakk,S = Jweak+k,S if a = 2.
LEMMA 4.1. Let k and m be positive integers.

























Proof. We note that, for any non-negative integers u and v,
J+k,mS(u, 2v + 1) = J+k,mS(u, 2v + 2) ,
J−k,mS(u, 2v) = J−k,mS(u, 2v + 1) .
Thus we obtain exact sequences
0 → J+k,mS(0, 2(v + 1)) → J+k,mS(0, 2v) → Jk+2v,mT ,
0 → J−k,mS(0, 2(v + 1)+ 1) → J−k,mS(0, 2v + 1) → Jk+2t+1,mT





































, ϕ also vanishs at (τ, (τ/2, z′)) and (τ, ((τ +
1)/2, z′)). Therefore J−k,mS(0, am− 2) = {0}. 
We consider the case of m = 1 in more detail. If ϕ ∈ Jk,S(0, 2) = Jk,S(1, 2), then
ϕ2 ∈ Jk+2,T (1, 0). Therefore if T is maximal, Jk+2,T (1, 0) = Jcuspk+2,T and hence dim Jk,S ≤
dim Jk,T + dim Jcuspk+2,T for any integer k.





(0 < a, b ∈ 2Z).





























m(b) = min({n− br2/2|n ∈ Z, r ∈ b−1Z} ∩ {x ∈ Q|x > 0}) ≥ 1/4, then Φ(τ, z1, z2) :=
ϕ(τ, z1)ψ(τ, z2) ∈ Jk1+k2,S . Moreover, if m(b) > 1/4, then Φ ∈ Jcuspk1+k2,S .






cϕ(n1, r1)cψ(n2, r2) .
188 Y. IWAHORI
Fix n ∈ Z and r ∈ S−1Z2 with n− S[r]/2 < 0. If n1, n2 ∈ Z satisfy (∗), then
n− S[r]/2 = (n1 − r21 )+ (n2 − br22/2) .






. By Lemma 4.2, put
ϕ8,S4(τ, z) := ϕ−2,(2)(τ, z1)ϕ10,(2)(τ, z2) ∈ Jcusp8,S4(1, 2) ,
ϕ10,S4(τ, z) := ϕ0,(2)(τ, z1)ϕ10,(2)(τ, z2) ∈ Jcusp10,S4(1, 0) ,
ψ10,S4(τ, z) := ϕ−2,(2)(τ, z1)ϕ12,(2)(τ, z2) ∈ Jcusp10,S4(1, 2) ,
ϕ12,S4(τ, z) := ϕ0,(2)(τ, z1)ϕ12,(2)(τ, z2) ∈ Jcusp12,S4(1, 0) .
These Jacobi forms correspond to ϕ8,1, (ϕ10,1 + ϕ−10,1)/2, (ϕ10,1 − ϕ−10,1)/2 and ϕ12,1 in
[A2] p.31. In Table 9, we list Fourier coefficients of the above Jacobi forms.










= M∗〈ϕ8,S4, ϕ10,S4, ψ10,S4, ϕ12,S4〉 ,
Jodd,S4 = Jcuspodd,S4 = {0} .





and (2) are maximal. By Lemma 4.1 (1) and
Theorem 2.1, for any even integer k,
dim Jcuspk,S4 ≤ dim J
cusp
k,(2) + dim Jcuspk+2,(2)
= dimMk−8 + 2 dimMk−10 + dimMk−12
and for any odd integer k,
dim Jk,S4 = dim Jcuspk,S4 ≤ dim J
cusp
k,(2) + dim Jcuspk+2,(2) = 0 .
It is sufficient to show that ϕ8,S4, ϕ10,S4, ψ10,S4 and ϕ12,S4 are linearly independent over
M∗. Let
f1ϕ8,S4 + f2ϕ10,S4 + f3ψ10,S4 + f4ϕ12,S4 = 0 (fi ∈ M∗) .
If z1 = 0, then 12f2ϕ10,(2) + 12f4ϕ12,(2) = 0 by definitions of these Jacobi cusp forms.
Therefore f2 = f4 = 0. Dividing by ϕ−2,(2)(τ, z1), we obtain f1ϕ10,(2) + f3ϕ12,(2) = 0
and hence f1 = f3 = 0.
For any even integer k ≥ 4,
dim Jk,S4 = dim Jcuspk,S4 + 1
= dimMk−4 + dimMk−6 + dimMk−8 + dimMk−10 .
If k < 4, then dim Jk,S4 = 0. We can also show that E4,S4, E6,S4, ϕ8,S4 and ψ10,S4 are
linearly independent overM∗, which proves the theorem. 






. By Lemma 4.2, put
ϕ6,S5(τ, z) := ϕ−2,(2)(τ, z1)ϕ8,(4)(τ, z2) ∈ Jcusp6,S5(1, 2) ,
ϕ8,S5(τ, z) := ϕ0,(2)(τ, z1)ϕ8,(4)(τ, z2) ∈ Jcusp8,S5(1, 0) ,
ψ8,S5(τ, z) := ϕ−2,(2)(τ, z1)ϕ10,(4)(τ, z2) ∈ Jcusp8,S5(1, 2) ,
ϕ10,S5(τ, z) := ϕ0,(2)(τ, z1)ϕ10,(4)(τ, z2) ∈ Jcusp10,S5(1, 0) ,
ψ10,S5(τ, z) := ϕ−2,(2)(τ, z1)ϕ12,(4)(τ, z2) ∈ Jcusp10,S5(1, 2) ,
ϕ12,S5(τ, z) := ϕ0,(2)(τ, z1)ϕ12,(4)(τ, z2) ∈ Jcusp12,S5(1, 0) ,
ϕ9,S5(τ, z) := ϕ−2,(2)(τ, z1)ϕ11,(4)(τ, z2) ∈ Jcusp9,S5(1, 2) ,
ϕ11,S5(τ, z) := ϕ0,(2)(τ, z1)ϕ11,(4)(τ, z2) ∈ Jcusp11,S5(1, 0) .
In Table 10, we list Fourier coefficients of the above Jacobi forms.










= M∗〈ϕ6,S5, ϕ8,S5, ψ8,S5, ϕ10,S5, ψ10,S5, ϕ12,S5〉 ,
Jodd,S5 = Jcuspodd,S5 = M∗〈ϕ9,S5, ϕ11,S5〉 .





and (4) are maximal. By Lemma 4.1 (1) and
Theorem 2.3, for any even integer k,
dim Jcuspk,S5 ≤ dim J
cusp
k,(4) + dim Jcuspk+2,(4)
= dimMk−6 + 2 dimMk−8 + 2 dimMk−10 + dimMk−12
and for any odd integer k,
dim Jk,S5 = dim Jcuspk,S5 ≤ dim J
cusp
k,(4) + dim Jcuspk+2,(4)
= dimMk−9 + dimMk−11 .
It is sufficient to show that ϕ6,S5 , ϕ8,S5 , ψ8,S5 , ϕ10,S5 , ψ10,S5 , ϕ12,S5, ϕ9,S5 and ϕ11,S5 are
linearly independent overM∗. The proof is similar to Theorem 4.3.
For any even integer k ≥ 4,
dim Jk,S5 = dim Jcuspk,S5 + 1
= dimMk−4 + 2 dimMk−6 + 2 dimMk−8 + dimMk−10 .
If k < 4, then dim Jk,S5 = 0. We can also show that E4,S5 , E6,S5 , ϕ6,S5 , ϕ8,S5 , ψ8,S5 and
















, it is not maximal.
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and ϕ ∈ J∗,S6 . Then ϕ ∈ Jcusp∗,S6 is equivalent to
cϕ(0, (0, 0)), cϕ(1, (1/2, 1/2)) = 0. In particular, the codimension of Jcuspk,S6 in Jk,S6 is at
most 2 for any integer k.
Proof. Let S−16 Z2  r = t (r1, r2) = t (u1/2 + v1, u2/6 + v2) (u1 ∈ Z/2Z, u2 ∈
Z/6Z, v1, v2 ∈ Z). Then n− S6[r]/2 = n− u1v1 − v21 − u2v2 − 3v22 − (3u21 + u22)/12. We
know {(u1, u2) ∈ Z/2Z × Z/6Z | (3u21 + u22)/12 ∈ Z} = {(0, 0), (1, 3)}. Therefore, for
ϕ ∈ J∗,S6 , n ∈ Z and r ∈ S−16 Z2 with n− S6[r]/2 = 0, we obtain cϕ(n, r) = cϕ(0, (0, 0))
or cϕ(1, (1/2, 1/2)) by Lemma 1.7. 
For ϕ ∈ Jodd,S6 , we know cϕ(0, (0, 0)) = cϕ(1, (1/2, 1/2)) = 0 by Lemma 1.7 and
hence the codimension of Jcuspk,S6 in Jk,S6 is 0 if k is odd.
As S6 is not maximal, we do not know Fourier coefficients of Jacobi Eisenstein series








(ϕ0,(2)(τ, z1)E6,(6)(τ, z2)− E4(τ )ϕ−2,(2)(τ, z1)E4,(6)(τ, z2)) ∈ Jweak6,S6 .
We can calculate Fourier coefficients of these weak Jacobi forms and the next lemma fol-
lows.
LEMMA 4.6. Φk,S6 ∈ Jk,S6 − Jcuspk,S6 for k = 4, 6.
Proof. Let ϕ ∈ Jweak∗,(2), ψ ∈ J∗,(6) and put Φ(τ, z1, z2) := ϕ(τ, z1)ψ(τ, z2) ∈ Jweak∗,S6 .
Fix n ∈ Z and r = t (r1, r2) ∈ S−16 Z2 with n − S6[r]/2 < 0. Since (6) is maximal and
m(6) = 1/4, we know
cΦ(n, r) = δ(n = n1 + n2, n1 = r21 − 1/4, n2 = 3r22 )cϕ(n1, r1)cψ(n2, r2)
= δ(n = n1 + n2, n1 = r21 − 1/4, n2 = 3r22 )cϕ(0, 1/2)cψ(0, 0)
by Lemma 1.7 (See also the proof of Lemma 4.2). Note that cϕ(0, 1/2) = 1 if ϕ = ϕ0,(2)
or ϕ−2,(2) and cψ(0, 0) = 1 if ψ = E4,(6) or E6,(6). Therefore, for n ∈ Z and r ∈ S−16 Z2
with n− S6[r]/2 < 0, we know cΦk,S6 (n, r) = 0 and henceΦk,S6 ∈ Jk,S6 for k = 4, 6.
We also know cΦk,S6 (0, (0, 0)) = 1 and cΦk,S6 (1, (1/2, 1/2)) = (−1)k/212/61 for k =
4, 6 by direct calculation (See also Table 1, 3 and 11). 
By Lemma 4.2, put
E4,S6(τ, z) := ϕ−2,(2)(τ, z1)ϕ6,(6)(τ, z2) ∈ J4,S6(1, 2) ,
E6,S6(τ, z) := ϕ−2,(2)(τ, z1)ϕ8,(6)(τ, z2) ∈ J6,S6(1, 2) .
Since cEk,S6 (0, (0, 0)) = 0, cEk,S6 (1, (1/2, 1/2)) = 1 for k = 4, 6, we know E4,S6 and E6,S6
are not cusp forms. Therefore Φk,S6 and Ek,S6 are linearly independent over M∗ for k =
4, 6 and hence the codimension of Jcuspk,S6 in Jk,S6 is 2 if k > 2 is even.
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By Lemma 4.2 and Lemma 4.5, we also put
ϕ6,S6(τ, z) :=ϕ0,(2)(τ, z1)ϕ6,(6)(τ, z2)−ϕ−2,(2)(τ, z1)ϕ8,(6)(τ, z2) ∈ Jcusp6,S6(1, 0) ,
ϕ8,S6(τ, z) :=ϕ0,(2)(τ, z1)ϕ8,(6)(τ, z2)−ϕ−2,(2)(τ, z1)ϕ10,(6)(τ, z2) ∈ Jcusp8,S6(1, 0) ,
ψ8,S6(τ, z) :=ϕ−2,(2)(τ, z1)ϕ10,(6)(τ, z2)−E4(τ )ϕ−2,(2)(τ, z1)ϕ6,(6)(τ, z2) ∈ Jcusp8,S6(1, 2) ,
ϕ10,S6(τ, z) :=ϕ0,(2)(τ, z1)ϕ10,(6)(τ, z2)−ϕ−2,(2)(τ, z1)ϕ12,(6)(τ, z2) ∈ Jcusp10,S6(1, 0) ,
ψ10,S6(τ, z) :=ϕ−2,(2)(τ, z1)ϕ12,(6)(τ, z2)−E6(τ )ϕ−2,(2)(τ, z1)ϕ6,(6)(τ, z2)∈Jcusp10,S6(1, 2) ,
ω10,S6(τ, z) :=ϕ−2,(2)(τ, z1)ϕ12,(6)(τ, z2)−E4(τ )ϕ−2,(2)(τ, z1)ϕ8,(6)(τ, z2)∈Jcusp10,S6(1, 2) ,
ϕ12,S6(τ, z) :=ϕ0,(2)(τ, z1)ϕ12,(6)(τ, z2)−E4(τ )2ϕ−2,(2)(τ, z1)ϕ6,(6)(τ, z2)∈Jcusp12,S6(1, 0) ,
ψ12,S6(τ, z) :=ϕ0,(2)(τ, z1)ϕ12,(6)(τ, z2)−E6(τ )ϕ−2,(2)(τ, z1)ϕ8,(6)(τ, z2)∈Jcusp12,S6(1, 0) ,
ϕ7,S6(τ, z) :=ϕ−2,(2)(τ, z1)ϕ9,(6)(τ, z2) ∈ Jcusp7,S6(1, 2) ,
ϕ9,S6(τ, z) :=ϕ0,(2)(τ, z1)ϕ9,(6)(τ, z2) ∈ Jcusp9,S6(1, 0) ,
ψ9,S6(τ, z) :=ϕ−2,(2)(τ, z1)ϕ11,(6)(τ, z2) ∈ Jcusp9,S6(1, 2) ,
ϕ11,S6(τ, z) :=ϕ0,(2)(τ, z1)ϕ11,(6)(τ, z2) ∈ Jcusp11,S6(1, 0) .
The above functions are exactly Jacobi cusp forms by checking their Fourier coefficients
(See also Table 1, 3 and 11).










= M∗〈ϕ6,S6, ϕ8,S6, ψ8,S6, ϕ10,S6, ψ10,S6, ω10,S6, ϕ12,S6, ψ12,S6〉 ,
Jodd,S6 = Jcuspodd,S6 = M∗〈ϕ7,S6, ϕ9,S6, ψ9,S6 , ϕ11,S6〉 .
Proof. Note that (6) is maximal. By Lemma 4.1 (1) and Theorem 2.4, for any even
integer k,
dim Jk,S6 ≤ dim Jk,(6) + dim Jcuspk+2,(6)
= (dimMk−4 + 2 dimMk−6 + dimMk−8)
+ (dimMk−4 + dimMk−6 + dimMk−8 + dimMk−10)
= 2 dimMk−4 + 3 dimMk−6 + 2 dimMk−8 + dimMk−10 .
It is sufficient to show that Φ4,S6, E4,S6,Φ6,S6 , E6,S6, ϕ6,S6, ϕ8,S6, ψ8,S6 and ψ10,S6 are
linearly independent overM∗. Let
f1Φ4,S6 + f2E4,S6 + f3Φ6,S6 + f4E6,S6
+ f5ϕ6,S6 + f6ϕ8,S6 + f7ψ8,S6 + f8ψ10,S6 = 0 (fi ∈ M∗) .
If z1 = 0, then f1E4,(6)+f3E6,(6)+12f5ϕ6,(6)+12f6ϕ8,(6) = 0 by definitions of these Ja-
cobi forms. Thereforef1 = f3 = f5 = f6 = 0 by Theorem 2.4. Dividing by ϕ−2,(2)(τ, z1),
we obtain f2ϕ6,(6) + f4ϕ8,(6) + f7(ϕ10,(6) − E4ϕ6,(6)) + f8(ϕ12,(6) − E6ϕ6,(6)) = 0 and
hence f2 = f4 = f7 = f8 = 0.
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Next we determine spaces of cusp forms. For any even integer k ≥ 4,
dim Jcuspk,S6 = dim Jk,S6 − 2
= 2(dimMk−4 + dimMk−6 − 1)
+ dimMk−6 + 2 dimMk−8 + dimMk−10
= dimMk−6 + 2 dimMk−8 + 3 dimMk−10 + 2 dimMk−12 .
If k < 4, then dim Jcuspk,S6 = 0. For any odd integer k,
dim Jk,S6 = dim Jcuspk,S6 ≤ dim J
cusp
k,(6) + dim Jcuspk+2,(6)
= dimMk−7 + 2 dimMk−9 + dimMk−11 .
We can also show that ϕ6,S6 , ϕ8,S6 , ψ8,S6 , ϕ10,S6 , ψ10,S6 , ω10,S6 , ϕ12,S6 , ψ12,S6 , ϕ7,S6, ϕ9,S6,
















, it is not maximal. Note
that (8) is also not. The same proofs of Lemma 4.5 and Lemma 4.6 work for the following
lemma.






(1) Let ϕ ∈ J∗,S7 . Then ϕ ∈ Jcusp∗,S7 is equivalent to cϕ(0, (0, 0)), cϕ(1, (0, 1/2)) = 0.

















(ϕ0,(2)(τ, z1)E6,(8)(τ, z2)− E4(τ )ϕ−2,(2)(τ, z1)E4,(8)(τ, z2)) ∈ Jweak6,S7 .
Then Φk,S7 , Ek,S7 ∈ Jk,S7 − Jcuspk,S7 for k = 4, 6.
As S7 is not maximal, we do not know Fourier coefficients of Jacobi Eisenstein se-
ries in general and not define E4,S7 . However, we can calculate that of above Jacobi
forms. We know cΦk,S7 (0, (0, 0)) = 1, cEk,S7 (0, (0, 0)) = 0, cΦk,S7 (1, (0, 1/2)) = 0 and
cEk,S7 (1, (0, 1/2)) = 1 for k = 4, 6 by direct calculation (See also Table 1, 4 and 12).
Therefore Φk,S7 and Ek,S7 are linearly independent over M∗ for k = 4, 6 and hence the
codimension of Jcuspk,S7 in Jk,S7 is 2 if k > 2 is even. For ϕ ∈ Jodd,S7 , cϕ(0, (0, 0)) =
cϕ(1, (0, 1/2)) = 0 by Lemma 1.7 and hence the codimension of Jcuspk,S7 in Jk,S7 is 0 if k is
odd.
For ϕ ∈ J∗,S7 , put ψ := ϕ|z1=0 ∈ J∗,(8). Then ψ ∈ Jcusp∗,(8) is equivalent to cψ(0, 0) =
cψ(1, 1/2) = 0. Comparing Fourier coefficients of ϕ with that of ψ , we know cϕ(0, (0, 0))
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= cψ(0, 0), cϕ(1, (0, 1/2)) = cψ(1, 1/2) and hence ϕ ∈ Jcusp∗,S7 is equivalent to ψ ∈
J
cusp
∗,(8). We obtain Jk,S7(0, 1)(= Jk,S7(0, 2)) ⊂ Jcuspk,S7 . Therefore dim Jk,S7 ≤ dim Jk,(8) +
dim Jcuspk+2,(8) for any integer k by Lemma 4.1 (1).
By Lemma 4.2, put
ϕ6,S7(τ, z) := ϕ−2,(2)(τ, z1)ϕ8,(8)(τ, z2) ∈ Jcusp6,S7(1, 2) ,
ϕ8,S7(τ, z) := ϕ0,(2)(τ, z1)ϕ8,(8)(τ, z2) ∈ Jcusp8,S7(1, 0) ,
ψ8,S7(τ, z) := ϕ−2,(2)(τ, z1)ϕ10,(8)(τ, z2) ∈ Jcusp8,S7(1, 2) ,
ω8,S7(τ, z) := ϕ−2,(2)(τ, z1)ψ10,(8)(τ, z2) ∈ Jcusp8,S7(1, 2) ,
ϕ10,S7(τ, z) := ϕ0,(2)(τ, z1)ϕ10,(8)(τ, z2) ∈ Jcusp10,S7(1, 0) ,
ψ10,S7(τ, z) := ϕ0,(2)(τ, z1)ψ10,(8)(τ, z2) ∈ Jcusp10,S7(1, 0) ,
ω10,S7(τ, z) := ϕ−2,(2)(τ, z1)ϕ12,(8)(τ, z2) ∈ Jcusp10,S7(1, 2) ,
χ10,S7(τ, z) := ϕ−2,(2)(τ, z1)ψ12,(8)(τ, z2) ∈ Jcusp10,S7(1, 2) ,
ϕ12,S7(τ, z) := ϕ0,(2)(τ, z1)ϕ12,(8)(τ, z2) ∈ Jcusp12,S7(1, 0) ,
ψ12,S7(τ, z) := ϕ0,(2)(τ, z1)ψ12,(8)(τ, z2) ∈ Jcusp12,S7(1, 0) ,
ϕ5,S7(τ, z) := ϕ−2,(2)(τ, z1)ϕ7,(8)(τ, z2) ∈ Jcusp5,S7(1, 2) ,
ϕ7,S7(τ, z) := ϕ0,(2)(τ, z1)ϕ7,(8)(τ, z2) ∈ Jcusp7,S7(1, 0) ,
ψ7,S7(τ, z) := ϕ−2,(2)(τ, z1)ϕ9,(8)(τ, z2) ∈ Jcusp7,S7(1, 2) ,
ϕ9,S7(τ, z) := ϕ0,(2)(τ, z1)ϕ9,(8)(τ, z2) ∈ Jcusp9,S7(1, 0) ,
ψ9,S7(τ, z) := ϕ−2,(2)(τ, z1)ϕ11,(8)(τ, z2) ∈ Jcusp9,S7(1, 2) ,
ϕ11,S7(τ, z) := ϕ0,(2)(τ, z1)ϕ11,(8)(τ, z2) ∈ Jcusp11,S7(1, 0) .
In Table 12, we list Fourier coefficients of the above Jacobi forms.










= M∗〈ϕ6,S7, ϕ8,S7, ψ8,S7 , ω8,S7, ϕ10,S7, ψ10,S7, ω10,S7, χ10,S7, ϕ12,S7, ψ12,S7〉 ,
Jodd,S7 = Jcuspodd,S7 = M∗〈ϕ5,S7, ϕ7,S7, ψ7,S7 , ϕ9,S7, ψ9,S7, ϕ11,S7〉 .
Proof. By Lemma 4.1 (1) and Theorem 2.5, for any even integer k,
dim Jk,S7 ≤ dim Jk,(8) + dim Jcuspk+2,(8)
= (2 dimMk−4 + 2 dimMk−6 + dimMk−8)
+ (dimMk−6 + 2 dimMk−8 + 2 dimMk−10)
= 2 dimMk−4 + 3 dimMk−6 + 3 dimMk−8 + 2 dimMk−10 .
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For any odd integer k,
dim Jk,S7 = dim Jcuspk,S7 ≤ dim J
cusp
k,(8) + dim Jcuspk+2,(8)
= dimMk−5 + 2 dimMk−7 + 2 dimMk−9 + dimMk−11 .
It is sufficient to show that Φ4,S7 , E4,S7 , Φ6,S7 , E6,S7 , ϕ6,S7 , ϕ8,S7 , ψ8,S7 , ω8,S7 , ω10,S7 ,
χ10,S7 , ϕ5,S7 , ϕ7,S7 , ψ7,S7 , ϕ9,S7 , ψ9,S7 and ϕ11,S7 are linearly independent over M∗. The
proof is similar to Theorem 4.7
Next we determine spaces of cusp forms. For any even integer k ≥ 4,
dim Jcuspk,S7 = dim Jk,S7 − 2
= 2(dimMk−4 + dimMk−6 − 1)
+ dimMk−6 + 3 dimMk−8 + 2 dimMk−10
= dimMk−6 + 3 dimMk−8 + 4 dimMk−10 + 2 dimMk−12 .
If k < 4, then dim Jcuspk,S7 = 0. We can also show that ϕ6,S7 , ϕ8,S7 , ψ8,S7 , ω8,S7 , ϕ10,S7 ,
ψ10,S7 , ω10,S7 , χ10,S7 , ϕ12,S7 andψ12,S7 are linearly independent overM∗, which proves the
theorem. 










(0 < a, b ∈ 2Z). We put
Φ+i,j,S (τ, z) := ϕ−2,(2)(τ, z1)iϕ0,(2)(τ, z1)a/2−i
× ϕ−2,(2)(τ, z2)jϕ0,(2)(τ, z2)b/2−j
∈ Jweak+−2i−2j,S(0, 2i) (0 ≤ i ≤ a/2, 0 ≤ j ≤ b/2) ,
Φ−i,j,S (τ, z) := ϕ−1,(4)(τ, z1)ϕ−2,(2)(τ, z1)iϕ0,(2)(τ, z1)a/2−2−i
× ϕ−1,(4)(τ, z2)ϕ−2,(2)(τ, z2)jϕ0,(2)(τ, z2)b/2−2−j
∈ Jweak−−2i−2j−2,S(0, 2i + 1) (0 ≤ i ≤ a/2 − 2, 0 ≤ j ≤ b/2 − 2) ,
Ψ+i,j,S (τ, z) := ϕ−2,(2)(τ, z1)iϕ0,(2)(τ, z1)a/2−i
× ϕ−1,(4)(τ, z2)ϕ−2,(2)(τ, z2)jϕ0,(2)(τ, z2)b/2−2−j
∈ Jweak+−2i−2j−1,S(0, 2i) (0 ≤ i ≤ a/2, 0 ≤ j ≤ b/2 − 2) ,
Ψ−i,j,S (τ, z) := ϕ−1,(4)(τ, z1)ϕ−2,(2)(τ, z1)iϕ0,(2)(τ, z1)a/2−2−i
× ϕ−2,(2)(τ, z2)jϕ0,(2)(τ, z2)b/2−j
∈ Jweak−−2i−2j−1,S(0, 2i + 1) (0 ≤ i ≤ a/2 − 2, 0 ≤ j ≤ b/2) .





(0 < a, b ∈ 2Z). Then weak Jacobi forms in
{Φ+i,j,S , Φ−i,j,S , Ψ+i,j,S , Ψ−i,j,S}i,j are linealy independent over M∗.
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Proof. It is sufficient to show that each weak Jacobi forms in {Φ+i,j,S}i,j , {Φ−i,j,S}i,j ,








i,j,S = 0 (fi,j ∈ M∗) .
When z2 = 0, we obtain ∑a/2i=0 fi,0ϕi−2,(2)ϕa/2−i0,(2) 12b/2 = 0 and hence fi,0 = 0 for any
i. Then, dividing by ϕ−2,(2)(τ, z2) and set z2 = 0, we have ∑a/2i=0 fi,1 ϕi−2,(2) ϕa/2−i0,(2)
12b/2−1 = 0 and hence fi,1 = 0 for any i. Repeating this step, we know fi,j = 0 for any i
and j . The rest of the proof is similar. 





(0 < a, b ∈ 2Z). Then
Jweak+even,S = M∗〈Φ+i,j,S 〉0≤i≤a/2,0≤j≤b/2 ,
Jweak−even,S = M∗〈Φ−i,j,S 〉0≤i≤a/2−2,0≤j≤b/2−2 ,
Jweak+odd,S = M∗〈Ψ+i,j,S 〉0≤i≤a/2,0≤j≤b/2−2 ,
Jweak−odd,S = M∗〈Ψ−i,j,S 〉0≤i≤a/2−2,0≤j≤b/2 .






































Therefore we complete the proof by Lemma 4.10. 
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Appendix
Following tables are 0-th and 1-st Fourier coefficients of τ of the above weak Jacobi
forms for each S. The same ones by Lemma 1.7 are omitted.
TABLE 1. S = (2)
ϕ cϕ(0,±1/2) cϕ(0, 0) cϕ(1, 0) cϕ(1,±1/2)
ϕ−2,S 1 −2 −22 · 3 23
ϕ0,S 1 2 · 5 22 · 33 −26
E4,S 0 1 2 · 32 · 7 23 · 7
E6,S 0 1 −2 · 3 · 5 · 11 −23 · 11
ϕ10,S 0 0 −2 1
ϕ12,S 0 0 2 · 5 1
TABLE 2. S = (4)
ϕ cϕ(0,±1/4) cϕ(0,±1/2) cϕ(0, 0) cϕ(1, 0) cϕ(1,±1/4) cϕ(1,±1/2)
E4,S 0 0 1 22 · 3 · 7 26 2 · 7
E6,S 0 0 1 −22 · 3 · 19 −27 −2 · 5
ϕ8,S 0 0 0 2 · 3 −22 1
ϕ10,S 0 0 0 −2 · 32 23 1
ϕ12,S 0 0 0 2 · 3 · 17 22 · 5 1
ϕ−1,S ±1 0 0 0 ±3 0
ϕ11,S 0 0 0 0 ±1 0
TABLE 3. S = (6)
ϕ cϕ(0, 0) cϕ(1, 0) cϕ(1,±1/6) cϕ(1,±1/3) cϕ(1,±1/2)
E4,S 1 2 · 37 2 · 33 33 2
E6,S 1 −2 · 11 · 232 · 61−1 −2 · 32 · 52 · 17 · 61−1 −32 · 11 · 19 · 61−1 −2 · 11 · 61−1
ϕ6,S 0 −22 · 5 3 · 5 −2 · 3 1
ϕ8,S 0 22 · 13 −3 · 11 2 · 3 1
ϕ10,S 0 −22 · 41 32 · 7 2 · 32 1
ϕ12,S 0 22 · 5 · 53 3 · 101 2 · 3 · 5 1
ϕ9,S 0 0 ∓2 ±1 0
ϕ11,S 0 0 ±2 · 5 ±1 0
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TABLE 4. S = (8)
ϕ cϕ(0, 0) cϕ(1, 0) cϕ(1,±1/8)
Φ4,S 1 25 · 7 · 19 · 61−1 23 · 73 · 61−1
Φ6,S 1 −23 · 5 · 193 · 61−1 −22 · 31 · 73 · 61−1
E4,S 0 2 · 5 · 7 −23 · 7
E6,S 0 −2 · 5 · 17 22 · 31
ϕ8,S 0 27 · 3 −23 · 33
ϕ10,S 0 −26 · 3 · 7 23 · 32 · 5
ψ10,S 0 −24 · 3 · 5 22 · 32 · 5
ϕ12,S 0 29 · 3 · 7 23 · 32 · 61
ψ12,S 0 −24 · 3 · 5 22 · 32 · 5
ϕ7,S 0 0 ±5
ϕ9,S 0 0 ∓19
ϕ11,S 0 0 ±101
cϕ(1,±1/4) cϕ(1,±3/8) cϕ(1,±1/2)
22 · 7 · 73 · 61−1 23 · 72 · 61−1 22 · 3 · 61−1
−22 · 72 · 11 · 61−1 −22 · 73 · 61−1 −22 · 3 · 61−1
22 · 7 −23 1
−22 · 11 22 1
0 23 · 3 0
25 · 32 23 · 3 0
−23 · 32 22 · 3 0
26 · 32 23 · 3 0
−23 · 32 22 · 3 0
∓22 ±1 0
±23 ±1 0
±22 · 5 ±1 0
TABLE 5. S = (10)
ϕ cϕ(0, 0) cϕ(1, 0) cϕ(1,±1/10)
E4,S 1 22 · 3 · 5 22 · 11
E6,S 1 −22 · 3 · 11 · 521−1 · 587 −22 · 5 · 11 · 269 · 521−1
ϕ6,S 0 −24 · 3 · 52 24 · 3 · 17
ϕ8,S 0 24 · 3 · 71 −24 · 3 · 37
ψ8,S 0 23 · 3 · 5 · 7 −25 · 3 · 7
ϕ10,S 0 −24 · 3 · 5 · 53 24 · 3 · 53
ψ10,S 0 23 · 3 · 5 · 7 −25 · 3 · 7
ϕ12,S 0 24 · 3 · 2423 24 · 3 · 1151
ϕ5,S 0 0 ±2 · 7
ϕ7,S 0 0 ±2 · 23
ϕ9,S 0 0 ∓2 · 7 · 13
ϕ11,S 0 0 ±2 · 5 · 103
cϕ(1,±1/5) cϕ(1,±3/10) cϕ(1,±2/5)
3 · 11 22 · 3 1
−32 · 5 · 11 · 19 · 521−1 −22 · 3 · 52 · 17 · 521−1 −5 · 11 · 521−1
−26 · 3 −24 · 3 23 · 3
−26 · 3 24 · 3 · 5 23 · 3
24 · 3 · 7 −25 · 3 22 · 3
26 · 3 · 17 24 · 3 · 11 23 · 3
24 · 3 · 7 −25 · 3 22 · 3
26 · 3 · 53 24 · 3 · 17 23 · 3
±32 ∓2 · 3 ±1
∓3 · 13 ±2 · 3 ±1
±34 ±2 · 32 ±1
±3 · 67 ±2 · 3 · 5 ±1
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E4,S 1 23 · 32 33
E6,S 1 −24 · 3 · 5 −32 · 5
ϕ10,S 0 −3 2−1
ϕ12,S 0 32 2−1
ϕ9,S 0 0 ±1































E4,S 1 2 · 3 · 7 5 · 7 7 3 · 7
E6,S 1 −2 · 3 · 52 −5 · 17 5 −3 · 13
ϕ8,S 0 7 −22 2−1 −2−1
ϕ10,S 0 −29 2 2−1 2−1 · 11
ψ10,S 0 −17 23 2−1 −2−1
ϕ12,S 0 7 · 13 2 · 7 2−1 2−1 · 11
ϕ7,S 0 0 ∓2 ±1 ∓3
ϕ9,S 0 0 ±2 · 5 ±1 ±32
ϕ11,S 0 0 ±23 · 3−1 · 5 · 7−1 ∓3−1 · 5 · 7−1 ±3 · 7−1





















E4,S 1 23 · 5 2 · 13
E6,S 1 −24 · 11 · 61 · 5−1 · 17−1 −2 · 11 · 313 · 5−1 · 17−1
ϕ6,S 0 −2 · 11 31 · 2−1
ϕ8,S 0 2 · 31 −5 · 13 · 2−1
ψ8,S 0 2 · 52 −5 · 13 · 2−1
ϕ10,S 0 −2 · 11 · 13 −17 · 2−1
ψ10,S 0 −2 · 7 · 11 127 · 2−1
ϕ12,S 0 2 · 7 · 67 463 · 2−1
ϕ5,S 0 0 ±5
ϕ7,S 0 0 ∓19
ϕ9,S 0 0 ±101
ψ9,S 0 0 ∓5 · 17 · 3−1 · 7−1






















24 1 2 · 5 17
−25 · 11 · 17−1 −11 · 5−1 · 17−1 −2 · 11 · 41 · 5−1 · 17−1 −11 · 257 · 5−1 · 17−1
−5 2−1 −3 · 2−1 1
1 2−1 32 · 2−1 −5
7 2−1 −3 · 2−1 1
7 2−1 3 · 7 · 2−1 61
13 2−1 32 · 2−1 −5
19 2−1 3 · 7 · 2−1 61
∓22 ±1 ∓5 ±2 · 5
±23 ±1 ±7 ∓2 · 13
±22 · 5 ±1 ±19 ±2 · 41
±2 · 52 · 3−1 · 7−1 ∓5 · 3−1 · 7−1 ±19 · 3−1 · 7−1 ∓25 · 3−1 · 7−1
∓2 · 5 · 3−1 · 7−1 ∓5 · 3−1 · 7−1 ∓41 · 3−1 · 7−1 ±22 · 19 · 3−1 · 7−1
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E4,S 1 22 · 3 · 5 25 25 22 · 3
E6,S 1 −22 · 3 · 17 −26 −26 −22 · 3
ϕ8,S 0 22 −2 −2 1
ϕ10,S 0 −22 · 5 −2 2 · 5 1
ψ10,S 0 −22 · 5 2 · 5 −2 1
ϕ12,S 0 22 · 52 2 · 5 2 · 5 1





















E4,S 1 2 · 3 · 7 25
E6,S 1 −2 · 3 · 5 · 7 · 13 · 19−1 −26 · 52 · 19−1
ϕ6,S 0 −22 · 3 23
ϕ8,S 0 22 · 3 · 5 −23 · 5
ψ8,S 0 22 · 32 −24
ϕ10,S 0 −22 · 32 · 5 24 · 5
ψ10,S 0 −22 · 3 · 17 −23 · 5
ϕ12,S 0 22 · 3 · 5 · 17 23 · 52
ϕ9,S 0 0 −2






















2 · 5 22 · 5 24 2
−2 · 5 · 7 · 19−1 −22 · 5 · 41 · 19−1 −25 · 13 · 19−1 −2 · 5 · 19−1
−2 2 · 3 −22 1
2 · 5 2 · 3 −22 1
−2 −2 · 32 23 1
2 · 5 −2 · 32 23 1
−2 2 · 3 · 17 22 · 5 1
2 · 5 2 · 3 · 17 22 · 5 1
0 0 1 0




























Φ4,S 1 27 · 19 · 61−1 2 · 3 · 5 · 72 · 61−1 3 · 353 · 61−1
Φ6,S 1 −23 · 11 · 67 · 61−1 −2 · 3 · 971 · 61−1 −3 · 431 · 61−1
E4,S 0 23 · 5 −2 · 3 · 5 22 · 3
E6,S 0 −23 · 13 2 · 3 · 11 −22 · 3
ϕ6,S 0 −25 · 3 22 · 3 · 7 −24 · 3
ϕ8,S 0 26 · 3 −22 · 3 · 17 25 · 3
ψ8,S 0 25 · 32 −25 · 3 −24 · 3
ϕ10,S 0 25 · 3 · 5 22 · 3 · 103 24 · 3 · 5
ψ10,S 0 −24 · 33 · 5 −26 · 32 −23 · 32
ω10,S 0 −25 · 32 · 7 −25 · 3 · 7 −24 · 3
ϕ12,S 0 26 · 3 · 5 · 11 22 · 32 · 5 · 17 25 · 32
ψ12,S 0 24 · 3 · 223 22 · 3 · 13 · 19 23 · 3 · 13
ϕ7,S 0 0 ±22 ∓2
ϕ9,S 0 0 ∓22 · 5 ±2 · 5
ψ9,S 0 0 ∓22 · 5 ∓2



























2 · 72 · 61−1 22 · 5 · 72 · 61−1 24 · 57 · 61−1 2 · 3 · 72 · 61−1 22 · 3 · 61−1
2 · 61−1 −22 · 733 · 61−1 −24 · 57 · 61−1 −2 · 3 · 72 · 61−1 −22 · 3 · 61−1
−2 −22 · 5 3 · 5 −2 · 3 1
−2 22 · 13 −3 · 11 2 · 3 1
22 · 3 −23 · 32 24 · 3 −22 · 3 0
22 · 3 23 · 33 −25 · 3 −22 · 3 0
0 −24 · 32 24 · 3 23 · 3 0
22 · 3 −23 · 32 · 17 −25 · 3 · 5 −22 · 3 0
0 23 · 33 · 5 25 · 32 22 · 32 0
0 24 · 32 · 7 24 · 3 · 7 23 · 3 0
22 · 3 23 · 33 · 5 25 · 32 22 · 32 0
22 · 3 24 · 32 · 7 24 · 3 · 7 23 · 3 0
0 0 ∓2 ±1 0
0 0 ∓2 ±1 0
0 0 ±2 · 5 ±1 0
0 0 ±2 · 5 ±1 0
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Φ4,S 1 2 · 3 · 5 2 · 13 24 2 · 3
Φ6,S 1 −2 · 37 −2 · 47 −25 −2
E4,S 0 2 · 3 · 5 −2 · 13 24 −2 · 3
E6,S 0 −2 · 5 · 13 2 · 47 −25 2
ϕ6,S 0 −28 · 3 24 · 33 0 −24 · 3
ϕ8,S 0 28 · 3 · 5 −24 · 33 · 5 0 24 · 3 · 5
ψ8,S 0 27 · 3 · 7 −24 · 32 · 5 −26 · 32 −24 · 3
ω8,S 0 25 · 3 · 5 −23 · 32 · 5 24 · 32 −23 · 3
ϕ10,S 0 −27 · 3 · 5 · 7 24 · 32 · 52 26 · 32 · 5 24 · 3 · 5
ψ10,S 0 −25 · 3 · 52 23 · 32 · 52 −24 · 32 · 5 23 · 3 · 5
ω10,S 0 −210 · 3 · 7 −24 · 32 · 61 −27 · 32 −24 · 3
χ10,S 0 25 · 3 · 5 −23 · 32 · 5 24 · 32 −23 · 3
ϕ12,S 0 210 · 3 · 5 · 7 24 · 32 · 5 · 61 27 · 32 · 5 24 · 3 · 5
ψ12,S 0 −25 · 3 · 52 23 · 32 · 52 −24 · 32 · 5 23 · 3 · 5
ϕ5,S 0 0 ∓2 · 5 ±23 ∓2
ϕ7,S 0 0 ±2 · 52 ∓23 · 5 ±2 · 5
ψ7,S 0 0 ±2 · 19 ∓24 ∓2
ϕ9,S 0 0 ∓2 · 5 · 19 ±24 · 5 ±2 · 5
ψ9,S 0 0 ∓2 · 101 ∓23 · 5 ∓2



























0 22 · 3 3 · 5 2 · 3 1
0 2 · 11 −3 · 5 −2 · 3 −1
1 22 · 5 −3 · 5 2 · 3 −1
1 −22 · 5 3 · 5 −2 · 3 1
0 27 · 3 −23 · 33 0 23 · 3
0 27 · 3 −23 · 33 0 23 · 3
0 −26 · 3 · 7 23 · 32 · 5 25 · 32 23 · 3
0 −24 · 3 · 5 22 · 32 · 5 −23 · 32 22 · 3
0 −26 · 3 · 7 23 · 32 · 5 25 · 32 23 · 3
0 −24 · 3 · 5 22 · 32 · 5 −23 · 32 22 · 3
0 29 · 3 · 7 23 · 32 · 61 26 · 32 23 · 3
0 −24 · 3 · 5 22 · 32 · 5 −23 · 32 22 · 3
0 29 · 3 · 7 23 · 32 · 61 26 · 32 23 · 3
0 −24 · 3 · 5 22 · 32 · 5 −23 · 32 22 · 3
0 0 ±5 ∓22 ±1
0 0 ±5 ∓22 ±1
0 0 ∓19 ±23 ±1
0 0 ∓19 ±23 ±1
0 0 ±101 ±22 · 5 ±1
0 0 ±101 ±22 · 5 ±1
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