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Abstract
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normalization of the orthogonal polynomials of Hermitian matrix argument and expansions in such
polynomials are investigated.
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We present first the main object of this paper, the generalized orthogonal polynomials
with Hermitian matrix argument. They are orthogonal with respect to measures constructed
in the following way from measures on R.
Let Hn be the space of Hermitian matrices and Un the group of unitary matrices. We
say that a function f :Hn → R is central if f (UXU−1) = f (X) for all U ∈ Un. Similarly,
a Borel measure ν on Hn is called central if it is Un-invariant: ν(UBU−1) = ν(B) for
every Borel set B ⊂ Hn and U ∈ Un. If f is a central function, then f is determined by
its restriction to the subspace of real diagonal matrices, which we denote Dn. Observe that
Dn  Rn.
Let us define f˜ (x1, . . . , xn) = f (diag(x1, . . . , xn)). Then f˜ is a symmetric function in
x1, . . . , xn and the map f → f˜ is a bijection from the space of central functions on Hn to
the space of symmetric functions on Rn.
There is a natural and important way of generating central functions on Hn, starting
from a function F on R by setting
f
(
diag(x1, . . . , xn)
)= F(x1) . . . F (xn)
and then extending f to a central function on Hn. One denotes f = detF .
Let m be the Lebesgue measure on Hn, treated as a real vector space and let f be
a positive Borel central function on Hn. We normalize m in such a way that the Weyl
integration formula ([6, p. 13], [7, Th.VI.2.3]) reads∫
Hn
f (X)dm(X) =
∫
Rn
f
(
diag(x1, . . . , xn)
)
V 2(x1, . . . , xn) dx1 . . . dxn (1)
where V (x1, . . . , xn) is the Vandermonde determinant. Formula (1) implies that if G is a
positive Borel function on R, then∫
Hn
f (X)detG(X)dm(X)
=
∫
Rn
f˜ (x1, . . . , xn)V
2(x1, . . . , xn)
∏
i
G(xi) dx1 . . . dxn,
hence the measure detG(X)dm(X) on Hn corresponds to the permutation invariant mea-
sure V 2( x )
∏
i G(xi) dx on R
n
. Extending this remark by duality, to any Borel measure µ
on R we associate a permutation invariant measure µn on Rn and a central measure M on
Hn in the following way:
µn(dx ) = V 2( x )µ⊗n(dx ); (2)∫
Hn
f (X)dM(X) =
∫
Rn
f˜ (x1, . . . , xn)V
2(x1, . . . , xn) dµ(x1) . . . dµ(xn) (3)for any positive central function f on Hn.
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restriction to the diagonal matrices is equal to P(x ). The functions Pˆ are called (general-
ized) polynomials of Hermitian matrix argument. In fact, Pˆ (X) is a symmetric polynomial
in the eigenvalues of X.
In this article we construct and study orthogonal bases of generalized polynomials
on Hn, with respect to measures M on Hn, defined in (3) for a given measure µ on R.
A Berezin–Karpelevich type formula is given for these multivariate polynomials in Theo-
rem 3.1. The normalization of the orthogonal polynomials of Hermitian matrix argument
and expansions in such polynomials are then investigated.
Let us recall that Berezin and Karpelevich [1] expressed the spherical functions on
complex Grassmann manifolds U(p,q)/U(p) × U(q) as a quotient of a determinant
containing Jacobi functions and a Vandermonde determinant. The Berezin–Karpelevich
formula, studied by Takahashi [19], was first proved by Hoogenboom [11]. Similar formu-
las were given for hypergeometric functions of Hermitian matrix argument by Gross and
Richards [8,9].
Our formula in Theorem 3.1 expresses the generalized orthogonal polynomials on Hn
as a quotient of a determinant containing corresponding orthogonal polynomials on R and
a Vandermonde determinant.
Generalized Hermite and Laguerre polynomials of matrix argument were introduced
and studied by Herz [10]. In the Hermitian matrix case, they are orthogonal bases in the
spaces L2Un(Hn,M), where the measure M is obtained as in (3) from the measure µ(dx) =
e−x2 dx in the Hermite case and µ(dx) = xαe−x1(0,∞)(x) dx in the Laguerre case. The
notation L2Un stands for central functions in L
2
. The space L2Un(Hn,M) is isomorphic to
the space L2sym(Rn,µn) of symmetric functions in L2(Rn,µn).
More generally, the Laguerre polynomials on symmetric cones were defined in [7]. The
generalized Laguerre polynomials are very useful in harmonic analysis on symmetric cones
[3,7] and in multivariate statistics [16].
Hermite and Laguerre polynomials of matrix argument are special cases of generalized
Hermite polynomials for Dunkl operators (cf. [17] and the references therein). They are
also a special case of symmetric orthogonal polynomials associated to the Jack polynomi-
als, studied by Lassalle in a series of notes [12–14]. In particular, Lassalle gave without
proof the same formula as ours in Theorem 3.1, in the Hermite, Jacobi and Laguerre case,
respectively. Our formula generalizes the formulas of Lassalle to the case of any orthogonal
polynomial family on Hn, and applies also to the Hermite polynomials generalized in the
sense of Chihara, Kravtchouk polynomials, Charlier, Meixner and Pollaczek polynomials,
etc.
2. Preliminaries
In this section we introduce the needed notations and concepts; main references are [15]
and [4]. Let us fix n ∈ N. We will use n-element partitions λ = (λ1, λ2, . . . , λn), i.e. non-
increasing sequences of non-negative integers λ1  λ2  · · · λn  0. Let the length l(λ)
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the length smaller or equal to n.
We will consider the dominance order between partitions of the same degree. Given two
partitions λ = (λ1, λ2, . . . , λn) and κ = (κ1, κ2, . . . , κn) such that |λ| = |κ|, we have λ κ
if
λ1 + · · · + λr  κ1 + · · · + κr
for all 1 r  n. The dominance order is not total. The graded lexicographic order 
gl on
partitions is total and will also appear in the sequel. We say that λ 
gl κ if |λ| > |κ| or if
|λ| = |κ| and λi > κi for the first i such that λi 	= κi .
Let Sn be the symmetric group of permutations of n elements. If x1, x2, . . . , xn are real
variables, we will denote mλ(x1, . . . , xn) the monomial symmetric function in n variables
mλ(x1, . . . , xn) =
∑
σ∈Sn
x
λσ(1)
1 . . . x
λσ(n)
n .
The family {mλ}l(λ)n is an algebraic basis of the vector space Pn of all symmetric poly-
nomials in n variables.
Let V (x1, x2, . . . , xn) be the Vandermonde determinant,
V (x1, x2, . . . , xn) = det(xn−ij )i,j=1,...,n =
∏
1i<jn
(xi − xj ). (4)
For each partition λ = (λ1, . . . , λn), set
Sλ(x1, . . . , xn) =
det(xλi+n−ij )i,j=1,...,n
V (x1, x2, . . . , xn)
. (5)
Sλ are called the Schur functions and are symmetric polynomials, homogeneous of degree
|λ|. The family {Sλ}l(λ)n is an algebraic basis of Pn. Recall that (see [15, 7.2])
Sλ = mλ +
∑
µ<λ,|µ|=|λ|
kλµmµ, kλµ ∈ R, (6)
so the Schur polynomials are monic, in the sense that they have a dominating term mλ
with coefficient 1. Note that λ is dominating both in the dominance order and in the graded
lexicographic order.
We end the introduction with the following well known properties of polynomials of
n variables. We have not found a proof in the literature so we include it for the sake of
completeness.
Proposition 2.1. (a) If a polynomial P(x1, . . . , xn) vanishes when xi = xj , then
P(x1, . . . , xn) = (xi − xj )R(x1, . . . , xn),
where R is a polynomial.
(b) If P(x1, . . . , xn) is a polynomial vanishing when xi = xj , for all i, j = 1, . . . , n,
i 	= j , then
P(x1, . . . , xn) = V (x1, . . . , xn)R(x1, . . . , xn),where R is a polynomial.
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P is a polynomial of one variable x1:
P(x1, x2, . . . , xn) = ak(x2, . . . , xn)xk1 + ak−1(x2, . . . , xn)xk−11 + · · ·
+ a1(x2, . . . , xn)x1 + a0(x2, . . . , xn),
where a0, . . . , ak are polynomials in x2, . . . , xn. By hypothesis,
0 = P(x2, x2, . . . , xn) = ak(x2, . . . , xn)xk2 + ak−1(x2, . . . , xn)xk−12 + · · ·
+ a1(x2, . . . , xn)x2 + a0(x2, . . . , xn),
therefore
P(x1, . . . , xn) =
(
xk1 − xk2
)
ak(x2, . . . , xn) +
(
xk−11 − xk−12
)
ak−1(x2, . . . , xn) + · · ·
+ (x1 − x2)a1(x2, . . . , xn) = (x1 − x2)R(x1, . . . , xn),
since xp1 − xp2 = (x1 − x2)(xp−11 + xp−21 x2 + · · · + xp−12 ), for any p  1. Part (b) follows
immediately from part (a) of the proposition. 
3. Symmetric orthogonal polynomials
Throughout all this section, we will suppose that µ is a positive Borel measure on R,
such that:
(i) The polynomials are a dense subset of L2(R,µ).
(ii) The symmetric polynomials Pn are dense in L2sym(Rn,µn), where the measure µn =
V 2(x1, . . . , xn)µ(dx1) . . .µ(dxn) was introduced in (2).
This is always the case when µ has an exponential moment, that is there exists ε > 0
such that
∫
R
eε|x| dµ(x) < ∞. In fact, if µ has an exponential moment then so does µn and
the density of polynomials in L2(R,µ) and L2(Rn,µn) is well known, see [2] and [4] for
a short proof. These references contain much more information on the problem of density
of the space of polynomials in Lp spaces. Note also that by (i), µ must be finite.
Now we are going to construct a family {Pλ}l(λ)n of symmetric orthogonal polyno-
mials in n variables, starting from a family of orthogonal polynomials in one variable
{pm}m∈N, where pm has degree m. This is the main result of this article.
Theorem 3.1. Let µ be a finite positive Borel measure on R verifying the conditions (i) and
(ii) and {pm}m∈N an orthogonal family of polynomials in L2(R,µ), where pm has degree
m. For each partition λ = (λ1, λ2, . . . , λn) and a normalizing constant cλ 	= 0, let us define
Pλ(x1, . . . , xn) = cλ det(pλi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
. (7)
Then Pλ are symmetric polynomials, orthogonal in the Hilbert space L2(Rn,µn), where
µn = V 2(x1, . . . , xn)µ(dx1) . . .µ(dxn). The L2-norm of Pλ is equal to
‖Pλ‖2 2 n = c2n!
n∏
‖pλ +n−i‖2 2 . (8)L (R ,µn) λ
i=1
i L (R,µ)
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the Gram–Schmidt orthogonalization process, applied to the Schur polynomials family
{Sλ}l(λ)n, ordered in the graded lexicographic order.
The normalizing constant cλ depends on the way of normalization of Pλ and pm and
will be specified in Propositions 3.3 and 3.4.
Proof. First observe that
det
(
pλi+n−i (xj )
)
i,j=1,...,n =
∣∣∣∣∣∣∣∣
pλ1+n−1(x1) pλ1+n−1(x2) . . . pλ1+n−1(xn)
pλ2+n−2(x1) pλ2+n−2(x2) . . . pλ2+n−2(xn)
...
...
...
pλn(x1) pλn(x2) . . . pλn(xn)
∣∣∣∣∣∣∣∣
is a polynomial in n variables, that vanishes for xi = xj , i 	= j . Hence, by Proposi-
tion 2.1, it is divisible by V (x1, . . . , xn). Thus, for each λ, the function Pλ is a poly-
nomial. Moreover Pλ is symmetric, since if σ ∈ Sn, denoting by x = (x1, . . . , xn) and
σ(x ) = (xσ(1), xσ(2), . . . , xσ(n)), we get
Pλ
(
σ(x )
)= det(pλi+n−i (xσ(j)))i,j=1,...,n
det(xn−iσ (j))i,j=1,...,n
= ε(σ )det(pλi+n−i (xj ))i,j=1,...,n
ε(σ )det(xn−ij )i,j=1,...,n
= Pλ(x ),
where ε(σ ) denotes the signature of the permutation σ .
Now let us consider two partitions λ = (λ1, λ2, . . . , λn) and κ = (κ1, κ2, . . . , κn). We
have
〈Pλ,Pκ 〉L2(Rn,µn) =
∫
Rn
Pλ( x )Pκ( x ) dµn(x )
= cλcκ
∫
Rn
det
(
pλi+n−i (xj )
)
i,j=1,...,n
×det(pκi+n−i (xj ))i,j=1,...,n dµ(x1) . . . dµ(xn)
= cλcκ
∑
σ∈Sn
∑
τ∈Sn
ε(σ )ε(τ )
∫
Rn
n∏
i=1
pλσ(i)+n−σ(i)(xi)
×pκτ(i)+n−τ(i)(xi) dµ(x1) . . . dµ(xn)
= cλcκ
∑
σ∈Sn
∑
τ∈Sn
ε(σ )ε(τ )
n∏
i=1
∫
R
pλσ(i)+n−σ(i)(x)
×pκτ(i)+n−τ(i)(x) dµ(x)
and since {pm}m∈N is an orthogonal family in L2(R,µ), if a term in the last double sum is
non-zero, we must haveλσ(i) − σ(i) = κτ(i) − τ(i), i = 1, . . . , n.
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if j > i then π(j) π(i). In order to prove this, let us suppose that j > i and π(j) < π(i).
We have κπ(j)  κπ(i), that is λj +π(j)−j  λi +π(i)− i. This implies that λj +π(j) >
λi + π(i), which is contradictory with λj  λi and π(j) < π(i). Thus π(i) π(j) when
i < j , what implies that necessarily π is the identity permutation. It follows that σ = τ and
λ = κ . Therefore,
〈Pλ,Pκ 〉L2(Rn,µn) = dλδλκ ,
where
dλ = c2λ
∑
σ∈Sn
n∏
i=1
∫
R
p2λσ(i)+n−σ(i)(x) dµ(x)
= c2λ
∑
σ∈Sn
n∏
i=1
‖pλσ(i)+n−σ(i)‖2L2(R,µ)
= c2λn!
n∏
i=1
‖pλi+n−i‖2L2(R,µ).
Thus {Pλ: l(λ)  n} is an orthogonal family in Pn and formula (8) follows. Now,
pλi+n−i (xj ) = aλi+n−ixλi+n−ij + terms of lower degree, aλi+n−i 	= 0, so
Pλ(x ) = aSλ( x ) +
∑
|κ|<|λ|
bλκmκ(x ), (9)
where a = cλ∏i aλi+n−i 	= 0. By formulas (6) and (9) it follows that
Vect
({Pλ}l(λ)n)= Vect({Sλ}l(λ)n)= Vect({mλ}l(λ)n)=Pn
so, by hypothesis (ii), the family {Pλ}l(λ)n is linearly dense in L2sym(Rn,µn).
In fact, formula (9) implies a stronger fact
Vect
({Pµ}µglλ)= Vect({Sµ}µglλ) (10)
for any n-element partition λ. Formula (10) may be easily proved observing that
Vect({Pµ}µglλ) ⊂ Vect({Sµ}µglλ) and that the dimensions of the two spaces are equal.
We order the Schur polynomials with respect to the graded lexicographic order. It fol-
lows that the family that one obtains by applying the Gram–Schmidt orthogonalization
process to the family {Sλ} is the family {Pλ}. 
Let us now extend Theorem 3.1 to polynomials of Hermitian matrix argument.
Corollary 3.2. The generalized polynomials {Pˆλ}l(λ)n form an orthogonal Hilbert basis
of the Hilbert space L2Un(Hn,M), with the measure M defined in (3).
Now we will determine the value of the normalizing constant cλ in the definition of Pλ,
in relation with the normalization of the polynomials pm and the required normalization
of the polynomials Pλ. Formula (9) implies that in the Schur function decomposition, the
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Taking into account (6) we get
Pλ = amλ +
∑
µ<λ,|µ|=|λ|
akλµmµ +
∑
|κ|<|λ|
bλκmκ, (11)
so, in monomial symmetric polynomial decomposition of Pλ, the leading term is amλ, in
the sense of both the graded lexicographic order and the graded dominance order. Conse-
quently, it is natural to require that Pλ is monic, that is a = 1. From formulas (9) and (11)
we deduce the following
Proposition 3.3. If the polynomials pm and Pλ are monic, then cλ = 1.
Another frequently considered type of normalization of orthogonal polynomials con-
sists in requiring the constant term of the polynomials to be equal to 1. It is not always
possible (for example for odd Hermite polynomials).
Proposition 3.4. If we normalize the polynomials pm and Pλ by requiring pm(0) = 1, m ∈
N, and Pλ(0 ) = 1, l(λ) n, then
cλ = 1
det(c(λi+n−i)n−j )1i,jn
,
where c(m)k are the coefficients of the polynomials pm in the monomial decomposition
pm(x) =
m∑
k=0
c
(m)
k x
k.
Proof. It is shown in [6, p. 18] that if
fi(x) =
∞∑
k=0
c
(i)
k x
k, i = 1, . . . , n, |x| < r,
then
lim
x→0
det(fi(xj ))1i,jn
V (x1, . . . , xn)
= det(c(i)n−j )1i,jn.
In our case, taking
fi(x) = pλi+n−i (x) =
λi+n−i∑
k=0
c
(λi+n−i)
k x
k,
we have
Pλ(0 ) = cλ lim det(fi(xj ))1i,jn = cλ det
(
c
(λi+n−i)
n−j
)
1i,jn.  (12)x→0 V (x1, . . . , xn)
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Indeed, by formula (12), the value of Pλ(0 ) depends not only on the coefficients c0 =
pm(0) appearing in the last column of the determinant in (12). A converse implication is
however true: if λ is such that pλi+n−i (0) = 0, i = 1, . . . , n, then Pλ(0 ) = 0.
We end this section with a result on the expansion of some important central functions
on Hn in the basis {Pλ}.
Proposition 3.6. Given n functions f1, . . . , fn of one variable, with the expansions in the
basis {pm}m∈N
fi(x) =
∞∑
k=0
c
(i)
k pk(x), i = 1, . . . , n,
convergent absolutely for |x| < r , we have
det
(
fi(xj )
)
1i,jn = V (x1, . . . , xn)
∑
λ1···λn0
bλPλ(x ),
where the series converges for |xj | < r and
bλ = 1
cλ
det
(
c
(i)
λj+n−j
)
1i,jn.
Proof. We follow the proof of a similar formula for monomials xm instead of pm(x), given
in [6, p. 17]. We have
det
(
fi(xj )
)
1i,jn =
∑
σ∈Sn
ε(σ )f1(xσ(1)) . . . fn(xσ(n))
=
∑
σ∈Sn
ε(σ )
( ∞∑
k1=0
c
(1)
k1
pk1(xσ(1))
)
. . .
( ∞∑
kn=0
c
(n)
kn
pkn(xσ(n))
)
=
∞∑
k1,...,kn=0
c
(1)
k1
. . . c
(n)
kn
∑
σ∈Sn
ε(σ )pk1(xσ(1)) . . . pkn(xσ(n))
=
∑
k1>···>kn0
∑
τ∈Sn
ε(τ )c
(1)
kτ(1)
. . . c
(n)
kτ(n)
det
((
pki (xj )
)
1i,jn
)
=
∑
k1>···>kn0
det
(
c
(i)
kj
)
det
((
pki (xj )
)
1i,jn
)
.
Changing the sum indices ki = λi + n − i, we get
det
(
fi(xj )
)
1i,jn =
∑
λ1···λn0
det
((
c
(i)
λj+n−j
)
1i,jn
)
det
((
pλi+n−i (xj )
)
1i,jn
)
= V (x1, . . . , xn)
∑
bλPλ(x1, . . . , xn). 
λ1···λn0
C. Balderrama et al. / Bull. Sci. math. 129 (2005) 486–500 495We give now an application of Proposition 3.6. Recall that the Legendre polynomials
Pm(x) = 12mm!
dm
dxm
(x2 − 1)m
form an orthogonal basis of L2(−1,1), i.e., µ is the Lebesgue measure restrained to
(−1,1). Denote by Qm the Legendre functions of second kind. The Heine’s formula [5,
3.10(10), p. 168] says that for x 	= y, x, y ∈ R
1
y − x =
∞∑
k=0
(2k + 1)Pk(x)Qk(y). (13)
We will generalize this formula to the Hermitian matrix setting. For a partition λ, let Pλ
and Qλ be the corresponding symmetric functions defined by
Pλ(x1, . . . , xn) = det(Pλi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
,
Qλ(x1, . . . , xn) = det(Qλi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
.
According to Corollary 3.2, the generalized Legendre polynomials Pˆλ form an orthogonal
basis of the space L2Un(B(0,1),m(dx)). The unit ball B(0,1) is with respect to the norm‖X‖ of X ∈ Hn considered as a linear functional on Rn, i.e., ‖X‖ = maxi |xi |, where xi
are the eigenvalues of X.
Corollary 3.7. Let x1, . . . , xn, y1, . . . , yn ∈R be such that xi 	= yj , i, j = 1, . . . , n. Then
n∏
i,j=1
1
yi − xj = (−1)
n(n−1)
2
∑
λ1···λn0
dλPλ(x )Qλ(y),
where
dλ =
n∏
i=1
(2(λi + n − i) + 1).
Proof. We apply Proposition 3.6 to the functions
fi(x) = 1
yi − x
and we use the expansion (13), thus we have c(i)k = (2k + 1)Qk(yi). We get that
det
(
1
yi − xj
)
i,j
= V (x1, . . . , xn)V (y1, . . . , yn)
∑
λ1···λn0
dλPλ(x )Qλ(y)
with dλ =∏ni=1(2(λi + n − i) + 1). By the Cauchy’s determinant formula (see, e.g., [15,
7.6])
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(
1
yi − xj
)
i,j
= V (−x )V (y)
n∏
i,j=1
1
yi − xj
= (−1) n(n−1)2 V (x )V (y)
n∏
i,j=1
1
yi − xj ,
and we get the expansion formula of the corollary. 
4. Examples
Example 4.1. Hermite polynomials.
Let us consider the family {hm}m∈N of monic Hermite orthogonal polynomials in R.
They are orthogonal polynomials with respect to the measure γ (dy) = e−y2 dy. According
to (7) and Proposition 3.3, we define the monic Hermite polynomials on Hn by
Hˆλ(X) = det(hλi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
,
where x1, . . . , xn are the eigenvalues of the matrix X. They form an orthogonal basis of the
space L2Un(Hn, e
−tr(X2) dm(X)), cf. Corollary 3.2. Recall that the condition “Hλ monic”
means that
Hλ =
∑
κglλ
cκλSλ,
with cλλ = 1, cf. (9), and also that the leading term coefficient in the monomial decompo-
sition (11) of Hλ is equal to 1.
In [12] Lassalle also considered generalized Hermite polynomials, but he used decom-
positions in the normalized Schur functions basis S∗λ = Sλ/Sλ(1n), where 1n = (1, . . . ,1).
Let us call H ∗λ the Hermite polynomials in [12]. It follows from [12, (i) p. 580] that the
family {H ∗λ } is obtained from the Schur polynomials {Sλ} ordered in the graded lexico-
graphic order, by the Gram–Schmidt orthogonalization process. The same is true for the
family {Hλ}. Thus H ∗λ and Hλ differ only by a non-zero factor. If ones requires H ∗λ to
be monic in the basis S∗λ , we have H ∗λ = cλHλ, with cλ = 1/Sλ(1n). In this way we prove
Theorem 6 of [12], communicated by the author without proof.
Also, if h(a)m are monic Hermite polynomials generalized in the sense of Chihara, i.e.
they are orthogonal with respect to the measure γa(dy) = |y|2ae−y2 dy, a  0, then the
monic Hermite–Chihara polynomials of Hermitian matrix argument are defined by the
formula
Hˆ
(a)
λ (X) =
det(h(a)λi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
,
where x1, . . . , xn are the eigenvalues of the matrix X. By Corollary 3.2, this family forms
2an orthogonal basis of the space L2Un(Hn, |detX|2ae−tr(X ) dm(X)).
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The Laguerre polynomials L(α)m , α > −1, are orthogonal polynomials on (0,∞) with
respect to the measure µα(dy) = yαe−y1(0,∞)(y) dy. Let us normalize them by the condi-
tion L(α)m (0) = 1. Then they have the following explicit representation, see [18, (5.1.6) and
(5.1.7)],
L(α)m (y) =
m∑
k=0
(
m
k
)
(−y)k
(α + 1)k .
The Laguerre polynomials Lˆ(α)λ (X) of Hermitian matrix argument are given, according
to formula (7), by
Lˆ
(α)
λ (X) = cλ
det(L(α)λi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
(14)
where x1, . . . , xn are the eigenvalues of the matrix X.
The measure Mα(dX) = (detX)αe−trX∏i 1(0,∞)(xi) dm(X), corresponding to µα via
formula (3), is supported on the cone H+n of non-negative definite Hermitian matrices.
The polynomials Lˆ(α)λ form an orthogonal basis of L2Un(H
+
n ,Mα). We normalize them
by setting Lλ(0 ) = 1. The constant cλ may be determined using Proposition 3.4, for the
coefficients c(m)k =
(
m
k
)
(−1)k
(α+1)k . We compute
det
(
c
(λi+n−i)
n−j
)
1i,jn = det
((
λi + n − i
n − j
)
(−1)n−j
(α + 1)n−j
)
1i,jn
= det
(
(λi + n − i)!
(λi − i + j)!
)
1i,jn
n−1∏
j=0
(−1)j
(α + 1)j j ! .
Set ti = λi + n − i. Then
Rj (ti) := (λi + n − i)!
(λi − i + j)! =
ti !
(ti − n + j)! = ti (ti − 1) . . . (ti − n + j + 1)
when j < n. For j = n we have Rn = 1. Thus
det
(
(λi + n − i)!
(λi − i + j)!
)
1i,jn
= det(Rj (ti))1i,jn,
where the polynomials Rj have the degree n − j and are monic. Multilinearity proper-
ties of determinant imply that det(Rj (ti))1i,jn = det(tn−ji )1i,jn, so it is equal to the
Vandermonde determinant in ti ,
V (t1, . . . , tn) =
∏
1i<jn
(ti − tj ) =
∏
1i<jn
(λi − λj − i + j).
Thus we find
(n−1)n
2
∏n−1
j=0(α + 1)j j !∏cλ = (−1)
1i<jn(λi − λj − i + j)
.
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∏n−1
j=0(α + 1)j j ! =
∏
1i<jn(α + j − i)i, we can also write
cλ = (−1) (n−1)n2
∏
1i<jn
(α + j − i)i
λi − λj − i + j .
Formula (14) for generalized symmetric Laguerre polynomials, with cλ given by the last
equality, was announced in [14, Théorème 6], without proof.
Example 4.3. Jacobi polynomials.
For a > −1 and b > −1, the classical Jacobi polynomials P (a,b)m are orthogonal poly-
nomials on [−1,1] with respect to the measure νa,b(dx) = (1 − x)a(1 + x)b1[−1,1](x) dx.
We will consider a related family of Jacobi polynomials J (a,b)m (y) := P (a,b)m (1 − 2y). The
polynomials J (a,b)m (y) are orthogonal on [0,1], with respect to the measure µa,b(dx) =
ya(1 − y)b1[0,1](y) dy. If they are normalized by the condition J (a,b)m (0) = 1, then, using
[18, (4.21.2)], they have the monomial representation
J (a,b)m (y) =
m∑
k=0
(m + a + b + 1)k
(a + 1)k
(
m
k
)
(−y)k.
The Jacobi polynomials Jˆ (a,b)λ (X) of Hermitian matrix argument are given, according to
formula (7), by
Jˆ
(α)
λ (X) = cλ
det(J (a,b)λi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
(15)
where x1, . . . , xn are the eigenvalues of the matrix X.
The measure M(a,b)(dX) = (detX)a(det(I − X))b∏i 1[0,1](xi) dm(X) corresponding
to µa,b via formula (3), is concentrated on the intersection H+n ∩ B¯(0,1) of the cone
H+n with the unit ball B¯(0,1) in Hn. The polynomials Jˆ
(a,b)
λ form an orthogonal basis
of L2Un(H
+
n ∩ B¯(0,1),M(a,b)). We normalize them by setting J (a,b)λ (0 ) = 1. We apply
Proposition 3.4 in order to compute the constant cλ in (15). The coefficients c(m)k are equal
c
(m)
k = (m+a+b+1)k(a+1)k
(
m
k
)
(−1)k . We obtain
det
(
c
(λi+n−i)
n−j
)
1i,jn
= det
(
(λi + n − i + a + b + 1)n−j
(a + 1)n−j
(
λi + n − i
n − j
)
(−1)n−j
)
1i,jn
= det
(
(λi + n − i + a + b + 1)n−j (λi + n − i)!
(λi − i + j)!
)
1i,jn
×
n∏ (−1)n−j
.j=1 (a + 1)n−j (n − j)!
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D := det
(
(ti + A)n−j ti !
(ti − n + j)!
)
1i,jn
= det
(
n−j−1∏
m=0
(ti + A + m)(ti − m)
)
1i,jn
.
Taking ti = tj ,1  i, j  n, this determinant vanishes and therefore it is divisible by∏
1i<jn(ti − tj ). If we take ti = −tj − A,1 i, j  n, the determinant also vanishes,
so it is divisible by
∏
1i<jn(ti + tj + A). Thus
D =
[ ∏
1i<jn
(ti − tj )(ti + tj + A)
]
R(t1, . . . , tn),
where R is a polynomial. When we fix t2, . . . , tn and consider D as a polynomial of t1, we
see that it is monic and of degree 2n− 2. The same is true for ∏1i<jn(ti − tj )(ti + tj +
A). Thus the polynomial R does not depend on t1. Repeating this argument for all ti we
deduce that R = 1. Finally we get
cλ = (−1) (n−1)n2
∏
1i<jn
(α + j − i)i
(λi − λj − i + j)(λi + λj + 2n − i − j + a + b + 1) .
Formula (15) for generalized symmetric Jacobi polynomials, with cλ as in the last equality,
was given without proof in [13, Théorème 10].
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