Abstract-In this paper, we present a framework for studying folding problems from a motion-planning perspective. The version of the motion-planning problem we consider is that of determining a sequence of motions to transform some configuration of a foldable object (the start) into another configuration (the goal). Modeling foldable objects as tree-like multilink objects allows us to apply motion-planning techniques for articulated objects with many degrees of freedom (many links) to folding problems. An important feature of this approach is that it not only allows us to study foldability questions, such as, can one object be folded (or unfolded) into another object, but it also provides us with another tool for investigating the dynamic folding process itself. The framework proposed here has application to traditional motion-planning areas such as automation and animation, to paper-folding problems studied in computational geometry, and to computational biology problems such as protein folding. Preliminary experimental results with paper folding and the folding of small proteins (approximately 60 residues) are quite encouraging.
F
OLDING is a very common process in our lives, ranging from the macroscopic level (paper folding or gift wrapping) to the microscopic level (the motion of molecules, such as protein folding). In most instances, while one desires a particular final state to be reached (e.g., the package is wrapped or the protein's structure is obtained), the knowledge of the dynamic folding process used to reach a particular state is of interest as well. We believe motion planning has great potential to help us understand many folding-related processes. The motion-planning techniques we employ in this paper are known as probabilistic roadmap methods (PRMs) [33] . They have proven successful in providing efficient coverage of high-dimensional planning spaces. This enables them to provide high-quality motion plans for various problems.
The problem of folding (and unfolding) has been studied in several application domains. In manufacturing processes, products are often packed into cartons created by folding flat sheets of cardboard [43] . In computational geometry, there are various paper-folding problems [49] , such as, given gluing instructions for a polygon, constructing the unique convex polyhedron to which it folds (e.g., see Fig. 1 ). Here, we present a motion-planning approach to such folding problems, based on the PRM for motion planning developed in the robotics community. By designating only a starting configuration and a final fold, we are able to automatically produce folding sequences for paper-folding models, some of which are considered to be hard "narrow passage" problems in motion planning. Our work can be used to create tools for automation and to generate folding animations. Since our technique is probabilistic, it cannot be used to prove that no folding path exists, but it might be used as a tool by computational geometers to investigate the "bottlenecks" that prevent folding. Proteins are fundamental structures of all life forms. Each protein consists of a sequence of amino acid residues (see Fig. 2 ). Each amino acid in a protein is called a residue because it loses two hydrogen atoms and one oxygen atom during the formation of the peptide bond between two adjacent amino acids in the sequence. A protein, under certain physiological conditions, will spontaneously form a close-packed three-dimensional (3-D) structure, known as the native state (see Fig. 3 ), and the process is called protein folding. A protein's 3-D structure is normally referred to as the tertiary structure, which consists of some local structure components that are called secondary structures. Known secondary structures include alpha helices, beta strands, turns, and possibly loops. The protein-folding problem has multiple aspects. One is to predict the native state solely from a protein's amino acid sequence. (The amino acid sequence is known to encode all information necessary to determine to the native state structure [6] .) Another problem is to determine the folding sequences by which a protein reaches its native state. In this paper, our focus is on this second problem. The importance of understanding such folding pathways lies in the following aspects. First, it can offer some insight into how proteins fold and can help us understand what controls the folding process (mechanism). An improved understanding will assist structure prediction and the investigation of protein function. Second, there are some diseases such as bovine spongiform encephalopathy (Mad Cow disease), which are associated with the folding and misfolding of proteins [37] . In these cases, it is crucial to understand why the misfold occurs and what could prevent it. Third, it is difficult to capture folding processes experimentally, since they happen so quickly. Realistic simulation could enable the study of these processes and aspects such as intermediate states. In general, computational results can be used to augment experimentally obtained information to gain a better understanding of the folding process and to guide future experiments. Here, we show folding pathways found by our simulations and validate them with known results from hydrogen-exchange experiments [42] .
In this paper, we present a novel framework which can be applied to folding problems in both robotics and computational biology. In particular, our approach to all these folding problems is based on the successful PRMs [33] . While more complete protein-folding study results have been published in [5] , in this paper, we focus on the technique itself, stressing the feasibility of a general PRM framework for efficiently addressing folding problems from a variety of domains.
We have selected the PRM paradigm due to its proven success in exploring high-dimensional configuration spaces. The configuration space, or C-space, of a movable object is the space consisting of all possible positions and orientations of the object. A major strength of PRMs is that they are quite simple to apply, requiring only the ability to randomly generate points in C-space and then test them for feasibility. The protein-folding problems have a complication in that the way in which a protein folds depends on factors other than the purely geometrical constraints which govern the polygonal problems. Nevertheless, the PRM framework can incorporate these factors by replacing the collision detection feasibility test with a potential energy evaluation. Our preliminary experimental results with traditional paper crafts and the folding of small proteins with approximately 60 residues [modeled as systems with about 120 degrees of freedom (DOFs)] are quite promising. See Figs. 4 and 5 for some path snapshots.
We begin in Section II with an overview of related work on paper folding and protein folding. Next, in Section III, we describe some preliminaries, such as C-space and kinematics for folding objects, and potential energy computation in protein folding. In Section IV, we review probabilistic roadmap motion-planning methods and describe how they can be applied to foldable objects. Our results for paper folding and protein folding are presented in Section V. We conclude with some final remarks in Section VI.
II. RELATED WORK
In this section, we first survey work that links robotics with computational biology. We next present some related work on paper folding, packaging, carton folding, and metal bending, and then consider work on protein folding.
A. From Robotics to Molecular Modeling
A number of robotics researchers have studied problems in computational biology. The following review is by no means exhaustive.
Lozano-Perez and coworkers developed a machine learning program called Compass for drug design [31] and a packing algorithm for protein structures with ambiguous constraints [61] . In their survey paper [50] , Parsons and Canny described the similarity between geometric problems in molecular biology and robotics. Manocha and colleagues [45] , [46] modeled a mol- ecule as a serial chain and used inverse kinematics to solve for structures that had certain constraints, e.g., cyclic configurations. Chirikjian et al. [34] developed a method to simulate the transition of a protein from one conformation to another. Their approach was purely geometric and might not reflect true molecular motion. Donald used a physical geometric algorithm (PGA) approach to study secondary structure prediction and computer-aided drug design (see [10] for a review of their work). Kavraki's group recently used principle component analysis to study the global collective motion of proteins [60] . The first application of PRMs to computational biology was Latombe et al.'s application to the ligand binding problem [54] . This inspired our own work on this problem [12] . Latombe's group has also recently studied protein folding [7] , [8] . Their work differs from ours in several aspects. First, in terms of modeling, they treat the entire secondary structure (helices, strands, etc.) as basic rigid elements, which yields models with only a few DOFs (typically 5-10 DOFs). In contrast, our models, which have 2 DOFs for each amino acid, have hundreds of DOFs. Secondly, while our focus is on the detailed study of folding pathways, they have shown that the PRM approach is able to produce similar stochastic results to Monte Carlo simulation, but significantly faster. In summary, our work is the first to consider protein folding and the only to deal with high-DOF structures.
B. Packaging and Computational Geometry: Paper Folding
Products are frequently packaged into cartons at the end of an assembly process. Often, flat sheets of cardboard are folded into cartons. This task requires dexterous manipulation and is usually done by human operators. Lu and Akella [43] consider a carton-folding problem with fixtures and its application in packaging and assembly. There are also systems and designs that produce 3-D metal parts by bending blank sheets [23] , [27] . There is, therefore, a need for techniques to generate folding or bending sequences. For example, in [53] , a system is described to automatically generate bending sequences for sheet metal products.
Many problems related to the folding and unfolding of polyhedral objects have recently attracted the attention of the computational geometry community [49] . One class of problems concerns itself with the constructibility of certain polygonal or polyhedral structures. Several interesting algorithmic questions related to origami have attracted the attention of computational geometers, who have obtained some remarkable results. For example, [24] answers a long-standing open problem in origami design by showing that every polygon region (with holes) is the silhouette of some flat origami. They also show that every polyhedron can be "wrapped" by folding a strip of paper around it, which addresses a question arising in 3-D origami, e.g., [1] . There are a number of other interesting questions related to 3-D polyhedral objects. For instance, can every convex polytope's surface be unfolded to a nonoverlapping simple polygon by cutting along its edges [52] ? This problem has application in manufacturing parts from sheet metal [27] . Real applications are, in fact, more concerned with nonconvex polyhedra, where results are only known for some particular classes of polyhedra [15] . The inverse problem of folding a polygon into a particular polyhedron has also been studied, and results have been obtained for some special cases (see, e.g., [44] ).
Although the problems discussed above can be modeled as articulated objects, in most cases, origami problems cannot be modeled as trees. In particular, the incident faces surrounding a given face will form a cycle in the linkage structure. In terms of motion planning, these cycles, often called closed chains, impose additional constraints on the problem (see, e.g., [29] , [63] ). In this paper, we are interested in problems with tree-like linkage structures, i.e., objects whose linkage structures do not contain cycles. Although one might suspect this requirement significantly reduces the complexity, there are, in fact, some very difficult problems with this property. For example, it is still an open problem to determine whether a simple polygonal chain in the plane can be straightened in such a manner so that all intermediate configurations are simple (edges intersect only at vertices) [39] . However, it has recently been shown that not every tree-like linkage in the plane can be straightened (called "locking"), that is, there are some pairs of configurations of the linkage which cannot be connected if the links are not allowed to cross [14] . In three dimensions, it has recently been shown that there exist open (and closed) chains that can lock [14] , [18] , which is relevant to the protein-folding problem. Finally, in dimensions higher than three, it has recently been established that neither open nor closed chains can lock [19] .
The randomized motion-planning approach we advocate here is somewhat different in nature to the previous approaches used to study these problems in the computational geometry community. In particular, as the methods we employ are not complete (i.e., they are not guaranteed to find a solution if one exists), they cannot be used to definitively answer a particular foldability question. However, our methods might provide theorists with a valuable tool for understanding and isolating the difficulty (the bottleneck) of a particular folding problem, which might lead to insights needed to obtain further theoretical results.
C. Computational Biology: Protein Folding and Folding Pathways
Proteins are the building materials for all life forms. A protein's functions are strongly related to its 3-D structure which, in turn, is determined by the protein's amino acid sequence, the so-called primary structure of the protein. The spontaneous protein-folding processes are critical in the functioning of all life forms, which makes understanding the mechanism of protein folding one of the most important problems in biology.
The fact that a protein's 3-D structure is determined by its amino acid sequence was first demonstrated in Anfinsen's pioneering work [6] . Since then, many different approaches for predicting protein structure have been explored (see [57] for a review). A general, comprehensive answer is still unknown due to the intrinsic complexity of the problem. In folding simulations, several computational approaches have been applied to this exponential-time problem (see [51] and references therein), including energy minimization [41] , [59] , molecular dynamics simulation [40] , Monte Carlo methods [20] , [35] , and genetic algorithms [17] , [58] . Among these, molecular dynamics is most closely related to our approach. Much work has been carried out in this area [22] , [25] , [28] , [40] , which tries to simulate the dynamics of the folding process using the classical Newton's equations of motion. The forces applied are usually approximations computed using the first derivative of an empirical potential function. The advantage of using molecular dynamics is that it helps us understand how proteins fold in nature. It also provides a way to study the underlying folding mechanism, to investigate folding pathways, and can provide intermediate folding states. However, the simulations required for this approach are computationally very intensive. The simulation result also depends heavily on the start conformation and can easily result in local minima.
Despite the abundant work in this area, most of the proposed techniques have tremendous computational requirements because they attempt to simulate complex kinetics and thermodynamics. There is not much work explicitly focusing on determining the folding pathways to a known native fold. In this paper, we present an alternative approach that finds approximations to the folding pathways, while avoiding detailed simulations. Advantages of our PRM-based approach are that it efficiently covers a large portion of the planning space, and that it also provides an effective way to incorporate and study various initial conformations. Our initial results show that the strengths PRMs have shown for traditional motion-planning problems apply to the protein-folding process as well.
III. PRELIMINARIES

A. C-Spaces of Folding Objects
The paper polygon and the protein's amino acid sequence can both be modeled as multilink tree-like articulated robots, where fold positions (polygon edges or atomic bonds) correspond to joints, and areas that cannot fold (polygon faces or atoms) correspond to links. The fold positions of the paper polygon are modeled as revolute joints. For protein molecules, we adopt a common approach and treat the atomic bond lengths and bond angles as constants, and consider only the torsional angles of the main chain, which is known as the backbone (see Fig. 2 ). Therefore, our protein models consist of links connected in series by revolute joints.
The joint angle of a revolute joint takes on values in , with the angle equal to 0, which is naturally associated with a unit circle in the plane, denoted by . Therefore, a configuration of a tree-like articulated object can be specified by a vector of joint angles. That is, the configuration space of interest for our multilink objects for paper and protein folding can be expressed as (1) where there are copies of . For paper folding, is the number of folding joints of the tree-like paper model. For proteins, since we assign each amino acid two DOFs (i.e., the phi and psi torsional angles), , where is the number of amino acids. (The first and last rotational DOFs do not contribute.)
Note that simply denotes the set of all possible configurations, but says nothing about their feasibility. The validity of a point in will be determined by collision detection for the polygon models, and by potential energy computations for proteins.
One complication we deal with in our models is that the kinematics of our tree-like structures are more complex and arbitrary than the serial linkages generally dealt with in the robotics literature, where nice closed-form solutions can often be obtained. To address this issue, we decouple the specification of the link's reference frame from its joint specifications, which results in a more general formulation that can be applied to arbitrary tree-like linkages. Similar approaches for branching linkages were studied and applied to carton folding [5] , [43] , [56] and molecule modeling [5] , [56] , [64] .
To specify the connection between each pair of links, Denavit-Hartenberg (DH) notation is adopted [21] . The kinematics of each link (e.g., its position and orientation) can then be computed in a systematic way. In Craig [21] , formulas are given for calculating the kinematics for serial linkages (such as most industrial robots). However, these cannot be directly applied to our tree-like models, since each link can have multiple forward links. This is because each link's body frame (local reference frame) is determined by the locations of two adjacent joints, and the system cannot accommodate more joints using the convention in [21] . We solve this problem as follows [55] (see Fig. 6 ).
• For each link , we set a body frame , which is independent of any joint connections. Usually, we choose the center of mass as the origin of the body frame.
• For a joint that links body and , we use DH notation to define the transformation generated by this joint connection. To express this, we assign a DH frame to body and to , denoted by and , respectively, and then use DH parameters to specify the connection between and . (In general, the DH frames are different from the body frames.) • To get the transformation from to , we first do the transformation from to , then to , and finally to .
The advantage of this approach is that a link's body frame and its joint specifications are decoupled, which enables the independent representation of each link and the specification of the connection structure of the system. The approach is very general and easily applicable to any tree-like linked structure. A similar approach by Zhang and Kavraki was extensively studied in [64] .
B. Protein Structure Parameters
Using this model, the structure of a protein can be expressed as a sequence of phi/psi angle pairs with proper DH parameters. To get the DH parameters, we first extract a protein's native structure from the protein data bank (PDB), which provides coordinates for all atoms in the native state. From these coordinates, one can determine the bond lengths and bond angles, both assumed rigid in our model, since we know which pairs of atoms are supposed to bond together. We note that their lengths and angles may vary slightly from one residue to another, and from one protein to another. Once we have this bonded structure, we can easily deduce the DH parameters, as we do for a robot arm. The native state's phi/psi angles can be obtained in the same way. This way, we are able to generate realistic configurations, e.g., the native state structure in our model is identical to that in PDB.
C. Potential Energy Computations
As previously mentioned, there is one important difference between packaging or paper folding and molecular motion (protein folding). Instead of avoiding collision and having good clearance as is the norm in the robotics or automation world, molecules live under the influence of potential (or molecular interactions). As a result, proteins search for the most energetically feasible folding pathways when folding. In the abstract world of PRMs, this difference is hidden in the feasibility checking of the PRM nodes and edges.
The way in which the protein folds depends on the potential energy of the configurations (often called conformations). During the configuration generation stage, we reject all nodes whose potential energy is above some predetermined maximum value,
. The potential energy is also needed to simulate the protein-folding process, to discover the folding pathways, and to determine if a path is energetically feasible. For potential energy calculations, we start with (2) which is similar to the potential used in [40] . The first term represents constraints which favor the known secondary structure through main-chain hydrogen bonds and disulphide bonds. The parameter is set to 100 kJ/mol, and the distances are , and is the separation between a pair of atoms which form a hydrogen bond or a disulphide bond in the native state. The second term corresponds to the van der Waals interaction among the atoms. The parameters for the van der Waals interaction can be found in [5] , which encodes a strong preference for interactions between oxygen and hydrogen atoms. (For a more detailed description of our potential, see [5] .) In addition, hydrophobic interaction is also included. It helps to implicitly reflect the solvent effect through interactions among hydrophobic residues, even though solvent is not explicitly modeled. Briefly, we assign a hydrophobicity value of one to all hydrophobic amino acid residues, and zero to the others. When the side chains (modeled as spheres) of any two hydrophobic amino acids come within a distance of , the potential is decreased by . In our case, we set and kJ/mol. Its contribution is relatively small when the protein is in a denatured state. However, it becomes a relatively major component, as compared with other terms (e.g., hydrogen bonds), when the protein starts to pack into the final tertiary structure.
However, even for relatively small proteins (around 60 residues), there will be nearly 1000 atoms, and nonhydrogen atoms number in the hundreds. Therefore, performing all pairwise van der Waals potential calculations (the second summation) can be computationally intensive. To reduce this cost, we use a step function approximation of the van der Waals potential component. This is computed by considering only the contribution from the side chains and modeling each side chain with a fixed-size sphere (a further approximation). The side chain was chosen because it reflects the geometric configuration of a residue. By doing this, the computational cost is reduced by two orders of magnitude. Our results indicate that enough accuracy is retained to capture the main features of the interaction in the proteins we study.
IV. PRMS FOR FOLDABLE OBJECTS
As mentioned in Section I, our approach is based on the PRM approach to motion planning [33] . Briefly, PRMs work by sampling points randomly from C-space, and retaining those that satisfy certain feasibility requirements (e.g., they must correspond to collision-free configurations of the movable object). Then, these points are connected to form a graph, or roadmap, using some simple planning method to connect nearby points. During query processing, paths connecting the start and goal configurations are extracted from the roadmap using standard graph search techniques (see Fig. 7) .
A major strength of PRMs is that they are quite simple to apply, even for problems with high-dimensional configuration spaces, requiring only the ability to randomly generate points in C-space, and then test them for feasibility (the local connection can often be effected using multiple applications of the feasibility test).
The folding problems have a few notable differences from usual PRM applications. First, as our problems are not posed in an environment containing external obstacles, the only collision constraint we impose is that our configurations be self-collision free. For computational biology problems, our preference for low-energy conformations leads to an additional constraint on the feasible conformations. Second, in PRM applications, it is usually considered sufficient to find any feasible path connecting the start and goal. For our folding problems, however, we are interested not only in whether a path exists, but we are also interested in the quality of the path. For example, for the paper-folding problems, one is interested in a path which makes a minimal number of folds, and for protein folding, we are interested in low-energy paths.
A. Node Generation
As described in Section III-A, since all joints are revolute, a configuration can be generated by assigning each joint angle a value in its allowable range. Once all the joint angles are set, the object's 3-D structure is fully determined.
For paper folding, the configuration of each link is then calculated and self collision among the links is checked. The node is discarded if any collision occurs.
For the protein molecular model, after the joint angles are known, the coordinates of each atom in the system are calculated, and these are then used to determine the potential energy of the conformation, as described in Section III-C. The node is accepted and added to the roadmap based on its potential energy with the following probability:
This filtering helps us to generate more nodes in low-energy regions, which is desirable, since we are interested in finding the pathways that are energetically favorable (low energy). This is similar to the approach taken by Singh et al. for protein/ligand binding [54] . In our case, we set kJ/mol and kJ/mol. is set to discard high-energy nodes (configurations that have steric collisions), yet is still big enough for the extended configuration to be connected to the roadmap. Therefore, is chosen to be close to the energy of the extended configuration.
is chosen smaller than to avoid a sharp cutoff. For the proteins studied here, the criterion filtered out about 85% of the nodes.
For protein folding, due to the high dimensionality of the conformation space, simple uniform sampling would have to be very dense to cover the conformation space sufficiently to reliably characterize the important features of the potential energy landscape. We design a sampling strategy biased around the native fold with the goal of characterizing the potential landscape, leading to the native fold. In particular, we select a set of normal distributions around the native fold and sample from these distributions. The set of standard deviations (STDs) we use in the results presented here is . The small STDs capture the detail around the goal, while the larger STDs ensure adequate roadmap coverage of the conformation space.
Our simulation results presented in Section V show that this Gaussian sampling strategy is very useful. Another variant of the method targeting node generation for larger proteins (with more than 100 residues) can be found in [4] . In short, it iteratively uses newly generated nodes as seeds (in contrast to using only the native state) for the next round of node sampling. Similar biased sampling strategies have been applied successfully in robotics applications [3] , [16] , [29] , [30] , [32] , [38] , [62] , where oversampling in and near narrow passages in C-space is crucial for some problems. In recent work, Baker et al. [2] , [11] and Muñoz and Eaton [48] also use knowledge of the topology of the native state to predict the folding rates and mechanisms of some proteins.
B. Constructing the Roadmap
The second phase of the algorithm is roadmap connection. For each node, we first find its nearest neighbors among all the generated nodes (using Euclidean distance in C-space), for some small constant , and then try to connect it to them using some simple local planner. The value is chosen heuristically, e.g., we found gave us sufficient connectivity in the roadmap. For both the paper-folding and protein-folding models, each connection attempt performs feasibility checks for the intermediate configurations between the two corresponding nodes as determined by the chosen local planner (the number of such configurations is, e.g., the resolution used for collision detection, which may be set by the user). If there are still multiple connected components in the roadmap after this stage (which is generally the case, and, in fact, is sometimes unavoidable, see, e.g., [14] , [18] ), then other techniques can be applied to try to connect different connected components (see [3] for details).
When two nodes and are connected by the local planner, the corresponding edge is added to the roadmap. We associate a weight with each edge . For paper folding, the weight is simply , where is the number of intermediate configurations on the edge. For protein folding, the weight is computed by examining the sequence of conformations on the straight line in connecting and . For each pair of consecutive conformations and , the probability of moving from to depends on the difference between their potential energies .
This keeps the detailed balance between two adjacent states, and enables the weight of an edge to be computed, as shown in (5), by summing the logarithms of the probabilities for all pairs of consecutive conformations in the sequence (5) (Negatives of the logs are used, since each .) By assigning the weights in this manner, we can find the most energetically feasible path in our roadmap when performing queries.
A similar weight function, with different probabilities, was used in [54] .
C. Querying the Roadmap
The resulting roadmap can be used to find a feasible path between given start and goal configurations. Usually, attempts are made to connect the start and the goal configurations to the same connected component of the roadmap. If this succeeds, a path is returned, otherwise failure is reported. For our folding problems, it is convenient to actually connect the start and the goal into the roadmap, just as was done for the other roadmap nodes in the connection phase. Dijkstra's algorithm is then used to find the smallest weight path between the start and goal configurations. Another alternative for choosing the shortest path for paper folding is to select the path that minimizes the number of folds, i.e., which assigns a weight of one to each roadmap edge. For protein folding, if the potential of some intermediate node is too large (as compared with some predetermined maximum), a failure is reported, otherwise, the path is returned. Note that the path we thus find is almost certainly not the most energetically feasible path, but it is best one available in the roadmap, which is constructed to approximate the energy landscape. The accuracy of this approximation will improve as the size of the roadmap increases.
V. RESULTS AND DISCUSSION
We now describe results for paper folding and protein folding obtained using our PRM-based approach. In this paper, we can only show snapshots for the folding paths; movies can be found at http://parasol.tamu.edu/.
Our PRM software library provides many node generation strategies. For the paper-folding problems, we used the obstaclebased PRM (OBPRM) [3] , which generates nodes near constraint surfaces (C-obstacle surfaces). For protein folding, the results presented follow the basic PRM approach [33] , where sampling is biased toward the native state as described in the previous section. We used the RAPID [26] package for 3-D collision detection. The experiments were performed on a Pentium III 550 MHz PC.
A. Paper Folding
We study four paper-folding models: box (Fig. 4) ; polyhedron (Fig. 8) ; soccer ball (Fig. 9) ; and periscope (Fig. 10) . The periscope has 11 DOFs (11 joints), and the box has 12. However, for the box, the number of DOFs can be reduced to five using symmetry arguments. Both foldings are nontrivial, and, in fact, correspond to what are known as difficult narrow passage motion-planning problems [30] , in the region of the C-space where the polygonal flaps fold over each other. The polyhedron and soccer ball models are much easier, even though they have more DOFs, 25 and 31, respectively.
1) Paper-Folding Results: Some statistics regarding the roadmaps constructed for the paper-folding problems are shown in Table I . As can be seen, in all cases, the problems were solved in a few seconds with relatively small roadmaps using OBPRM. Snapshots of the folding paths found are shown in Figs. 4, 8, 9 , and 10 for the box, the polyhedron, the soccer ball, and the periscope, respectively.
B. Protein Folding
We present results for two small proteins. Protein GB1 (streptococcal protein G, immunoglobulin-binding domain B1) has 56 residues (112 DOFs) and consists of one alpha helix and one four-strand beta sheet. Protein A (Staphylococcus Aureus Protein A, immunoglobulin-binding B domain) has 60 residues (120 DOFs) and consists of three alpha helices. The PDB files used for the proteins were 1 GB1.pdb and 1 BDD.pdb, respectively, from the PDB [13] at http://www.rcsb.org/pdb/. Both structures have been determined by nuclear magnetic resonance (NMR) experiments.
1) Validating Protein-Folding Pathways:
For the protein-folding pathways found by our PRM framework to be useful, we must find some way to validate them with known results. Even though the folding pathways provided by PRMs cannot be explicitly associated with actual timesteps, they do provide us with a temporal ordering. Therefore, we could study the intermediate or transition states on the pathway, and the order in which they are obtained, or the formation order of secondary structures.
Folding intermediates have been an active research area over the last few years. It is thought that some, but not all, proteins go through intermediate states to reach the native conformation, see, e.g., [47] . Therefore, one possibility is to compare our folding pathways with experimental results known The formation order of secondary structures is related to a fundamental question in protein folding. Do secondary structures always form before the tertiary structure, or is tertiary structure formed in a one-stage transition? In this paper, we focus on validating our folding pathways by comparing the order in which the secondary structures form in our paths with partial results known for some small proteins that have been determined by pulse labeling and native state out-exchange experiments [42] .
2) Protein-Folding Results: Some statistics regarding the roadmaps constructed for the protein folding problems are shown in Table II . We provided the goal conformations (native state) beforehand, and then searched in the roadmap for the minimum weight path connecting the extended amino acid chain (the straight configuration with all phi/psi angles equal to 180) to the final 3-D structure. Note that we could choose conformations other than the extended chain as starting conformations, and analyze the folding paths from them to the native state, as well. A more rigorous analysis with this in mind was carried out in [5] . In this paper, we use only the extended conformation as the starting configuration. This is an approximation which is used mainly to demonstrate the feasibility of our framework in studying protein folding, and is reasonable only for very small proteins. More rigorous analysis (especially for larger proteins) should consider multiple starting conformations, as this is how proteins fold in nature. Furthermore, although there are many pathways between the extended conformation and the native structure, here we analyze only the minimum weight path, which is the energetically most feasible path in our roadmap, as determined by our weight function.
Snapshots of folding paths found by our planner for protein GB1 and protein A are shown in Figs. 5 and 11 , respectively.
Validation of Folding Pathways:
Protein GB1 has 56 residues (112 DOFs), and consists of a central alpha helix and a four-strand beta sheet formed by two hairpins. Experimental results [36] indicate that the alpha helix and the turn of the second hairpin form first and are protected during hydrogen-deuterium exchanges. This was consistent with the path found by our method. For example, from the snapshots shown in Fig. 5 , one can see that the alpha helix in the middle forms first.
Protein A has 60 residues (120 DOFs), and consists of three alpha helices. The pulse labeling results [9] show that the three alpha helices form at about the same time. Here again, as seen in the example path snapshots in Fig. 11 , our paths are consistent with these results.
In [5] , we analyze secondary structure formation order more formally and obtain similar results. In general, the formation order of the secondary structures on our paths agrees with known experimental results. Thus, while further investigation and tuning of the PRM technique for proteins is still needed, our preliminary findings show that this motion-planning approach is a potentially valuable tool. For example, it could be used to study the secondary structure formation order for proteins where this has not yet been determined experimentally.
Analyzing Folding Pathways: By analyzing the paths found, we may be able to gain some insight into the natural folding process. Toward this end, we analyzed the profiles of the potential energies of the intermediate conformations on the folding paths. This is shown for folding paths for proteins GB1 and A in Figs. 12(a) and (b) , respectively. We expect that as the number of nodes sampled increases (the sampling is denser), our roadmaps will contain better and better approximations of the natural folding path. Our results support this belief, and moreover, show that it should be possible to estimate how many nodes should be sampled. In particular, we can see in the plots that as the total number of roadmap nodes increases, the paths seem to improve in quality, and have fewer and smaller peaks in their profiles. Another interesting point is the similarity among the paths for all roadmap sizes. In particular, they all illustrate that there is a peak (or peaks) near the goal conformation. Some researchers believe such energy barriers around a native state contribute to stability of the fold. Also, the profiles clearly show that the peak(s) right before the final fold are contributed by the van der Waals interaction, which is consistent with the tight packing of atoms in the native fold. The similarity among these paths also implies that they may share some common conformations, or subpaths, and this knowledge could be used to bias our sampling around these regions, hopefully further improving the quality of the paths.
VI. CONCLUSION AND FUTURE WORK
In this paper, we present a framework for studying problems related to foldable objects in various applications from a motion-planning perspective. Our approach, which is based on the PRM motion-planning technique, was seen to produce interesting results for representative problems in paper folding and protein folding. One of the most important benefits of this approach is that it enables one to study the dynamic folding process itself. Unfortunately, it is difficult to appreciate this from path snapshots displayed in a paper (movies can be viewed at http://parasol.tamu.edu/). We believe that our results establish that this is a promising approach which deserves further investigation.
In terms of future work, it would be interesting to extend the current work on paper folding to include the motions of the actuating robots. As for protein folding, we are currently working on larger proteins (100-150 amino acids) and are integrating an all-atom potential (the most accurate potential computation available) into our code.
