









Facultad de Informática 
 





Simulador del procesador 





Francisco Alejandro Calvo Valdés 
José Félix Roldán Ramírez 
Alfonso San Miguel Sánchez 
Director de proyecto: 











Autorizamos  a  la  Universidad  Complutense  de  Madrid  a  utilizar  y/o  difundir  con  fines 



















Queremos  agradecer  de manera  especial  a  nuestro  profesor  José  Luis  Risco Martín  por  su 
apoyo y ayuda a lo largo del último año. Agradecer también a nuestros familiares y amigos por 
su comprensión y ayuda en todo momento. 
Queremos  también  agradecer  a  los  Doctores  Yu  Chen,  de  Hewlett  Packard,  Hessam  S. 











arquitectura  de  computadores.  El  procesador  MIPS  (del  inglés  Microprocessor  without 




del  procesador  basado  en  un  ciclo,  en  varios,  o  en  un  cauce  segmentado.  Los modelos  se 
construyen  de  acuerdo  a  una  especificación  formal  denominada  DEVS  (del  inglés  Discrete 
EVent  Systems  specification).  Para  ello  definimos  una  colección  elemental  de  modelos 
combinacionales y secuenciales, que se combinan para  formar el procesador  final. Gracias al 
uso de un compilador cruzado, se puede  importar código escrito en c y traducirlo a  lenguaje 
ensamblador.  El  simulador  recibe  como  entrada  este  código,  permitiendo  analizar  el 
comportamiento interno del procesador, el estado de los módulos y el valor de las señales de 




There  are  certain  concepts  about  processors,  like  implementation  details,  performance 
analisys,  energy  consumption  and  reliability which  are  fundamental  in  all  learning  courses 









simulator  receives  these  binaries  as  input  to  execute  programs,  allowing  us  to  check  and 
analyze  the  inner behaviour of  the processor,  the state of  the sequential and combinational 
models,  and  values  for  all  the Control Unit  signals  at  anytime  in  the  execution process.  To 
simplify this task, we have made a GUI (Graphic User Interface) which logs the results of every 















































































Según  unos  estudios  recientes  la  ciencia  de  la  simulación  puede  ser  considerada  como  un 
paradigma  complementario  a  la  ciencia  experimental  [8]  .  En  dicho  estudio  se  identifica  la 
simulación  como  parte  necesaria  para  la  conceptualización,  especificación  y  desarrollo  de 
sistemas complejos. Aparte de la investigación y el desarrollo, la simulación también juega un 
papel  importante en  la enseñanza. Por ejemplo en muchos departamentos en  facultades de 
Informática  o  diversas  ingenierías,  los  simuladores  son  usados  para  la  enseñanza  de  los 
fundamentos  de  las  arquitecturas  de  computadores.  Si  comparamos  la  simulación  con 
experimentos reales usando hardware, la simulación posee muchas más ventajas (facilidad de 
uso,  de  configuración  y  de  modificación)  además  de  tener  un  coste  mucho  menor.  Si 
consideramos también los métodos tradicionales de enseñanza y nos fijamos en los materiales 
que usan tales como esquemáticos, diagramas y descripciones de texto,  la simulación puede 
mejorar  considerablemente el  aprendizaje de  los estudiantes  así  como  servir de  ayuda  a  la 
labor  docente  del  profesor  debido  a  la  capacidad  del  sistema  para  la  visualización  de 
resultados. 
Cuando  usamos  la  simulación  como  un  medio  para  entender,  analizar  y  estudiar  el 
comportamiento de un  sistema, es  importante  tener un entorno de  simulación y modelado 
adecuado.  Con  este  entorno  la  estructura  y  el  comportamiento  del  sistema  puede  ser 
exactamente  formulado  como  un  conjunto  de  modelos  de  simulación,  pudiendo  ser 
posteriormente ejecutados y analizados sus resultados. Es de gran ayuda tener in entorno que 
implemente el marco de simulación y modelado y pueda soportar la especificación del modelo, 
la ejecución de  la simulación y  la  interacción con el usuario. Es  también conveniente para el 
entorno que soporte la descripción de modelos tanto de manera lógica como en tiempo real y 
permita a  los modelos ejecutarse en una o  varias máquinas. Con un entorno  como este  los 
modeladores  pueden  centrarse  en  crear  las  especificaciones  de  los  modelos  y  realizar 
experimentos  de  simulación  para  verificar  y  validar  el  modelo  sin  gastar  el  tiempo 
implementado rutinas de simulación. En el contexto de la educación, es extremadamente útil 
para  tal  ambiente  el  proveer  al  entorno  de  un  método  de  visualización  facilitando  el 
aprendizaje y entendimiento de las a veces complejas arquitecturas hardware. 
El  objetivo  principal  de  este  proyecto  es  desarrollar  un  simulador  de  un  procesador MIPS 













Nuestro  simulador  proporciona  modelos  para  el  monociclo,  multiciclo  y  el  procesador 
segmentado  descritos  en  profundidad  en  la  Sección  3.  Todos  estos  modelos  han  sido 
desarrollados  usando  DEVS  (Discrete  Events  System  Specification)  [1].  Han  sido  varios  los 
simuladores y trabajos anteriores realizados sobre arquitecturas de computadores. Algunos de 
ellos  han  sido  implementados  con  lenguajes  de  programación  convencionales  como  por 
ejemplo  el  simulador WinMIPS64  [9]    y    aunque  también  se  han  realizado  simuladores  de 
arquitecturas  en  DEVS,  como  por  ejemplo  el  ALFA‐1  del  procesador  ALFA  [10]  incluso 
simuladores MIPS en otros formalismos como VERILOG o VHDL. Sin embargo este proyecto ha 
sido  íntegramente  desarrollado  siguiendo  el  formalismo  DEVS.  Se  ha  escogido  como 




El  repertorio de  instrucciones MIPS  ISA es ampliamente usado en  la actualidad en  sistemas 




Debido  a  su  diseño  simple  ha  sido  usado  para  la  enseñanza  en  cursos  universitarios  de 
arquitectura de computadores. En la enseñanza de cursos de arquitectura de computadores se 
ha observado que muchos estudiantes tienen muchas dificultades para entender las diferentes 
implementaciones  de  los  procesadores  y  sus  diferentes  análisis.  Aunque  existen  muchos 



















D. Debe  tener  la  capacidad  de  poder  ser  usado  en  cualquier  plataforma 
independientemente del hardware sobre el  que se ejecute. 
Antes de comenzar con el diseño de nuestro simulador, primero examinamos las herramientas 
existentes  con el  fin de estudiarlas y analizarlas a  fondo  intentando ver  cosas que pudieran 
servirnos de  inspiración y  localizar  fallos que pudieran  tener a  fin de crear un proyecto más 
robusto y algo más completo que los simuladores existentes. 
Destacamos  a  continuación  en  una  pequeña  comparativa,  las  diferencias más  significativas 
entre nuestro simulador y otros de los simuladores MIPS más importantes de la actualidad. 
Simulador  A  B  C  D  Implementación 
WinMIPS64  N  S  N  N  C++ 
EduMIPS64  N  S  N  S  Java 
SimpleMIPSPipeline  N  N  N  N  HASE 
MiniMIPS  S  N  N  N  C 
WebMIPS  N  N  N  S  ASP, html 
ProcessorSim  N  N  S  S  Java, XML 
Proyecto  S  S  S  S  Java, XDEVS 
Figura 2. Tabla comparativa de los distintos simuladores. 
 Como puede observarse en  la  tabla de  la Figura 2 hemos  realizado una comparación de  los 
simuladores MIPS  de  la  actualidad. Hemos  indicado  si  cumplen  los  requisitos  especificados 
más arriba,  indicando S  (si) o N  (no)  si cumplen  las especificaciones. Además  resaltamos en 
cada una el lenguaje con el que se ha implementado. 
WinMIPS64  [11],  EduMIPS64  [12]  y  SimpleMIPSPipeline  [13]  son  simuladores  orientados  a 
procesadores pipeline, están centrados   en modelar  los aspectos más formales de  las etapas 
del pipeline, sin prestar atención a las demás versiones MIPS, monociclo y multiciclo. Nuestro 
simulador trata todas las versiones MIPS, desde la más básica monociclo, complicándola poco 
a  poco  haciéndola  más  compleja  hasta  llegar  al  modelo  segmentado.  EduMIPS64  es  una 
reedición  en  Java  de  WinMIPS64.  MiniMIPS    [14]  tiene  un  objetivo  similar  al  de  nuestro 
proyecto  aunque  el  modelado  de  sus  componentes  (unidad  de  control,  memoria,  ALU, 
multiplexores, etc.) están por encima del nivel de atracción hardware de RT level, como puede 
verse  en  la  Figura  1.  Una  de  las  características  de  nuestro  simulador  es  que  es  capaz  de 
abstraerse hasta ese nivel, cosa que ningún simulador hasta el momento había hecho. Además 
en  el  simulador MiniMIPS  algunos  de  sus  atributos  tales  como  el  retardo  (necesario  para 
analizar  el  rendimiento)  no  pueden  ser modificados,  no  posee  ninguna  animación  para  ver 




cambiando  durante  la  ejecución.  En  cuanto  al  estudio  del  rendimiento  proporciona  un 
contador  de  ciclos.  Por  último  el  simulador  ProcessorSim  [16]  puede  ser  configurado  para 
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que  pretende  servir  de  base  para  la  enseñanza  de  asignaturas  de  arquitecturas  de 
computadores. 
El simulador pretende ayudar al estudiante a comprender mejor el uso y  funcionamiento de 
las  rutas de datos más  importantes: monociclo, multiciclo y  segmentada. Pretende  también 
mediantes  las  herramientas  visuales  servir  de  apoyo  al  estudio  y  el  entendimiento  del 
procesador MIPS, uno de  los más usados en el ámbito académico hoy en día. Muchos de  los 
























Para probar el  simulador ha de disponerse de un  código  fuente escrito en  lenguaje C,  cuyo 
código sea correcto y no presente errores  léxicos ni sintácticos. A continuación se  introduce 
este  código en el  compilador  cruzado que hemos usado para  la  realización del proyecto, el 
compilador Cygwin, que puede verse con más detalle en el Apéndice I. El compilador cruzado 
genera  archivos  binarios  a  partir  del  código  fuente  en  C  y  los  transforma  a  lenguaje 




el  código a  formato ensamblador ya está preparado para entrar en el  simulador. El archivo 
binario  se  ejecuta  sobre  la  plataforma MIPS  deseada  (monociclo, multiciclo  o  segmentada) 
dentro del simulador DEVS. Como puede observarse en la Figura 3 dentro del simulador existe 




desarrollados.  Una  vez  que  el  archivo  binario  ha  corrido  dentro  de  la  plataforma,  se  han 
desarrollado  dos  módulos  para  analizar  y  estudiar  la  situación  de  los  resultados  de  la 
simulación.  Por  una  parte  existe  un  módulo  que  permite  una  visualización  gráfica  de  los 
resultados obtenidos,  siendo de gran utilidad para el estudiante en  su  labor de aprendizaje 
poder  ver  los  resultados  de manera  interactiva.  Existe  además  un módulo  que  analiza  los 
resultados de  la simulación proporcionando estadísticas de  la ejecución del procesador  tales 
como CPI, numero de ciclos, tipos de instrucciones ejecutadas, etc. 
El conjunto de los módulos que forman el simulador constituye un gran avance, debido a que 
proporciona  una  visión  académica  y  educativa desde  un punto de  vista no  abordado hasta 










Como  se  ha  descrito  en  secciones  previas  de  esta  memoria,  el  propósito  del  modelo 
desarrollado  está  fundamentalmente  orientado  a  su  uso  en  la  Universidad,  en  cursos 
relacionados con arquitectura de computadores. Es por ello que no se ha implementado todo 
el repertorio de  instrucciones del MIPS32, sino  las más relevantes de  la unidad entera. Existe 
abundante documentación en la literatura referente a este procesador. Cabe destacar el libro 
de  Patterson‐Hennessy  [4],  que  es  sin  duda  referencia  obligada  en  todos  los  cursos  de 









El presente capítulo describe y amplía de  forma  fundamentalmente  teórica  la  ruta de datos 
utilizada en estas asignaturas (y prácticamente idéntica a la documentada en [4]). Esta ruta de 
datos  contiene  básicamente  cinco  instrucciones:  add,  sub,  beq,  lw  y  sw.  En  este  proyecto 
incorporamos  las  instrucciones  and,  or,  slt,  addiu,  slti,  j  y  jr,  además  del  soporte  a  las 





Estos procesadores  fueron  ideados por  John  L. Hennessy  y  su  equipo  en  la universidad  de 
Stanford  en  1981.  La  idea  que  utilizaron  para  llevar  a  cabo  el  diseño  del  procesador  era 
mejorar  drásticamente  el  rendimiento  del  procesador  empleando  segmentación,  que  por 
aquella época era una técnica muy conocida pero muy difícil de implementar. Otra de las cosas 




de una  instrucción  tenían que  tardar un único  ciclo en  completarse. Esto hacia mucho más 
largas  algunas  operaciones  como  la  multiplicación  y  la  división,  y  desechaba  muchas 
instrucciones útiles, pero en conjunto resultaba una mejora cuantiosa en el rendimiento. 
Debido a estas  ideas tan  lejos de  la concepción de  los procesadores hasta el momento hubo 
bastante  polémica  alrededor  de  este  procesador,  y  muchos  especialistas  tacharon  este 




En  la  actualidad  estos  procesadores  se  emplean  a menudo  para  la  fabricación  se  sistemas 
empotrados,  en dispositivos para Windows CE, en  routers CISCO, en  videoconsolas, etc. Ha 
pasado  por  muchas  revisiones  que  han  aumentado  su  rendimiento:(tamaño  de  memoria, 











El  objetivo  de  diseñar  máquinas  con  esta  arquitectura  es  posibilitar  la ejecución  y  el 
paralelismo en la ejecución de instrucciones y reducir los accesos a memoria para aumentar 
el rendimiento y la velocidad de ejecución. Las máquinas RISC protagonizan la tendencia actual 
de  construcción  de microprocesadores.  PowerPC, DEC  y Alpha  son  ejemplos  de  algunos  de 
ellos. 
Además, debido al  repertorio  simple y  claro de  instrucciones, el MIPS  se emplea a menudo 
como medio a  través del cual enseñar Arquitectura de computadores en escuelas  técnicas y 
universidades. De  hecho,  uno  de  los  fines  de  este  proyecto  de  Sistemas  Informáticos  es  la 














instrucciones  aritméticas,  que  como  su  propio  nombre  indica,  se  encargan  de  realizar 
operaciones  aritméticas,  (2)  instrucciones  con  referencia  a  memoria,  que  sirven  para 
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almacenar datos en memoria o extraer datos de  la misma, y  (3)  instrucciones de  salto, que 
sirven para realizar bifurcaciones en el programa. 













La Figura 5  ilustra el mapa de  los códigos de operación de  las  instrucciones al completo del 
MIPS32,  tomado del  libro Patterson‐Hennesy, del Apéndice A. En este apéndice  se  recogen 
todas y cada una de las instrucciones que el MIPS puede ejecutar. 
Los  valores  de  cada  campo  en  la  figura  se muestran  a  su  izquierda.  La  primera  columna 
muestra los valores en base 10 y la segunda en base 16 para el campo op de la instrucción ( bit 













Vamos a plantear un ejemplo  simple de programa MIPS. Partiremos de un  código en  c que 
calcula la sucesión de fibonacci, hasta el término 32, sumando de forma iterativa. 
Versión en C 
int main() { 
 int f0, f1, f2, i; 
 f0 = 0; 
 f1 = 1; 
 f2 = 0; 
 i = 0; 
 for(i=0; i<32; i++) { 
  f2 = f1 + f0; 
  f0 = f1; 
  f1 = f2; 
 } 
 return 0; 
} 
 
Tras  compilar el  código anterior, obtenemos a  través del  compilador  cruzado gcc el archivo 
binario del procesador MIPS. En la versión MIPS, también aparecen las direcciones de memoria 
de cada instrucción en hexadecimal. 
Archivo binario generado para la arquitectura MIPS32 
00000000 <main>: 
 
   0:  27bdffe8  addiu  sp,sp,-24 
   4:  afbe0010  sw  s8,16(sp) 
   8:  03a0f021  move  s8,sp 
   c:  afc00000  sw  zero,0(s8) 
  10:  24020001  li  v0,1 
  14:  afc20004  sw  v0,4(s8) 
  18:  afc00008  sw  zero,8(s8) 
  1c:  afc0000c  sw  zero,12(s8) 
  20:  afc0000c  sw  zero,12(s8) 
  24:  8fc2000c  lw  v0,12(s8) 
  28:  28420020  slti  v0,v0,32 
  2c:  1040000d  beqz  v0,64 <main+0x64> 
  30:  00000000  nop 
  34:  8fc30004  lw  v1,4(s8) 
  38:  8fc20000  lw  v0,0(s8) 
  3c:  00621021  addu  v0,v1,v0 
  40:  afc20008  sw  v0,8(s8) 
  44:  8fc20004  lw  v0,4(s8) 
  48:  afc20000  sw  v0,0(s8) 
  4c:  8fc20008  lw  v0,8(s8) 
  50:  afc20004  sw  v0,4(s8) 
  54:  8fc2000c  lw  v0,12(s8) 
  58:  24420001  addiu  v0,v0,1 
  5c:  08000009  j  24 <main+0x24> 
  60:  afc2000c  sw  v0,12(s8) 
  64:  00001021  move  v0,zero 
  68:  03c0e821  move  sp,s8 
20 
 
  6c:  8fbe0010  lw  s8,16(sp) 
  70:  03e00008  jr  ra 




ejecuta  el  programa.  Sirven  para  mantener  compatibilidad  entre  distintas  familias  de 
procesadores,  y  surgen  debido  al  limitado  conjunto  de  instrucciones  que  presenta  un 
procesador tipo RISC. 
Hay otras instrucciones especiales, como nop (del inglés no operation), traducida a sll $0,$0,0, 
break  para  romper  la  secuencia  normal  de  ejecución,  y  syscall,  para  llamadas  al  sistema 
operativo. 
3.5. Procesador monociclo 
El  procesador  monociclo  presenta  tiempos  de  ciclo  largos  para  la  ejecución  de  las 
instrucciones. Para el correcto funcionamiento de la ruta de datos, el tiempo de ciclo debe ser 
igual  o  mayor  al  camino  crítico  que  recorran  las  instrucciones  a  través  del  circuito 
combinacional,  de  lo  contrario  obtendríamos  resultados  inesperados  debido  a  salidas  y 
entradas incorrectas en los módulos.  








La  idea  fundamental en que  se  sustenta  la  ruta de datos monociclo es  la existencia de dos 
“barreras” secuenciales entre  las cuales se ejecuta  toda  la carga de  trabajo combinacional y 
que  constituyen un  ciclo( y por ende, una  instrucción  ),  como  ilustra  la Figura 6.  Los únicos 





de  las  señales,  siempre  controlados  por  las  señales  que  produce  la Unidad  de  Control  que 







Al  diseñar  el  procesador,  hay  que  tener  en  cuenta  parámetros  de  temporización  muy 
específicos. Estos parámetros son a grandes rasgos los siguientes: 
Tciclo  :  es  el  tiempo  en  el  que  se  ejecuta  una  instrucción  completa.  Para  permitir  que  se 
realicen  todos  los cálculos de  forma correcta hay que analizar  los  retardos de  la  instrucción 
más  lenta  en  su  ejecución,  en  concreto  del  camino  que  tienen  que  recorrer  las  señales 
combinacionales de mayor retardo posible (camino con línea de putos en la Figura 6). 
Setup: Tiempo que debe  transcurrir  tras antes del  flanco de  reloj en el cual  la entrada a un 
registro debe permanecer estable para evitar introducir valores incorrectos. 

























0x23 : 6 rs : 5 rt : 5 inmed : 16 
 
sw rt, inmed(rs) :  MEM(BR[rs] + SignExt( inmed ) )← Br[rt]  









      PC ← PC + 4 





      PC ← PC + 4 





La  instrucción  and  realiza el AND  lógico del  contenido de dos  registros  y  lo  guarda en otro 
registro destino. 
BR[rd] ← BR[rs] and BR[rt] 
      PC ← PC + 4 
0 : 6 rs:5 rt : 5 rd : 5 0:5 0x24: 6 
 
or rd, rs, rt    
La  instrucción  and  realiza el AND  lógico del  contenido de dos  registros  y  lo  guarda en otro 
registro destino. 
      BR[rd] ← BR[rs] or BR[rt] 
      PC ← PC + 4 




La  instrucción beq  realiza un  salto  a  la dirección de memoria de 32 bits  en  caso de que  el 
contenido de rs  y rt sean iguales. 
si ( BR[rs] = BR[rt] ) entonces ( PC ← PC + 4 + 4∙SignExt( inmed ) ) 
      en otro caso PC ← PC + 4 
4 : 6 rs:5 rt : 5 rd : 5 Inmed : 16 
   
j inmed 
La  instrucción  j  introduce  en  el  contador  de  programa  una  dirección  especificada  por  el 
operando inmediato. 
j PC 4xINSTR[25‐0] 
2 : 6 Inmed:26 
 
jr rs 





0 : 6 rs:5 0 : 16 8 : 6 
 
addiu rs,rt,inmed 
La  instrucción  addiu  realiza  la  suma  entre  el  contenido  de  un  registro  y  el  inmediato  y  lo 
introduce en otro registro. 
addiu BR[rt]BR[rs] + SignExt(inmed) 












      en otro caso ( BR[rd] ← 0 ) ) 
      PC ← PC+4 




Lw  0x23 : 6  rs : 5 rt : 5 inmed : 16
Sw  0x28 : 6  rs : 5 rt : 5 inmed : 16
Add  0 : 6  rs:5 rt : 5 rd : 5 0:5 0x20:6
Addiu  9 : 6  rs:5 rt : 5 rd : 5 inmed : 16
Sub  0 : 6  rs:5 rt : 5 rd : 5 0:5 0x22:6
And  0 : 6  rs:5 rt : 5 rd : 5 0:5 0x24:6
Or  0:6  rs : 5 rt : 5 rd : 5 0:5 0x25:6
beq  4:6  rs : 5 rt : 5 rd : 5 inmed : 16
j  2:6  inmed:26
jr  0:6  rs : 5 0:16 8:6
slt  0:6  rs : 5 rt : 5 rd : 5 Inmed:16
25 
 





en  función  del  tipo  de  instrucción  se  realiza  una  de  las  anteriores  operaciones.  Cuando  la 
instrucción ha finalizado su ejecución, el ciclo vuelve a comenzar. 
Componentes de la ruta de datos monociclo 

























 1  puerto  de  reloj  (sólo  determinante  durante  las  operaciones  de  escritura,  las  de 
lectura son combinacionales) 
La  memoria  (Figura  9)  debe  tener  un  comportamiento  idealizado.  Para  ello  debe  estar 
integrada dentro de la CPU, y debe contar con las siguientes características: Direccionable por 
bytes  y  capaz  de  ofrecer    y  aceptar  4  bytes/acceso.  Se  supondrá  que  se  comporta 
temporalmente como el banco de registros (síncronamente) y que tiene un tiempo de acceso 
















instrucciones  y  datos  separadas  y  habrá  que  añadir multiplexores  cuando  un  valor  pueda 
provenir de varias fuentes. 
Temporización monociclo: ejemplo 








 El    Clk‐to‐Q,  como  ya  hemos  comentado  anteriormente,  representa  el  tiempo  que 
tarda en conseguir el valor correcto a  la salida de un biestable tras el flanco de reloj. 























En  la  Figura  11  tenemos  la  ruta  de  datos  implementada  en  este  trabajo  al  completo, 




Para controlar  las  señales  combinacionales que gobiernan esta  ruta de datos necesitaremos 
una  unidad  de  control  que,  según  el  tipo  de  instrucción  codifique  sus  señales  de  control 
correspondientes y las propague a los elementos combinacionales.  
Así  pues,  las  principales  tareas  de  nuestro  controlador  serán:  Por  un  lado,  seleccionar  las 

































































































La tabla  inferior representa  las transferencias que se realizan entre  los módulos de  la ruta de 
datos. La parte de la instrucción en negrita representa las transferencias propiamente dichas y 
el resto los valores que toman las señales del controlador. 
Instrucción de carga (lw) 
BR[rt]  MEM[BR[rs] + SignExt(inmed)], PC  PC+4 
RegDest0, RegWrite1, ALUCtr010, PCSrc0, MemWrite0, MemRead1, MemtoReg1 
Instrucción de almacenaje(sw) 
Memoria( rs + SignExt( inmed ) )  rs, PC  PC + 4 
RegDest X, RegWrite  0, ALUsrc  1, ALUctr  010, PCSrc  0, MemWrite  1, MemRead  
0, MemtoReg  X  
Instrucción add 
rd  rs + rt, PC  PC + 4 
RegDest  1, RegWrite  1, ALUsrc  0, ALUctr  010, PCSrc  0, MemWrite  0, MemRead  
0, MemtoReg  0  
Instrucción sub 
rd  rs - rt, PC  PC + 4 
RegDest  1, RegWrite  1, ALUsrc  0, ALUctr  110, PCSrc  0, MemWrite  0, MemRead  
0, MemtoReg  0  
Instrucción and  
rd  rs and rt, PC  PC + 4 
RegDest  1, RegWrite  1, ALUsrc  0, ALUctr  000, PCSrc  0, MemWrite  0, MemRead  
0, MemtoReg  0  
Instrucción or 
rd  rs or rt, PC  PC + 4 
RegDest  1, RegWrite  1, ALUsrc  0, ALUctr  001, PCSrc  0, MemWrite  0, MemRead  
0, MemtoReg  0 
Instrucción de salto condicional (beq) 
si ( rs = rt ) entonces ( PC  PC + 4 + 4·SignExp( inmed ) ) en otro caso PC  PC + 4 
RegDest X, RegWrite  0, ALUsrc  0, ALUctr  110, PCSrc  Zero, MemWrite  0, MemRead 
 0, MemtoReg  X  
Instrucción addiu 
BR[rt]BR[rs] + SignExt(inmed) 
RegDest  1, RegWrite  1, ALUsrc  1, ALUctr  010, PCSrc  0, MemWrite  0, MemRead  
0, MemtoReg  0 
Instrucción j 
PC 4xINSTR[25-0] 
RegDest  x, RegWrite x, ALUsrc x, ALUctr  x, PCSrc  2, MemWrite  0, MemRead  0, 
MemtoReg  0 
Instrucción slti 
si BR[rs]<SignExt(inmed) BR[rt]=1, sino BR[rt] = 0 
RegDest  1, RegWrite  1, ALUsrc  1, ALUctr  110, PCSrc  0, MemWrite  0, MemRead  
0, MemtoReg  LessThan 
Instrucción slt 
 Si BR[rs] <  [BR]rt  ( BR[rd] ← 1 ) , sino ( BR[rd] ← 0 ) , PC ← PC+4 
RegDest  1, RegWrite  1, ALUsrc  0, ALUctr  001, PCSrc  0, MemWrite  0, MemRead  
0, MemtoReg  0 
  
En  esta  versión  del  procesador,  como  podemos  ver,  hay  pocas  señales  de  control  y  la 
realización  de  la  unidad  de  control  resulta  relativamente  simple.  Por  el  contrario,  en  las 











La  Figura  12  representa,  de  forma  más  desgranada  que  la  Figura  10,  ya  comentada,  un 
diagrama con la temporización y los retardos que aparecen en la instrucción load, así como las 
señales de la ruta de datos monociclo. 
Esta  Figura  incluye,  además  de  los  retardos  ya  comentados,  la  propagación  de  los  datos  a 
través  de  los  cables  y  el  momento  en  el  que  éstos  llegan.  Vamos  a  pasar  a  describirlas 
brevemente: 















únicamente  deberíamos  adaptar  la  ruta  para  añadir  las  nuevas  funcionalidades  que 
necesitemos, y modificar la unidad de control convenientemente. 
Sin  embargo,  la  ruta  de  datos  monociclo  presenta  algunas  deficiencias.  La  más  relevante 
consiste en que el periodo de  reloj se debe adaptar a  la  instrucción más  lenta. La Figura 13 
ilustra el problema. Muchas  instrucciones  se podrían ejecutar en un  tiempo menor al de  la 







Para  la  implementación multiciclo, vamos a emplear el mismo conjunto de  instrucciones que 
en  el  monociclo.  Esta  implementación  pretende  mejorar  algunos  de  los  aspectos 
característicos de  la anterior ruta de datos y así aumentar el rendimiento. En primer  lugar el 
reloj  debe  tener  igual  periodo  que  la  instrucción más  lenta.  Por  un  lado,  dado  que  dicho 
periodo es fijo, en  las  instrucciones rápidas se desperdicia tiempo. Por el otro, en repertorios 
reales,  existen  instrucciones  muy  largas:  aritmética  en  punto  flotante,  modos  de 
direccionamiento  complejos, etc. En  segundo  lugar no  se puede  reusar hardware. Si en una 
instrucción  se  necesitara  hacer  4  sumas  (resolver  los  3 modos  de  direccionamiento  de  los 
operandos y sumarlos) se necesitarían 4 sumadores. 
La  solución  que  se  propone  a  estos  problemas  es  la  siguiente:  dividir  la  ejecución  de  la 
instrucción en varios ciclos más pequeños. De esta manera cada  instrucción usará el número 
de  ciclos que necesite, en este  caso variable por  tipo de  instrucción.  Igualmente, un mismo 



















En  el  procesador  multiciclo  las  instrucciones  se  dividen  en  cinco  fases:  búsqueda, 

















instrucciones  de  carga  o  almacenaje,  para  por  último  acabar  con  la  fase  de  ejecución  que 
termina el proceso. 
Ruta de datos multiciclo 
A continuación  la Figura 15  ilustra  la ruta de datos multiciclo al completo. Esta ruta de datos 





































































































































Transferencias entre registros “lógicas” 
 BR( rt )  Memoria( BR( rs ) + SignExt( inmed ) ), PC  PC + 4 
Transferencias entre registros “físicas” 
 1. IR  Memoria( PC ), PC  PC + 4 
 2. A  BR( rs ) 
 3. ALUout  A + SignExt( inmed ) 
 4. MDR  Memoria( ALUout ) 
 5. BR( rt )  MDR 
 
Instrucción sw 
Transferencias entre registros “lógicas” 
 Memoria( BR( rs ) + SignExt( inmed ) )  BR( rt ), PC  PC + 4 
Transferencias entre registros “físicas” 
 1. IR  Memoria( PC ), PC  PC + 4 
 2. A  BR( rs ), B  BR( rt ) 
 3. ALUout  A + SignExt( inmed ) 
 4. Memoria( ALUout )  B 
 
Instrucción aritmética ( tipo r ) 
Transferencias entre registros “lógicas” 
 BR( rd )  BR( rs ) funct BR( rt ), PC  PC + 4 
Transferencias entre registros “físicas” 
 1. IR  Memoria( PC ), PC  PC + 4  
 2. A  BR( rs ), B  BR( rt ) 
 3. ALUout  A funct B 
 4. BR( rd )  ALUout  
 
Instrucción beq 
Transferencias entre registros “lógicas” 
 si ( BR( rs ) = BR( rt ) ) 
  entonces PC  PC + 4 + 4·SignExt( inmed ) 
  sino PC  PC + 4 
Transferencias entre registros “físicas” 
 1. IR  Memoria( PC ), PC  PC + 4 
 2. A  BR( rs ), B  BR( rt ),  
 3. A - B 
4. si Zero entonces  PC   PC + 4·SignExt( inmed ) 
 
Instrucción j 
Transferencias entre registros lógicas: 
1. PC  4 x SignExt(inmed) 
Transferencias entre registros “físicas”: 
1. IRMEM[PC] 
2. PC  4 x IR[25-0] 
 
Instrucción jr 
Transferencias entre registros lógicas: 
1. PC  BR[rs] 
35 
 
Transferencias entre registros “físicas”: 
1. IRMEM[PC] 
2. A  BR[rs] 
3. PC  A 
 
Instrucción slti 
Transferencias entre registros lógicas: 
1. si BR[rs]<SignExt(inmed) BR[rt]=1, sino BR[rt] = 0 
Transferencias entre registros “físicas”: 
1. IR  Memoria( PC ), PC  PC + 4 
2. A  BR( rs ), B  BR( rt ) 
3. ALUout  A - SignExt(inmed) 
4. si ALUout < 0 entonces BR[rt]=1, sino BR[rt] = 0 
 
Instrucción slt 
Transferencias entre registros lógicas: 
1. si BR[rs]<SignExt(inmed) BR[rt]=1, sino BR[rt] = 0 
Transferencias entre registros “físicas”: 
1. IR  Memoria( PC ), PC  PC + 4 
2. A  BR( rs ), B  BR( rt ) 
3. ALUout  A - B 
4. si ALUout < 0 entonces BR[rt]=1, sino BR[rt] = 0 
 
Instrucción addiu 
Transferencias entre registros “lógicas” 
 1.BR( rd )  BR( rs ) funct SignExt(inmed), PC  PC + 4 
Transferencias entre registros “físicas” 
 1. IR  Memoria( PC ), PC  PC + 4  
 2. A  BR( rs ), B  BR( rt ) 
 3. ALUout  A funct SignExt(inmed) 




Como  podemos  apreciar,  los  estados  0  y  1  son  similares  (o  iguales)  en  casi  todas  las 
instrucciones.  Para  simplificar  la máquina  de  estados,  hacemos  coincidir  estos  estados  en 







hemos  incluido  todas  las  nuevas  instrucciones(  como  por  ejemplo  slti  )  que  hemos 
implementado. Hemos numerado cada estado con un número que emplearemos para realizar 
la codificación necesaria para la elaboración de la tabla de verdad del controlador. 
Sobre  las  líneas  que  unen  unos  estados  con  otros  aparecen  anotaciones  como  el  tipo  de 
instrucción determinado por sus campos o  los resultados de comparaciones, que determinan 
el camino que toma la ejecución en la máquina de estados. 
Dentro de  cada estado aparecen  las  transferencias que en éste  se  realizan,  cada una en un 
ciclo. 
Como podemos observar,  los estados 0 y 1 son comunes a todos  los tipos de  instrucción, y a 
partir de ahí según el tipo de operación que se vaya a realizar toma un camino u otro. 
 
El  CPI  de  una  instrucción  determinada  se  define  como  el  número  de  ciclos  de  reloj  que 
transcurren para  la ejecución de una  instrucción. Es una medida que se emplea, además del 

















































CPI de las instrucciones: 
Tipo-R 4 
Instrucción lw 5 
Instrucción sw 4 
Instrucción beq(salta) 3 
Instrucción beq(no salta) 4 
Instrucción slt 4 
Instrucción slti 4 
Instrucción j 3 





La  Figura  17  representa  la  tabla  de  verdad  completa  empleada  para  la  realización  del 
controlador empleando una máquina de Moore. Como podemos observar, para cada estado 
tenemos  como  salidas  las  señales    que  gobiernan  los  módulos  combinacionales  o  las 
escrituras/lecturas de registros y memoria.  
































































































0000 XXXXXX X 0001 1 1   0 01 00 (add)  0 1 0     0
0001 100011 (lw) X 0010 
0 0 1 1      0 0     0
0001 101011 (sw)  X 0101 
0001 000000 (tipo-R) X 0111 
0001 000100 (beq) X 1001 
0010 XXXXXX X 0011 0 0   1 10 00 (add) 1  0 0     0
0011 XXXXXX X 0100 0 0       0 1 1  1   0
0100 XXXXXX X 0000 0 0       0 0   1 0 1
0101 XXXXXX X 0110 0 0  0  1 10 00 (add) 1  0 0     0
0110 XXXXXX X 0000 0 0       1 0 1     0
0111 XXXXXX X 1000 0 0   1 00 10 (funct) 1  0 0     0
1000 XXXXXX X 0000 0 0       0 0   0 1 1
1001 XXXXXX 0 0000 
0 0   1 00 01 (sub)  0 0     0
1001 XXXXXX 1 1010 














memoria  que  entra  por  el  puerto  ADDR  de  la  Memoria.  Para  realizar  estas  acciones,  es 

























En  el  cuarto  ciclo  de  ejecución  se  lee  el  contenido  del  registro ALUo  y  se  introduce  por  el 







Por último,  como  refleja  la Figura 22, en el quinto  ciclo de  reloj extraemos el  contenido de 
MDR  y  guardamos  en  el  Banco  de  registros,  en  el  registro  destino,  el  valor  extraído  de  la 
memoria.  Para  efectuar  esta  acción  necesitamos  seleccionar  la  entrada  1  del  multiplexor 
MemToReg y activar la señal RegWrite. 
Con esto  termina  la ejecución de  la  instrucción  load, y el valor pedido de  la memoria queda 
guardado en el registro destino. 
Ejemplo: Comparación Multiciclo/Monociclo con un programa sencillo  
En  este  ejemplo  vamos  a  comparar  la  ejecución  de  un  programa  MIPS  sencillo,  con 
instrucciones  variadas, para  comparar  la  cantidad de  ciclos  empleados  y  el  tiempo  total de 
ejecución en sus versiones monociclo y multiciclo. 
Empleando un estudio de  la  frecuencia de  las  instrucciones de  cada  tipo obtenemos un CPI 
promedio  que  usaremos  para  calcular  el  tiempo  de  ejecución  de  un  número  grande  de 
instrucciones. 
Supongamos por tanto que se ejecuta el siguiente conjunto de instrucciones: 
lw $t2, 0($t3) 
lw $t3, 4($t3) 
beq $t2, $t3, Label #asumir que no se salta 
add $t5, $t2, $t3 














con el  siguiente perfil de porcentaje  instrucciones aritmético  lógicas,  lw,  sw, y beq, del  cual 
podemos calcular su CPI: 
Operación Frecuencia Ciclos CPI 
Tipo-R 50 % 4 2.0 
Lw 20 % 5 1.0 
Sw 10 % 4 0.4 
beq (salta) 2.5 % 4 0.1 
beq (no salta) 17.5 % 3 0.53 
   4.03 
 
Bajo este supuesto, 1 millón de instrucciones tardarán en ejecutarse: 
ݐ௠௨௟௧௜ ൌ 10଺ · ܥܲܫ௠௨௟௧௜ · ݐ௠௨௟௧௜ ൌ 10଺ · 4.03 · ݐ௠௨௟௧௜  











adelantando el  cálculo del destino del  salto al estado 1. A  continuación  ilustramos  cómo  se 
puede optimizar  la  ruta de datos multiciclo sobre un conjunto de  instrucciones  reducido, en 
concreto el tratado en [4]. 
lw lw beq add sw






Estas  optimizaciones  se  pueden  obtener  fácilmente  examinando  el  diagrama  de  estados 
simplificado de la Figura 24. Como podemos observar, los registros A y B, una vez cargados son 









































































Tipo de instrucción CPI antes  CPI después 
Tipo R 4 4 
Lw 5 5 
Sw 4 4 
beq (salta) 3 3 
beq (no salta) 4 3 
 
En definitiva, este diagrama alternativo de la ruta de datos optimiza sustancialmente el tiempo 











En  la Figura 27 hemos planteado un ejemplo de  la ejecución de 3  instrucciones Load en un 
procesador  implementado con  la ruta de datos monociclo. En el diagrama podemos observar 
el  tiempo de  ciclo  completo  (8 ns) y  las distintas  subetapas en  las que  se divide el  flujo de 
datos por  la  red  combinacional. En  cada momento,  sólo  se ejecuta una  instrucción y por  lo 
tanto,  quedan  una  gran  cantidad  de  módulos  inactivos  mientras  que  se  realizan  las 






Sin  embargo,  la  Figura  28  representa  la  ejecución  segmentada  de  las  tres  mismas 
instrucciones.  Como  vemos  en  la  Figura,  ahora  las  instrucciones  se  realizan  en  su  CPI 




se  aprecia  una  diferencia  más  que  palpable  en  cuanto  a  la  velocidad  de  ejecución  de 
instrucciones.  En  el  caso  del  diagrama Monociclo  el  procesador  tarda  16  ns  en  terminar  la 

















Para  la elaboración de  la ruta de datos segmentada partiremos  inicialmente de  la ruta en su 
versión monociclo  y  de  la  idea  ya  comentada  de  la  segmentación,  intentando  arreglar  los 






















2 ns 2 ns 2 ns 2 ns 2 ns
46 
 
La  ejecución  se  dividirá  en    5  fases,  cada  una  de  las  cuales  debe  realizarse  en  un  ciclo. 
Partiremos de las fases ya comentadas , generales a todas las instrucciones : 
En la fase de búsqueda de la instrucción obtendremos de la memoria la siguiente instrucción a 
ejecutar,  indicada  por  el  Contador  de  Programa,  y  la  guardaremos  en  un  registro  para 
procesarla posteriormente. 
En la fase de decodificación sacaremos del registro IR todos los datos necesarios ( registros de 
los que  leer/escribir  , operando  inmediato…) para comenzar  los cálculos que realizara  la ALU 
posteriormente. 
















Partiendo  de  esta  ruta  de  datos  inicial  (Figura  29),  necesitamos  conservar  los  valores 
intermedios que  toman  los datos, para que no  se pierdan en  cuanto  comience  la  siguiente 




Esta  ruta  de  datos  todavía  no  es  suficiente  para  todo  el  conjunto  de  instrucciones 
implementado anteriormente en  la  ruta multiciclo. Como vemos en una  instrucción  Load el 
dato que entra al banco de registros por el puerto RW en  la fase WB de  la ejecución seria el 
obtenido de las instrucciones posteriores, no de la ejecutada inicialmente. Para solucionar esto 


















La  memoria  y  el  Banco  de  Registros  necesitaran  sus  señales  correspondientes  para 


















Líneas de control del estado de 
Ejecución/Cálculo de DE
Líneas de control del estado 
de acceso a memoria
Líneas de control 
del estado de WB














Formato-R 1 1 0 0 0 0 0 1 0 
Lw 0 0 0 1 0 1 0 1 1 
Sw X 0 0 1 0 0 1 0 X 











A  pesar  de  que  el  concepto  de  la  segmentación  aporta  muchas  mejoras  respecto  a  las 
versiones  anteriores,  no  siempre  mejora  el  rendimiento,  como  se  refleja  en  las  pruebas 
realizadas  posteriormente  en  la  sección  de  resultados,  y  no  esta  exenta  de  problemas  de 
diseño. 
Una de las cuestiones más importantes es la necesidad de anticipar operandos en la ejecución 















y  conflictos  estructurales.  Comenzamos  con  los  conflictos  de  datos.  En  términos  generales, 
existen  tres  tipos  posibles,  escritura  después  de  lectura,  escritura  después  de  escritura  y 

















de  ese  dato.  Si,  según  la  idea  de  segmentación,  la  escritura  no  ha  finalizado  por  completo 
podemos usar para el cálculo de  la  instrucción add un valor  incorrecto, y alterar el resultado 
del flujo de instrucciones del programa, incurriendo en gran cantidad de errores.  
En la ruta de datos segmentada de la Figura 34 no hemos tenido en cuenta aún este aspecto, 











En  cuanto  a  los  conflictos  de  control,  existe  un  problema  particular  ante  un  conflicto  LDE 
provocado por una instrucción lw . Para una instrucción tipo lw no es suficiente con anticipar 
los datos puesto que la escritura en el Banco de registros se produce en la fase de Escritura, asi 
que  cualquier  instrucción  posterior  que  emplee  el  registro  destino  estará  tomando  valores 
incorrectos de éste. 
Así pues, es necesario detectar esta situación y rellenar con  instrucciones NOP(  instrucciones 
vacías) hasta  conseguir el valor del  registro destino esperado. Vamos a  ilustrar este  tipo de 
situaciones con un ejemplo: 
Ejemplo de conflicto con lw 
lw r1, 0(r0) 
sub r4, r1, r5 
and r6, r1, r7 
or r8, r1, r9 
xor r10, r1, r11 
 
Como  vemos en el  código del ejemplo, el  Load escribe  en el  registro  r1,  y el  sub posterior 
emplea ese resultado para una resta. La anticipación no nos garantizaría el valor correcto, asi 


















IF ID EX MEM WB
IF ID EX MEM WB
IF ID MEMEX WB
IF ID MEMEX WB
IF ID MEMEX WB













de  los registros  intermedios y seleccionar  las entradas de  los multiplexores a  la entrada de  la 
ALU que garanticen un resultado correcto de las instrucciones posteriores. 
Por otro  lado,  la “Hazard Detection Unit” se encargará de detectar  los  riesgos estructurales 
provocados  por  conflictos  de  control  e  insertar  instrucciones  NOP(  bloquear  el  pipeline  ) 
cuando sea necesario( caso del Load ).  
La siguiente tabla resume las acciones que hay que tomar en función de los distintos conflictos. 
Conflictos de datos 
Riesgo EX: 
if (XM.RegWrite && (XM.Rd != 0) && (XM.Rd == DX.Rs)) 
  anticiparA = 10 
 
if (XM.RegWrite && (XM.Rd != 0) && (XM.Rd == DX.Rt)) 
  anticiparB = 10 
 
Riesgo MEM: 
if (MW.RegWrite && (MW.Rd != 0) && (XM.Rd != DX.Rs) && (MW.Rd == DX.Rs))  
  anticiparA = 01 
 
if (MW.RegWrite && (MW.Rd != 0) && (XM.Rd != DX.Rt) && (MW.Rd == DX.Rt)) 
  anticiparB = 01 
Conflicto de control con lw 
if (DX.MemRead && ((DX.Rt == FD.Rs) || (DX.Rt == FD.Rt))) 
  bloquear el pipeline; 
Conflicto estructural con beq 







































































Programa de ejemplo 
sub  $1,$2,$3 
add $4,$5,$6 
sub  $5,$4,$8 
add  $7,$2,$3  
add  $9,$7,$3 
lw  $1,10($6) 
add  $3,$1,$4 
sub  $6,$7,$8 
 






Programa de ejemplo 
sub  $1,$2,$3 
add $4,$5,$6 
sub  $5,$4,$8 
add  $7,$2,$3 
add  $9,$7,$3 
lw  $1,10($6) 
add  $3,$1,$4 































Zeigler  a  mediados  de  la  década  de  los  70  [1].  DEVS  permite  representar  todos  aquellos 
sistemas cuyo comportamiento pueda describirse mediante una secuencia de eventos. DEVS 
proporciona un formalismo teórico para el modelado de sistemas de eventos discretos como 
composición  de  subsistemas.  Cada  subsistema  puede  ser  un  modelo  simple  (atómico)  o 














ߜ௜௡௧: ܵ ՜ ܵ, función de transición interna 
ߜ௘௫௧: ܳ ൈ ܺ ՜ ܵ, función de transición externa, con 
Q ൌ ሼ ሺs, eሻ / s א S, e א ሾ0, taሺsሻሿሽ 
ߣ: ܵ ՜ ܻ, función de salida  






















Código de ejemplo 
Clase Almacenamiento{ 
 
  Elemento elemento; 
  int retardo; 
 
public Almacenamiento(int ret){ 
  elemento = 0; 
  retardo = ret; 
} 
 
  inicializa(){ 
  fase = "passive"; 
  sigma = INFINITY; 
  Elemento = 0; 
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  retardo = 10; 
  inicializar(); 
} 
 
deltaExterna(double e,double input){ 
  si (phaseIs("passive"))entonces{ 
  si (input != 0) entonces 
  elemento = input; 
  sino 









  si (phaseIs("respond")) entonces 
    devolver elemento; 
  else 







estado:  la  fase  con  valores  {“pasivo”,”respuesta”},  sigma  con  valores  reales  positivos  y 
elemento con valores reales distintos de cero. El valor de fase “respuesta” es necesario para 
indicar cuando una respuesta está en camino. Sigma guarda el valor de  la función de avance 
(tiempo  restante en el estado actual). Cuando una  señal a  cero  llega,  sigma pasa a valer el 



























“El  sistema  mostrado  a  continuación  se  denomina  EF‐P  (experimental  frame  processor).  El 
modulo Generator genera  trabajos  en  intervalos de  tiempo  y  los envía por el puerto out. El 
modulo  Transducer  acepta  los  trabajos  que  le  llegan  del Generator  por  su  puerto  arrived  y 
guarda su tiempo de llegada. También acepta trabajos por el puerto solved. Cuando un trabajo 
llega al puerto  solved,  el  Transducer  empareja  este  trabajo  con  el  trabajo previo que había 
llegado anteriormente por el puerto arrived y   calcula  la diferencia de  tiempos. Los modulos 
Generator  y  Transducer  forman  un  modelo  acoplado  llamado  Experimental  frame.  El 
Experimental frame manda los trabajos del puerto out del Generator al modulo Processor que 
los reenvía tras un periodo de tiempo al puerto solved del modulo Transducer. Si el Processor 
está ocupado cuando  le  llega un nuevo trabajo,  lo descarta. Finalmente el Transducer para  la 






















tiempo  transcurrido  debe  ser  el  siguiente  en  realizar  la  transición  interna  (ߜ௜௡௧). 
Llamaremos ݀כa dicho sistema y denominamos ݐ݊ al tiempo de dicha transición. 
2. Avanzamos el tiempo total de la simulación ݐ hasta ݐ ൌ ݐ݊ y ejecutamos la función de 
transición interna (ߜ௜௡௧) del modelo ݀כ. 
3. Propagamos  el  evento  de  salida  producido  por ݀כ a  todos  los  modelos  atómicos 


























En  el  proyecto  que  se  desarrolla  a  continuación  hemos  escogido  XDEVS  por  estar 
desarrollado en el Departamento de Arquitectura de Computadores y Automática de la 
Universidad  Complutense  de  Madrid.  Además,  xDEVS  ha  sido  validado  con  la 
simulación  de  varios  modelos  publicados  en  congresos  y  revistas  de  ámbito 
internacional [2], [3]. 
XDEVS  











public class Generator extends Atomic { 
    public static final String inPortStop = "stop"; 
    public static final String outPortOut = "out"; 
 // Ports 
 protected Port<Job> stop; 




 // State 
 protected double period; 
 protected int count; 
 
 public Generator(String name, double period) { 
  super(name); 
        stop = new Port<Job>(Generator.inPortStop); 
        out = new Port<Job>(Generator.outPortOut); 
        super.addInport(stop); 
        super.addOutport(out); 
  this.period = period; 
  this.holdIn("active", period); 
  count = 0; 
 } 
 
    public Generator(String name) { 




 public void deltint() { 
  count++; 
  this.holdIn("active", period); 
 } 
 
 public void deltext(double e) { 
        super.resume(e); 
  super.passivate(); 
 } 
 
 public void lambda() { 
  Job job = new Job("" + count + ""); 





public class Processor extends Atomic { 
    public static final String inPortIn = "in"; 
    public static final String outPortOut = "out"; 
 // Ports 
 protected Port<Job> in; 
 protected Port<Job> out; 
 // State  
 protected Job currentJob; 
 protected double processingTime; 
 
 public Processor(String name, double processingTime){ 
  super(name); 
        in = new Port<Job>(Processor.inPortIn); 
        out = new Port<Job>(Processor.outPortOut); 
        super.addInport(in); 
        super.addOutport(out); 
  this.processingTime = processingTime; 
  currentJob = null; 
 } 
 
    public Processor(String name) { 




 public void deltint() { 
        super.passivate(); 





 public void  deltext(double e) { 
        super.resume(e); 
  if (super.phaseIs("passive")) { 
   Job job = in.getValue(); 
      currentJob = job; 
            super.holdIn("active", processingTime); 
  } 
 } 
 
 public void lambda() { 
        if(super.phaseIs("active")) 
            out.setValue(currentJob); 





public class Transducer extends Atomic { 
    private static Logger logger = 
Logger.getLogger(Transducer.class.getName()); 
 
    public static final String inPortArrived = "arrived"; 
    public static final String inPortSolved = "solved"; 
    public static final String outPortOut = "out"; 
 // Ports 
 protected Port<Job> arrived; 
 protected Port<Job> solved; 
 protected Port<Job> out; 
  
 // State 
 protected ArrayList<Job> jobsArrived; 
 protected ArrayList<Job> jobsSolved; 
 protected double observationTime; 
 protected double total_ta; 
 protected double clock; 
  
 public Transducer(String name, double observationTime) { 
  super(name); 
  arrived = new Port<Job>(Transducer.inPortArrived); 
  solved = new Port<Job>(Transducer.inPortSolved); 
  out = new Port<Job>(Transducer.outPortOut); 
        super.addInport(arrived); 
        super.addInport(solved); 
        super.addOutport(out); 
  jobsArrived = new ArrayList<Job>(); 
  jobsSolved = new ArrayList<Job>(); 
  this.observationTime = observationTime; 
        super.holdIn("active", observationTime); 
  total_ta = 0; 
  clock = 0; 
 } 
 
 public Transducer(String name) { 
        this(name, 60); 
 } 
 
 public void deltint() { 
  clock = clock + getSigma(); 
  double throughput; 
  double avg_ta_time; 
  if(!jobsSolved.isEmpty()) { 
   avg_ta_time = total_ta / jobsSolved.size(); 
   if (clock > 0.0) throughput = jobsSolved.size() / clock; 
   else throughput = 0.0; 
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  } 
  else { 
   avg_ta_time = 0.0; 
   throughput = 0.0; 
  } 
        if(logger.isLoggable(Level.INFO)) { 
            logger.info("End time: " + clock); 
            logger.info("jobs arrived : " + jobsArrived.size ()); 
            logger.info("jobs solved : " + jobsSolved.size()); 
            logger.info("AVERAGE TA = " + avg_ta_time); 
            logger.info("THROUGHPUT = " + throughput); 
        } 
        super.passivate(); 
 } 
 
 public void deltext(double e) { 
        super.resume(e); 
  clock = clock + e; 
 
        Job job = null; 
 
        if(!arrived.isEmpty()) { 
            job = arrived.getValue(); 
            if(logger.isLoggable(Level.INFO)) 
                logger.info("Start job " + job.name + " @ t = " + clock); 
   job.time = clock; 
   jobsArrived.add(job); 
  } 
 
  if(!solved.isEmpty()) { 
            job = solved.getValue(); 
   total_ta += (clock - job.time); 
            if(logger.isLoggable(Level.INFO)) 
                logger.info("Finish job " + job.name + " @ t = " + clock); 
   job.time = clock; 
   jobsSolved.add(job); 




 public void lambda() { 
  Job job = new Job("null"); 





Modelo acoplado EF 
public class Ef extends Coupled { 
    public static final String inPortIn = "in"; 
    public static final String outPortOut = "out"; 
 // Ports 
 protected Port<Job> in; 
 protected Port<Job> out; 
  
 public Ef(String name, double period, double observationTime) { 
  super(name); 
        in = new Port<Job>(Ef.inPortIn); 
        out = new Port<Job>(Ef.outPortOut); 
        super.addInport(in); 
        super.addOutport(out); 
 
  Generator generator = new Generator("Generator", period); 
  Transducer transducer = new Transducer("Transducer", 
observationTime); 
  addComponent(generator); 
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  addComponent(transducer); 
 
  addCoupling(this, in, transducer, transducer.solved); 
  addCoupling(generator, generator.out, this, out); 
  addCoupling(generator, generator.out, transducer, 
transducer.arrived); 





Modelo acoplado raíz (ef-p) y simulación en xDEVS 
public class Efp extends Coupled { 
 
    public Efp(String name) { 
        super(name); 
        Processor processor = new Processor("Processor", 2.5); 
        Ef ef = new Ef("ExpFrame", 1, 60); 
        addComponent(ef); 
        addComponent(processor); 
        addCoupling(ef, ef.out, processor, processor.in); 
        addCoupling(processor, processor.out, ef, ef.in); 
    } 
 
    public static void main(String args[]) { 
        Efp efp = new Efp("Coordinator"); 
        Coordinator coordinator = new Coordinator(efp); 
        coordinator.simulate(Long.MAX_VALUE); 









En primer  lugar, para  implementar  la  ruta de datos monociclo, multiciclo  y  segmentada,  se 
requieren de ciertos elementos comunes a todas ellas: reloj, unidades de memoria (de datos, 
de  instrucciones,  o  ambas),  registros  (contador  de  programa,  registro  de  instrucción,  etc.), 
banco  de  registros,  unidad  aritmético‐lógica,  sumadores,  y  finalmente,  módulos 
combinacionales y/o secuenciales encargados fundamentalmente del control. 
Para ello se ha analizado el comportamiento de cada componente, especificando las entradas, 












(monociclo,  multiciclo  y  segmentado),  así  como  los  respectivos  controladores.  Por  citar 
algunos, podemos encontrar multiplextores 2 a 1 y 4 a 1(Mux2to1 y Mux4to1 en la Figura 43), 
el  banco  de  registros  (Registers),  la  memoria  de  instrucciones  (InstructionsMemory),  la 
memoria  de  datos  (DataMemory),  desplazadores  (Shift2),  la  unidad  aritmético‐lógica  (ALU), 
registros de propósito general (Register), etc. Todos y cada uno de estos componentes derivan 






La  Figura  44  ilustra  los  cuatro  tipos  de  procesadores MIPS  implementados:  el  procesador 
monociclo  (MipsMonocycle),  el  procesador  multiciclo  (MipsMulticycle),  el  procesador 

















ܵ ൌ ሼߪ א Թ଴ା, ݕ א Թ଴ା , ܶ א Թ଴ା ݁ݏ ݈݁ ݌݁ݎ݅݋݀݋ ݀݁ ݎ݈݁݋݆ሽ 
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ܵ଴ ൌ ሼ0, 0, ܶሽ  es el estado en el instante inicial. 
ܻ  א ሼ0, 1ሽ 
ߜ௜௡௧() 




  ݋ݑݐ ൌ ݕ 
Sumador 
Representa el modulo  sumador, que  se encarga de  sumar  los valores de  sus dos entradas y 
mostrar el resultado por su salida. 




ܵ ൌ ሼߪ א Թ଴ା, ݕ א Թ଴ା , ݐ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽ݀݋ሽ 





ݔ1 ൌ ݋݌ܣ; ݔ2 ൌ ݋݌ܤ 
ߣ()  










ܵ ൌ ሼߪ א Թ଴ା, ݕ א Թ଴ା , ݐ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽ݀݋ሽ 





ݔ1 ൌ ݅݊0; ݔ2 ൌ ݅݊1; ܿݐ ൌ ܿ݋݊ݐݎ݋݈ 
ߣ()  












ܵ ൌ ሼߪ א Թ଴ା, ݕ א Թ଴ା , ݐ݁ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽ݀݋ ݁݊ ݁ݏܿݎ݅ݐݑݎܽ,
ݐ݈ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽݎ݀݋ ݁݊ ݈݁ܿݐݑݎܽሽ 







ݔ ൌ ݅݊; ܿݐ ൌ ݎܹ݁݃ݎ݅ݐ݁; ݈ܿ݇ ൌ ݎ݈݁݋݆ 







combinada  de  datos  e  instrucciones  del  procesador  multiciclo  se  construye  simplemente 
acoplando las dos memorias mencionadas. 
Memoria ൌ ൏ ܺ, ܵ, ܻ, ߜ௜௡௧, ߜ௘௫௧, ߣ, ݐܽ ൐ 
Puertos de entrada: ሼܥܮܭ, ܣܦܦܴ, ܦܹ,ܯܴ݁݉݁ܽ݀,ܯܹ݁݉ݎ݅ݐ݁ሽ 
Puertos de salida = {ܦܴ} 
ܺ א ൛ሼ0,1ሽ, Ժ, Ժ, ሼ0,1ሽ, ሼ0,1ሽൟ 
ܵ ൌ ሼߪ א Թ଴ା, ݀ܽݐܽ א Ժ୬ , ݐݓ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽ݀݋ ݁݊ ݁ݏܿݎ݅ݐݑݎܽ,
ݐݎ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽݎ݀݋ ݁݊ ݈݁ܿݐݑݎܽሽ 





  ܺ ൌ ܺᇱ 
  ݏ݅ሺܯܴ݁݉݁ܽ݀ ൌ 1ሻ݁݊ݐ݋݊ܿ݁ݏ 
     ߪ ൌ ݐݎ 
  ݏ݅ ሺܯܹ݁݉ݎ݅ݐ݁ ൌ 1, ܥܮܭ ൌ՝ሻ݁݊ݐ݋݊ܿ݁ݏ 
    ݀ܽݐܽሾܣܦܦܴሿ ൌ DW, ߪ ൌ ݐݓ 
ߣ()  




La  unidad  entera  del  procesador  diseñado  cuenta  con  un  banco  de  32  registros.  Es  una 
memoria pequeña  y  rápida utilizada para  las operaciones  aritmético‐lógicas. Al  igual que  la 
memoria de datos, es un dispositivo de lectura/escritura. 
Banco de registros ൌ ൏ ܺ, ܵ, ܻ, ߜ௜௡௧, ߜ௘௫௧, ߣ, ݐܽ ൐ 
Puertos de entrada: ሼܥܮܭ, ܴܹ݁݃ݎ݅ݐ݁, ܴܣ, ܴܤ, ܴܹ, ܾݑݏܹሽ 
Puertos de salida = {ܾݑݏܣ, ܾݑݏܤ} 
ܺ א ൛ሼ0,1ሽ, ሼ0,1ሽ, Ժା, Ժା, Ժା, Ժൟ 
ܵ ൌ ሼߪ א Թ଴ା, ݀ܽݐܽ א Ժ୬ , ݐݓ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽ݀݋ ݁݊ ݁ݏܿݎ݅ݐݑݎܽ,
ݐݎ א Թ଴ା ݁ݏ ݐ݅݁݉݌݋ ݀݁ ݎ݁ݐܽݎ݀݋ ݁݊ ݈݁ܿݐݑݎܽሽ 
ܵ଴ ൌ ሼ∞, 0୬, ݐݓ, ݐݎሽ  es el estado en el instante inicial. 




  ܺ ൌ ܺᇱ 
  ݏ݅ሺܴܣ ݋ݎ ܴܤሻ݁݊ݐ݋݊ܿ݁ݏ 
     ߪ ൌ ݐݎ 
  ݏ݅ ሺܴܹ݁݃ݎ݅ݐ݁ ൌ 1, ܥܮܭ ൌ՝ሻ݁݊ݐ݋݊ܿ݁ݏ 
    ݀ܽݐܽሾܴܹሿ ൌ busW, ߪ ൌ ݐݓ 
ߣ()  
  ܻ ൌ ሼsi ሺRAሻ ݀ܽݐܽሾܴܣሿ, ݏ݅ ሺܴܤሻ ݀ܽݐܽሾܴܤሿሽ 
Para  comprender mejor  la  relación entre  las especificaciones DEVS  y  su  implementación  en 
xDEVS, listamos a continuación el código referente a la memoria de datos. 
DataMemory 
public DataMemory(String name, Double delayRead, Double delayWrite) { 
  super(name); 
  super.addInport(CLK); 
  super.addInport(ADDR); 
  super.addInport(DW); 
  super.addInport(MemWrite); 
  super.addInport(MemRead); 
  super.addOutport(DR); 
 
  valueAtCLK = null; 
  valueAtADDR = null; 
  valueAtDW = null; 
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  valueAtMemRead = null; 
  valueAtMemWrite = null; 
  valueToDR = null; 
 
  this.delayRead = delayRead; 
  this.delayWrite = delayWrite; 
 
  super.passivate(); 
} 
 
public DataMemory(String name) { 
  this(name, 0.0, 0.0); 
} 
 
public void deltint() { 
  super.passivate(); 
} 
 
public void deltext(double e) { 
  super.resume(e); 
  // Primero procesamos las seÃ±ales de lectura asÃ-ncrona 
  if (ADDR.getValue()!=null) { 
    valueAtADDR = ADDR.getValue(); 
  } 
 
  if (!DW.isEmpty()) { 
    valueAtDW = DW.getValue(); 
  } 
 
  if (!MemRead.isEmpty()) { 
    valueAtMemRead = MemRead.getValue(); 
    if(valueAtMemRead==1 && valueAtADDR!=null) 
      super.holdIn("Read", delayRead); 
  } 
 
  // Ahora las seÃ±ales sÃ-ncronas (escritura) 
 
  if (!MemWrite.isEmpty()) { 
    valueAtMemWrite = MemWrite.getValue(); 
  } 
 
  Integer tempValueAtCLK = CLK.getValue(); 
  if (tempValueAtCLK != null) { 
    if (valueAtMemWrite != null && valueAtMemWrite == 1 && valueAtCLK != null 
&& valueAtCLK == 1 && tempValueAtCLK == 0) { 
      if (valueAtADDR != null) { 
        data.put(valueAtADDR, valueAtDW); 
        super.holdIn("Write", delayWrite); 
      } 
    } 
    valueAtCLK = tempValueAtCLK; 
  } 
} 
 
public void lambda() { 
  if(valueAtMemRead!=null && valueAtMemRead==1 && valueAtADDR!=null) { 
    valueToDR = data.get(valueAtADDR); 
    DR.setValue(valueToDR); 











Para  ello, usamos  la  sintaxis definida por  XDEVS  y que  hemos usado  para  el desarrollo del 
proyecto. Para una mejor comprensión hemos dividido los distintos acoplamientos agruparlos 
por  categorías  según  el  origen  del  ensamblado,  de  tal manera  podemos  encontrarnos  con 
acoplamientos de la salida de la memoria de instrucciones, de la salida de multiplexores, etc. 
Estructura xDEVS del procesador MIPS multiciclo 
public class MipsMulticycle extends MipsAbstract { 
  // Código omitido por brevedad 
  // … 
  // Components: 
  clock = new Clock("Clock", 1200.0); 
  //clock.setLoggerOutputActive(true); 
  super.addComponent(clock); // multicycle's PC 
 
  pc = new Register<Integer>("PC", 0); 
  pc.setLoggerOutputActive(true); 
  super.addComponent(pc); 
 
  iorD = new Mux2to1("IorD"); 
  super.addComponent(iorD); 
 
  memory = new Memory("Memory", instructions, 200.0, 200.0); 
  //memory.setLoggerOutputActive(true); 
  //memory.setLoggerActive(true); 
  super.addComponent(memory); 
 
  ir = new Register<String>("IR", null); 
  //ir.setLoggerActive(true); 













































































































  mdr = new RegisterMdr("MDR"); 
  super.addComponent(mdr); 
 
  gnd = new GND("Gnd"); 
  super.addComponent(gnd); 
 
  vcc = new VCC("Vcc"); 
  super.addComponent(vcc); 
 
 
  insNode = new InsNode("Node"); 
  //insNode.setLoggerActive(true); 
  super.addComponent(insNode); 
 
  shift2j = new Shift2("Shift2j"); 
  super.addComponent(shift2j); 
 
  regDst = new Mux2to1("RegDst"); // mux of the Registers Bank 
  super.addComponent(regDst); 
 
  memToReg = new Mux4to1("MemToReg"); 
  super.addComponent(memToReg); 
 
  registers = new Registers("Registers");// Register Bank creation 
  super.addComponent(registers); 
  // AÃ±adimos la salida del programa artificialmente, que cargue en el 
registro ra(31) 
  // el nÃºmero de instrucciones. De esta forma, al llegar a jr, sÃ³lo 
ejecutarÃ¡ la instrucciÃ³n siguiente 
  // al jr y acabarÃ¡ el programa. 
  Integer destinyAsInt = 4*instructions.size(); 
  registers.setRegisterValue(31, destinyAsInt); 
 
  signExt = new SignExtender("SignExt"); 
  super.addComponent(signExt); 
 
  regA = new Register<Integer>("A",0); 
  super.addComponent(regA); 
 
  regB = new Register<Integer>("B",0); 
  super.addComponent(regB); 
 
  shifter = new Shift2("Shifter2"); 
  super.addComponent(shifter); 
 
  constant = new Constant("4", 4); 
  super.addComponent(constant); 
 
  aluSrcA = new Mux2to1("MuxALUA"); 
  super.addComponent(aluSrcA); 
 
  aluSrcB = new Mux4to1("MuxALUB"); 
  super.addComponent(aluSrcB); 
 
  aluCtrl = new ALUControl("ALUCtrl"); 
  super.addComponent(aluCtrl); 
 
  pcSrc = new Mux4to1("PCSrc"); 
  super.addComponent(pcSrc); 
 
  alu = new ALU("ALU"); // creation of the ALU 
  super.addComponent(alu); 
 
  aluOut = new Register<Integer>("ALUOut",0); 
  super.addComponent(aluOut); 
 
  ctrl = new ControladorMulticycle("Ctrl"); 




  // COUPLINGS 
  // Salidas del PC 
  super.addCoupling(pc, Register.outOutName, iorD, Mux2to1.inIn0Name); 
  super.addCoupling(pc, Register.outOutName, aluSrcA, Mux2to1.inIn0Name); 
  // Salidas de IorD 
  super.addCoupling(iorD, Mux2to1.outOutName, memory, Memory.inAddrName); 
  // Salidas de la memoria 
  super.addCoupling(memory, Memory.outDrName, ir, Register.inInName); 
  super.addCoupling(memory, Memory.outDrName, mdr, Register.inInName); 
  super.addCoupling(memory, Memory.outStopName, clock, Clock.inName); 
  // Salidas del IR 
  super.addCoupling(ir, Register.outOutName, insNode, InsNode.inInName); 
  // Salidas del MDR 
  super.addCoupling(mdr, Register.outOutName, memToReg, Mux4to1.inIn1Name); 
  // Salidas del GND 
  super.addCoupling(gnd, GND.outName, memToReg, Mux4to1.inIn2Name); 
  // Salidas del VCC 
  super.addCoupling(vcc, VCC.outName, memToReg, Mux4to1.inIn3Name); 
  // Salidas del InsNode 
  super.addCoupling(insNode, InsNode.outOut2500Name, shift2j, 
Shift2.inPortInName); 
  super.addCoupling(insNode, InsNode.outOut2521Name, registers, 
Registers.inRAName); 
  super.addCoupling(insNode, InsNode.outOut2016Name, registers, 
Registers.inRBName); 
  super.addCoupling(insNode, InsNode.outOut2016Name, regDst, 
Mux2to1.inIn0Name); 
  super.addCoupling(insNode, InsNode.outOut1511Name, regDst, 
Mux2to1.inIn1Name); 
  super.addCoupling(insNode, InsNode.outOut1500Name, signExt, 
SignExtender.inPortInName); 
  super.addCoupling(insNode, InsNode.outOut3126Name, ctrl, 
ControladorMulticycle.inOpName); 
  super.addCoupling(insNode, InsNode.outOut0500Name, ctrl, 
ControladorMulticycle.inFunctName); 
  super.addCoupling(insNode, InsNode.outOut0500Name, aluCtrl, 
ALUControl.FunctName); 
  // Salidas del registro de desplazamiento para j 
  super.addCoupling(shift2j, Shift2.outPortOutName, pcSrc, Mux4to1.inIn2Name);
  // Salidas de RegDst 
  super.addCoupling(regDst, Mux2to1.outOutName, registers, 
Registers.inRWName); 
  // Salidas de MemToReg 
  super.addCoupling(memToReg, Mux4to1.outOutName, registers, 
Registers.inBusWName); 
  // Salidas del banco de registros 
  super.addCoupling(registers, Registers.outBusAName, regA, 
Register.inInName); 
  super.addCoupling(registers, Registers.outBusBName, regB, 
Register.inInName); 
  // Salidas del extensor de signo 
  super.addCoupling(signExt, SignExtender.outPortOutName, aluSrcB, 
Mux4to1.inIn2Name); 
  super.addCoupling(signExt, SignExtender.outPortOutName, shifter, 
Shift2.inPortInName); 
  // Salidas del registro A 
  super.addCoupling(regA, Register.outOutName, aluSrcA, Mux2to1.inIn1Name); 
  super.addCoupling(regA, Register.outOutName, pcSrc, Mux4to1.inIn1Name); 
  // Salidas del registro B 
  super.addCoupling(regB, Register.outOutName, memory, Memory.inDwName); 
  super.addCoupling(regB, Register.outOutName, aluSrcB, Mux4to1.inIn0Name); 
  // Salidas de la constante 4: 
  super.addCoupling(constant, Constant.outOutName, aluSrcB, 
Mux4to1.inIn1Name); 
  // Salidas del registro de desplazamiento 1 




  // Salidas de ALUSrcA 
  super.addCoupling(aluSrcA, Mux2to1.outOutName, alu, ALU.inOpAName); 
  // Salidas de ALUSrcB 
  super.addCoupling(aluSrcB, Mux4to1.outOutName, alu, ALU.inOpBName); 
  // Salidas del control de la ALU 
  super.addCoupling(aluCtrl, ALUControl.ALUCtrlName, alu, ALU.inCtrlName); 
  // Salidas del PCSrc 
  super.addCoupling(pcSrc, Mux4to1.outOutName, pc, Register.inInName); 
  // Salidas de la ALU 
  super.addCoupling(alu, ALU.outOutName, pcSrc, Mux4to1.inIn0Name); 
  super.addCoupling(alu, ALU.outOutName, aluOut, Register.inInName); 
  super.addCoupling(alu, ALU.outZeroName, ctrl, 
ControladorMulticycle.inZeroName); 
  super.addCoupling(alu, ALU.outLessThanName, ctrl, 
ControladorMulticycle.inLessThanName); 
  // Salidas de ALUOut 
  super.addCoupling(aluOut, Register.outOutName, iorD, Mux2to1.inIn1Name); 
  super.addCoupling(aluOut, Register.outOutName, memToReg, Mux4to1.inIn0Name);
  // Salidas del reloj 
  super.addCoupling(clock, Clock.outName, pc, Register.inClkName); 
  super.addCoupling(clock, Clock.outName, memory, Memory.inClkName); 
  super.addCoupling(clock, Clock.outName, ir, Register.inClkName); 
  super.addCoupling(clock, Clock.outName, mdr, Register.inClkName); 
  super.addCoupling(clock, Clock.outName, registers, Registers.inCLKName); 
  super.addCoupling(clock, Clock.outName, regA, Register.inClkName); 
  super.addCoupling(clock, Clock.outName, regB, Register.inClkName); 
  super.addCoupling(clock, Clock.outName, aluOut, Register.inClkName); 
  super.addCoupling(clock, Clock.outName, ctrl, 
ControladorMulticycle.inClkName); 
  // Salidas del controlador: 
  super.addCoupling(ctrl, ControladorMulticycle.outPCWriteName, pc, 
Register.inRegWriteName); 
  super.addCoupling(ctrl, ControladorMulticycle.outIorDName, iorD, 
Mux2to1.inCtrlName); 
  super.addCoupling(ctrl, ControladorMulticycle.outMemWriteName, memory, 
Memory.inMemWriteName); 
  super.addCoupling(ctrl, ControladorMulticycle.outMemReadName, memory, 
Memory.inMemReadName); 
  super.addCoupling(ctrl, ControladorMulticycle.outIRWriteName, ir, 
Register.inRegWriteName); 
  super.addCoupling(ctrl, ControladorMulticycle.outMDRWriteName, mdr, 
Register.inRegWriteName); 
  super.addCoupling(ctrl, ControladorMulticycle.outRegDstName, regDst, 
Mux2to1.inCtrlName); 
  super.addCoupling(ctrl, ControladorMulticycle.outMemtoRegName, memToReg, 
Mux4to1.inCtrlName); 
  super.addCoupling(ctrl, ControladorMulticycle.outRegWriteName, registers, 
Registers.inRegWriteName); 
  super.addCoupling(ctrl, ControladorMulticycle.outAWriteName, regA, 
Register.inRegWriteName); 
  super.addCoupling(ctrl, ControladorMulticycle.outBWriteName, regB, 
Register.inRegWriteName); 
  super.addCoupling(ctrl, ControladorMulticycle.outALUSrcAName, aluSrcA, 
Mux2to1.inCtrlName); 
  super.addCoupling(ctrl, ControladorMulticycle.outALUSrcBName, aluSrcB, 
Mux2to1.inCtrlName); 
  super.addCoupling(ctrl, ControladorMulticycle.outPcSrcName, pcSrc, 
Mux4to1.inCtrlName); 
  super.addCoupling(ctrl, ControladorMulticycle.outALUOpName, aluCtrl, 
ALUControl.ALUopName); 








Al  analizar nuestro proyecto, hemos  tomado  conciencia de  que  era necesario un medio  de 





a  través  de  un  archivo  log,  cuyo  formato  está  descrito más  adelante.  En  este  archivo,  se 
visualizaban las señales de nuestro procesador, a intervalos de tiempo, conjuntamente con su 
valor. A través de este archivo, podíamos observar los resultados, pero de una manera menos 
representativa  y  rápida  que  con  la  interfaz,  por  ello  se  decidió  crear  esta  interfaz,  que 
representa  los  resultados obtenidos  a  través de  un  cronograma, por  tanto, una  forma más 
representativa  y  clara  de  contemplar  los  resultados  obtenidos,  y  poder  analizar  más 
rápidamente, los valores de las señales y los intervalos en los que se producen. 



















































Archivo de registro 
[INFO|00:00:00.016]: 0.0 -> PC:out::0  
[INFO|00:00:00.047]: 0.0 -> Clock:out::0  
[INFO|00:00:00.063]: 0.0 <- PC:clk::0  
[INFO|00:00:00.063]: 0.0 <- PCAdder:opA::0  
[INFO|00:00:00.063]: 100.0 -> PCAdder:out::4  
[INFO|00:00:00.063]: 200.0 <- PC:RegWrite::1  
[INFO|00:00:00.078]: 350.0 <- PC:in::4  
[INFO|00:00:00.078]: 600.0 -> Clock:out::1  
[INFO|00:00:00.078]: 600.0 <- PC:clk::1  
[INFO|00:00:00.078]: 1200.0 -> Clock:out::0  
[INFO|00:00:00.078]: 1200.0 <- PC:clk::0  
[INFO|00:00:00.094]: 1200.0 -> PC:out::4  
[INFO|00:00:00.094]: 1200.0 <- PCAdder:opA::4  
[INFO|00:00:00.094]: 1300.0 -> PCAdder:out::8  
[INFO|00:00:00.094]: 1300.0 <- PC:in::8  
[INFO|00:00:00.094]: 1400.0 <- PC:RegWrite::1  
[INFO|00:00:00.110]: 1400.0 <- PC:in::8  
[INFO|00:00:00.110]: 1800.0 -> Clock:out::1  
[INFO|00:00:00.110]: 1800.0 <- PC:clk::1  
[INFO|00:00:00.110]: 2400.0 -> Clock:out::0  
[INFO|00:00:00.110]: 2400.0 <- PC:clk::0  
[INFO|00:00:00.110]: 2400.0 -> PC:out::8  
[INFO|00:00:00.110]: 2400.0 <- PCAdder:opA::8  
[INFO|00:00:00.110]: 2450.0 <- PC:in::8  
[INFO|00:00:00.110]: 2500.0 -> PCAdder:out::12  
[INFO|00:00:00.125]: 2500.0 <- PC:in::12  
[INFO|00:00:00.125]: 2600.0 <- PC:RegWrite::1  
[INFO|00:00:00.125]: 2600.0 <- PC:in::12  
[INFO|00:00:00.141]: 3000.0 -> Clock:out::1  
[INFO|00:00:00.141]: 3000.0 <- PC:clk::1  
[INFO|00:00:00.141]: 3600.0 -> Clock:out::0  
[INFO|00:00:00.141]: 3600.0 <- PC:clk::0  
[INFO|00:00:00.156]: 3600.0 -> PC:out::12  
[INFO|00:00:00.156]: 3600.0 <- PCAdder:opA::12  
[INFO|00:00:00.156]: 3700.0 -> PCAdder:out::16  
[INFO|00:00:00.156]: 3700.0 <- PC:in::16  
[INFO|00:00:00.172]: 3800.0 <- PC:RegWrite::1  
[INFO|00:00:00.172]: 3800.0 <- PC:in::16  
[INFO|00:00:00.172]: 4200.0 -> Clock:out::1  
[INFO|00:00:00.172]: 4200.0 <- PC:clk::1  
[INFO|00:00:00.172]: 4800.0 -> Clock:out::0  
[INFO|00:00:00.172]: 4800.0 <- PC:clk::0  
[INFO|00:00:00.172]: 4800.0 -> PC:out::16  
[INFO|00:00:00.172]: 4800.0 <- PCAdder:opA::16  
[INFO|00:00:00.172]: 4900.0 -> PCAdder:out::20  
[INFO|00:00:00.188]: 4900.0 <- PC:in::20  
[INFO|00:00:00.188]: 5000.0 <- PC:RegWrite::1  
[INFO|00:00:00.188]: 5000.0 <- PC:in::20  
[INFO|00:00:00.188]: 5400.0 -> Clock:out::1  
[INFO|00:00:00.188]: 5400.0 <- PC:clk::1  
[INFO|00:00:00.188]: 6000.0 -> Clock:out::0  
[INFO|00:00:00.188]: 6000.0 <- PC:clk::0  
[INFO|00:00:00.188]: 6000.0 -> PC:out::20  
[INFO|00:00:00.188]: 6000.0 <- PCAdder:opA::20  
[INFO|00:00:00.188]: 6100.0 -> PCAdder:out::24  
[INFO|00:00:00.188]: 6100.0 <- PC:in::24  
[INFO|00:00:00.188]: 6200.0 <- PC:RegWrite::1  
[INFO|00:00:00.188]: 6200.0 <- PC:in::24  
[INFO|00:00:00.188]: 6250.0 <- PC:in::24  
[INFO|00:00:00.188]: 6600.0 -> Clock:out::1  
[INFO|00:00:00.188]: 6600.0 <- PC:clk::1  
[INFO|00:00:00.203]: 7200.0 -> Clock:out::0  
[INFO|00:00:00.203]: 7200.0 <- PC:clk::0  
[INFO|00:00:00.203]: 7200.0 -> PC:out::24  
[INFO|00:00:00.203]: 7200.0 <- PCAdder:opA::24  
[INFO|00:00:00.203]: 7300.0 -> PCAdder:out::28  
[INFO|00:00:00.203]: 7300.0 <- PC:in::28  
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[INFO|00:00:00.203]: 7400.0 <- PC:RegWrite::1  
[INFO|00:00:00.203]: 7400.0 <- PC:in::28  
[INFO|00:00:00.203]: 7450.0 <- PC:in::28  
[INFO|00:00:00.203]: 7800.0 -> Clock:out::1  
[INFO|00:00:00.203]: 7800.0 <- PC:clk::1  
[INFO|00:00:00.203]: 8400.0 -> Clock:out::0  
[INFO|00:00:00.203]: 8400.0 <- PC:clk::0  
[INFO|00:00:00.203]: 8400.0 -> PC:out::28  
[INFO|00:00:00.219]: 8400.0 <- PCAdder:opA::28  
[INFO|00:00:00.219]: 8500.0 -> PCAdder:out::32  
[INFO|00:00:00.219]: 8500.0 <- PC:in::32  
[INFO|00:00:00.219]: 8600.0 <- PC:RegWrite::1  
[INFO|00:00:00.219]: 8600.0 <- PC:in::32  
[INFO|00:00:00.219]: 9000.0 -> Clock:out::1  
[INFO|00:00:00.219]: 9000.0 <- PC:clk::1  
[INFO|00:00:00.219]: 9600.0 -> Clock:out::0  
[INFO|00:00:00.219]: 9600.0 <- PC:clk::0  
[INFO|00:00:00.219]: 9600.0 -> PC:out::32  
[INFO|00:00:00.219]: 9600.0 <- PCAdder:opA::32  
[INFO|00:00:00.219]: 9700.0 -> PCAdder:out::36  
[INFO|00:00:00.219]: 9700.0 <- PC:in::36  
[INFO|00:00:00.219]: 9800.0 <- PC:RegWrite::1  
[INFO|00:00:00.219]: 9800.0 <- PC:in::36  
[INFO|00:00:00.219]: 10200.0 -> Clock:out::1  
[INFO|00:00:00.219]: 10200.0 <- PC:clk::1  
[INFO|00:00:00.219]: 10800.0 -> Clock:out::0  
[INFO|00:00:00.219]: 10800.0 <- PC:clk::0  
[INFO|00:00:00.219]: 10800.0 -> PC:out::36  
[INFO|00:00:00.235]: 10800.0 <- PCAdder:opA::36  
[INFO|00:00:00.235]: 10900.0 -> PCAdder:out::40  
[INFO|00:00:00.235]: 10900.0 <- PC:in::40  
[INFO|00:00:00.235]: 11000.0 <- PC:RegWrite::1  
[INFO|00:00:00.235]: 11000.0 <- PC:in::40  
[INFO|00:00:00.235]: 11400.0 -> Clock:out::1  
[INFO|00:00:00.235]: 11400.0 <- PC:clk::1  
[INFO|00:00:00.235]: 12000.0 -> Clock:out::0  
[INFO|00:00:00.235]: 12000.0 <- PC:clk::0  
[INFO|00:00:00.235]: 12000.0 -> PC:out::40  
[INFO|00:00:00.235]: 12000.0 <- PCAdder:opA::40  
[INFO|00:00:00.235]: 12100.0 -> PCAdder:out::44  
[INFO|00:00:00.235]: 12100.0 <- PC:in::44  
[INFO|00:00:00.235]: 12200.0 <- PC:RegWrite::1  
[INFO|00:00:00.235]: 12200.0 <- PC:in::44  
[INFO|00:00:00.235]: 12600.0 -> Clock:out::1  
[INFO|00:00:00.235]: 12600.0 <- PC:clk::1  
[INFO|00:00:00.235]: 13200.0 -> Clock:out::0  
[INFO|00:00:00.235]: 13200.0 <- PC:clk::0  
[INFO|00:00:00.235]: 13200.0 -> PC:out::44  
[INFO|00:00:00.235]: 13200.0 <- PCAdder:opA::44  
[INFO|00:00:00.235]: 13300.0 -> PCAdder:out::48  
[INFO|00:00:00.235]: 13300.0 <- PC:in::48  
[INFO|00:00:00.235]: 13400.0 <- PC:RegWrite::1  
[INFO|00:00:00.235]: 13400.0 <- PC:in::48  
[INFO|00:00:00.235]: 13450.0 <- PC:in::48  
[INFO|00:00:00.250]: 13800.0 -> Clock:out::1  
[INFO|00:00:00.250]: 13800.0 <- PC:clk::1  
[INFO|00:00:00.250]: 14400.0 -> Clock:out::0  
[INFO|00:00:00.250]: 14400.0 <- PC:clk::0  
[INFO|00:00:00.250]: 14400.0 -> PC:out::48  
[INFO|00:00:00.250]: 14400.0 <- PCAdder:opA::48  
[INFO|00:00:00.250]: 14450.0 <- PC:in::48  
[INFO|00:00:00.250]: 14500.0 -> PCAdder:out::52  
[INFO|00:00:00.250]: 14500.0 <- PC:in::52  
[INFO|00:00:00.250]: 14600.0 <- PC:RegWrite::1  
[INFO|00:00:00.250]: 14600.0 <- PC:in::52  
[INFO|00:00:00.250]: 15000.0 -> Clock:out::1  




Como podemos observar cada  línea del  registro comienza con  la parte “[INFO…..”. Como  su 












Por  tanto, nuestra  interfaz,  tratará cada una de estas  líneas, y  representará, en  la escala de 








Esta  parte  del  proyecto,  trata  un  inconveniente  que  hemos  observado  en  todos  los 
simuladores DEVS. El problema observado, se debe, a que ningún simulador DEVS, disponía de 
un medio  de  visualización  para  depurar  sistemas DEVS,  a  pesar  de  disponer  de más  de  20 
simuladores en el planeta. 
Con este medio, se permite depurar sistemas DEVS, de un modo más  intuitivo, debido a que 









Configuración del depurador para el procesador MIPS monociclo 
public class MipsMonocycleView extends MipsMonocycle { 
 
 public MipsMonocycleView(String name, String filePath) { 
  super(name, filePath); 
 } 
 
 public static void main(String[] args) { 
 MipsMonocycleView mips = null; 
 CoupledView mipsView = null; 
 try { 
     mips = new MipsMonocycleView("MIPS", "test" + File.separator + 
"bench1_fibonacci.dis"); 
     mipsView = new CoupledView(mips); 
     mipsView.setBounds("MIPS", 0, 0, 1800, 900); 
     mipsView.setBounds(mips.clock.getName(), 0, 0, 20, 20); 
     mipsView.setBounds(mips.ctrl.getName(), 0.05, 0.00, 110, 250); 
     mipsView.setBounds(mips.aluCtrl.getName(), 0.35, 0.00, 80, 80); 
     mipsView.setBounds(mips.and2.getName(), 0.45, 0.00, 80, 80); 
     mipsView.setBounds(mips.muxjr.getName(), 0.02, 0.35, 120, 80); 
     mipsView.setBounds(mips.pc.getName(), 0.02, 0.50, 100, 80); 
     mipsView.setBounds(mips.muxPCSrc.getName(), 0.02, 0.65, 100, 80); 
     mipsView.setBounds(mips.pcAdder.getName(), 0.15, 0.35, 80, 80); 
     mipsView.setBounds(mips.shif2j.getName(), 0.17, 0.10, 80, 80); 
     //mipsView.setBounds(mips.nodej.getName(), 0.25, 0.10, 90, 80); 
     mipsView.setBounds(mips.branchAdder.getName(), 0.25, 0.20, 90, 80); 
     mipsView.setBounds(mips.shif2.getName(), 0.25, 0.30, 90, 80); 
     mipsView.setBounds(mips.signExt.getName(), 0.25, 0.40, 90, 80); 
     mipsView.setBounds(mips.insMem.getName(), 0.12, 0.5, 320, 100); 
     mipsView.setBounds(mips.insNode.getName(), 0.12, 0.70, 300, 120); 
     mipsView.setBounds(mips.muxRegDst.getName(), 0.35, 0.60, 80, 80); 
     mipsView.setBounds(mips.muxRegData.getName(), 0.35, 0.70, 80, 80); 
     mipsView.setBounds(mips.gnd.getName(), 0.30, 0.85, 40, 40); 
     mipsView.setBounds(mips.vcc.getName(), 0.30, 0.90, 40, 40); 
     mipsView.setBounds(mips.muxSlt.getName(), 0.35, 0.80, 80, 80); 
     mipsView.setBounds(mips.registers.getName(), 0.45, 0.45, 180, 300); 
     mipsView.setBounds(mips.muxALUSrc.getName(), 0.60, 0.40, 80, 80); 
     mipsView.setBounds(mips.alu.getName(), 0.65, 0.50, 180, 90); 
     mipsView.setBounds(mips.dataMemory.getName(), 0.65, 0.65, 180, 150); 




 } catch (Exception ee) { 
     ee.printStackTrace(); 
 } 
 if (mipsView == null) { 
     return; 
 } 
 CoordinatorView coordinator = new CoordinatorView(mipsView); 
 coordinator.setVisible(true); 









La  Figura  46 muestra  un  ejemplo  del  depurador,  que muestra  la  representación  del MIPS 
monociclo. Cada componente representa en texto su nombre, su fase y su sigma. Cada  línea 
representa un acoplamiento en el sistema. Un componente DEVS está en rojo si ha ejecutado 
ya  su  función  de  salida,  en  amarillo  si  ha  ejecutado  su  transición  interna,  y  en  verde  si  ha 
ejecutado  su  transición externa. Cada pulsación en el botón  “Step”  (ver parte  inferior de  la 
Figura) avanza un ciclo en la simulación DEVS. 
No  obstante  cabe  destacar  que  la  interpretación  de  la  depuración  debe  de  realizarla  un 















el  uso  del  cronograma,  ya  que  el  depurador  no  proporciona  información  útil  acerca  de  los 
datos y tiempos de procesamiento. 




En  la  Figura  47  podemos  observar  el  cronograma  de  las  entradas  y  salidas  de  la  unidad 
aritmético‐lógica  del  procesador MIPS monociclo  ejecutando  el  algoritmo  de  Fibonacci.  La 




de 100 ps. Podemos  apreciar  este  retardo, por  ejemplo,  en  el  cálculo de  ‐24  ‐ 24  =  ‐48.  El 
último operando llega a los 650 ps. El resultado sale a los 750 ps. 
7.2. Experimentos 
En  el  siguiente  conjunto  de  experimentos  vamos  a  comparar  el  rendimiento  de  los 















La  Figura  48 muestra  el  proceso  de  depuración  del  algoritmo  de  Fibonacci,  según  se  está 
ejecutando  una  instrucción  addiu.  Este  proceso  sirve  para  detectar  posibles  errores  en  la 
generación de valores en los componentes, así como el correcto acoplamiento entre todos los 
elementos. 
En el  siguiente paso procedemos a  realizar un estudio cuantitativo de  resultados. En primer 
lugar, ejecutamos  los  tres algoritmos en  la ruta de datos monociclo para extraer un  informe 
completo de número de instrucciones por tipo. Estos datos re presentan en la siguiente tabla: 
CodOp Instr. FIB PROD MCD 
0 Tipo-R 67 428 36 
2 j 32 65 9 
4 beq 33 77 19 
9 addiu 35 77 4 
10 slti 33 22 0 
35 lw 194 448 63 
43 sw 134 164 18 
0 jr 1 1 1 
  529 1282 150 
 
De la tabla anterior se desprende que en los tres casos la instrucción predominante es lw. Por 





En  un  estudio  más  detallado,  podemos  comparar  los  tiempos  de  ejecución  en  los  tres 
procesadores, para hacer una comparativa. Tal comparativa se refleja en la siguiente tabla: 
 Monociclo Multiciclo Segmentado 
 FIB PROD MCD FIB PROD MCD FIB PROD MCD 
Tiempo total (ns) 317.4 769.2 90 449 1089 127.6 225.4 551.3 64.5 
Ciclo (ps) 600 600 600 200 200 200 200 200 200 
Ciclos 529 1282 150 2245 5445 638 1127 2756 322 
Instrucciones 529 1282 150 529 1282 150 529 1282 150 
CPI 1 1 1 4.25 4.25 4.25 2.13 2.15 2.15 
 
Como  se  puede  observar  en  la  tabla  anterior,  la  ruta  de  datos multiciclo  es  la  que  peores 
resultados  ofrece  en  términos  de  tiempo  de  ejecución.  Ello  se  debe  a  la  alta  presencia  de 
instrucciones lw, que al constar de 5 ciclos de ejecución, elevan el tiempo total de ejecución de 
la  instrucción  lw  a  1000  ps,  en  contra  de  los  600  ps  del  ciclo  de  reloj  en  el  procesador 
monociclo. 
El  procesador  segmentado  es  el  que  presenta mejor  rendimiento.  Sin  embargo,  el  CPI  del 
mismo está lejos de ser el CPI ideal de un procesador segmentado: CPI = 1. Ello se debe a que 
la  decisión  de  salto  está  ubicada  en  la  etapa  MEM  del  procesador  (lo  que  son  3  ciclos 








 Monociclo Multiciclo 
 FIB PROD MCD FIB PROD MCD 
Tiempo total (ns) 212.1 514.1 60.2 226.7 549.9 64.4 
Ciclo (ps) 401 401 401 101 101 101 
Ciclos 529 1282 150 2245 5445 638 
Instrucciones 529 1282 150 529 1282 150 
CPI 1 1 1 4.25 4.25 4.25 
 
Finalmente, cabe destacar como principal contribución de este proyecto que ninguno de  los 
simuladores  inspeccionados  en  el  estado  del  arte  contempla  la  posibilidad  de  variar 
parámetros como  los tiempos de retardo de  los distintos componentes. Es más, sólo algunos 
de ellos como WinMIPS64 y EduMIPS64 proveen datos sencillos como el número total de ciclos 
o  el  CPI.  Por  último,  recordar  que  la  versatilidad  del  proyecto  desarrollado  permitiría  la 








Desde  el  comienzo  se  planteo  el  simulador  como  una  herramienta  de  ayuda  al 
estudiante  y  al  profesor  en  su  labor  docente.  Con  la  ayuda  del  simulador,  puede 
entenderse desde un punto de vista más ameno,  la compleja  teoría que  rodea a  los 
procesadores  que  se  estudian  en  asignaturas  de  arquitectura  de  computadores.  La 
ejecución  del  simulador  permite  estudiar  a  fondo  su  rendimiento,  en  las  distintas 




Al  ejecutar  los  distintos  benchmarks  sobre  el  simulador,  hemos  obtenido  algunos 
resultados  sorprendentes. Al  configurar  los parámetros de  la  simulación  tales  como 
retardos  con  los  valores  característicos  de  [4]  observamos  que  para  los  tres 
benchmarks los resultados en monociclo son mejores que en el multiciclo, hablando en 
términos  temporales,  aunque  comparando  ambas  con  el  segmentado,  éste mejora 
notablemente  el  rendimiento.  Estos  resultados  son  debidos  al  gran  número  de 
instrucciones de tipo load presentes en el código ensamblador de los tres benchmarks 
presentados, que van de un 30% en el benchmark de Fibonacci hasta un 50 % en el 
benchmark  del  producto  escalar.  Posteriormente  se  configuraron  los  retardos 
haciéndolos  la  mitad,  pero  con  estos  parámetros  el  monociclo  seguía  siendo 
ligeramente  mejor  que  el  multiciclo.  Podemos  observar  también  como  el  CPI  del 
segmentado se sitúa en torno al 2, lejos del CPI = 1 ideal, esto se debe a la ubicación de 








DEVS:  Es  un  acrónimo  del  inglés  para  referirse  a  Discrete  Event  System  Specification 
(Especificación de Sistemas de Eventos Discretos) 
Es un  término  estándar  en  el  campo  de  la  Simulación  para modular  y  analizar  sistemas de 
diversos  tipos,  en  particular,  sistemas  de  eventos  discretos  y  sistemas  hibridos  continuos  y 
discretos.  
MICROPROCESADOR: Se trata de un circuito integrado que contiene en su interior una Unidad 
Central  de  Proceso  (CPU)  y  un  conjunto  de  elementos  logicos  conectados  con  otros 
dispositivos como memorias y puertos de entrada/salida  formando un  sistema para cumplir 
con una aplicación especifica. 




microprocesadores  de  arquitectura  RISC  (Reduced  Instructions  Set  Computer)  desarrollados 
por MIPS  Technologies  y  usados  en muchos  sistemas  integrados  como  por  ejemplo  en  las 
videoconsolas Nintendo 64, Sony Playstation, Sony Playstation 2, etc. 




SEGMENTACIÓN:  Es  un método,  a  través  del  cual,  se  consigue mejorar  el  rendimiento  de 
microprocesadores  descomponiendo  cada  instrucción  ejecutada  por  los mismos,  en  varias 
etapas, para permitir procesar una instrucción diferente en cada una de las etapas, con lo que 
se consigue trabajar con varias instrucciones simultáneamente. 
SIMULACIÓN:  Es  un  término  definido  por R.E.  Shannon  [7]  como  el  proceso  de  diseñar  un 

















scenarios.  In SpringSim  '07: Proceedings of  the 2007 spring simulation multiconference: 279‐286 
(San Diego, CA, USA, 2007) 
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Dentro de  los compiladores se enmarcan  los compiladores cruzados. Estos son   compiladores 
capaces de generar  código ejecutable para una plataforma distinta de  la que el  compilador 
está corriendo. 




un comportamiento  similar a  los  sistemas Unix en Windows. Su objetivo es portar  software 
que  ejecuta  en  sistemas  POSIX  a Windows  con  una  recompilación  a  partir  de  sus  fuentes. 













La  instalación de Cygwin puede ocupar hasta 800 MB, pero  escogiendo bien  la descarga  el 
tamaño es mucho menor. Desde  la página principal de Cygwin  (http://www.cygwin.com/) se 
descarga un stub installer (pequeño archivo instalador que descarga los módulos (paquetes en 
la  terminología  del  instalador)  deseados  durante  su  ejecución)  de  unos  275  KBytes.  Es 
aconsejable  renombrar el nombre predeterminado  (setup.exe) a otro más  significativo  (p.e.: 
cygwin_setup.exe). 





 Origen  de  la  instalación:  Descargar  desde  Internet  (Download  from  Internet).  Si 







 Tipo  de  conexión  a  Internet:  depende  de  cada  caso,  pero  en  entornos  domésticos 
normalmente será Direct Connection. 
En  este  momento  el  instalador  conectará  a  Internet  para  recuperar  la  lista  de  mirrors 
(servidores desde los que es posible descargar los módulos de instalación). 
 Seleccionar  mirror:  Cualquiera  que  funcione,  pero  es  buena  idea  usar 
ftp://ftp.rediris.es. 
Una vez seleccionado el mirror, el instalador recuperará la lista de paquetes disponibles y nos 













Una vez seleccionados  los paquetes que se desean, podemos continuar con  la  instalación. Se 










Ir  a  la  página  de  GNU  (http://www.gnu.org),  buscar  las  fuentes  de  binutils  y  gcc  y 
descargarlas en  /home/usuario/crosscomp. Este manual  fue probado  con gcc‐3.4.1.tar.bz2 y 
binutils‐2.19.tar.bz2  (tener  en  cuenta  que  el  gcc  y  binutils  nuevo  deben  ser  alguna  versión 
inferior al instalado por cygwin, para ver la versión, ejecutar gcc ‐v en cygwin). 
Descomprimir las fuentes: 
  tar xvf gcc-3.4.1.tar.bz2 
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 tar xvf binutils-2.19.tar.bz2 
Crear el directorio de compilación 
  mkdir mips 
 cd mips 
Configurar el entorno de compilación para binutils: 
  ../binutils-2.19/configure --prefix=/usr/local/gcc --




 make install 
Limpiar el directorio de compilación: 
  rm -r * 
(A lo mejor pregunta si borrar algunos archivos de sólo lectura, respondemos: y). 
Actualizar el path: 
  export PATH=/usr/local/gcc/bin:$PATH 
Configurar el entorno de compilación para gcc: 
  ../gcc-3.4.1/configure --prefix=/usr/local/gcc --enable-








  export PATH=/usr/local/gcc/bin:$PATH 
 mips-gcc -march=mips32 -S archivo.c -o archivo.s 
 mips-as -march=mips32 archivo.s -o archivo.exe 




Código original en C Código ensamblador para MIPS 
int main() { 
 int f0, f1, f2, i; 
 f0 = 0; 
 f1 = 1; 
 f2 = 0; 
 i = 0; 
 for(i=0; i<32; i++) { 
  f2 = f1 + f0; 
  f0 = f1; 
  f1 = f2; 
 } 
 return 0; 
} 
Disassembly of section .text: 
 
00000000 <main>: 
   0: 27bdffe8  addiu sp,sp,-24 
   4: afbe0010  sw s8,16(sp) 
   8: 03a0f021  move s8,sp 
   c: afc00000  sw zero,0(s8) 
  10: 24020001  li v0,1 
  14: afc20004  sw v0,4(s8) 
  18: afc00008  sw zero,8(s8) 
  1c: afc0000c  sw zero,12(s8) 
  20: afc0000c  sw zero,12(s8) 
  24: 8fc2000c  lw v0,12(s8) 
  28: 28420020  slti v0,v0,32 
  2c: 1040000e  beqz v0,68 <main+0x68> 
  30: 00000000  nop 
  34: 8fc30004  lw v1,4(s8) 
  38: 8fc20000  lw v0,0(s8) 
  3c: 00621021  addu v0,v1,v0 
  40: afc20008  sw v0,8(s8) 
  44: 8fc20004  lw v0,4(s8) 
  48: afc20000  sw v0,0(s8) 
  4c: 8fc20008  lw v0,8(s8) 
  50: afc20004  sw v0,4(s8) 
  54: 8fc2000c  lw v0,12(s8) 
  58: 24420001  addiu v0,v0,1 
  5c: afc2000c  sw v0,12(s8) 
  60: 08000009  j 24 <main+0x24> 
  64: 00000000  nop 
  68: 00001021  move v0,zero 
  6c: 03c0e821  move sp,s8 
  70: 8fbe0010  lw s8,16(sp) 
  74: 27bd0018  addiu sp,sp,24 
  78: 03e00008  jr ra 
  7c: 00000000  nop 
 
A  la  izquierda  el  códido  original  en  C.  A  la  derecha  el  binario  generado  por  el  compilador 






A  continuación  proporcionamos  el  listado  de  los  tres  benchmarks  con  los  que  hemos 
trabajado. 
Algoritmo de Fibonacci 
El  primer  algoritmo  calcula  el  término  31  de  la  serie  de  Fibonacci.  En  la  tabla  siguiente 
mostramos el código en C y su equivalente binario generado para el MIPS32: 
Algoritmo de Fibonacci Código ensamblador para MIPS 
int main() { 
 int f0, f1, f2, i; 
 f0 = 0; 
 f1 = 1; 
 f2 = 0; 
 i = 0; 
 for(i=0; i<32; i++) { 
  f2 = f1 + f0; 
  f0 = f1; 
  f1 = f2; 
 } 
 return 0; 
} 
Disassembly of section .text: 
 
00000000 <main>: 
   0: 27bdffe8  addiu sp,sp,-24 
   4: afbe0010  sw s8,16(sp) 
   8: 03a0f021  move s8,sp 
   c: afc00000  sw zero,0(s8) 
  10: 24020001  li v0,1 
  14: afc20004  sw v0,4(s8) 
  18: afc00008  sw zero,8(s8) 
  1c: afc0000c  sw zero,12(s8) 
  20: afc0000c  sw zero,12(s8) 
  24: 8fc2000c  lw v0,12(s8) 
  28: 28420020  slti v0,v0,32 
  2c: 1040000e  beqz v0,68 <main+0x68> 
  30: 00000000  nop 
  34: 8fc30004  lw v1,4(s8) 
  38: 8fc20000  lw v0,0(s8) 
  3c: 00621021  addu v0,v1,v0 
  40: afc20008  sw v0,8(s8) 
  44: 8fc20004  lw v0,4(s8) 
  48: afc20000  sw v0,0(s8) 
  4c: 8fc20008  lw v0,8(s8) 
  50: afc20004  sw v0,4(s8) 
  54: 8fc2000c  lw v0,12(s8) 
  58: 24420001  addiu v0,v0,1 
  5c: afc2000c  sw v0,12(s8) 
  60: 08000009  j 24 <main+0x24> 
  64: 00000000  nop 
  68: 00001021  move v0,zero 
  6c: 03c0e821  move sp,s8 
  70: 8fbe0010  lw s8,16(sp) 
  74: 27bd0018  addiu sp,sp,24 
  78: 03e00008  jr ra 
  7c: 00000000  nop 
 
Producto escalar de dos vectores 
El  segundo  algoritmo  es  un  producto  escalar  de  dos  vectores.  Ambos  vectores  son  de  10 
elementos, el código en C y el binario correspondiente son los que siguen: 
Producto escalar Código ensamblador para MIPS 
int main() { 
  int v1[10]; 
  int v2[10]; 
  int result; 
  int temp; 
  int i; 
  int j; 
  for(i=0; i<10; i++) { 
    v1[i] = i; 
    v2[i] = 9-i; 
  } 
00000000 <main>: 
   0: 27bdff98  addiu sp,sp,-104 
   4: afbe0060  sw s8,96(sp) 
   8: 03a0f021  move s8,sp 
   c: afc00058  sw zero,88(s8) 
  10: 8fc20058  lw v0,88(s8) 
  14: 2842000a  slti v0,v0,10 
  18: 10400012  beqz v0,64 <main+0x64> 
  1c: 00000000  nop 
  20: 8fc20058  lw v0,88(s8) 
  24: 00021080  sll v0,v0,0x2 
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  result = 0; 
  for(i=0; i<10; i++) { 
    temp = 0; 
    for(j=0; j<v2[i]; j++) { 
      temp = temp + v1[i]; 
    } 
    result = result + temp; 
  }   
   
  return 0; 
} 
  28: 005e1821  addu v1,v0,s8 
  2c: 8fc20058  lw v0,88(s8) 
  30: ac620000  sw v0,0(v1) 
  34: 8fc20058  lw v0,88(s8) 
  38: 00021080  sll v0,v0,0x2 
  3c: 005e2021  addu a0,v0,s8 
  40: 24030009  li v1,9 
  44: 8fc20058  lw v0,88(s8) 
  48: 00621023  subu v0,v1,v0 
  4c: ac820028  sw v0,40(a0) 
  50: 8fc20058  lw v0,88(s8) 
  54: 24420001  addiu v0,v0,1 
  58: afc20058  sw v0,88(s8) 
  5c: 08000004  j 10 <main+0x10> 
  60: 00000000  nop 
  64: afc00050  sw zero,80(s8) 
  68: afc00058  sw zero,88(s8) 
  6c: 8fc20058  lw v0,88(s8) 
  70: 2842000a  slti v0,v0,10 
  74: 10400020  beqz v0,f8 <main+0xf8> 
  78: 00000000  nop 
  7c: afc00054  sw zero,84(s8) 
  80: afc0005c  sw zero,92(s8) 
  84: 8fc20058  lw v0,88(s8) 
  88: 00021080  sll v0,v0,0x2 
  8c: 005e1021  addu v0,v0,s8 
  90: 8c430028  lw v1,40(v0) 
  94: 8fc2005c  lw v0,92(s8) 
  98: 0043102a  slt v0,v0,v1 
  9c: 1040000d  beqz v0,d4 <main+0xd4> 
  a0: 00000000  nop 
  a4: 8fc20058  lw v0,88(s8) 
  a8: 00021080  sll v0,v0,0x2 
  ac: 005e1021  addu v0,v0,s8 
  b0: 8fc30054  lw v1,84(s8) 
  b4: 8c420000  lw v0,0(v0) 
  b8: 00621021  addu v0,v1,v0 
  bc: afc20054  sw v0,84(s8) 
  c0: 8fc2005c  lw v0,92(s8) 
  c4: 24420001  addiu v0,v0,1 
  c8: afc2005c  sw v0,92(s8) 
  cc: 08000021  j 84 <main+0x84> 
  d0: 00000000  nop 
  d4: 8fc30050  lw v1,80(s8) 
  d8: 8fc20054  lw v0,84(s8) 
  dc: 00621021  addu v0,v1,v0 
  e0: afc20050  sw v0,80(s8) 
  e4: 8fc20058  lw v0,88(s8) 
  e8: 24420001  addiu v0,v0,1 
  ec: afc20058  sw v0,88(s8) 
  f0: 0800001b  j 6c <main+0x6c> 
  f4: 00000000  nop 
  f8: 00001021  move v0,zero 
  fc: 03c0e821  move sp,s8 
 100: 8fbe0060  lw s8,96(sp) 
 104: 27bd0068  addiu sp,sp,104 
 108: 03e00008  jr ra 




Algoritmo de Euclides Código ensamblador para MIPS 
int main() { 
  int a = 2048; 
00000000 <main>: 
   0: 27bdffe8  addiu sp,sp,-24 
98 
 
  int b = 4864; 
  int t; 
   while (a!=b) { 
      if(a>b) 
         a = a - b; 
      else { 
         t = a; 
         a = b; 
         b = b - t; 
      } 
   } 
    
  return 0; 
} 
   4: afbe0010  sw s8,16(sp) 
   8: 03a0f021  move s8,sp 
   c: 24020800  li v0,2048 
  10: afc20000  sw v0,0(s8) 
  14: 24021300  li v0,4864 
  18: afc20004  sw v0,4(s8) 
  1c: 8fc30000  lw v1,0(s8) 
  20: 8fc20004  lw v0,4(s8) 
  24: 10620016  beq v1,v0,80 
<main+0x80> 
  28: 00000000  nop 
  2c: 8fc20000  lw v0,0(s8) 
  30: 8fc30004  lw v1,4(s8) 
  34: 0062102a  slt v0,v1,v0 
  38: 10400007  beqz v0,58 <main+0x58> 
  3c: 00000000  nop 
  40: 8fc20000  lw v0,0(s8) 
  44: 8fc30004  lw v1,4(s8) 
  48: 00431023  subu v0,v0,v1 
  4c: afc20000  sw v0,0(s8) 
  50: 08000007  j 1c <main+0x1c> 
  54: 00000000  nop 
  58: 8fc20000  lw v0,0(s8) 
  5c: afc20008  sw v0,8(s8) 
  60: 8fc20004  lw v0,4(s8) 
  64: afc20000  sw v0,0(s8) 
  68: 8fc30004  lw v1,4(s8) 
  6c: 8fc20008  lw v0,8(s8) 
  70: 00621023  subu v0,v1,v0 
  74: afc20004  sw v0,4(s8) 
  78: 08000007  j 1c <main+0x1c> 
  7c: 00000000  nop 
  80: 00001021  move v0,zero 
  84: 03c0e821  move sp,s8 
  88: 8fbe0010  lw s8,16(sp) 
  8c: 27bd0018  addiu sp,sp,24 
  90: 03e00008  jr ra 
  94: 00000000  nop 
 
 
