Abstract. We consider smooth, double-odd solutions of the two-dimensional Euler equation in [−1, 1) 2 with periodic boundary conditions. It is tempting to think that the symmetry in the flow induces possible double-exponential growth in time of the vorticity gradient at the origin, in particular when conditions are such that the flow is "hyperbolic". This is because examples [12] of solutions with C 1,γ -regularity were already constructed with exponential gradient growth. We analyze the flow in a small box around the origin in a strongly hyperbolic regime and prove that the compression of the fluid induced by the hyperbolic flow alone is not sufficient to create double-exponential growth of the gradient.
Introduction
The question whether solutions of the two-dimensional Euler equation in vorticity form ω t + u · ∇ω = 0 (1) can exhibit strong gradient growth in time is a topic of ongoing interest. The best known upper bound predicts double-exponential growth in time:
∇ω ∞ ≤ C 1 exp(C 2 exp(C 3 t)) with constants C i depending on the initial data. A natural and important question is: Are there flows for which this upper bound is attained? The problem can be considered in bounded domains with no-flow boundary conditions or in domains without a natural boundary (e.g. on the torus). For domains with boundary, a recent breakthrough by A. Kiselev and V.Šverák [8] answers the question affirmatively. For smooth solutions on the torus, the best known result so far was given by S. Denisov. In [4] , he shows that at least superlinear gradient growth is possible and in [5] he provides an example of doubleexponential growth for an arbitrarily long, but finite time interval. In the recent paper [12] , A. Zlatǒs constructs initial data leading to exponential gradient growth, his solution is however in C 1,γ for some γ ∈ (0, 1) and not in C 2 . In [8] the construction is based on imposing certain symmetries on the solution leading to a hyperbolic flow scenario. The presence of a boundary and the hyperbolic flow work nicely together, allowing the construction of examples with double-exponential gradient growth. Considering double-odd solutions, i.e. ω(−x 1 , x 2 ) = −ω(x 1 , x 2 ), ω(x 1 , −x 2 ) = −ω(x 1 , x 2 ), (2) is a possible, natural way to replace the physical wall from [8] by the x 1 -axis in order to try to create strong gradient growth in the bulk. This construction was employed in [12] . In [5] , a perturbation argument starting from a non-smooth double-odd stationary solution (see [1] ) was used. Creating infinite-time double-exponential growth away from the boundary, however, is met with considerable difficulties.
It is interesting to notice that the result [8] is in some sense analogous to the still open blowup problem for for the more singular surface quasigeostrophic equation. In SQG blowup means that the solution becomes singular in finite time whereas for the 2d Euler equation "blowup" would mean maximal (double-exponential) gradient growth on an infinite time interval. There are important conditional regularity results for the SQG equation such as [2] , [3] , where one studies a certain blowup scenario, in order to finally exclude it. An analogous "conditional regularity result" for 2d Euler equation would be to show that in certain scenarios maximal gradient growth does not occur. Since the possible motions of fluids are various and in general very complicated, studying scenarios is an invaluable method to gain insight into regularity problems of fluid mechanics.
Our goal in this paper is to prove such a conditional regularity result in the sense that a hyperbolic flow cannot create maximal gradient growth near the origin by itself when we start with double-odd C 2 initial data, provided a certain "upstream" control is assumed on the flow. This is an important step into understanding the double-odd hyperbolic scenario since we rule out the most promising candidate for a mechanism creating maximal gradient growth, i.e. the local hyperbolic compression. Our result does not imply impossibility of double-exponential growth in general, but makes the construction of examples much harder.
In some sense, the scenario considered here is complementary to the one considered by D. Cordoba for the SQG equation in [2] , where a closing hyperbolic saddle is considered. There the solution stays smooth except for the possible closing of the saddle. In our scenario for 2d Euler, the hyperbolic saddle is fixed due to the symmetry (ω = 0 on the coordinate axes), and we are asking if blowup can happen in another way.
Finally, we would like to mention the recent preprint [7] , where a different approach is proposed to study whether double-exponential gradient growth can occur at an interior point (see also T. Tao's blog [9] for a related discussion).
Main result. We consider (1) on T = [−1, 1)
2 with periodic boundary conditions and double-odd C 2 initial data ω 0 . The double-odd symmetry is preserved by the evolution and (2) implies that the origin is a stagnant point of the flow field for all times. Moreover, the flow on each coordinate axis is always directed along that axis. When considering smooth solutions ω ∈ C 1 ([0, ∞), C 2 (T)), (2) also implies ω = 0 on the coordinate axes. We will studying the flow in boxes of the form
where δ j are positive, but small and 0 < δ 1 < δ 2 < δ 1 + δ 3 .
In a hyperbolic flow, which we will explain in detail in section 1.2, fluid particles are supposed to constanty enter the box D from the right and leave on the top. Therefore we call D \ D feeding zone. The following definition formalizes the control we assume on the solution in the feeding zone. The meaning of the parameter α will become clear later. ). The box D is said to satisfy the conditions of controlled feeding, with feeding parameter R ≥ 0 if
for all times t ≥ 0.
We can think of the first inequality in (5) as a Hölder-version of a bound on ∂ x 2 ,x 1 ω, keeping in mind that ∂ x 1 ω(x 1 , 0, t) = 0 for all times. The concept of controlled feeding conditions allows us to study the evolution of ω in D independent of the remaining flow.
Our main result is the following theorem.
, 0 < δ 3 . Let ω be a smooth, double-odd solution of the Euler equation, and suppose the flow is hyperbolic near the origin. Let R > 0 be given. There exist small δ 1 , δ 2 > 0, such that if D satisfies the controlled feeding conditions with parameter R, then
This means that in this situation for maximal gradient growth near the origin one cannot rely on the hyperbolic compression alone but rather has to create in some other way a scenario where the feeding conditions are violated, i.e. there has to be a compression in x 2 -direction in the feeding zone.
1.2. The hyperbolic scenario. In order to give a definition of hyperbolic flow suitable for our purposes, we introduce the following important quantity. Let α ∈ (0, 1 4 ) be fixed. For a smooth, periodic function ω we set (7) M (x, t) := max
Note that M (x, t) also depends on ω and α. The velocity field u(x, t) := ∇ ⊥ (−∆) −1 ω for double-odd ω (ω with mean zero over T) can be written in the form
where Q 1 , Q 2 are scalar fields given by certain integral operators (see (20)) acting on ω.
The following definition says we regard the flow as hyperbolic if both Q 1 and Q 2 essentially have a positive lower bound, up to a term controlled by the quantity M (x, t). ) be fixed. We say that the flow is hyperbolic near the origin if there are constants ρ, A, β 0 > 0 for which the following condition is satisfied
where i = 1, 2, and for all t ∈ [0, ∞).
By choosing the initial data ω 0 suitably, we can ensure hyperbolic flow. One possible choice is, for example, choosing ω 0 to be nonnegative in [0, 1] 2 and such that ω 0 = 1 on a set of sufficiently large measure, as it was done in [8] , [12] . This creates a situation where (9) is satisfied. The proof will be given in section 4. Physically, we then have compression of the fluid in the x 1 -direction and expansion of the fluid in x 2 -direction.
Gradient growth in the hyperbolic scenario
Before describing our approach, let us explain first why at first sight the hyperbolic scenario seems to be a good candidate for double-exponential growth. Namely, for Q 1 , Q 2 we have the upper bounds (10)
2 )|. If it were possible to create a situation where a lower bound of roughly the same order holds, i.e. Q 1 ≥ C| log(x 2 1 + x 2 2 )| over an infinitely long time interval, then for the particle trajectories lying on the x 1 -axis (i.e. X 2 = 0)
would hold, as seen by solving the ODEẊ 1 = −X 1 Q 1 . If, moreover one could arrange for the initial data ω 0 to have suitable nontrivial values on the x 1 -axis, then this would create double exponential gradient growth. However, and the simultanenous requirements of smoothness and double-odd symmetry of ω, necessarily imply ω = 0 on the axes. Moreover, it is highly unclear how a such strong lower bound on Q 1 could be achieved. As we shall see later, a certain amount of smoothness of ω and the vanishing of ω on the axes lead to a better upper bound, without the logarithmic behavior which is crucial for the double-exponential growth.
Another way one might hope to get double exponential growth is to consider a "projectile", i.e. to track the movement of a small domain close to the origin on which ω = 1, as it was done in [8] . There the self-interaction of the projectile was able to create enough growth in the values of Q 1 to allow double-exponential growth. Namely, while the projectile approaches the origin, the values of Q 1 on it get larger, this fact being connected to a certain logarithmically divergent integral. Our Theorem 1.2 shows that in general this is not possible for double-odd solutions, unless there is some compression in x 2 -direction in the feeding zone. Thus a scenario with maximal gradient growth must be much more complicated than just using the self-interaction of the projectile.
In fact, provided the feeding condition holds, the steady fluid compression guaranteed by (9) will turn out to stabilize the flow in the neighborhood of the origin. That is, the hyperbolicity condition (9) -essentially a lower bound on Q i -is converted in the proof of Theorem 1.2 into an upper bound for Q i . This is what finally leads to a bound on the gradient growth in D.
2.1. Heuristic considerations. We now present an intuitive discussion of our result. Fluid particles carried by the hyperbolic flow will constantly enter the box D from the right and leave on the top (see figure 1 ). All particles except for those moving on the axes spend a finite time in the box. As for the particles on the x 1 -axis, these move towards the left, approaching the origin asymptotically as t → ∞. Particle trajectories t → X(t) = (X 1 (t), X 2 (t)) for which X 2 (0) is small approximate the straight trajectories of the particles on the x 1 -axis, before going steeply upward. The time a particle spends in D goes to infinity as X 2 (0) → 0. We now consider the trajectory of a particle X. The particle may have started inside D at time t = 0, or may have entered the box at some time T 0 > 0, in which case X(T 0 ) ∈ ∂D. Also, assume that the particle exits the box D at some time T e , i.e. X 2 (T e ) = δ 2 . The evolution of the gradient of ω along the trajectory
is given by an ODE of the form
where ∇u is the velocity gradient. The relation (11) is simply obtained by differentiating the Euler equation. The key is now to use the structure (8) of the velocity field. Combining with (11), we obtain
We write the matrix in (12) as
evaluating all matrix entries along the given trajectory X (note that the matrix has trace zero, since the velocity field u is divergence free). Since in a sufficiently small box
should be rather "small" (due to the prefactors x 1 , x 2 ), a should be positive and bounded away from zero along the hyperbolic trajectory. Roughly speaking, the the form of (12) implies that ω x 1 grows in time like e t T 0 a(X(s))ds whereas ω x 2 should decay in time like e − t T 0 a(X(s))ds . This would be exactly true if (12) were a diagonal system. To gain some insight, we consider the case of a particle moving close to the x 1 -axis, i.e. with small X 2 (T 0 ) > 0. We expect that c = x 2
are "small". This suggest to neglect b, c and set b, c = 0 in (12) , so that we have a diagonal system. Denoting ξ(t) = ∇ω(X(t)) the solution would be given by
where A(t) = t T 0 a(X(s))ds. (13) shows that, in general, the gradient in x 1 -direction grows along the particle trajectory. However, there is an effect which allows us to cancel the growing factor e A . Assume for the sake of the discussion that the following stronger feeding conditions hold:
Now we observe that
. Now from (8) we have the differential equatioṅ
Combining (17), (15) and (16), we get
(we assume Q 2 ≥ 0 for this heuristic discussion), suggesting that the gradient in x 1 -direction does not grow at all in time. Our rigorous result does not give such a strong conclusion, but we will be able to prove that the gradient grows at most exponentially in time. In Remark 4.6 we explain why we actually do not use (14). The heuristics appear deceivingly simple, but in order to make the argument rigorous, we have to overcome a number of formidable technical difficulties. To begin with, the coefficients of (12) depend on the solution ω through the integral operators Q 1 , Q 2 . The derivatives
are given by singular integral operators. These can be controlled if one has control over the first derivatives
of ω inside the box, and thus one has a certain control over the coefficients of the ODE system (12) .
Of course, none of the coefficients may be neglected, and we have to produce sufficiently good estimates on the solutions of the full ODE system (12) . A major obstacle in getting good estimates, however, is caused by the unstable nature of (12) . This may be seen, e.g. by setting c = 0, but keeping b, so that we get a supposedly better approximation than the diagonal system. In this model, the solutions can be calculated explictly, and we get
This shows that not only the derivative in x 1 -direction but also the derivative in x 2 -direction of ω may potentially grow in time (due to the contribution e is coupled back into the coefficients of the ODE (12) via our estimates on
. On the other hand, the factor ξ 1 (T 0 ) may help as before, via the feeding condition (14). We need therefore to proceed with extreme care, looking to cancel the growing factor e A with the decaying factor e −A whenever possible.
Notation

Euler velocity field. For
The velocity field for the Euler equation is
where ω ∈ C 2 (T) is periodically extended to all of R 2 . In the calculation of the integral a limit in the mean (sequence of unboundedly growing domains) is understood. Note that the velocity field is ∇ ⊥ (−∆) −1 ω, where −∆ is the periodic Laplacian on the Torus T. A simple calculation using the double-odd symmetry of ω leads to
where Q 1 , Q 2 are the following integral operators
with kernels
where c 0 denotes the right constant. The expression Q r 1 is given by the following (limit in the mean) integral
where C may depend on α, β, ω ∞ and on universal constants, e.g. geometrical characteristics of the domain T. C does not depend on δ 1 , δ 2 , δ 3 . When using this notation, we shall always imply that C < ∞ for all α ∈ (0, 1 4 ). 4 . Potential theory of Q 1 , Q 2 4.1. Sufficient conditions for hyperbolic flow. We will be working with boxes of the form
with the following restriction:
We also write
which is the distance of the point x to the top of the box. We write δ = (δ 1 , δ 2 ), |δ|
and M D for the analogous quantity, but where the maximum over D is replaced by a maximum over D. Note that M D and M D depend on ω and α.
As mentioned before, the flow near the origin can be made hyperbolic, with compression in the x 1 -direction and expansion in x 2 -direction by choosing the initial data such that
2 and such that
is sufficiently large. This is a consequence of theorem 4.2.
Remark 4.1. The periodicity and double-oddness of ω(·, t) imply also the reflection symmetries
Consequently, the four corner points of 1] are also stagnant points of the flow, the flow being confined in
2 for all times, a fact we shall use below.
There exists a universal 0 < m 0 < 1, 0 < K such that if m 0 < m < 1, there are β 0 > 0, A > 0 such that the following estimate holds for all times
for |x| ≤ K(1 − m), i.e. the flow is hyperbolic near the origin.
To prove this, we need the following lemma, which is an adaption of a result in [12] .
holds, with universal C 2 > 0.
Proof. We write
and prove the result for Q 2 . The proof for Q 1 is similar. We have |y| so that
and hence the integral over Ω(2x) is bounded in absolute value by
For the estimation of the integral with domain of integration [0, 1] 2 \Ω(2x), we distinguish two cases. The more difficult case is given by the condition x 2 ≤ x 1 , and we split the domain of integration up into the three parts [2x
∞ -norm and in the remaining integral we substitute y j = x j + z j .
The same strategy for the integral over [0,
we can estimate the integral in question by C ω ∞ .
It remains to estimate the integral over
since ω ≥ 0 and G 2 2 (x, y) ≥ 0 if y 1 ≤ x 1 . We will estimate the integral over [0,
where B(x, r) is the smallest ball around x containing [0,
For the integral containing |z 1 |z 2 we distinguish two cases. In case x 2 ≤ 1 2
, leading to a bound on the form log(1 +
2 in the denominator and z 2 ≤ (z 2 +x 2 ) in the nominator and get the bound Cx −1 2 x 1 ≤ C. The integral with |z 1 |x 2 is estimated as before.
and perform similar calculations. In this case, we do not need to use M (x, t).
Proof. (of theorem 4.2) Following [8] , [12] we observe that the integral Ω(2x) y 1 y 2 |y| −4 ω(y, t) dy can be bounded away from zero by an expression of the form
Hence we obtain (27).
Upper bounds. The following lemma gives an upper bound on
is the distance to the top of the box, so the upper bound given blows up close to the top of the box. This is, however not a problem, since we mostly have to integrate Q 1 , Q 2 along particle trajectories (see the proof Theorem 6.3).
Proof. We bound Q 2 , the calculation for Q 1 is analogous. First we note
, and split the integral in question into two parts:
2 \ D, we have
where we have used |G The following important lemma allows us to control the coefficients of the ODE system (12) in terms of the quantity M D . Recall that d(x) is the distance from x ∈ D to the top of the box. Lemma 4.5. We have the following estimates for x ∈ D:
where γ, γ 1 , γ 2 ∈ (0, 1), γ 1 + γ 2 = 1, i = 1, 2 and the constants do not depend on δ 1 , δ 2 , δ 3 .
Proof. This is a consequence of Proposition 8.9 (see appendix) and the definition of c, b, x i ∂ x i Q i (x). Note that we have 
This is the main reason why we do not adopt the stronger feeding condition (14), since we do not know how to deal with the logarithmic terms in our main argument.
Perturbation theory for an ordinary differential equation
In this section we derive estimates for an ODE system of the forṁ
where a, b, c are given smooth functions on a time interval [T 0 , T e ]. For simplicity of notation, we set T 0 = 0. This part is independent of the actual structure of a, b, c from the ODE (12) .
The idea will be to perturb from the system with c ≡ 0. We write
, S(t) := 0 c(t) 0 0 (36) Definition 5.1. Let the integral operators P , S be given by
Recall that A(t) = t 0 a(s)ds. It is convenient to introduce the following operators: 
with given g ∈ C([0, T ], R 2 ). The solution φ = (I − P ) −1 g is given by
Proof. The statement (a) is standard. Statement (b) is an easy calculation, noting that (39) is equivalent to the ODE systemξ = P ξ +ġ for g ∈ C 1 .
The initial value problem for the systeṁ ξ = (P + S)ξ, ξ(0) given is equivalent to the Volterra integral equation
We can write ξ = (I − P ) −1 w for some w ∈ C[0, T ]. This leads to
The following proposition gives a representation of the solution ξ in terms of w:
Proof. First note that
and hence by (42), w 2 (t) = ξ 2 (0) (the second line of (43)). Recalling ξ = (I − P ) −1 w and using (40), we get the following relation:
(44) and (42) together give,
By inserting (45), we get the relation
which is the first line of (43).
We will need the following Gronwall-type inequality by Wilett [11] :
are nonnegative, integrable functions on [0, T ] and suppose z satisfies the following integral inequality:
Then z ≤ Hf 0 , where H is the following functional
We write Hf 0 to emphasize the linear dependency on f 0 .
Proof. We give the proof for reference. Recall first the following form basic of Gronwall's integral inequality: suppose z, r, f 1 , v 1 are nonnegative functions on [0, T ] satisfying the integral inequality
Set r = f 0 + f 2 t 0 v 2 z and apply (49). This leads to the following bound for z: 
hold, where H is the functional (47) and where
Proof. Using obvious estimations, we get from (43) the following integral inequality for |w 1 |:
where the expressions f 0 , f 1 , f 2 , v 1 , v 2 are given as in the statement of the lemma. Now using lemma 5.4, we obtain |w 1 (t)| ≤ Hf 0 on [0, T ]. The inequalities (51) follow from ξ = (I − P ) −1 w and the formulas (40).
6. Main argument 6.1. The main technical result. In order to formulate our main technical result, we introduce a notion of harmless nonlinear bound.
where all arguments are nonnegative numbers is a harmless nonlinear function if for fixed α ∈ (0, 1), β > 0, δ 3 > 0 the following holds: for any given R > 0, there existsδ 2 (R) > 0 and a numberδ 1 =δ 1 (R, δ 2 ) such that for all δ 2 ≤δ 2 , δ 1 ≤δ 1 (δ 2 ) the inequality
Recall the box D is said to satisfy the conditions of controlled feeding if there is a R ≥ 0 with
for all times t ≥ 0. R is called feeding parameter. For convenience, we introduce the following definition. 
6.2. Estimates along particle trajectories. We now begin the proof of our technical main result, theorem 6.3. Therefore, let ω be a given double-odd solution of the Euler equation that is in C 1 ([0, ∞), C 2 (T)). Moreover, let D be a box depending on the parameters δ 1 , δ 2 , δ 3 > 0 satisfying the conditions (23).
Suppose also that for the remainder of this section, (i)-(iv) from theorem 6.3 are satisfied. For abbreviation, we write in the following M := max{K, R}.
We observe the following important fact: since δ 1 , δ 2 , δ 1 ≤ 1,
holds. We consider associated particle trajectories, which are the solutions of
More precisely, we define the particle trajectories as follows: for any (
we take the maximal solution of t → X(t) of (58) which passes through (x 0 , t 0 ), and lies
(ii) either T 0 = 0 or T 0 > 0, in which case necessarily X(T 0 ) ∈ ∂D, (iii) X(T e ) ∈ ∂D. Observe that X is given by
(59)
We call T 0 the entry time and T e the exit time of a particle trajectory. T 0 = 0 if the particle starts in D for t = 0.
The next proposition gives a upper bound for the time a particle can spend in the upper half of the box D, provided the flow is β-hyperbolic. Proposition 6.4. Suppose that the flow is β-hyperbolic in the box D on the time interval [0, T ]. Let X be a particle trajectory whose entry time T 0 is < T .Then if (i) X 2 (T 0 ) = 0, (ii) T 0 < T e , there is a either time T e > T 1 ≥ T 0 such that
If T 1 exists, we have the estimate
Definition 6.5. We call a function g = g(α, β, δ, M ) harmless generic factor it has the following property: there exists a p > 0 such that for fixed α, β, M
For example, a function of the form
(γ j > 0) is a harmless generic factor, and e g is also a harmless generic factor if g is one. When performing estimations, we shall often absorb harmless generic factors into one another, so the actual meaning of g may change from line to line.
Our goal will be to obtain estimates for the quantities f 0 , f 1 , f 2 , v 1 , v 2 along a single particle trajectory, up to the given time T , so that we can apply our ODE estimates. The crucial point is that our bounds depend not directly on ω, T, T e but only on β, α, X(T 0 ). For the estimations below we often refer to a fixed particle trajectory with entry time T 0 , along which we evaluate integrals over time of the quantities Q 1 , Q 2 , c etc. To make the notation more compact, we often skip X in the arguments of the integrands, e.g. we write
Proof. Since the particle trajectory lies in D for t ∈ [T 0 , T e ],
holds. Proposition 6.7. Along a particle trajectory in a β-hyperbolic flow in D, we have the following for t ∈ [T 0 , min{T e , T }]: (i)
with a C(γ, β) independent of the trajectory.
Proof. For (i), recall that under the assumption of β-hyperbolic flow, Q 2 ≥ β. From (59), we get
noting that X 2 (min{T e , T }) ≤ δ 2 . The bound for X 1 is analogous. Now we show (ii). Recall that d(X) = δ 2 − X 2 (t). Hence by (63)
(iii) We split the integrals by introducing the time T * defined as follows: T * is the maximum of all T 1 ≤ t such that φ(exp (β(min{T e , T } − s))) = φ(s * ).
If there are no such t, we set T * = T 1 . Thus we split as follows:
if t ≥ T * , otherwise we have only one integral from T 1 to t. We calculcate
using (ii), Proposition 6.4 to estimate T e − T 1 and the fact that φ is linear on [0, s * ]. The second integral is treated analogously.
Lemma 6.8. Along a particle trajectory, we have, for
where g(α, β, δ, M ) are harmless factors depending only on the quantities indicated.
Proof. We prove the second inequality of the lemma, the other ones being analogous. Recall a(t) = Q 2 (t) + X 2 ∂ x 2 Q 2 (t) and thus
We now use lemma 4.5:
(note that the interval of integration has been enlarged). We split the interval of integration into [T 0 , T 1 ] and [T 1 , min{T, T e }] provided min{T, T e } ≥ T 1 . The case min{T, T e } < T 1 is analogous.
In the part over
δ 2 , we cannot control the length of the time interval, so we estimate as follows:
, and δ 2 sufficiently small. In the part over [T 1 , min{T, T e }] the length of the time interval is bounded but d(X) is unbounded, so we proceed differently:
min{T,Te}
using statement (iii) of Proposition 6.7 and X 2 ≤ δ 2 .
For the second integral involving X
by Proposition 6.7, (i) and (iii) and moreover using X 1 ≤ δ 1 , X 2 ≤ δ 2 . This yields finally
implying the result, since the factor in square brackets is a harmless generic factor.
Lemma 6.9. The following estimates hold for T 0 ≤ t ≤ min{T, T e }:
Proof. We write g = g(α, β, δ, M ) for any occuring harmless factor. Using Lemma 4.5, 
(we use again Q 2 ≥ β).
Use (66) to estimate the integral containing e −A X 1−α 2 :
, we use (66) again and estimate min{T,Te}
As in the proof of Lemma 6.8, we split the interval of integration into
where we have used d(X) ≥ 1 2 δ 2 , e −αβ(s−T 0 ) ≤ 1 and Proposition 6.7. In the case T 1 ≥ min{T, T e }, we are left with only integral and deal with it in the same way.
To estimate f 0 , we use that the feeding condition holds and that assumption (iii) from Theorem 6.3 holds. This gives
for both of the cases T 0 = 0 (particle starts in D) and T 0 > 0 (particle starts in feeding zone). Now use the definition of f 0 and the estimate (64) for f 2 .
Lemma 6.10. For T 0 ≤ t ≤ min{T, T e },
with a universal factor g depending on the quantities indicated.
Proof. We abbreviate again g = g(α, β, δ, M ). First we claim that
We treat the case T 1 ≤ t ≤ min{T, T e }. Using Lemma 4.5 (recall M ω, D ≤ M ), with γ = 2α, and Lemma 6.8 we get
We integrate this bound from T 0 to t and split into two integrals from T 0 to T 1 and T 1 to t:
Observe for the integral:
For the remaining part t T 1 e 2A |b| ds, we use Proposition 6.7 again, and find the bound g e (1+α)
The claim follows for the case T 1 ≤ t ≤ min{T, T e }. The calculation for t ≤ T 1 is similar (and slightly simpler). Next, using again Lemma 4.5, with γ = 2α,
Proof. The estimates for v 1 and v 2 follow from Lemma 4.5 and Lemma 6.8. By Proposition 6.7 and the usual splitting of the interval of integration,
and so in view of (73),
where we used the key Lemma 6.6 to cancel e
and combined the factor δ 1−α 2
with (M | log δ 2 | + 1) to get a harmless generic factor. In fact, this was the most critical estimate in the whole proof, since the dangerous factor e Thus, finally,
The derivative in x 2 -direction is bounded by (77). This concludes the proof of Theorem 1.2.
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(i, k = 1, 2).
The proofs are straightforward calculations based on the identities in Appendix B, and the reflection identities:
|y − x| ≥ |y − x|, |y −x| ≥ |y − x|, |y + x| ≥ |y −x| holding for x, y ∈ [0, 1] 2 . Also, use the obvious inequalities
We observe some useful relations for the kernels G k i and their derivatives. Let G stand for any G k i and let
G has the form G(x, y) = G(y − x, x, y), where G(z, η, µ) is smooth provided η, µ ∈ (0, 1)
Note that for x = y, x, y ∈ (0, 1) 2 ,
Moreover, we always have
where C(η) is uniformly bounded if η varies in a compact subset of (0, 1) 2 .
Proposition 8.2.
Proof. This is a straighforward calculation using (86).
Proposition 8.3 (Derivatives of Q i ).
where ν j denotes the j-th component of the unit outer normal. This is a standard differentiation result (note the bounds (87)). Now consider the integral in the line (89), exclude the singularity and integrate by parts:
Observe that by (85),
So combining (89) and (90), we finally get
Replacing x + z by y and sending δ → 0 yields the statement.
Recall that
is the distance of the point x to the coordinate axes. Observe also that 1 2
For the entire appendix, we shall write that M = M D , i.e.
holds, implying also the inequalities
(by the fact that ω vanishes identically on the coordinate axes). Figure 2 illustrates the domains we need in the proof of the following propositions. 
Proof. First let i = j and 0 < δ < 
where ν = (ν 1 , ν 2 ) is the unit outward pointing normal on ∂I. We first take care of the integral over ∂I. Observe that for x ∈ D, ∂I is either a full circle is the union of a part of a circle and a flat part Σ. Hence
For all sufficiently small ε > 0,
Here we used proposition 8.1 again.
The other part is estimated by (using proposition 8.1 again)
Therefore we get for the integral over ∂I, using (94) and (92):
Similar estimates yield that the contribution from the integral over ∂B(δ, x) is M x −α i , with universal constants independent of δ. For the remaining integral we have, using (92):
where
Proof. The proof of the proposition is based on a cancellation property of the kernels G For convenience, these can be further written as
Let us estimate expression (1). Using |y − x| 2 − |y − x| 2 = 2x 1 y 1 and the relations y 2 ≤ |y −x|, (y 1 − x 1 ) 2 ≤ |y − x| 2 , y 1 ≤ (y 1 + x 1 ), we arrive at
Write γ = γ 1 + γ 2 and noting that |y −x| ≥ x
|y − x| and the reflection relations |y − x|, |y −x| ≥ |y − x| for y ∈ [0, 1] 2 , we arrive at
To estimate (2), we use the relation
and similar estimations as above to arrive at The treatment of (5), (6) Proof. As a preparation, we note that for x ∈ D, 0 < γ 1 < 1, 
