We estimate a DSGE model with (S,s) inventory policies. We …nd that (i) taking inventories into account can signi…cantly improve the empirical …t of DSGE models in matching the standard business-cycle moments (in addition to explaining inventory ‡uctuations); (ii) (S,s) inventory policies can signi…cantly amplify aggregate output ‡uctuations, in contrast to the …ndings of the recent general-equilibrium inventory literature; and (iii) aggregate demand shocks become more important than technology shocks in explaining the business cycle once inventories are incorporated into the model. An independent contribution of our paper is that we develop a solution method for analytically solving (S,s) inventory policies in general-equilibrium models with heterogeneous …rms and a large aggregate state space, and we illustrate how standard log-linearization methods can be used to solve various versions of our inventory model, generate impulse response functions, and estimate the model's deep structural parameters.
Introduction
Inventories and inventory investment are a large part of economic activities. For example, for the post-war period, the stock of …nished goods inventories is about 60% of quarterly gross domestic product (GDP) and 83% of aggregate consumption. In addition, despite the tiny share of inventory investment in GDP (less than 1% on average), the drop in inventory investment often accounts for the bulk of the drop in GDP in post-war recessions. 1 It is in this sense Blinder (1981) concludes that "to a great extent, business cycles are inventory ‡uctuations" (Blinder, 1981 , p.500).
Why inventories are so volatile and apparently contribute so much to aggregate output ‡uctuations still remains a puzzle despite more than three decades of intensive research since Blinder's work. Conventional wisdom has it that inventory investment contributes greatly to the business cycle because it comoves with sales (see, e.g., Blinder 1981; Blinder and Maccini, 1991). However, Khan and Thomas (2007a) and Wen (2011) show that this conventional wisdom may be wrong from a general-equilibrium viewpoint. Using generalequilibrium frameworks with microfoundations for …rms'inventory demand behaviors, these authors show that inventories do not amplify the business cycle even though changes in the inventory stock are procyclical and can be 10-20 times more volatile than GDP.
Despite the importance of inventories in economic activity and their potential role in understanding the business cycle, full- ‡edged general-equilibrium analysis of inventories with explicit microfoundations has been surprisingly rare. In addition, even if microfoundations of inventory behaviors are provided in general-equilibrium models, as in the recent analyses Part of the reason for this lack of formal econometric estimation and variance decomposition in a microfounded general-equilibrium inventory model is computation costs, especially when inventory behavior follows the (S,s) policy rules. 2 Even though (S,s) inventory models based on …xed order costs are an important framework for studying inventory dynamics and their interactions with the business cycle (important works include Blinder, 1981; Caplin, 1985; Caballero and Engel, 1991; Fisher and Hornstein, 2000; and Khan and Thomas, 2007a;  among others), a fundamental challenge for working with this framework, however, is computability and tractability. Blinder once commented:
If …rms have a technology that makes the S, s rule optimal, aggregation across …rms is inherently di¢ cult. Indeed it is precisely this di¢ culty which has prevented the S, s model from being used in empirical work to date (Blinder [1981, p. 459]).
We build a microfounded, fully- ‡edged dynamic stochastic general equilibrium (DSGE) inventory model with both idiosyncratic and aggregate shocks as well as real rigidities. Firms hold inventories to minimize …xed ordering costs for intermediate inputs. Under idiosyncratic …rm-speci…c …xed cost shocks, there exists a well de…ned distribution of inventory-holding …rms characterized by (S,s) policy rules. We estimate the key structural parameters of the model by the method of moments and we obtain the following new …ndings:
1. Taking inventories into account can signi…cantly improve the empirical …t of a DSGE model in matching standard business-cycle moments, in addition to explaining inventory ‡uctuations.
2. Consistent with the conventional wisdom, we …nd that inventories amplify the business cycle signi…cantly in our microfounded general-equilibrium inventory model, in contrast to the …ndings of the existing general-equilibrium inventory literature (i.e., Khan and Thomas, 2007a; Wen, 2011 ).
3. Incorporating inventories into our model enhances the role of transitory (especially aggregate demand) shocks as a driving force of the business cycle and makes demand shocks more important than technology shocks in explaining short-run ‡uctuations in aggregate output. 2 See Wen (2011) for a tractable, microfounded inventory model based on the stockout-avoidance motive.
Our …ndings suggest that inventories that arise from minimizing …xed order costs are important for understanding the general features of the business cycle. Models that ignore inventories may lead to incomplete understanding of economic ‡uctuations or biased estimations about the importance of di¤erent shocks.
An independent contribution of this paper is computational. The presence of …xed ordering costs in an (S,s) inventory model yields a discrete ordering decision, which makes a …rm's dynamic programming problem nonconvex. In addition, the occasionally binding non-negative nature of inventory holdings imposes a nonlinear constraint on a …rm's inventory stock, which makes a …rm's value function not di¤erentiable everywhere. General equilibrium analysis compounds the di¢ culties because in general equilibrium, one needs to track the distribution of inventory holdings at the …rm level for any given macro state space (such as the aggregate capital stocks, the level of wealth or asset holdings, lagged aggregate investment and consumption, inventory distributions, and aggregate shocks), yet part of the macro state space is itself determined by the sum of individual …rms' inventory decisions.
Due to the curse of dimensionality, numerical computation methods such as the one proposed by Krusell and Smith (1998) And given a …rm's inventory level in the previous period, the ordering decision follows a trigger (cuto¤) strategy. Firms will order if and only if the …xed cost is below a unique threshold. Such a structure implies that …rms are distinguished only by the time since their 3 However, in an (S,s) inventory model, the problem at the …rm level is more complex than that in the Dotsey-King-Wolman model. In our model, an inactive …rm also needs to solve a dynamic optimization problem to determine the optimal inventory level, whereas in the state-dependent pricing model inactive …rms simply set the current price to the previous level, and in the lumpy-investment model inactive …rms simply set the current investment to zero. For the literature on state-dependent (S,s) inventory policies, see Caplin (1985) , Caplin and Leahy (1991) , Caballero and Engel (1991) , Fisher and Hornstein (2000) , and Thomas (2002) . last order was made, so the distribution of inventories in the economy is discrete with …nite support points and the optimal cuto¤ for each vintage …rm group is history-independent.
That is, regardless of the history of idiosyncratic shocks, …rms that have placed orders in period t j will have the same amount of inventories if they have not ordered in the last j periods. In addition, …rms that opt to order in the current period will replenish their inventory to the same level regardless of their existing inventory level. So we can group …rms according to when their last order was made. This leads to a block-recursive structure in the model, which permits exact aggregation and closed-form characterization of the general equilibrium.
Hence, the aggregate variables in the model form a system of nonlinear rational expectations equations that look identical to those in a standard representative-agent model. Standard solution methods available in the RBC literature (such as log-linearization around the steady state and higher-order perturbation methods) can then be applied straightforwardly to solve the model's aggregate equilibrium paths, generate impulse response functions under aggregate shocks, and estimate the model's structural parameters by classical econometrics.
The rest of the paper is organized as follows. Section 2 presents a baseline generalequilibrium inventory model with idiosyncratic …xed order costs, multiple aggregate shocks, and several predetermined aggregate control variables. Section 3 derives the …rm's (S,s) inventory rules in closed form. Section 4 studies the steady-state distributions of inventories and compares the results with those of the existing literature (e.g., Khan and Thomas, 2007a) . Sections 5 and 6 estimate the structural parameters of the model and study the model's business-cycle dynamics. Section 7 concludes the paper.
The Baseline Inventory Model
Our model builds on the literature of (S,s) inventory policies (e.g., Blinder, 1981; Caplin, 1985; Caballero and Engel, 1991; Fisher and Hornstein, 2000; and Khan and Thomas, 2007a;  among others). However, since Khan and Thomas (2007a) show that (S,s) inventory behaviors do not matter for understanding output ‡uctuations in general equilibrium, it is natural for us to adopt the Khan-Thomas (KT) framework for our analysis; but we enrich the KT model by introducing multiple aggregate shocks and several real frictions into their model to facilitate our estimation and improve the model's empirical …t. More speci…cally, we allow for two types of technology shocks-a shock to technology growth and a shock to its level. This setup ensures that we do not underestimate the importance of technology shocks in our inventory model (since it gives supply-side shocks a better chance to explain the business cycle in our estimation procedure). We also allow a single source of aggregate demand shocks (represented by preference shocks in this paper), habit formation, investment adjustment costs, and variable capacity utilization. Notice that these features will render numerical solution techniques, such as the one proposed by Krusell and Smith (1998) and adopted by KT, di¢ cult to implement because the state space is further enlarged by multiple aggregate shocks and predetermined variables (such as lagged consumption and lagged investment). However, these features do not impose additional di¢ culties on our tractable solution method. We will show that our model performs much better than the KT model in explaining the business cycle and that inventories do matter for aggregate ‡uctuations.
The economy has three types of agents: households, intermediate goods producers, and …nal goods …rms. Households derive utility from consumption and leisure according to a quasi-linear utility function with indivisible labor. Households supply labor to all the …rms and purchase consumption goods from the …nal goods …rms. Intermediate goods …rms produce output using capital and labor. They also accumulate capital by making …xed investment, which is subject to investment adjustment costs. Intermediate goods producers can also vary the capital utilization rate to adjust production level. The …nal goods …rms must pay …xed (stochastic) costs to order intermediate goods and they combine intermediate goods with labor to produce …nal goods. The …nal goods can be used as either consumption goods or investment goods. Given the structure of this economy, …nal goods …rms have incentives to carry inventories to smooth the …xed order costs intertemporally.
Households
All households are identical (with a unit mass) and labor supply is indivisible. Households supply labor to both the …nal goods sector and the intermediate goods sector. Due to perfect labor mobility, the real wages are equalized across the two sectors. The …nal good is used as the numeraire.
A representative household chooses consumption (C t ) and labor supply (N t ) to solve
subject to the budget constraint
where W t is the wage rate, t is the aggregate pro…ts from all the …rms, 2 [0; 1) is the habit-formation parameter, and t is a preference shock that follows an AR(1) process in logarithm:
Households behave competitively, and their …rst-order conditions are
where the marginal utility t is also the shadow price of consumption goods. So t+1 = t will be the pricing kernel for a …rm's market value. 
Intermediate Goods Firms
where P t is the price of intermediate goods, X t is the output, and I t is the total investment expenditure. Given its predetermined capital stock K t , the intermediate goods …rm can vary its capital utilization rate e t and labor input L t to produce output according to the technology:
where the aggregate technology shock A t has two components,
, where A P t is the permanent component that evolves according to the law of motion,
g t is the growth rate with steady-state value g 1, and A T t is the transitory component that evolves according to
We assume that the depreciation rate of capital is strictly increasing and convex in e t :
Investment is subject to investment adjustment costs, so the law of capital accumulation is given by
The adjustment cost function ' ( ) is strictly increasing and convex with the property that
Denoting t as the Lagrangian multiplier for equation (11) , the …rst-order conditions for fK t+1 ; e t ; I t ; L t g are given, respectively, by
(
Final Goods Firms
The key part of the model is the …nal goods sector where inventories are held. A typical …nal goods …rm produces output y t according to the production function, 
There are storage costs involved in holding inventories. The storage cost is measured by …nal goods (as in KT) and proportional to the level of inventories, t s t+1 . 4 The aggregate state of the economy relevant to a …rm is denoted by t = fA t ; K t ; I t 1 ; t g, which includes the aggregate technology shock A t , the capital stock, and the lagged aggregate investment 
subject to equation (17) and the following non-negativity constraints:
where 1 xt6 =0 in the objective function is an index function, which equals 1 if an order is placed in period t and zero otherwise. The solution to (18) is a set of sequences, n t (s t ; " t ), x t (s t ; " t ), m t (s t ; " t ), and s t+1 (s t ; " t ). Notice that it may be optimal for a …rm not to produce in period t with m t = 0 and n t = 0.
Competitive Equilibrium
A competitive general equilibrium is a set of aggregate quantities for households and intermediate goods …rms, {C t ; N t ; X t ; K t+1 ,L t ; e t ; I t }, market prices, f t ; P t ; W t ; t g, …rm level quantities for …nal goods …rms, {n t (s t ; " t ); x t (s t ; " t ),m t (s t ; " t ); s t+1 (s t ; " t )}, and the distribution of …rms' inventory stocks, t+1 , such that households maximize utilities, …rms maximize pro…ts, and all markets clear. Namely, a general equilibrium is characterized by the following conditions:
1. C t ; N t and t satisfy equations (4) and (5). 2. X t ; K t+1 ; L t ; e t ; t ; I t satisfy equations (7), and (11) to (15). 3. fn t (s t ; " t ); x t (s t ; " t ); m t (s t ; " t ); s t+1 (s t ; " t )g solves (18).
Labor market clears
5. Intermediate goods market clears
6. Final goods market clears
where y t (s; ") = m m t n n t t s t+1 (s; ") is the production level of a …nal goods …rm with inventory level s and …xed ordering cost ".
The evolution of inventory stocks across …rms is characterized by
where t+1 (S) Pr [s t+1 S] denotes the cumulative distribution function of inventory stocks across …nal goods …rms in period t + 1, and 1 s t+1 (s;") S is an index function.
Characterization of Inventory Decision Rules
The above discussions suggest that as long as we can analytically solve for …nal goods …rms' decision rules, {n t (s t ; " t ); x t (s t ; " t ),m t (s t ; " t ); s t+1 (s t ; " t )}, the general equilibrium can then be characterized in a tractable manner. The purpose of this section is to show that the competitive equilibrium can be described by a system of closed-form nonlinear di¤erence equations and thus solvable by standard techniques available in the representative-agent DSGE literature. We call …rms that are placing orders in period t "active …rms" and those not placing orders "inactive …rms". A …nal goods …rm's inventory decision rule can be characterized by a cuto¤ strategy: placing an order if " t " t (s t ) and remaining inactive if " t > " t (s t ).
Proposition 1 Denoting an active …rm's optimal level of intermediate goods input by m 0;t and the optimal inventory stock carried over to the next period by s 1;t+1 , a …nal goods …rm's optimal decision rules for intermediate goods demand (m t ), labor demand (n t ), and inventory holdings (s t+1 ) are given by
where fm 0;t ; s 1;t+1 g are state-independent, i.e., independent of the …rm's existing inventory stock s t and the history of …rm-speci…c cost shocks " t .
Proof. See Appendix I. we need to characterize the distribution of …rms based on the time since their last order was made.
In anticipation of the results, assume that there are …nite types of …nal goods …rms distinguished by their inventory holdings at the start of the period, s t . We can divide all …rms into vintage groups j = 1; 2; :::, where j is a positive integer. For example, s j;t denotes the inventory level at the beginning of period t for …rms that placed their last order in period t j, and analogously s j+1;t+1 denotes the inventory level at the start of period t + 1 for …rms that placed their last order in period t j. However, s j+1;t+1 s j;t because of inventory depletion, unless a new order is placed.
As equation (28) suggests, a …rm will eventually run out of stock if it has not ordered for a su¢ ciently long period of time due to consecutive bad shocks. Let J be the biggest possible value of j such that s J;t > 0 in period t. This means that if some …rms have not ordered for J + 1 periods (or longer), they will have zero inventory in period t, so s J+k;t = 0 for all k 1. We can group those …rms with zero inventory into the same vintage group and label this group as vintage J + 1. The fraction of vintage j …rms in the total population is denoted by ! j;t . Obviously, P J+1 j=1 ! j;t = 1. Hence, the distribution of inventory stocks across …rms is discrete. At the start of each period t, there exists a fraction ! j;t of …rms with inventory level s j;t . The distribution ! j;t evolves according to the following simple mechanism. In period t, …rms will place an order if and only if the …xed cost facing them is below the threshold " t (s j;t ), or " j;t for short. For these active …rms, their inventory level will be adjusted immediately to s 1;t+1 after placing an order. So the total number of …rms who have just placed an order in period t and hence have inventory stock s 1;t+1 in period t + 1 is given by
which is a discrete version of equation (25).
On the other hand, for each vintage j, there are 1 F (" j;t ) ! j;t number of …rms that do not order in period t. These …rms evolve according to ! j+1;t+1 = 1 F (" j;t ) ! j;t for j = 1; 2; :::; J 1:
The total fraction of …rms with zero inventories at the start of period t + 1 can consist of both vintage J …rms and vintage J + 1 …rms (notice that a …rm in vintage J + 1 will remain in that way if it does not order):
The graphical presentation of the evolution of the cross-sectional distribution of …rms in our model is analogous to that of Thomas (2002, p .516, Figure 1 ).
Since there are J + 1 types of …rms and each type has a unique cuto¤, the next step is to determine vintage j …rms'inventory stock s j;t (j = 1; 2; :::; J + 1), inputs of intermediate goods m j;t (j = 0; 1; 2; :::; J), and the associated cuto¤ " j;t (j = 1; 2; :::; J +1). 5 Once we have determined m j;t , we can then determine employment using equation (27) and the output level using production function. The complication involved is that all of these variables depend on the value functions of active …rms and inactive …rms.
Proposition 2 Given the state of the aggregate economy t , the system of equations to jointly determine the following set of 3 (J + 1)+1 variables,
is a set of value functions and …rms'choices given by the following 3 (J + 1) + 1 equations:
j+1;t+1 ; j = 0; 1; :::; J 1 (35) 5 Recall that s J+1;t = 0 and m J+1;t = 0. Firms with zero inventories also have a di¤erent cuto¤, " J+1;t , in period t. This is why we let the index of cuto¤ run up to J + 1. 
Proof. See Appendix II.
Equation (32) is the value function of active …rms in period t with zero beginning-period inventories. Equations (33) and (34) are the value functions of inactive …rms (V n j;t ) in vantage j = 1; 2; :::; J + 1. In both equations, we have substituted V n j;t with V a t + P t s j;t W t " j;t using the cuto¤ equation (58) and the relation V a j;t = V a t + P t s j;t . Equations (37) and (38) are the policy functions for material input m j;t , j = 0; 1; 2; :::; J.
Equations (35) and (36) are the optimality conditions for choosing the next-period inventory stock s j+1;t+1 , (j = 0; 1; 2; :::; J). In particular, equation (36) Speci…cally, when j = 0, the left-hand side (LHS) of equation (35) equals P t + t (based on equation (37)), which is the active …rm's marginal cost of increasing the inventory stock by placing a new order: for each unit of additional inventories the …rm pays P t to order and t to store the goods. The right-hand side (RHS) of equation (35) is the marginal gain of increasing the inventory stock. After ordering, the …rm becomes a vintage j = 1 …rm in the next period. It has a probability F " 1;t+1 of placing a new order and in such a case one additional unit of inventories will save the …rm by P t+1 = @V a t+1 (s 1;t+1 ) @s 1;t+1 in ordering cost in period t + 1. There is a probability 1 F (" 1t+1 ) that the …rm will not order, in which case one additional unit of inventories generates R t+1 m 1 1;t+1 units of pro…ts. Equation (35) thus states that the optimal inventory level for an active …rm (s 1;t+1 ) must be such that it makes the bene…ts and costs equal in the margin.
When j = 1; 2; :::; J 1, the LHS of equation (35) 
; C t ; N t ; X t ; S t ; M t ; L t ; e t ; t ; I t ; P t ; W t ; R t ; t ; K t :
Among these variables, 14 are aggregate variables and 4 (J + 1)+1 are …rm-speci…c variables pertaining to inventory distributions. To solve for the competitive general equilibrium, we thus need 4 (J + 1) + 15 equations, which are listed below.
Labor market clearing implies
where
for j = 0; 1; 2; :::; J. The aggregate inventory at the beginning of period t is
The total intermediate goods input is
Intermediate goods market clearing requires
…nal goods market clearing implies
where y j;t = R t m j;t =(1 n ) t s j+1;t+1 , with s J+1;t+1 = 0. In the intermediate goods …rm's pro…t function, R t is de…ned by
In addition, we have the …rst-order conditions for households in equations (4) and (5), and the …rst-order conditions for intermediate goods …rms in equations (7), and (11)- (15). These together constitute 14 equations. The remaining 4 (J + 1)+1 equations come from equations (29) to (38).
Steady-State Distributions
We detrend all variables in the model by the long-run growth trend of technology. A steady state in the detrended model is an equilibrium without aggregate uncertainty (i.e., A t = g t A and t = ), in which all detrended aggregate variables and the distribution of inventories are constant over time. We label those detrended variables with tilde "~". Since t share the same growth trend with intermediate-goods price P t , we can rede…ne t =~ P t , where P t is the growth trend in P t . Under the assumptions that ' 0 (1) = ' (1) = 0 for adjustment costs and e = 1 for the capacity utilization rate in the steady state, our model has the same steady state as in the KT model (if there is no long-run growth, i.e. g = 1). Hence, these assumptions facilitate comparisons between the results in our model and the existing literature. 6 The detailed steps for solving the steady state, especially the steady-state distribution of inventories, are provided in Appendix III. The key is to determine the relative price of intermediate goodsP . GivenP , we can solve for the steady-state wageW using equation (15) and the value ofR. Then equations (29)-(38) can be used to solve for
o . Given these …rm-level variables, the aggregate variables can be solved easily using equations (39)-(44).
Calibration and Estimation. The …xed order cost shock is assumed to follow a uniform distribution with support [0; "], as in the KT model. We partition the model's parameter space into two subsets. The …rst subset 1 includes only the parameters that a¤ect the steady state. This parameter set is given by 1 = f ; ; ; m ; n; ;~ ; "g, which can be calibrated by the steady-state relations (or the model's …rst moments). All parameters in 1 are common between our model and the KT model, so we can set their values according to the calibration method in KT. In addition, we also …x the value of the long-run growth rate of TFP ( g) according to the quarterly utilization-adjusted TFP series in Fernald (2009), which is g = 1:0021. The second subset of parameters 2 is speci…c to our inventory model and these parameters do not a¤ect the steady-state ratios and the distribution of …rms'inventory stocks.
They a¤ect only the business-cycle dynamics of the model (or higher moments). This second parameter set is given by 2 = ; ;'; g ; T ; ; g ; T ;
, where is the habit formation parameter, is the elasticity parameter in the depreciating function (e t ),' ' 00 (1) is the elasticity parameter regarding investment adjustment cost in the steady state, and the remaining parameters in 2 are related to the shock processes. We will use the simulated method of moments to estimate 2 in the next section.
Under the calibrated parameter values for 1 , the steady-state distributions of inventoryholding …rms in our model are reported in Using the words of KT, Table 2 shows that …rms are distributed over six levels of in- …rms that begin the period with no inventory, only 78:1 percent adjust prior to production.
The remainder forego production in the current period and await lower adjustment costs. 
subject to 9 As pointed out by KT, when " = 0, …nal goods …rms can order the exact quantity of intermediate goods to use in the current production without delivery costs. In this case, …rms opt not to carry any inventories.
Estimation
Gross domestic product (GDP) in this paper is measured as the sum of aggregate …nal goods output plus the value of intermediate goods inventory investment based on the value-added approach:
where P t is the relative price of inventories.
In the presence of aggregate shocks, our model can be solved by log-linearization around the steady state. We generate arti…cial time series from the model, apply the HP …lter to both model-generated data and the real world data, and use simulated method of moments to estimate the structural parameters in 2 . In particular, the estimator^ 2 solveŝ
where Data and M odel ( 2 ) are the business-cycle moments implied by the actual data and the model, respectively; and W T is a weighting matrix. For simplicity, we assume that W T is an identity matrix. Notice that the structural parameters in the control model ( 2 ) are re-estimated by the simulated method of moments, so our comparative analysis puts the two models on an equal base.
To construct the data moments Data , …ve quarterly U.S. time series are used, including real GDP (GDP t ), real consumption (C t ), real …xed investment (I t ), aggregate inventoryto-sales ratio (SY t ), and hours worked (N t ). 10 All data series and model-generated series are HP …ltered. We target 14 business-cycle moments: the variances and the …rst order auto-covariances of the …ve data series, as well as the 4 covariances of fC t ; I t ; SY t ; N t g with respect to GDP. parameter' and the persistence parameter for transitory technology shock A T t , are precisely estimated with high statistical signi…cance. The habit formation parameter is about 0.5, the investment adjustment cost parameter is about 0.4 (with a large standard error), and the depreciation elasticity of capacity utilization is about 1.7. Regarding the exogenous shocks, the technology growth shock is serially correlated with g = 0:25, the transitory technology shock is less persistent with T = 0:39, and the demand shock t is highly persistent with = 0:98. The high persistence of the demand shock is consistent with the existing literature that emphasizes demand shocks (e.g., Blanchard and Quah 1989). Table 4 reports the predicted business-cycle moments based on the estimated parameters Table 5 . Obviously, the KT model with inventories matches the data moments much better than its respective control model, but not signi…cantly better than our control model without inventories. Therefore, our inventory model is preferred not only to the respective control model but also to the KT model in terms of empirical goodness of …t. For this reason, we use our model as a laboratory for examining the contributions of inventories in the business cycle. 
Variance Decomposition
In addition to parameter estimations, our solution method allows us to conduct variance decomposition and impulse response analyses. KT (2007b) emphasize the importance of technology shocks and the (S,s) inventory adjustment in explaining the inventory cycle.
But their conclusion is based on a model in which inventories do not matter for aggregate ‡uctuations. Here we re-examine their …ndings based on a model in which inventories matter.
We found that demand shocks are more important than technology shocks in explaining the short-run aggregate ‡uctuations of the U.S. economy. Moreover, if we compare each inventory model with its counterpart control model, we found that allowing for inventories reduces the contribution of demand shocks in the KT model, whereas it raises the contribution of demand shocks in our model. This di¤erence is closely related to the following analysis regarding whether inventories matter or not for amplifying the business cycle.
Contributions of Inventories to Aggregate Volatility
The conventional wisdom has it that inventories destabilize the economy because inventory investment is procyclical and more volatile than sales. However, this conventional wisdom is In this paper, we found that inventories amplify the volatility of aggregate output signi…-cantly in a (S,s) inventory model, in contrast to the …nding of KT. To study the ampli…cation e¤ect of inventory to aggregate ‡uctuations, we compare the control model in which there are no inventories to our baseline inventory model. 19%. This ampli…cation e¤ect derives mostly from a more volatile …xed capital investment and employment in the inventory model. Table 7 shows that both investment and employment are signi…cantly more volatile with inventories than without. Consistent with the …nding of KT, the volatility of …nal sales (and consumption) is reduced by inventories, but the reduction is not signi…cant enough to o¤set the higher volatility of total output due to a higher volatility of both capital investment and inventory investment.
In contrast, the right panel of Table 7 shows that in the KT model (enriched by the three aggregate shocks), the volatility of aggregate output remains essentially the same regardless Thus, a sharp increase in the production of intermediate goods to satisfy inventory demand is possible if labor is diverted from the …nal goods sector to the intermediate goods sector so that the increase of labor input in the …nal goods sector is less than it would otherwise be.
This reallocation of labor reduces the volatility of …nal goods production and thus o¤sets the positive contribution of inventory investment to GDP volatility, generating the KT result.
With variable capacity utilization, however, intermediate goods production can be increased without necessarily increasing labor input in this sector, regardless of inventories.
So the general-equilibrium e¤ect uncovered by KT-namely, labor is diverted from the …nal In other words, because capacity utilization is a "local factor" of production, it does not compete with the …nal-goods sector for resources. Hence, the general-equilibrium trade-o¤ between inventory investment and …nal sales in the original KT model is attenuated. This suggests that our result should continue to hold even in more general (S,s) models (such as a model in which both the …nal goods sector and the intermediate goods sector use capital in production), precisely because capacity utilization is a local input. Our …nding thus suggests that inventories can still be signi…cantly destabilizing to the economy even though they may reduce the volatility of …nal sales in general equilibrium (as Table 7 shows).
KT argue that the existence of capital is essential for their results because inventories in their model can signi…cantly increase the volatility of GDP when capital is eliminated from the model or capital's share in output is signi…cantly reduced. Given that capacity utilization e¤ectively reduces capital's share by making labor more variable (Wen, 1998) , our results may seem to be already anticipated by KT. This is not entirely true, however.
For example, reducing capital share in the KT model increases the steady state inventory-tosales ratio signi…cantly while introducing capacity utilization has no e¤ect on the steady state inventory-to-sales ratio. In addition, reducing capital share increases the relative volatility of …xed investment but allowing for capacity utilization reduces it. Given that the KT model with realistic capital share already implies too large a volatility of …xed capital investment, capacity utilization brings the KT model into closer conformity with the data while reducing capital share does the opposite.
We can also show that the destabilizing e¤ect of inventories on GDP gets stronger as the variability of capacity utilization increases. Suppose we set =' = 0, so that only capacity utilization remains operative in our model. In Table 8 , the …rst row represents the values of and the second row the relative volatility of the inventory model to the control model. As the value of increases, it becomes more costly to adjust capacity utilization rate, so the destabilizing role of inventories diminishes. E¤ects of Investment Adjustment Costs (IAC). IAC imply that …rms want to smooth out capital investment over time to avoid the adjustment costs. In this case inventories will play a more strategic role for …nal goods …rms to reduce …xed order costs than when there are no IAC, because the total demand of …nal goods is now expected to persist for a longer period of time after a technology (or preference) shock. Given the lowered intermediate goods price after the technology shock and the anticipated persistence in …nal sales in the future, …rms will opt to increase inventory investment sharply, more so than they would otherwise without IAC. This increased procyclicality and volatility of inventory investment signi…cantly raises the overall volatility of GDP. So the dampening e¤ect of labor reallocation from the …nal goods sector to the intermediate goods sector is no longer su¢ cient to o¤set the positive e¤ect of inventory investment on GDP volatility when IAC exist. 13 The lower panel in Table   8 con…rms that larger IAC imply a higher output volatility ratio, similar to the e¤ects of capacity utilization.
14 Impulse Responses. To help understand why demand shocks are more important in our model than in the KT model, we shut down habit formation, capacity utilization, and investment adjustment costs in our baseline model and compare the impulse response function of this simpler model (labeled "KT Model" in Figure 1 ) with our baseline model under demand shocks. This paper argues that to correctly assess the role of inventories in the business cycle, it is preferable to start with a model that can quantitatively match both the inventory behavior and the general business-cycle pattern of the data. Therefore, we build on the existing literature by providing a full- ‡edged general-equilibrium (S,s) inventory model that can closely match the observed business-cycle facts, including aggregate inventory behaviors.
We estimate our model by the method of moments. We …nd that when the model is in line with the observed business-cycle moments and aggregate inventory behaviors, (S,s) type inventory behaviors do appear to be important in helping us understand the business cycle.
In particular, we …nd that (S,s) inventory policies can signi…cantly amplify the business cycle.
An independent contribution of our paper is that we provide a tractable method to solve (S,s) inventory policies in a general-equilibrium framework with both idiosyncratic and aggregate shocks. 15 The results are similar if we use the fully estimated KT model as shown in previous Tables. Also, under technology shocks, our model also performs signi…cantly better than the KT model. 16 Our new solution method obviously allows more state variables if they come in as scalars from the representative household or the representative …rm. It is less clear how the same method could be used in the presence of new state variables arising from the inclusion of additional heterogeneity-e.g., persistent …rm-speci…c demand or productivity shocks or micro-founded capital adjustment costs. It is possible that the method could be expanded to handle such additional heterogeneity following the approach described in the …nal section of King and Thomas (2006) ; however, that remains to be seen. In addition, the method we advocate may not always handle the occasionally binding non-negativity constraints on inventories correctly when the system is su¢ ciently away from steady state. 
which yields
Substituting this solution into the pro…t function gives
where = m 1 n and
2. De…ne V a t (s t ) as the value function of an active …rm that places an order in period t (excluding the …xed order cost) and V a t (s t ) " t W t as the …rm's value function including the …xed order cost. De…ne V n t (s t ) as the value function of an inactive …rm that decides not to order intermediate goods in period t. With these notations, the …nal goods producer's problem in equation (18) becomes 
The value function for an inactive …rm (with x t = 0) can be written as
3. Obviously, V a t (s t ) V n t (s t ), since x t = 0 is always a possible solution for the problem de…ned in (56). Comparing V a t (s t ) W t " t and V n t (s t ) for any given inventory level s t , it is easy to see that there exists a cuto¤ value for the …xed cost, " t , such that
The above equation de…nes the cuto¤ as an implicit function of the …rm's inventory stock s t . So we can denote " t = " t (s t ). A …rm will place an order (x t > 0) if and only if " t " t (s t ).
4. For a …rm that decides to place an order, the …rst-order condition with respect to x t is
which solves for the optimal input level for an active …rm, m 0t = Pt Rt 1 1 . Note that the solution is independent of the existing inventory stock and the …xed cost shock; i.e., it is state independent. By equation (52), the optimal labor demand is also independent of fs t ; " t g. We denote these state-independent variables as m 0t and n 0t .
The …rst-order condition with respect to inventory holding s t+1 is
Combining the previous two equations, we have
This implies that the optimal level of inventories for an active …rm, s t+1 , is also stateindependent (i.e., it depends only on the aggregate variables and not on the …rm's history). That is, all …rms that decide to place an order in period t will replenish their inventory stocks to the same level regardless of their individual histories. We denote s 1;t+1 as the optimal level of inventory stock carried over to period t + 1 by active …rms.
5. We now turn to inactive …rms which do not place orders in period t (i.e., " t > " t ). The …rst-order condition for s t+1 in the problem (57) is given by
where t is a Lagrangian multiplier associated with the non-negative constraint on s t+1 .
Notice that in this case m t = s t s t+1 because x t = 0. 
where V t+1 (s 1;t+1 ) is the expected value function with respect to idiosyncratic shock " evaluated at s 1;t+1 . Since the term P t s j;t on the right-hand side (RHS) does not a¤ect the optimal choices (because s j;t is predetermined), we can de…ne a new value function (for active …rms)
that is independent of j:
That is, V a t equals V a t (s j;t ) evaluated at s j;t = 0. Now V a t (s j;t ) can be rewritten as
According to equation (58), the value function of inactive …rms can be rewritten as
For the maximization problem in equation (64), the …rst-order condition with respect to m 0;t and s 1;t+1 are given, respectively, by
where equation (67) 
Thus,
By equation (58), the last term is zero, so we have
The task of computing 
where m j;t = s j;t s j+1;t+1 . The …rst-order condition with respect to s j+1;t+1 (j = 1; 2; :::; J)
is given by 17 This equation can also be obtained by applying the envelop theorem to equation (63) By the envelop theorem we have
Now, putting (72) and (75) into equation (71) gives
Plugging this equation into (68) and (74), respectively, gives
These two equations, together with equation (67), correspond to the J + 1 equations in equation (35) in Proposition 2.
The remaining J + 2 equations are related to V a t and the cuto¤ " j;t for j = 1; 2; :::J + 1, which are determined by equation (66). We can use equation (66) to substitute out V n t (s j;t ) in equation (69) to obtain 
Appendix III. Steps for Solving the Steady State
Since our model contains a long-run trend, we need to detrend the model before solving the steady state. We denote the detrended variables asx t : For those variables without trend, their notations remain the same. We then solve the steady state of our inventory model in several steps: in steps 1 and 2,
we list all the variables and the corresponding equations needed to solve for the variables;
in steps 3 and 4, we illustrate how to recursively solve the steady state using the system of equations listed in steps 1 and 2.
Step 1. We …rst list the equations needed to solve for the steady-state distributions of …nal goods …rms, taking as given the aggregate variables, 
These J + 1 equations can be used in determiningṼ a j , j = 1; 2; :::; J + 1. Second, the following J + 1 equations can be used in determining " j ; j = 1; 2; :::; J + 1. 
Equations (33) and (34) implỹ
Finally, from the policy functions of input materials, the following J + 1 equations can be used in determiningm j ; j = 0; 1; 2; :::; J. Equations (37) and (38) imply
m j =s j =g 2 s j+1 , j = 1; 2; :::J;
where g 2 = g Step 2. Now, we solve for the aggregate variables 
GivenW , the steady-stateR can be solved using equation (44).
Step 3. We now show how to recursively solve fs j g 
From the recursive equation (86), we can computem 1 in terms ofm 0 and " 1 :
From equations (89) 
Finally, from equation (84), we can solve for the cuto¤ " 2 according to the following equation:
Repeating the above steps will give us ns j ; " j ;m j 1 ;Ṽ 
which gives the other equation needed for solving f" 1 ; s 1 g. Therefore givenP , equations (97) and (98) constitute two nonlinear equations that can be used to jointly solve for " 1 ands 1 .
Once we know the cuto¤s, " 1 ; " 2 ; :::" J+1 , the distribution f! j g can then be solved by evaluating equations (29) to (31) at steady state.
Step 4. Now we specify the …nal step to solve forP . According to equations (41) and (42), the total production of intermediate goods, givenP , is
Since the Euler equation for capital stock, (12) , implies
we can solve forK as function ofP . Since investment equals K , we can obtainĨ = 1 1 =g 1 K . Also, from the household optimal condition of consumption (4), we can solve for aggregate consumption using
According to equation (43), the aggregate production for …nal goods can be determined bỹ
whereỹ j =Rm j =(1 n ) ~ s j+1 ; for j = 0; :::; J: Therefore, the …nal goods market clearing condition impliesỸ (P ) =C(P ) +Ĩ(P );
which can be used to solve forP .
