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ABSTRACT
Time series of pulsatile hormone data are blood concentration measurements of hormones
that are intermittently secreted in boluses from a gland into the bloodstream. The primary
goal of clinical studies of pulsatile hormones is to quantify the number of pulse events and
the average size of the pulses. Therefore, it is desirable to have a framework where each
pulse is modeled as a single statistical component. Existing models have an underlying con-
struction allowing for the modeling of individual pulses with multiple statistical components,
which leads to underestimating mean pulse sizes and overestimating the number of pulse
events. The goal of this thesis is to develop a model approach where single biologic pulses
are estimated by single model components. To do so, we extend the Bayesian deconvolution
model for time series of pulsatile hormone data to a spatial point process framework in order
to implement a general class of interacting point processes for the pulse location prior. We
focus on the hard core process, a specific type of interacting point process that allows for
the specification of a minimum distance in time between pulses. Through simulation and
experimental data, we show how an interacting point process results in improved identifica-
tion of unique pulses and reduces bias in the pulse mass.
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Time series of pulsatile hormone data are blood concentration measurements of hormones
that are intermittently secreted in boluses from a gland into the bloodstream. This mode of
secretion is common to neuroendocrine hormones governing the reproductive, growth, and
stress systems (Sherwood, 2011). The primary goal of clinical studies of pulsatile hormones
is to quantify the number of pulse events and the average size of the pulses (i.e. the average
amount of hormone secreted in a pulse). Thus, it is desireable to have a framework where
each pulse is modeled as a single statistical component.
In practice, existing models have an underlying construction allowing for the modeling
of individual pulses with multiple statistical components, which leads to underestimating
mean pulse sizes and overestimating the number of pulse events (see Figure I.1). These
existing approaches either do not explicitly model the location process, place no constraints
on pulse location, or, in the Bayesian approach, use a largely non-informative prior on pulse
location.
The goal of this thesis is to develop a model approach where single biologic pulses are
estimated by single model components. To do so, we build on the Bayesian deconvolution
model for time series of pulsatile hormone data. We consider a general class of interacting
point processes as the pulse location prior and develop a spatial birth-death algorithm for
estimation that allows for the use of these priors. Specifically, we implement a hard core
process which specifies a minimum distance between pulses, or inter-pulse interval (IPI)
(Moller and Waagepeterson, 2004). Although biologically it may make sense to consider
renewal processes which also allow for the specification of a minimum time between pulses,
this approach does not guarantee an exchangeable likelihood making estimation more diffi-
cult. Through simulation and experimental data, we show how a hard core process results
in improved identification of unique pulses and reduces bias in the pulse mass.
Bayesian deconvolution analysis was first introduced by Johnson (2003), implementing
Stephens’s (2000a) birth-death MCMC for mixture models with an unknown number of
components. Carlson et al. (2009) extended the method to modeling bivariate associations
1




































Figure I.1: Example of modeling a single pulse event as multiple statistical components. The
upper left image is the concentration data, showing a large pulse at 930 minutes. 90% of the
iterations in the blue highlighted region contained two pulses with an inter-pulse interval
(IPI) less than 20 minutes and ∼ 90% of the IPIs < 20 minutes were between the 9th and
10th pulse. The upper right figure is a histogram of the posterior distribution of pulse
locations. The traceplots in the bottom row show pulse count and the three parameters
most influenced by estimation of a double pulse. Red highlights show the location of the
double pulse and blue shows the iterations most affected.
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between hormones. Most recently, a dissertation by Horton (2013) developed a multi-subject
model for directly estimating population level parameters.
For single-subject Bayesian models, the bias induced by the single-pulse, multiple com-
ponent problem has been resolved by combining pulses located less than 40 minutes apart
and calculating a weighted average for the combined pulse’s mass and width (Carlson et al.,
2009; Richardson and Green, 1997). With the population model, this post-processing step
is not possible while retaining a connection with the population estimates.
Alternative deconvolution approaches have been developed under the frequentist paradigm.
In general, these approaches iterate between estimating pulse count and location and condi-
tionally estimating the remaining parameters. AUTODECONV is one such method and is
the most frequently used in the clinical literature (Johnson et al., 2009; Carlson et al., 2013).
Each model allows for inference on the same or similar biologically and clinically relevant
parameters. In a comparison of the existing methods, Bayesian deconvolution analysis was
found to be superior in cases with a low signal-to-noise ratio, i.e. high error or low pulse
mass (Carlson et al., 2013).
The primary advantage of the Bayesian approach is that it does not depend on identifying
a single set of pulses. The Bayesian approach jointly estimates pulse locations and other
parameters such that the uncertainty of the locations is captured in the estimation of the
other parameters; an advantage not possible with a frequentist approach (Johnson, 2003). By
extending the method to use an interacting point process prior and thus setting a minimum






The Bayesian deconvolution model is developed in detail elsewhere (Johnson, 2003).
Briefly, the true hormone concentration at time tj is Cj , with the link between observed
and true concentration represented by: log(yj) = log(Cj) + ǫj , where ǫj is the biological
and technical error at time tj and is distributed N(0, σ
2
ǫ ). Error is modelled on the log scale
due to hormone concentration being positive and likely increasing in error with increasing
concentration.
In the deconvolution model, the true hormone concentration at time tj , Cj , is defined
by the integral:























where θb is the basal hormone concentration; S(z) is the pulsatile secretion, where each
component of the sum is a single pulse defined by a location τk, mass αk, and width ωk; and
E(t− z) is the elimination function defined by a half-life θh. The purpose of this work is to
increase the likelihood, or even guarantee, that Ns represents the number of unique pulse
events.
II.2 Priors
Let α, ω, and τ be the collection of pulse masses, widths, and locations for the Ns
pulses. Then the joint prior distribution factors as follows:





This paper focuses on the choice of priors for pulse locations, therefore we define these
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priors here. The exact forms of the remaining priors can be found in Table II.2.
The existing Bayesian deconvolution method uses a Poisson prior for pulse count and
every third order statistic of (3Ns + 2) i.i.d. Uniform(a, b) random variables for the pulse
location prior, as suggested by Stephens (2000b) (Equation II.3). We consider the class of
interacting point process models as a prior on the vector of pulse locations, τ = (τ1, . . . , τk)
(Moller and Waagepeterson, 2004). In this application, we specifically use a Strauss process
as defined in Equation II.4 and it’s most restrictive form, the hard core process (Moller and
Waagepeterson, 2004).
π(τ | η) =
Ns∏
k=1
π(τk | Ns)π(Ns) (II.3)
τk | Ns
iid











‖τ ′ − τ ′′‖ < R
]
, ∀ τ ′ 6= τ ′′
The Strauss process is defined by three hyperparameters: R, ρ, and γ. R is the range
of repulsion and ρ, the rate parameter, is the expected number of pulses per minute. The
repulsion parameter, γ ∈ [0, 1], determines the strength of repulsion, where γ = 1 is a
Poisson process with no repulsion and γ = 0 is a hard core process with strict repulsion,
restricting the pairwise sets of possible locations to those greater than R units apart.
We investigated a Strauss process with γ = 0.1 and γ = 0 and a range of R = 40 minutes,
which is the minimum distance assumed in other simulation studies (Mauger et al., 1995;
Horton, 2013; Carlson et al., 2013).
5
Table II.1: Notation Dictionary
Hormone Concentration Model
tj jth observation time, j = 1, . . . ,m
Cj True hormone concentration at time tj
yj Observed hormone concentration at tj
ǫj Model error for log hormone concentration at tj
Baseline concentration, B(t)
θb Baseline concentration
Pulsatile Secretion Function, S(t)
Ns Number of pulses
θs,k = (αk, ωk, τk) Log pulse mass and width and location for pulse k









σ2ǫ Model error variance
Table II.2: Prior distributions, not including pulse count and location.
Parameter name Prior distribution
Individual pulse mass ln(αk) ∼ N(µα, σ
2
α)
Mean pulse mass µα ∼ N(mα, vα)
Pulse mass standard deviation σα ∼ Unif(0, a)
Individual pulse width ln(ωk) ∼ N(µω, σ
2
ω)
Mean pulse width µω ∼ N(mω, vω)
Pulse width standard deviation σω ∼ Unif(0, b)
Baseline θb ∼ N(mb, vb)
Half-life θh ∼ N(mh, vh)
Error variance σ2ǫ ∼ IG(αǫ, βǫ)
6
II.3 Estimation
The original presentation and development of the estimation algorithm was a birth-
death MCMC written in a Lebesgue measure framework (Stephens, 2000b). The spatial
birth-death algorithm is a more general approach that allows for the incorporation of the
full spectrum of point processes. For details of the spatial birth-death process and the
differences from the original approach, see Appendix A.
The full MCMC algorithm proceeds by first estimating τ , αk, and ωk via the birth-death
process conditioned on the current values of the remaining parameters. Then conditioned
on the current dimension of τ , each parameter including α, ω, and τ is updated using
traditional MCMC methods. Parameters whose posterior densities are familiar use Gibbs
sampling and the remaining use adaptive Metropolis-Hastings sampling, with proposal vari-
ances adjusted every 500th iteration and target acceptance rates between 25% and 50%.
II.4 Implementation
We simulated 200 series from each of the three scenarios and the sensitivity analysis was
run on a subsample of 50 series from each scenario. Each individual simulated concentration
series was run for 250,000 iterations. The first 50,000 were removed as burn-in and every
50th iteration was saved. Additionally, we analyse 13 experimental luteinizing hormone
series from patients in the luteal phase of their menstrual cycle. These data were run
for 500,000 iterations, with a burn-in of 100,000 iterations and every 50th iteration saved.
Convergence was assessed by inspecting trace plots (see example in Figure B.3) and model
fit by inspecting pulse location histograms and predicted concentration figures.
For the primary analysis, we estimated each series with three different priors for pulse
location: every third order statistic of (3Ns + 2) i.i.d. Uniform(a, b) random variables,
a Strauss process with R = 40 and γ = 0.1, and a hard core process with R = 40 (i.e.
Strauss with γ = 0). Additionally, we conducted a sensitivity analysis for the hard core
prior, investigating the effect of the hyperparameter, R, on component identifiability with
R = 20 and R = 60. The luteinizing hormone analysis was fit using the three priors from
the primary analysis with a range of 40 minutes for both the Strauss and hard core process
priors. The range hyperparameter was adjusted to 20 minutes for one patient due to greater
7
apparent pulsing frequency (Patient 6).
GNU/Parallel was used for running multiple series in parallel (Tange, 2011). Simulation,
data processing, and analysis of results were conducted using software from the R Project
and the R packages dplyr, tidyr, stringr, readr, parallel (Wickham and Francois, 2015;






We investigated the influence of the pulse location prior on the identifiability of model
components by generating 200 datasets for each of three scenarios: 1) a reference case with
high signal-to-noise; 2) low signal-to-noise via high model error; 3) low signal-to-noise via
low pulse mass. Examples of each scenario are presented in Figure III.1.
Simulating from the deconvolution model (Equation II.1) began by generating pulse
locations using a renewal process (Daley and Vere-Jones, 2002). The renewal process consists
of additively drawing the time between pulses (inter-pulsatile interval, or IPI) using a gamma
distribution. For this, we used a minimum time between pulses of 40 min, mean time between
pulses of 120 min, and a variance of 400 min2. We assumed a sampling interval of every 10
minutes for 24 hours, resulting in 144 data points. Baseline concentration and half-life were
set at a constant value of 2.6 concentration units and 45 minutes, respectively.
Individual pulse parameters, mass and width, were each drawn from log-normal distri-
butions. The pulse width distribution was the same for all scenarios, with a mean of 3.5
log-minutes and standard deviation of 0.5 log-min. The distribution of pulse mass varied
by scenario. Reference and high-error scenarios had a mean pulse mass of 1.25 log-minutes
and standard deviation of 0.5 log-minutes. The low-mass scenario had a mean pulse mass
of 0.25 log-minutes and standard deviation of 0.5. Log-normal error with a mean of 0 and
variance of 0.005 was used for the reference and low mass cases. For the high error case, the
variance was increased to 0.02. The parameter values are summarized in Table III.1 below.
Mean values for each prior distribution were chosen to be the simulated mean value,
with the exception of mean pulse mass which was set to 20% greater than the true value.
A previous study has shown that this reduces the occurrence of single pulses modelled as
multiple components (Horton, 2013). Each prior was chosen to be relatively uninformative,















































































































































































































































































































































































































Figure III.1: Example concentration data from the three simulation scenarios.
Table III.1: Simulation parameter values. IPI stands for inter-pulse interval.




Mean pulse mass 1.25 0.25 1.25
Pulse mass standard deviation 0.5
Mean pulse width 3.5
Pulse width standard deviation 0.5
Baseline 2.6
Half-life 45
Error variance 0.005 0.005 0.02
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Table III.2: Hyperparameter values on priors for simulated series.
Reference Low mass High error
Pulse mass
















Table III.3: Pulse location hyperparameters for simulated series. Each of the three scenarios,
Reference, Low mass, and High error, were estimated using each set of values represented
in the columns.
Hard core
OS Strauss R=40 R=20 R=60
γ – 0.1 0 0 0
R – 40 40 20 60
ρ 12 12 12 12 12
11
III.2 Experimental Luteinizing Hormone Data
Time series of luteinizing hormone data were collected on 13 healthy patients in the luteal
phase of their menstrual cycle. Data were collected every 10 minutes for 12 hours, resulting
in a sample size of 72 for each patient. These data are a part of a larger study comparing
luteinizing hormone concentration between depression patients and healthy patients in both
luteal and follicular menstrual phases. An analysis of 10 healthy patients in the follicular
menstrual phase is included in Appendix D.1.
To assess the effect of the point process priors on estimation, we analyse the data using
each of the priors from the simulation study and compare individual patient and overall
results to the simulation study. Additionally, we examine the predicted concentration and
MCMC diagnostic plots. Hyperparameters for the other priors were chosen based on input
from a reproductive endocrinologist and further refined as necessary based on the nature of
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Simulated concentration series consisted of samples every 10 minutes from 0 minutes to
1440 minutes. Estimation covered -40 minutes to 1460 minutes in order to most accurately
model concentration at the boundaries. For pulse count and location measures, the posterior
distributions were trimmed at 0. If a true pulse existed within +/ − 10 minutes of 0, the
posterior chains were trimmed at the true pulse location minus 10 minutes.
For the luteinizing hormone data, we compare mean posterior estimates to the order
statistic estimate and calculate the proportion of inter-pulse intervals less than 10, 20, 40,
and 60 minutes. For the simulated data, the following measures were used:
1. False positive rate: The number of estimated pulses not within 20 minutes of a true
pulse divided by the true number of pulses. First, false positives were calculated for
each iteration, then the total count of false positives for all iterations was divided by
the total number of estimated pulses.
2. False negative rate: The number of true pulses without an estimated pulse within 20
minutes divided by the number of true pulses times the number of iterations. False
negatives were calculated by iteration then summed across all iterations.
3. Proportion IPI < 40: The proportion of inter-pulse intervals less than the true value
of 40 minutes was calculated across all iterations for each concentration series. We
then calculate the mean proportion across datasets.
4. Mean relative bias: The mean of the series-specific relative biases. Relative bias is
defined as 100 times the difference between the posterior mean and the true parameter
value, divided by the true value. Mean relative bias is then the mean of the series-
specific relative biases.
5. 95% Coverage: The proportion of posterior 95% credible intervals containing the true





IV.1.1 Repulsive versus order-statistic prior
All priors in the reference scenario had relatively low false negative and false positive
rates (∼ 2–4% FPR and ∼ 1% FNR), as shown in the upper left panels of Figure IV.1.
The Strauss and hard core priors decreased the false-positive rate from 3.8% to 2% and
1.9% respectively, while slightly increasing the false-negative rate from 1% to 1.3% for both.
With a two to four fold increase in the coefficient of variation, the high-error and low-mass
scenarios resulted in greater rates for all priors. The impact of the various priors followed
the same pattern as in the reference case with a slight decrease in the magnitude of the
differences between order statistic and point-process priors. False positive rates for the
Strauss and hard core priors were approximately 7.7% and 7.4%, compared to 13.4% for the
order-statistic. The false negative rates increased from 7.4% to 10% and 10.3%.
The proportion of inter-pulse intervals less than the true minimum of 40 minutes directly
shows the effect of the prior selection on pulse identification (Figure IV.1, upper-right panel).
By definition, the hard core prior results in zero inter-pulse intervals less than 40 minutes.
The order-statistic prior consistently showed the most single pulses identified as multiple
components, with 3.6% in the reference scenario and approximately 7.5% in both the high
error and low mass scenarios. The Strauss prior with γ = 0.1 reduced the IPI proportion
to 1.8% in the reference case and to 2.5-2.6% in the high error and low mass scenarios.
Overall the repulsive priors improved positive pulse identification at the expense of some
unidentified pulses, with little difference between the strictly repulsive hard core and the
Strauss.
Repulsive priors improved the accuracy of posterior means across all four parameters
examined. The two parameters of primary interest, mean pulse mass and pulse count,
showed notably large relative biases with the order statistic prior. Half-life and baseline
biases were generally much smaller. The bottom row of Figure IV.1 show these results.
Mean pulse mass had a relative bias of between −5% and −6% with the use of the order-
14





























Mean IPI less than 40 min.


































































Prior Order stat Strauss (R=40, g=0.1) Hard core (R=40)
Figure IV.1: Primary simulation results comparing repulsive priors to the order-statistic prior. Pulse identification statistics, FPR, FNR,
and Proportion IPI < 40, are presented in the top row. Bias of the four primary parameters estimates are in the second row.
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statistic prior in the reference and high error scenarios. This increased to nearly −50% bias
in the low mass scenario. The hard core prior had the least bias in the reference and low
mass scenarios (∼ −1% and ∼ −5%) and in the latter case reduced bias nearly 90% to
∼ −5.4%. The results of the high error scenario were similar to the reference case in scale,
but the hard core resulted in more bias than the Strauss (2.9% vs. 1.4%) and both showed
positive bias while the order statistic showed negative bias (-6%).
Relative bias of the pulse count was also reduced by the use of repulsive priors. In the
reference scenario, bias was reduced from approximately 5% to 2% and 0.6% by the Strauss
and hard core priors. The low signal to noise scenarios showed bias equivalent to one pulse
more than the true count using the order statistic prior. The hard core prior reduced this
bias to approximately 1/4 of a pulse less than truth (∼ −3.4%) and changed the direction
of the bias. The Strauss resulted in the least bias for these two scenarios.
For the estimates of the posterior means of half-life and baseline, the repulsive priors
showed greater bias than the order statistic prior. However, the bias in all scenarios and
priors is small relative to the impact on the pulse mass and count estimates.
The effect of prior on 95% coverage was similar in direction to the effect on bias, but
smaller in scale (Table IV.1). Mean pulse mass coverage was equal for each prior in the refer-
ence and high error scenarios, whereas the repulsive priors showed incremental improvement
with greater repulsion. Pulse count coverage was reduced by 1% with the use of the hard
core prior in the reference and high error scenarios, with the Strauss and order statistic
equal. In the low mass scenario, coverages were no more than 1% apart. The Strauss had
the greatest coverage at 100%, followed by the hard core at 99.5% and the order statistic at
99%.
Half-life coverages were equal across all priors within each scenario. Baseline coverage was
approximately equal in the reference scenario, while the repulsive priors reduced coverage by
2.4–3% in the low signal to noise scenarios. Overall coverages were quite high and improved
or unchanged by the repulsive priors for the two primary parameters.
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Table IV.1: 95% Coverage for the four parameters of primary interest under each simulation
scenario and pulse prior.
Mean pulse mass Pulse count Half life Baseline
Reference
Order stat 0.955 1.000 0.96 0.975
Strauss (R=40, g=0.1) 0.955 1.000 0.96 0.970
Hard core (R=40) 0.955 0.990 0.96 0.970
High error
Order stat 0.965 0.990 0.98 0.960
Strauss (R=40, g=0.1) 0.965 0.990 0.98 0.935
Hard core (R=40) 0.965 0.980 0.98 0.935
Low mass
Order stat 0.960 0.990 0.99 0.995
Strauss (R=40, g=0.1) 0.975 1.000 0.99 0.965
Hard core (R=40) 0.985 0.995 0.99 0.960
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IV.1.2 Sensitivity to choice of R using the hard core prior
The most useful framework for the sensitivity analysis is to view it as the impact of
setting the range higher or lower than truth. In our experiment, a range of 40 minutes is
truth, thus 20 minutes is too low and 60 minutes too high. The impact of the choice of the R
hyperprior on false positive and false negative rates can be clearly seen in the upper left two
panels of Figure IV.2. The false positive rate is increased by setting R too low and largely
unaffected by setting R too high. The inverse is true for the false negative rate: too low
results in little change, while too high results in increased false positive rates. This effect is
largely constant across all simulation scenarios. Additionally, R less than truth results in a
slight decrease in the false negative rate relative to truth.
As determined by the choice of R, the percent of inter-pulse intervals less than 40 minutes
is 0 when R ≥ 40. When R = 20, we observed a percentage IPI < 40 of approximately
3.0% for the reference scenario and 7.3–8.3% for the low signal-to-noise scenarios.
Differences in bias for mean pulse mass and pulse count were consistent across scenarios
(Figure IV.2, bottom row). The hard core prior with R = 20 resulted in underestimating
mean pulse mass and over estimating pulse count. When R = 60, mean pulse mass was
overestimated and pulse count was underestimated. In other words, setting the minimum
time between two pulses smaller than truth resulted in the inclusion of more pulses of smaller
average mass and setting the minimum time larger than truth resulted in fewer pulses of
larger average mass. When R equals the true value (40), bias in mean pulse mass and pulse
count was minimal. As seen in the primary analysis, bias was largest for both parameters in
the low mass scenario. Mean pulse mass was underestimated by 40% in this case for R = 20
and overestimated by 14% for R = 60. Pulse count estimates were not as significantly
affected by the low mass scenario.
Bias in the pulse count posterior mean was opposite in direction from mean pulse mass.
Setting R = 20 resulted in overestimation, ranging from 3% to 5%. Pulse count when R = 60
showed slight underestimation in the reference case (−2.4%) and larger underestimation in
the high error and low mass cases (−10.3% and −11.3%, respectively). Relative bias for
the estimate of pulse count was overall much lower than for mean pulse mass. Setting R to
18
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Prior Hard core (R=20) Hard core (R=40) Hard core (R=60)
Figure IV.2: Sensitivity results comparing estimates when varying R in the hard core prior. Pulse identification statistics, FPR, FNR,
and Proportion IPI < 40, are presented in the top row. Bias of the four primary parameter estimates are in the second row.
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its true value showed almost no bias for the reference case (< 1%) and slight negative bias
for the other cases (∼ −3.5%). The effect of R on half-life and baseline was very small, as
with the primary analysis. All values of R and simulation scenarios resulted in bias within
−1.5% and 3%.
All 95% coverage results were greater than 92%, except for pulse count in the low signal-
to-noise scenarios with ranges of 20 and 60 where coverage was 78% (Table IV.2). Differences
in coverage were relatively small with changes in R. Mean pulse mass coverage was greatest
in the reference and low mass scenarios with R = 40, and in the high-error scenario R = 20
and R = 60 were slightly larger than R = 40. Pulse count coverage was greater than 98%
when R ≤ 40 for all scenarios, dropping to the previously mentioned 78% when R is set
larger than truth. Half-life and baseline coverages were only slightly affected by changes in
R, differing no more than 4%.
Table IV.2: 95% Coverage for the four parameters of primary interest under each simulation
scenario and three values of the hard core prior’s hyperprior R.
Mean pulse mass Pulse count Half life Baseline
Reference
Hard core (R=20) 0.920 1.000 0.98 0.960
Hard core (R=40) 0.955 0.990 0.96 0.970
Hard core (R=60) 0.920 0.920 1.00 1.000
High error
Hard core (R=20) 0.980 1.000 0.96 0.960
Hard core (R=40) 0.965 0.980 0.98 0.935
Hard core (R=60) 0.980 0.780 0.94 0.920
Low mass
Hard core (R=20) 0.940 1.000 1.00 0.960
Hard core (R=40) 0.985 0.995 0.99 0.960
Hard core (R=60) 0.980 0.780 0.98 0.940
IV.2 Experimental Luteinizing Hormone Results
The analysis of 13 healthy luteal phase patients showed results similar to the simulation
study. Table IV.3 contains the population mean and standard error of the patients’ posterior
means for each parameter of primary interest. The hard core prior resulted in a reduction
in the population mean pulse count from 8.6 (SE=0.72) pulses to 6.57 (SE=0.48) and a
corresponding increase in the mean pulse mass from 0.56 (SE=0.18) to 0.87 (SE=0.16). As
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Table IV.3: Population mean and standard error of the posterior means for the primary
parameters of interest from the analysis of the 13 luteal phase patients.
Mean pulse mass Pulse count Half-life Baseline
Order statistic 0.56 (0.18) 8.6 (0.72) 56.32 (2.16) 1.48 (0.38)
Strauss 0.78 (0.18) 7.22 (0.46) 58.19 (2.35) 1.53 (0.41)
Hard core 0.87 (0.16) 6.57 (0.48) 58.86 (2.64) 1.55 (0.41)
in the simulation study, both half-life and baseline concentration increased slightly with the
use of the hard core prior relative to the order statistic prior. The Strauss prior also followed
the same pattern seen in simulation, with each population mean between the order statistic
and hard core estimate.
The effect of the hard core prior on estimation was clearly seen in the diagnostic plots
of the MCMC chains. Figure IV.3 shows the diagnostic figures for Patient 34, with the
order statistic figures on top and hard core on bottom. The bottom-most plot of each is
the observed concentration data and the plot above it is the posterior density of the pulse
locations. The pulse location density for the hard core prior showed a slight reduction in the
uncertainty of the locations and fewer pulses identified overall. This was confirmed by the
posterior density of pulse count (num.pulses) in the upper left histogram. The mode pulse
count for the order statistic prior was 8 pulses, whereas the mode for the hard core was 6.
Correspondingly, the mean pulse mass histogram (leftmost column, second from the top)
showed reduced variability and an increased mean for the hard core prior. The mean of the
posterior density of mean pulse mass was 0.59 (90% CI: -0.46, 1.38) for the order statistic
method and 1.02 (90% CI: 0.32, 1.45) for the hard core. Posterior means and 90% credible
intervals for each patient are provided in Appendix C, Table C.1.
The predicted concentration figures for each luteal phase patient are included Appendix
C.3. The luteal phase patients’ predicted concentrations using the point process priors were
comparable to the order statistic method. The hard core tended to provide a smoother fit,
while the order statistic and Strauss priors fit small changes in concentration by placing
pulses in close proximity. Overall, the improvements in parameter estimation were large
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(b) Hard core prior
Figure IV.3: Diagnostic plots for Patient 34 using the order statistic and hard core priors.
The posterior density of pulse count (num.pulses) and mean pulse mass (mean.pulse.mass)
each cover a notably smaller range of values with the hard core prior. The mode of pulse




The use of a repulsive point process prior on pulse location allows the estimation algo-
rithm to use information in the data both forward and backward in time. This maximizes
the information available in estimating the model fit, while allowing for the specification
of a minimum time between pulses in order to more accurately model the biology of pul-
satile hormones. Our simulation results showed consistent improvement in the accuracy
of estimated parameters with the use of the hard core prior. Bias in the two parameters
of primary interest, mean pulse mass and pulse count, improved across all case scenarios.
Secondary parameters, baseline and half-life, showed minor, clinically insignificant increases
in bias (∼ 1–2%).
False positive rates were improved by the point process priors regardless of the choice of
R. False negative rates increased, largely by a smaller magnitude than the improvements in
false positive rates. The exception was the false negative rate when R is greater than the
true value with noisy, low signal-to-noise data. This suggests that estimates were somewhat
sensitive to the choice of the repulsive point process prior’s range of effect and demonstrate
the informativeness of this choice. Overall, it is important that the choice of R be informed
by the biology of the hormone under study.
The analysis of experimental luteinizing hormone data from patients in the luteal phase
of their menstrual cycle supported the results of our simulation study. The use of a hard
core prior decreased pulse count estimates and increased mean pulse mass estimates in
similar relative amounts to the simulation study. The slight reduction in prediction accuracy
mirrored the decrease in false positive rates and the relatively small increase in false negative
rates seen in simulation.
Patient 6 from the luteal phase study and some patients in the follicular phase study
(Appendix D) showed poor model fit with the use of the point process priors. We suspect
that there are two possible causes for this. First, it may be that for some pulse events a
single Gaussian function is a poor fit and that multiple Gaussian functions are needed for
these to be effectively modelled. Second, the series with poor fits tended to have greater
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apparent pulsing frequency suggesting that there may be insufficient resolution (samples per
time period) for the greater restrictiveness of the repulsive point process priors.
Horton (2013) developed a Bayesian deconvolution population model that showed signifi-
cantly improved estimation with noisy and low resolution concentration data. The improved
estimation accuracy provided by repulsive point process priors demonstrated in this thesis,
specifically the hard core process, negates the need for combining pulses located in close
proximity via post-processing. Thus, the use of a hard core point process for the pulse
location prior in the population model is likely to be quite appropriate.
Overall in the single-subject model, the hard core prior is a more biologically accurate
model of hormone pulsing patterns and provides notable improvement in the accuracy of
the estimates of clinically important parameters.
24
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The first step in the deconvolution algorithm is estimating the number and location
of pulses from the data. To fully define the spatial BD algorithm, we must first define
Papangelou’s conditional intensity function:
Given a vector of pulses and their locations, τ , the conditional intensity of pulse τ∗ is:
λ∗(τ∗; τ ) =
f(τ ∪ τ∗)
f(τ )
Substituting the Strauss process (Equation II.4),
λ∗(τ∗; τ ) =
ρNs+1γSτ∪τ∗ (R)
ρNsγSτ (R)
= ργS(τ∗;τ ′∈τ)(R) (A.1)





‖τ∗ − τ ′‖ < R
]
With Equation A.1, we can begin defining the spatial birth-death process by defining the
birth and death rates. For the existing pulses ζ defined by their characteristics (τ ,α,ω),
the birth or death of a pulse, ξ defined by (τ∗, α∗, ω∗), must satisfy detailed balance:
b(ξ; ζ)h(ζ) = d(ξ; ζ ∪ ξ)h(ζ ∪ ξ)
In the Bayesian context, the joint posterior distributions replace the canonical h(·):
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h(ζ) = π(τ ,α,ω | y, . . .)
∝ Ly(θ)π(τ ,α,ω)
= Ly(θ)π(τ )π(α)π(ω)
Thus the detailed balance equation becomes:
b(ξ; ζ)Ly(θ)π(τ )π(α)π(ω) = d(ξ; ζ ∪ ξ)L
∗
y
(θ)π(τ ∪ τ∗)π(α ∪ α∗)π(ω ∪ ω∗)
where L∗ denotes the likelihood including pulse ξ. Similarly, and by Equation A.1, the
birth rate for pulse ξ is:
b(ξ; ζ) = λ∗(τ∗; τ )π(α∗)π(ω∗)
Given the assumption of independence between pulses, we can combine the above equa-
tions, solve for the death rate, and simplify:
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(θ)π(τ ∪ τ∗)π(α ∪ α∗)π(ω ∪ ω∗)
=
λ∗(τ∗; τ )π(α∗)π(ω∗)Ly(θ)π(τ )π(α)π(ω)
L∗
y
(θ)π(τ ∪ τ∗)π(α ∪ α∗)π(ω ∪ ω∗)
=
Ly(θ)λ















Thus the death rate for an individual pulse simplifies to the ratio of the likelihoods in-
cluding and excluding pulse ξ. The total death rate D is then defined as the sum of the
individual death rates. The birth rate is a function of the Strauss prior which is computa-
tionally expensive to integrate and sample from. Instead, we can use a constant intensity
rate, λ′, such that λ∗(τ∗; τ ) ≤ λ′ and, given τ∗ ∈ (0, T ), its integral is finite. If a birth
is selected, rejection sampling is used to sample from the Strauss process. The total birth





















= λ′[T − 0]
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We now have all necessary derivations to define the algorithm:
Algorithm A.1.1.
1. Select the total birth rate, B. This is based on a priori information about the specific
hormone concentration being modelled and the duration of the collected data. From
this we calculate the birth rate intensity, λ′ = B
T
, or the total birth rate divided by the
observation duration. Additionally, the minimum value for λ′ that bounds the Strauss
process is the prior value of λ, thus these are set to be equal. Note that to simplify
selection of the prior, we request the prior value for λ · T , the total number of pulses
in the series, rather than the intensity parameter λ itself.
2. Calculate the death rate, d(ξ; ζ∪ξ), for each pulse ξ ∈ ζ, and sum the resulting vector
to get the total death rate, D.
3. Draw the waiting "time" sm, the virtual time elapsed between the previous birth or
death to the current iteration m, from an exp(B+D). Update S =
∑m
i=0 si, the total
virtual time surpassed through iteration m.
4. Select whether a birth or death should occur. This is occurs by calculating B
B+D and
drawing from a U(0, 1). A birth occurs if the random uniform value is less than the
ratio; otherwise a death occurs.
5. If a birth is selected:
(a) Draw a location from a uniform distribution over the observation range.




(c) Draw a random uniform value r = U(0, 1).
(d) If r ≤ λ
∗(τ∗;τ )
λ′
, then draw a pulse mass and width from the current distributions
of α and ω.
(e) Else, the birth is rejected and return to Step 3.













7. Update the likelihood.
8. Repeat Steps 2–7 until the total virtual time S > 1.
The existing method differs from the above defined algorithm in that a constant birth
rate is set, then the death rate is derived. The death rate includes the order statistic prior,
which results in increased probability of removing a pulse the closer it is to another pulse.
This allows for the introduction of pulses in close proximity to one another, then increases
the probability of their removal if ’too close.’ In the spatial birth death approach, rejection
sampling in the birth of a pulse prevents the introduction of a pulse located too close to
another. If a hard core prior is used (γ = 0), a pulse is rejected with probability 1 when the
distance to its nearest neighbor is less than R.
A.2 Sampling from the Posterior Distribution of τ
Prior: τ ∼ Strauss(ρ, γ,R)
We use a Strauss process for the prior distribution of the vector of pulse locations, τ .
The derivation of the posterior is straightforward.
π(τ |y,α,ω, µα, µω, σα, σω, θb, θh, σ
2
ǫ ) =
Ly(θ)π(α, . . . , σ
2
ǫ )∫
Ly(θ)π(α, . . . , σ2ǫ )dτ





∝ Ly(θ)π(τ ) (A.2)
In implementing the Metropolis-Hastings algorithm, we need to access and sample indi-
vidual pulse locations. To do so, we make use of Papangelou’s conditional intensity function


























Where τk is the most recent value sampled, τ
′
k is the proposed value, and λ
∗(·) is the
conditional intensity function. The proposal density for τ ′k is a normal distribution with
mean τk, and a variance that is adjusted every 500 iterations to maintain an acceptance




B.1 Primary Analysis: Supplemental Tables and Figures
Table B.1: False positive and negative rates for order-statistic (OS), Strauss (R = 40, γ =
0.1) (Str), and Hard core (R = 40) (HC) priors.
OS Str HC % change from OS
Str HC
False positive rate
Reference 3.81 2.04 1.87 −46.48 −51.00
High error 13.41 7.88 7.49 −41.26 −44.11
Low mass 13.42 7.63 7.29 −43.14 −45.66
False negative rate
Reference 0.99 1.32 1.32 32.58 33.23
High error 8.06 10.74 10.90 33.29 35.32
Low mass 7.39 10.08 10.27 36.34 38.98
Table B.2: Mean percent of IPI < 40 min. for order-statistic (OS), Strauss (R = 40, γ =
0.1) (Str), and Hard core (R = 40) (HC) priors.
OS Strauss Hard core % change from OS
Str HC
Reference 3.57 1.78 0 −50.28 −100
High error 7.67 2.55 0 −66.78 −100
Low mass 7.49 2.59 0 −65.40 −100
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Table B.3: Mean bias in posterior mean of parameter estimates for each prior. In parameter
units: concentration units for mean pulse mass; number of pulses for pulse count; minutes
for half-life; and concentration units for baseline.
Mean pulse mass Pulse count Half life Baseline
Reference
Order stat −0.0660 0.5918 0.0228 0.0046
Strauss (R=40, g=0.1) −0.0279 0.2647 0.2137 0.0065
Hard core (R=40) −0.0122 0.0517 0.2133 0.0063
High error
Order stat −0.0758 1.1647 −0.2611 −0.0066
Strauss (R=40, g=0.1) 0.0180 −0.2328 0.2485 0.0445
Hard core (R=40) 0.0364 −0.5410 0.3707 0.0464
Low mass
Order stat −0.1221 1.2688 0.7188 −0.0092
Strauss (R=40, g=0.1) −0.0333 −0.1354 0.9138 0.0177
Hard core (R=40) −0.0136 −0.4484 1.0160 0.0184
Table B.4: Mean relative bias in posterior mean of parameter estimates for each prior. In
percent difference from truth.
Mean pulse mass Pulse count Half life Baseline
Reference
Order stat −5.28 5.11 0.05 0.18
Strauss (R=40, g=0.1) −2.24 2.38 0.47 0.25
Hard core (R=40) −0.98 0.58 0.47 0.24
High error
Order stat −6.07 10.64 −0.58 −0.25
Strauss (R=40, g=0.1) 1.44 −1.10 0.55 1.71
Hard core (R=40) 2.91 −3.66 0.82 1.78
Low mass
Order stat −48.86 11.32 1.60 −0.35
Strauss (R=40, g=0.1) −13.30 −0.58 2.03 0.68
Hard core (R=40) −5.43 −3.21 2.26 0.71
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B.2 Sensitivity Analysis: Supplemental Tables and Figures
The following tables are supplemental to the sensitivity analysis and all are represented
in Figure IV.2 except mean bias Table B.7.
Table B.5: Sensitivity analysis - False positive and negative rates for hard core priors with
range values of R = {20, 40, 60}.
Hard core priors R=20 R=40 R=60 % change from R=40
R=20 R=60
False positive rate
Reference 3.59 1.87 2.17 92.15 16.37
High error 11.64 7.49 6.74 55.28 −10.02
Low mass 11.23 7.29 7.39 54.01 1.28
False negative rate
Reference 1.13 1.32 4.50 −14.66 240.42
High error 9.84 10.90 16.13 −9.76 47.97
Low mass 9.27 10.27 17.62 −9.78 71.51
Table B.6: Sensitivity analysis - Mean percent of IPI < 40 min. for hard core priors with
range values of R = {20, 40, 60}.
Hard core priors R=20 R=40 R=60
Reference 2.97 0 0
High error 8.35 0 0
Low mass 7.34 0 0
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Table B.7: Sensitivity analysis - Mean bias in posterior mean of parameter estimates for
each value of R in the hard core prior. In parameter units: concentration units for mean
pulse mass; number of pulses for pulse count; minutes for half-life; and concentration units
for baseline.
Mean pulse mass Pulse count Half life Baseline
Reference
Hard core (R=20) −0.0403 0.3715 0.5034 −0.0048
Hard core (R=40) −0.0122 0.0517 0.2133 0.0063
Hard core (R=60) 0.0184 −0.3104 0.8719 −0.0185
High error
Hard core (R=20) −0.0480 0.4722 −0.5079 0.0400
Hard core (R=40) 0.0364 −0.5410 0.3707 0.0464
Hard core (R=60) 0.0842 −1.3366 0.8026 0.0417
Low mass
Hard core (R=20) −0.1045 0.4262 0.4677 0.0311
Hard core (R=40) −0.0136 −0.4484 1.0160 0.0184
Hard core (R=60) 0.0354 −1.5373 1.2537 0.0452
Table B.8: Sensitivity analysis - Mean relative bias in posterior mean of parameter estimates
for each value of R in the hard core prior. In percent difference from truth.
Mean pulse mass Pulse count Half life Baseline
Reference
Hard core (R=20) −3.22 3.37 1.12 −0.19
Hard core (R=40) −0.98 0.58 0.47 0.24
Hard core (R=60) 1.47 −2.40 1.94 −0.71
High error
Hard core (R=20) −3.84 4.51 −1.13 1.54
Hard core (R=40) 2.91 −3.66 0.82 1.78
Hard core (R=60) 6.73 −10.34 1.78 1.60
Low mass
Hard core (R=20) −41.78 4.56 1.04 1.20
Hard core (R=40) −5.43 −3.21 2.26 0.71
Hard core (R=60) 14.16 −11.35 2.79 1.74
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Figure B.1: Distribution of IPI, truncated at 40 minutes. Red line is median IPI|IPI < 40.


















































































































1000 2000 3000 4000 5000 1000 2000 3000 4000 5000
1000 2000 3000 4000 5000 1000 2000 3000 4000 5000
1000 2000 3000 4000 5000 1000 2000 3000 4000 5000
















































11 12 13 14 2.2 2.4 2.6 2.8
0.0 0.5 1.0 1.5 2.0 0 4 8
40 45 50 55 60 0.003 0.004 0.005 0.006 0.007 0.008 0.009

















































































































SUPPLEMENTAL: LUTEAL PHASE LUTEINIZING HORMONE STUDY
C.1 Summaries of Posterior Densities by Patient
Table C.1: Posterior means and 90% credible intervals for each patient. Overall mean
includes standard error.
Mean pulse mass Pulse count Half-life Baseline
Patient 10
Order statistic 0.31 (-0.61, 1.11) 7.39 (5, 10) 55.13 (47.17, 65) 0.36 (0.22, 0.48)
Strauss 0.47 (-0.33, 1.2) 6.77 (5, 8) 56.44 (47.71, 67.73) 0.35 (0.19, 0.48)
Hard core 0.48 (-0.32, 1.25) 6.58 (5, 8) 56.1 (47.81, 66.98) 0.36 (0.21, 0.48)
Patient 16
Order statistic -0.21 (-1.3, 0.85) 8.56 (6, 11) 61.05 (47.84, 72.32) 0.82 (0.74, 0.89)
Strauss 0.18 (-0.87, 1.2) 6.59 (5, 8) 65.98 (52.46, 77.39) 0.84 (0.78, 0.9)
Hard core 0.23 (-1.02, 1.42) 5.3 (4, 7) 73.73 (63.03, 84.53) 0.82 (0.74, 0.89)
Patient 19
Order statistic 0.77 (-0.4, 1.72) 5.46 (5, 7) 45.49 (40.84, 50.11) 0.52 (0.46, 0.57)
Strauss 0.94 (0.02, 1.79) 5.25 (5, 6) 45.61 (41.06, 50.51) 0.52 (0.47, 0.57)
Hard core 0.95 (0.05, 1.81) 5.2 (5, 6) 45.65 (41.27, 50.51) 0.52 (0.47, 0.57)
Patient 25
Order statistic -0.07 (-1.67, 1.47) 6.61 (5, 9) 66.63 (58.56, 73.92) 0.78 (0.68, 0.87)
Strauss 0.41 (-1.17, 1.97) 5.11 (4, 7) 69.93 (61.97, 76.09) 0.77 (0.68, 0.87)
Hard core 0.75 (-1.24, 2.61) 3.95 (3, 6) 61.31 (50.46, 70.08) 0.91 (0.79, 1.03)
Patient 31
Order statistic -0.11 (-1.04, 0.73) 8.67 (8, 11) 69.74 (62.78, 78.41) 0.37 (0.33, 0.42)
Strauss 0.04 (-0.82, 0.88) 8.18 (7, 9) 69.78 (63.06, 77.81) 0.38 (0.33, 0.42)
Hard core 0.61 (-0.55, 1.76) 4.93 (4, 7) 75.98 (61.42, 86.68) 0.36 (0.28, 0.44)
Patient 34
Order statistic 0.59 (-0.46, 1.38) 8.77 (6, 12) 57.83 (48.59, 69.38) 0.43 (0.21, 0.6)
Strauss 0.99 (0.25, 1.43) 6.96 (6, 9) 64.97 (51.42, 76.88) 0.43 (0.24, 0.6)
Hard core 1.02 (0.32, 1.45) 6.83 (6, 9) 65.4 (51.44, 76.76) 0.43 (0.25, 0.6)
Patient 35
Order statistic 1.34 (1.11, 1.57) 8.09 (8, 9) 47.39 (39.65, 56.22) 2.17 (1.76, 2.53)
Strauss 1.36 (1.13, 1.58) 8.16 (8, 9) 47.46 (39.56, 56.24) 2.17 (1.75, 2.54)
Hard core 1.36 (1.13, 1.59) 8.15 (8, 9) 47.72 (39.77, 56.77) 2.16 (1.74, 2.53)
Patient 46
Order statistic 0.89 (-0.32, 2.01) 6.85 (4, 10) 55.81 (41.52, 69.27) 1.01 (0.52, 1.44)
Strauss 1.4 (0.26, 2.28) 5.04 (4, 7) 52.38 (38.37, 65.41) 1.14 (0.68, 1.5)
Hard core 1.3 (0.19, 2.25) 4.72 (4, 6) 55.48 (43.75, 66.33) 1.26 (0.85, 1.53)
Patient 47
Order statistic 1.24 (0.37, 1.93) 9.35 (8, 13) 64.72 (53.51, 73.96) 2.63 (2.18, 3.06)
Strauss 1.46 (0.87, 2.02) 8.22 (8, 9) 66.84 (59.52, 74.45) 2.6 (2.2, 2.96)
Hard core 1.47 (0.9, 2) 8.13 (8, 9) 66.74 (59.47, 74.67) 2.6 (2.18, 2.97)
Patient 49
Order statistic 0.88 (0.39, 1.32) 10.33 (10, 12) 56.43 (52.56, 60.45) 0.6 (0.51, 0.68)
Strauss 0.92 (0.49, 1.34) 10.11 (10, 11) 56.65 (53.12, 60.53) 0.59 (0.51, 0.68)
Hard core 1.08 (0.54, 1.61) 8.74 (8, 9) 57.68 (52.13, 63.88) 0.58 (0.45, 0.7)
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Table C.1: (continued)
Mean pulse mass Pulse count Half-life Baseline
Patient 6
Order statistic -0.63 (-2.09, 0.27) 15.96 (10, 22) 51.18 (36.89, 65.7) 4.04 (3.17, 4.66)
Strauss -0.64 (-1.93, 0.34) 9.69 (6, 14) 53.56 (39.05, 67.95) 4.5 (4.05, 4.8)
Hard core -0.59 (-1.9, 0.39) 9.37 (6, 13) 53.22 (38.88, 67.83) 4.5 (4.02, 4.8)
Patient 7
Order statistic 1.03 (-0.35, 1.68) 6.51 (5, 10) 45.28 (36.04, 55.17) 1.24 (0.93, 1.55)
Strauss 1.16 (0.42, 1.75) 6.14 (6, 7) 49.5 (41.31, 56.77) 1.12 (0.91, 1.36)
Hard core 1.2 (0.48, 1.8) 5.99 (5, 7) 48.48 (37.32, 56.49) 1.15 (0.91, 1.52)
Patient 9
Order statistic 1.22 (0.71, 1.62) 9.21 (7, 13) 55.53 (43.25, 68.93) 4.22 (3.15, 5.03)
Strauss 1.4 (1.05, 1.7) 7.67 (7, 9) 57.3 (44.72, 70.38) 4.45 (3.7, 5.12)
Hard core 1.41 (1.09, 1.69) 7.51 (7, 9) 57.7 (45.23, 70.49) 4.46 (3.73, 5.13)
Overall
Order statistic 0.56 (0.18) 8.6 (0.72) 56.32 (2.16) 1.48 (0.38)
Strauss 0.78 (0.18) 7.22 (0.46) 58.19 (2.35) 1.53 (0.41)
Hard core 0.87 (0.16) 6.57 (0.48) 58.86 (2.64) 1.55 (0.41)
C.2 Hyperparameters
Table C.2: Hyperparameter values for the luteal phase luteinizing hormone study. R is the
range hyperparameter for the Strauss and hard core pulse location priors. Each patient’s
hormone concentration series was fit using the three pulse location priors: order statistic,
Strauss (γ = 0.1), and hard core (γ = 0).
Patient num. 06 07 09 10 16 19 25 31 34 35 46 47 49
Pulse mass
mα 0.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25
vα 10 10 10 10 10 10 10 10 10 10 10 10 10
a 2 5 1 2 2 2 5 2 5 2 2 2 2
Pulse width
mω 3 3 3 3 3 3 3 4 3 3 3 3 3
vω 10 10 10 10 10 10 10 10 10 10 10 10 10
b 1 1 1 2 2 2 1 2 1 2 2 2 2
Baseline
mb 3.75 1 4.5 0.5 0.5 0.5 0.5 0.5 0.5 3 1 1 0.5
vb 100 100 100 100 100 100 100 100 100 100 100 100 100
Half-life
mh 45 45 45 45 45 45 45 45 45 45 45 45 45
vh 100 100 100 100 100 100 100 100 100 100 100 100 100
Error
αǫ 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
βǫ 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Pulse count
Ns 15 6 9 6 5 5 3 4 7 8 4 7 8
Range
R 20 40 40 40 40 40 40 40 40 40 40 40 40
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C.3 Predicted Concentration Figures
This section contains the predicted concentration figures from the analysis of luteal
phase patients in the luteinizing hormone study. The black line is the observed hormone
concentration; the solid red is the mean predicted concentration with 80% credible interval






























































































































































































































































































































































































































































FOLLICULAR PHASE LUTEINIZING HORMONE STUDY
D.1 Analysis of Follicular Phase Patients
The 10 datasets for healthy patients in the follicular phase of their menstrual cycle have
more frequent pulsing and a lower signal to noise ratio than the luteal phase data. These
data had approximately twice the pulsing frequency of the simulated data (12 pulses in 720
minutes vs. 12 pulses in 1440 minutes), with the same sampling period of every 10 minutes.
For the single-subject model, this is near the observed minimum resolution allowable for a
good model fit depending on the amount of noise present in the series. As such, series fit
well given both clearly defined pulses and sufficient data points defining the pulses, while
noisier series and those with few data points per pulse did not. To improve convergence, the
mean pulse width parameter, µω, was set to a constant value of 3 log minutes.
The posterior densities of pulse locations and the predicted concentrations are shown in
Section D.3 of this appendix. Improvements in pulse identification can be seen in the pulse
location histogram of Patient 32, with more clearly defined separation between the peaks of
pulse locations. Patient 15 fit less well with the repulsive priors. This is likely due to the
more flexible order-statistic prior allowing the birth of additional pulses in close-proximity
in order to fit the increasing trend in concentration.
Differences in the population means of mean pulse mass, pulse count, half-life, and
baseline followed similar patterns to those in our simulation study D.1. The hard core prior
resulted in slightly increased overall mean pulse mass compared to the order statistic prior:
0.64 (SE=0.25) versus 0.62 (SE=0.23) log-concentration units. Pulse count decreased to
11.71 (SE=1.01) with the use of the hard core prior from 13.99 (SE=0.90). Both half-life
and baseline had small relative changes, with half-life increasing to 41.11 (SE=6.77) from
40.27 (SE=6.25) minutes and baseline increasing to 4.77 (SE=1.64) from 4.54 (SE=1.65)
concentration units. The effect of the Strauss prior was also consistent with the simulation
results, with similar population means to the hard core.
48
Table D.1: Posterior means and 90% credible intervals for each patient. Overall mean
includes standard error.
Mean pulse mass Pulse count Half-life Baseline
Patient 11
Order statistic 0.23 (-0.45, 0.82) 12.41 (8, 18) 66.1 (36.92, 103.09) 4.31 (3.21, 5.07)
Strauss 0.42 (-0.22, 0.96) 9.37 (6, 13) 65.21 (32.73, 105.15) 4.7 (3.82, 5.34)
Hard core 0.45 (-0.18, 1) 9.11 (6, 12) 63.94 (32.55, 103.89) 4.72 (3.89, 5.33)
Patient 15
Order statistic 0.31 (-0.31, 0.66) 14.31 (12, 17) 44.01 (40.32, 47.64) 2.53 (1.83, 3.4)
Strauss -0.07 (-0.9, 0.58) 10.6 (6, 15) 44.74 (40.98, 48.41) 3.25 (2.2, 3.84)
Hard core -0.13 (-0.92, 0.54) 9.85 (6, 14) 44.88 (41.19, 48.59) 3.36 (2.37, 3.87)
Patient 18
Order statistic 1.66 (1.47, 1.83) 16.54 (16, 18) 17.09 (12.92, 21.4) 8.35 (7.85, 8.85)
Strauss 1.67 (1.5, 1.83) 16.39 (16, 17) 17.46 (13.5, 21.69) 8.32 (7.82, 8.83)
Hard core 1.68 (1.51, 1.84) 16.3 (16, 17) 17.21 (13.36, 21.37) 8.35 (7.85, 8.86)
Patient 22
Order statistic -0.42 (-3.24, 0.71) 12.47 (7, 19) 10.29 (5.7, 15.09) 3.26 (2.96, 3.51)
Strauss -0.43 (-3.32, 0.8) 7.89 (4, 12) 10.27 (5.55, 15.18) 3.36 (3.2, 3.52)
Hard core -0.4 (-3.15, 0.84) 7.58 (4, 11) 10.25 (5.49, 15.13) 3.36 (3.2, 3.53)
Patient 24
Order statistic 0.52 (0.3, 0.74) 13.19 (13, 14) 57.37 (44.57, 70.45) 0.66 (0.13, 1.16)
Strauss 0.53 (0.3, 0.74) 13.4 (13, 14) 57.82 (44.39, 71.38) 0.64 (0.12, 1.15)
Hard core 0.54 (0.31, 0.75) 13.31 (13, 14) 57.64 (45.3, 70.57) 0.65 (0.14, 1.13)
Patient 28
Order statistic 2.09 (1.83, 2.32) 20.13 (16, 25) 15.44 (13.91, 17) 17.82 (17.66, 17.99)
Strauss 2.25 (2.06, 2.48) 16.54 (13, 19) 15.67 (14.14, 17.19) 17.84 (17.67, 18)
Hard core 2.28 (2.09, 2.5) 16.15 (13, 18) 15.68 (14.14, 17.21) 17.84 (17.67, 18)
Patient 29
Order statistic 0.75 (0.49, 0.97) 9.48 (9, 11) 40.34 (25.57, 60.11) 1.52 (1.04, 1.89)
Strauss 0.79 (0.56, 1.01) 9.49 (9, 11) 38.28 (25.11, 56.09) 1.58 (1.14, 1.91)
Hard core 0.8 (0.57, 1.01) 9.41 (9, 11) 38.36 (25.24, 55.51) 1.58 (1.15, 1.91)
Patient 32
Order statistic 0.51 (0.24, 0.75) 15.03 (13, 17) 40.75 (26.35, 61.88) 1.75 (0.72, 2.37)
Strauss 0.56 (0.32, 0.77) 14.36 (13, 16) 38.15 (26.09, 57.33) 1.91 (1.05, 2.4)
Hard core 0.57 (0.34, 0.78) 14.18 (13, 15) 36.71 (25.12, 52.91) 1.98 (1.35, 2.43)
Patient 33
Order statistic 0.36 (0.17, 0.55) 12.41 (12, 14) 52.8 (35.32, 68.39) 0.56 (0.08, 1.1)
Strauss 0.35 (0.16, 0.54) 12.62 (12, 14) 54.57 (37.07, 70.18) 0.51 (0.06, 1.05)
Hard core 0.37 (0.17, 0.56) 12.48 (12, 14) 54.73 (37.5, 69.85) 0.5 (0.06, 1.04)
Patient 48
Order statistic 0.22 (-0.56, 0.93) 13.9 (9, 19) 58.47 (29.4, 95.41) 4.66 (3.14, 5.95)
Strauss 0.26 (-0.52, 0.85) 9.27 (5, 14) 70.81 (37.34, 108.41) 5.3 (3.91, 6.21)
Hard core 0.28 (-0.49, 0.86) 8.78 (5, 13) 71.7 (38.49, 110.41) 5.34 (3.95, 6.24)
Overall
Order statistic 0.62 (0.23) 13.99 (0.9) 40.27 (6.25) 4.54 (1.65)
Strauss 0.63 (0.25) 11.99 (0.99) 41.3 (6.76) 4.74 (1.64)
Hard core 0.64 (0.25) 11.71 (1.01) 41.11 (6.77) 4.77 (1.64)
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D.2 Hyperparameters
Table D.2: Hyperparameter values for the follicular phase luteinizing hormone study. Mean
pulse width was fixed at 3 log-minutes to improve convergence. R is the range hyperparame-
ter for the Strauss and hard core pulse location priors. Each patient’s hormone concentration
series was fit using the three pulse location priors: order statistic, Strauss (γ = 0.1), and
hard core (γ = 0).
Patient num. 11 15 18 22 24 28 29 32 33 48
Pulse mass
mα 1 0.25 1 0.5 1 1.5 1 1 1 1
vα 100 10 100 10 100 100 100 100 100 100
a 1 1 1 1 1 3 1 1 1 1
Pulse width
mω 3 3 3 3 3 3 3 3 3 3
vω n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
b 2 1 2 2 2 10 2 2 2 2
Baseline
mb 3 3.6 8.75 2.5 3 17.8 3 3 3 3
vb 1000 0.25 0.15 10 1000 0.01 1000 1000 1000 1000
Half-life
mh 45 45 45 10 45 15 45 45 45 45
vh 1000 5 1000 10 1000 1 1000 1000 1000 1000
Error
αǫ 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
βǫ 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Pulse count
Ns 12 12 12 12 12 16 12 12 12 12
Range
R 20 20 20 20 20 20 20 20 20 20
50
D.3 Predicted Concentration Figures
This section contains the predicted concentration figures from the analysis of follicular
phase patients in the luteinizing hormone study. The black line is the observed hormone
concentration; the solid red is the mean predicted concentration with 80% credible interval
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DIAGNOSTIC FIGURES FOR LUTEINIZING HORMONE STUDIES
E.1 Luteal Phase Patients
This section contains the diagnostic figures for the analysis of patients in the luteal
phase of the menstrual cycle. The figures are organized by the prior used in analysis, then
by patient. Each figure contains histograms of the posterior densities in the upper left and
trace plots in the upper right. The bottom figure is the observed hormone concentration
time series plot and above it, the posterior density of pulse location. Note that ’Dataset’
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E.2 Follicular Phase Patients
This section contains the diagnostic figures for the analysis of patients in the follicular
phase of the menstrual cycle. The figures are organized by the prior used in analysis, then
by patient. Each figure contains histograms of the posterior densities in the upper left and
trace plots in the upper right. The bottom figure is the observed hormone concentration
time series plot and above it, the posterior density of pulse location. Note that ’Dataset’
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