A result of Balas and Yu (1989) states that the number of maximal independent sets of a graph G is at most δ p + 1, where δ is the number of pairs of vertices in G at distance 2, and p is the cardinality of a maximum induced matching in G. In this paper, we give an analogue of this result for hypergraphs and, more generally, for subsets of vectors B in the product of n lattices L = L1 × · · · × Ln, where the notion of an induced matching in G is replaced by a certain binary tree each internal node of which is mapped into B. We show that our bounds may be nearly sharp for arbitrarily large hypergraphs and lattices. As an application, we prove that the number of maximal infeasible vectors x ∈ L = L1 × · · · × Ln for a system of polymatroid inequalities f1(x) ≥ t1, . . . , fr(x) ≥ tr does not exceed max{Q, β log t/c(2Q,β) }, where β is the number of minimal feasible vectors for the system, Q = |L1| + . . . + |Ln|, t = max{t1, . . . , tr}, and c(ρ, β) is the unique positive root of the equation 2 c (ρ c/ log β − 1) = 1. This bound is nearly sharp for the Boolean case L = {0, 1} n , and it allows for the efficient generation of all minimal feasible sets to a given system of polymatroid inequalities with quasi-polynomially bounded right-hand sides t1, . . . , tm.
1 Introduction bounds hold.
Theorem 1 ([3] ) Let G = (V, E) be a connected graph, δ = δ(G) be the number of pairs of vertices in G at distance 2, and p = p(G) be the cardinality of a maximum induced matching in G. Then
where I(G) is the family of all maximal independent sets in G.
Slightly weaker results were obtained independently by Alekseev (1991) and Prisner (1992) . Let us note that the lower bound in (1) is obvious, and that δ ≤ (n − 1)(n − 2)/2, where n = |V |.
In order to generalize inequalities (1) to hypergraphs and lattices, it will be convenient to restate the notion of an induced matching in a graph in the following way. Let G = (V, E) be a graph and let M = pK 2 be an induced matching in G with edges e i = {u i , v i }, i = 1, ..., p. Consider a rooted uniform binary tree T of depth p, and the mapping φ which assigns the first edge e 1 to the root r = r(T) of T, the second edge e 2 to the two children of r, the third edge e 3 to the four grandchildren of r, up to the last edge e p assigned to the 2 p−1 internal nodes preceding the leaves of T. Let be one of the 2 p leaves of T, then there is a unique path P = {w 0 , w 1 , . . . , w p−1 , w p } from the root w 0 = r(T) to w p = , where each node w i+1 is a child of w i , for i = 0, . . . , p − 1. Let us denote by LC(w) and RC(w) the left and right children of an internal node w in T, and define for each path P = {w 0 , w 1 , . . . , w p−1 , w p } the following vertex set: where u(w) and v(w) are the endpoints of the edge e = φ(w) assigned to w. Then, since M is an induced matching, S(P) is an independent vertex set in G and furthermore, if we arbitrarily extend, for each leaf , the corresponding set S(P) to a maximal independent set in G, we will obtain 2 p distinct maximal independent sets of G. This gives the lower bound on |I(G)| in Theorem 1; the upper bound of the theorem states that the size of I(G) does not exceed δ log |L(T)| + 1, where L(T) is the set of leaves of T.
We can generalize the above construction from graphs to hypergraphs as follows. Let V be a finite set of cardinality |V | = n, and let H ⊆ 2 V be a hypergraph on V . Let T be a binary (but not necessarily uniform) tree T each internal node w of which has two children LC(w) and RC(w). Denote by N(T) the set of internal nodes of T and consider a mapping φ : N(T) → H × 2 V × 2 V , which assigns a hyperedge H(w) ∈ H and two vertex sets L(w), R(w) ∈ 2 V to each internal node w ∈ N(T). We will call the mapping φ proper if (i) H(w) ⊆ L(w) ∪ R(w) for each internal node w ∈ N(T) and (ii) for each path P from the root to a leaf of T, the vertex set
is independent, i.e. contains no hyperedge of H. In particular, our mapping above of the uniform binary tree of depth p into the edges of the induced matching pK 2 is proper if we define L(w) = {u(w)} and R(w) = {v(w)} to be the endpoints of the edge assigned to w.
Let φ : N(T) → H × 2 V × 2 v be a proper mapping. If φ assigns a hyperedge H(w) ∈ H to some node of T, and H(w) contains another hyperedge H of H, then we can replace H(w) by H without violating properties (i) and (ii). We can thus replace the given hypergraph H by the hypergraph min(H) consisting of all minimal hyperedges of H, and hence assume without loss of generality that H is Sperner, i.e., no hyperedge of H contains another hyperedge. In addition, after the transformation
we again obtain a proper mapping. Hence we can also assume without loss of generality that L(w) and R(w) not only cover, but partition the hyperedge H(w). Note that by (ii), both sets L(w) and R(w) must be non-empty, i.e., {L(w), R(w)} must be a proper partition of H(w). As before, it is easily seen that extending each set S(P) to a maximal independent set, we obtain |L(T)| distinct maximal independent sets. Given a hypergraph H ⊆ 2 V , let γ = γ(H) be the number of leaves in the largest binary tree for which a proper mapping for H exists. Denote by I(H) the family of maximal independent sets for H, and let β = β(H) = |H| and α = α(H) = |I(H)|. Theorem 2 below provides an analogue of the bounds in (1) to hypergraphs H, in terms of the value of γ(H):
where n = |V |, and c(n, β) is the unique positive root of the equation
In addition, α ≤ n holds if β = 1.
As mentioned earlier, the lower bound γ ≤ α is obvious. This bound is sharp, e.g., for G = pK 2 . As for the upper bound of (2), let us first remark that by (3), 1 = n −c(n,β)/ log β + (nβ) −c(n,β)/ log β ≥ 2(nβ) −c(n,β)/ log β , and hence β 1/c(n,β) ≤ nβ. Consequently, for β ≥ 2 we can replace the upper bound of (2) by the simpler but weaker inequality
In fact, (4) holds even in case of β = 1, because if the hypergraph H consists only of a single hyperedge X ⊆ V , then α ≤ |X| ≤ n follows immediately by the relation α = |I(H)|. On the other hand, for large β the upper bound of Theorem 2 becomes increasingly stronger than (4). For instance, c(n, n) = log(1 + √ 5) − 1 > .694, c(n, n 2 ) > 1.102, and c(n, n σ ) ∼ log σ for large σ. As shown in [4] , there are arbitrarily large graphs for which α ≥ β .551 log γ/c(n,β) . Before proceeding further, we show here that for hypergraphs of unbounded edge size, the upper bound of Theorem 2 is, in fact, nearly sharp. Example 1.1 Let us start with the following simple observation. Suppose we are given a hypergraph H ⊆ 2 V and a proper mapping φ :
Let r be the root of T, and let L(r) ∪ R(r) = H(r) be the partition of the hyperedge H(r) assigned to r by φ. Consider the hypergraph H L ⊆ 2 V \L(r) (respectively H R ⊆ 2 V \R(r) ) obtained by deleting all vertices in L(r) (respectively, R(r)) from V , replacing each of the hyperedges H ∈ H by the set difference H \L(r) (respectively, H \R(r)), and then leaving only the minimal of the resulting hyperedges. Then the proper mapping φ naturally splits into two separate proper mappings φ L and φ R defined for H L and H R on the subtrees rooted at the left and right children of r, respectively. In particular, if H = and m = 2 k , we obtain as k → ∞:
and consequently α = β (1−o(1)) log γ/c(n,β) .
Each hypergraph on n vertices can be viewed as a subset of the Boolean cube {0, 1} n . In this paper, we further generalize Theorem 2 from hypergraphs to subsets B of vectors in the product
Let us also use, as customary, ∨ and ∧ to denote the join and meet operators over L. Generalizing standard terminology of the theory of hypergraphs, an element a ∈ L is said to be independent of B ⊆ L if a b for all b ∈ B, and is said to be maximal independent of B if it is maximal with this property. Denote by I(B) the set of maximal independent elements of B. Clearly, if L i = {0, 1} for all i ∈ V def = {1, . . . , n}, the families B and I(B) correspond respectively to a hypergraph and its maximal independent sets. Furthermore, for any lattice L, we can naturally extend the notion of proper mappings to subsets B of L. As before, let T be a rooted binary tree in which every internal node w ∈ N(T) has two children. Given B ⊆ L, let us consider now mappings φ : N(T) → B ×L ×L that assign an element b = b(w) ∈ B, and two elements L(w), R(w) ∈ L such that L(w) ∨ R(w) b(w), to each node w ∈ N(T). Given a path P from the root of T to a leaf, define the join
and call the mapping φ proper if for every such path P, the element s(P) is independent of B. Finally, let γ = γ(B) be the number of leaves in the largest binary tree for which a proper mapping for B exists. As our main result, we shall prove the following.
where Q = n i=1 |L i |. We next discuss a corollary of Theorem 3 related to polymatroid inequalities on lattices. Let L be a lattice and let f : L → Z + be an integer-valued function over the elements of L. The function f is called polymatroid if
Given r polymatroid functions f 1 , . . . , f r : L → Z + and r positive integer thresholds t 1 , . . . , t r ∈ Z + , consider the system of polymatroid inequalities:
over the elements x ∈ L. Let us denote by F ⊆ L the set of minimal feasible vectors for (7), then I(F) is the set of all maximal infeasible vectors for (7). Theorem 3 implies the following bound.
Theorem 4 Consider a system of r polymatroid inequalities (7) over the product L = L 1 × . . . × L n of n lattices. Let X ⊆ F be an arbitrary non-empty set of minimal feasible solutions for the system. Then
where t = max{t 1 , . . . , t r } and
The following example shows that the bounds of Theorem 4 may be nearly sharp for systems of polymatroid inequalities in binary variables, with arbitrarily large r, n and t. Example 1.2 Let M be a linear space of dimension D over some field F, and let S 1 , . . . , S n ⊆ M be n subsets of M . Given a set X ⊆ V = {1, . . . , n}, define f (X) to be the dimension of the linear subspace spanned by the sets S i , i ∈ X. Then the function f (X) is polymatroid and the set F of all minimal solutions to the polymatroid inequality
is the set of all "generalized bases", i.e., minimal subfamilies of S 1 , . . . , S n spanning the entire space M . Given natural numbers k, m, and d, let us now consider k linear spaces
Suppose further that we can find m linear forms in general position in each space M i , i.e., some linear forms l ij (y i ), j = 1, . . . , m, such that any d of them form a basis. For instance, this is true for all d and m if the characteristic of F is zero. Now let us define n = mk sets
i.e., S ij is the set of all k-linear forms in M which can be written as l ij (y i )ψ , where ψ is a (k − 1)-linear form of the remaining variables y 1 , . . . , y i−1 , y i+1 , . . . , y k . Note that each S ik is a subspace of dimension d k−1 . It is easy to see each generalized basis composed of S ij consists of some d sets S ij1 , . . . , S ij d selected for a fixed i, and vice versa. This is due to the fact that the forms l ij are in general position. Thus, the hypergraph F of all minimal solutions to (10) is exactly k ×
which should be compared with the bound in (9) for r = 1. Note that for the above example, the polymatroid function f : 2 V → Z + in (10) can be written as follows:
where 
over the sets X ⊆ V . It is easy to see that any minimal feasible set for (13) is of the form X 0 ∪ X 1 , where We prove Theorems 3, 4 and 5 in the next two sections. Then, in the last section of the paper, we discuss an algorithmic application of Theorem 4 dealing with the enumeration of all minimal feasible vectors x ∈ L = L 1 × . . . × L n for a system of polymatroid inequalities. Specifically, we assume that each factor-lattice L i is explicitly represented by its precedence digraph, each of the r polymatroid function in (7) is defined by a polynomial-time evaluation oracle, and consider the following problem of generating all the elements of F incrementally:
GEN(F, X ): Given a system of polymatroid inequalities (7) and a collection X ⊆ F of minimal feasible vectors for (7), either find a new minimal feasible vector x ∈ F \ X for (7), or show that the given partial list is complete: X = F.
Clearly, we can incrementally generate all elements of F by initializing X = ∅ and then iteratively solving problem GEN (F, X ) a number of |F| + 1 times. In general, problem GEN(F, X ) may be NP-hard already for a single polymatroid inequality f 1 (x) ≥ t 1 in n Boolean variables x ∈ {0, 1} n , provided that t 1 is exponentially large in n (see [8] ). However, if t = max{t 1 , . . . , t r } ≤ 2 polylog(nr) , i.e. the right-hand sides in (7) are bounded by a quasi-polynomial function in the dimension of the system, then Theorem 4 can be used to reduce GEN(F, X ) to the following dualization problem:
and a collection of maximal independent elements A ⊆ I(B), either find a new maximal independent element x ∈ I(B) \ A, or prove that the given collection is complete: B = I(A).
When L = {0, 1} n , i.e. all factor lattices L i are just chains {0, 1}, then the above dualization problem turns into the dualization problem for hypergraphs and can be solved in quasi-polynomial time poly(n) + (|B| + |X |) o(log(|B|+|X |)) (see [10] ). As shown in [9] , the dualization problem can also be solved in quasipolynomial time for the product L = L 1 × · · · × L n of factor-lattices of bounded (or poly-logarithmically bounded) widths W (L i ). Hence we arrive at the following result.
Theorem 5 Consider a system of polymatroid inequalities (7), over the elements x ∈ L = L 1 × · · · × L n of the product of lattices of poly-logarithmically bounded width: max{W (L 1 ), . . . , W (L n )} ≤ polylog(nr), and in which the right hand sides are bounded by a quasi-polynomial in the dimension of the system:
Then problem GEN(F, X ) is solvable in quasi-polynomial time.
Some applications of Theorem 5 are briefly discussed in the last section of the paper.
Proof of Theorem 3
The lower bound is obvious: let T be a binary tree with a proper mapping for B, then by definition, the join element s(P) given by (5) for a path P from the root of T to a leaf must be an independent element. Furthermore, the joins corresponding to two different paths P and P are distinct. To see this, let w ∈ N(T) be the least common ancestor of the leaves , corresponding respectively to these paths in T, and assume that belongs to the right sub-tree descending from w. Then, again by the definition of a proper mapping, we must have s(P) L(w), since otherwise s(P) b(w) would follow by L(w) ∨ R(w) b(w). On the other hand, we have s(P ) L(w), implying that, indeed, s(P) and s(P ) are different. Now, extending the elements s(P), for all root-leaf paths P, to maximal independent elements, we obtain a set of cardinally |L(T)| of maximal independent elements of B.
To prove the upper bound of (6), we shall construct, for any B ⊆ L of size |B| ≥ 2, a proper mapping with |L(T)| log |B|/c(2Q,|B|) ≥ |I(B)|. Since for |B| = 1, we have trivially |I(B)| ≤ Q, the upper bound in Theorem 3 will follow from Lemma 1 below. Throughout this section, we will use the notation β = |B| and Q = n i=1 |L i |. Lemma 1 Let B ⊆ L be a subset of size β ≥ 2, and let A ⊆ I(B) be a subset of maximal independent elements of B. Then there exists a binary tree T and a proper mapping φ : N(T) → B × L × L, such that for each path P from the root of T to a leaf, the join element s φ (P) defined by (5) satisfy s φ (P) a for some a ∈ A, and such that
|L(T)| ≥ |A|
c(2Q,β)/ log β .
To prove Lemma 1, we shall need a few more definitions. Call a subset A ⊆ L an antichain if for every two distinct elements a, a ∈ A, neither a a nor a a. For A ⊆ L, i ∈ V = {1, . . . , n}, and x ∈ L i , let A i (x) def = {a ∈ A | a i = x} and for b ∈ B and i ∈ V , let A
Lemma 2 Let > 0 be a given positive number, and let A ⊆ L be an antichain in L of size |A| ≥ 1 + 1/ . Then there exists an i ∈ V and two distinct elements x, y ∈ L i such that
Proof. For i ∈ V , define
Define further
Then it follows that
Indeed, we have
, by the definition of X i , establishing (15). Let us note next that |X i | ≥ 2 for some i = 1, . . . , n. If this was not the case, then since A(X) is an antichain, it follows that |A(X)| = 1 implying by (15) that |A| < 1 + 1/ , in contradiction to our assumptions. Thus there exist an i ∈ V , and distinct x, y ∈ X i ⊆ L i which satisfy (14) . (14), and x ∨ y b i .
(ii) |A
Proof. By Lemma 2, there exist i ∈ V and x, y ∈ L i such that (14) is satisfied, and either x ≺ y or x, y are incomparable in L i . Letting z = x ∨ y and noting that z x, we conclude that, for every a ∈ A i (x), there exists an element b ∈ B such that b i z, and b j a j for all j = i, by the maximality of the independent element a, i.e., A i (x) = b∈B {a ∈ A i (x) | a i ≺ z, a j b j for all j = i}. From this, it follows that there must exist an element b ∈ B such that
This immediately gives |A . Therefore, we can conclude from (c) by induction that there exist binary trees T and T of sufficiently large number of leaves:
and proper mappings φ :
such that if we join T and T as the two children of the root w of T, we get
where the last equality holds by (3). The mapping φ : N(T) → B × L × L will be defined in the obvious way:
, and φ(u) = φ (u) for all u ∈ N(T ). Clearly, condition (b) above implies also by induction that, for any path P from the root of T to a leaf, we have s φ (P) a for some a ∈ A. Let us finally verify that the mapping φ, built in the above way, is indeed proper. Let P be any path from the root r of T to a leaf in the left sub-tree T . Let P be the sub-path of P from the root of T to . By induction, there is an a ∈ A such that a s φ (P ). Then a L(r) ∨ s φ (P ) = s φ (P), implying that s φ (P) is independent of B. A similar argument will also show that the join element s φ (P) for any path P from the root r of T to a leaf in the right sub-tree T is independent, and the lemma follows.
Proof of Theorems 4 and 5
Proof of Theorem 4. Fix i ∈ {1, . . . , r}, and let B ⊆ {x ∈ L | f i (x) ≥ t i } be a non-empty subset of feasible vectors for the i-th inequality of (7). To prove the theorem, it is enough to show that
from which (8) follows by substituting B = X (which is a set of feasible vectors for every inequality in the system), summing the inequalities (17) over i = 1, . . . , r, and noting that
To prove (17), let us invoke Lemma 1 with B ⊆ L, and A
, and obtain a proper mapping φ : N(T) → B × L × L of the elements of B to the nodes of the binary tree T. For a node w ∈ N(T)∪L(T), let P w be the path from the root of T to w, let s(P w ) be the join element defined by (5) on P w , and let T(w) denote the sub-tree of T rooted at w. Then we shall show by induction that
holds for every node w of the binary tree T. Since f is non-negative, it follows that |L(T(w))| ≤ t i
which, if applied to the root of T, gives |L(T)| ≤ t i . Now we conclude by Lemma 1 that
proving (17). To see (18), let us apply induction by the size of L(T(w)). Clearly, if w = is a leaf of T, then |L(T( ))| = 1, and (18) follows from the monotonicity of f i and the fact that s(P ) a for some a ∈ A. Let us assume now that w is an internal node of T with u and v as its immediate successors. Then |L(T(w))| = |L(T(u))|+|L(T(v))|, and s(P w ) s(P u )∧s(P v ). By our inductive hypothesis, and since f is monotone and submodular, we have the inequalities
Since φ is a proper mapping, we have s(P u ) ∨ s(P v ) b(w) ∈ B, and thus f i (s(P u ) ∨ s(P v )) ≥ f i (b(w)) ≥ t i by the monotonicity of f i , and by our assumption that B ⊆ {x ∈ L | f i (x) ≥ t i }. Thus, from the above inequality we get t i +f i (s(P w )) ≤ f i (s(P u )∨s(P v ))+f i (s(P w )) ≤ 2t i −|L(T(w))|, from which (18) follows.
Using Theorem 4 we immediately obtain the following result.
Corollary 1 For any system of polymatroid inequalities (7), described by a polynomial-time feasibility oracle, and having quasi-polynomially right-hand sides: t 1 , . . . , t r ≤ 2 polylog(nr) , problem GEN(F, X ) is reducible, in quasi-polynomial time to dualization in products of lattices.
Proof. It is easy to see that the first minimal feasible vector of F can be found (or F = ∅ can be recognized) by evaluating (7) a number of Q+1-times. Thus we may assume that we are given a partial list X ⊆ F of size |X | ≥ 1. Starting with B = X and A = ∅, we solve the dualization problem DUAL(L, B, A) repeatedly, until either a vector x ∈ I(X ) that is feasible for (7) is found, or the whole set I(X ) has been generated. In the former case, we obtain a new element in F \ X . In the latter case, we conclude that all the elements of I(X ) are infeasible for the system (7), and therefore, the given list is complete, i.e. X = F. In both cases, we are assured by Theorem 4 that the number of generated elements before termination does not exceed |X | polylog(nr) .
Combining Corollary 2 with the fact that the dualization problem on products of lattices of poly-logarithmically bounded width can be solved in quasipolynomial time, we readily obtain Theorem 5.
Applications
Let us conclude by two examples of polymatroid systems defined on products of lattices.
Example 4.1 (Maximal boxes containing specified numbers of points) Given a set of n-dimensional points S ⊆ R n and a coloring C : S → {1, 2, . . . , r} of the point set, suppose that we want to generate all maximal n-dimensional boxes that contain at most t 1 points of S of the first color, at most t 2 points of the second color, . . . , and at most t r points of the r-th color, where 0 ≤ t 1 , t 2 , . . . , t r ≤ |S| are given integer thresholds. We shall assume without loss of generality that the generated boxes minimally bound the points inside them, i.e. there must exist a point of S on each of the n sides of each generated box. This problem can be described as of generating minimal feasible solutions of a system of polymatroid inequalities over a product of 2n chains (or more precisely, n join semi-lattices). Indeed, consider the set of projection points S i def = {p i ∈ R | p ∈ S}, for i = 1, . . . , n. Clearly, the lower and upper end-points a i , b i of each candidate box in the i-th dimension belong to the set S i . Thus, letting C 2i−1 def = S i and C 2i def = S * i be the two chains whose elements are S i , ordered in increasing and decreasing orders respectively, we conclude that the projection x i = [a i , b i ] of each box in the i-th dimension belongs to the join
is the lattice of intervals whose elements are the different intervals defined by the projection points S i . The meet of any two intervals is their intersection, and the join is their span, i.e., the minimum interval containing both of them. The minimum element 0 i of L i is the empty interval.) Clearly, the semi-lattice product L = L 1 × · · · × L n defines the set of all possible boxes that may satisfy the required conditions. Let f i : C → Z + , for i = 1, . . . , r, be the functions defined by
). Then the function f i (·) is polymatroid over the elements of the dual lattice C * (that is, the lattice C * with the same set of elements as C, but such that x ≺ y in C * whenever x y in C), we have an evaluation oracle for f i , and the minimal elements x ∈ C * , feasible for the system f i (x) ≥ t i , i = 1, . . . , r, correspond to the maximal boxes that contain t i points from color i, for i = 1, . . . , r (plus exactly n i=1 (|{p ∈ S | C(p) = i}| − 1) maximal artificial boxes, i.e., boxes with end points a i > b i ). Since the dualization problem on products of chains (where the maximum width is 1) can be solved in quasi-polynomial time, it follows by Theorem 5 that those maximal boxes can be generated in incremental quasi-polynomial time. This problem has some applications in quantitative data mining [14] .
Example 4.2 (Minimal infrequent elements in databases with semi-lattice attributes) In many database applications, the data attributes assume values ranging over products of lattices or semi-lattices of small width, e.g. quantitative attributes [14] , taxonomies (hierarchical databases) [13] , and lattices of small sizes in logical analysis of data [7] .
The notion of frequent sets in data mining [1] has a natural generalization over products of semi-lattices. Given D ⊆ L and an integer threshold t, an element x ∈ L is said to be t-frequent if it is supported by at least t transactions in the database, i.e. if |S D (x)| ≥ t. Conversely, x ∈ L is said to be t-infrequent if |S D (x)| < t. Since the function |S D (.)| is anti-monotone, we may restrict our attention only to maximal frequent and minimal infrequent elements. Denote by F D,t the set of all minimal t-infrequent elements of L with respect to the database D. Then I(F D,t ) is the set of all maximal t-frequent elements. It is clear that F D,t is the set of minimal feasible solutions of the polymatroid inequality f (x) ≥ |D| − t + 1. Consequently, for products of lattices with bounded width, this set can be generated in incremental quasi-polynomial time by Theorem 5. The special case of the above result for databases D of binary attributes can be found in [5, 6] .
We remark finally that many other examples of polymatroid functions and systems in the Boolean case can be found in [11] and [4] .
