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Abstract. A method of constructing (finitely generated and projective) right mod-
ule structure on a finitely generated projective left module over an algebra is pre-
sented. This leads to a construction of a first order differential calculus on such
a module which admits a hom-connection or a divergence. Properties of integrals
associated to this divergence are studied, in particular the formula of integration
by parts is derived. Specific examples include inner calculi on a noncommutative
algebra, the Berezin integral on the supercircle and integrals on Hopf algebras.
1. Introduction
The notion of a hom-connection or a divergence over a non-commutative algebra
A was introduced in [2]. In [3] a construction of differential calculi which admit
hom-connections was presented. This construction is based on the use of twisted
multi-derivations, and the constructed first-order calculus Ω1(A) is free as a left and
right A-module. Since Ω1(A) should be understood as a module of sections on the
cotangent bundle over a manifold represented by A, the construction presented in [3]
corresponds to parallelisable manifolds or to an algebra of functions on a local chart.
In general, however, one should expect Ω1(A) to be a finitely generated and projective
module over A (thus corresponding to sections of a non-trivial vector bundle by the
Serre-Swan theorem). The first aim of these notes is to extend the construction in [3]
to finitely generated and projective modules.
It has been argued in [3] that the canonical map defining the cokernel of a hom-
connection should be interpreted as an integral. The motivation for this intepretation
comes from [1], where the integral on supermanifolds or the Berezin integral is shown
to originate from a map which can be intepreted as a hom-connection termed a right
connection in [4]. In the second part of these notes we show that the integral associated
to hom-connections constructed in [3] allows one to use the integration by parts
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method. This is further indication that indeed the cokernel of a hom-connection
should be understood as a non-commutative integral. The final aim of these notes is
to present examples of integrals and applications of the integration by parts formula.
These include integrals associated to an inner calculus, properties of integrals on
Hopf algebras, and the integral on the algebra of functions on a supercircle, which is
explicitly shown to coincide with the Berezin integral as expected.
The basic notion studied in these notes is that of a hom-connection or a divergence
which we recall presently. Let A be an algebra over a field k. A first order differential
calculus over A is an A-bimodule Ω1(A) together with a map d : A → Ω1(A) which
satisfies the Leibniz rule (i.e. d is an Ω1(A)-valued derivation on A). A divergence on
A is a k-linear map ∇ : HomA(Ω
1(A), A)→ A such that, for all f ∈ HomA(Ω
1(A), A)
and a ∈ A,
∇(fa) = ∇(f)a+ f(da),
where fa is a right A-module map Ω1(A)→ A given by ω 7→ f(aω). Here and below,
given an A-bimodule M , HomA(M,A) denotes the vector space of all right A-module
maps M → A and AHom(M,A) that of left A-module maps. In terminology of [2]
a divergence ∇ is the same as a hom-connection (∇, A) with respect to differential
graded algebra with degree-one part Ω1(A).
2. Divergences on projective modules
By a right twisted multi-derivation in an algebra A we mean a pair (∂, σ), where
σ : A → Mn(A) (Mn(A) is the algebra of n × n matrices with entries from A) and
∂ : A→ An are k-linear maps such that, for all a ∈ A, b ∈ B,
(2.1) ∂(ab) = ∂(a)σ(b) + a∂(b).
Here An is understood as an (A-Mn(A))-bimodule. Thus, writing σ(a) = (σij(a))
n
i,j=1
and ∂(a) = (∂i(a))
n
i=1, (2.1) is equivalent to the following n equations
∂i(ab) =
∑
j
∂j(a)σji(b) + a∂i(b), i = 1, 2, . . . , n.
In contrast to [3] we do not require σ be an algebra map.
The definition of a twisted multi-derivation (∂, σ) above is designed in such a way
as to lead to a first order differential calculus.
Lemma 2.1. Let (∂ : A→ An, σ) be a right twisted multi-derivation, and let M be
an A-bimodule in which there are elements ω1, ω2, . . . , ωn such that
(2.2) ωia =
∑
j
σij(a)ωj, i = 1, 2, . . . , n.
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Then Ω1(A) = M is a first order differential calculus on A with exterior differential
(2.3) da =
∑
i
∂i(a)ωi,
for all a ∈ A.
Proof. That d satisfies the Leibniz rule follows immediately from the twisted
derivation property of ∂ and relations (2.2). ⊔⊓
In view of Lemma 2.1 a right twisted multi-derivation (∂, σ) can be understood
as a derivation in the bimodule M in which relations (2.2) hold. We now proceed to
construct a class of such modules.
A map σ : A→ Mn(A) can be viewed as an element of Mn(Endk(A)) . We write
• for the product in Mn(Endk(A)) and σ
T for the transpose of σ in Mn(Endk(A)).
Furthermore, an element π of Mn(A) is understood as an element of Mn(Endk(A)) by
right multiplication, i.e.
πij : a 7→ aπij .
In concordance with this I denotes the identity matrix both inMn(A) and inMn(Endk(A)).
Definition 2.2. For a k-algebra A, let π ∈ Mn(A) be an idempotent and let
σ, σ˜ : A→Mn(A) be k-linear maps such that, for all a, b ∈ A,
(2.4) σ˜(b)σ(a)π = σ˜(ba)π, σ˜(1) = π,
and
(2.5) σ(a)π = πσ˜(a),
(all equations in Mn(A)). The triple (π, σ, σ˜) is called a pre-projective system on A.
A pre-projective system (π, σ, σ˜) is called a projective system provided there exists
an algebra map σ¯ : A→Mn(A) such that
(2.6) σ¯ • σ˜T = I, σT • σ¯ = π ,
in Mn(Endk(A)). A projective system is denoted by (π, σ, σ˜; σ¯).
Lemma 2.3. Let (π, σ, σ˜) be a pre-projective system on A. Then, for all a ∈ A,
(2.7) πσ(a)π = σ˜(a)π, πσ˜(a) = σ˜(a)π,
(2.8) πσ˜(a)π = σ˜(a)π, σ(a)π = σ˜(a)π
and
(2.9) πσ(a)π = σ(a)π.
Furthermore, for all a, b ∈ A,
(2.10) σ˜(b)σ˜(a)π = σ˜(ba)π = σ˜(b)πσ˜(a),
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and
(2.11) σ(b)σ(a)π = σ(ba)π, σ(1)π = π.
Proof. The first of equalities (2.7) follows by evaluating of (2.4) at b = 1. The
second of equalities (2.7) is a consequence of the first one, equation (2.5) and the
idempotent property of π. Multiplying the second of equalities (2.7) by π and using
the idempotent property of π one obtains the fist of equalities (2.8). Then the use of
(2.5) yields the second of (2.8). Next, (2.9) is a consequence of the first of equalities
(2.7) and the second one of (2.8). The equalities (2.10) are a simple consequence
of the second of (2.8) and the first of (2.4), and of the second of (2.7). Finally the
second of (2.11) follows by the normalisation of σ˜ and the idempotent property of π,
while the first of (2.11) can be checked by a straightforward calculation that uses for
example (2.5), the second of (2.8) and (2.10). ⊔⊓
In view of the above properties and, in particular, in view of the fact that σ˜
coincides with σ when multiplied by π, the map σ˜ plays an auxiliary role; without
losing much generality, one might assume that σ˜ = σ in the pre-projective system
from the onset.
Proposition 2.4. Let M be a finitely generated projective left A-module with
dual basis ωi ∈ M , ηi ∈ AHom(M,A). Write π = (πij = ηj(ωi)) ∈ Mn(A) for
the idempotent associated to this dual basis. Assume that there exist k-linear maps
σ, σ˜ : A→Mn(A), such that (π, σ, σ˜) is a pre-projective system on A. Then:
(1) M is an A-bimodule with the right multiplication
(2.12) ma :=
∑
i,j
ηi(m)σ˜ij(a)ωj =
∑
i,j
ηi(m)σij(a)ωj,
for all a ∈ A, m ∈M . In particular, for all a ∈ A,
(2.13) ωia =
∑
j
σij(a)ωj =
∑
j
σ˜ij(a)ωj, i = 1, 2, . . . , n.
(2) If there exists an algebra map σ¯ : A→Mn(A) such that (π, σ, σ˜; σ¯) is a projective
system, then
(2.14) aωi =
∑
j
ωjσ¯ji(a), for all a ∈ A, i = 1, 2, . . . n,
and M is a finitely generated and projective right A-module.
Proof. (1) The unitality of action (2.12) follows by the normalisation of σ˜ (i.e.
by the second of equations (2.4)) and by the dual basis property. The associativity is
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checked by the following calculation
(ma)b =
∑
i,j,k,l
ηk (ηi(m)σ˜ij(a)ωj) σ˜kl(b)ωl
=
∑
i,j,k,l
ηi(m)σ˜ij(a)πjkσ˜kl(b)ωl =
∑
i,k
ηi(m)σ˜ik(ab)ωk = m(ab).
The second equality is a consequence of left A-linearity of the ηi, and the third one
follows by (2.10). Therefore, the right action (2.12) is associative. It is also left
A-linear since all the ηi are left A-linear. The relations (2.13) are an immediate
consequence of the definition of a right A-multiplication, (2.5) and the dual basis
property. The second equalities in (2.12) and (2.13) follow by the second of equalities
(2.8) and the dual basis property which in particular affirms that ωi =
∑
j πijωj.
(2) In view of the dual basis property, the second of equations (2.6) and relations
(2.13) one can compute, for all a ∈ A,
aωi =
∑
j
aπijωj =
∑
j,k
σkj (σ¯ki(a))ωj =
∑
j
ωj σ¯ji(a).
This proves the identities (2.14).
Define k-linear maps ξi : M → A by
(2.15) ξi =
∑
j
σ¯ij ◦ ηj , i = 1, 2, . . . , n.
Then, for all m ∈ M ,∑
i
ωiξi(m) =
∑
i,k
ωiσ¯ik(ηk(m)) =
∑
k
ηk(m)ωk = m,
where the second equality follows by (2.14). This proves that M is generated by the
ωi as a right A-module.
Next, for all a ∈ A, m ∈M and i = 1, 2, . . . , n,
ξi(ma) =
∑
j,k,l
σ¯il (ηl (ηj(m)σ˜jk(a)ωk)) =
∑
j,k,l
σ¯il (ηj(m)σ˜jk(a)πkl)
=
∑
j,k,l
σ¯il (ηj(m)πjkσ˜kl(a)) =
∑
k,l
σ¯il (ηk(m)σ˜kl(a))
=
∑
k,l,r
σ¯ir (ηk(m)) σ¯rl (σ˜kl(a)) = ξi(m)a.
The second equality follows by the left A-linearity of the ηl (combined with the def-
inition of the idempotent π). The third equality is a consequence of equations (2.5),
while the fourth one is the dual basis property. To derive the last two equalities the
fact that σ¯ is an algebra map and the first of equations (2.6) were used. This proves
that ωi, ξi form a dual basis for the right A-module M . ⊔⊓
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Corollary 2.5. In the setup of Proposition 2.4(1) assume that there is a right
twisted multiderivation (∂ : A→ An, σ). Then Ω1(A) = M is a first order differential
calculus on A with exterior differential defined by the formula (2.3).
Proof. Since the dual basis elements ωi satisfy equations (2.2), Lemma 2.1 yields
the assertion. ⊔⊓
Lemma 2.6. Let (∂ : A → An, σ) be a right twisted multi-derivation and assume
that there exists π ∈Mn(A) and σ˜ : A→Mn(A) satisfying equations (2.5). Then
∂pi : A→ An, a 7→ ∂(a)π,
is a σ˜-twisted multi-derivation. Furthermore, in the situation of Proposition 2.4(1),
the calculus (M, dpi) induced by (∂pi, σ˜) by the procedure described in Lemma 2.1 coin-
cides with the calculus (M, d) induced by (∂, σ).
Proof. Since π intertwines σ with σ˜ (i.e. equations (2.5) are satisfied), the σ-
twisted multi-derivation property of ∂ implies that (∂pi, σ˜) is a right twisted multi-
derivation. To prove the second statement, first observe that, in view of (2.13), the
method described in Lemma 2.1 can be applied also to (∂pi, σ˜). Now, use that π is
an idempotent corresponding to the dual basis ωi, ηi for M to find that
∑
i ∂i(a)ωi =∑
i ∂
pi
i (a)ωi, as required. ⊔⊓
Definition 2.7. Let (∂, σ) be a right twisted multi-derivation, where σ is a part
of a projective system (π, σ, σ˜; σ¯). We say that (∂, σ) is projectively free, provided
there exist a k-linear map σˆ : A→ Mn(A) such that
(2.16) σˆ • σ¯T = I, σ¯T • σˆ = I ,
in Mn(Endk(A)). The notation (∂ : A → A
n, σ; σ˜, σ¯, σˆ; π) is used to record such a
derivation.
A projectively free right twisted multi-derivation (∂, σ; σ˜, σ¯, σˆ; π) is said to be free
if π = I (and then, necessarily, σ˜ = σ). This is recorded as (∂, σ; σ¯, σˆ)
An easy exercise (left to the reader) allows one to establish the following
Lemma 2.8. If (∂ : A→ An, σ; σ˜, σ¯, σˆ; π) is a projectively free right twisted multi-
derivation, then σˆ is an algebra map.
In the case of a projectively free multiderivation, more can be said about the
bimodule structure of a projective module induced by π.
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Lemma 2.9. In the setup of Proposition 2.4(2) assume that there exists an algebra
map σˆ : A → Mn(A) that satisfies the second of equations (2.16). Then, for all
f ∈ HomA(M,A),
(2.17) f =
∑
i,k
ξiσˆik (f (ωk)) ,
where the ξi are defined by equations (2.15) in the proof of Proposition 2.4(2).
Proof. For all m ∈M ,
∑
i,k
ξiσˆik (f (ωk)) (m) =
∑
i,k,l
σ¯il (ηl (σˆik (f (ωk))m)) =
∑
i,k,l
σ¯il (σˆik (f (ωk)) ηl (m))
=
∑
i,k,l,r
σ¯ir (σˆik (f (ωk))) σ¯rl (ηl (m)) =
∑
k,l
f (ωk) σ¯kl (ηl (m))
=
∑
k,l
f (ωkσ¯kl (ηl (m))) =
∑
k
f (ωkξk (m)) = f(m).
The first equality records the definitions of the ξi and the right A-action on the dual
module HomA(M,A), while the second equality uses the left A-linearity of the ηl. The
multiplicativity of σˆ is used in the third step followed by the second of equations (2.16)
in the fourth one. The fifth equality follows by the right A-linearity of f . Finally, the
definition of the ξk and the fact that ωk, ξk form a dual basis for the right A-module
M are used in the derivation of the last two equalities. ⊔⊓
Theorem 2.10. Let (∂ : A → An, σ; σ˜, σ¯, σˆ; π) be a projectively free right twisted
multi-derivation on A, and let Ω1(A) = M be the associated first order differential
calculus built on a finitely generated and projective left A-module M with dual basis ωi,
ηi as described in Corollary 2.5. For each i = 1, 2, . . . , n, write ∂
σ
i :=
∑
j, k σ¯kj◦∂
pi
j ◦σˆki,
where the ∂pij are described in Lemma 2.6, and define
(2.18) ∇ : HomA(Ω
1(A), A)→ A, f 7→
∑
i
∂σi (f (ωi)) .
Then ∇ is a divergence on A.
Proof. First we need the following
Lemma 2.11. (∂σ, σˆ) is a right twisted multi-derivation on A.
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Proof. For all a, b ∈ A,
∂σi (ab) =
∑
j,k
σ¯kj
(
∂pij (σˆki(ab))
)
=
∑
j,k,l
σ¯kj
(
∂pij (σˆkl(a)σˆli(b))
)
=
∑
j,k,l,r
σ¯kj (∂
pi
r (σˆkl(a)) σ˜rj (σˆli(b))) +
∑
j,k,l
σ¯kj
(
σˆkl(a)∂
pi
j (σˆli(b))
)
=
∑
j,k,l,r,s
σ¯ks (∂
pi
r (σˆkl(a))) σ¯sj (σ˜rj (σˆli(b))) +
∑
j,k,l,s
σ¯ks (σˆkl(a)) σ¯sj
(
∂pij (σˆli(b))
)
=
∑
k,l,r
σ¯kr (∂
pi
r (σˆkl(a))) σˆli(b) +
∑
j,l
aσ¯lj
(
∂pij (σˆli(b))
)
=
∑
l
∂σl (a)σˆli(b) + a∂
σ
i (b).
The second and fourth equalities follow by the multiplicativity of σˆ and σ¯ respectively.
The third equality is a consequence of the twisted derivation property of ∂pi; see
Lemma 2.6. The first of equations (2.6) and the second of (2.16) lead to the fifth
equality. The remainder is the definition of ∂σ. ⊔⊓
With this lemma at hand, one can verify the Leibniz rule for ∇ as follows. Take
any f ∈ HomA(Ω
1(A), A) and a ∈ A and compute
∇(fa) =
∑
i
∂σi (fa (ωi)) =
∑
i
∂σi (f (aωi)) =
∑
i,j
∂σi (f(ωj)σ¯ji(a))
=
∑
i,j,k
∂σk (f(ωj)) σˆki (σ¯ji(a)) +
∑
i,j
f(ωj)∂
σ
i (σ¯ji(a))
=
∑
i
∂σi (f (ωi)) a+
∑
i,j
f (ωjσ¯ji (∂
pi
i (a)))
= ∇(f)a+
∑
i
f (∂pii (a)ωi) = ∇(f)a+ f(da),
where the second equality is a consequence of the definition of the right action of A on
f . The third equality follows by (2.14) and the fact that f is a right A-module map.
The fourth equality is a consequence of Lemma 2.11 and the next one uses the first
of equations (2.16). The sixth equality follows by (2.14). The final equality follows
by Lemma 2.6. ⊔⊓
IfA is an algebra of functions on the Euclidean space Rn, ∂i are the standard partial
derivatives and Ω1(A) is the standard module of one-forms, then HomA(Ω
1(A), A)
are simply vector fields and the formula (2.18) gives the classical divergence of the
elementary vector calculus. This provides one with further justification of the name
chosen for the abstract operation ∇.
Definition 2.12. Let ∇ be a divergence constructed in equation (2.18) in The-
orem 2.10. The cokernel map Λ : A → coker∇ is called the integral on A relative to
(∂, σ; σ˜, σ¯, σˆ; π), where π is the idempotent matrix πij = ηj(ωi).
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Theorem 2.13 (Integration by parts). Let Λ be an integral on A relative to a free
multi-derivation (∂, σ; σ¯, σˆ). Then, for all i = 1, 2, . . . , n and a, b ∈ A,
(2.19) Λ (a∂σi (b)) = −
∑
l
Λ (∂σl (a)σˆli(b)) .
Proof. Since it is assumed that πij = δij the module M = Ω
1(A) is free (both as
a left and right A-module) and the right A-module maps ξi given by equations (2.15)
satisfy ξi(ωj) = δij . For all i = 1, 2, . . . , n and a ∈ A,
∇(aξi) =
∑
j
∂σj (aξi (ωj)) = ∂
σ
i (a),
which implies that Λ(∂σi (a)) = 0, for all a ∈ A. Now apply Lemma 2.11 to the equality
Λ(∂σi (ab)) = 0. ⊔⊓
3. Examples
3.1. Inner calculi. In this section we construct an example of inner differential
calculus based on twisted multi-derivations.
Lemma 3.1. Let σ : A→ Mn(A) be an algebra map. Fix δ = (δ1, δ2, . . . , δn) ∈ A
n
and define
(3.1) ∂i : A→ A, a 7→
∑
j
δjσji(a)− aδi, i = 1, 2, . . . , n,
(i.e. ∂ : A→ An, ∂(a) = δσ(a)− aδ). Then (∂, σ) is a right twisted multi-derivation.
Proof. For all a, b ∈ A,
∂(a)σ(b) + a∂(b) = δσ(a)σ(b)− aδσ(b) + aδσ(b)− abδ = δσ(ab)− abδ = ∂(ab),
since σ is an algebra map. ⊔⊓
Lemma 3.2. Let M be as in Proposition 2.4(1). The calculus with Ω1(A) = M
and d as in Corollary 2.5 associated to the right twisted multi-derivation (∂, σ) of
Lemma 3.1 is inner.
Proof. Let D =
∑
i δiωi, where ωi are the generators of the left A-module M . In
view of the relations (2.13), one can compute
da =
∑
i,j
δjσji(a)ωi −
∑
i
aδiωi =
∑
i
δiωia− a
∑
i
δiωi = [D, a],
hence the calculus is inner as required. ⊔⊓
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Lemma 3.3. Let Λ be the integral on A relative to the free multi-derivation (∂, σ; σ¯, σˆ),
where (∂, σ) is as in Lemma 3.1. Then, for all a ∈ A, i = 1, 2, . . . , n,
Λ
(∑
k,l
σ¯kl(δl)σˆki(a)
)
= Λ
(∑
l
aσ¯il(δl)
)
.
Proof. For all a ∈ A, compute
∂σi (a) =
∑
j,k,l
σ¯kj (δlσlj (σˆki(a)))−
∑
j,k
σ¯kj (σˆki(a)δj)
=
∑
j,k,l,r
σ¯kr (δl) σ¯rj (σlj (σˆki(a)))−
∑
j,k,r
σ¯kr (σˆki(a)) σ¯rj (δj)
=
∑
k,l
σ¯kl(δl)σˆki(a)−
∑
l
aσ¯il(δl).
The second equality follows by the multiplicativity of σ¯, while the third one is a
consequence of equations (2.6) and (2.16). By the same arguments as in the proof of
Theorem 2.13, Λ(∂σi (a)) = 0, and the assertion follows. ⊔⊓
3.2. Right integrals on Hopf algebras. As explained in [3, Section 4] a free
right twisted multi-derivation (∂, σ; σ¯, σˆ) leading to an integral Λ can be associated
to any left covariant differential calculus on a quantum group or Hopf algebra A
with a bijective antipode S. Let ∆ be the comultiplication and ε the counit on A.
Following [5], a left-covariant differential calculus on A is determined by k-linear maps
θij , χi : A→ k, i, j = 1, 2, . . . , n, which satisfy the following relations, for all a, b ∈ A,
(3.2) θij(ab) =
∑
k
θik(a)θkj(b), θij(1) = δij ,
(3.3) χi(ab) =
∑
j
χj(a)θji(b) + ε(a)χi(b).
The dual space A∗ = Homk(A, k) is an algebra with convolution product f ∗ g =
(f⊗g) ◦∆, which acts on A from the left by f⊲a = (id⊗f)(∆(a)). The datum (3.2)–
(3.3) gives rise to the following free right twisted multi-derivation on A
(3.4) ∂i(a) = χi⊲a, σij(a) = θij⊲a, σ¯ij(a) = (θji◦S
−1)⊲a, σˆij(a) = (θij◦S
−2)⊲a.
The module of one forms Ω1(A) of a left-covariant differential calculus is free both as
a left and right A-module (this reflects the fact that any Lie group is a parallelisable
manifold), hence the idempotent matrix π is trivial and Theorem 2.13 yields
DIVERGENCES ON PROJECTIVE MODULES AND NON-COMMUTATIVE INTEGRALS 11
Lemma 3.4. Let θij, χi, i = 1, 2, . . . , n be linear maps satisfying equations (3.2)–
(3.3), and let (∂, σ; σ¯, σˆ) be a free right-twisted multiderivation on A given by equations
(3.4). Denote by Λ the integral on A relative to (∂, σ; σ¯, σˆ). Then
(3.5) Λ
((
χi ◦ S
−2
)
⊲a
)
= Λ
(
S2 (∂i (a))
)
= 0,
for all a ∈ A and i = 1, 2, . . . , n. Consequently, if λ : A → k is a right integral on a
Hopf algebra A, then
(3.6) λ
((
χi ◦ S
−2
)
⊲a
)
= λ
(
S2 (∂i (a))
)
= 0.
Proof. By the same arguments as in the proof of [3, Theorem 4.1] one easily finds
that ∂σi (a) = (χi ◦ S
−2) ⊲a, and hence the first assertion follows by (the proof of)
Theorem 2.13. Equations (3.6) follow from (3.5) and [3, Theorem 4.1], whose second
part asserts that any right integral on a Hopf algebra A factors through Λ. ⊔⊓
3.3. Integration on supermanifolds. In this section we describe a baby exam-
ple of a supermanifold, which makes explicit the connection between integrals defined
in Defintion 2.12 and the Berezin integral. Let A be a superalgebra of (integrable)
functions on the supercircle S1|1. That is, an element a ∈ A is
(3.7) a(x, θ) = a0(x) + a1(x)θ,
where ai : [0, 1] → R are (integrable) functions such that ai(0) = ai(1) and θ is a
Grassmann variable, θ2 = 0. The differentiation on A is defined by
(3.8) ∂xa(x, θ) :=
da0(x)
dx
+
da1(x)
dx
θ, ∂θa(x, θ) := a
1(x).
One easily checks that ∂ = (∂x, ∂θ) is a right twisted multi-derivation with the diagonal
σ =
(
σxx 0
0 σθθ
)
, where
(3.9) σxx(a(x, θ)) = a(x, θ), σθθ(a(x, θ)) = a(x,−θ).
The twisted multi-derivation (∂, σ) is obviously free with σ¯ = σˆ = σ.
Lemma 3.5. Let Λ be the integral on A relative to twisted multi-derivation (3.8),
(3.9). Then, for all a(x, θ) = a0(x) + a1(x)θ,
(3.10) Λ(a) =
∫
1
0
a1(x)dx,
i.e. Λ is the Berezin integral on the supercircle S1|1.
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Proof. This can be argued as follows. Ω1(A) is a free module generated by dx
and dθ hence any f ∈ HomA(Ω
1(A), A) is fully determined by its values on dx and
dθ, i.e.
fx(x, θ) := f(dx)(x, θ) = f
0
x(x)+f
1
x(x)θ, fθ(x, θ) := f(dθ)(x, θ) = f
0
θ (x)+f
1
θ (x)θ.
The divergence ∇ comes out as
(3.11) ∇(f)(x, θ) = ∂xfx(x, θ)− ∂θfθ(x, θ) =
df 0x(x)
dx
− f 1θ (x) +
df 0θ (x)
dx
θ.
If a(x, θ) is purely even, i.e. a(x, θ) = a(x), then define fx(x, θ) = 0, fθ(x, θ) = −a(x)θ.
Equation (3.11) yields,
a(x) = ∇(f).
Thus, the integral Λ vanishes on the even part of A, i.e.
(3.12) Λ(a(x, θ)) = Λ(a0(x) + a1(x)θ) = Λ(a1(x)θ).
Since Λ is the cokernel of ∇, for all f ∈ HomA(Ω
1(A), A),
0 = Λ ◦ ∇(f) = Λ
(
df 0x(x)
dx
− f 1θ (x) +
df 0θ (x)
dx
θ
)
= Λ
(
d
dx
f 0θ (x)θ
)
.
On the other hand, f 0θ (0) = f
0
θ (1), so
∫
1
0
d
dx
f 0θ (x)dx = 0. By the universality of Λ,
Λ(a1(x)θ) =
∫
1
0
a1(x)dx, and in view of (3.12),
Λ(a0(x) + a1(x)θ) =
∫
1
0
a1(x)dx,
as required. ⊔⊓
This example can easily be extended to all supermanifolds (with a compact, ori-
ented body) thus explaining how integrals relative to the natural differential structure
on a supermanifold yield Berezin integrals.
Acknowledgements
I am grateful to Edwin Beggs for asking a question that started this work and to
Ulrich Kra¨hmer for inspiring comments.
References
[1] I.N. Bernshtein and D.A. Leites, Integral forms and the Stoke formula for supermanifolds,
Funkcional. Anal. i Prilozˇen. 11 (1977), 55–56.
[2] T. Brzezin´ski, Non-commutative connections of the second kind, J. Algebra Appl. 7 (2008),
557–573.
[3] T. Brzezin´ski, L. El Kaoutit and C. Lomp, Non-commutative integral forms and twisted multi-
derivations, J. Noncommut. Geom. 4 (2010), 281–312.
[4] Yu.I. Manin, Gauge Field Theory and Complex Geometry, Springer-Verlag, Berlin, 1988.
DIVERGENCES ON PROJECTIVE MODULES AND NON-COMMUTATIVE INTEGRALS 13
[5] S.L. Woronowicz, Differential calculus on compact matrix pseudogroups (quantum groups),
Comm. Math. Phys. 122 (1989),125–170.
Department of Mathematics, Swansea University, Singleton Park,
Swansea SA2 8PP, U.K.
E-mail address : T.Brzezinski@swansea.ac.uk
