In this paper, a simple yet interpretable, probabilistic model is proposed for the prediction of reported case counts of infectious diseases. A spatio-temporal kernel is derived from training data to capture the typical interaction effects of reported infections across time and space, which provides insight into the dynamics of the spread of infectious diseases. Testing the model on a one-week-ahead prediction task for campylobacteriosis and rotavirus infections across Germany, as well as Lyme borreliosis across the federal state of Bavaria, shows that the proposed model performs on-par with the state-of-the-art hhh4 model. However, it provides a full posterior distribution over parameters in addition to model predictions, which aides in the assessment of the model. The employed Bayesian Monte Carlo regression framework is easily extensible and allows for incorporating prior domain knowledge, which makes it suitable for use on limited, yet complex datasets as often encountered in epidemiology.
Introduction 1 model (GLM) [10] predicts aggregated case counts within spatial regions (counties) and 48 time intervals (calendar weeks) using a history of reported cases, temporal features 49 (seasonality and trend) and region-specific as well as demographic information. Like for 50 the twinstim method, interaction effects are modeled by a continuous spatio-temporal 51 kernel, albeit parameterized with parameters inferred from data. Since the aggregated 52 reporting of case counts per calendar week and county leaves residual uncertainty about 53 the precise time and location of an individual case, we model times within the 54 respective week and locations within the respective county as latent random variables. 55 Monte Carlo methods are employed to evaluate posterior distributions of parameters as 56 well as predictions, which are subsequently used to assess the quality of the model. 57 For three different infectious diseases, campylobacteriosis, rotaviral enteritis and 58 Lyme borreliosis, the interpretability of the inferred components, specifically the 59 interaction effect kernel, is discussed and the predictive performance is evaluated and 60 compared to the hhh4 method. 61 Materials and methods 62 We evaluate both the proposed BSTIM as well as the hhh4 reference model on a 63 one-week-ahead prediction task, where the number of cases in each county is to be 64 predicted for a specific week, given the previous history of cases in the respective as well 65 as surrounding counties. Instead of point estimates, we are interested in a full posterior 66 probability distribution over possible case counts for each county and calendar week -67 capturing both aleatoric uncertainty due to the stochastic nature of epidemic diseases as 68 well as epistemic uncertainty due to limited available training data. The data for this 69 study is provided by the Robert Koch Institute, and consists of weekly reports of case 70 counts for three diseases, campylobacteriosis, rotavirus infections and Lyme borreliosis. 71 They are aggregated by county 1 and collected over a time period spanning from the 1st 72 of January 2011 (2013 for borreliosis) to the 31st of December 2017 via the SurvNet two years are used for testing. A software implementation of the BSTI Model presented 77 here is available online at https://github.com/ostojanovic/BSTIM. 78 The BSTI Model 79 The proposed model is optimized to predict the number of reported cases in the future 80 (e.g. the next week), based on prior case counts. For modeling purposes we assume 81 counts are distributed as a Negative Binomial random variable around an expected 82 value µ(t, x) that varies with time (t) and space (x). We further assume that the 83 relationship between each feature f i (t, x) and the expected value µ(t, x) can be 84 expressed in a generalized linear model of the Negative Binomial random variable 85 Y (t, x) using the canonical logarithmic link function. For the limited available data, an 86 appropriate choice of priors is crucial to prevent overfitting. We use half-Gaussian priors 87 for interaction effects to regularize the coefficients while ensuring positivity of the 88 inferred kernel. A half-Cauchy distribution is used as a weakly informative prior [11] to 89 enforce positivity of the dispersion parameter of the residual Negative Binomial 90 distribution. During training, the model parameters are regularized by a Gaussian prior 91 for the weights of all features. Since both the basis functions (c.f. section Interaction 92 effects) and the coefficients used for modeling the interaction effects are nonnegative, 93 the resulting interaction kernel is thus also constrained to be nonnegative.
94
The full probabilistic model for training can thus be summarized as follows: x refers to a spatial region (i.e. one county)
103
For prediction, the priors over the dispersion parameter and weights are replaced by 104 the corresponding posterior distribution inferred on the training set.
105
A schema of our model is shown in Fig.1 . To capture the interaction effects between 106 different places over time, a continuous spatio-temporal kernel is estimated through a 107 linear combination of 16 basis kernels. The individual contribution due to each of these 108 basis kernels is included into the model as a feature. Four temporal periodic basis 
Monte Carlo sampling procedure 119 The model described above determines the posterior distribution over parameters by the 120 data-dependent likelihood and the choice of priors. We want to capture this parameter 121 distribution in a fully Bayesian manner, rather than summarize it by its moments (ie. We employ a Hamiltonian Monte Carlo method, No-U-Turn-Sampling [12] , 140 implemented in the probabilistic programming package pyMC3 [13] .
141

Interaction effects 142
Each reported case provides valuable information about the expected number of cases to 143 come in the near future and close proximity. We suppose that this effect of an depending only on the spatial and temporal proximity of the two (hypothetical) cases. 152 For the sake of simplicity, we assume that interaction effects due to individual infections 153 add up linearly.
154
Since κ is not known a-priori for each disease, we wish to infer it from data. To this 155 end, we approximate it by a linear combination of spatio-temporal basis kernels κ i,j 156 with coefficients w i,j that can be inferred from training data:
As the basis functions for the interaction effect kernel, we choose the products
between one temporal (κ T i ) and one spatial factor 159 (κ S j ), each (cf. Fig.2 ). As temporal factors, we use the second order B-spline basis Since the contributions of individual cases are assumed to sum up linearly, the total 174 influence of all cases that were previously reported at times and places (t k , x k ), 175 k ∈ 1 . . . n onto the expected rate of cases reported at a later time t and location x is 176 given by:
Each f i,j (t, x) for i ∈ 1, . . . , 4, j ∈ 1, . . . , 4 is a spatio-temporal function that depends 178 on all cases reported prior to t, providing us with a total of 16 autoregressive features to 179 use for the model. By determining the corresponding coefficients w i,j , the fitting The Widely Applicable Information Criterion [16] is applied to the posterior 245 distribution over parameters and predictions from the training set to determine which 246 combination of features (i.e. model A, B or C) minimizes the generalization error while 247 penalizing a large effective number of parameters. This is relevant here since modeling 248 interaction effects introduces multiple features that capture redundant information.
249
Different error measures are applied to evaluate the fit of the predictive distribution 250 for the test set to observations. Deviance of the Negative Binomial distribution (i.e. the 251 expected difference between the log-likelihood of observations and the log-likelihood of 252 the predicted means) is used as a likelihood-based measure and the Dawid-Sebastiani 253 score (a covariance-corrected variant of squared error, cf. [17] ) is included as a 254 distribution-agnostic proper scoring rule.
255
To evaluate the performance of the model presented here as well as an hhh4 model 256 implementation for reference, we compare the resulting distributions of scores across 257 counties.
258
The hhh4 model reference implementation 259 We use an hhh4 model for Negative Binomial random variables, implemented in the R 260 package "surveillance" [18] , with a mean prediction composed of an epidemic and an baseline rate of cases due to the same features as described above. The reference model 265 is trained and evaluated on the same datasets as the BSTIM.
266
Results and discussion 267 Testing models of varying complexity (see Fig.1 The inferred model 276 The procedure outlined above produces samples from the posterior parameter 277 distribution, which in turn provides a probability distribution over interaction kernels. 278 Due to the large number of free parameters (16) involved (see Fig.2 ), the family of 279 parameterized kernels is flexible enough to capture different disease-specific interactions 280 in time and space. The mean interaction kernel for campylobacteriosis (see Fig.3, 1A ) 281 shows the furthest spatial influence over up to 75 km, whereas rotavirus (see Fig.3 , 2A) 282 and borreliosis (see Fig.3 , 3A) are more localized within a radius of up to 25 km.
283
Borreliosis exhibits longer lasting interaction effects, extending up to four weeks. 284 Looking at individual samples from the respective kernel distributions (see Fig.3,   288 rows B and C) reveals a degree of uncertainty over the precise kernel shape for the 289 different diseases: while there is little variation in the kernel shape inferred for rotavirus, 290 there is uncertainty about the temporal profile of interactions for campylobacteriosis.
Despite the fact that borreliosis is not contagious between humans, this is consistent
291
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See also supplementary figures S1 Fig, S2 Fig and S3 Fig for an overview of the 292 respective posterior distributions over interaction effect coefficients.
293
The seasonal components (see Fig 4) for campylobacteriosis and borreliosis show a 294 yearly peak in July and June, respectively. In the case of rotavirus the incidence rate is 295 higher in spring with a peak from March to April. The learned trend components 296 capture the disease-specific baseline rate of infections, which remains stable throughout 297 the years 2013 to 2016. While there is little uncertainty in the seasonal component, For campylobacteriosis and, to a lesser extent, rotavirus reported incidence rates are 302 higher in regions formerly belonging to eastern Germany (see Fig. 5 ). The parameters 303 inferred for demographic components (see Fig. 5 ) show the role that age stratification 304 plays for susceptibility. For all three diseases, a larger share of children and adolescents 305 (ages 5-20 years) in the general population is indicative of increased incidence rates. 306 Additionally, working-age adults (ages 20-65 years) appear to increase the incidence rate 307 of borreliosis. It should be noted that this does not necessarily imply an increased 308 susceptibility of the respective groups themselves, but could instead be due to latent The BSTIM fits the mean of the underlying distribution of the data well. For 328 rotavirus and borreliosis, it appears to overestimate the dispersion for the cities shown 329 in Fig.6 as indicated by most data points falling within the inner 25%-75% quantile.
330
This may be due to a too high dispersion parameter α (cf. Fig.5 ) or uncertainty about 331 model parameters. It should be noted, however, that the optimal dispersion parameter 332 itself varies from county to county, whereas our model infers only one single value for all 333
April 23, 2019 12/23 counties together. The resulting predictions for all three diseases are smoother in time 334 and space (cf. the chloropleth maps in Fig.6 ) than the predictions by the reference hhh4 335 model. We attribute this to the smooth temporal basis functions and spatio-temporal 336 interaction kernel of our model.
337
To quantitatively compare the performance of both models, we calculate the 338 distributions of deviance and Dawid-Sebastiani score over all counties for BSTIM and 339 the hhh4 reference model as shown in Fig.7 . Both measures show a very similar 340 distribution of errors between both models for all three diseases, as it can be seen in table 2 . Only for borreliosis, the hhh4 model appears to be more sensitive to outliers. 
Benefits of probabilistic modeling for epidemiology 343
Probabilistic modeling relies on the specification of prior probability distributions over 344 parameters [13] . In the context of epidemiology, this makes it possible to incorporate 345 domain knowledge (e.g. we know that case counts tend to be overdispersed relative to 346 Poisson distributions, but not to which degree for a specific disease) as well as modeling 347 assumptions (e.g. we constrain interaction effects to be nonnegative). This is 348 particularly relevant for diseases with limited available data (e.g. those not routinely goods [20] . Since the precise locations and times of individual infections are not publicly 385 known, we simply assume a geographically and temporally uniform distribution of cases 386 within the given county and calendar week. The conditional probability distributions The posterior predictive distribution also accounts for the uncertainty about parameters, 412 e.g. due to simplifying model assumptions or a lack of data, rather than just the 413 variability inherent in the data itself. This additional information is valuable for 
