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Abstract 
It is proposed that using Ethernet in the fronthaul, between base station baseband unit 
(BBU) pools and remote radio heads (RRHs), can bring a number of advantages, from use 
of lower-cost equipment, shared use of infrastructure with fixed access networks, to 
obtaining statistical multiplexing and optimized performance through probe-based monitoring 
and software-defined networking. However, a number of challenges exist: ultra-high-bit-rate 
requirements from the transport of increased bandwidth radio streams for multiple antennas 
in future mobile networks, and low latency and jitter to meet delay requirements and the 
demands of joint processing.  A new fronthaul functional division is proposed which can 
alleviate the most demanding bit-rate requirements by transport of baseband signals instead 
of sampled radio waveforms, and enable statistical multiplexing gains.  Delay and 
synchronization issues remain to be solved. 
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Next-generation (5th generation, 5G) mobile networks are faced with providing a step-change 
in capability due to the explosion of mobile device usage and the ever-increasing capabilities 
of the end-user devices. The requirements for 5G are also manifold, as it is envisaged that it 
will cater for high-bandwidth high-definition streaming and conferencing, to machine 
interconnectivity and data collection for the Internet of Things, including ultra-low latency 
applications such as driverless cars. 
The higher wireless user data-rates envisaged in next-generation mobile networks (up to 10 
Gb/s in proposals for 5G systems [1]) generally demand the use of shorter radio 
transmission distances. These shorter distances in cellular mobile communications can be 
achieved through smaller cells (each with its own small base station)  [2] or by distributing 
the antenna heads, usually termed remote radio heads (RRHs) into each cell [3], see Figure 
1. The latter approach is seen to provide certain advantages [4]: (1) it can lead to a greater 
degree of centralization, with pools of base station baseband units (BBUs) connected to 
large numbers of RRHs, this enabling flexibility in the connections to meet varying traffic 
demands in the coverage area, a reduced demand in the need for base station sites, and 
improved energy efficiency due to the sharing of the power requirements of the co-located 
base stations; (2) improved coverage in the cell; (3) virtualisation and “cloudification” of base 
station functions in cloud-radio access networks (C-RANs); (4) enhanced possibilities for 
joint processing of signals transmitted from and received by different RRHs, such as the 
enablement of co-ordinated multipoint (CoMP), through low-latency interconnection of the 
co-located BBUs. 
There are challenges, however, in providing the fronthaul distribution links between BBUs 
and RRHs, and these will increase for next-generation mobile networks [5].  The principal 
challenge lies in the increased bandwidth/bit-rate. The information transported between 
BBUs and RRHs is generally in the form of sampled radio signals.  Already, for long-term 
evolution-advanced (LTE-A) signals which may have bandwidths up to 100 MHz, a single 
uncompressed sampled radio waveform requires a link bit-rate of over 5 Gb/s (assuming 16-
bit samples). Up to now, compression factors of 2 have been shown to be lossless with 
some tolerable loss for a compression factor of 3 [6].  The bit-rate requirements for the much 
higher aggregate bandwidths expected in 5G can be expected to increase by more than an 
order of magnitude – of the order of tens of Gb/s.  Further, this represents the bit-rate 
requirements of one radio stream, whereas RRHs will typically have a number of physical 
antenna elements requiring different radio signals. 
The second significant challenge for the BBU-RRH design is the more exacting demands 
being placed on latency and jitter in current proposals for 5G [1]. Requirements for minimum 
latency may come from user applications or from the needs of maintaining the relevance of 
channel state information; such latency definitions will not be restricted simply to the 
fronthaul, so the contribution of the fronthaul and the various components of delay within it 
may not be clearly defined. Compression, advantageous for reducing bit-rate requirements, 
may add to latency. Jitter may manifest itself in variations in the transmission times of the 
radio signals, effectively increasing the phase noise of the transmitted signals. 
In order to make best use of the potential flexibility of the BBU-RRH fronthaul, an open and 
accommodating topology is required.  This also provides a challenge.  The most widely used 
current transport standard, the Common Public Radio Interface (CPRI) [7], indicated in Fig. 
1, was originally defined as an internal base station interface to allow antenna functions to 
be moved to rooftops and mastheads, away from the baseband processing in the cabinet – 
the demand now is to use it over links of several km.  If existing fibre network infrastructure 
is to be used, compatibility with Ethernet based technology is required.  Although wavelength 
division multiplexing (WDM) overlays are possible, much of the mobile radio access network 
hardware is being built specifically for purpose. 
Thus, current fronthaul standards such as CPRI, OBSAI (Open Base Station Architecture 
Initiative) [8] and ORI (Open Radio Interface) [9] provide dedicated transport protocols, 
specifically designed for and suited to the requirements of sampled radio waveform 
transport.  The framing carried out, for example, is done at regular intervals with frame sizes 
matched to specific slices of the wireless system frames (the fronthaul transport frame length 
in bits expands with increasing bandwidth).  This form of framing enables precise 
synchronisation of the RRH.  However, as waveforms are transported, the bit rates are 
proportional to radio channel bandwidths and numbers of antenna elements (not, 
necessarily, user data rates).  Further, the continuous transport of time-domain radio 
waveform samples leads to the absence of any possible statistical multiplexing gains as 
these signals are distributed over a fronthaul network. For operators, there are also 




Figure 1 Conventional, separate base stations and C-RAN with BBUs hosted, X2 channels 
connected locally and a fronthaul network connecting BBUs with RRHs (over CPRI links). 
 
2. Ethernet in fronthaul 
The use of Ethernet for transport in the fronthaul is appealing as a result of the maturity of 
the technology and its adoption within access networks.  The operations, administration and 
maintenance (OAM) capabilities of Ethernet [10] offer a standardised means of managing, 
fault finding and supporting performance monitoring of the network. 
It is possible to transport Ethernet in the fronthaul over CPRI, with Ethernet used to provide 
OAM functions missing in CPRI.  The Ethernet “control channel” could be used to support 
network management protocols.  The Ethernet signals are extracted from the CPRI/ORI 
equipment, which can retain their synchronisation mechanisms. However, apart from the use 
of OAM mechanisms, most of the advantages possible with the move to an open fronthaul 
transport protocol are not realised when using CPRI as the underlying transport layer. The 
use of Ethernet as the underlying transport layer may bring the following: 
 Use of commodity equipment, or at least lower-cost, industry-standard equipment. 
 Sharing of equipment with fixed access networks, enabling greater convergence and 
cost reductions. 
 Use of switches/routers to enable statistical multiplexing gains and lower the 
aggregate bit-rate requirements of some links. 
 Use of standard IP/Ethernet network switching/routing functionality, including moves 
to functional virtualisation and overall network orchestration. 
 Monitoring through compatible hardware probes. 
Thus, Ethernet could be used to transport CPRI/ORI frames.  This would have the 
advantage of some backwards compatibility with existing equipment, with CPRI-Ethernet 
“mappers” and “de-mappers” at the edges of a fronthaul distribution system still allowing 
legacy equipment to transfer CPRI signals.  However, it does lead to an additional framing 
overhead.  An alternative, then, would be to place the radio waveform samples directly in 
Ethernet frames.  The concern, in both cases, is the possible loss of the frame synchronism 
that is inherent in CPRI-type transport once placement in Ethernet frames is used. In 
Synchronous Ethernet, see Fig. 2, nodes extract the reference clock from received data 
rather than each node using its own internal oscillator.  This mode of operation can certainly 
be helpful in telecoms networks, and standardisation has been led by ITU-T [11], [12], [13].  
However, while frequency synchronism between devices in the network can be gained, 
additional mechanisms are required for precise time and phase synchronism.  IEEE 1588, or 
Precision Time Protocol (PTP), is significant in this context, achieving synchronism through 
the exchange of time-stamped packets [14].   ITU-T, IEEE and others are continuing to 
develop standards for the use of both Synchronous Ethernet and PTP, individually or in 
combination, in various applications [15]. 
 
 
Figure 2 Synchronous Ethernet operation: clock extraction and resynchronization is carried 
out at each node 
 
Thus, bearing these possible solutions in mind, we can briefly review the previously listed 
possibilities. 
First, it seems not possible to use low-cost, commodity Ethernet equipment due to the timing 
requirements in the transport of radio signal waveforms. Synchronous Ethernet, with timing 
protocols such as PTP, leads to a requirement for carrier-grade equipment.  However, this 
still may be better than using CPRI alone, because it allows for convergence with fixed 
access network deployments. 
Then, while statistical multiplexing gains and lower aggregate bit-rate advantages are 
targeted, it is clear that low-latency Ethernet switching is required.  Ethernet switches can 
operate in two modes: store-and-forward, where the entire Ethernet frame is stored and 
checked at the switch before forwarding on the appropriate output, and cut-through in which 
the frame is forwarded on the appropriate output as soon as the destination address field 
(near the start of the frame) has been read. In some cases, a port-to-port mapping, using for 
example virtual local area networking setups, may be used to reduce latency even further.  
The disadvantage of erroneous frames being forwarded is not seen to be significant as the 
error-rate is usually very low.  Examining Fig. 3, some statistical multiplexing gain may be 
possible with knowledge of the overall highest provision required – option (a) for the links to 
the RRHs.  But, if there is any queuing on output links, delay variation would cause 
significant performance problems.  A port-to-port mapping could be carried out with the 
regular use of frames by different radio signals (transmitted at regular intervals) and the 
network knowing that no link is loaded to an extent that there would be queuing.  The 10 
Gb/s links would be sufficient for two uncompressed 100-MHz bandwidth radio signals, more 
if compressed radio signals were used. The problem in this case is that cut-through 
operation cannot be used, as incoming 100 Gb/s frames would need to be buffered, as they 
cannot be transmitted fast enough on the 10 Gb/s outputs.  Similarly, in the uplink, the 10 
Gb/s frames would need to be stored first and then transmitted at 100 Gb/s. Cut-through 
switches require the option shown as (b) in Fig.3, where there is no bit-rate conversion, but 
there is a need, thereby, for more ultra-high bit-rate links. Cut-through operation could be 
important if large Ethernet frames are used (e.g. jumbo frames), which may be more efficient 
in the transport of radio waveform slices.  For store-and-forward, large frames will cause 
larger delays.  What is essential in either case is the need for uncontended outputs to avoid 
variable queuing delays, and this will require management of paths setup through the 
network. 
 
Figure 3 – BBU pool connected to RRHs through Ethernet switches. In option (a), lower-
speed links are used beyond an aggregation point that may make use of statistical 
multiplexing gains. In option (b), the links have the same line rate, permitting the use of cut-
through operation. 
 
Path management through the fronthaul network brings us to the possibility of virtualisation 
and software-defined (and even software-optimised) networking.  A network control function 
can set up the paths between the BBU pool and RRHs with knowledge that there will be no 
contention.  As software-defined networking (SDN) is already being developed for 
IP/Ethernet networks, the use of Ethernet in the fronthaul lends itself to this far more easily 
than using CPRI-based transport. Further, the use of hardware probes within an Ethernet 
fronthaul could aid the optimisation of performance (the use of the self-optimizing network 
(SON) function shown in Fig.3). 
Having introduced the possibilities enabled by Ethernet networking in the fronthaul, the 
remainder of this paper is organised as follows.  In Section 3, we discuss the network 
topologies and architectures possible for implementing very high-speed Ethernet access 
networks that can be suitable for the fronthaul and fixed-mobile convergence, and 
particularly examine bit-rate requirements as radio channel bandwidth and numbers of 
antennas increase..  In Section 4, we then examine the challenges faced by fronthaul 
distribution networks for 5G in terms of the latency, jitter and synchronisation requirements 
and how these might be helped through current standards activities.  In Section 5, owing to 
the challenges faced by fronthaul radio waveform transport, we discuss the advantages 
brought by a new functional split in the fronthaul, through the movement of certain baseband 
functions into the RRH (now sometimes referred to more generically as a remote radio unit – 
RRU). Section 6 extends the discussion of the functional split to comparisons and 
compatibility with backhaul and mid-haul, and Section 7 presents the conclusions. 
 
3. Fronthaul network architecture and topology 
 
Based on Metro-Ethernet Forum specifications [16], Ethernet is increasingly being used in 
mobile backhaul, the links/network that connects base stations with the core, with Ethernet 
service layer functions [17] allowing support of Carrier Ethernet services [18].  The Next 
Generation Mobile Network (NGMN) Alliance makes an underlying assumption that the 
backhaul will utilize an all-packet (Ethernet/IP) architecture [19].  The NGMN Alliance further 
requires that future networks will enable end-to-end packet transport, using a shared, and 
hence reduced-cost, access- and service-agnostic transport network.  This reasoning for the 
backhaul has initiated interest in including the fronthaul over such a transport network, as 
has been discussed. 
Let us consider the fronthaul network shown in Fig.4. The number of fronthaul interfaces 
required depends on radio site configuration. Radio sites can be classified into macro cells 
and micro or small cells. Macro cells generally have three to six sectors. Additionally, for 
each sector, several RAT on different bands can be present e.g. 2G, 3G at 1800MHz and/or 
2100MHz, LTE at 800 MHz and/or 2600MHz. Typical configurations in urban areas with 3 
sectors for each RAT can then yield up to 18 radio heads per cell site. The total aggregated 
digitised radio traffic may then be 18 x 2.5 Gb/s, or around 45 Gb/s. This leads to the need 
for multiplexing (in time or wavelength) to reduce the number of required fibers required to 
the CO. For micro/small cells the antennas are usually omnidirectional, thus only one radio 
head for each RAT and carrier frequency may be required. 
Wavelength division multiplexing (WDM), as shown in Fig. 4, is the most obvious way to 
save fiber resource: one wavelength channel pair can be associated to each BBU and RRH 
link. WDM can be implemented through pluggable/changeable transceiver modules in the 
RRH and BBU ports and/or by including WDM equipment which manages the wavelength 
assignment. The signals transported would already be time-division multiplexed radio 
samples, and compression could be used to save wavelength resource, further, as 
previously discussed, but at the expense of latency/jitter. Coarse WDM (CWDM) can be 
used to reduce costs, and a single fibre with bidirectional transmission could be employed to 
save fiber/wavelength resource further, but new standards are needed for this. Eventually, 
for larger aggregate transport requirements, dense WDM (DWDM) may be required, but with 




Figure 4 Fronthaul network based on WDM (Wavelength Division Multiplexing) 
 
Returning to the bit-rate requirements, Table 1 summarises the current CPRI/ORI line rates 
(3 example rates are given) and projects the required bit-rates for 5G.  Currently, CPRI/ORI 
oversample significantly.  The projected rates assume Nyquist rates, and only a 10% 
overhead for framing and line coding. No compression is assumed in either set of rates (so, 
the requirements could be reduced to 50% of those indicated with currently specified 
techniques). It is evident that while current line rates of up to 10 Gb/s may support 20 MHz 
bandwidth LTE, or even up to 100 MHz bandwidth LTE-A systems, wider bandwidths and 
increased use of multi-antenna techniques, which require multiple radio streams per RRH, 
will necessitate moves to 100 Gb/s links, and beyond. 
 
Table 1. Current CPRI/ORI interface specifications and projected bit-rates for RRH links 
Current CPRI/ORI interfaces Projected requirements 
Line rate Example Use Possible uses Approx. line rate 
614.4 Mb/s 10 MHz LTE channel, 
with 8B10B encoding 
100 MHz, 8 antennas 
(sectors/MIMO/CoMP) 
28 Gb/s 
4.9152 Gb/s 8 x 10MHz (multiple 
antennas, 8B10B) 
500 MHz, 8 antennas 
(sectors/MIMO/CoMP) 
141 Gb/s 
10.1376 Gb/s 10 x 20 MHz (multiple 
antennas, 64B66B) 





4. Latency, jitter and synchronisation requirements 
Existing fronthaul interfaces have evolved from interfaces internal to the mobile base station 
equipment. Delay requirements were correspondingly relaxed.  For example, CPRI 
requirement R-26 states that the maximum absolute round trip delay per link, excluding 
cable length, shall be 5 µs [7]. However, as distances and network complexity increase such 




















revisited.  Additionally, as the fronthaul standards were initially written with the assumption of 
symmetry, there are as yet no standardised limits on the allowed asymmetry in the delay. 
Various values have been suggested, up to the order of 125 ns, but this is an active area of 
investigation. 
These round trip times include not just the round trip delay of the fronthaul optical network, 
but also any required processing time by the baseband unit, any intermediate nodes and the 
radio head. Also, while overall delay requirements may be specified for a given air interface, 
the spilt between the various elements is not usually defined. This leads to a range of values 
for the permissible fronthaul optical network latency, based on different radio vendors’ 
equipment and application scenarios. Values for permissible Round Trip Time of the 
fronthaul range from 100 µs [20] to up to 400 µs, though values of around 250 µs, equivalent 
to a passive optical network reach of 25 km, are often quoted [21]. Given that reduction in 
overall latency is a key objective for 5G, there are suggestions that a further tightening of 
requirements is likely. 
Figure 5 shows results from analysis, simulation verified by measurements of prototype 
devices, and published data for a commercially available large port-count store-and-forward 
switch [22].  With all ports operating at 10 Gb/s, in the simple aggregator case, with no 
packet inspection, latencies of 100 ns can be achieved provided no contention occurs. Layer 
2 cut through switching adds approximately 10 ns to the latency (total of 110 ns). These 
latencies are independent of packet size. 
 
Figure 5 Last bit in to last bit out latency for cut-through and store-and-forward Ethernet 
























In contrast, store-and-forward switches impose an additional delay due to the need to store 
the entire frame, perform error checking and retrieve the frame for transmission. This leads 
to typical latencies which depend on frame size, ranging from <1 µs (64 byte frame) to >8 µs 
(9216 byte frame). Larger frames may be desirable in order to minimise the transmission 
bandwidth overhead, but as can be seen in the store-and-forward case, there may be a 
significant penalty in latency terms. The two-way latency would thus represent at least 16% 
of a 100 µs round-trip time limit (assuming only a single switch in the fronthaul network). It 
should be noted that the datasheet latency of store-and-forward devices omits the delay due 
to the storage of the entire packet, thus quoting only any excess delay introduced due to 
internal processing, pipelining etc 
As well as latencies (be they due to active equipment or passive network elements) being 
below a permitted maximum, they must also be known to ns level accuracy. For example 
CPRI R-19 specifies that the fronthaul downlink latency be known to an accuracy of ± 8.138 
ns, and R-20 further specifies that the round trip be known to an accuracy of ± 16.276 ns [7]. 
There are various drivers for these requirements relating to the need for phase or time 
synchronisation on the air interfaces. CPRI / ORI do include procedures for making 
measurements of round trip delays, but then use the assumption of symmetry in the 
calculation of one way latencies. 
It must be emphasised that the best practically possible latency performance is shown in 
Figure 5. Even in the cut-through case, queueing due to multiple packets being eligible for 
transmission, as may occur if attempting statistical multiplexing, will increase the latency of 
queued packets. This can lead to significant Packet Delay Variation (PDV) which can 
seriously degrade the performance of IEEE1588 as well as directly impacting operation of 
the radio data interface. This PDV is generally increased with larger frame/packet sizes. 
Achieving similar levels of performance using Ethernet, supported by PTP, will be difficult 
without specific network design measures, both in terms of physical topology, devices and 
traffic management to limit the generation and mitigate the effects of PDV, and is an active 
area of study. 
Latency is of course not the only time related performance metric. A complete fronthaul 
solution must provide synchronisation of frequency, phase and (increasingly) time between 
the baseband unit (or controller) and one or more remote radio heads.  
Synchronisation performance can be quantified by a number of parameters including 
fractional frequency offset, jitter/wander and phase/time error. Each of these characteristics 
has a direct impact on the air-interface performance, but as the fronthaul is only one link in a 
chain of elements which contribute to the overall synchronisation path from Network Master 
Clock to Antenna, a path budget must be developed with each link allocated a maximum 
contribution for each parameter. However, the relationship between parameters can be 
complex. Jitter (short term variations in the timing of the significant instances of a repetitive 
signal from the ideal) of the fronthaul synchronisation signal may contribute to phase noise 
on the air interface, which in turn may lead to degradation of the transmitted modulated 
signal [23]. As a further example, jitter must also be taken into account when considering 
fractional frequency offset budgets. The relation depends on not only the magnitude of the 
jitter, but also the frequency of the jitter and the bandwidth of the clock recovery/synthesis 
system [7].  For example, E-UTRA wide area base stations must transmit each modulated 
RF carrier with a minimum frequency accuracy of ±50ppb [24], yet CPRI mandates that the 
contribution of a CPRI fronthaul link’s jitter shall be no more than 2ppb [7]. 
Time synchronisation has similar issues relating to the need to budget for the entire signal 
chain in order to derive fronthaul requirements from the overall system requirements. Thus, 
[24] specifies that in certain modes of operation the Time Alignment Error at the BS antenna 
ports shall not exceed 65ns. This requirement drives the CPRI requirements on latency 
accuracy mentioned previously as well as placing upper bounds on uncorrected asymmetry, 
though sources of this outside of the fronthaul optical network need to be better understood 
in order to derive a robust specification. 
Synchronisation and latency performance to these levels in a general purpose packet 
switched network are at best challenging, and with 5G expected to have even tighter overall 
performance requirements, that challenge will become more difficult. However some projects 
have already demonstrated what can be achieved in a network specifically designed to 
optimise synchronisation performance.  
The current state of the art for wide area synchronisation across an Ethernet network is 
arguably demonstrated by CERN’s White Rabbit project [25]. White Rabbit (WR) networks 
use a combination of Synchronous Ethernet, IEEE1588 and “Digital Dual-Mixer Time 
Difference” (DDMTM) phase detection to provide sub-nanosecond accuracies to thousands 
of nodes, with fibre distances of 10’s of km. Currently used predominantly in the scientific 
arena, optimum performance is only achieved after calibration of equipment and fibre, but 
many of the techniques employed could equally be deployed in fronthaul (and WR can 
interoperate with standard  1 Gb/s Ethernet and PTP implementations). Features from WR 
are likely to appear in new and revised synchronisation standards over the coming years. 
 
5. New functional split (“fronthaul lite”) 
Previous sections have shown that, while there are important advantages for deployment, 
using Ethernet in the fronthaul faces significant implementation challenges. In Section 3, it 
was found that the bit-rate requirements and thus the transport costs become intolerably 
high, especially if we reserve the use of the wavelength domain for the distribution between 
different physical network elements only. Section 4 highlighted significant delay and delay 
variation challenges when introducing switching equipment into the fronthaul path, due to the 
contention with other traffic passing the same node. Moreover, when transporting digitized 
radio signals, there is no statistical multiplexing gain, which is one of the reasons for 
adopting switching equipment in the fronthaul: burst-like transmission should be exploited to 
reduce the overall data rates. Moreover, one cannot switch off or re-route a stream of frames 
carrying a continuous radio signal to/from a RRH.   
 
I. SISO link 
Recently a new functional split between the BBU pool/CO and the RRHs, which no longer 
transports sampled waveforms as end or start results of the baseband processing at the 
transmitter and receiver, respectively, has been discussed [26], [27]. Rather, intermediate 
signals are serialized and then transmitted over Ethernet. This implies that more processing 
is moved from the BBU pool/CO to the RRH with the aim of reducing the bit-rate 
requirements and enabling statistical multiplexing gains with other traffic over the same 
Ethernet link. 
 Fig. 6 Signal processing in an LTE base station. 
 
The signal processing in a LTE base station is shown in Fig 6. The base station is connected 
to the network over two logical links, S1 and X2. While S1 is the feeder link to the advanced 
gateway (aGW), which is the demarcation point between the network operator and the 
Internet, X2 is relevant for information exchange between base stations, e.g. during a 
handover. S1 and X2 may share the same physical network connection.  
In the downlink, S1 data are first classified and the header information is used to store 
packets into user queues. Data transmitted in one 1ms slot to one user is then packed into a 
so-called transport block. After FEC, they are mapped onto the assigned radio resources in 
the frequency domain. Even if the assigned resources are non-contiguously mapped in the 
frequency domain, all data for one user are jointly encoded yielding a single transport block. 
A so-called tuple is the set of bits yielding a single complex-valued constellation point 
transmitted on a single radio resource element (i.e. one sub-carrier in one OFDM symbol). 
Such constellations are fed block-wise into an adaptive modulator, which supports variable 
constellation alphabets, and the resulting block of quasi-analogue IQ signals is then fed into 
an inverse fast Fourier transform (IFFT). Finally, the cyclic prefix is added. 
In the uplink chain, the cyclic prefix is removed and the channel is equalized in the frequency 
domain. The signal of a single user is then extracted from the overall received signal and 
passed through an inverse discrete Fourier transform, the block length of which is a multiple 
of 12 in LTE. The use of DFT spreading at the terminal reduces the peak-to-average power 
ratio of the waveform and it exploits the multipath diversity in the channel. When demapping 
the tuples from the resulting signal constellations, both hard and soft bits are derived in order 
to inform the decoder about the reliability of hard decisions. Soft-decision decoding yields 
better results, in particular in combination with bit-interleaved coded modulation (BICM). 
Afterwards, the data are fed into the user queues, from where they are packed into Ethernet 
packets and send to the aGW. 
With respect to the functional split, today the sampled waveform is transmitted over the 
optical link in CPRI/ORI. However, if we shift for instance the whole physical layer 
processing to the RRH, just the transport blocks need to be transmitted between BBU/CO 
and RRH, which leads to significantly reduced data rates. Moreover, the traffic is 
proportional to the data load; if there is no data for some users, less transport capacity will 
be needed in the fronthaul. In this way, statistical multiplexing gains become useful. 
 
 
II Support for massive MIMO 
One of the reasons to rethink the fronthaul design is the use of more and more antennas at 
the base stations, as is proposed for massive MIMO. By using CPRI, this would lead to a 
dramatic increase of the data rate, proportional to the number of antennas. However, these 
antennas are used to form beams partly carrying the same data towards an intended user. 
Therefore, it may be possible to also shift the beamforming operation to the RRH, as 
indicated in Fig. 7. There is no fundamental change of the interfaces and thus the same 
functional split as in the case of Fig.6 can be used. The scheduling information has to 
include additional information about the assigned beam, which is included in the precoding 
matrix indicator (PMI) in LTE. If multiple beams are used in parallel to transmit data to 
multiple users (multiuser MIMO), then the data rate between MAC and PHY processor will 
be increased, however this is very untypical for most network utilization that the maximum 
number of beams will be used.  
 
 
Fig. 7 The beamforming operation for massive MIMO can be shifted from the BBU/CO to the 
RRH in order to reduce the data rate in the fronthaul.  
 
III. Support for massive MIMO and CoMP 
Massive MIMO and Co-ordinated Multipoint (CoMP) is the most complex case envisaged for 
future mobile radio systems. CoMP has been investigated in great detail in [28] to reduce the 
inter-cell interference and to realize more consistently high data rates at the cell edge. The 
cellular system is considered as a distributed MIMO link where, in the downlink, the base 
stations are the inputs and the terminals the outputs. Base stations transmit cell-specific pilot 
signals and terminals feedback their estimated channel state information (CSI). This 
information is exchanged among the base stations and the data likewise so that each base 
stations becomes able to suppress the unwanted interference.  
 Fig. 8 For CoMP, too, the required beamforming operation can be shifted from the BBU/CO to 
the RRH in order to reduce the data rate in the fronthaul. 
CoMP has been added to the system in Fig. 8. It can be observed that locally, the data from 
other base stations are made available to be processed jointly with the desired data in the 
downlink. In this way, the desired signal quality can be improved, essentially by subtracting 
the interference from other cells. In the uplink, received signals from other cells are also made 
available so that the interference can be reduced in the reciprocal manner.  
However, we need to take into account that now, besides the light fronthaul signals, the 
exchange of data and CSI between cells needs to be supported, which is commonly a task 
of the X2 interface over which the base stations are interconnected. In the case of a 
fronthaul, the exchange of information is within a base station or BBU pool, so the X2 
interface is internalised (if it exists). Functionally, however, the CSI information exchange is 
still required. Fortunately, it has been shown that this information is reduced if massive 
MIMO and CoMP are combined [2].  
 
6. Discussion 
We return to the convergence of the use of Ethernet in the backhaul and fronthaul in Fig. 9 
For the transport of radio samples, we may need a mapper/demapper function between 
CPRI/ORI transport (or directly from radio samples) into Ethernet frames, as we have 
discussed.  This can be compared to the backhaul transport using baseband signals in the 
lower part of the figure. However, the baseband signals which would be transported from the 
base station to a new digital baseband and RRH unit, could be transported in a similar 
manner to backhaul using Ethernet switches.  Such a “fronthaul” is now termed X-haul as it 
can be used to transport any type of signal. These are the Ethernet links shown in orange in 




Figure 9: Global picture of Ethernet based network including back- and front-haul 
 
   
Finally, we note that different terminology has been used to describe a functional split such 
as that proposed.  The Metro-Ethernet Forum (MEF) define midhaul as the interconnection 
of small cells into the macrocell via Ethernet links, on the assumption that the small cell is 
covered by a packet-based BS.  Although, there are functional similarities to the new 
proposed functional split, we concentrate on a fronthaul solution with lower bit-rate 
requirements (our “fronthaul lite”) and multiplexing possibilities, which may not require layer 
3 networking for the data transport. 
 
7. Conclusion 
A new functional split between the BBU and RRH to permit baseband signal transport 
instead of the transport of sampled radio streams has been proposed to enable a realisable 
fronthaul. Such a fronthaul can also make use of Ethernet switches and networking 
statistical multiplexing gains, as it transports relatively bursty data instead of continuous 
radio waveforms.  It can make use of software-defined (and optimized) networking and 
intelligent probe monitoring developed for Ethernet networks, and can better allow 
convergence with Ethernet-based fixed access networks.  Delay and loss of synchronization 
remain challenges for a frame-/packet-based fronthaul, and these will be a focus of future 
work in the iCIRRUS project. 
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