Abstract
Introduction
Principle component analysis (PCA) [1] is a classical technique widely used in pattern recognition, computer vision, signal processing [2] [3] [4] [5] [6] , etc. PCA-based techniques usually operate in vectors. That is, before applying PCA, the 2D image matrices should be mapped into pattern vectors by concatenating their columns or rows. However, The pattern vectors generally lead to a high-dimensional space, where it is difficult to evaluate the covariance matrix accurately due to its large size and the relatively small number of training samples. Furthermore, computing the eigenvectors of a large size covariance matrix is vary time-consuming. To address these issues, some researches have been addressed based on grayscale images, such as modular principal component analysis (modular PCA) [7] , bi-direction principal component analysis (BDPCA) [8] , sub-pattern based PCA(SPPCA) [9] , and so on. Since the traditional PCA method only utilizes the global information of face images, its recognition accuracy is deeply affected by the variations in head pose, lighting condition, and facial expression in the image. But some of local facial features of an individual do not change when the facial expression, lighting condition, and head pose change. Therefore, all of these researchers proposed their approaches which try to find the local features by sub-pattern technique and to overcome the shortcoming of PCA method which extracts global features. The procedures of all of these approaches are first to partition the original face images into several smaller sub-patterns of the same position of all original face images to find corresponding eigenvector. Although, sub-pattern technique can extract local feature information, this method does not eliminate PCA's small sample size problem at all.
Compared with PCA, the two-dimensional PCA method (2DPCA) [10] is a more efficient technique for dealing with 2D images, as 2DPCA works on matrices (2D arrays) rather than on vectors (1D arrays). Therefore, 2DPCA does not transform an image into a vector, but rather it constructs an image covariance matrix directly from the original image matrices. Although Yang in [10] showed the 2DPCA method has superior face recognition performances in terms of computational efficiency, data representation and recognition accuracy, there are also some drawbacks in this method. First, it needs to more coefficients for representing an image than previous one-dimensional methods [7] . Second, it loses the covariance information between different local geometric structures in the image while PCA preserves the information which is important for recognition [11] . To address these issues, some 2 PCA: Two-directional two-dimensional PCA for efficient face representation and recognition [13] ; New face recognition method based on improved modular 2DPCA [14] , and so on. These methods solved the problems of more coefficients but can't solve the loss of covariance information.
In view of this, the face recognition method of the two-direction variation of 2DPCA (TDV2DPCA) is proposed in this paper. The variation of 2DPCA can avoid relatively of less covariance matrix information problem of 2DPCA, small sample size problem of PCA. The two-direction of 2DPCA can use fewer coefficients for representing an image than previous two-dimensional methods. So in this paper, the variation of 2DPCA and two-direction of 2DPCA are fused to improved face recognition accuracy rate and solve the problem of small sample size, the use of less covariance matrix information, more coefficients for expressing an images , and so on.
The remaining parts of the paper are organized as follows. In section 2 transformation of the variation of 2DPCA is described. The proposed TDV2DPCA is introduced in section 3. In section 4 experimental results on the face data bases of the ORL and FERET are presented. Finally, we have a conclusion in section 5.
Transformation of the variation of 2DPCA
V2DPCA is an extension to the original 2DPCA... 2DPCA can work in either the row or column direction of the images. Here without loss of generality we continue based on the column direction of the images. Suppose X j , a n m  random image matrix, is the jth sample in the data base, and ___ X is the global mean matrix. Let 
is defined as:
is the covariance matrix of the ith column of the training images in the data base. Theorem 1,
is partitioned into sub matrices as indicated below: Therefore we can express C 1D as in the PCA method.
into above equation, theorem is proved.
We can see from equations (2) that C 2D is modeled by sum of all covariance matrices of different row indices in the main diagonal of C 1D in term of equality (4) . It can be seen that in C 2D many important information between different local structures of the images has been eliminated which may have important discriminative information or recognition. On the other hand, retaining all this information leads to a large covariance matrix needing to a large number of training data for correctly evaluation.
In our method instead of just using the main diagonal, we consider a radius of r diagonals around it and expand the averaging so as to include the covariance information within those diagonals. Moreover, the parameter r unifies PCA and 2DPCA. r=1 produces the covariance of 2DPCA, r=n that of PCA. Hence, by controlling r it is possible to control the trade-offs between recognition accuracy and energy compression (fewer coefficients), and between training and recognition complexity: PCA has lower recognition rates but produces fewer coefficients, and it is harder to computer the PCA covariance but the projection in the resulting eigenvectors is easer.
In order to enhance the recognition accuracy rate and effectively compress energy, we evaluate the variation of 2DPCA covariance of r=k . According to definition of the above variant r, the element of the variation of 2DPCA covariance of r=k are selected from C 1D in equation (4) as following figure 1. In term of equation (2), we get the variation of 2DPCA covariance of r=k as equation (5). C V2D in the equation (5) is the variation of 2DPCA covariance of r=k. 
In order to get more covariance information, the variation of 2DPCA covariance matrix of r=2 is determined to be the covariance matrix proposed in this paper .It preservers the most local structure information of face.
The new covariance matrix of C V2D of r=2 not only keeps covariance information from the main diagonal of C 1D in term of equality (4), but also keeps some information from one diagonal above and below it. It retains the abundant discriminant information and symmetry structure information from both of Symmetrical body. The size of it is larger 4 times than that of 2DPCA covariance because of containing the abundant discriminant information but the size of it is smaller 4/n 2 times than that of PCA covariance, so it calculates conveniently.
The additional remark is as following for evaluation of the variation of covariance matrix of 2DPCA. we should mention that parameter r has a natural interpretation. It is the number of image columns that are stacks for the computation of the PCA transform. In PCA (r=n), the n columns are stacked for into a column vector. In 2DPCA (r=1) there is no stacking and the image is represented as a matrix. When (r=k), k columns are stacked at a time. When (r=n/2), n/2 columns are stacked at a time. Figure 2 show an example when n=4,r=n/2=2; When (r=m/2), m/2 rows are stacked at a time. Figure 3 show an example when m=4,r=m/2=2 3. The TDV2DPCA
The horizontal variation of 2DPCA
Give image A, an m×n random matrix. Firstly, V2DPCA transforms image A into A ＇ , an m/2×2n matrix ,in term of Fig. 4 in the 2 section. The goal of 2DPCA is to find a set of orthogonal projection axes u 1, u 2 , …,u q so that the projected vextor Y k =Au k (k=1,2, …,q)achieve a maximum totle scatter [7] , The image covariance matrix of horizontal 2DPCA is defined as
. This matrix can be evaluated as follows:
Where M is the number of training images, (A ＇ ) j is an m/2×2n matrix denoting the jth reshaped training image. The optimal projection axes u 1, u 2 , …,u q are chosen as the orthonormal eigenvector of G t corresponding to q largest eigenvalues 
The vertical variation of 2DPCA
If the input of the 2DPCA is the transpose of the m×n image A, Firstly, V2DPCA transforms image A into A ′′ , an 2m×n/2 matrix, in term of the Fig.3 in the 2 
Where C=V T (A ′′ ), thus containing the vertical 2DPCAfeature of image(A ′′ ) Horizontal 2DPCA operates in image rows, while vertical 2DPCA operates on image columns, as image columns become image rows after the transpose operation.
TDV2DPCA
As discussed in section 3.1 and 3.2, the horizontal and vertical variation of 2DPCA only works in the rows and column directions of images, respectively.
That is, the horizontal direction 2DPCA learns an optimal matrix X from a set of training images reflecting information between rows of images, and then projects an m/2 by 2n image A ＇ onto X, yielding an m/2 by d matrix B= A ＇ X. B is defined to be the horizontal projection of the variation of 2DPCA of matrix A, and X is defined to be the optimal projection axis of the variation of 2DPCA of matrix A.
Similarly, the vertical direction 2DPCA learns optimal matrix Z reflecting information between columns of images, and then projects A ′′ onto Z, yielding a q by n/2 matrix B=Z T A ′′ . B is defined to be the vertical projection of the variation of 2DPCA of matrix A, and Z is defined to be the optimal projection axis of the variation of 2DPCA of matrix A.
The procedure of performing TDV2DPCA for matrix A is as following in Fig. 4 1) The horizontal variation of 2DPCA is performing for image matrix A according to the section 3.1, and then we get B= AX.
2)The vertical variation of 2DPCA is performing for matrix B according to the section 3.2, and then we get C=Z T B. Finally, we can get the feature matrix C in the equation (9) C= Z T B= Z T (AX) (9) the size of which is p×2q. because q, p is less than m, n, the size of matrix C is less than matrix Y and A when used for face recognition, the matrix C is also called the feature matrix. After each train image A k (k=1,2,…,M) performs the TDV2DPCA, we obtain the training feature matrices C k (k=1,2,…,M). Given a test face image A, first use equation (9 ) to get the feature matrix C , then a nearest neighbor classifier is used for classification. Here the distance between C and C k is defined by 
Experiments
In this section, we experimentally evaluate our proposed TDV2DPCA method with BD2DPCA [15] , 2DPCA [10] and PCA [1] , on two well-known face database: ORL and FERET. All of our experiment are carried out on a PC machine with DUO T5850 CPU，2GMB memory, MATLAB 7.0 software. IF without extra explanations, the number of projection vectors in all methods are controlled by the value of θ, which is set to 0.95 in all the experiments.
Result on ORL database
For showing the effect of TDV2DPCA, we use ORL database. This base contains images from 40 individuals, each providing 40 different images. For some subjects, the images were taken at different times. The facial expressions (open or closed eyes, smiling or nonsmiling) and facial details (glasses or no glasses) also vary. The images were taken with a tolerance for some titling and rotation of the face of up to 20 degrees. Moreover, there is also some variation in the scale of up to about 10 percent. All images are grayscale and normalized to a resolution of 112×92 pixel.
In this experiment, the first five image samples per class are used for training, and the remaining images for test. Table 1 gives the comparisons of four methods on recognition accuracy, dimensions of feature vector and running times. Table 1 shows that BD2DPCA , 2DPCA and TDV2DPCA achieves the same improvements in accuracy than PCA on this database, while the latter needs much reduced dimension of feature vector for the following classification than the former two. Table 1 also indicates that TDV2DPCA needs the least running time among the four methods.
To further disclose the relationship between the accuracy and dimension of feature vectors ,classification experiments under a series of different dimensions between TDV2DPCA, BD2DPCA, 2DPCA and PCA are performed and results are plotted in Table 2 and Fig. 5 , respectively. It can be seen from Table 2 that under the same dimensions of feature vectors , TDV2DPCA obtains better accuracy than both BD2DPCA and 2DPCA. 
Result on partial FERET database
This partial FERET face database comprises 400 gray-level front view face images from 200 persons, each of which is cropped with the size of 60×60. There are 71 females and 129 males; each person has two images (fa and fb) with different facial expressions. The fa images are used as gallery for training while the fb images as probes for test. Table 3 gives the comparisons of four methods on recognition accuracy, dimensions of feature vector and running times. Also, TDV2DPCA outperforms the other methods in accuracy and speed. 
Conclusions
In this paper, The face recognition method of the two-direction variation of 2DPCA called TDV2DPCA is proposed. The main different between TDV2DPCA and 2DPCA is that the latter only works in the row or column direction of face images, while the former works in the row and column direction of face images. The main advantage of TDV2DPCA over 2DPCA lies in that the number of coefficients needed by the former for face representation and recognition is much smaller than the latter. The main advantage of TDV2DPCA over BD2DPCA lies in that the former make use of more discriminate information of matrix covariance for improving face recognition accuracy. Experiment results show the effects of the proposed method.
