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Abstract 
We show that the problems of deciding (i) whether an arbitrary graph has a k-regular subgraph, 
for some given k >3, (ii) whether a planar graph has a quartic subgraph, and (iii) whether a 
planar graph has a quintic subgraph, are complete for NP via logspace reductions. There are no 
regular planar graphs of degree greater than 5. 
1. Introduction 
Regular graphs have been extensively studied from a structural point of view (see 
e.g., [2]) but negligible research has been done on deciding whether a given graph 
contains, as a subgraph (not necessarily induced), a regular subgraph of some degree 
different from 3: the only case studied in the past is that where the regular subgraph 
should have degree 3 ( i.e., it should be cubic). The result that deciding whether a 
graph contains a cubic subgraph is NP-complete was attributed to Chvatal in [6], and 
was expanded upon in [7], where it was shown that the problem of deciding whether 
a planar graph of degree at most 7 has a cubic subgraph is NP-complete, and in [g], 
where it was shown that the problem of deciding whether a connected bipartite graph 
of degree at most 4 has a cubic subgraph is NP-complete. 
Surprisingly, no one has studied the problem REG(k) of deciding whether a graph 
has a regular subgraph of some given fixed degree k > 3. (Note that a regular subgraph 
of degree 2 consists of a collection of cycles and the problem of deciding whether a 
graph contains a cycle has been shown to be complete for L via NC’-reductions [5].) 
One might suppose that the construction to show that REG(3) is NP-complete can 
easily be extended to show that REG(k) is NP-complete, or that the fact that REG(3) 
is NP-complete can easily be used to show that REG(k) is NP-complete, for some 
k > 3: however, this is not so (it might be beneficial to any reader to try and verify 
this!). Moreover, suppose that the graph in question is planar. The well-known result 
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that every planar graph has a vertex of degree at most 5 precludes any planar graph 
from having a regular subgraph of degree greater than or equal to 6. Hence, given 
the result of [7] mentioned above, it only makes sense to consider the problems of 
deciding whether a given planar graph has a regular subgraph of degree 4 or 5 (i.e., 
a quartic or a quintic subgraph), and there is no reason to believe, without looking at 
the matter further, that these problems should be NP-complete. 
In this paper, we show that each of the problems mentioned above is in fact also 
complete for NP via logspace reductions; that is, the problems of deciding (i) whether 
an arbitrary graph has a k-regular subgraph, for some given k 23, (ii) whether a 
planar graph has a quartic subgraph, and (iii) whether a planar graph has a quintic 
subgraph. The combinatorial constructions are extremely involved, perhaps surprisingly 
so, given the similarity of the different problems. All undefined notions are standard 
and complexity classes are written in bold type. 
2. Regular subgraphs in arbitrary graphs 
Let G be a graph in which the vertices vi, ~2,. . , Vi occur and let H be some graph 
which also has vertices named vi, ~2,. . , vi. If we take the disjoint union of G and H 
and then identify the two vertices named Uj, for all j = 1,2,. . . , i, then we say that we 
have augmented G with H by amalgamating (VI, ~2,. . , Vi). 
For k > 2, define the graph Hk(w,zl,z2) as follows: the vertex set is 
{Si,ti,i,t2,z : i = l,Z...,k} U {w,z~,zz> 
and the edge set is Ds U DT where 
Ds = {(w,~i),(Si,~~),(~i,zl),(~i~z2) : i,j= l,&...,k i # j} 
and 
DT = {(tl,i,tl,i+l),(t2,i,t2,i+l) : i = l,Z...,k - 1) U {(tl,k,t1,1),(t2,k,t2,1)} 
U{(zl,tl,i),(Z2,t2,i),(tl,i,t2,1) : i,j = 1,2,...,k,i #j). 
Note that every vertex of Hk(w,zl,z2) has degree k + 2 except for w, zi and 22 which 
have degrees k, 2k and 2k, respectively. Hk(w,zi,z2) can be visualised as in Fig. 1. 
We write, for example, Hk(x, y,z) to denote a copy of Hk(w,zl ,z2) with the vertices 
w, zi and z2 renamed as x, y and z, respectively. 
Lemma 1. Let (u, v) and (x, y) be distinct edges of some graph G (possibly with 
a common vertex). Replace the edge (u, v) with the edges (u,w) and (w, v) and 
replace the edge (x, y) with the edges (x,zl), (zl,z2) and (~2, y), where w, z1 and z2 
are new vertices. Next, augment (this modzjied) G with the graph Hk(w,zl,z2) by 
amalgamating (w,zl,zz), where k > 2. Denote this resulting graph by G’ and let K’ 
be a (k + 2)-regular subgraph of G’. 
0) 
(ii) 
(iii) 
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the q’s form a 
the tl,i’S form a 
cycle of size k 
the Qi’S form a 
cycle of size k 
Fig. 1. The graph Hk(w,zl,q). 
Zf (u,w) is an edge of K’ (req. (w, v) is an edge of K’) then so are (w, v) 
(rev. (u,w)), (x,zI)~ (ZI,Q) and (ZLY). 
Zf any edge of I( x,zI),(z~,z~),(z~, y)} is an edge of K’ then so are the other 
two. 
Zf any edge of Hk(w,zl,z2) is an edge of K’ then the edges (x,zl), (zI,z~) and 
(~2, y) are edges of K’. 
Proof: (i) Suppose that (u,w) is an edge of K’. Then (w, v) is an edge of K’ as w 
has degree k + 2 in G’. Also, for essentially the same reason, the edges of Ds must 
also be edges of K’ (where DS is the set of edges of Hk(w,zl,z2) defined earlier). If 
(ZI, tl, I ) is an edge of K’, for some i E { 1,2,. . , k}, then (ZI, t~,~) is an edge of K’, 
for all j = 1,2,. . ., k, as each tl,, has degree k + 2 in G: this yields a contradiction. 
Hence, (x,z~ ) and (~1 ,zz) must be edges of K’, as must (~2, y) by the same argument. 
(ii) Suppose that (x,z~) is an edge of K’. Then by reasoning as above, either every 
edge of DT is an edge of K’ or none is (where DT is the set of edges of Hk(w,zl,z2) 
defined earlier). Suppose that the former holds and that (~1 ,si) is an edge of K’, for 
some i E { 1,2,. , k}. Then (zl,si) is also an edge of K’, for all j E { 1,2,. . , k}, 
which yields a contradiction. Hence, if every edge of DT is an edge of K’ then (zt,zz) 
and similarly (z2,y) are also edges of K’. On the other hand, if no edge of DT is an 
edge of K’ then every edge of DS is an edge of K’, as are (ZI ,z2) and (~2, y). The 
proofs for the cases when (z,,z~) or (~2, y) is an edge of K’ follow almost identically. 
(iii) Follows in a manner similar to the proofs above. 0 
For k > 2, define the graph Lk,“(v) as follows: the vertex set is 
{s,:i= 1,2 ,..., k+l}U{x,,yi:i=O,l,..., 2m}U{ti} 
and the edge set is 
{(~,~2m),(~,Y2m)}U{(~i,~i+l),(y,,Yi+~):i=0,1,...,2m- 1) 
U{(XO,S~),(YO,~;),(~~,~~) : i,j = l,Z...,k + l,i #j>. 
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the sj’s form a 
cliaue of size k+l 
Fig. 2. The graph Lk,m(u). 
Note that every vertex of Lk,“(v) has degree k + 2 except for the vertices of {u}U 
{Xi,yj 1 i = 1,2 ,..., 2m) which have degree 2. Lk,(u) can be visualised as in Fig. 2. 
Theorem 2. For all k > 2, there is u logspace reductionfiom REG(k) to REG(k+2). 
ProoJ: Let G = (V,E) be some graph. Build the graph a(G) by carrying out the 
following instructions (in order). 
(i) For each v E V, augment G with a copy of the graph Lk,“(a) by amalgamating 
v, where m is the degree of v in G (all such copies are disjoint). Denote the resulting 
graph by Gt. Note that the set of vertices V is now a proper subset of the set of 
vertices of Gr : the same goes for the set of edges E. 
(ii) For each edge (u, v) of E, replace the edge (u, v) of Gr by the edges of 
(the vertices w~(u,u),w~(u, v),wr(v,u) and w~(u,u) are all new vertices). Denote the 
resulting graph by G2. Again, the set of vertices V is a proper subset of the set of 
vertices of G2. 
(iii) For each u E V, if the edge (u,v) is the ith edge (w.r.t. some ordering) of, 
say, the m edges of E incident with v in Gr (or G) then augment the graph G2 with 
a copy of the graph Hk(~~(v,~),x2i_,,~~2i) by amalgamating (wt(v,u),q_t,x2i) and 
with a copy of the graph Hk(~2(z4 u), y2i_1, yzi) by amalgamating (w~(v, u), y2i-1, ~2~), 
where X2i_r,X2i, y2i_r and y2i are the vertices of the copy of Lk,“(v) as defined earlier. 
Do this for every edge (u,v) of E incident with u in Gt (all graphs augmented with 
G2 are disjoint). Denote the resulting graph by o(G). 
A portion of the locality of some vertex v E V of the graph o(G) can be visualised 
as in Fig. 3. 
Suppose that G has a k-regular subgraph K = (U, F). Consider the following sets 
of edges of O(G). 
l For each u E UC V, of degree m, say, in G, define 
F1 (u) = {e : e is an edge of the subgraph Lks”(u) of a(G)}. 
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the graph I?‘~< v) 
Fig. 3. Within the locality of some vertex I’ t V of a(G). 
l For each (u, v) E F C E, define 
F2(W c) = {(%wl(% u)), (w1(4 u), w2(1*, c)), (w2(u, v), wz(L’, to), 
(wz(74 U),w(k u>), (WI Cc’, u>, t>>}. 
l For each u E I/ C V, of degree m, say, in G, and for each edge (u, r) E F C E, 
where (u,c) is the ith edge of E incident with u in G, define 
F~(u,c) = {e : e is an edge of the subgraph Hk(~~(~,~),~~I_~,~2;) \ DT 
or the subgraph Hk(wz(u, v), y2,_1, ~2~) \ 0~ of a(G)} 
(here, the edge set DT. is that subset of edges of the graph in question). 
l For each u E UC V, of degree m, say, in G, and for each edge (u, c) E E \ F, 
where (u, u) is the ith edge of E incident with u in G, define 
F~(u,P) = {e: e is an edge of the subgraph Hk(~~(~,2.),~~I_,,~21)\D~ 
or the subgraph Hk(w2(u, t.), ~2~~1, y2i) \ Ds of o(G)} 
(here, the edge set Ds is that subset of edges of the graph in question). 
Define the set of edges F’ of o(G) as 
{e E F,(u) : u E U} U {e E F~(u,u) : (u,u) E F} U {e E Fj(z.4 c) : 
u E U,(u,c) E F} U {e E F~(u,z’) : u E U,(u,c) E E \ F} 
and let U’ be the set of vertices of a(G) incident with the edges of F’. Then an 
inspection yields that the graph K’ = (U’, F’) is a (k + 2)-regular subgraph of a(G). 
Conversely, suppose that K’ = (U’,F’) is a (k + 2)-regular subgraph of o(G). 
Case 1: The vertex v E V is in U’. 
As k > 2, there exists u E V n U’ such that (c,wI(L’,u)) and (wI(v,u),w~(c,u)) 
are edges of F’. Suppose that (u, z.) is the ith edge of E incident with z’ in G. 
Then by Lemma l(i), (,Q,x~~+,) E F’ (where x2i-i and x2; are those vertices of 
the subgraph Lk,“(a) of a(G)) and so by Lemma l(ii), every edge of {(x.,,xj+l) : j = 2i, 
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Fig. 4. The graph Kl(u,u). 
2i+ l,... ,2m - 1) U {(cQ~,, II)} is an edge of F’. Similarly, (JQ~, II) E F’ and so there 
exist exactly k vertices of U’ n V which are neighbours of v in G. 
Case 2: Some edge of Lk,“(v) is an edge of U’, where v E V has degree m in G. 
By construction, Xj E U’, for some j E (0, 1, . . . ,2m}, and so by Lemma l(iii), 
{(x[,W+I) : I = “Lj + 1,. . ., 2m - 1) U {(.qm, II)} C F’ and we are in Case 1. 
Case 3: Some edge of ((~,~~(~,~)),(WI(~,~),WZ(~,~)),(~~(~,~),~~(~,~)),(W;?(~,~), 
WI (u, u)), (WI (u, u), u)} is an edge of F’. 
By Lemma l(iii) and Case 2, we are in Case 1. 
Define U = {U : u E U’n V} and F = {(u,v) E E : U,ZI E U}, and set K = (U,F). 
Then by the above analysis, K is a k-regular subgraph of G. 
As o(G) can be constructed from G in logspace, the result follows. 17 
The following is an immediate corollary of Chvital’s result that REG(3) is NP- 
complete (see also [7]) and Theorem 2. 
Corollary 3. The problem REG(k) is complete for NP via logspace reductions, for 
all odd k >, 3. 
Note that a result analogous to Theorem 2 with k + 1 replacing k + 2 would be far 
more preferable. However, the problem lies in finding a graph with properties similar 
to those of Lk,“(u) in which v has degree 1. Nevertheless, the following result enables 
us to fill in this gap. 
Theorem 4. The problem REG(4) is complete for NP via logspace reductions. 
ProojI Let G = (V, E) be a graph. Replace every edge (u, v) E E with a copy of the 
graph K,(u,u) of Fig. 4 (all such copies are disjoint). Denote the resulting graph by 
Gr : note that Gt is triangle-free and that Gr has a cubic subgraph if and only if G 
has a cubic subgraph. 
Let G2 be the line graph of Gt. Then Gt has a cubic subgraph if and only if there is 
a collection of edge-disjoint triangles in G2 such that every vertex of G2 incident with 
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Fig. 5. The graph K~(u, r, w) 
some triangle is incident with exactly two such triangles (recall that Gt is triangle- 
free and so every triangle in G2 corresponds to three edges in Gi meeting in a single 
vertex). 
Let the graph a(G) have the same vertex set as Gl. For each triangle {u, L’, W} in G2, 
include a copy of the graph K~(u, c,w) of Fig. 5 (all such copies are disjoint except 
for possibly a vertex or two from {u, u, w} ). Then there is a collection of edge-disjoint 
triangles in G2 such that every vertex of G2 incident with some triangle is incident 
with exactly two such triangles if and only if o(G) has a 4-regular subgraph. Hence, 
G has a cubic subgraph if and only if a(G) has a 4-regular subgraph. 
As o(G) can be built from G in logspace, the result follows by Chvatal’s result that 
REG(3) is NP-complete (see also [7]). Cl 
The following is immediate from Theorems 2 and 4. 
Corollary 5. The problem REG(k) is complete for NP via logspace reductions, for 
all k > 3. 
Let us write REG(k,m) to denote the restriction of the problem REG(k) where each 
instance is a graph in which every vertex has degree at most m; that is, each instance 
is a graph of degree at most m. By [8], the problem REG(3,4) is complete for NP via 
logspace reductions. 
Corollary 6. The following problems are complete for NP via logspace reductions: 
REG(3,4); REG(k,2k + 2) for all odd k 25; REG(k, k + 26) for all even k where 
4 <k < 26; REG(k, 2k - 2), for all even k where k 2 28. In particular, there exists II 
function f with the natural numbers as domain and range such that REG(k, f (k)) i.s 
complete for NP via logspace reductions, for all k 3 3. 
Proof Consider the graphs G and a(G) in the proof of Theorem 2. If G is a graph 
of degree at most d then o(G) is a graph of degree at most max{d + 2,2k + 2). Also, 
the graph a(G) in the proof of Theorem 4 has degree at most 30 if the graph G in the 
proof of Theorem 4 has degree at most 4, which we may assume it has as REG(3,4) 
is complete for NP via logspace reductions. A simple induction yields the result. 0 
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3. Regular subgraphs in planar graphs 
As mentioned in the Introduction, no planar graph has a regular subgraph of degree 6. 
Thus, the complexity of the problem REG(k) restricted to planar graphs is only worth 
considering for k<5: denote this problem by PREG(k). According to [7], PREG(3) is 
complete for NP via logspace reductions and so this leaves only the complexity of the 
problems PREG(4) and PREG(5) unresolved. 
In this section we show that PREG(4) and PREG(5) are also complete for NP 
via logspace reductions. The technique we use is almost identical in nature to that 
employed in [7] where a logspace reduction from a known NP-complete problem to 
REG(3) was given, to yield a target graph which may or may not be planar, before it 
was shown how to remove all crossing points (that is, places where edges cross in a 
plane representation of this graph) by replacing the offending edges with a planar graph 
with specific properties. As such, the reader could well benefit from an acquaintance 
with [7]. 
Consider the logspace reduction from REG(3) to REG(4) in Theorem 4. Given a 
graph G, we build a graph a(G) such that G has a cubic subgraph if and only if o(G) 
has a quartic subgraph. Note that o(G) need not be planar even if G is. We shall 
remove each crossing point in a plane representation of O(G) just as we did in the 
proof of Theorem 4 of [7]. Moreover, we shall show how to do this using logspace. 
Proposition 7. Consider the graph K4 in Fig. 6. If K4 is a subgruph of some gruph 
G such that no other edges of G involve the vertices of K4 \ (~1, ~2, vI, ~2) and if H 
is a quurtic subgruph oj’ G such that H and K4 have at leust one edge in common 
then one of the jtillowing three possibilities occurs. 
(i) el and f 1 are edges of H and e2 and f 2 are not ; 
(ii) e2 and f 2 are edges oj’ H and el and f 1 are not ; 
(iii) el, f 1, e2 and f2 are edges of H. 
Proof (sketch). Let us explain our abbreviation in Fig. 6. The graph in the box is 
abbreviated accordingly in the graph K4 to make the figure less cluttered. Note that 
if any edge in any of the abbreviated subgraphs is in H then every edge of that 
abbreviated subgraph is in H. 
Note that x and y are always vertices of H; and consequently either xi, x2 and x3 
are vertices of H and ~1, ~2, y3 and y4 are not, or yi, ~2, y3 and y4 are vertices of 
H and xi, x2 and x3 are not. In the former case, either (i) or (ii) holds and in the 
latter case (iii) holds. 0 
Consider the graph L in Fig. 7. If we remove, say, the edge e and introduce two new 
edges, one from a new vertex x to one end-point of e and one from another new vertex 
y to the other end-point of e, then we denote the resulting graph by L” {e}: L* {e, f} 
and L*{e,f, g} are defined similarly (we introduce 4 new vertices for L*{e,f} and 6 
for L* {e, f, g}). The pictorial abbreviations for these graphs are also shown in Fig. 7. 
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Fig. 6. The graph Ka 
f The graph L S 
II = L*(e) a 3 L*[e,f) $3 =L*(e,f.gl 
Fig. 7. The graph L and its derivatives. 
Proposition 8. Consider the graph KS in Fig. 8 where the abbreviations are as in 
Fig. 7. If KS is a subgraph of some graph G such that no other edges of G invoke 
the vertices of KS \ (~1, ~42, ~1, v2} and if H is a guintic subgraph of G such that H 
and K5 have at least one edge in common then one of the following three possibilities 
occurs: 
(i) el and .fl are edges of H and e2 and j’2 ure not; 
(ii) e2 and fl are edges of H and et and ,fl are not; 
(iii) el. fl, e2 and f2 are edges of H. 
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Fig. 8. The graph KS. 
Proof (sketch). After noting that x, y and z are always vertices of H, the proof is by 
inspection and is very similar to that of Lemma 7. 0 
Theorem 9. The problems PREG(4) and PREG(5) are complete jbr NP via togspace 
reductions. 
ProoJ: Let G be some graph and let a(G) be the graph obtained from G using the 
(logspace) reduction from REG(3) to REG(4) in Theorem 4. Suppose that a(G) has 
vertices { 1,2,. . . ,m}. Form a square grid as in Fig. 9 and join the vertex i on the 
left-hand side of the grid to the vertex j on the bottom of the grid if and only if (i:j) 
is an edge of 5(G) where i < j. This grid edge should proceed horizontally from 
vertex i on the left-hand side along row i and then vertically down column j to vertex 
j on the bottom side (as illustrated in Fig. 9 via bold lines). Call the resulting graph 
the grid representation of a(G). Note that this grid representation is essentially a plane 
representation of a(G) as we can identify vertex i on the left-hand side of the grid with 
vertex i on the bottom side, for all i E { 1,2,. , m}, and obtain a plane representation 
of o(G) where exactly the same pairs of edges cross as in the grid representation of 
o(G). 
Given the grid representation of o(G), we must now “remove” crossing points. Note 
that a crossing point is defined as a point where the vertical portion of some edge 
crosses the horizontal portion of some other edge in a unique point (and so edges 
sharing a vertical or horizontal portion are not deemed to be crossing). Consider a 
particular crossing point. Replace this crossing point as shown in Fig. 10 (note that 
the abbreviation used in Fig. 10 is that of Fig. 6.) Doing this for every crossing point 
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m-1 
i 
123 j m-1 m 
Fig. 9. The grid represent&on. 
t 
a crossing point it’s removal 
Fig. 10. Removal of a crossing point usmg Kd 
a crossing point it’s removal 
Fig. 11. Removal of a crossing point using Ks 
results in, essentially, a planar graph which, by Proposition 7, has a quartic subgraph 
if and only if G has a cubic subgraph. Moreover, we can use the grid representation 
of cr(G) to complete this transformation using logspace. 
The result follows similarly for REG(5) except that we use the logspace reduction 
from REG(3) to REG(5) in Theorem 2 and Proposition 8, with the appropriate graph 
from Fig. 7 playing the role of that from Fig. 6 above: see Fig. 11. 0 
Let the problem PREG(k,m) be defined as the restriction of PREG(k) to planar 
graphs of degree m. The following is immediate from Corollary 6 and Theorem 9. 
Corollary 10. The following problems are complete .for NP ciu logspuce reductions. 
PREG(3,7), PREG(4,30), PREG(5,12). 
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4. Conclusion 
Let us end with some remarks and suggestions for further research. On a general 
note, it should be apparent that the whole idea of looking for regular (even cubic) 
subgraphs in graphs with particular properties has not been developed nearly as much 
as one would have thought; especially when one compares this problem with some 
of the other graph problems in, for example, [6] and sees how vast the literature 
concerning these other problems is. We believe more effort should be devoted to this 
pursuit. On a more specific note, it would be interesting to improve the bounds in 
Corollaries 6 and 10. 
Let us make an observation. Looking for regular subgraphs in graphs is but a part 
of a more general problem. A t-(v, k, A) design is defined to be a set of v points and 
a set of blocks with a relation of incidence between them satisfying the following 
conditions: 
(i) every block is incident with exactly k points; 
(ii) every t points are incident with exactly /z blocks. 
(It is usual to identify a block with the set of points incident with it, and to require 
that distinct blocks are incident with distinct point sets.) The theory of designs is an 
extremely well-established part of combinatorics, and much work has been done with 
regard to the design and analysis of algorithms concerning designs [3,4]. Note that an 
r-regular graph can be regarded as a 1 -(v, 2, v) design. As far as we know, the general 
problem of deciding whether a given collection of points and blocks, of size k, contains 
a t-(v, k,A) design, for given t, k and 2 and for some v, has not been studied. Note 
also that the proof of Theorem 4 yields that the problem of deciding whether a given 
collection of blocks, of size 3, contains a 1-(v, 3,2) design, for some V, is complete 
for NP via logspace reductions. 
An interesting (as yet unconsidered) variant of REG(k) is the decision problem 
SREG(k) whose instances are graphs and whose yes-instances are graphs with a 
spanning regular subgraph of degree k, also called a k-factor. ’ Note that SREG( 1) 
is the problem of deciding whether a graph has a perfect matching, and SREG(2) 
can be reduced to the problem of deciding whether a (bipartite) graph has a per- 
fect matching (see, e.g., [9] Lemma 2.18): hence, SREG( 1) and SREG(2) can be 
solved in polynomial time. For k > 2, it is unknown whether SREG(k) can be 
solved in polynomial time or is NP-complete (the reductions in [7,8] and this pa- 
per do not suffice to show NP-completeness, even for k = 3). The analagous gen- 
eral problem in the theory of designs is the problem of deciding whether a given 
collection of v points and blocks of size k contains a t-(v, k,A) design, for some t 
and 3,. 
Finally, let us mention the problems REG(k) and SREG(k) restricted to the class 
of regular graphs. Petersen’s Theorem (see, e.g., [l, Theorem 2, p. 2301 is as fol- 
lows. 
’ The remarks in this and the subsequent paragraphs were inspired by the comments of a referee. 
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Theorem 11. If’G is a regular graph of even degree h = 2k then G has k edge-disjnint 
2-factors. 
Thus, REG(k) and SREG(k), for k even, are trivial when restricted to the class of 
regular graphs of even degree. It is open as to the status of REG(k) and SREG(k), 
for k odd, restricted to the class of regular graphs of even degree, as it is also for the 
numerous obvious variations. 
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