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CHAPTER I. INTRODUCATION 
Statement of the Problem and the Results 
Define the time series by 
% 
= E a^. t) + e^ t = 1,2,... (1.1) 
i=l 
- y f. t = -p+i > -p+2, , 0, 
where (y ., , y ,« > , Yn)* is an initial vector of constants and 
—p+1 — p-rZ U 
CO 
is a sequence of independently distributed random variables 
with mean zero and variance o^, f^^Y^ X^; t) is a function of 
{ Y  , X  , , , ; l < s < t  +  p -  l , l < k < t }  f o r  i  =  1 , . . .  , 2 ,  a n d  
t-s t-k+1 — — — — 
{X J*** , is a fixed sequence or a time series. 
t t=l 
The time series Y^ is said to satisfy a varying parameter sto­
chastic difference equation. We shall consider estimation and hypoth­
esis testing procedures for a = (a^, a^, .., a^)'. 
Given a realization {(Y^, X^); i = -p+1, -p, ..., n} of n + p 
observations, let = (a^, a^, , â^)' denote the least squares 
estimator of a = (a^, a^, obtained by regressing Y^ on 
for t = l,2,...,n. 
Under the assumption that {e^} is a sequence of independent (0,a^) 
random variables and |n ^ ^ "=1 -'(t) f(t)| ^ = 0^(1), where f(t) = 
t). t)]' ân " ^ 
consistent estimator for of when the expected value of the square of 
f ^ ( Y ^ _ ^ , X ^ ; t )  i s  u n i f o r m l y  b o u n d e d  f o r  i  =  1 , I f  { e ^ }  i s  a  
2 
sequence of independent identically distributed (0,a^) random vari­
ables, if the f.(Y ., X ; t) are uniformly bounded by a random vari-
1 t—1 t 
able which is square integrable and if n ^ ^ t=l ~ ' ~ (t:) converges 
H in probability to a nonsingular limit, then n - cf) has a limiting 
multivariate normal distribution. It follows that the usual regres­
sion tests and confidence intervals concerning ot are applicable in 
large samples. We can also predict future observations for model 
(1.1) in large samples. 
We shall also consider the estimation and hypothesis testing prob­
lems of a special case of model (1.1) under a weaker set of assump­
tions. The defining equation for is 
Y = p(t) Y . + e t = 1, 2 , . . . ,  (1.2) 
t L—1 t 
-  Ï Q  ( ' C  '  
where the e^ are independent identically distributed (0,a^) random 
variables. It is assumed that p(t) is related to another variable 
p(t) = «Q + , (1.3) 
where {X } . is a sequence of random variables. Tiien 
t t—X 
\ ° % Vl + «1 \ Vl + \ (1-4) 
. ?0 t = 0 , 
where h' " ° \ Vl ' 
3 
Given a realization {(Y^, X^); i = l,2,...,n} of n observations, 
let 0^=(8o,&^)' denote the least squares estimator of 8 = (a^, * . 
Let 
G = n 
~n 
-1 
\t.i 
. \ 
n n 
EX Z X? 
t=l 
and 
H = 
~n 
I ^ 
Z Y 
t=l t-1 
Z X Y 
t=l 
n 
t t-1 
Z 
t=l t t-1 
We shall consider three different kinds of sequences {X^}, for 
which the least squares regression estimator of 0 = (a^, a^)' pro­
vides a consistent estimator of a and the limiting distribution of the 
properly normalized is normal. The three different kinds of 
sequences {X^} are given below. 
Let model (1.4) hold with {X^} a fixed sequence. Under normality 
of {e }, 6 is shown to be the maximum likelihood estimator of 0. 
t -n 
Under the assumptions that {e^} is a sequence of independent identi­
cally distributed (0,a^) random variables and that G^ converges to a 
nonsingular matrix, 0^ is a consistent estimator of 0 and the limiting 
distribution of the suitably normalized 0 is normal. We consider the 
-n 
4 
properties of 6^ and of a^= n ^ 
Let model (1.4) hold with {X^} a sequence of random variables. 
Assume {X^} to be independent of {e^}. Under the assumptions that 
{e^} is a sequence of independent (0,a^) random variables with bound­
ed fourth moments and that converges in probability to a nonsingu-
lar matrix, 6^ is a consistent estimator for 0. The limiting distri­
bution of the suitably normalized 6^ is normal, when {e^} is a se­
quence of independent identically distributed (0,a^) random variables 
with finite fourth moments 
n-max(h ,o..,h ) _ 
andEt^i > »h,.h, h for all h. >0, 
1 1 z m 
X 19 • jiu • 
Let model (1.4) hold with being independent of for 
all t. Now the X^ may be functions of lagged values of the dependent 
variable. Under the assumptions that {e^} is a sequence of indepen­
dent (0,0%) random variables and that |n ^ = 0^(1), 9^ is a con­
sistent estimator of 9. If {e^} is a sequence of independent iden­
tically distributed (0,a^) random variables with finite fourth moments 
-1 
and if n converges in probability to a nonsingular matrix, then 
n^(9^ - 9) has a limiting multivariate normal distribution. If the 
X^ are functions of lagged values of the dependent variable and of fixed 
variables, then the above results hold with {e^} a sequence of inde­
pendent identically distributed (0,a^) random variables. 
For all the cases the usual regression tests and confidence in­
5 
tervals concerning 0 are applicable in large samples. 
Literature Review 
The majority of the time series literature is concerned with 
stationary time series. Models for time series with parameters that 
vary over time have received modest attention in the literature. Re­
cently, there has been an increased interest in deterministic and sto­
chastic models of parameter variation. Authors who have suggested 
models in which the coefficients vary across observations or who have 
studied such models include Klein (1953), Theil (1954), Quandt (1958), 
Kalman (1960), Lee (1964), Priestley (1965), Rao (1965), Nerlove 
(1965), McGee and Carleton (1970), Farley and Hinich (1970), Young 
(1970), Rosenberg (1973), Swamy (1973), Cooley and Prescott (1973), 
Belsley (1973), Ozaki and Oda (1976), Uri (1977), Bennett (1977), 
Pagano (1978) and Jones (1978). A survey of such models has been 
given by Rosenberg (1973) and Swamy (1973). 
The three main models for the time varying parameter problem are; 
(A) Random-coefficient models 
(B) Systematic variation models 
(C) Kalman-filter models. 
Our main consideration will oe of systematic variation models. 
In random-coefficient models, some or all of the parameters are 
stochastic. The random-coefficient model is 
= x; 6% + C; , (1.5) 
6 
where X is a k-vector observation at time "t" and g is a k-variate 
~t ~t 
stochastic function of time. 
The history of this notion extends back at least to the work by 
H. Rubin (1950) in the Cowles Commission Monograph. C. R. Rao (1965) 
derived the principal results for random coefficients in the standard 
linear regression problem. Rosenberg (1973) and Swamy (1973) is a sur­
vey of such models. 
Kalman techniques arise when one attempts to find an optimal 
(least mean squared error) estimator for g in 
~t 
\ - x; (1.6) 
and 
St+I = 6 St + "t ' (1-7) 
where u^ is some appropriately specified stochastic process and A is 
a matrix of constants. The problem is quite closely related to linear 
regression. Kalman (1960) introduced the Kalman-filter model into the 
engineering literature. Duncan and Horn (1972) give a discussion from 
a statistical point of view. 
In systematic variation models the parameters vary systematically 
as functions of exogenous variables or of lagged values of the depen­
dent variable. The varying parameter regression model is 
Y = Z 3,. X + e t = 1,2,..., (1.8) 
7 
where the are fixed for all i = 1 
A varying parameter difference equation is 
Y = Z a Y + e t = 1,2,... . (1.9) 
i=l 
We can combine (1.8) and (1.9) to obtain 
q P 
Y^ = Z + Z Y^ . + e^ t = 1,2,... (1.10) 
t i=i It It It t-i t 
= ^it ^it + \ 
where the may be fixed variables or lagged values of the dependent 
variable. Y^ of (1.10) is said to satisfy a varying parameter sto­
chastic difference equation. 
In systematic parameter variation, the individual parameter may 
be written as 
Y^t = "it> • 
where n. specifies a parameter of the functional form determining y 
1 It 
as a function of observable variables The variables may be 
the regressors themselves, or may be other random variables which 
describe other characteristics. 
For the model (1.8), when the parameter variation is systematic, 
the regression problem is a (possibly nonlinear) regression of Y^ on 
X- and W. to estimate the parameter n.. 
It It 1 
8 
Quandt (1958) suggested a systematic parameter variation model 
in which, at some time period T, the linear model assumed to gener­
ate the observed data changes. Quandt's model is 
gl + "it t 1 T 
?t = 2t *2 + "2t t > T ' 
where the u^^ are normal independent CO,a^) random variables and the 
are fixed variables. Quandt's work was continued later by McGee 
and Carleton (1970), Farley and Hinich (1970), and Belsley (1973) in the 
context of model (1.8). 
Ozaki and Oda (1977) suggested a nonlinear autoregressive type 
model 
\ \-2 \ ' 
where Q(Y ., Y ) is a real polynomial in "m" lags of the 
t—1 t—z t—m 
dependent variables and the e^ are normally distributed. 
Uri (1977) suggested the model 
where 
3(t) = YQ + + u^ 
and is a fixed variable. 
Pagano (1978) considered a periodic autoregressive model. A time 
series Y^ is said to be a periodic autoregression of period d and 
9 
order (p^, p^, •••, P^) if for all integers t, 
°t«> ''t-j - \ • 
where the e^ are uncorrelated random variables with zero means and 
E{e^} = 0% , 
't = °t+d 
Pt * n+d • 
and for all t. 
= Ot+j/j) j = 1,2,...,p^ . 
Define the component of the d-dimensional vector by 
t^j " Tj+d(t-l) • 
A time series is said to be a covariance stationary periodic autore-
gression if it is a periodic autoregression and, furthermore, the time 
series is covariance stationary. Define 
"k+dj Vdj ' ]-U 
where 
m = [n - max(k,v)/d] , for k = l,...,d, v = 0,1,...,nd-k-l. 
10 
For the covariance stationary normal periodic autoregression of period 
"d" and order (p^, p^, p^) Pagano showed that the 
k,. 
n (a^ - a^) k = 1,2,...,d 
have asymptotic normal distributions, where 
satisfies 
Pk 
R^(k, k-v) + E »%(:) R^(k-j, k-v) = 
for V = 0,1,...p^ and k = 1,2,...,d, where 6^^ is a Kronecker delta. 
Tong (1978) considered a threshold autoregressive model 
4"  ^ _ ?c.l + =( if %t-l < r 
where r is known, the e^ are independent normal CO,a^) random variables, 
the are exogenous random variables, |a{ <1 and [a'] <1. Under the 
additional regularity assumptions on {Y^}, Tong showed that the maximum 
likelihood estimators of a and a* have asymptotic normal distirbutions. 
11 
CHAPTER II. A VARYING PARAMETER STOCHASTIC DIFFERENCE EQUATION 
Let satisfy the stochastic difference equation 
Z 
Y^ = Z a. f.(Y^ . ,X^;t) + e t = 1,2,... (2.1) 
t  . - 1 1  t - 1  t  t  1=1 
= Yj. t = -P+1, -p+2, 0, 
where (Y Y p^2' » Y^)' is an initial vector of constants, 
{e^}™_^ is a sequence of independently distributed random variables 
with mean zero and variance f^^Y^ ^,X^;t) is a function of {Y^_g, 
^t k+1' ^ + P - 1, 1 ^ k^t} for i = 1,...,& and is a 
fixed sequence or a time series. If is a time series we 
assume e_ is independent of {X^ t for all t. Henceforth we t t-s+1 s=l 
will denote f.(Y ,X ;t) by f.(t). 
1 t—1 t 1 
We can also write the equation (2.1) in matrix form as 
Y^ = f(t) a + t = 1, 2 , . . .  (2.2) 
= Y^ t = -p+1, -p+2, ..., 0, 
where f(t) = [f^(t), ..., f^(t)] and 
a' = (a^, a^, a^) . 
We consider the estimation of the parameters of model (2.1) and 
obtain the limiting properties of the least squares estimators of the 
parameters. Given n observations, {(Y^, X^); j = l,...,n}, the usual 
least squares estimator of a will be 
12 
~n 
-1 
Z f'(t) f(t) 
t=l 
n 
Z f'Ct) Y 
t=l ~ : 
(2.3) 
where 
n 
Z f'(t) f(t) 
t=l 
z fKt) 
t=l ^ 
Z f (t) f (t) 
t=l 
n 
n n 
Z f (t) f (t) Z f2(t) 
t=l t=l 
n 
Z f,(t) f,(t) 
t=l ^ ^ 
n 
S f,Ct) f_(t) ... z f.ct) f (t) 
t=i ^ t=i 1 
Z f_(t) f.(t) 
t=l ^ ^ 
Z f|(t) 
t=l 
It follows that 
(2.4) 
~ ~ = Z f'(t) f(t)]~^ n ^ S f'(t) e , (2.5) 
t=l t=l 
where 
Z f'(t) e^ = 
t=l ~ ^ 
n 
n 
Z f?(C) e 
t=l ^ ^ 
Z f,(t) e 
t=l ^ ^ 
The following theorem considers the consistency of a^. 
13 
Theorem 2.1. Let model (2.1) hold with {e^}^_^ a sequence of 
independently distributed (0,a^) random variables. Let 
n \ -1 
s.' t ï'w f(t) 
U \ 
t £'(t) Y 
\t.l / 
and let 
E{f?(t)} < K (2.6) 
] -
for j = 1,...,& and for all t, where K is a real constant. Assume 
-, n -1 
|n"^ E f'(t) f (t)l = 0(1) . (2.7) 
t=l " P 
Then 
a - a = 0 (n ^ ). 
-n p 
Proof. We have 
0^ - a = [n"^ Z f'(t) f(t)] [n"^ I f (t) ej 
We know 
E{e^} = for all t 
and 
E{f|(t)} ^  K for all t . 
Again 
E{[f j (t) eJ2} = E{f2(t)} E{e2} < K , 
because fj(t) is a function of {Y^ ^; 1 ^  s ^  t + p - 1}, and, hence 
independent of e^. Now given any e > 0, let be a real number such 
14 
that > £ ^ K. By Chebyshev's inequality (see Chung (1974, p. 48)) 
E{|n-1 E f2(t)|} 
-1 . 1 , t=l 1 
P{|n ^ Z f|(t)1 > K^} < 
t=l - - \ 
< (K^)~^ K < e 
and 
-1 ^ 
^ , 1 Z f\(t) f^(t) \ } 
P{|n~^ Z f.(t) f.(t)I > K } < 
E{|n 1 . .' 
t=l ^ ^ 
t=l 1 
< (K^)"^" K < £ 
Therefore 
1 ^ 
n"-" Z f'(t) f(t) = 0 (1) . (2.8) 
t=l - ~ P 
Now 
-1 ^ 
E{n Z f.(t) e } = 0 for all i , 
t=l ^ c 
because f^(t) is a function of {Y^ ; l^s_^t+p-l, l£k<t}, and, 
hence, independent of e^. 
We have 
Var{n"-^ Z f.(t)e }=n Z Var{f. (t)e^} + Z Z Cov{f . (s)e_^ ,f. (t)e^} 
t=l 1 t Lt=l ^ ^ sft 1 s 1 tj 
For s < t 
Cov{f.(s)e , f.(t)e } = E{f.(s)e f.(t)} E{e } 
i s x t  i s x  t  
15 
because, for s < t, is independent of f^(t), f^(s), and e^ . 
Now 
and 
Var{f^(t) e^} = E{f|(t)} 
_T n ^ 
Var{n Z f.(t) e } = n Z E{f?(t)}a^ 
t=l It t=l 1 
Using (2.6), we obtain 
n 
n ^  Z E{f?(t)} < n~^ K . 
t=l 1 
Therefore 
n 
Var{n Z f.(t) e } = 0(n ) . (2.9) 
t=l ^ ^ 
Now by the Chebyshev's inequality 
-1 ^ 
plimjn Z f.(t) e ] = 0 . 
t=l ^ 
By (2.7) and (2.8) 
Ln"^ Z f'(t) f(t)]~^ = 0 (1) (2.10) 
t=l - P 
and it follows that 
plim(a - a) = 0 • (2.11) 
~n 
-1 ^ —1 
Because Var{n Z f.(t) e } = 0(n ) for all i , 
t=l ^ ^ 
(â^ - a) = Op(n ^) . 0 (2.12) 
16 
In obtaining the asymptotic normality of the least squares esti­
mator of a we shall use the following theorem which is a special case 
of Theorem 2 of Scott (1973). 
Theorem 2.2. (Scott) Let {Z : 1 < t < n; n > 1} denote a trian-
tn — — — 
gular array of random variables defined on the probability space 
{n, R, P}. Let 
S = 0 , n > 1 and let 
on — 
k 
S, = Z Z. 
kn tn 
for 1 ^  k n, n>_l. Assume for 1 ^  t ^ n, 
° a-G-' 
where ^ is the sigma field generated by S_ , S_ , ..., S, ^ k-l,n in Zn k-l,n 
Let 
Let 
and 
= Z 6? 
nn ]n 
s2 = E{S2 } 
nn nn 
(i) V2 s~^ ——> 1 
nn nn 
_o n 
(ii) s S E{Z? I(|Z. I > E s ) > 0 
nn jn ' jn' - nn 
for all £ > 0, where 1(C) is the indicator function for the 
17 
set C. 
Then 
s"^ S ——> N(0,1) . 
nn nn 
We will use the following lemma to prove Theorem 2.3. 
Lemma 2.2. If X and Y are two independent random variables such 
that E(X) and E(Y) exist then for any e > 0 
E{iXY| I(|XY1 > e)} 
< E(|Yj) E{|X| 1(1x1 > e^ ) + E(|xl) E{1y1 I(|y| > e^)} , 
where 1(C) is the indicator function for the set C. 
Proof. We see that if |XY| > e then either j x |  > or |y| > e^. 
Therefore 
P{ IXYl > e} < P{ }X| > eh + H |Y| > eS 
and 
E{|XY| I(|XY| > e)} < E{|XY| I(}x| > e^)} 
+ E{|XY| I(|Y| > e^)} 
= E{jY|}E{ | x |  I( | x |  > e^)} + E{ | x|}E{lY| I(|Y| > , 
where we have used the fact that X and Y are independent. 0^ 
Theorem 2.3 is the primary result for the stochastic difference 
equation. 
Theorem 2.3. Let model (2.1) hold with a sequence of 
independent and identically distributed (0,0^) random variables. Let 
18 
n n 
S = ( Z f'(t) f(t)) E f'(t) Y ) 
t=l ~ ~ t=l - ^ 
and let 
lf.(t)| < g (2.13) 
for j = l,.-.,£ and for all t, where g is Lebesgue square integrable 
(see Royden (1968, p. 79)). Let 
plim(n Z f'(t) f(t)) = F (2.14) 
t=l 
be a nonsingular matrix. Then 
n^ (â - a) ——> N(0, a^ ) . 
Proof. We have 
* tt-i. * 
n^(a - a) = n ( E f'(t) f(t)) ( I f'(t) e ) 
^ t=l t=l ^ 
-1 ^ n 
= (n Z f'(t) f(t)) (n ^ Z f'(t) e ) . 
t=l t=l 
Consider the linear cominbation 
n ^ C' Z f'(t) e^ = Z S. n ' Z f.(t)e. , 
- t=l - ^ i=l - t=l 1 t 
where 
Ç (^2» ^2' • • • » Sjg^) 
and the Ç. are arbitrary real numbers such that f 0 
X -
19 
We can write 
Ç- rc.j z„. 
where 
Z 
Z. = z g. n~^ f Ct) e , (2.15) 
tn 1 3- t 
^kn \n ' 
Because Y^, Y ..., Y_^^ are fixed, the sigma field 6^ generated 
by (Z^^, ..., Z^l is the aigma field generated by (e^, e^, ..., 
V-
Now 
= l^tn|8t-l.n> - W J, 5i n-^ f.ftl 
z , 
= 2 Ç. n"^ f (t) E{e } 
i=l 
= 0 , 
because f^(t) is a function of {Y^_g; 1 ^  s _< t+p-1}. We have 
20 
& _i 
6^ = E{Z^ 1® } = E{ E n f2(t) 
tn tn' t-l,r- i x t 
& & & 
= Z E? n 1 f?(t) E{e2} + E E Ç.f.;. n f.(t) f. (t) E{e2} 
1=1 1  ^ t ijy 1 J 1 J 
= { E Ç. n~^ f.(t)}2 gZ 
i=l ^ ^ 
Therefore 
V2 = E 6? = E { E Ç. n f.(t)}2 a^. (2.16) 
nn t=l 1=1 ^ ^ 
Now 
3^ = E{S2 } = E{( E )2} 
nn nn t=l tn 
n £ 
= E{ E [ E Ç. n"'^  f .(t>] ej 
t-1 1=1 ^ 
n n 2 , S- _ 
+  E  E [ E  g .  n " 2  f  ( s ^ [  E  5  n  =  f  ( t ) ]  e  e  }  
s#t 1=1 1 1=1 1 
Furthermore, for s < t 
21 
E{[Z 5, n % f (s)] [ Z Ç n"^ f (t)] e e } 
1=1 1 ^ 1=1 1 ^ ^ ^ 
9- z 
= E{[ s Ç. n"^ f. (s)] [ Z Ç n"^ f (t)] e }E{e } 
i=l 1 ^ 1=1 ^ 
= 0 , 
because, for s < t, is independent of f\(t), f\(s), and 
Therefore 
s2 = Z E{n \ Z Ç, f.(t)]2}E{ep 
t=l i=l 1 1 ^ 
 ^  ^ Z — p  ^
+ Z Z E{[ Z g. n 2 f (s)J L Z g, n ^  f. (t)J e e } 
sft 1=1 1 1=1 1 ^ ^ ^  
n _ 2 
= Z E{n [ Z Ç. f.Ct)!^} . (2.17) 
t=l 1=1 ^ 1 
From (2.16) 
n & n a Z 
v2 = Z E Ç? n f.(t)a2 + Z Z Z Ç.Ç. n f.(t) f.(t)o2 
t=l 1=1 ^ ^ t=l ifj i J ^ 
a T n z z n 
= Z {%- 2 f2(t)}a2 + Z Z S,S.{n z f (t) f (t)}a2. 
1=1 ^ t=l ifj 1 J t=l ^ 3 
Using (2.14) 
1 ^ 
plim n Z f2(t) = F.. >0 
t=l ^ 
and 
22 
-1 * 
plim n E f.(t) f.(t) = F.. , 
t=l ^ ^ ^ 
where the and F_ are the and elements of the 
matrix F respectively. Therefore 
& g. 
plim V2 = Z F.. pZ + Z Z g.g. F.. F Ç . 
nn 1 XI ] J 1] - - -
From (12.16) and (2.17) 
3*2 = E{V2 } . 
nn nn 
Applying the Le'besgue Convergence Theorem (See Royden (1968, p. 88)) 
lim = E{plim } 
n ^  n-v- ™ 
= I' F I ^ 0 , (2.18) 
where we have used assumptions (2.13^ and (2.14). Therefore 
V2 s~^ ——> 1 . 
nn nn 
Now 
t—jL 
t—J. 
where ô is a positive real number. 
Now 
"t. • h  ^
x=l 
23 
and 
= E{n I e| ICn '"[l ïiïjCt)]^  > S^ sJ^ )} 
i=l i=l 
-I ^ ^ 
= n E{[Z Ç f (t)]2 6% I([ I C .f . (t)!^ >^n )} 
• — 1 1 C # n 1 1 t HH 1=1 1=1 
2 £ 1 
<n^E{e2}E{[l g f.(t^2 I([ Z > n? 6 s _)} 
i_l 1 1 ^ ^  li" 
1 ^ k 
+ n"-^ E{[ Z Ç.f.(t)]2}E{e2 Ke^ > n% 6 s )} , (2.19) 
, 1 X t t — nn i=x 
where we have used Lemma 2.2. 
Using (2.13) 
- n S, i 1 
n"^  E E{[Z Ç.f.(t)]2i([z Ç.f.(t)]2 > 6 s )} 
t=l i=l ^ ^  i=l ^ ° 
< n"^  Z E{[( Z U i)g]2 I([( Z U I)g]2 > n^  6 s )} 
t=l i=l ^ i=l ^ 
= E{[ Z |g.|]2g2 I([ Z U 112 g2 > 6 s )} . (2.20) 
i=l i=l ^ 
Again, using (2.13) 
24 
n ^ 2 E{[z: Ç.f, (t)3^ E{e 2i(e 2 ^  5 s )} 
t=l i=l 1 1 ^ ^ 
< n~^ Z E{( Z |C.l)2 g2}E{e 2i(e 2 > g s )} 
t=l 1=1 1 ^ 
2 
z 
i=l 
Using (2.18) 
a , 
= E{( Z |ç^l)2 g^}E{e^ I(e^ ^  n ô s^^)} . (2.21) 
n^ 6 s > » as n ->• <» (2.22) 
nn 
and (2.20) and (2.21) converge to zero. Therefore, using (.2.18) and 
(2.22) 
n CO t=l 
and condition (ii) of Theorem 2.2 is satisfied. Therefore 
s~^ S —-—> N(0,1) . (2.23) 
nn nn 
Using (2.17) 
8% = z e{[z ç. n~^ f.(t)p}a2 
t=l i=l ^ ^ 
Z E{[n~^ V f'(t)]2} 
t=l 
n , 
Z E{n V f'(t) f(t) O 
t=l 
25 
1 ^ 
= E{n"^ V 2. f'Ct) f(t) p a2 
t=l 
n 
= Ç' E{n"^ Z f'(t) f(t)} Ç _ (2.24) 
t=l 
Applying the Lebesgue Convergence Theorem and using (2.13) and (2.14) 
1 ^ 
lim s2 = Ç' E{ lim n~ E f'(t) f(t)} % 0% 
n-^-oo ~ n-»-» t=l 
= G' F G *2 . (2.25) 
Also, by (2.14) 
plim[n ^ Z f'(t) f(t)] ^ = F ^ . (2.26) 
t=l 
From (2.23) and (2.25) 
n 
Ç' Z f'(t) e^ 
1 / s2 ' " ^ ~ ' t 
s-i s =/—a > «(0.1) . 
i» m \/ç. f ç „2 
Therefore 
[Ç' F Ç a2]"^ Ç' n~^ E f'(t) e N(0,1) 
~ ~ ~ t=l ~ 
and 
n~^ Z f'(t) e -^> N(0, F , (2.27) 
t=l 
because g was arbitrary. 
Now 
26 
n^(â - a) = F ^ n ^ Z f'(t) e 
~n ~ ~ . . - t 
+ ([n"^ E f'(t) f (t)] ^ S f'(t)e 
t=l ~ t=l 
= f"^ n"^ Z f'(t) e + o (1) , 
t=l ~ ^ P 
where we have used (2.10), (2.12), and (2.26). Because 
F"^ n~^ E f'(c) e -^> N(0, F"^ a^) , 
t=l ^ 
we have 
n^(a^ - a) —-—> N(0, F ^ o^) . ^ 
Theorem 2.3 justifies the use of the ordinary regression statis­
tics, in large samples, to perform tests on and to set confidence in­
tervals for the parameters of model (2.2) and to predict future obser­
vations for model (2.2). 
Let E{ 1 f^ (t) I ^ k* for j = 1,...,% and for all t, where k is 
a real constant. Using the result of Chung (1974, p. 48) 
E{|n"^ Z f?(t)l^}<n"^ Z E{|f2(t) |% 
t=l 1 ^ t=l ^ ^ 
^k* for all n . (2.27a) 
By the Cauchy-Schwarz inequality 
E{ I f. (t) (t) 1^} < E{ I f^(t) 1^1 f. (t) 1^} 
27 
< e{lf^(t) e{|f.(t)|2+y}% 
£ k* for all t. 
Again, using the result of Chung (1974, p. 48) 
E{|n"l Z f.(t) f.(t)|^}<k* for all n . (2.28) 
t=l 1 ^ ^ 
We will be using the following lemma to prove Theorem 2.4 and 2.5. 
Lemma 2.3. Let X be a random variable such that E{X^} < «> . 
Then 
00 
e{X^ I (1x1 1 u)} 1 u^ p[|xl i u] + 2 / X p[|xl > x] dx . 
Proof. Because E{X^} < <=°, 
u 
lim x^[f(x) - l] = lim x^ f(-x) = 0 . (2.29) 
x-»-oo x->oo 
Using integration by parts 
CO 
E{X2 1(1x1 ^u)} = / x^ dF(x) + / x^ dF(x) 
u 
oû —u 
= / x^ d[F(x) - l] + / x^ dF(x) 
u 
co 
= [x^ [F(x) - - / 2x [F(X) - l] dx 
u 
-u 
+ [jxp- F(x)]_2 - / 2x F(X) dx 
-.00 
00 
= U^ [l - F(u)] + U^ F(-U) + / 2x[l - F(x)]]dx 
u 
00 
t / 2(-y) F(-y) d(-y) , 
u 
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where we have used (2.29) . 
Therefore 
E{X^ I (1x1 > u)} = u^[l - F(u)'] + F(-u) 
OO CD 
+ / 2x [_1 - F(X)3 dx + / 2X F(-x)dx 
u u 
CO 
= P[|x| > u] + 2 / xP[]x| > x] dx . Q 
u 
In our proof of Theorem 2.3, we assumed the f^(t) to be uniformly 
bounded by a Lebesgue square integrable random variable. The result 
can also be obtained under the assumption that the f^(t) are func­
tions with bounded (2 + moments, where y > 0. In the following 
theorem we consider the moment assumption which may be easier to 
verify for some situations. 
Theorem 2.4. Let model (2.1) hold with {e^}^ ^ a sequence of t t=l 
independent identically distributed (0,o^) random variables. Let 
i = ( r f'(t) |(t))"^( £ f'(t) Y ) 
t-i t=i -
and let 
E{|F^(T)|2+Y} < R* C2.30) 
for i = 1,...,& and for all t, where y>0 and K* is a positive constant. 
Let 
-1 " plim[n" f'(t) f(t)] = F = ((Fij))^^^ 
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be a nonsingular matrix. Then 
n^(a - o) ———> N(0, F ^ a^) . 
Proof. The proof will be on the same line as that of Theorem 2.3. 
Using (2.16) and (2,17) 
I ^ n SL a n 
V2 = Z {Ç? n'-^ Z f?(t)}cr'- + Z Z g.S.{n"^ Z f.(t) f.(t)}o2 
i=l t=l ^ i^j ^ ^  t=l 1 ^ 
and 
i _ n la n 
s2 = Z I f2(t)}o2 + Z Z Ç.Ç. E{n Z f.(t)f.(t)>0^ . 
i=i ^ t=i ^ 1 : t=i ^ : 
By (2.30) and (2.27a) 
E{|n ^ Z f?(t)j-^^} _< k* for all n 
t=l ^ 
and hence, using the result of Chung (1974, p. 100) 
-1 
n Z f?(t) is unifo irmly integrable for all n . (2.31) 
t=l ^ 
Now, by Theorem 4.5.4 of Chung (1974, p. 97) and by (2.14) 
lim Z E{n ^ f^(t)} = E{plim n ^  Z ff(t)} 
n -> 00 t=l n ->• 00 t=l 
By (2.30) and (2.28) 
E{|n ^ Z f.(t) f.(t)|^^^^} £ k* for all n 
t=l 1 ^ 
30 
and hence, as above 
_i n 
n E f.(t) f.(t) is uniformly integrable for all a. (2.32) 
t=l ^ ^ 
Now, by Theorem 4.5.4 of Chung and by (2.14) 
n . , n 
lim Z E{n"-^ f.(t) f.(t)} = E{plim n Z f.(t) f.(t)} 
n ^  » t=l ^ n -> <» t=l ^ ^ 
= fij 
Therefore, using (2.14) 
a I z 
lim s2 = Z g. F.. o2 + Z E Ç.Ç. F.. (2.33) 
n -s- " i=l ^ i^i 1 J 
= plim = ç' F ^ (2.33) 
nn - - -N/ 
and 
v2 s~^ —-—> 1 
nn nn 
Thus, the condition (i) of Theorem 2.2 is satisfied 
31 
1 n'l EleZ} E{[ E I. IC[% E, f^Ctll^ i n*^ 5 s i} 
^ i=l 1 ^ x"1 ^ 
2 
+ n~^ E{[ r f j.(tl]^}E{e^ iCe^ ^ n^ 5 s^l) • 
i=l 
Now 
a 
PCl z ? f Ctii > U) < PC Z: i g f Ctit lui 
i=i  ^  ^ i=i 1  ^
& -1 
1 PC u £l?. f.Ct)| > u & ^}) 
i=i  ^  ^
ji 1 1 
1 ^  PC|f.(t)| > u A 
i=l  ^  ^
& 1 _i 
< I PClf.Ct)! lu s , (2.34) 
1=1 
where I = max 1Ç.| 
l<i<& 
Using Lemma 2.3 
Ei [ S g. iAtiy rcl z. f (til 1 jj=l  ^  ^ 1=1  ^  ^
1 fcl £i fictil > 
00  ^
+ 2 J X PCl Z g.. f. Ctl 1 2.x) dx 
nn 
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1=1 
"  &  - 1 - 1  
+ 2 / X L PCif. Ct) 1 £ Ç )dx , 
i=l 
nn 
where we have used (2.34). Therefore 
E{[ E g fi(t)p 1(1 I S f.(i:)l > n^ 6^ )} 
1=1 ^ ^ i=l 1 1 
* Sna PCJfiCt)! > r) 
1=1 
a » _-
+ 2 Z j X PC| f .(t) r 1 ^ x). dx , 
nn 
where we have used Fubini's theorem (see Royden (1968, p. 2691) and 
-1 -1 
r = 4 g . Thus, using (2,30) and the Chebyshev's inequality 
E{[ E Ç f Ct)]2 ICI Z S f (t)l > n^ 6^ s^ )} 
1=1 ^ ^ 1=1 ^ ^ ™ 
h. 
< n^ 6 s Z 
i=l Cn'' ë ri^-^ 
nn 
£ CO E{|f (t) r"l|2+Y} 
+ 2 e / x ^ dx 
nw 
nn 
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+ 2 e k* j 
nn 
nn nn 
-y/4 _ _ 
nn , o 0 wj. „~2-y -l,h ^  M \~Y 
"  " • ' * +  2  «  k *  r ' —  ï  ^ a '  « '  s - ^ )  
<a 
= n C* for all t , C2-35) 
where 
= * ^  ^  •  
®nn 
By (2.33) C* converges to a nonzero limit. Therefore, using 
(2.35) 
n"^  E E{[S Ç f-Ct)]^  1(1 X t. f  .Ct) l  > n^ 6^ )}  
t=l  i=l  ^ i=l  1  1  " 
< C* . (2.36) 
Thus, by (2.22), (2.33), and (2.36) 
lln s-^ ° ml^ ic|z„! i 6 S^l) = 0 
n -> <» t=l 
and condition (ii) of Theorem (2.2) is satisfied. Therefore 
s"^ S —NC0,1). C2.37) 
nn nn 
34 
From (2.24) 
1 ^ 
s2 = g' Eln'-^ 2 f'Ct) fCt)} 5 q2 . 
nn „ t=l " 
Using (2.24), (2.31), and (2.32). 
-1 ° 
lim = lim g' E{n g' Z f'Ct) fCf). g} 0% 
n -)- «» ^ " t"l 
1 ^ 
= I' E{ lim n E f'Ct) fCt)} g 
n 00 t=l 
= f' F I . (2.38) 
Using similar arguments as in Theorem 2.3 and by (2.371 and (2.38) 
n"^(a^ - e) ——> n(0, f"^^ o^l . q 
In our proofs of Theorem 2,3 and Theorem 2.4 we assumed the e^ to 
he independent identically distributed (£l,cf^) random variables. The 
results can also be obtained under the assumption that the e^ are inde­
pendent with bounded (2 + 8).^^ moments. The following theorem consid­
ers the e^ to be independent with bounded Ç2 + 3)^^ moments. 
Theorem 2.5. Let model C2,l) hold with {e^}^_^ a sequence of in­
dependent random variables with. 
E{|e^|2+G} < L* for all t, (2.3%) 
where 3 > Q and L* is a positive constant. Let 
-t " 
plim[n IL f*Ct). fCt)j - F 
t=l ~ 
35 
i)_ E{|f^(t)| < K* for i = and for all t, where 
he a nonaingular matrix. Assume one of the following conditions holds 
Y > 0 and K* is a positive constant, 
ii) |f^Ct)j < g for j = and for all t, where g is 
Lebesgue square integrahle. Then 
n^(ct - a) ^—> NC.Q, F ^ a^) . 
-n ~ ~ ~ 
Proof. Suppose either condition (i) or condition Cii) of Theorem 
2.5 holds. Then using the independence of the e^ with bounded C2+Sl^^ 
moments we can conclude 
y2 g-z p > 1 , 
nn nn 
where we have used C2.18) or (.2.33). Therefore the condition Cil of 
Theorem 2.2 is satisfied. 
Now we will show that the condition Cii) of Theorem 2,2 holds. 
Using (2.22) or (2.36) 
_i n il •2' 1 
n Z E{e2}E{[ E g f.Ct)]2 !(.[ Z g f.Ct)]2>n^ 5 s )} ^  0 
t=l ^ i=l ^ ^ i=l ^ ^ 
as n a> . 
Ey Lemma 2.3 
E(E2 I(|EJ > ^ 
+ 2 / x P(|e I ^ x) dx . 
nn 
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Now, using the Chebyshev's inequality and (2.39) 
E{e^ I(]e j > n^ 6^ s^)} < n^ 6 s 
Eds 
c as 0,% 6% 
7 e{|ej2+6j 
" ^ =nn 
< n-g/4 «-g/2 s-b/2 
— nn 
"r -1- S 
+ 2 L* / X "^dx 
-"'"si 
^^-s/4 ,-6/2 ,-8/2 l. + 2 
-6/4 ,-B/2 -g/2 , ^ -1 -g/4 r-g/2 _-6/2 
< [n-*/4 a-*/' s-*/^ + 2 g-^ n-*/4 5-*/' s:*'']!* 
— ^  nn 
= n-6/4 l* [5-3/2 g-6/2 ^  zg-l 5-g/2 
nn nn 
-6/4 
n ' L** for all t , 
where L** = e[6"^^^ + 23"^ 6 . Thus 
'- nn nn -' 
-1 E E{e2 I(e2 > n^ 6 s )} < n'^^^ L**. 
n t=l ^ t nn -
Now using (2.25) or (2.38) L** converges to a nonzero limit. Therefore 
_T n 2 
lim n ^ 2 E{[ Z Ç. f.(t)]2} E{e2 1(6% > n^ 6 s )} 
n + " t=l i=l 1 1 ^ ^ ^ 
= 0 
and the result follows. Q 
37 
CHAPTER III. A SPECIAL CASE OF THE VARYING PARAMETER 
STOCHASTIC DIFFERENCE EQUATION 
In this chapter we shall consider the estimation and hypothesis 
testing for a special case of the stochastic difference equation under 
a weaker set of assumptions. In this special case the functions f^(t) 
(defined in (2.1))are not bounded by a Lebesgue square integrable 
-1 ^ function. Furthermore, the matrix n E f'(t) f(t) (defined in 
t=l 
(2.4)) is not assumed to converge in probability to a nonsingular 
matrix. We shall also consider the maximum likelihood estimation in 
this chapter. 
Define the time series {Y^}^_Q by 
\ = P(t) + e^ t = 1,2,... 
= YQ t = 0 , (3.1) 
where Yq is an initial fixed constant and {e^}^_^ is a sequence of in­
dependently distributed random variables with mean zero and positive 
variance . 
Assume that p(t) is defined by 
p(t) = OQ + , (3.2) 
where ^ fixed sequence. 
Then 
Vi + \ 
~ "o ^ t-1 °1 ^ t ^t-1 ^  ^t t = 1,2,... (3.3) 
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and 
Yt - Yg t = 0 . 
We can write model (3.3) in the form of (2.1) as 
where f^(t) = ^ and fgCc) = ^ . 
We assume that 
|p(t)| < X < 1 (3.4) 
for all t. Condition (3.4) implies that 
n 
n p(t) > 0 as n , for all t . (3.5) 
t=0 
The difference equation (3.1) may be solved to obtain 
t—1 t—1 k—1 
Y = n p(t-j)Y + Z n p(t-j)e + e 
^ j=0 " k=l j=0 
t-1 
= £ (t)Y + E Ç (t)e , t = 1,2,..., (3.6) 
k=0 
where 
k—1 
Ç.(t) = n (a + a X ) k = l,2,...,t , 
^ j=0 
sgcc) = 1 . 
Model (3.3) can be written as 
\ = ?t 5 ®t ' (3-7) 
where 
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§ = («0» • 
We consider the least squares estimation of the parameters of model 
(3.7) and obtain the limiting properties of the least squares estima­
tors . 
Let 0^ denote the usual regression estimator. 
8 = Z X'Y^ , 
~n ~n ^ T~t t t=l 
(3.8) 
where 
H = Z X' X = 
~n ~t ~t 
4 
Jx 
1 
Then 
,-l 
n 
6  -  6  =  H "  E  X ' Y  -  6  
~n ~ ~n ^ - ~t t t=l 
= C s't ^ • 
t=l 
(3.9) 
where 
n 
Z Y . e 
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Because |p(t)| < X < 1 for all t, 
k-1 k-1 
Ç,(t) = I n p(t-j) I = 1 n (a_ + o.X )| < X , for all t. 
^ j=0 3=1 " ^ 
We have 
t-1 k-1 
vk^ + «t'" ^ 0 
° jn' v"0 + °a-1» g(et-k) + 5,(t) Y 
k=0 3=0 
= Yq t = 0,1,..., (3.10) 
because E{e^} =0 t = 1, 2 , . . .  .  
Now 
t—1 k—1 
Var(Y ) = E { n (a- + a X 
^ k=0 j=0 " ^ 
t-1 , 2k (say) 
< E X < Z X = M . (3.11) 
k=0 k=0 1-X^ 
We shall, for convenience, assume Yq = 0 and reserve until later a proof 
that the limiting properties of 8^ do not depend on yq. With y^ = 0 , 
' 2o • 
For i > j 
i-1 j-1 
E{Y Y } = E{[ I 5 (i) e _ ][ E ; (j) e ]) 
J k=0 1 * 2=0 ^ 
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k=0 
- ïo S-k») 
i-1 i 
£ Z X " X-' " a 
k=0 
i-k ^j-k ^2 
k=0 
< j e o2 
k=0 
= (1 - X2)"l x'^"^' o2 , (3.12) 
Equivalently, for h > 0, 
5t-h-k<'-w i—2 ' 
k=0 1-A^ 
We will use Theorem 3.1 and Theorem 3.2 to prove Theorem 3.3. 
Theorem 3.1. Let {X^}^ ^  be a sequence of independent identically 
distributed random variables. Let E{X,} = 0 and {c } . be a bounded 
1 n n=± 
sequence of real numbers. Then 
-1 
n Z c. X. > 0 a.e. 
j=l ^ J 
Proof. Define 
X^(w) if |x^(w) I j< n 
= ' 
if |x^(w) I > n . 
Now 
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E P{X 5^ Y } = Z P{ X I > n} 
. n n . ' n' 
n=l n=l 
= Z P{|X I > n} 
n=l 
< 00 
because {X^} are independent identically distributed random variables 
and E{|X^|} < « . Therefore {X^} and {Y^} are equivalent sequences (see 
Chung (1974, p. 107)) and hence {c^ X^} and {c^ Y^} are equivalent se­
quences . Also 
CO Var{c Y } » e{c^ Y^} <» EfY^} 
E < z ÎL-iL. <m2 Z —S- , 
n=l n^ n=l n^ n=l n^ 
where 
Now 
|c 1 < M, for all n . 
' n' — 1 
== e{y2} « 
m2 I — = Z n / dF(x) 
n=l n^ n=l IxI<n 
= Z n ^ Z 
n=l 3=1 j-l< 
dF(x) 
X <j 
= m2 
^ ^ ( j=l 
-7  
x^ dF(x) ( Z n ) 
xllj n=j 
< m2[ Z j 
j=l j-l< x l < j  
|xl dF(x) (j)J , 
where we have used 
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-2 -1 
Z n £ C 3 
n=j 
for some constant C and all j > 1. Therefore 
eo E{Y2} 00 
Z — < C M2 S 
n=l n^ j=l j-l< 
Ixl dF(x) 
xl^ 
= C M2 E{|X^1} < » 
Using Theorem 5.4.1 of Chung (1974, p. 124) 
-1 ^ 
n ^ E Tc. Y. - c. E{Y.}] > 0 
j = lL  3  3  3  ]  
a.e. 
Clearly 
and 
E{Y } > E{X. } = 0 as n -> 
n 1 
c E{Y } > 0 as n oo 
n n 
Therefore 
n 1 Z c. E{Y.} > 0 
j=l : ^ 
and consequently 
n ^ Z c. Y. > 0 
j=l ] : 
a.e. 
By the convergence equivalence of {c Y } and {c X } we have 
n n n n 
-1 
n E c.(X. - Y.) > 0 a.e. 
j=i : J J 
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and 
n~^ Z c. X. > 0 a.e. D 
j=l ^ ^ 
Corollary 3.1. Let be a sequence of independent identi­
cally distributed random variables. Let ElX,} = m and {c } be a 
1 n n—± 
•"1 n bounded sequence of real numbers such that lim n Z. , c, = c . 
Then 
-1 ^ 
n Z c. X. > m c a.e. 
j=l ^ ^ 
Proof. Using Theorem 3.1 for the sequence {(X^ ~ 1 obtain 
-1 " 
n Z c. (X. - m) > 0 a.e. 
j=l ^ ^ 
Also 
-1 ^ 
n Z c. m > m c . 
3=1 3 
Therefore 
-1 ^ 
n Z c, X. > m c a.e. 
j=i : : 
0 
Theorem 3.2. Let A and B be positive definite and positive semi-
definite matrices, respectively. Then 
|A + B| > |A| + |B| > }A| 
|A + Br^< [1A| + |Bi]"^ < lAf^ . 
Proof. Using Theorem 3 of Anderson (1958, p. 341), there exists a 
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nonsingular matrix F such that 
F'B F = diag(X , X ) 
- - - 1 p 
and 
F'A F = I , 
where X- > ... > X (> 0) are the roots of IB - X AI = 0. 
1 p 
Now 
|A + b | = |F|-2 If I |A+Bl |f| 
= IfI"^ IF'A F + F'B Ft 
= jF]"^ |I + diag(X^, .... Xp)j 
-0 P 
= j F1 n (1 + X.), where X. ^  0 . 
i=l ^ ^ 
Also 
1A|  +  1B! = |F | -2  iF' l  { |A|  + |B|}  1F|  
= 1?!"^ <1?'A F| + |F'B F|} 
= |F|"2 [l + n X ] . 
i=l 
P P 
Because II (l + X,)^l-{- n X , 
i=l ^ i=l 
|A + B| = |F|'2 n (1 + X ) > |A| + |B| = |F|-2 [i + n ^ ] 
i=l i=l 
and hence 
|A + B1 > |A| + |B| > |A| 
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and |A + B| ^  < [[Al + |b|J"^ 1 Ia| ^  . Q 
The following theorem considers the consistency of 9^ . 
Theorem 3.3. Let the model (3.3) hold with {e^}^_^ a sequence 
of independent identically distributed (0,a^) random variables. Let 
{X } - be a fixed sequence. Let 
t t—i. 
I ' \ ' t=l 
where H and X. are defined in (3.8) . 
~n ~t 
Assume 
lim n -1 
n 
n 
Z X. 
t=l 
n 
A"' 
n 
z xj 
t=l 
where |A| f 0 . Then 
<i„ - 9) = OpCn"^) 
Proof. We have 
= A (3.13) 
-1 
n 
6  -  6 =  H Z X. e^ , 
~n ~ ~n . - ~t ~t t=l 
-1 -1 -1 -1 ^ (n H/) ^ (n ^ Z X e ) , 
t=l t 
where 
47 
n 
n 
4 '^ '-1 
We have 
E{n ^ I Y e } = n"^ ° E{(% Î (t-1) e , )e } 
t=l ^ ^ ^ t=l k=l ^ t 1 JC t 
° Ji s ^<vi-. \> 
= 0 . (3.14) 
Now 
Jj, Vl V = [j^  \) + y 
For i > j 
Cov(Y._ie,. ?._ie.) = E{Y._^.. Y..^a,} - E(Y^_^..} EtY-.^e^} 
E{Y Y e ) E{e } - E{Y. ,} E{e.} E{Y. ,} Ete.) 1-1 j-1 ] 1 1-1 1 ]-l 3 
= 0 
Also 
Var(Y^-iet) = Var(Y^_^) Var (e^) 
t-1 . , 
= ( E Ç^(t-l) o2)o2 £ (l-A^) a 
k=0 
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and it follows that 
Var(n ^ Z Y e ) < n"^ (l-A^)"^ = 0(n"^) . (3.15) 
t=l ^ 
We have 
and 
n n , n 
E{n ^ Z X Y . e^} = n"-^ % E{Y^ , e^} = 0 
t=l ' " t=l ' c 
n 9 ^ 
Var(n"-^ Z X Y e ) = n~^ [ Z xJVar(Y e ) 
t=l ^ ^ t=l c X t 
n 
+ Vj Tj.l ^ j)] 
„ n t-1 , 
= n Z Xl Z ç2(t-l) a 
t=l k=0 
< n"^  —— = 0(n~^ ) , (3.15) 
1-x2 
where 
1x^1 < L for all t. (3.17) 
( B e c a u s e  | +  a^ X ^ |  <  X  <  1  f o r  a l l  t  t h e r e  e x i s t s  L  >  0  s u c h  t h a t  
|x^| < L for all t.) 
Therefore 
1 ^ 1 
n Z X' e^  = 0 (tT^) . (3.18) 
t=l ' P 
Now, using (3.11) and (3.17) 
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1 * 
E{n Z } < M 
t=l -
for all n , 
n 
E{n"^ I , ) < L M for all n 
t=l c -
and 
1 * 
E{n I Xj £ l2 M for all n . 
t=l ^ 
-1 -1 
Therefore, given e > 0 there exists > e M, Mg > E L M and 
Mg > E ^ M such that 
, n e{|n-1 ? y2_j} 
f(|*" A % 
< g , 
-1 ^ „ „0 I _ » 1 , t=l 
p{|n- c x; y:_il > 1 m, 
t—i / 
< E 
and 
P{|n -1 
n 
e 
t=l 
e{ln -1 
?:_ii i 
î x2y2 |} 
t=l 
< g , 
where we have used the Chebyshev inequality. Therefore 
n"^ H =0 (1) . (3.19) 
~n p 
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Now 
n~^ H 
-n 
= n -1 
n 
4 
n 
Z X Y 
t=l t t-1 
n 
Z X. Y2 
t=l t t-1 
1 
where 
n 
(t-1) ft-l)\ 
\ "(Lift "à-rfll 
-1 
+ n E 2Y 
t=l t-2 
^ tt-l)^t-l P(t-l)®t-l ^tj 
^(t-l)®t-l \ tt-l)^t-l ^t 
n 
Z e 
t=l t-1 
+ n 
-1 
n 
t=l 't-1 t 
4 
n 
Z , X Z 
t=] t-1 t 
A + B + C , 
*^ 11 ~n 
(3.20) 
A = 
1 " 
n 
B 
~n 
= n Z 2Y 
t=l t-2 
/ p-(t-l) p2(t-l) X^ 
^p^(t-l)X^ p2(t-l) X^ 
^p(t-l) p(t-l)e^_^xA 
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/° 
t=l t-x 
C = n"^ 
-n \ n 
tfi ji 
Now we will show 
C > A a.e. 
~n 
We have 
n 
E{C } = n 
•^n 
t=x 
Z E{e2 
n 
= n ^ 
n 
a ""t 
/ n 
Z 
t=l 
\ 
n I 
t=l C 
n n o 1 
I 
t=l 
t ' t-1' 
Therefore, using (3.13) 
lim E{C } = A 0% 
-11 n oo 
Now {X^} is a bounded sequence. Therefore, using Corollary 3.1 
and (3.13) we have 
C > A a'^  a.e. 
~n 
(3.21) 
because {e^} is a sequence of independent identically distributed ran-
52 
doîu 
Now 
E{B } = 0 
~n 
Also, using (3.4), (3.11), and (3.17) 
Var{n"^ Z 2Y .p(t-l)e^ ^} < 4 X2 n"^(l - X^)"^ 
t=l ~ 
= 0(n ^) , 
-1 " -1 
Var{n Z 2Y -p(t-l)e = 0(n ) 
t=l ^ 
and 
1 ^ 1 
Var{n"-^ Z 2Y^ -p(t-l)e^ , X^} = 0(n ^) . 
t=l t 
Therefore 
B = 0 (n~^) . (3.22) 
-n p 
Observe that A + B is positive semidefinite for all n and there 
~n ~n 
exists a real positive number such that is positive definite for 
all n > NQ, where we have used (3.21). Then, for n > NQ 
|n-"H_|-l = lA^ + B^ + C 1 ^ i[1A^ + B^1 + jC 0"^ < IC -1 > 
-n' ' n n n' — *n n' ' — ' n' 
where we have used Theorem 3.2. Therefore, given 6 > 0, there exists 
M. such that for all n>BL 
0 0 
p{in~^ h > m.} < p{JC > m-} < 6 . (3.23) 
• ~n ' 0 — ' n ' 0 
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Therefore 
ln"\r^ = Op(l) , (3.24) 
and, using (3.18), (3.19), and (3.24), 
(§n - 8) = 0 (n"^) . (3.25)0 
The following theorem considers the maximum likelihood estimator 
of 6 and the maximum likelihood estimator of a^. 
Theorem 3.4. Let model (3.3) hold with {e^}^_^ a sequence of in­
dependent and identically distributed (0,a^) random variables. Let 
{X } - be a fixed sequence. Suppose that we observe Y for t ~ 
t t—J. U 
0,1,...,n and that is fixed. Under normality of the sequence {e^}, 
the least squares estimator of 0 = (ctQ,a^) ' is the maximum likelihood 
estimator of 6 and 
52 = i Yc.i): (3.26) 
is the maximum likelihood estimator cf a^, where 0^ = (a^jO^) is the 
least squares estimator of 0. 
Proof. From (3.3) 
^t *0 ^ t-1 * *1 ^ t ^t-1 * ^t ^ 1'^'" 
= ?0 
Define e = (e^, e^, ..., e^)'. Then e has probability density 
function 
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f(e) = (2170^) exp{ — e'e} 
2a 
The transformation 
e = T Y + R , 
where 
Y = (Y^, Y^, •••, V' ' 
T = 
1 
-0(2) 
-P(3) 1 
-p(4) 
and 
-P(1)Y, 
-p(n-1) 1 
R = 
has unit Jacobian for fixed Yq. Therefore the inverse transformation 
also has unit Jacobian. The logarithm of the likelihood function is 
1 * 
L(a) = - ^  log(2ir a^) % (Y - p(t) Y 
^ 2a2 t=l 
= - f io8(2* 0^) - ^ (^t " "o^t-1 " *l*t?t-l)^ * 
2 a t = x  
The likelihood estimator is therefore the least squares esti­
mator a obtained by regressing Y^ on Y^_^,X^Y^_^ for t = l,2,...,n. 
It also follows that the maximum likelihood estimator of is 
° - °o\-i - °AVi>' • 
We note that no^ is the residual sum of squares obtained in the above 
regression and that these results do not depend on oi the vector of the 
parameters. ^ 
In obtaining the asymptotic normality of the least squares estima­
tor of 6 we shall use Theorem 2.2 and Theorem 3.5. 
Theorem 3.5. Let model (3.3) and the associated assumptions hold. 
Let {e^}"_^ be a sequence of independent and identically distributed 
(O.a^) random variables. Let H be defined by (3.8). Then 
~n 
n~^[H - E{H }] ^ > 0 . 
"--n ~n 
Proof. Consider 
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?t_i - [p(t-i) \-2 + 
- P = (C-1) ^ 1-2 + 2p(t-l) Y;_2 e_._j + e|_i 
= p2(t-l) p2(t-2) y2_j + 2[p(t-l) Y^_2 e^-l + 't-l "t-l 
Vs V2> ®t-2 • 
Repeating the same procedure N times we obtain 
= e2 ^ + p2(t-l) e2_2 + p^(t-l) p2(t-2) e^^ + ... 
+ p^(t-l) p2(t-2) ... p^(t-N+1) e2_Q 
+ p2(t-l) p2(t-2) ... p2(t-N) 
+ 2[p(t-l) Y^_2 + p2(t-l) p(t-2) ¥^,3 e^, 
+ ...+p2(t-l) p2(t-2) ... p2(t-N) p(t-N-l) Yt-N+1 Vn^ 
N-l k N 
= e2_ + E I p2(t-l) ej + n p2(t-i) y2 
^ ^ k=l i=l i=l 
+ 2[p(t-l) Y^_2 e^_^ + p2(t-l) p(t-2) Y^_2 e^g + ••• 
n ^ 
+ n p2(t-i) p(t-N-l) Y^_^^ e^_^] , (3.27) 
i=l 
where the terms having negative subscripts are interpreted as zeros. 
Now, for any fixed N 
-1 
n 
2n - S  [ p(t-l) Y^_2 + p 2(t-l) p(t-2) e^_2 + 
t=l 
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+ p2(t-l) p2(t-2) ... p2(t-N) p(t-N-l) 
= 0 (n"^) , (3.28) 
P 
where we have used (3.18). Therefore, given ti > 0 and 6 > 0 there 
exists such that 
1 * 
P{|2n"^ Z [p(t-l) Y^_2 e^ ^ + p2(t-l) p(t-2) \-2'^ '' 
t=l 
n 
+ n p2(t-i) p(t-N+l) Vn^' ^ 
i=l 
< 5/3 for all n > . (3.29) 
Using Theorem 3.1 and (3.4) 
n k 
n~ Z n p2(t-i)(e2_, ^ - a^) > 0 a.e. 
t=l i=l 
for all k, because 
k 
Obviously 
n  p 2(t-i) < for all t . 
i=l 
- .2 n Z er - > 0 a.e. . 
t-i 
Thus, given n > 0 and 6 > 0 there exists such that 
n N-1 k 
P{|n Z r+ Z H p2(t-i)(e^ v i ~ o^)]| > n/3} 
t=l ^ k=l i=l 
<6/3 for all n > (3.30) 
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Let 
]=1 
Using (3.11) 
E{Y^} < M for all t . 
Given any n > 0 and 5 > 0 there exists such that 
^3 n 
n p2(t-j) < (x2) < (9M) Ô n 
j=i 
and 
P{sup I > n/3} < P {C9M)"1 g ^ > ti/3} 
1 (3M)"^ 6 E{Y2_Q_^} < 6/3 . 
Therefore 
1 * P{|n"^ z z „ 1 > n/3} < p{sup |z I > n/3} > 5/3 . (3.31) 
t=l ^^3 t 3 
From (3.27) 
N-1 k N 
E{Y^_l} = o^[l + Z n p2(t-i)] + n p2(t-i) E{Y2_^_^} 
k=l i=l i=l 
Let N* = Max{N^, N^, N^} . Now 
p{|n"l e [y2 - e{y2 }][ > n} 
t=l 
-1 " r 
1 P{|2n ^ E Lp(t-l)Yj._2 + p2(t-l) p(t-2) 
t=l 
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N* 
+ ... + n p2(t-i) p(t-N*+l)e^_.^^]i > n/3} 
+ P{|n^ Z [e2 _a2+ S ïï p2(t-l) (ej - a^)] | > TI/3} 
t=l k=l i=l 
+ P{|n-1 Z > n/3} 
t=l 
+ + = 6 for ail n > N* , 
where we have used lemma 5.1.2 of Fuller (1976, p. 182), (3.29), (3.30), 
and (3.31). 
Therefore 
, n n 
n S [Y2 - Z E{Yg_ }] > 0 . (3.32) 
t=l ^ t=l ^ 
Now 
vti = \ <-i + X \ 
k=l 1=1 
+ n p2(t-J) + 2X^[p(t-l) Y;_2 
j=1 
N 
+ p2 (t-1) p (t-2) e^_2 +...+ n p2 (t-i) p (t-N-1) 
i=l 
n N*-l k 
i=l 
^t-N-1 ^t-N^ * 
By (3.17) 
|X^| < L for all t. 
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Thus, using similar arguments 
n 
and 
n"^ (x2 y2_^ - x2 e{y2_^})] —^> 0 
n 
Therefore, using (3.24) 
n~^ [H - E{H }] L-n -n -> 0 . 0 
Theorem 3.6. Let model (3.3) and the associated assumptions hold. 
Let be a sequence of independent and identically distributed 
(0,a^) random variables. Let be a fixed sequence. Let 
n 
where = (Y^ X Y^ ,) and H = Z X^'X^ . 
~t " t-1' t t-1 
Assume 
n t=l •t ~t 
lim n 
n ->• oo 
-1 
n 
J/' 
\ 
= 6 , 
where |A[ ^ 0 . Then 
(0 - 8) > N(0, I GZ) 
~n ~n ~ ~ ~ 
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where is the symmetric positive definite square root of (see 
Bellman (1960, p. 92)). 
Proof. For n sufficiently large H is nonsingular with prob-
~n 
ability one by (3.24). We have 
H^(6 - 6) = K~^ Z X' e^ 
~n ~n - ~n ~t t 
+ n^[E{H }]"^s n"^ Ï X' e 
^ t=l c c 
= n^[E{H }1"^ n"^ Z X' e + o (1) , (3.33) 
-n -• ^ _ -t t p t=l 
because, by Theorem 3.5, (3.18), and (3.24) 
n^(h^ - [e{h^}]"s -^> 0 
and 
_i n 
n ^  E X' e: = 0 (1) . 
t=x P 
Consider the linear combination 
n n 
H X' = I 
t=l t=l 
f Ce{h„j]"^ IX % - I ^tn • 
where = (ip,, ip^) is a vector of artibrary real numbers such that 
fv 4 0, e^., and 
is the (ij)^^ element of . We can write 
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^tn ^tn ^  ^t-1 ®t ' 
where 
«t. = + »2 + 4^')] • 
Observe that by (3.11) and (3.17), is a fixed triangular ar­
ray and is bounded for all t and n. Let 
|g 1< L for all t and n . (3.34) 
' tn'— g 
In our present problem the ^ ^  of Theorem 3.6 is the sigma field 
generated by (Z^^, % %) • Because is fixed, the sigma 
field generated by (Z , Z , ..., Z ) is the sigma field generated in texx 
by (e^, ' **** ^t~l^' 
Now for 1 ^  t ^ n 
_ -h 
and 
Let 
^'^tnlvl.n' = 4. ^t-1 
' j, In = 1-1 ' 
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Now 
S = 2 
nn tn 
n n n 
E{S2 } = E E{Z2 } + Z Z E{Z^ Z } 
^ t=l t f s 
Now for t < s , 
b(:tn zts) = %{(* sta &;)(* g,, e,)} 
-1 
= gtn ^t-1 \ ^sn ^s-l> s{*s) 
= 0 . 
Therefore 
n 
e{s2 } = s2 = z e{z^ } 
nn nn tn 
 ^ -1 
= z n"-" g2 e{y2 } a2 
t»i " 
Consider 
"L ' /, 4. 
"c—i. 
and 
n 
4 /, 4n l—1 
Therefore 
t=i 
By (3.32) of Theorem 3.5 
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t=l 
Also 
for all t and n . 
tn g 
Therefore, using similar arguments as in the proof of Theorem 3.5 we 
conclude 
Thus 
-^> 0 , because 
s^ 
nn 
s^^ is a hounded sequence of positive real numbers and it follows that 
s~^ v2 ^ > 1 . 
nn nn 
Now 
t —1 
- in)) 
= C }, 4. ?:_! i i =^ )} > 
t—x 
where S is a positive real number. Also 
t—x 
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= n-l E{g2^ I(g2__ > n 5^ sZ,)} . 
Also by (3.4) 
•sr. - 5^(t) e < x'^l Vki - ^  _ i , (3.35) 
" k=0 k=0 k=0 
where e = e: , e_ ^ = e_ e. = e. and {e, is a collection 
t t t-1 t-1 11 K k=-« 
of identically and independently distributed random variables. There­
fore, using (3.34) 
r" .J 00 
Because {e^}^__^ is a sequence of identically distributed random vari­
ables , 
t—j. 
<n-^ ? e{1.2[ z x''15 |pa2iaj[l e 
L=1 ® k=0 ^ ^ ^  ^ ^ k=0 ^ 
> n 6^ 8^ )} 
nn 
. e{l|[î ,2 i(l2[ : xk|;_^j]2 s^)} , 
® k=0 ® k=0 
where 
= E{U I(U > n gZ s2 )} , 
— nn 
U = L2[Z |]2 e2 . 
2 k=0 1 
Note that U is Lebesgue integrable (see Royden (1968, p. 79)). Now 
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= 
nn 
= E{S2 } = E{(IP' [E{H }J  ^ Z X' e )(y' [E{H Z X' e )'} 
nn ~ ~n -• -t t ~ ~n t 
= r e{[ z_ x, s;]' 
t=i t=i 
v i s -  ?  
t=i t=i 
-k 
= Y' [E{H }] E{H } CT2 [E{H }]"^ 
-s'il *-11 *>-11 -
= ip'ij? 0^ . (3.36) 
Therefore 
T n 
n Z E{U I(U > n )} 
t=l 
= E{U I(U ^  n 6^ y'y)} > 0 as n , (3.37) 
because U is Lebesgue integrable. 
Using (3.36) and (3.37) 
\ ' « =nn» 
t—X 
-1 ^  
_< (a^ ip tp) Z E{ I ( 1Z 1 > 5 s )} > 0 as n -»• = . 
^ ^ xàxx 
It follows that condition (ii) of Theorem 2.2 is satisfied. Therefore 
<n :.n —' "<0,1) . 
Therefore 
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— —> N(0,1). 
ip ip 
The conclusion follows because 4> was arbitrary. 
Observe that the limiting distribution of Hn^(9_ - 9) does not de­
pend on the sequence {X^}. In our proof of Theorem 3.6 we assumed the 
e^ to be independent and identically distributed (0,a^) random variables. 
The result can also be obtained under the assumption that the e^ are 
independnet (0,a^) random variables with bounded fourth moments. 
Theorem 3.6 justified the use of ordinary regression statistics, 
in large samples, to perform tests and set confidence intervals for 
the parameters of model (3.3) and to predict future observations for 
model (3.3). 
Theorem 3.7. Under the assumptions of Theorem 3.5 the limiting 
distribution of Hn^(0 - 9) and the result of Theorem 3.3 do not depend 
~ ~n ~ 
on the initial constant Yq. 
Proof. Define be 
= «cf:-! + t - I'Z 
= 0 t = 0 
and Y^_^ + e^ t = 1,2,..., 
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We know 
\ = St(t) ^ 0 + j], Vk ' = O'l'Z 
where 
Also 
çqco) = 1 . 
t-1 
Y* = Z Ç (t) e t = 0,1,2, 
k=0 ^ 
Therefore 
Yt = Ç^(t) Yg + Y* t = 0,1,.. 
Thus 
n n 
Now 
° ^0 + •'tJ' 
n n 
E{ Z Ç (t-1) Y* } = Z E (t-1) E{Y* T} = 0 
t=i t-1 t-1 t-1 t-1 
and 
n n n n 
Var{ Z E (t-1) Y* }= Z  ç2 (t-1) Var{Y* } + Z Z £ (t-l)£ (s-1) 
t=l t=l tfs ® ^ 
c°v(?:_i, ?:_i) 
Z x2(t-1) __2l +11 xt-1 )s-1 
t=l 1-X^ tfs 1-X^ 
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1-X^ 1-X^ t=l s=l 1-X^ 
_ ^ + 2  I 
1-X2 1_a2 t=l 1-X2 
= 0(1) + 0(n) = 0(n) . 
Therefore 
Also 
Ç2 (t-1) < E ^ = 0(1) 
t-1 ~ ^ , ~ 1 \2 
n 
Pi ~t=l "i-a2 
We conclude 
and 
z y2 = z y*2 + 0 (n'^) 
t-1 t=i p 
t=i t=i 
and 
n n 
z x2 y2 = e x2 y*2 + 0 (n^) , 
t=l ^ t=l ^ P 
because |X^| < L for all t 
Again 
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Now 
and 
Hence 
and 
Also 
t=i t=i 
n 
= Z Y„ ?*_! e 
t=i t=L 
n 
E{ E E ^(t-1) e.} = 0 
t=l ^ 
n n 
Var{ S Ç (t-1) e } = Z %% ,(t-1) Var{e } 
t=l ^ ^ t=l -
< ? x2(t-1) ^ 2 
t=l 
= 0(1) . 
st-i(t-i) ^  = op(i) 
:=1 ° ^ • 
I Vt-1 ^  = i, Vt-1 't + °p(i) • 
c=l t=l 
because |x^ | ;< L for all t . 
The result therefore follows. 
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CHAPTER IV. SPECIAL CASE: AN INDEPENDENT TIME SERIES 
In this chapter we shall consider the estimation and the hypothe­
sis testing for the time series which satisfies model (3.1) with 
^ a sequence of random variables, where is independent 
r 1 Define the time series by 
= p(t) + e^ t = 1,2,... (4.1) 
= ïq ' = " ' 
where {e } ^ is a sequence of independent (0,0^) random variables and l t—x 
Yq is an initial fixed constant. Assume p(t) satisfies 
p(t) = X^ , (4.2) 
where is a sequence of random variables independent of 
{e^}^_^. We also assume that 
!p(t)| < X < 1 for all t. (4.3) 
Then 
" "o ?t-l + "lW-1 + \ ' = 1-2'-- • (4-4) 
- ï0 t = 0 . 
Model (4.1) can be written as 
Y. = X 0 + e , (4.5) 
Z ~ L 
where 
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?t • <\-i' \ \.i> 
e - (»q. . 
From (3.6) 
t-1 
\ = St(t) Yg + Z Ç^Ct) t = 1, 2 , . . .  . (4.6) 
k=0 
We consider the least squares estimation of 6. Let 0 denote the 
- ~n 
usual regression estimator of 6, 
L - K \ • »•'> 
t=l 
n 
where H = Z X' X . 
~n ~t ~t 
We shall, for convenience, assume = 0 and reserve until later 
a proof that the limiting properties of 6^ do not depend on Yq. With 
ï, = £ çv(t) e k • (4-8) 
k=0 
Now 
t—1 
E{Y.} = Z E{C (t)} E{e } 
^ k=0 ^ 
= 0 , (4.9) 
because {X^} is independent of {e^}. Furthermore 
t—1 
Var{Y^} = E{y2} = E E{ç2(t)} Efe^ } 
t t ^=0 k t-K 
+ 2 V^Y Z{Ç^(t) Ç^(t)} E{e^_^} 
t-1 t-1 -
= Z E{ç2(t)}02 < Z X 
k=0 k=0 
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1 „ (say) 
< (l-X^) o2 = M, (4.10) 
where we have used the independence of {X^} and {e^}. For i < j 
x^o-w o2 < xll"il(l-x2)-lo2.(4.11) 
k=0 
Equivalently, for h > 0 
We will use Theorem 4.1 to prove Theorem 4.2. 
Theorem 4.1. (Chow (1967, p. 601)) Let + Xg + ••• + \ 
be a martingale such that E{X^} = 0 for each n ^  1. Let 
» e{|%lj2*} 
A-r 
for a ^  1 . Then 
n ^ Y > 0 a.e. 
n 
Theorem 4.2 discusses the consistency of 0^ . 
Theorem 4.2. Let model (4.4) hold with {e^}__i a sequence of in-
———— l c—jl 
dependent (0,0^) random variables such that 
E{e^} < y, for all t. (4.12) 
t — 4 
Let {X^}._T be independent of {e } ^ . Let 
t C—JL t L—J. 
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ê = H"^ E X' , 
~n -n ~t t 
where H and are defined in (4.7). 
~n ~t 
Assume 
where 
n 
-1 
\ 
|G| f 0 . 
n 
n 
s x_ z xf 
t=l ^ t=l 
-> g , (4.13) 
Then 
(6 — 0) — 0 (n '^) . 
-n p 
Proof. We have 
n 
8 - 8 = (n"l h"^)"^ (n'I S X e ) 
~n ~ ~n t=l ^ t 
Now 
E{n"^  Z , e } 
t=l t 
= n"^ Z Z E{Ç (t-1)} E{e . , } E{e } 
t=l k=0 " 
n t-1 
= 0 , (4.14) 
because Y . is independent of e . Furthermore 
t-1 t 
1 ^ _o ^ 
Var{n l Y e } = n Z Var{Y ^ e } 
t=l ^ t=l 
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2 n n 
+ n~ i; Z Cov{Y^ , e , Y ^ e } 
tfs 1: s-1 s 
For t > s 
covcy,.! e^} - e(y^_^ y^., e(e^} 
= 0 
Also, by (4.10), 
Var{Y . e } = Var{Y ,} Var{e } 
t-1 t t-1 t 
< M , 
and it follows that 
—1 ^ —t —t 
Var{n 2 Y^e}<n Ma^=0(n ). (4.15) 
t=l " " 
Again 
_ n n 
E{n Z Y . e: } = n ^ Z E{X. Y^ ,} E{e^} = 0 (4.16) 
t=l ^ t=l ^ ^ 
and 
n n 
Var{n Z X Y^ ^ e^} = n [z Var{X^ Y^ ^ e } 
t=i ' "= t=i ' 
+ ee cov{x^ y^_^ e^, y;_i 2;}] 
tfs 
Now, for t > s 
Cov(X^ \.l \-l %) 
- e{xt y;_i ys_i e^> ete^} 
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- E{X^ .} E{e^} E{X Y A E{e } 
t t-1 t s S-1 s 
= 0 . 
Therefore 
n n 
Var{n Z X Y ^ e } = n I Var{X Yf } Var{e^ 
t=l ^ t=l ^ t 
£ n ^ M = 0(n . 
Thus, using (4.15) and (4.17) 
n Z X' e^ = 0 (n ^ ) . 
t-1 ^ P 
Using (3.15) 
a"' hn = op(l) " 
Let A , B and C be defined in (3.19). Then 
~ri -^n 
n~^ H = A + B + C . 
~n ~n ~n ~n 
We will show 
C —-—> G 0% 
-n 
Obviously 
-1 " E{n E (e^ . - a^)} = 0 
t=l ^ 
and, using independence 
n _9 " 
Var{n E (e^ - a^)} = n E Var{e2 ^} 
t-i t-i t-i 
£ n ^  y, = OCn , 
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where we have used (4.12). 
Therefore 
n ^ E (e^ - a^) = 0 (n '^) 
t=l P 
and, by strong law of large numbers 
1 ^ 
n E (e2_^ - a^) > 0 
t=l 
Consider 
a.e. 
L  — X  
Now 
E{X^(e^ T - a^)} = E{X^} E{e^ . - o^} = 0 for all t -
t t—1 t t—X 
We will show that is a martingale. 
Now 
n 
E{ZnlZi, Z^, ..., Z^_^} = E{ Z X^(e2_^ - Z^, ..., Z^_^} 
t=l 
n—1 
= z X («2 - a2) + E{X (e2 - a^)\z , Z Z } 
^ T t t-1 n n-i i Z n-1 t=l 
n—1 
E X^(e2 - a2) + E{E{X (e^ -G2)|z , Z , ...,Z , X } 
t t-1 n n-1 1 z n-x n t=l 
1^1' ^2' •••' ^ n-l^' 
where we have used Theorem 9.1.5 of Chung (1974, p. 304). Therefore 
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elz^izi, zg \-l' 
= + =<\ e{<.i - c2}|zi. ^ 2 vl' 
t=l 
n-1 
= s x (e2 - o2) . 
t=l ^ 
Also, for a = 1 
" e{|xk(e2_i - *2)1^"} " e{|x%j2} e{e^_^} 
k=l k=l k^ 
» l2 y 
< Z < « , (4.20) 
k=l k^ 
where we have used (4.12). Using Iheorem 4.1 and (4.20) 
-1 -1 ^ 
n Z = n Z X (e^ - a^) > 0 a.e. 
t=l ^ 
Again, by (4.13) 
-1 ^ p 
n z %: > g.o » 
t=l ^ ^ 
where is (1,2)^^ element of the matrix G. Therefore 
-1 * , -1 * ^ ^ 
n I X. ef _ = n ^ S 
t=i ' t=i " - - t=i 
Using the same arguments 
\ ®t-l s22 • 
t=l 
where g^g is the (2,2)^^ element of G. Thus 
C ^ > G 0% . (4.21) 
-n 
x^(e2_i-a2)+n ^  z x^ a2 —^> g^  ^ . 
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Again, using arguments similar to those used in the previous chap­
ter 
ln"^h = 0 (1) , (4.22) 
~n p 
where we have used (4.19) and (4.21). By (4.18) and (4.22) 
(9 - 0) = 0 (n"^) . (4.23) 
-n p 
0 
Theorem 4.3 will be used to prove Theorem 4.5. 
Theorem 4.3. Let the model (4.4) hold with {e^}^_^ a sequence of 
independent (0,a^) random variables such that 
E{e^} < y, for all t. 
t — 4 
Let {X } be independent of {e } __ and such that 
t t—X t t—J-
n-max(h-,...,h ) 
1 m 
for all h^ > G, h- > 0 h >0. Let H be defined by (4.7). Then 
X — 2. — m — -n 
n"^ [ H - E{H }] ^ > 0 . 
•- ~n ~n -• 
Proof. From (3.21) 
- =t-l + X <-k-l + ^t-N-1 (4.25) 
k=l 1=1 1=1 
+ 2 p(t-l) Y^_2 e^ ^ + p2(t-l) p(t-2) + ... 
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+ n p2(t_i) p(t-N-l) > 
1=1 
where the terms having negative subscripts are interpreted as zeros. 
Consider for fixed &, 
_T n & 
E{n Z n p2(t-i) p(t-A-l) e } 
t=l i=l u X, z t i 
= n E E{ n p2(t-i) p(t-£-l) Y } E{e } 
t=l i=l 
= 0 , 
because {X^} is independent of {e^} . Also 
n A 
Var{ Z n p2(t-i) p(t-£-l) Ye} 
t=l i=l t-A-1 
n X, 
= Z Var{ n p2(t-i) p(t-£-l) Y^_^_2 e^_2_^} 
t=l i=l 
n n X, 
+ E Z Cov{ n p2(t-i) p(t-&-l) Y „ e - , 
tfs i=l t-A-2 t-A-1 
SL 
n p2(s-i) p(s-«-l) Yg_2_2 . 
1=1 
For t > s 
& 2 
Cov{ n p2(t-i) p(t-A-l) Y^_^_2 n p^(s-i) p(s-A-l) Yg_^_2 
i=l i=l 
& a 
= E{ n p2(t-i) p(t-&-l) Y^_a_2 _n p2(s-i) p(s-A-l) Yg_a_2 Vz-l^ 
i=l i=l 
= 0 , (4.26) 
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because {X^} is independent of {e^}. 
Furthermore, by (4.10) 
a 
Var{ n p2(t-i) p(t-2-l) Y^_^_2 e^-Jl-l^ 
i=l 
= E{[ n p2(t-i)]2 p2(t-&-l) E{e2_^ _^ } 
i=l 
< M 02 . (4.27) 
Therefore, using (4.26) and (4.27) 
n I 
Var{n'-^ Z n pZ(t-i) p(t-£-l) Ye} 
t=l i=l ^ 
< n~^ j^2(2il+l) ^ g2 for & . (4.28) 
Thus, for any fixed N 
1 * 
2n"-^  Z [p(t-l) Y^ _2 e^ _i + p2(t-l) p (t-2) Y^  ^e^  ^+ 
t=l 
+ L^ct-i) p(t-N-l) Y e ] 
2=1 
= 0 (n~^) . (4.29) 
P 
Therefore, given n > 0 and 6 > 0 there exists such that 
1 " 
P{|2n"^ E [p(t-l) Y^_2 + p2(t-l) p(t-2) Y^_3 e^_2 + ... 
t=l 
N 
+ n p2(t-i) p(t-N-l) J I > n/3} 
i=l 
< 6/3 for all n > . (4.30) 
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Now 
Let, for a fixed k, 
n k 
r = Z n p2(t-i)(e2 , - - a^) 
" t=l i=l t-K-l 
g'fnlri' ^ 2 vl' 
n-1 k 
= E n p2(t-i)(e2 , - 0^) 
t=l i=l 
k 
+ e{ n p2(n-i)(e2_^_^ - a^) |r^, r^, ..., r^_^} 
i=l 
n-1 k 
= e n p2(t-i)(e2 - a^) 
t=l i=l 
k k 
+ E{E{ n (n-i) (e^ -a^) |r. , r_, ...,r ^, n p^ (n-i) } 
i=l a-k-l 1 2 n-1 
1=1' ^2' ^n-1^ 
n-1 k k 
= Z n p2(t-i)(e2 -a^)+E{ H p2(n-i)E{(e2 , ,-a^)} 
^ . t—K—± . . n-K—1 t=l i=l i=l 
1=1' ^ 2' "" ^n-l^ 
n-1 k 
= Z n p2(t-i)(e2 - a^) , 
t=l i=l 
where we have used Theorem 9.1.5 of Chung (1974, p. 304). Therefore r^ 
is a martingale and 
k k 
E{ n p2(t-i)(e2 ^ -cr^)} = E{ n p2(t-i)} Efe^ , , - 0%} = 0. 
i=l i=l 
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Now, for a = 1 
= e{| n p2(t-i)(e2 -
„ i=l 
1-hx 
8=1 S 
. E{| n p2(t-l)|2} 
< e 
s=l s 
< Z < CO , 
S=1 
where we have used (4.12). 
Thus, by Theorem 4.1 
-1 -1 a k 
2 
n r = n Z 11 p2(t-i)(e2 , , - o^) > 0 a.e. (4.31) 
^ t=l i=l t-k-1 
Let 
n k 
d, = n Z n p2(t-i) 
t=i i=i 
_1 ^ k 
= n Z n (a + a X .)2 . 
t=l i=l " ^ 
By assumption (4.24) d^ converges in probability. Let 
plim d^^ = d^ . (4.32) 
Also, by bounded convergence theorem 
Ixm E{d, } = E{plim d^ } = d, for all k. 
^ kn ^ kn k 
n ->• 00 n ->• ®o 
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Therefore, using (4.31) and (4.32) 
n Z n p2(t-i) e^ - E{ n p^(t-i)}a^]] 
t=l i=l i=l 
n k 
= n E 11 p2(t-i)(e2 , . -
t=l i=l 
- n k k 
+ n Z [ n p2(t-i) - E{ n p2(t-i)}]o2 > 0 
t=l i=l i=l 
Thus, given ti > 0 and 6 > 0 there exists such that 
. n N-1 k k 
P{|n E [e^ ~a^+ Z (II p^(t-i) - E{ n p2(t-i)}a2)Q 
t=l ^ k=l i=l c-K-i i=i 
> n/3} < 5/3 for all n > Ng - (4.33) 
Let 
j=1 3=1 
Given n > 0 and 6 > 0 there exists such that 
^3 n _ 
n p2(t-i) < (x2) ^ < (9M) 6n 
j=l 
and, using (4.10) 
PlSuplw^Q I > n/3} < P{(9M)"^ "^^-^t-N-l ^ 
1 (3M)"^ Ô E{Y2_Q_^} = 5/3 . 
Therefore 
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_i g 
P{|n E W 1 > n/3} < P{Sup|w 1 > n/3} < 6/3 . (4.34) 
t=l 3 t ^^^3 
From (4.25) 
N-1 k N 
E{y^ = a2[l + Z E{ n p2(t-i)}]+ E{ : p2(t-i)} E{yJ . 
k=l i=l i=l 
Let N* = Max{N^, N^, N^} . Consider 
p{|n"l z [yj - e{y2 }] 1 > n) 
t=l ^ 
< P{l2n-^ ? [p(t-l) Y^_2 + P^ft-l) p(t-2) e^_2 
t=l 
n* 
+ ... + n p2(t-i) p(t-N*+l) e J1 > n/3} 
i=l 
. n N*-l k 
+ P{|n E je^ -a^+ Z II p^(t-i) e^ 
t=l ^ -^ k=l i=l t-k-1 
N*-l k 
- Z E{ n p^(t-i)} a2] 1 >ti /3} 
k=l 1=1 
+ P{|n'^ Z W 1 > n/3} 
t=l 
< 6/3 + 6/3 +6/3=6 for all n > N* , 
where we have used Lemma 5.1.2 of Fuller (1976, p. 182), (4.30), (4.33), 
and (4.34). 
Therefore 
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n"^ [ I y2 _ z e{y2 }j  ^ > u . (4.35) 
t=l t=l 
Now 
|X^1 < L for all t. 
Thus, using similar arguments 
-1| " n~-^[l y2_^ - e{x^} e{y2_^}] > 0 
t=l 
and 
n~^[ z x2 y2 _ e{x2} efy^ }] ^ > 0 . 
t=l ^ ^ t-1 
Therefore 
n'^ph - e{h }]——> 0 . w 
—n -^n 
00 
Theorem 4.5. Let model (4.4) hold. Let be a sequence 
of independent identically distributed (0,cr^) random variables with 
finite fourth moments. Let {X^}^_^ be independent of {e^}^_^ and such 
that 
n-max(h ,h ,—,h ) 
-1 > ^ ^ ™ ® p 
t = 1 i=l 
for all h. >0, h„>0, ...,h >0. 
1 — 2 — m — 
Let 
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-1 ^ 
e = H Z x: , 
~n ~n ^ . -t t 
t—1 
n 
where Y^_^) and X' X^ . Then 
(6 - e) —^> N(0, I a2) , 
~n -n -
u 
where is the symmetric positive definite square root of H^. 
Proof. For n sufficiently large is nonsingular with probability 
one by (4.22). We have 
(â - a) = I X' e 
•**11 ^ •*'t t 
= n^{H"^ -CEI'H }]"^}n"^ Z X' e 
~n -n -t t 
+ N'^  [E{H }] Ï X: E 
t=l ' 
= 11^  [E{H I X' E + O (I) . 
-n . , ~t t p t=l 
because, by Theorem 4.3, (4.18), and (4.22) 
n\E~^  - [e{h^ }] "s -^ > 0 
and 
ÎC ^ 
n"^ 2 X' e^ = 0 (1) . 
t=i p 
Consider the linear combination 
ïTe{h^ )]-^  ? x; = ° z,. . 
t=l t=l 
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where ip' = is a vector of arbitrary real numbers such that 
f! * ^tn = K»!?' + "2 '-22''''] \-l S • 
h^j^) is the (i,j)^^ element of [e{H^}] ^ . We can write 
^tn = ^tn ?t-l ^  ' 
where 
4. = "2 + "2?')] • 
Observe that {g^^} is independent of {e^} and bounded for all t and n. 
Let 
Utnl-^'g for all t and n . 
In our present problem the ^ of Theorem 4.5 is the sigma field 
generated by (Z^^, ..., ^). Because fixed, the sigma field 
generated by (Z^^, ..., Z^_^ is the sigma field generated by 
(e^, e^, ..., e^_^, X^, X^, ..., ^). Now for 1 £ t £ n 
- \>l8t-l,n} 
= n"^  e{s,a?c_l ° " • 
where we have used Theorem 9.1.5 of Chung (1974, p. 304). Also 
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Let 
and let 
c - 'in = .v"' 1-1 3-j- ]--l 
n 
S = Z . 
nn tn 
Now 
n n n 
E(S2 } - £ E(Z2 } + Z Ï E{Z Z } . 
™ t=l t^s " 
Again for t < s , 
=(zt. ^ ts> ' ?s.l %» 
= ®tn \-l \ \-l» St:;) 
= 0 . 
Therefore 
etsz } = gz = z e{z2 } 
nn nn ^ T tn t=l 
n 
= Z n ^ E{g2 } E{y2 } CT2 , 
t=l 
Observe that the triangular array {g^^} can be written as 
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"in * "an * "3n ''t ' 
where 
and 
-in - " + 4^^]'  %(» • 
"2. = + 4;«] [h(^ ) + h<;4 = 0^ (1, 
"3n = " = 0^(1) . 
because n^ E{H } ^  = 0 (1) by (4.22). Note that the u. are fixed and 
~n p in 
uniformly bounded. Therefore any results for the zero convergence of 
simple sequences can also be applied for the triangular array 
Consider 
and 
s:n ?:_i - 2(8:n ?:_i} 
N-l k k 
= gf_(e2 . - + Z [g2 n p2(t-i) e^ n p2(t-i)}c^ 
xn z-x k=i i=i  ^ i=l 
+ gZ* % p2(t-i) Y2_a_i - E{g2, n p2(t-l) Y2_a_i} 
1=1 1=1 
N 
+ 22ta[p(C-l)Yt_2 ®j-_i + ••• + n p2(t-i)p(t-n-l)y^_Q^^e^_Qj  ^
i=l 
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By arguments similar to those used in the proof of Theorem 4.3, 
-1 ^ 
n" Z gZ (ef . - 0^) > 0 a.e. 
t=i 
and 
_ n k 
n Z n p2(t-i)(e2_. . - a^) > 0 a.e. 
t=l i=l 
Consider 
F = n~^ 2 [g^ H p2(t-i) - E{g2 n p2(t-i)}] 
^ t=l i=l ^ i=l 
_ n k k 
= u. n Z [ Z p2(t-i) - E{ n p^(t-i)}j 
t=l i=l i=l 
. n k k 
+ u- n"-^ Z [ n p2(t-i) X - E{ n p2(t-i) X }] 
t=l i=l i=l 
_ n k k 
+ u n Z [ n p2(t-i) Xj - E{ n p2(t-i) xj }]. 
t=l i=l i=l 
Therefore, by (4.24) 
F = n ^  Z [gj n p2(t-i) ej - E{g2 n p2(t-i)}] —-—> 0 . 
n i=i i=l 
(4.37) 
By arguments similar to those used in flie proof of Theorem 4.3 and (4.37) 
—^> 0 . (4.38) 
Again 
t-2 t-1 
^t-1 sk(t-l) sfl-k ^t-l-i^^ ®i 
k=0 1=1 
and 
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o t-1 t—1 
E{e } E{e } +32 E E{ç2 (t-l) ç2 (t-1)} E{e2} E{e2} 
^  J  ^  j  t X l  L ± J  i  J  
1=1 
t-1 t-l 
< 6 E{[ Z Ç2 (t_i)]2} < 6[ Z x2(C-l-i)]2 
i=l c ^ i=l * 
< 6 (1 - A2)-l . (4.39) 
Let = g? e^ . Consider 
tn tn t—X t 
< h" 2 t~^ E{yJ t } E{eS 
- g t-1 t 
< 6(1 - x2)~^ y2 2 t"^ 
® t=l 
and 
n Var{m } 
lim 2 — < « , 
n -> <*> t=l t^  
where we have used (4.39). Therefore, by the Stability Theorem (see 
LoèveC1963, p. 387)) 
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1 n 
\ kn - ®^\nkn' "zn vl.n'j 
t—1 
, n n 
—1 
- "tn -t—X U—-L 
n 
"tn 't-1 "t 'nn 
= n~^ S g2 Y? , e? - V2_ > 0 a.e. (4.40) 
t=l 
Let 
= ®tn • 
Then 
Vl.n> = ==t>l^ln Vl.J 
= 2(s:n ?:_! e{e: - a2)lt^ „. .... = 0 . 
Also 
and 
Ê ^ g _ x2)-l „2 z t-2 
t-1 t2 - S '< t-l 
n E{|l |2} 
lim Z ——^ < « 
n -> 00 t=l 
Then, by Theorem 4.1 
n~^ E = n ^  Z g2 . (ef - > 0 a.e. (4.41) 
t=l t=l t 
Now, using (4.33), (4.40), and (4.41) 
4. ?:.i 
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and hence 
-2 „9 P s V2 ——> 1 , 
nn nn 
because s^ =0 (1) . Now 
nn p 
? e(n-1 .1 l(n-l ,1^ 1^  .1 > 62 sj^)} 
l—_l 
= o-l Z E{g2^ y2_j e2 e2 > n 52 s^^)) , 
t—j. 
where 6 is a positive real number. Also by (4.3) and (3.35) 
where e = e,e ,=e ,,...,e, =e, and {e, }? is a collection 
t t t-1 t-1 X 1 k k=-«> 
of independent identically distributed random variables. Therefore 
Because {e^}^_ ^ is a sequence of independent identically distributed 
random variables, 
%{%:. ?:-! < i(s:. ?:_i -u-
t—j. 
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> n )} 
nn 
= E{I;LZ xk|;_KL]2 I(l2[ x |]2E2 > n 5^ SJ )} 
g k=0 ^ S k=0 
= E{U I(U ô2 gZ^)} , (4.42) 
where 
U= L^ [ e  X  | è | ] ^ e 2  .  N o t e  t h a t  U  i s  L e b e s g u e  i n t e g r a b l e .  
^ k=0 -L 
n 
New, using (3.30) 
(^'[e{H 2 x: e )'} 
r ~n ~t t 
= ipV . (4.43) 
Therefore, using (4.42) and (4.43) 
1 " 
n E E{U I(U > n 6^ s2 )} 
t=l 
= E{U I(U ^  n g2 > 0 as n -> <» . (4.44) 
Using (4.43) and (4.44) 
n 
£ -ip ip ï. E{Z^ I(|z I > 6 s )} > 0 as n ->• <». 
~ «V  ^ 2  ^ uh tn nxi 
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It follows that condition (ii) of Theorem 2.2 is satisfied. Therefore 
and 
^nn £ 
-> N(0,1) 
Yv'v 
The conclusion follows because ip was arbitrary. D 
Theorem 4.4 justifies the use of ordinary regression statistics, 
in large samples, to perform tests on and to set confidence intervals 
for the parameters of model (4.4) and to predict future observations 
for the model (4.4). 
Theorem 4.5. Let the model (4.4) hold with a sequence of 
independent (0,a^) random variables. Then the limiting distribution of 
H '^(0 - 0) and the result of Theorem 4.4 do not depend on the initial 
~n ~n ~ 
constant . 
Proof. Define by 
t t—-L 
= "o + «1 \ \ 
and 
= 0 t = 0 
= t = 0 
We know 
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where 
t—1 
= S.(t) Y + E Ç (t) e t = 0,1,2 
t c u k=0 * 
çq(0) = 1 . 
Also 
t-1 
z 
k=0 
Therefore 
y* = z t - 0,1,2,... 
y^ = ç^(t) yg + y* t = 0,1,2,... 
Thus 
n n 
t=l t=l 
? + 2y„ ê + y: z 
t=l t—1 t—X 
Now 
n n t-2 
e{ z ç^_^(t-1) y*_^} - e{ z c^_i(t-1) 2 çj^(t-l) 
t=l t—1 k—1 
n t-2 
= z z e{ç^_^(t-l) s^ct-l)} e{e^_i_k} 
t=l k=l 
= 0 , 
because {X^} is independent of {e^} 
Again 
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n n 
Var{ 2 £ ^(t-1) Y* } = E{( Z £ ,(t-1) Y* _)%} 
t=l t=l 
= Z E{Ç2 (t-1) Yg^} + 2 g Z E{St_i(t-l)Ss_i(s-l)Y*_iY:_i} 
t=l t>s 
Now 
E{g2 ,(t-l) Y*2 } < X2(t-1) e{Y*2 } < x2(t-l) ^  
t-j. t—X — t—1 
and for t > s 
< X®"'- E{Y* , Ï; ,} 
— t-1 S-1 
< (1 - x2)-1 a2 
= x2(t-l)(i _ x2)-l ^2 
= x2(t-1) ^  ^ 
where we have used (4.11). 
Therefore 
n 
Var{ Z Ç (t-1) Y* } 
t=l 
£ Z M + 2 E Z M 
t=l t>s 
£ (1 - X2)"^ M + 2 Z Z M 
t=l s=l 
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= (1 - X2)"^ M + 2 S (t-1) M 
t=l 
= 0(1) + 0(n) = 0(n) 
and it follows that 
J^î^.l(t-l) = o/nS 
Furthermore 
l (t-1) < Z X2(t-1) < (1 _ %2)-l = 0(1) 
t=l ^ t=l 
We conclude 
t=JL t=X 
and 
t=l t=l 
because {X^} is independent of {e^} and {X^} is uniformly bounded. 
Again 
\-i s = 0^ \ 
l—j. l—j. 
= ? yg e + " y*_1 . 
t=l t=l 
Now 
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and 
Thus 
and 
n n 
E{ Z £ ,(t-l) e } = Z E{Ç -(t-1)} E{e } = 0 
t=l ^ c t=l c 
n n 
Var{ Z £ /t-1) e^} = E{( Z E (t-1) e )%} 
t=l ^ t=l 
n n n 
= Z e{ç2 (t-DeJ} + 2 Z Z E{Ç T(t-l)Ç ,(s-l)e e } 
t=l ^ t>s ^ ® 
n n n 
= Z E{ç2 (t-l)}a2 + 2 Z Z E{E ,(t-l)Ç^ .(s-l)}E{e e } 
t=l t>s ^ ® 
n 
= Z E{g2 (t-1)} 
5 t. 0^  = 0(1) . 
t=l 
n 
Z E (t-1) e = 0 (1) 
t=l ^ P 
n n 
Z T e: = Z Y* T + 0 (1) 
t=l t-1 t t=l ^ P 
Also 
J, \ \-i \ \ s + ' 
because {X } is independent of {e } and {X } is uniformly bounded. The 
Z Z Z PI 
I I 
result therefore follows. ^ 
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CHAPTER V. SPECIAL CASE: INDEPENDENT OF 
In this chapter we shall consider the estimation and the hypothesis 
testing for the time series which satisfies model (3.1) with 
a sequence of random variables such that is independent of 
for all t. For example, the X^ may be functions of lagged values of 
the dependent variable . 
Define the time series by 
t c—v 
= p(t) Y^_^ + e^ t = 1,2,... 
= Yq t = 0 , (5.1) 
where {e } __ is a sequence of independent (0,a^) random variables and 
t t—1 
Yq is an initial fixed constant. 
Assume that p(t) satisfies 
p(t) = «0 "i^t ' (5.2) 
where the X^ are random variables such that X^ is independent of 
{e } . for all t. k k=t 
We assume that 
|p(t)l < X < 1 for all t . (5.3) 
Then 
\ ' Vt-l + Wt-l + ' 1-2-• • • (S-4) 
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Model (5.4) can be written as 
?t = 2t * + *t ' (5.5) 
where 
0 = («„, »i)' . 
Using (3.6) 
t-1 
\ Vk ' ' • 
(5.6) 
where 
5^<t) = , k = 1,2,...,t. 
5o<t) = 1 • 
We consider the least squares estimation of 6. Let § denote the 
~ "n 
usual regression estimator of 6 ,  
-1 
n 
0 = H E X' , 
-n -n - ~t t t—j. 
(5.7) 
where 
H = 
~n 
n 
z 
t=l t-1 
E X. Y 
t=l t t-1 
n 
s x2 y2 
t=l t t-1 
From (5.6) 
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t—1 
E{Y^} = E{£ (t)}Y + Z E{Ç (t) e } 
c C J K t-K 
<x'|y 1 + e a''e{le |) 
^ k=0 
ti~  1 k  
< x y- + 2 a o 
- ° k=0 
1 iyjji + (1 - (j (5.8) 
and, using the Minkowski inequality (see Chung (1974, p. 45)) 
t-1 
Var{Y } < E{y2} = E{[ç (t)Y + Z Ç (t) e J2} 
t t c u k=0 
< [E{[ Z Çj^(t)e^_J2}^ + E{ç2(t)Y2}^]2 
1 [(VEtrç (i:)e ]2} + 2V 
k=0 k > £ 
< [( I A{e2) + 2 Z î xVE{le e IH'^+Y ]2 
k=0 ^ k > & tKtx, 
t-1 t—1 t—1 , .1 
< [a( e \^ + 2 z z x xb + y ]2 
k=0 k > Z " 
t—1 , 
< [ a ( Z  +  Y  1 2  
k=0 ^ 
< [a(l - X)"l + YQ]2 
say 
= P . (5.9) 
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Theorem 5.1 establishes the consistency of the least squares esti­
mator of 6. 
Theorem 5.1. Let model (5.5) and the associated assumptions hold. 
Let {e^}^_^ be a sequence of independent (0,a^) random variables. Let 
be a sequence of random variables such that is independent 
of {e for all t. k k=t 
Let 
-1 . 
e = H Z X' , 
~n ~n ~t t 
where H and X^ are defined by (5.7). 
~n ~t 
Let 
(5.10) 
Then 
(0 - 0) = 0 (n ^ ) . 
~n ~ p 
Proof. We have 
n 
-1 -1 -1 8  -  0 =(n H)-^n Z X^e^ , 
~n ~ ~n T -t t t—j. 
where 
A ït ^ = 
We have 
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t=l c ^ t=l k=0 C A K t -L U- t 
. n t-2 
= » E E{ J Ç (t-l)e +5 (t-l)Y }E{e } 
t=l k=0 
= 0 , 
because X is independent of {e, }, Now t k k=t 
-1 1 -2 * Var{n Z ,e^} = n~ [z Var{Y^ 
t=i t-i ' 
n n 
+ 2 Z Z Cov{Y. ^e., Y. ,&.}] 
i>. 1-1 1 j-1 ] 
For i > j 
cov{y^_ie., yj.igj} e{y^_^e^ ^ j-l®j^ 
= E{Y. T Y. ^e.} E{e } 
1-1 j-1 ] 1 
= 0 , 
because e^ is independent of Y^ Yj_^, and e^. Therefore 
Var{Y^_^e^} = Var{Y^_^}Var{e^} _< P , 
because Y^_^ is independent of e^, and it follows that 
1 ^ 11 
Var{n Z Y^ ^e^} < n P o* = 0(n ) . (5.11) 
t=l ^ ~ 
We have 
n 
1 ^ 1 
E{n^^ Z Y^ iG! } = n ^  Z^. E{X^ Y^ ,} E{e^} = 0 
t t-1 t t=l t t-1 t 
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and 
vartn'l - - " («" : X = n" L E Var{X Y _]e } 
t=l t=l ^ 
n n 
+ 2 Z Z Cov{X.Y. -e., X.Y. .e.}] 
1 1-1 1 ] 3-1 3 
Now, for i > j 
Cov{X. Y. -e., Y. ys.} = E{X. Y. , X. Y. J E{e.} 
1 1-1 1 j 3-1 3 1 1-1 3 3-1 1 
= 0 . 
Therefore 
^ n 2 " 
Var{n~ Z X^ Y^ ,e^} = n Z Var{X^ Y^ .} Var{e^} 
t=l ^ ^ t=l ^ ^ 
< n"^ Z E{X2 Y^ } 0% 
t=l ^ ^ 
< n~^ Z P 
t=l 
= 0(n"l) , (5.12) 
where |x^| ^  L for all t, and it follows that 
n"-^ Z X' e^ = 0 (n ^ ) . (5.13) 
t=l ^ P 
Using (3.19) 
n 1 = Op(l) . (5.14) 
Now, by (5.10) and (5.14) 
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[n ^ h] ^ = 0 (1) . (5.15) 
-n-" p 
Thus, by (5.13) and (5.15) 
(6 - e) = 0 (n 2) . 
~n ~ p 
The following theorem discusses the asymptotic normality of the 
least squares estimator of 9. 
Theorem 5.2. Let model (5.5) and the associated assumptions hold. 
Let {e be a sequence of independent identically distributed (0,a^) 
t t—J. 
CO 
random variables with finite fourth moments. Let be a sequence 
of random variables such that is independent of {e^}^_^ for all t. 
Assume 
plinf H ) = H , (5.16) 
-n 
where |H| f 0 
Then 
n^ (8 - 8) ——> n(0,o2 h"^ ) 
~n ~ -
Proof. We have 
-1 .-1 -h ^ 
n (6^ - 8) = (n ^ H ) n ^  Z X e^ 
~n n t=l ^ 
Consider the linear combination 
?• 1 = J, ^tn . 
where ip' = (ifi^, ij?^) is a vector of arbitrary real numbers such that 
v'lp f 0 , and 
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Z . ' (5.17) 
We can write 
= St'"^  \-l\ ' 
where 
= ^2 + vg ^t • (5-18) 
Observe that g^ is bounded for all t. Let 
|g I< B for all t. (5.19) 
It I g 
In our present problem the ^ ^  of Theorem 5.2 is the sigma field 
generated by (Z^^, ..., ^). Because is fixed,the sigma 
field generated by (Z_ , Z , ..., Z . ) is the sigma field gener-
In zn t—±,n 
ated by (e^^^ ^2' * * * • ^t""l* ^1' ^ 2' * • • j ^t""l^ * 
Now for 1 ^  t ^ n 
• g'ets. ^i i 
= e{n-^ ° ° • 
where we have used Theorem 9.1.5 of Chung (1974, p. 304). Also 
- 'In ' ?:_! i vl.n) • 
/, «l ' ^t-1 
l—j. t—j-nn 
and 
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n 
nn tn 
Now 
n n n 
e{s^ } - x e{z5 ) + z s e{z_ z } 
™ t-1 " t#s 
For t < s 
SfZtn s, ?s_l %)> 
= "n-1 ys_i} e{e^} 
= 0 . 
Therefore 
n 
e{s2 } = s2 = e e{z2 } 
nn nn tn 
t—J. 
= E n E{g2 yZ } 0= . (5.20) 
t=l ^ 
Let 
\ - }, 4 ?:_! 02 
l—j. 
Using (5.9) 
-1 E{|R 1} < 0% E E{n .} < 3% P o 
n - g t-1 - g 
Now, using arguments similar to those used in the proof of Theorem 
(2.4) 
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iim = lim E{R } = E{plim R } . (5.21) 
n-)-oo^'^ n ^  00 ^ n -» «0 ^ 
Again, using (5.16) 
\ = n-l Ê y2_i 0^ 
t—1 
.[„2 n-: y2_1 + 2 % n-1 
-1 " 
+ ip2 n" E X2 y2_ ] 
^ t=l c t i 
^ -> &i ^11 + 2vip2 ^12 + 4 ^22] 
= ip' H ip , 
where a^^ is the (i,j)^^ element of H. Thus, by (5.21) 
lim = E{plim R } = H y 
n n  ^  n  r ~ l  
n ->• 00 n 00 
and it follows that 
plim(R - s^ ) = 0 . (5.22) 
n nn 
Let ^ g^ e^. Now, using the Minkowski inequality 
^0 + % s-1 j"' 
k=0 
< [e{ç^_^(t-l) y4}l/4 + e{ çj^(t-l) 
Ill 
< [X'-L YG + E{[V 
<[y + E{[V Ç^(t-l) • 
k=0 
Also 
t-2 t-2 , , t-2 t-2 . 
^ k=0 E{Ç^_^_.(t-l)e^} +4Z E{Ç^._^_^(t-l) 
ej 
+ 3 G{52_i_i(t_l) S:_i_j(t-1) e2 eZ} 
< Z %4(t-l-i) ^ + 4 z E ^3(t-l-i)^(t-l-j).^ 
~i=l 4 i f i ^ 
+ 3 Z E ^2(t-l-i) (t-l-j) 
i f j 
< [ u < [l - x]-4 p , 
i=l 
where E{e^} = y^. Therefore 
-1 %i4 ieyq + (1 - v = ^ • 
Now 
4 -2 
< B M u, Z. t < » . 
- g 4 4 t=l 
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Therefore, by the Stability Theorem (See Loève (1963, p. 387)) 
-1  ^  
z [b^ - e{bjb^, bg, , b^_^}] 
t=l t=l 
and hence 
t=l 
Also, by Theorem 4.1 
Thus, by (5.22), (5.23), and (5.24) 
plim(s^ - ) = 0 
nn nn 
and it follows that 
s~^ v2 ^ > 1 , 
nn nn 
because s^ =0 (1). Now 
nn p 
klztnl ' « w 
t=l 
n 
-> 0 a. e. 
n~^ E gZ yZ _ e2 - > 0 a.e. (5.23) 
. , ^ t t-1 t nn 
n ^ Z g2 (e^ - a^) > 0 a.e. (5.24) 
t=l ^ ^ 
Z E{n- el I(n-
t=l 
" ' ji 'I e2 > n 62 sj^)} , 
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where ô is a positive real number. 
Again, by (5.3) 
\ ^0 + Sk(t) Vk 
k=0 
< x' lïgi + Y x" , 
k=0 
< iy„i + i x'' i;^_j , 
k=U 
where = e^, e^_^ + e^_^, ..., e^ = e^ and {e^]f^__^ is a collection 
of independent identically distributed random variables. Therefore, 
using (5.19) 
Because {e^}^_ ^ is a sequence of independent identically distributed 
random variables, 
n"^ Z E{g2 y2 e2 I(g2 yj, e? > n 5^ s^J) 
- t t-J. C t t-± U — u&i 
t=l 
<n-l î e{b2[|ijl+ î |èt_i_kl]2 
t=l ® k=0 
i(b|:|y„| + î e2 > n s2 s^)} 
° k=0 
- [|Y I + Ï X'= lè IJ2 e| I(B2 [iî I - Î 
2 U k=Q K X g u K 
gl 1 * ' 
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= E{U* I(U* > n 52 s2^)} -, (5.25) 
where 
U* = BN |Y i + Z X- e2 
s u k=0 " ^ 
Note that U* is Lebesgue integrable. Also 
= E{S2 } = E{(f' n % E x; e )(*' Z X' e J '} 
nn nn _ ^=1 ~ t=l 
= ?' \ ViS- /, 
Z—± L—X 
J l ' t -1 ? 
= ip' E{n ^ H } o2 y 
~ **i1 ^ 
Using arguments similar to those used in the proof of Theorem 2.4 
lim s^ = y E{ lim n ^ H } ® 
 ^  ^ CO - n ^  00 
= ip H ip . (5.26) 
Therefore, using (5.25) and (5.26) 
-1 ^ 
n Z E{U* I(U* > a 5^ s^ )} > 0 as n -> <=° , (5.27) 
t=l - nn 
because U* is Lebesgue integrable. 
Again, using (5.26) and (5.27) 
%l :(|Zc.l > « =„n» " » as n - - . 
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It follows that condition (ii) of Theorem 2.2 is satisfied. Therefore 
s"^ S ——> N(0,1) . (5.28) 
nn nn ' 
Therefore, using arguments similar to those used in the Chapter II, 
(5.26), and (5.28) 
n^(0n - 8) ——> n(0, h"^ o^) . [] 
Theorem 5.2 justifies the use of ordinary regression statistics 
in large samples to perform tests on and to set confidence intervals 
for the parameters of model (5.5). We can also predict future obser­
vations for the model (5.5) in large samples. 
If we assume that the are functions of lagged values of the 
dependent variable and of fixed variables, then we do not need fourth 
moments for {e^}. We consider this in Theorem 5.3. 
Theorem 5.3. Let model (5.5) and the associated assumptions hold. 
Let {e^}^_^ be a sequence of independent identically distributed (0,a^) 
random variables with finite (2+6)^^ moments. Let the be functions 
of lagged values of the dependent variable and of fixed variables. Assume 
plim(n"^ H^) = H , 
where |H| f 0 . Then 
n^(0 - e) ——> N(0, H~^) . 
-n -
Proof. The proof will be on the same line as that of Theorem 5.2. 
From (5.17) 
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= «tn = 4 "t-l ' 
because is a function of lagged values of Y^. 
Now 
and 
s^ = E n ^ E{g2 } o* 
nn ^t t-1 
Also, E{ is uniformly bounded. 
Using arguments similar to those used in the proof of Theorem 2.4 
lim E{v2 } = lim s^ = E{ lim } 
nn ^ nn ^ nn 
n-^oo n-^"> n^®» 
= ip' H ^  , 
where we have used (5.16). Thus 
s 2 v2 —1—> 1 
nn nn 
The rest of the proof follows from the proof of Theorem 5.2. 
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CHAPTER VI. EXAMPLES 
Examples of the stochastic difference equation (2.1) appear in 
the literature. Ozaki and Oda (1977) considered time series like brain 
wave records, car vibrations on the road, electric circuits, and ships 
rolling at sea and suggested the model 
= (a^ + exp{- yZ ^}) ^ + e^ , (6.1) 
where the e^ are independent identically distributed (0,a^) random 
variables with zero mean and positive variance and finite (2+6)*"^ 
moment. In the context of model (2.1) 
fjCt) - exp{- y2_j} 
We can also write model (6.1) as 
Y^ = p(t) Y^_^ + e^ t = 1, 2 , . . .  
= YQ t = 0 , (6.2) 
where 
p(t) = a, + 6. exp{- y2_^} (6.2a) 
and Yq is a fixed constant. Thus model (6.2) is of the same form as 
model (5.1). If we assume |a^| <1 and |a^ + <1, then there exists 
0 < X < 1, such that |p(t)| < À < 1. The stationarity of (6.2) will be 
discussed below. 
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Let satisfy a stochastic difference equation 
Vl = f(?t) + "t (S-3) 
where u^ is a sequence of independent identically distributed (0,a^) 
random variables and f(Y^) is a real function of a real argument. 
The sufficient conditions for the existence of a stationarity proc­
ess with the representation (6.3) can be obtained from those of 
Tweedie (1975). Tweedie considered the ergodicity of general state 
space Markov processes. Jones (1978), following Tweedie discussed the 
existence of a stationary process with the representation (6.3). If 
the function f(x) is continuous everywhere, a sufficient condition for 
the existence of a stationary process with the representation (6.3) is 
the existence of constants E, a > 0 such that 
E{|f(x) + u| - Ixj} £ - e for all |x| > a , (6.4) 
where u represents a random variable having the same distribution as u^ 
in (6.3). 
We will show that p(t) defined in (6.2a) satisfies (6.4) for 
la^l _< 1. In terms of (6.3) 
f(x) = (a^ + 3^ exp{- x^})x , 
where |a^| ^  1. 
Then 
E{If(x) + u| - |xl} £ E{[f(x)1 + |u| - |x|} 
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^ E{ |x| exp{- x^} j - |x| + |u|} 
= E{|x| [|a^ + 3^ exp{- x^}] - l]} + E{|u|} . 
Now, because |a^| < 1, we can find a > 0 such that 
|a^ + exp{- x^}] < X < 1 for |x| > a , 
where (X-1) a + a<-e. Therefore 
E{lx|[la]^ + exp{- x^}} - l]} £ a(X-l) for |x| > a 
and hence 
E{|f(x) + u| - jx]} £ (X - l)a + a 
< - e . 
Then f(x) satisfies condition (6.4) and hence there exists a stationary 
process with the representation (6.2) 
n 
~ln ((^ijn^^ZxZ = n 
-1 
n 
n 
z exp{-ï2 } 
t=l 
ï exp{-?2_i} z ekp{-2 y2_J^) 
t=l 
Then is bounded in expectation by (5.9) and hence converges a.e. by 
integration term by term. Also h^gQ and 0^2^ are uniformly bounded. 
Because there exists a stationary process with the representation C6.2), 
Csay) 
lim E{y2 exp(-Y2 )} ^ h! 
t œ t-1 t-1 
and 
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(say) 
lim E{Y^ - exp(-2Y^ .)} = ^ôo ' 
t -> 00 t-1 t-i 
where we have used Theorem 5.2.2 of Fuller (1976, p. 195). Therefore 
lim n ^ E E{Y^ . exp(-Y^ ,)} = h* 
and 
, n 
lim n ^ Z E{y2 exp(-2Y2 )} = h: 
n » t=l 2 
Assume 
n 
plim n I [Y2_ exp(-Y^ ,) - ECY^ exp(-Y2 )}J = 0 , 
n ^  « t=l 
plim n ^ E [y2_^ exp(-2Y2_^) - E{y2_^ exp(-2y2_^)}J = 0 
n oo t=l 
and 
plim n ^  Z ^^t-1 ~ ~ ^  * 
n 00 t=l 
Therefore H, converges in probability to a fixed matrix. We will 
'"in 
establish the nonsingularity of the limiting matrix. The only way the 
limiting matrix may be singular, is 
E{Y^ -} = 0 for all t 
t-l 
or 
E{Y^_^ exp(-2Y^_^)} = 0 for all t, 
"-•* fs î» 
because E{h' h' } f E{(h' )] . For either of thé above cases, it 
lln zzn Izn 
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follows that ^ = 0 a.e. for all t= If = 0 a.e., then e^ = 0 a.e. 
by (6.2). But the e^ are random variables with positive variances. 
Therefore, we can not have Y^ = 0 a.e. and hence the limiting matrix is 
nonsingular. Thus condition (5.16) of Theorem 5.3 is satisfied. Also, 
in terms of Theorem 5.3, = exp{-Y^ is a function of lagged values 
of Y^. Therefore all conditions of the Theorems 5.3 are satisfied and 
we can apply Theorem 5.3 to estimates for parameters of model (6.2). 
Jones (1965) considered the model 
(ct + e y2 ) 
^ ^ t-1 
where e^ is a sequence of independent identically distributed random 
variables with zero mean and bounded (2+6)^^ moment, where 6 > 0 and 
]a| ^  1, I g I _5_1. Jones used this model in numerical weather prediction. 
In the context of model (2.1) 
fn(t^ - _'t-l <-/  -
1 
3 
f,(t) = "'-1 
' 1 + 
We can also write model (6.5) as 
Y^ = p(t) Y^_^ + e^ t = 1, 2 , . . .  (6.6) 
= Yq t = 0 , 
where Y^ is a fixed constant and 
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et + 6 , 
p(t) = — . 
: + 
Observe that |p(t)| < 1, because |aj f^l, 161 £l. Then there exists 
0 < A < 1, such that |p(t)| < X < 1. 
In terms of (6.3) 
f(x) = ' + G X , 
1 + x2 
where [ 3 j ^ 1. Now 
E{ If (x) + u| - [xj} £ E{ Ix] 1° ^ ^  I - |x| + |u|} 
1 + x2 
. E{|x| [|° + 6 %2| .1]}+E{|u|) . 
1 + x2 
Again, because |g| < 1, we can find y > 0 such that 
!9L±AJE_| < X < 1 for |x| > y , 
1 + x2 
where (X - 1)y + a < -e . Therefore 
E{ |x[ ^ ^  I - l]} < Xy-Y for |x| > y 
1 + x2 
and hence 
E{jf(x) + u| - |x|} £ (X - l)y + a 
£ - e . 
Thus f(x) satisfies condition (6.4) and hence there exists a stationary 
process with the representation (6.5). 
Now, using (3.6) 
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where 
\ - ([(t) ^ 0 + X  s-k ' 
k=0 
CO 
Z jç (t)| _< Z À < <» for all t. 
k=0 k=0 
We have, for 6 > 0 
!{%([) l[ x (%([)]I 
^ k=0 ^ k=0 k=0 
+ 5,(t) rf'l. 
where the expectation of the right hand side is finite. Therefore 
E{1y^1^"^^} is bounded for all t. 
Because 
ifjct)! - i—1 |y _ i , 
t-1 
f^Ct) is bounded for all t . 
Furthermore 
|£ (t)| - I I 11 . 
1 + 
Therefore, condition (2.30) of Theorem 2.4 is satisfied. 
Let 
?2n ^ ^ Z [f^(t), f^Ct)] ' [fj^(t), fgCt)]} . 
t—1 
Then is bounded in expectation and hence converges a.e. by integra­
tion term by term. Also h^^^ and h^^^ are uniformly bounded. Because 
there exists a stationary process with the representation (6.5\, 
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(say) 
lim E{h, } = 
n * . 
and 
(say) 
lim E{h^ } = , 
n 12n 12 
where we have used Theorem 5.2.2 of Fuller (1976, p. 195). 
Assume 
pli" [h^ln - ° ° ' 
n 
and 
pllm [ - E(hf2„)j " 0 
n CO 
plim[h|2n - = 0 . 
n -> 00 
Then converges in probability to a fixed matrix. The limiting 
matrix is nonsingular, because the e^ are random variables with posi­
tive (2 + 5)^^ moments, where 6 > 0. Thus condition (2.14) of Theorem 
2.4 is satisfied and hence we can apply the result of Theorem 2.4 to 
estimates for parameters of model (6.5). 
A model used in economics is the regression-to-the-mean model. 
The model takes the form 
= aSin + \ > (6.7) 
where the e^ are independent identically distributed random variables 
with zero mean and positive variance Granger and Anderson (1978) 
discussed this model. Let |a| ^  1. Now 
|f^(t)| = |SinY^_^| £1 for all t. 
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Thus the condition (2.13) of Theorem 2.3 is satisfied. Obviously 
f(x) = aSinY , satisfies condition (6.4) and hence there exists a 
t—1 
stationary process with the representation (6.7). 
Thus n ^ Z^_^Sin^ ^ converges to a fixed probability limit, when, 
n~^ z[sin2y - e^sin^y _ }] —-—> 0 . 
t=l 
If n ^ Z^^iSin^Y ^ converges in probability to zero, then Y ^ = 0 a.e. 
c—j. t—1 
But the e^ are random variables with positive variances. Therefore 
n ^ Sin^Y ^ converges to a nonzero probability limit and hence con-
t—J. t—1 
dition (2.14) of Theorem 2.3 is satisfied. We can apply the result of 
Theorem 2.3 to estimates for parameters of model (6.7). 
Another economic model is given by 
yt " h(y^_i) + e^ (6,8) 
where 
h(x) = ax |xI ^ m 
= am X ^  m 
= -am X ^  -m , 
the e^ are independent identically distributed random variables with 
zero mean and positive variance and |a| <1. Granger and Anderson 
(1978) also discussed this model. Now h(y^ ^) is bounded function and 
hence satisfies condition (6.4). Therefore there exists a stationary 
process with the representation (6.8). Assume 
n ^ Z [Y^ - E{Y^ ,}J —-—> 0. Then n ^ - Y^ . converges to t-x t-J_ t—1 t—1 
a fixed probability limit. Using the arguments similar to those used 
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in the previous example the limiting value is positive, because the 
e^ are random variables with positive variances. Therefore, condition 
(2.14) of Theorem 2.3 is satisfied. Because 
f^(x) = X |x| 
= m X ^  m 
= -m X ^  -m , 
the condition (2.13) of Theorem 2.3 is satisfied and we can apply the 
result of Theorem 2.3 to estimators for parameters of model (6.8). 
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