Abstract-This paper addresses the task of set-expansion on free text. Set-expansion has been viewed as a problem of generating an extensive list of instances of a concept of interest, given a few examples of the concept as input. Our key contribution is that we show that the concept definition can be significantly improved by specifying some negative examples in the input, along with the positive examples. The state-of-the art centroid-based approach to set-expansion doesn't readily admit the negative examples. We develop an inference-based approach to set-expansion which naturally allows for negative examples and show that it performs significantly better than a strong baseline.
I. INTRODUCTION
This paper addresses the task of set-expansion on free text. Set-expansion has been viewed as a problem of generating an extensive list of instances of a concept of interest, given a few examples of the concept as input. For example, if the seed-set is {Steffi Graf, Martina Hingis, Serena Williams}, the system should output an extensive list of female tennis players.
We focus on set-expansion from free text, as opposed to web-based approaches that build on existing lists. The key method used for set-expansion from free text is distributional similarity. For example, the state-of-the-art systems [1] , [2] use a centroid-based approach wherein they first find the centroid of the entities in the seed-set and then find the entities that are similar to the centroid. Most of the work on set-expansion has focussed on taking only positive examples. For example, as discussed above, to produce a list of female tennis players, a few names of female tennis players are given as input to the system. However, just specifying a few female tennis players doesn't define the concept precisely enough. The set-expansion systems tend to output some male tennis players along with female tennis players. Specifying a few names of male tennis players as negative examples defines the concept more precisely. Table I compares the state-of-the-art approach for setexpansion on free text with the approach presented in this paper. The table shows only a small portion of the lists generated by the system. We used 7 positive examples for both approaches, and only 1 negative example was used for the proposed approach. The errors have been underlined Table I: This table compares the state-of-the-art approach for setexpansion on free text with the approach presented in this paper. The bold and italicized entries correspond to male tennis players and are erroneous. The addition of only 1 negative example to the seed-set improves the listquality significantly. The second column contains no errors. and italicized. We see that the output in the 1 column is corrupted by male tennis players. Adding only 1 negative example to the seed-set improves the list-quality significantly. The second column contains no errors. In this paper, we propose ways to learn from negative examples in setexpansion and show significant improvement.
We present an inference-based approach to set-expansion which doesn't rely on computing the centroid. The new approach naturally allows for both positive and negative examples in the seed-set. We also extended the centroidbased approach so that it can accept negative examples. We used this improved version of centroid-based approach as a baseline system and show in the experiments that the inference-based approach we developed significantly outperforms this baseline.
II. RELATED WORK
The task of set-expansion has been addressed in several works. We briefly discuss some of the most significant efforts towards this task. Google Sets and Boowa [3] are webbased set-expansion methods. For set-expansion on freetext ( [4] , [5] , [1] , [2] ), pattern recognition and distributional similarity have primarily been used. Some works on setexpansion ( [6] , [7] , [8] ) have focussed on integrating information across several types of sources such as structured, semi-structured, unstructured text, query logs etc.
There has also been some work on the use of negative examples in set-expansion. Thelen and Riloff [9] and Lin et al. [10] present a framework to simultaneously learn several semantic classes. In this framework, instances which have been accepted by one semantic class serve as negative examples for all other semantic classes. This approach is limited because it necessitates the simultaneous learning of several semantic classes. Moreover, negative examples are not useful if the semantic classes addressed are not related to one another. Lin et al. note that it is not easy to acquire good negative examples. The approach presented here, on the other hand, allows the use of negative examples even when there is only one semantic class.
The focus of this work is on set-expansion from free text. Thus, we do not compare our system with systems which use textual sources other than free text (e.g. semi-structured web pages or query logs). The works of Sarmento et al. [1] and Pantel et al. [2] are the state-of-the-art works that are most related to our approach and, therefore, in our experiments, we compare their centroid-based approach with the approach developed here.
III. CENTROID-BASED APPROACH TO SET-EXPANSION

A. Feature Vector Generation
The input to our set-expansion system consists of free text. To extract the relevant entities from the text, we preprocess the corpus with a state-of-the-art Named Entity Recognition tool developed by Ratinov and Roth 1 [11] . Our experiments were done only for entities of type PER, and we denote the set of all distinct entities recognized in the corpus by . represents the ℎ entity. The features of an entity are composed of the words appearing in a window of size centered on each mention of the entity . We use discounted PMI [12] to measure the association of a feature with the entity. Table II gives some of the features for two different entities as generated from the corpus. The numbers along with the features indicate the absolute frequency of the feature.
B. List Generation
We compute the similarity between any two entities using the cosine coefficient. Given an entity , we compute the 1 http://cogcomp.cs.illinois.edu/page/software similarity between and all other entities in the entity set . We then sort all the entities in based on this similarity score in decreasing order. The resulting ranked list has the property that entities with lower rank are more similar to than entities with higher rank. We call this list the set of neighbors of , denoted as NBRLIST( ).
In the centroid-based approach, first of all, centroid ( ) is computed by averaging the frequency vectors of entities in the seed-set ( ) and then computing the discounted PMI of the resulting frequency vector. Next, NBRLIST of the centroid is computed as described above and the system outputs the first members of NBRLIST.
IV. LEARNING FROM NEGATIVE EXAMPLES IN CENTROID-BASED APPROACH
The centroid-based approach to set-expansion doesn't easily allow learning from negative examples. In this section, we present a novel framework which allows the incorporation of negative examples in a centroid-based approach.
The active features of any entity are those features which have non-zero frequency. The active features of the centroid are the union of the active features of the entities in the seed-set. The active features of the centroid are not equally important. To incorporate this knowledge into set-expansion, we associate a weight term with each entry in the vocabulary. Higher weight would mean that a particular word is more relevant to the underlying concept. By incorporating these weights into the cosine similarity metric, the new formula to compute the similarity between entities and becomes:
where is the weight associated with the ℎ word and dpmi refers to the discounted PMI values. We wish to learn a weight vector such that the similarity between the positive examples and the centroid becomes more than a prespecified threshold . Moreover, we want that the similarity between negative examples and the centroid should become less than a prespecified threshold . We accomplish this objective using the following linear program:
s.t.
∑ ≤ num of non-zero entries in centroid (3) In the above linear program, Equation (2) is the objective of the linear program which aims at 1) maximizing the similarity between positive examples and the centroid and 2) minimizing the similarity between negative examples and the centroid. Note that refers to centroid in Equations (2), (4) and (5).
V. INFERENCE-BASED APPROACH TO SET-EXPANSION
The centroid-based approach to set-expansion has some limitations. In the centroid-based approach, the centroid is supposed to fully represent the underlying concept, and all the similarity scores are computed with respect to the centroid. There is no way to confirm the decisions made with respect to the centroid. There is a lot of information in the individual positive and negative examples which is not exploited in the centroid-based approach. Moreover, as more and more positive examples are added to the seed-set, the number of active features of the centroid keeps increasing and this may lead to over-generalization.
In this section, we present an inference-based method for set-expansion. Unlike Section III, we do not compute the centroid of the positive examples. The new approach is based on the intuition that the positive and negative examples can complement each others' decision to better represent the underlying concept. Each example can be thought of as an expert which provides positive or negative evidence regarding the membership of any entity in the underlying concept. We develop a mechanism to combine the suggestions of such experts.
Algorithm 1 gives the procedure for inference-based set expansion. In steps 1 and 2, we compute the NBRLIST of positive and negative examples respectively (see Section III-B). Entities which have high similarity to the positive examples are more likely to belong to the underlying concept, while entities which have high similarity to the negative examples are likely to not belong to the underlying concept.
Steps 1 and 2 of Algorithm 1 generate one list corresponding to every positive and negative example. We associate a reward (or penalty) with each entity in these lists based on the rank of the entity. Our reward (or penalty) function is based on the effective length, ℒ, of a list. The entities which have higher rank than the effective length of the list are given a reward (or penalty) of zero. 
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Effective length, ℒ, of a list is computed by multiplying the required list length (or cut-off) by a list factor, ℱ. If is the specified cut-off, then ℒ = × ℱ. The reward is calculated according to the following equation: 
In the above equation, refers to the rank of the entity in the list. is set to 0 for lists corresponding to positive examples and to 1 for lists corresponding to negative examples. Thus, for lists corresponding to negative examples, the reward is negative and hence, acts like a penalty. The values of all the parameters were determined empirically. Equation (8) gives higher reward or penalty to the entities with lower rank. Figure 1 shows the effect of ℱ on the Mean Average Precision (MAP) (please see Section VI for a discussion on MAP) for the concept of female tennis players as the number of seeds is varied. Only positive examples were used for generating Figure 1 . To find the best value of ℱ, we take the average of MAP across different number of seeds. We find that ℱ = 2 has the highest average of 67.7. Although ℱ = 1 gives good performance for higher number of seeds, its performance is quite low when the number of seeds is small. As we increase the value of ℱ beyond 2, the performance goes on decreasing. We used ℱ = 2 for all our experiments.
Steps 3, 4 and 5 in Algorithm 1 compute the score for each entity in the entity-set .
Step 3 initializes the score for each entity to 0. Steps 4 and 5 compute the contributions from the lists corresponding to the positive and negative examples, respectively, towards the score of entities. 
In the above equation, and refer to the list of positive and negative examples, respectively. Finally, step 6 of Algorithm 1 sorts the entities in descending order based on the final score as computed in Equation (9) . The first members of the resulting list are output by the system. Here, is the required list length.
VI. EXPERIMENTS
We used the AFE section of English Gigaword Corpus (henceforth referred to as GCOR) for our experiments. This is a comprehensive archive of newswire text data in English that is available from LDC. The characteristics of the corpus are shown in Table III .
The parameters of linear program (Eqns (2)- (7)) and reward function (Eqn (8)) were determined empirically. , , , and were set to 0.2, 0.0001, 10, 100 and 10 respectively.
A. Inference vs Centroid Based Approaches
We use the following notation to refer to the three setexpansion systems that we present and compare: 1) SEC -Set Expansion system using Centroid. This is the current state-of-the-art [1] , [2] and was presented in Section III. This system can't learn from the negative examples. 2) SECW -Set Expansion system using Centroid where Weights are associated with the vocabulary terms. This system was developed and explained in Section IV. This system can learn from negative examples. 3) SEI -Set Expansion system using Inference. This is the new approach to set-expansion and it was developed and explained in Section V. SEC and SECW serve as baseline systems. Table IV  compares The evaluation metric used in Table IV and in later experiments is Mean Average Precision (MAP). MAP is the mean value of average precision (AP) computed for each ranked list separately. For a list of length ℳ, the AP is given by the following equation:
Concept
In the above equation, r is the rank, rel is a binary function on the relevance of a given rank and P(r) is the precision at given cutoff rank.
For the results presented in Table IV , we used 12 positive and 6 negative examples for each concept other than AC. For AC, we used 9 positive and 6 negative examples.
Table IV clearly shows that SEI does much better than both the baselines on all concepts. We observed that the lists produced by SEI hardly contained any errors in the first half of the lists as we also saw in Table I . This is because the entities which come in the beginning of the list in SEI get high scores from several positive examples and are not penalized by any of the negative examples. On the other hand, SEC and SECW are unable to make such inferences.
We also see from Table IV that with the exception of AC, SECW performs better than SEC on all concepts. The better performance of SECW is due to the use of negative examples. Thus, the strategy developed in Section IV for incorporating negative examples is quite effective.
For further analysis, in Figure 2 , we compare the performance of SEI with SECW on all the concepts as the seed-set size is increased. First we supplied only positive examples as indicated by the circle markers in Figure 2 . After supplying sufficient number of positive examples, we provided negative feedback on 6 examples as indicated by square markers in Figure 2 . For clarity, we do not show the performance of SEC in Figure 2 . SEC performs similarly to SECW on positive examples but is unable to learn from negative examples. Two conclusions can readily be drawn from Figure 2: 1) Negative examples significantly improve the performance of set-expansion for both SEI and SECW. 2) SEI performs much better than SECW on all the concepts irrespective of the seed-set size.
Table V categorizes the negative examples that were used for different concepts. We see that the good negative examples are closely related to the true instances of the desired concept. For example, the negative examples for the concept Australian Cricketers consist of the cricket players from other countries. We can see from Figure 2 that for SEI, the negative examples improve the MAP for FTP, IP, ATH, FA and AC by 17.6%, 9.4%, 7.9%, 2.8% and 10.0% respectively.
VII. CONCLUSIONS
This paper showed that negative examples can significantly improve the performance of set-expansion by helping to better define the underlying concept. We incorporated weights in the commonly used centroid-based approach so that it can benefit from negative examples. We developed a new, inference-based approach to set-expansion which naturally allows for negative examples and showed that it performs significantly better than the centroid-based approach.
