We describe a rational algorithm for nding the denominator of any solution of a linear ordinary di erential equation in its coe cient eld. As a consequence, there is now a rational algorithm for nding all such solutions when the coe cients can be built up from the rational functions by nitely many algebraic and primitive adjunctions. This also eliminates one of the computational bottlenecks in algorithms that either factor or search for Liouvillian solutions of such equations with Liouvillian coe cients.
Introduction
A fundamental problem in the theory of di erential equations is to determine whether a given di erential equation of a certain kind has a \closed form" solution, where the term \closed form" can take on a variety of meanings. In this paper, we consider the following speci c subproblem in this area: given a di erential eld k, g 2 k, and a linear ordinary di erential operator L with coe cients in k, can we decide in a nite number of steps whether L(y) = g has a solution in k, and in the a rmative, can we nd one (or all) such solution(s)?
More precisely, we consider the particular case where k is a simple monomial extension of an underlying di erential eld. This problem was already solved for elementary and (a certain class of) Liouvillian function elds by Singer (1991) . In this paper, we make that algorithm rational for towers of algebraic and primitive extensions.
As applications we get, (i) there is now a rational algorithm for solving Risch di erential equations on algebraic curves over algebraic/primitive function elds. That algorithm 2 MANUEL BRONSTEIN
is an e ective alternative to the ones presented in Risch (1968) , Davenport (1984) and Bronstein (1990a) ; (ii) the linear di erential operator factoring algorithm of Schwarz (1989) is now more e ective, and can thus be used with more general constant elds. To get the most general result possible, we use the language of monomial extensions introduced in (Bronstein, 1990b) . In some sense, this paper continues the theory introduced there by studying the relations between the orders at various places of y and L(y), where L is a linear ordinary di erential operator.
Valuations
Let k be a eld of characteristic 0, and x be transcendental over k. In this section, we recall the notions of order and local ring at a \point" of k(x).
Let P 2 k x]nk. We de ne the order at P to be the map P : k(x) ! Z f+1g de ned by:
(i) for Q 2 k x] n f0g; P (Q) = n 0 such that P n j Q and P n+1 6 j Q, (ii) for f 2 k(x)nf0g, P (f) = P (A)? P (B), where for A; B 2 k x], (A; B) = (1) and f = A=B, (iii) P (0) = +1. Note that in general, this order function does not satisfy the logarithmic multiplicative identity that valuations satisfy. For example, x 2 +x (x) = x 2 +x (x + 1) = 0, but x 2 +x (x(x+1)) = 1. If P is irreducible, then P is called the P-valuation, and it satis es the following properties:
(1) for Q 2 k x]; P (Q) > 0 ) P ( @Q @x ) = P (Q) ? 1, (2) for A; B 2 k x] n f0g; P (gcd(A; B)) = min( P (A); P (B)), (3) for f; g 2 k(x); P (fg) = P (f) + P (g), (4) for f; g 2 k(x); P (f + g) min( P (f); P (g)), and equality holds if P (f) 6 = P (g). Recall also that the 1-valuation is a map 1 : k(x) ! Z f+1g de ned by 1 ( A B ) = deg (B) ? deg(A) for A; B 2 k x] n f0g, and 1 (0) = +1. It satis es the following properties:
(1) for Q 2 k x]; deg(Q) > 0 ) 1 ( @Q @x ) = 1 (Q) + 1, (2) for A; B 2 k x] n f0g; 1 (gcd(A; B)) max( 1 (A); 1 (B)), (3) for f; g 2 k(x); 1 (fg) = 1 (f) + 1 (g), (4) for f; g 2 k(x); 1 (f + g) min( 1 (f); 1 (g)), and equality holds if 1 (f) 6 = 1 (g). Let P 2 k x] n f0g. We write P for the canonical homomorphism from k x] onto k x]=(P) (the reduction modulo P). If P is irreducible, then the local ring at P is O P = ff 2 k(x) such that P (f) 0g:
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If P is not irreducible, we de ne the local ring at P to be
where the intersection is taken over all the irreducible factors of P in k x]. P can be extended to a ring-homomorphism from O P onto k x]=(P) as follows: let f 2 O P and write f = A=B where A; B 2 k x] and (A; B) = (1). By de nition of O P , (B; Q) = (1) for any irreducible factor Q of P. Hence, (B; P) = (1), so we can compute (by the extended Euclidean algorithm) C; R 2 k x] such that BC + PR = 1. We then de ne P (f) to be P (AC). It is easily checked that P is well-de ned on O P and is a ring-homomorphism.
For an analogue of P at in nity, we de ne the local ring at in nity to be O 1 = ff 2 k(x) such that 1 (f) 0g: (x ?1 ) is a maximal ideal of O 1 , so O 1 =(x ?1 ) is a eld. It is isomorphic to k, and, for any f 2 O 1 , we de ne the value of f at in nity to be the image of f under the canonical map from O 1 onto O 1 =(x ?1 ) = k, and we denote it 1 (f). We note that if we write f 2 k(x) as f = a n x n + + a 0 b m x m + + b 0 where a i ; b j 2 k, a n 6 = 0, and b m 6 = 0, then, if f 2 O 1 , m n, and 1 (f) is given by 1 (f) = ( a n b m ; if m = n 0; if m > n:
It is easily checked that 1 is a ring-homomorphism from O 1 onto k.
Balanced factorization
We present in this section Abramov's (1989) algorithm for computing balanced factorizations. Let k be a eld of characteristic 0, and x be transcendental over k.
De nition 2.1. Let A; B 2 k x]. We say that A is balanced with respect to B if either B = 0 or P (B) = Q (B) for any two irreducible factors P 2 k x] n k and Q 2 k x] n k of A. We also say that A = A 1 e 1 A n e n is a balanced factorization of A with respect to B, if A i is balanced w.r.t. B and squarefree for i = 1 : : : n, and (A i ; A j ) = (1) for i 6 = j. (ii) Let C be a squarefree factor of A, then P (B) = C (B) for any irreducible factor P 2 k x] of C, (iii) P (B) = Q (B) for any two squarefree factors P and Q of A.
Proof. (i) =) (ii): Suppose that A is balanced w.r.t. B, and let C be a squarefree factor of A. Let C = P 1 P n be a prime factorization of C. Then, for any i; j in f1; : : : ; ng we have P i (B) = P j (B), so C (B) = P 1 (B) = = P n (B).
(ii) =) (iii): Let P and Q be any squarefree factors of A. Let G = gcd(P; Q) and write P = GP, Q = GQ. Since P and Q are squarefree, we have G; P ; Q are squarefree, and (P; G) = (Q; G) = (P ; Q) = (1). Thus, C = GPQ is squarefree. Let P = P 1 P n and Q = Q 1 Q m be prime factorizations of P and Q. Then, for any i in f1; : : : ; ng and any j in f1; : : : ; mg we have P i j C and Q j j C, so, by (ii), P i (B) = C (B) = Q j (B). Thus, P (B) = C (B) = Q (B).
(iii) =) (i): if P (B) = P (A) for any two squarefree factors P and Q of A, then it is also true for any two irreducible factors, so A is balanced w.r.t. B.
We now show how to compute a balanced factorization of a squarefree polynomial w.r.t. any polynomial. , so let G = G 1 G m be a balanced factorization of G w.r.t. B by induction. Let i 2 f1; : : : ; mg and P; Q be irreducible factors of G i . Since G i is balanced w.r.t. B, we have P (B) = Q (B). Therefore, P (B) = + P (B) = + Q (B) = Q (B), so G i is balanced w.r.t. B. Since A is squarefree, (G; A) = (1), so (G i ; A) = (1). We also have (A; B) = (1), so A is balanced w.r.t. B, so A = AG 1 G m is a balanced factorization of A w.r.t. B.
De nition 2.4. Let A 2 k x] and S k x]. We say that A is balanced with respect to S if A is balanced w.r.t. B for any B 2 S. We also say that A = A 1 e 1 A n e n is a balanced factorization of A with respect to S, if A i is balanced w.r.t. S and squarefree for i = 1 : : : n, and (A i ; A j ) = (1) for i 6 = j.
Obviously 
is a balanced factorization of A w.r.t. S.
We can extend the notion of balanced to fractions in the natural way.
De nition 2.7. Let A 2 k x], f 2 k(x), and S k(x). We say that A is balanced with respect to f if A is balanced w.r.t. B and C, where B; C 2 k x], (B; C) = (1) and f = B=C. We say that A is balanced with respect to S if A is balanced w.r.t. f for any f 2 S. We also say that A = A 1 e 1 : : : A n e n is a balanced factorization with respect to f (resp. S), if A i is balanced w.r.t. f (resp. S) and squarefree for i = 1 : : : n, and (A i ; A j ) = (1) for i 6 = j. This de nition is motivated by the following property.
Lemma 2.8. Let A 2 k x] and f 2 k(x). The following are equivalent:
(i) A is balanced w.r.t. f.
(ii) P (f) = Q (f) for any two squarefree factors P and Q of A. (iii) P (f) = Q (f) for any two irreducible factors P and Q of A.
Proof. Let f 2 k(x) and write f = B=C where B; C 2 k x] and (B; C) = (1).
(i) =) (ii): Suppose that A is balanced w.r.t. f, and let P and Q be squarefree factors of A. By Lemma 2.2, P (B) = Q (B) and P (C) = Q (C). Hence, P (f) = Q (f).
(ii) =) (iii): If P (f) = Q (f) for any two squarefree factors P and Q of A, then it is also true for any two irreducible factors of A.
(iii) =) (i): Suppose that A is not balanced w.r.t. f. Then A is not balanced w.r.t. to at least one of B or C, say B. Thus, there exist two irreducible factors P and Q of A such that P (B) 6 = Q (B). Then, at least one of P (B); Q (B) is non-zero, say P (B) > 0. Since (B; C) = (1), we must have P (C) = 0, so P (f) = P (B) > 0. If Q (B) = 0, then Q (f) 0, so P (f) 6 = Q (f). Otherwise, Q (B) > 0, so Q (C) = 0, so Q (f) = Q (B) 6 = P (B). Thus P (f) 6 = Q (f) in both cases.
The algorithm of Theorem 2.6 can be used to compute balanced factorizations w.r.t. any nite set of fractions.
Corollary 2.9. Let A 2 k x] be monic and S k(x) be nite. Then, using only gcd computations in k x], one can compute a balanced factorization of A w.r.t. S in nitely many steps.
Proof. Write each f 2 S as f = B f =C f where B f ; C f 2 k x] and (B f ; C f ) = (1).
Using Theorem 2.6, compute a balanced factorization of A w.r.t. S f2S fB f ; C f g. This factorization is then balanced w.r.t. S by de nition.
The reason for requiring the factors to be squarefree in a balanced factorization is that non-trivial squarefree balanced polynomials have the following additional properties.
Lemma 2.10. Let P 2 k x] n k be squarefree and f; g 2 k(x) n f0g. Then, (i) P balanced w.r.t. f () Q (fP ? P (f) ) = 0 for any irreducible factor Q of P in k x],
(ii) P balanced w.r.t. f =) fP ? P (f) 2 O P , (iii) P balanced w.r.t. ff; gg =) P (fg) = P (f) + P (g).
Proof. Let Q be any irreducible factor of P. Since P is squarefree, Q (P) = 1, so
(i): Suppose that P is balanced w.r.t. f. Then, by Lemma 2.8, Q (f) = P (f). Hence, Q (fP ? P (f) ) = 0. Conversely, suppose that Q (fP ? P (f) ) = 0. Then, Q (f) = P (f). Since this holds for any irreducible factor Q of P, P is balanced w.r.t. f by Lemma 2.8.
(ii): Suppose that P is balanced w.r.t. f. Then, by (i), Q (fP ? P (f) ) = 0, so fP ? P (f) 2 O Q . Since this holds for any irreducible factor Q of P, f 2 O P . (iii): Let Q 2 k x] be any irreducible factor of P. Then Q is squarefree, and since P is balanced w.r.t. ff; gg, we have Q (f) = P (f) and Q (g) = P (g) by Lemma 2.8. But Q is irreducible, so Q (fg) = Q (f) + Q (g). Hence, Q (fg) = ON SOLUTIONS ON LINEAR ORDINARY DIFFERENTIAL EQUATIONS 7 P (f)+ P (g). Since this holds for any irreducible factor of P and P is squarefree, we have P (fg) = P (f) + P (g).
The converses of (ii) and (iii) do not always hold: let P = x(x ? 1) which is squarefree, and f = x 2 (x ? 1). Then, P (f) = 1 and fP ?1 = x 2 O P , but P is not balanced w.r.t. f since x (f) = 2 and x?1 (f) = 1. Also, P (f 2 ) = 2 = P (f) + P (f), while P is not balanced w.r.t. ffg. Also, Lemma 2.10 is not true for non-squarefree polynomials: let P = x 2 (x+1) and f = x ?2 (x + 1) ?2 . Then, P (f) = ?1 and P is balanced w.r.t. f, but fP = (x + 1) ?1 so x+1 (fP) = ?1, so (ii) does not hold. Let P = x 2 and f = g = x. Then P is balanced w.r.t. ff; gg and P (f) = P (g) = 0, but P (fg) = 1, so (iii) does not hold.
The notion of a balanced factorization is connected to the notion of a squarefree-gcd-free basis for a set of polynomials.
De nition 2.11. Let The following Theorem shows that computing a s.f.g.f. basis for a set S yields a balanced factorization of any element of S w.r.t. S. Theorem 2.12. Let Thus, s.f.g.f. bases are at least as ne as balanced factorizations, so they can be used instead of balanced factorizations in the algorithms of this paper: given A 2 k x] and S k x] be nite, one can compute a s.f.g.f. basis B for fAg S and the expression of A as a product of elements of B is a balanced factorization of A w.r.t. S by Theorem 2.12. On the other hand, the following example shows that computing a s.f.g.f. basis requires in general more gcd computations when only one balanced factorization is needed.
Example: Let k = Q be the rational number eld, x be an indeterminate over k, and A = x 2 ? x, B = x 3 ? x 2 ? 2x and C = x 3 + 2x 2 ? x ? 2. Computing a balanced factorization of A w.r.t. B we get: G = gcd(A; B) = x, A = G(x ? 1) and B = G(x 2 ? x ? 2). Since gcd(G; x 2 ? x ? 2) = 1, G is balanced w.r.t. x 2 ? x ? 2, so A = x(x ? 1) is a balanced factorization of A w.r.t. B. Since gcd(x; C) = 1, x is balanced w.r.t. C, and computing a balanced factorization of x ? 1 w.r.t. C we get: G = gcd(x ? 1; C) = x ? 1 and C = G(x 2 + 3x + 2). Since gcd(G; x 2 + 3x + 2) = 1, G is balanced w.r.t. x 2 + 3x + 2 so x ? 1 is balanced w.r.t. C so the above factorization is a balanced factorization of A w.r.t. fB; Cg. But fx; x ? 1; x 2 ? x ? 2; x 2 + 3x + 2g is not a s.f.g.f. basis for fA; B; Cg since gcd(x 2 ? x ? 2; x 2 + 3x + 2) = x + 1. In fact, a minimal s.f.g.f. basis for fA; B; Cg is fx; x ? 1; x ? 2; x + 1; x + 2g.
Monomial Extensions
We summarize in this section the basic de nitions and results of (Bronstein, 1990b) regarding monomial extensions that will be used in this paper. We refer to the above paper for the proofs of all the results stated in this section.
A di erential eld is a eld k with a given map a ! a 0 from k into k, satisfying A di erential eld K is a di erential extension of k if k K, and the derivation on K extends the one on k.
De nition 3.1. Let k be a di erential eld and K be a di erential extension of k. x 2 K is a monomial over k (with respect to 0 ), if (i) x is transcendental over k, (ii) k (x) If x is a monomial over k, then (1) k must be of characteristic 0, (2) x is also a monomial over any algebraic extension of k, (3) k x] is closed under 0 . In the rest of this section, (k; 0 ) is a di erential eld of characteristic 0 and x is a monomial over k.
De nition 3.2. P 2 k x] is normal with respect to 0 if (P; P 0 ) = (1). Otherwise, P is special (with respect to 0 ).
A split-factorization of P is a factorization of the form P = P S P N where P S ; P N 2 k x], every irreducible factor of P S is special, and every irreducible factor of P N is normal.
There is an algorithm that, given P 2 k x], computes a split factorization of P using only gcd computations (Bronstein, 1990b) . This decomposition is unique and is called it the canonical representation of f. We write f p = P (the polynomial part of f), f s = B=D S (the special part of f), and f n = C=D N (the normal part of f).
De nition 3.3. Let f 2 k(x), and let f = f p + f s + f n be its canonical representation. We say that (i) f is simple if f n has a squarefree (hence normal) denominator, (ii) f is reduced if f n = 0. In the language of poles, f 2 k(x) is simple if it has only simple poles at normal places, and reduced if it has no poles at normal places.
Remainders
Let (k; 0 ) be a di erential eld of characteristic 0, and x be a monomial over k.
Notation: for f 2 k(x), we write f 0 ; f 00 ; f (3) ; : : : for the successive derivatives of f. We also use f (0) ; f (1) and f (2) for f; f 0 and f 00 . In addition, we write @ for 0 and @ i represents the operation of applying 0 i times. Also, for any quantity Z and any non-negative integer n, we write Z fng as a shorthand for Q n?1 i=0 (Z ? i).
In particular, Z f0g = 1.
Let P 2 k x]. We de ne the balance of P to be B P = ff 2 k(x) such that P is balanced w.r.t. fg:
We can now de ne an analogue of the residue de ned in (Bronstein, 1990b ) which will be helpful in computing P-adic expansions and indicial equations. With the following de nition, we show in this section that the n th -remainder of f at P is essentially the leading coe cient of the P-adic expansion of f (n) at P. Recall that P denotes the residue modulo P for elements of O P . De nition 4.1. Let P 2 k x] n f0g be squarefree, and n 0 be an integer. We de ne the n th -remainder at P to be the map n P : B P n f0g ! k x]=(P) given by n P (f) = P (f P 0 n P P (f) ).
By Lemma 2.10, f 2 B P implies that fP ? P (f) 2 O P , so fP 0 n P ? P (f) 2 O P , so n P is well de ned. We note that for an irreducible P, B P = k(x), so n P is de ned on k(x) n f0g in that case.
The remainders satisfy the following multiplicative formula.
Lemma 4.2. Let P 2 k x] be squarefree. Then B P is closed under multiplication and for any integers n; m 0 and f; g 2 B P , we have n P (f) m P (g) = n+m P (fg):
Proof. Let f; g 2 B P and Q; R 2 k x] be any 2 irreducible factors of P. Then Q (fg) = Q (f) + Q (g) = R (f) + R (g) = R (fg), so fg 2 B P by Lemma 2.8. Since P is squarefree, P (fg) = P (f) + P (g) by Lemma 2.10, and P is a ring-homomorphism, so n P (f) m P (g) = P (fP 0 n P ? P (f) ) P (gP 0 m P ? P (g) ) = P (fgP 0 n+m P ? P (fg) ) = n+m P (fg):
Lemma 4.3. Let P 2 k x] be normal and n 0. Then n P (f) 6 = 0 for any f 2 B P . Proof. Let f 2 B P and Q be any irreducible factor of P. Since P is normal, P is squarefree, so, by Lemma 2.10, Q (fP ? P (f) ) = 0. Also, since P is normal, (P; P 0 ) = (1), so (Q; P 0 ) = (1), so Q (P 0 n ) = 0. Hence, Q (fP 0 n P ? P (f) ) = 0, so P (fP 0 n P ? P (f) ) = 0, so n P (f) 6 = 0.
The next Lemma links the n th -remainders and P-adic expansions.
Lemma 4.4. Let P 2 k x] be monic normal irreducible. Let y 2 k(x) n f0g and n = P (y). Let ! be +1 if n < 0 and n+1 otherwise. Then the P-adic expansion of y (i) is of the form y (i) = n fig i P (y)P n?i + for any integer i such that 0 i < !. Proof. By induction on i. i = 0: Let the P-adic expansion of y = y (0) be of the form y = B n P n + where B n 2 k x], B n 6 = 0, and deg(B n ) < deg(P). Then, the P-adic expansion of yP ?n is yP ?n = B n + B n+1 P + so B n = P (yP ?n ) = n f0g P (yP 0 0 P ?n ) = 0 P (y). 0 < i < !: Assume that the P-adic expansion of y (i?1) is of the form y (i?1) = n fi?1g BP n?i+1 +
where B = i?1 P (y). By Lemma 4.3, B 6 = 0. Also, n ? i + 1 6 = 0 since i < !, so applying 0 to both sides of (1), we get y (i) = n fi?1g (n ? i + 1)BP 0 P n?i + so the P-adic expansion of y (i) is y (i) = n fig P (BP 0 )P n?i + We have P (BP 0 ) = P ( i?1 P (y)P 0 ) = P ( P (yP 0 i?1 P ?n )P 0 ) = P (yP 0 i P ?n ) = i P (y); so the P-adic expansion of y (i) is y (i) = n fig i P (y)P n?i + :
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Let f 0 ; : : : ; f n?1 2 k(x) and L = @ n + f n?1 @ n?1 + + f 1 @ + f 0 be a linear di erential operator over k(x). For convenience, we write L = P n i=0 f i @ i where f n = 1.
De nition 5.1. Let P 2 k x] be squarefree, and z be an indeterminate. We de ne the order drop of L at P to be:
and the leading set of L at P to be:
P (L) = fi 2 f0; : : : ; ng such that i ? P (f i ) = P (L)g: Note that P (L) n since P (f n ) = 0. If P is balanced w.r.t. ff i for i 2 P (L)g, then we de ne the indicial equation of L at P to be:
We note that j P (L)j 1, so, by Lemma 4.3, E P (L) is not identically 0 for any normal P 2 k x] which is balanced w.r.t. ff i for i 2 P (L)g. Lemma 5.2. Let C 2 k x] be squarefree and balanced w.r.t. ff 0 ; : : : ; f n g. Then, E P (L) j E C (L) for any irreducible factor P of C in k x]. Proof. Let P 2 k x] be an irreducible factor of C. Since C is squarefree and balanced w.r.t. ff 0 ; : : : ; f m g, we have P (f i ) = C (f i ) for i = 0 : : : m by Lemma 2.8. Hence, P (L) = C (L) and P (L) = C (L). Write C = PD where (P; D) = (1) since C is squarefree, and let i 2 C (L). Then,
Let k be the algebraic closure of k. For any 2 k we have:
, so E C (L)( ) = 0. Since this holds for any
The above de nition allows us to describe the relation between P (y) and P (L(y)) for y 2 k(x). Lemma 5.3. Let y 2 k(x) and P 2 k x] be monic normal irreducible. Then,
Proof 
Since P is normal, 0 P (y) 6 = 0 by Lemma 4.3. P is also irreducible, so k x]=(P) is a eld and B P = k(x). Hence P
We need to be able to nd a lower bound for the integer roots of a polynomial with coe cients in k, so, following Abramov, we call such elds admissible.
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De nition 5.4. Let K be a eld, and X be an indeterminate over K. We say that K is admissible if there exists an algorithm that, given P 2 K X] returns an integer (P) such that for any integer n, P(n) = 0 =) n (P).
We now have a rational algorithm for reducing the normal singularities of an ordinary linear di erential equation over k(x). Recall that P (0) = +1 by convention. For use in recursive algorithms, we actually prove the result for parametrized equations. Note that x denotes an arbitrary monomial and not the dependent variable of the di erential equation (i.e. 0 6 = d=dx in general). Theorem 5.5. Let k be an admissible di erential eld of characteristic 0, C be the constant sub eld of k, and x be a monomial over k. Let n; m > 0 be integers and f 0 ; : : : ; f n ; g 1 ; : : : ; g m 2 k(x) with f n = 1. Let L = P n i=0 f i @ i , and for i = 0; : : : ; n, let f i = f ip + f is + f in be the canonical representation Proof. Let y 2 k(x), c 1 ; : : : ; c m 2 C and suppose that L(y) = g = P m j=1 c j g j . If y = 0, then yT = 0 is reduced, so suppose from now on that y 6 = 0.
Let P 2 k x] be monic normal irreducible. If P (y) 0, then P (yT) 0, so suppose from now on that P (y) < 0.
Case 1: E P (L)( P (y)) 6 = 0: then, by Lemma 5.3, P (L(y)) = P (y) ? P (L) < 0. But L(y) = g, so g 6 = 0, and P (g) < 0. We also have P (g) min 1 j m ( P (g j )) = ? max 1 j m (? P (g j )) = ? max 1 j m ( P (E j )) ? P (E) so P (g) + P (E) 0, and P (E) ? P (g) > 0. Thus P j E, so P j G. And, since g 6 = 0, we have P (yT) = P (y) + P (T) = P (g) + P (L) + P (T).
Suppose rst that (P; D) = (1). Then, P (f i ) 0 for i = 0; : : : ; n, so P (L) = n. Also, P j H (since P j G), so P j H j 0 for some j 0 2 f1; : : : ; rg. We have (H j 0 ; C j ) = (1) for any j (since (P; D) = (1)), and (H j 0 ; H j ) = (1) for j 6 = j 0 , and H j 0 is squarefree, so P (T) = H j 0 (T) = q j 0 H j 0 (E) ? n. But H j 0 is balanced w.r.t. E, so P (E) = H j 0 (E), hence P (T) P (E) ? n, so P (yT) P (g) + P (E) 0.
Suppose now that P j D. Then, P j C j 0 for some j 0 2 f1; : : : ; qg. We write C for C j 0 . We have (C; C j ) = (1) for j 6 = j 0 . Since P j G and P j D, P j gcd(G; D= gcd(D; dD=dx)), so (P; H) = (1) since H is squarefree. Thus (C; H j ) = (1) for any j, so P (T) = C (T) = d j 0 ? min 1 j m ( C (g j )) ? C (L) by de nition of d j 0 . But C is squarefree and balanced w.r.t. fg 1 ; : : : ; g m g, so min 1 j m ( P (g j )) = min 1 j m ( C (g)) by Lemma 2.8. And C is squarefree and balanced w.r.t. ff 0 ; : : : ; f m g, so P (L) = C (L) by Lemma 2.8. Hence P (T) ? min 1 j m ( P (g j )) ? P (L), so P (yT) 0.
Case 2: E P (L)( P (y)) = 0: Suppose that (P; D) = (1). Then, P (f i ) 0 for i = 0; : : : ; n, so P (L) = n, P (L) = fng, and
which has no negative integer roots in contradiction with P (y) < 0. Hence, P j D. Thus, P j C j 0 for some j 0 2 f1; : : : ; qg. We write C for C j 0 . By Lemma 5.2, this
. Since P j C, P (T) C (T), hence P (T) ? (E C (L)). Therefore, P (yT) = P (y) + P (T) (E C (L)) ? (E C (L)) = 0: Since this holds for any monic normal irreducible P 2 k x], yT is reduced.
For non-parametrized inhomogeneous equations, the following criterion is a direct consequence of Lemma 5.3. Theorem 5.6. Let k be a di erential eld of characteristic 0, and x be a monomial over k. Let Proof. If y = 0, then g = 0, so H = E = 1, so H m+1 j E, so suppose that y 6 = 0.
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Let P 2 k x] be an irreducible factor of H. Then P j G. so P j E, so P (L(y)) = P (g) < 0. Since G is squarefree, P 6 j gcd(G; D= gcd(D; dD=dx)), so (P; D) = (1). Then, P (f i ) 0 for i = 0; : : : ; m, so P (y) < 0 (otherwise we would have P (L(y)) 0). Also, P (L) = m, P (L) = fmg, and E P (L) has no negative integer roots as in case 2 of the proof of Theorem 5.5. Hence E P (L)( P (y)) 6 = 0, so P (E) = ? P (g) = m ? P (y) by Lemma 5.3, so P (E) > m, so 0n ; f 1n ; f 2n ; g n g is D = C 2 = (x 2 ? t 2 ) 2 so we have to look at the Newton polygon of L at C. We nd C (f 0 ) = ?2, C (f 1 ) = ?1 and C (f 2 ) = 0, so C (L) = 2 and C (L) = f0; 1; 2g. We have C 0 = 2x 3 + 2x ? 2t, and the C 's are 0 = 0 C (f 0 ) = C (f 0 C 2 ) = C (A 0 ) = ?8t 6 ? 16t 4 ; 1 = 1 C (f 1 ) = C (f 1 CC 0 ) = C (A 1 C 0 ) = ?16t((t 2 + 1)x ? t) and 2 = 2 C (f 2 ) = C (C 0 2 ) = ?4t( (2t We have gcd(E C (L)(1; z); E C (L)(2; z)) = (z + 1) 2
so (E C (L)) ?1. Checking for z = ?1 we nd that E C (L)(t; ?1) = 0, so (E C (L)) = ?1. We have C (g) = 0, so the bound given by Theorem 5.5 for the exponent of C is max(0; 1; ?2) = 1, so for any solution y 2 k(x) of equation (E 1 ), Y = yT = y(x 2 ? t 2 ) is reduced.
6. The reduction at infinity Let (k; 0 ) be a di erential eld of characteristic 0, and x be a monomial over k.
Notation: for any quantity Z, any non-negative integer n, and any integer m, we write Z fn;mg as a shorthand for Q n?1 i=0 (Z ? im). In particular, Z f0;mg = 1 and Z fn;1g = Z fng .
We rst de ne an analogue of the remainders at in nity.
De nition 6.1. For any integer n 0, we de ne the n th -remainder at in nity to be the map n 1 : k(x) n f0g ! k given by n 1 (f) = (?lc(x)) n 1 (fx 1 (f) ). Since 1 (fx 1 (f) ) = 1 (f)(1+ 1 (x)) = 0, n 1 (f) 6 = 0 for any f 2 k(x)nf0g. Lemma 6.2. Suppose that 0 = d=dx (i.e. x 0 = 1 and k 0 = 0 or that d(x) 2. Let y 2 k(x)nf0g and n = 1 (y). Let ! be +1 if n(1?d(x)) 0 and 1+(n=(d (x)?1)) otherwise. Then the series expansion of y (i) at in nity is of the form y (i) = n fi;d(x)?1g i 1 (y)x ?(n+i(1?d(x))) + for any integer i such that 0 i < !. Proof. By induction on i. i = 0: Let the series expansion of y = y (0) at in nity be of the form y = a n x ?n + where a n 2 k, and a n 6 = 0. Then, the expansion of yx n is yx n = a n + a n+1 x ?1 + so a n = 1 (yx n ) = n f0;d(x)?1g 0 1 (y). Otherwise, d(x) 2 so the expansion of (ax ? (n+(i?1)(1?d(x) ( 1 (g j )) ). Let y 2 k(x), c 1 ; : : : ; c m 2 C and suppose that L(y) = P m j=1 c j g j . Let q = 1 (y). If q , then q M. If E 1 (L)(q) = 0, then q (E 1 (L)), so q M. Suppose that q < and that E 1 (L)(q) 6 = 0. Then, by Lemma 6.4, q = 1 ( P m j=1 c j g j ) + 1 (L) 1 (L) + min 1 j m ( 1 (g j )), so q M.
ON SOLUTIONS ON LINEAR ORDINARY DIFFERENTIAL EQUATIONS 19
Example: Continuing the example of the previous section, we have x 0 = 1 + x 2 , so d(x) = 2 and lc(x) = 1. We nd that 1 (f 0 ) = 0, 1 (f 1 ) = 2 and 1 (f 2 ) = 0, so 1 (L) = 2 and 1 (L) = f2g. Also 2 1 (f 2 ) = (?1) 2 1 (1) = 1, so the indicial equation at in nity is E 1 (L) = z f2;1g = z(z ? 1) which has no negative integer root, so (E 1 (L)) = 0, and the bound given by Theorem 6.5 for the order at in nity is min(0; 0; 2) = 0, hence 1 (y) 0 for any solution y 2 k(x) of equation (E 1 ).
Since we know from the previous section that Y = y(x 2 ? t 2 ) is reduced for any solution y 2 k(x) of equation (E 1 ), we could also have replaced y by Y=(x 2 ? t 2 ) in equation (E 1 Applying the algorithm of this section to F 0 = G = 2(x 2 ? t 2 ), F 2 = 1 and F 1 = ?4(x 3 + x + 1)=(x 2 ? t 2 ), we get 1 (G) = 1 (F 0 ) = ?2, 1 (F 1 ) = ?1 and 1 (F 2 ) = 0, so 1 (L) = 2 and 1 (L) = f0; 1; 2g. Computing the 1 's we get 0 = 0 1 (F 0 ) = 1 (F 0 =x 2 ) = 2; 1 = 1 1 (F 1 ) = ? 1 (F 1 =x) = 4 and 2 = 2 1 (F 2 ) = 1 (1) = 1; so the indicial equation ofL at in nity is E 1 (L) = 0 + 1 z + 2 z(z ? 1) = z 2 + 3z + 2 = (z + 1)(z + 2):
Thus, (E 1 (L)) = ?2, so the bound given by Theorem 6.5 for the order at in nity is min(0; ?2; 0) = ?2, so 1 (Y ) ?2 for any solution Y 2 k(x) of equation (E 2 ). Note that the two bounds are equivalent since Y = y(x 2 ? t 2 ). We apply here the results of the previous sections to describe how Singer's (1991) algorithm for nding solutions of L(y) = g in the coe cient eld can be made more e ective.
Let k be a di erential eld of characteristic 0 and t be a monomial over k. We recall that t is Liouvillian over k if either (i) t 0 2 k, in which case we say that t is primitive over k, or (ii) t 0 =t 2 k. Let P 2 k t] be squarefree. We recall from (Bronstein, 1990b ) that (i) if t 0 2 k then P is normal, (ii) if t 0 =t 2 k then P is normal if and only if t 6 j P. Consequently, for any a 2 k(t), (i) Let k be a di erential eld of characteristic 0, and C be its constant eld. Following Singer, we say that we can e ectively solve parametrized linear ordinary di erential equations over K if given f 0 ; : : : ; f n ; g 0 ; : : : ; g m 2 k(t) with f n = 1, we can e ectively nd h 1 ; : : : ; h r 2 k and a system of m + r linear equations with coe cients in C such that P n i=0 f i y (i) = P m j=1 c j g j for y 2 k and c 1 ; : : : ; c m 2 C if and only if y = P r l=1 y l h l where y 1 ; : : : ; y r 2 C and (c 1 ; : : : ; c m ; y 1 ; : : : ; y r ) satisfy . The following Theorem states that Singer's algorithm can be made rational, whenever the coe cients of the equations lie in a tower of algebraic and primitive extensions over the rational function eld.
Theorem 7.1. Let k be an admissible di erential eld of characteristic 0, C be the constant sub eld of k, and x 2 k be such that x 0 = 1. Suppose that there exist 1 ; : : : ; q 2 k such that (i) k = C(x; 1 ; : : : ; q ), (ii) For i = 1; : : : ; q, i is either algebraic or a primitive monomial over C(x, 1 ; : : : ; i?1 )
Then there is a rational algorithm for e ectively solving parametrized linear ordinary di erential equations over k.
Proof. Let f 0 ; : : : ; f n ; g 0 ; : : : ; g m 2 k with f n = 1. We proceed by induction on q. q > 0: We assume by induction that we can e ectively solve parametrized linear ordinary di erential equations over K = C(x; 1 ; : : : ; q?1 ). Let t = q . Then t is either algebraic or a primitive monomial over K.
Case 1, t primitive monomial over k: As above, we can compute T;g 1 ; : : : ;g m 2
K t] and a linear ordinary di erential operatorL with coe cients in K t] such that L(y) = P m j=1 c j g j ()L(Y ) = P m j=1 c jgj and Y = yT 2 K t]. Since d(t) = 0, Theorem 6.5 can not be used in general to get an upper bound on deg(Y ). An algorithm for computing such a bound and nding the coe cients of Y is contained in Lemmas 3.8 and 3.2 (second half) of (Singer, 1991) . We note that the algorithm as described there nds a linear system L with coe cients in K, and that one should use the algorithm of Lemma 3.8 of (Bronstein, 1990a) in order to nd a linear system with coe cients in C with the same constant solution space as L.
Case 2, t algebraic over K: This is Proposition 3.1 of (Singer, 1991) . We note that Theorem 5.5 can be used when t is monomial over k satisfying t 0 =t 2 k as an e ective rational alternative to Lemma 3.2 of (Singer, 1991) . This still does not give a rational algorithm for solving parametrized linear ordinary differential equations with elementary (or Liouvillian) coe cients, since the bounding procedure requires solving Ricatti-type equations in their coe cient elds. In the next section, we show how balanced factorizations can be used to get bounds on the singularities of solutions of such equations.
Ricatti-type equations
Let (k; 0 ) be a di erential eld of characteristic 0, and x be a monomial over k. Let L = P n i=0 f i @ i where f 0 ; : : : ; f n?1 2 k(x) and f n = 1. In this section, we consider the problem of nding non-zero solutions y of L(y) = 0 such that u = y 0 =y 2 k(x) (we then write y = e R u ). u 2 k(x) satis es then a di erential equation which can be found as follows: di erentiating y 0 = uy on both sides several times, one nds that y (i) = P i y, where the P i 's are given by 
which is a non-linear di erential equation of order n ? 1 in u with coe cients in k(x). R is called the Ricatti equation associated with L. Thus, the problem of nding non-zero solutions y of L(y) = 0 such that y 0 =y 2 k(x) reduces to the problem of nding non-zero solutions u 2 k(x) of R(u) = 0. De nition 8.1. Let P 2 k x]. We de ne the following quantities for L at P: P (L) = f(i; j) 2 f0; : : : ; ng 2 such that i 6 = j and P (f i ) ? P (f j ) i ? j 2 Zg; and P (L) = max(1; max
The next two Lemmas are contained in the proofs of Lemma 2.2 and Proposition 2.3 of (Singer, 1991) .
Lemma 8.2. Let P 2 k x] be monic normal irreducible. Let u 2 k(x) n f0g and m = P (u). Let P 0 ; : : : ; P n be given by (2), and suppose that m < 0. Then the P-adic expansion of P i (u; : : : ; u (i?1) ) for i 0 is of the form Proof. Since P is normal, (P; P 0 ) = (1), and this is then Lemma 2.2 (i) of Singer (1991) . Lemma 8.3. Let u 2 k(x) n f0g and P 2 k x] be monic normal irreducible. Let L = P n i=0 f i @ i where f 0 ; : : : ; f n 2 k(x), f n = 1, and R be given by (3). Then,
Proof. Let m = P (u), m i = P (f i ) for i = 1 : : : n, and suppose that m < ?1.
By Lemma 8.2, the P-adic expansion of P i is P i (u; : : : ; u (i?1) ) = P ( 0 P (u) i )P im + for any integer i 0. By Lemma 4.4, the P-adic expansion of f i for f i 6 = 0 is f i = 0 P (f i )P m i + :
ON SOLUTIONS ON LINEAR ORDINARY DIFFERENTIAL EQUATIONS 23 Hence, the P-adic expansion of f i P i for f i 6 = 0 is f i P i (u; : : : ; u (i?1) ) = P ( 0 P (f i ) 0 P (u) i )P im+m i + : P ( 0 P (f i ) 0 P (u) i ) 6 = 0 by Lemma 4.3. In particular, f n = 1, so the P-adic expansion of f n P n is f n P n (u; : : : ; u (n?1) ) = P ( 0 P (u) n )P nm + :
Since R(u) = 0 and nm < 0, there must exist i 6 = j such that im + m i = jm + m j (otherwise we would have P (R(u)) < 0), so m = (m j ? m i )=(i ? j) ? P (L).
We can 
Let y 6 = 0 be such that L(y) = 0 and u = y 0 =y 2 k(x). Then, (i) For any normal P 2 k x], P (uT) < 0 =) (P; D) = (1).
(ii) uT is simple. Proof. Let y 6 = 0 be such that L(y) = 0 and u = y 0 =y 2 k(x). If u = 0, then uT is simple and P (uT) = +1 for any normal P 2 k x]. And u = 0 is of the form given by (iii) with v = R = 0; Q = 1, so suppose that u 6 = 0. Since L(y) = 0, then R(u) = 0, where R is given by (3).
(i) and (ii): Let P 2 k x] be monic normal irreducible. Then, P (uT) = P (u) + P (T) ? P (L) + P (T) by Lemma 8.3.
Case1 : P j D: then P j C j 0 for some j 0 2 f1; : : : ; qg. We write C for C j 0 . We have (C; C j ) = (1) for j 6 = j 0 , and C is squarefree, so P (T) = C (T) = C (L). But C is balanced w.r.t. ff 0n ; : : : ; f nm g, so C (L) = P (L) by Lemma 2.8. Hence, P (uT) 0. Since this holds for any monic normal irreducible P 2 k x], we have Q (uT) < 0 =) (Q; D) = (1) for any normal Q 2 k x], which proves (i).
Case2 : (P; D) = (1): then P (f i ) 0 for i = 0; : : : ; m. Suppose that P (u) < ?1. Then, P (f i P i ) i P (u) for i = 0; : : : ; m ? 1 and P (f m P m ) = m P (u) by Lemma 8.2. Hence P (R(u)) = m P (u) < 0, in contradiction with R(u) = 0.
Thus, P (u) ?1. But P (T) = 0, so P (uT) ?1.
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Thus, P (uT) ?1 in both cases, so uT is simple. Although Theorem 8.4 gives an ansatz for any solution of R(u) = 0, it does not yield a rational algorithm. Clearly, one can set
where the v 2 k(x) is reduced, the R ij 's are in k x], deg(R ij ) < deg(C i ), and the C i 's and C i (L)'s are given by Theorem 8.4. When x is a Liouvillian monomial, the procedure of Proposition 2.3 of (Singer, 1991) can be used to nd bounds for 1 (v) and 0 (v), and (4) can be replaced by an equivalent form with v 2 k. Looking at the C i -adic expansion of R(u) (which is well-de ned) we can nd a polynomial
In the case where C i is irreducible over k x], k x]=(C i ) is a eld, so (k x]=(C i )) Y ] is a unique factorization domain, so factoring H i over k x]=(C i ) yields all its roots. When C i is reducible, we do not have unique
Thus, one is still forced to look at the P-adic expansions of u at all the irreducible factors P of each C i in order to nd the R ij 's. A rational algorithm for nding the solutions in K = k X]=(C) of algebraic equations with coe cients in K when C 2 k X] is squarefree would however yield a rational algorithm for nding the solutions of R(u) = 0 in k(x).
9. Extending the constant field Let k be a di erential eld of characteristic 0, C be the constant eld of k, L be a linear ordinary di erential operator with coe cients in k and g 2 k. The algorithms presented in this paper do not require C to be algebraically closed, and can be used to nd either a solution of L(y) = g in k, or a basis over C for the solutions of L(y) = 0 in k. However, algorithms for nding Liouvillian solutions of such equations need to nd either a solution in Ck of L(y) = g, or a basis over C for the solutions of L(y) = 0 in Ck, where C is the algebraic closure of C. We show in this section, that it is in fact su cient to solve those problems without extending C, since a basis over C for the solutions of L(y) = 0 in k is also a basis over C for the solutions in Ck.
Theorem 9.1. Let k be a di erential eld of characteristic 0, k be the algebraic closure of k, C be the constant eld of k, C be the algebraic closure of C, L be a linear ordinary di erential operator with coe cients in k and g 2 k. Then, (i) if L(y) = g has a solution in k, then it has one in k, (ii) let V be the vector space generated over C by the solutions in k of L(y) = 0, and V be the vector space generated over C by the solutions in Ck of L(y) = 0. Then dim C (V ) = dim C (V ) and any basis for V over C is also a basis for V over C. (ii) Let m = dim C (V ) and 1 ; : : : ; m be a basis for V over C. Let 2 C be such that k( 1 ; : : : ; m ) = k( ), and let P = X n + u n?1 X n?1 + + u 1 X + u 0 2 k X] be the minimal irreducible polynomial for over k. Then, (1; ; : : : ; n?1 ) is a basis for k( ) over k. We have 0 = P( ) = P( ) 0 = u 0 n?1 n?1 + + u 0 1 + u 0 0 26 MANUEL BRONSTEIN so, since P is minimal, u 0 i = 0 for i = 0; : : : ; n ? 1, so P 2 C X]. Since P is irreducible over k, it is also irreducible over C, so C( ) : C] = n and (1; ; : : : ; n?1 ) is also a basis for C( ) over C. Since it is a basis for k( ) = k( 1 ; : : : ; m ) over k, write i = P n?1 j=0 a ij j for i = 1; : : : ; m where the a ij 's are in k. Since 
Conclusions
We have shown that Abramov's (1989) notion of a balanced factorization can be used in arbitrary monomial extensions to nd the denominators of the solutions of linear and Ricatti-type ordinary di erential equations. This asnwers question (a) from Singer's paper (1991) , making one step of his algorithm for nding solutions of such equations more e ective and easier to implement. We have also shown that assuming an algebraically closed constant eld is not necessary when Ricatti-type equations do not appear, which is the case when the coe cients of the equation do not involve exponentials. Another consequence is that solving Risch di erential equations (i.e. equations of the type y 0 + fy = P m j=1 c j g j ) can now be done rationally in algebraic curves over primitive extensions, thereby allowing symbolic integration algorithms to handle transcendental elementary functions over such curves. Although the theory was complete before (Bronstein, 1990a) , there has been no reported implementation of a Risch di erential equation solver over algebraic curves, even in the so-called \purely algebraic case". A detailed presentation of a rational algorithm for such equations has appeared in a separate paper (Bronstein, 1991) .
There still remain e ectiveness questions, in particular the number of iterations required in Singer's algorithm for bounding the degree of the polynomial part of a solution in the primitive case is not known. It is hoped that experimenting with an implementation might point to a formula for this number.
Finally, it is yet unclear whether Theorem 8.4 can be used constructively to yield a rational algorithm for solving Ricatti-type equations. In its current state, it only describes the structure of any solution.
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