approximations in the reciprocal variable or by nearbest rational approximations.
We here consider special differential equations of second order, which include the Kummer resp. the Whittaker functions (confluent hypergeometric functions) of real exponential behavior at infinity. In the first stepwe investigate the existence, uniqueness and estimation of solutions of a given differential equation, which tend to 1 for x~00 • These results are used to construct explicitly polynomial approximations and to discuss these approximations with respect to their near-bestproperty.
Here only informations directly available from the differential equation enter in the construction. We will get upper andlower bounds for the minimal deviation in the uniform approximation. Then to polynomial approxima~ions of sufficient accuracy we apply the socalied CaratheodoryFejer method to construct near-best rational appro~ima-I tions with the same degree of the numerator and the denominator polynomial.
At the end of the paper two examples are treated in detail, i.e. we compute corresponding approximations and gi~e ranges for the errors for the incomplete Gamma function and for the Gaussian probability function,.
1. Notations and estimations. Let q(x) be areal and continuous function on (0,00) , given by q(x) (1) with real constants qO,q1 ' qo < 0 , and bounded function p:
for all x E (0,00) • (2 ) We are interested in solutions of the differential equa-
where T is positive and sufficiently large. Let 
This problem is equivalent to the following: We are looking for functions z E C[T,oo) which satisfy tme integral equation
Here . G(x,t) denotes the non-negative kernel
which is bounded with respect to t, uniformly in x, provided x~x o > 0 .
Lemma 1: For arbit rary
t T
is valid UJith
Here.
[ 
Let p~-1 . Then, using integration by parts,
For p < -1 we have to apply the process of integration by parts repeatedly until we get a negative sign in front of the last integral. So one gets
• (14) If we integrate the inequality (14) from x to infinity with respect to v, we are lead directly to the estimation (12) again.
Theorem 1 (cp. [3] ): Let K(T) be defined as 1.-n (13).
Furthermore Let
T satisfy 
in C[T,oo) , where T satisfies (15), will be denoted by zo(x) . If P possesses an asymptotic expansion of the type
.. , then Zo possesses an asymptotic expansion of the same type: Let usrestrict now to the case
The approximations and estimations, which follow, will be slightly modified if only
holds.
In the sequel we use the abbreviations
We assume for nEiN or, explicitly by the representation (cp. [8] ):
From (23) one gets the relation 
Remark: It is well known that for T > 0 we have
and these functions share the alternant property Proof of theorem 2: Inserting z(x) from (29) into the differential equation (8) we get the following system of linear equations for the coefficients:
Multiplying the th equation of (31) by the factor 
Proof: The assertion is a direct application of (16),
.using the fact stated in (27).
Theorem 4:
The function 
Proof: Using (31) the eoeffieient of ean be expressed by
The eoeffieient of -(n+1)
is by definition equal to
The upper bound (37) follows now n n easily from (34) and (35). To prove the validity of (38) we may restriet to the ease
Using (28) In the following we assurne (43) We describe now a method to construct explicitly the best approximation of w(u) by real rational functions of maximal degree n in the numerator as well as.in the denominator. This method can be found in [2] and can be considered as a special case of the constructions given in [4] and in [9] . The assumptions in theorem 5 are satisfied in most cases.
Theorem 5 (cp. 
y" + \--+ --+ --
According to (4), (5) and (20) we have v E \NO Now we choose n E \N . Then (26) and (30) yield, that We now turn to the Gaussian probability function 
