In this paper, we propose a distributed coordination algorithm for an electric power dispatch problem. The objective function is the amount of costs of electric generations and power flows in a power network. The constraints include the supply-demand balances and the limitations of electric generations and power flows. A multi-agent system computes the optimal solution of dispatch problem with the proposed algorithm. One agent with the algorithm is put in every area on the power network. Each agent only has knowledge of its own area and it can only feed back signals of its own and neighbors, i.e., every agent only use the local information. However the solution by proposed algorithm minimizes the global cost of entire network.
INTRODUCTION
Distributed power generators [1] have been installed in electric power networks. Distributed power generators include gas turbines, photovoltaic cells, wind turbines, and so on. These generators are expected to reduce the effects on the environment.
At the same time, there is a problem in the installation of distributed power generators. Power networks become increasingly complex as many distributed generators are installed. In optimal power dispatch problems, power generations and flows are scheduled such that the total cost is minimized under the constraints of the supplydemand balances, etc. Before we solve optimal power dispatch problems, we have to know parameters such as the predicted demand. Indeed, it is difficult for a monitor to gather together all necessary information about a power network if the power network becomes complex. Additionally, it is also difficult for a computer to calculate all solutions of optimal power dispatch problems. A distributed monitoring and computing are effective methods to avoid the large load.
In this paper, we consider that one unit consisting of monitor, computer, and communication device is put in every area in a power network. According to references of multi-agent systems [2] [3] [4] [5] [6] , we use a term agent to refer the unit of them. Each agent monitors local parameters such as predicted demand in its area. Each computes an optimal solution of local power dispatch around its area such that a global cost in the power network is minimized. Each exchanges signals with other agents to compute the optimal solution. In large-scale networks, it is impossible to exchange signals with all agents in the networks. We assume that each agent can only exchange signals with the agents of areas connected to its area with power lines.
Our goal is to proposed a distributed coordination algorithm for an optimal power dispatch problem. The ob- jective function is the amount of costs of electric generations and power interchange. The constraints include the supply-demand balances and the limitations of electric generations and power flows. Agents solve the optimization problem by the proposed algorithm with local parameters and a limited number of signal exchanges.
POWER NETWORK MODEL
We assume that there are n (≥ 2) areas in a power network. the all areas are appropriately numbered, and they are described area 1, ..., area n. The areas and the transmission lines form a power network. Figure 1 illustrates an example of power network.
To simplify, we only focus on real power. Additionally, we omit the inside models of areas.
For all i, area i has agent i. Agents solve an optimal power dispatch problem with coordination.
There are power generators and consumers in every area. P G i ∈ R denotes the amount of scheduled generation of real power in area i at a certain time. P D i ∈ R denotes the amount of predicted demand of real power there. One considers that power generation by natural energy is demand which is a negative value, because we can not operate natural energy. In this view, the demand D i is the difference between predicted demand by consumers and predicted generation by natural energy in area i.
We assume that every area is connected to one or more areas with transmission lines. If area j is connected to area i, then area j is called a neighbor of area i. N i denotes the set of neighbors of area i. P F ij ∈ R denotes the scheduled power flow from area j ∈ N i to area i.
Ignoring energy loss, the following constraints are given.
Additionally, we assume that P G i and P F ij are limited as follows
where P G i and P G i are the upper limit and lower limit of generation, respectively. P 
PROBLEM FORMULATION
We consider the following optimization problem. (2) , (3) , and, (4),
where Our goal is to design a distributed coordination algorithm by which signals of agents converge to the optimal solutions of problem (5). We assume that agent i only has knowledge of its area
and J F ij (P F ij ) for any i. We also assume that agent i can only feed back its own signals and the signals of agent j ∈ N i for any i. 
PROPOSED ALGORITHM
We use output-limited integrators to satisfy constraints (3) and (4). The output-limited integrator is described bẏ
where
u and p is the input and output of integrator. The output of this integrator is limited in p(t) ∈ p, p . Figure 2 illustrates an example of behavior of this integrator.
For agent i, we propose the following algorithm.
where In the proposed algorithm (8), every agent only need the knowledge of its own area and the feedback signals of its own and its neighbors. Obviously, if the initial values satisfy
then the following are guaranteed by this algorithm.
We obtain the following result with this algorithm. Proof: For any i and j, Karush-Kuhn-Tucker (KKT) conditions of optimization problem (5) are obtain as follows
Theorem 1: Consider to renew the signals P
where (11) is a necessary and sufficient condition of optimal solutions of problem (5), since problem (5) is a convex optimization problem. The solutions of KKT condition (11) are denoted by P
From algorithm (8) and KKT condition (11), we obtaiṅ
We define a Lyapunov candidate function by
From (12),
Since J G i and J F ij are convex functions, the following are satisfied for any P G i (t) and P F ij (t). 
Because of (10) and KKT condition (11), the following are satisfied for any t ≥ 0.
In detail, see appendix A. Therefore, we obtaiṅ
Since Lyapunov function V (t) is non-increasing, ξ E i (t) and ξ L ij (t) are bounded for any t > 0. In addition, applying LaSalle's invariance principle, we obtain the result that P G i (t) and P F ij (t) converge optimal solutions of (5). In detail, see appendix B.
SIMULATION
We set the number of area at n = 6. As shown in Fig. 3 , area i and area i + 1 are connected for i = 1, ..., 5. The cost functions is set as follows The signals of agents
, and ξ L ij (t) are renewed by proposed algorithm (8). We set the parameters b k in (8) as
The other parameters used in this simulation are shown in Tables 1 and 2 . Figure 4 shows the norms of computation errors
j∈Ni is the signal of scheduled power dispatch around area i at computing time t. P *
is the optimal solution for area i. In this simulation, the optimal solutions P * i are obtained by a conventional centralized computation. We know that all of P i (t) converge to the optimal solutions P * i . Distributed algorithm (8) provides the same computational results as centralized algorithms. Figure 5 shows the norms of auxiliary signals ξ i (t) , where
We know that all of ξ i (t) are bounded.
The above results confirm theorem 1.
CONCLUSIONS
We proposed a distributed coordination algorithm for an optimal power dispatch problem. We assumed that every agent only has the local knowledge of its own area, and it can only exchange signals with the neighbors. The proposed algorithm is usable under the assumption of limitation of information. Every agent can compute the optimal power dispatch around its area by the algorithm. The optimal solutions minimize a global cost in power network. The proposed distributed algorithm provides the same computational results with conventional centralized algorithms. We proved that the signals converge to the optimal solutions with the algorithm. We also confirmed the convergence in the simulation.
In this paper, we simplified the power network model to design the proposed algorithm. However, it is not difficult to design an extension of the proposed algorithm for a more complex and practical model, as long as the framework is a convex optimization problem with a convex objective function and linear constraints.
In future work, we plan to address prediction errors, because the proposed algorithm uses the predicted values of demand and generation by natural energy and the prediction error may increase when many natural energy generators are installed.
APPENDIX A PROOF OF (17)
We prove that (17) holds for any t ≥ 0. To derive (17a), we only consider the case both of P G i (t) and P G * i are in P G i , P G i , because the algorithm (8) guarantees (10) and P
. From KKT conditions (11e), (11f), and (11g),
If P G i (t) = P G i and P G * i = P G i , then (17a) is satisfied. This is becausẽ
from (19) and (20). Also for any other pair of P G i (t) and P G * i , (17a) holds.
Therefore, (17a) holds for any t ≥ 0. In a similar way, (17b) is also hold for any t ≥ 0.
B PROOF OF CONVERGENCE
We show the detail of proof that P G i (t) and P F ij (t) converge to optimal solutions of (5).
Define
By applying LaSalle's invariance principle to (13) and (18), we obtain, for any i and j
Since P G * i and P F * ij satisfy KKT conditions (11c) and (11d), respectively, (21c) and (21d) are rewritten as
In addition, from (10), for any i and j,
Therefore, P
Gf i
and P F f ij satisfy all of the constraints of problem (5) .
From KKT conditions (11a) and (11b), (21a) and (21b) are rewritten as
From (21e) and (21f), (24a) and (24b) are rewritten as
From (25a) and (25b), This implies that the objective function is minimized. The results (22), (23), and (30) imply that P G i (t) and P F ij (t) converge to optimal solutions of (5).
