Signal-to-noise-plus-interference ratio (SINR) outage probability is among one of the key performance metrics of a wireless cellular network. In this paper, we propose a semi-analytical method based on saddle point approximation (SPA) technique to calculate the SINR outage of a wireless system whose SINR can be modeled in the form
where X i denotes the useful signal power, Y i denotes the power of the interference signal, and
Y i are independent random variables. Both M and N can also be random variables. The proposed approach is based on the saddle point approximation to cumulative distribution function (CDF) as given by Wood-Booth-Butler formula. The approach is applicable whenever the cumulant generating function (CGF) of the received signal and interference exists, and it allows us to tackle distributions with large skewness and kurtosis with higher accuracy. In this regard, we exploit a four parameter normal-inverse Gaussian (NIG) distribution as a base distribution. Given that the skewness and kurtosis satisfy a specific condition, NIG-based SPA works reliably. When this condition is violated, we recommend SPA based on normal or symmetric NIG distribution, both special cases of NIG distribution, at the expense of reduced accuracy. For the purpose of demonstration, we apply SPA for the SINR outage evaluation of a typical user experiencing a downlink coordinated multi-point transmission (CoMP) from the base stations (BSs) that are modeled by homogeneous Poisson point process. We characterize the outage of the typical user in scenarios such as (a) when the number and locations of interferers are random, and (b) when the fading channels and number of interferers are random. Numerical results are presented to illustrate the accuracy of the proposed set of approximations.
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I. INTRODUCTION
Signal-to-noise-plus-interference ratio (SINR) outage probability (i.e., the probability of the SINR falling below a predefined threshold) is one of the primary performance metrics for the analysis of a wireless communication system. The simplicity of its definition as well as its connection with other performance parameters, such as bit/symbol error rate and ergodic capacity, make it of significant interest to researchers.
A. Background Work
Till date, there have been numerous researches that have focused on analyzing the exact SINR outage probability of wireless systems in diverse network settings and under varying modeling assumptions such as random multi-path channel fading [1, references therein], aggregate interference, and random distance geometry of transmitters/receivers. A popular and powerful approach is to utilize the moment generating function (MGF) of the received signal and interference random variables. Provided the MGF of the received signal power and aggregate interference, Gil-Pelaez's inversion formula for cumulative distribution function (CDF) can be applied to find the exact SINR outage at a receiver [2] . This involves calculating an integral involving the MGFs of received signal power and aggregate interference. The integral is typically too complicated to be solved in closed-form. As such, either the integral is expressed in terms of special functions (whose stability may be unknown) or is evaluated using numerical integration techniques that can be slow and by which qualitative understanding is lost. It is therefore worthwhile to examine how outage can be approximated efficiently to avoid explicit numerical integrations as much as possible.
One such technique, which was investigated in the late 20th century, is based on saddle point approximation (SPA) method [5] , [6] , [7] . Readers are referred to [3] , [4] for general introduction to saddle point method and its use in statistics. It involves evaluating the cumulant generating function (CGF) at a single point, called the saddle point, where most of the value of integral is concentrated. Saddle point method has previously been utilized to evaluate detection probability [10] , [11] , error probability [12] , coding and quantization [13] , [14] , [15] , and estimation [16] .
Recently, in [17] , we exploited the SPA based on Lugannani-Rice formula to compute the SINR outage probability in a scenario where both the desired channel and the interfering channels are modeled using multi-path fading distributions (e.g., Nakagami-m, Nakagami-q, and Rician). The number of interferers and the distance geometry between the receivers and the transmitters were considered to be deterministic.
B. Contributions
The outage analysis of the cellular networks with random multi-path fading channels and random locations/number of the interferers is more complicated due to different sources of uncertainty. Stochastic geometry is often used to analyze such systems (see [18] for a general introduction). In this case, the interference distributions are often intractable and tend to have high skewness and kurtosis (heavy tailed). Consequently, well-known approximations like Lugannani-Rice formula may not provide accurate performance characterization of the system. The Lugannani-Rice formula is found to be accurate when the distribution to be approximated is nearly Gaussian. For highly skewed or heavy tailed distributions, Lugannani-Rice formula yields inaccurate outage results (e.g., results being negative or greater than unity) [8] , [9] . Such cases highlight the importance of including the higher order moments in the SPA approximation. This is exactly the case when stochastic geometry is used to model interference. The interference experienced by a typical user is known to follow an alpha-stable distribution when the interfering base stations are modeled as homogeneous Poisson point process [19] .
In this context, the contributions of this paper can be summarized as follows:
• This paper proposes an efficient approximation for SINR outage probability using saddle point methods. In particular, we propose a general version of the saddle point method introduced by Wood, Booth and Butler [7] , from which the Lugannani-Rice formula can be derived as a special case when normal distribution is considered as the base distribution.
The technique utilizes the CGF of the signal and interference variables and allows us to tackle distributions with heavy skewness and tails.
• We use a four parameter normal-inverse Gaussian (NIG) distribution as a base distribution.
NIG offers a higher flexibility in adjusting the shape of the distribution and the decay rates of the tail. To the best of our knowledge, NIG has not been used in the context SPA of CDF in earlier literature. The result is general enough to be used for CDF approximation in other contexts as well.
• The proposed semi-analytical method is general enough to calculate the SINR outage of any wireless system whose SINR can be modeled in the form
where X i denotes the useful signal power, Y i denotes the power of the interference signal, and X i , Y i are independent random variables. M and N can also be random variables. For demonstration purposes, we consider a stochastic geometry-based cellular network model, where base stations (BSs) are distributed according to a homogeneous Poisson Point Process (PPP) and a typical user experiences a downlink coordinated multi-point (COMP) transmission. We characterize the outage of the typical user in scenarios: (a) when the number and locations of interferers are random, and (b) when the fading channels and number of interferers are random.
• Numerical results illustrate the higher accuracy of the proposed NIG-based SPA over normal-based SPA (as given by Lugannani-Rice formula). Given that the skewness and kurtosis satisfy specific conditions (referred as sufficient conditions in the paper), NIG-based SPA works reliably. However, in the case when the specific relation between skewness and kurtosis is not fulfilled, we recommend SPA based on normal distribution or on symmetric NIG distribution, at the expense of reduced accuracy.
C. Paper Organization and Notations
The rest of the paper is structured as follows: Section II discusses the SINR model along with the basic definitions we will be using throughout the paper and the typical application x a−1 e −x dx is the lower incomplete Gamma function. f X (·), F X (·) and Q X (·) denote the probability density function (PDF), cumulative density function (CDF), and complementary CDF of X respectively. The M X (t) = E[e −tX ] and µ i (X) are the MGF and i-th moment of X respectively. The CGF of X is defined as K X (t) = log M X (t). The cumulants of X, denoted as κ i (X), are the coefficients of Taylor expansion of the CGF, K X (t) = (−1)
The mean, variance, skewness, and excess kurtosis of X are defined in terms of its cumulants
In Sections V and VI, some of the conventional notations are reused whose interpretation will depend on the local context.
II. SINR MODEL AND BASIC DEFINITIONS

A. SINR Model
The SINR of a wireless device can be modeled as:
where X i denotes the i-th useful signal power, Y i denotes the power of the i-th interferer, the noise power is normalized to unity, and X i , Y i are independent random variables. Here
Y i , and both the M and N can also be a random variables. Following Zhang's approach [20] , let us define a new random variable Ω = θY − X, then the SINR outage probability can be given as follows:
If we neglect the noise, then the SIR outage will be given by P out = Pr(Ω > 0). The SINR outage probability in (1) can be exactly evaluated using Gil-Pelaez inversion formula as [2] :
where
is the imaginary component of complex variable z, and  = √ −1.
B. MGF of Ω
Given that Ω is a linear combination of independent random variables, we can obtain the
. If the signals X i and Y i are mutually independent,
C. CGF and Cumulants of Ω
Given that M Ω (t) = exp log M Ω (t) = exp K Ω (t), (2) can be restated in terms of CGF as
The CGF and cumulants of Ω can be given as follows:
Lemma 1 (CGF and cumulants of Ω). The CGF of Ω is
and the n-th cumulant of Ω is given by
Proof: Using the additivity and homogeneity properties of CGF and cumulants.
If the signals X i and Y i are mutually independent, we further have
In the subsequent sections, we will demonstrate the use of CGF to approximate the SINR outage using SPA.
III. SADDLE POINT METHOD
If the CGF of a random variable X exists, then we can exploit a powerful approximation technique known as the saddle point approximation (SPA) to compute the CDF of the random variable (see [3] , [4] for general introduction). The saddle point method serves as a compromise between the purely analytical and purely numerical approaches. The direct numerical approach using Gil-Pelaez inversion involves evaluating the MGF at multiple points to calculate the desired integral. In SPA approach, we only need to evaluate (at least theoretically) a single point of the function, called the saddle point, based on which a semi-analytical formula for outage can be obtained.
A. The Wood-Booth-Butler Formula
Note that the Gil-Pelaez inversion formula can be represented as a contour integral in terms of CGF as where c > 0 is a real constant lying in the convergence strip of K X (t). The dominant component of the integral is concentrated at the saddle point of K X (t) − tx. The saddle pointt =t(x) is given by the solution of the saddle point equation
Now, suppose that g, G, and L are the PDF, CDF, and CGF of the base distribution of Z, respectively, by which we want to approximate our target distribution. The dominant component of this base distribution is found at L Z (s) −sz, wheres =s(z) is the saddle point root of
After transforming the pair (x, t) → (z, s) such that dominant components of these two distributions coincide, we obtain
The task is to find an optimal choice ofẑ =ẑ(x) from the above transformation process, when the right hand side of (7) is given. Note that K *
appearing in the left-hand and right-hand of (7) are Legendre-Fenchel transforms of K X and L Z , respectively, as shown in Fig. 1 . As per the definition of CGF, both K X (t) and L Z (s) are convex, whereas their Legendre-Fenchel transforms K * T (x) and L * S (z) are concave with respect to x and z.
In Fig. 1 , by the property of Legendre-Fenchel transform, the maxima/minima of the dual function is given by the value of the intercept on the ordinate axis of the primal function, whereas the location of the maxima/minima of the dual function is given by the slope of the primal function at that intercept. Thus, K * T (x) and L * S (z) have unique maxima of zero at their means
, respectively. These maxima corresponds to their dual variablest = 0 ands = 0. Likewise, the minima of K X (t) and L Z (s) corresponds to the ordinate intercept of their dual function, min
As such, because of the concavity, for a given value of x, there can be two possible optimal choices forẑ in (7) . For the unique case when 
Subsequently, we have the following proposition by Wood, Booth, and Butler:
Theorem 1 (CDF Approximation using SPA [7] ). Suppose X has a continuous distribution
whereẑ is given in (8),ŝ =s(ẑ) is the saddle point forẑ with respect to the base CGF and
.
This CDF approximation is independent of the location and scale of the base distribution [7] .
Also, given a base distribution, the authors recommend the moment matching method to find the parameters of the base distribution, i.e., L (n)
B. Lugannani-Rice Formula as a Special Case
When standard normal distribution is chosen to be the base distribution, we have
The solution to the saddle point equation
the Wood-Booth-Butler formula, we havê
This choice of standard normal base distribution leads to the famous Lugannani-Rice formula [5] . Thus the Lugannani-Rice formula is a special case of Wood-Booth-Butler formula. The
Lugannani-Rice formula is extremely robust and very accurate when the distribution to be approximated is nearly Gaussian. However, when the distribution is highly skewed or has very heavy tail, the results cannot even be considered as probabilities, such as when the result is negative or is greater than unity [8] , [9] .
C. Computing the Saddle Point
The crucial step of SPA is computing the solution of the saddle point equation (6) . However, most often the saddle pointt cannot be found analytically. As such, we have to resort to numerical approaches. Sincet solves the equation K X (t) = x, one possible approach is to apply a root finding algorithm to findt. For the case when x = 0, since K X (t) is a convex function,t is the global minima. Thus, we can also apply an optimization algorithm to findt when x = 0.
Nevertheless, for our purpose an approximation tot can be obtained by expanding K X (t) up to second order term,
, and solving for K X (t) = x. We have the initial approximation fort in terms of first and second central moments aŝ
This approximation can be used as an initial value for the root finding algorithm or the optimization algorithm. It can also be used to qualitatively understand howt adapts according to network parameters. A better approximation oft can be obtained by including higher order cumulants in K X (t) and reverting the series using Lagrange inversion formula [29] .
IV. SPA USING NIG DISTRIBUTION AS THE BASE DISTRIBUTION
Now we exploit a four parameter distribution known as the normal-inverse Gaussian (NIG) distribution as a base distribution for SPA framework. NIG distribution is a special case of more general hyperbolic distributions [24] . NIG distribution allows us great flexibility in adjusting the shape of the distribution and the decay rates of the tail. The NIG distribution was first introduced in [26] , [27] to model financial processes and has since then found many applications. It was introduced to signal processing in [28] . Since the NIG distribution is defined on the entire real line, it is suitable for the modeling of random variable Ω.
NIG distribution can be defined as follows: Suppose X is normal distributed when conditioned on Y , with mean µ+βY and variance
is given by
where z ∈ R, α > 0, δ > 0, µ ∈ R, 0 < |β| < α, and
Bessel function of second kind
with index ν = 1. The µ represents location parameter, α represents tail heaviness, β represents asymmetry parameter, δ represents scale parameter.
Large α implies light tails, while smaller α implies heavier tails. Similarly, β < 0 implies left skewness, β > 0 implies right skewness, while β = 0 implies that the distribution is symmetric.
Furthermore, the symmetric NIG distribution tends to Gaussian distribution as α → ∞ and δ ∝ α. On the other hand, the symmetric NIG distribution tends to Cauchy distribution as α → 0. In Wolfram Mathematica 10.0, the NIG distribution is available as a built-in function
The mean, variance, skewness, and excess kurtosis of NIG distribution are:
The parameters of the distribution can be explicitly solved, given the first four cumulants, using the moment matching method [25] . It is easy to see that the skewness is bounded by excess kurtosis as
Any variable that satisfies this inequality can thus be modeled by NIG distribution.
Despite the appearance of modified Bessel function in the definition of PDF of NIG distribution, the CGF of NIG distribution has a much simpler form:
The algebraic simplicity of its CGF makes NIG distribution a good candidate for the base distribution for SPA, since the saddle point of NIG distribution can be analytically solved. 1) The saddle points of NIG base distribution for given z is
2) The optimal choice ofẑ for given x andt iŝ z = sgn(t) 3ρ
3) The second derivative of L Z ats given z is
4) Lastly, the α and β parameters of the base NIG distribution, when µ = 0 and δ = 1, are
where e = c + α √ 1 +ẑ 2 .
Proof: See Appendix A.
The mapping procedure can be summarized as follows:
1) For given x calculatet such that it solves K X (t) = x using some root finding method
The sufficiency condition that appears in Theorem 2 is not surprising given (14) . However, the sufficiency conditions are not always guaranteed to be satisfied. In such cases, we can use the symmetric NIG distribution as the base distribution.
K (t) 2 , and c = K X (t) − xt. Let the location and asymmetry parameter of NIG distribution be selected as µ = 0 and β = 0. Assuming that a solution v exists for the cubic equation
such that v < −1 if c < 0 and v > 1 if c > 0, then the parameters for Wood-Booth-Butler formula are:
1) The saddle points of NIG base distribution for given z is
2) The optimal choice ofẑ for given x andt iŝ
4) Lastly, the α and δ parameters of the base NIG distribution, when µ = 0 and β = 1, are
Proof: See Appendix B.
Remark: For the SIR outage approximation, we evaluate the saddle point at ω = 0. This point corresponds to the minima of the CGF of Ω such that K Ω (t) < 0. Thus the condition c < 0 is always satisfied.
V. APPLICATION OF SPA IN DOWNLINK COMP TRANSMISSION
In this section, we will confine ourselves to a simple stochastic geometrical model (see [18] for general introduction) for COMP. More sophisticated models have been investigated in [21] , [22] , [23] . The purpose here is not to investigate COMP for its own sake, but rather to illustrate the use and compare the accuracy of different SPA methods.
A. Spatial Cellular Network Model
Let single antenna BSs be scattered in 2-D plane according to a homogeneous PPP of intensity λ. Consider an annular region B c centred at origin and with fixed outer radius R and inner radius a > 0, such that B c = {r|a ≤ r < R}. Consider a typical single-antenna user equipment (UE) located at the origin, as shown in Fig. 2 . It is assumed that there are no BSs located within radius r < a, thus forming an exclusion region for the typical UE. All BSs within B c cooperate with each other to conduct a coordinated multi-point (COMP) transmission to the typical UE.
All BSs beyond R, B nc = {r|r ≥ R}, act as interferers; thus B nc forms the interference region.
Since B c ∩ B nc = ∅, the BSs in B c and B nc are both PPP of intensity λ, as per the property of PPP 2 .
B. Received Signal and Interference Model
The instantaneous received signal of the typical UE is modeled as v = i∈Φ B c √ g i r The same scenario can also be extended for the uplink when the typical UE transmits a message, which is then cooperatively detected by the BSs within B c . Fig. 2 . The exclusion region, the region of cooperation, and the region of interference.
and s j are interfering signals from BSs in B nc , r i is the distance between i-th BS and the typical UE, g i denotes independent and identically distributed (IID) channel gains, and α is the path-loss exponent such that α > 2. Lastly, z is the additive white noise. Let the variances
Assuming maximum-ratio-combining (MRC) at the typical UE, we can write the SINR as follows:
Defining X = i∈Φ B c g i P r −α i , and Y = j∈Φ B nc g j P r −α j , we have SINR outage probability
where Ω = θY − X and θ is the predefined SINR threshold. For simplicity, we will assume the noise to be zero. Thus, we will consider SIR outage, rather than SINR outage.
C. CGF of Ω for the CoMP model
Lemma 2. The CGF of Ω for the considered large scale cellular network model is given as
Proof: For homogeneous PPP, the CGF of aggregate of impulse response positioned at each 2-D Poisson point is K(t) = 2πλ (E G [e −tg (r) ] − 1)rdr, where (r) is the deterministic path-loss function and g is the random channel gain. For our case, (r) = P r −α . Thus,
. Consequently, using (3) of Lemma 1 we have the desired result.
Here the non-zero lower limit a allows us to avoid the singularity at origin of the unbounded path-loss function (r). Also, it allows us to model the exclusion region. It is very important to set this parameter correctly, since it determines the heaviness of the tail of the resulting distributions.
Small exclusion regions produce distributions with heavier tails while large exclusion regions produce distributions with lighter tails.
D. Cumulants of Ω for the CoMP model
Lemma 3. The n-th cumulant of Ω for our large scale cellular network model is given by
where u = R/a and κ lim n (Ω) = (−1)
Proof: Using the Campbell's formula for signal X, evaluating the integral over the limits a and R, we have
Similarly, for interference Y , the limits of integral are R to ∞; therefore,
Substituting the expressions for κ n (X) and κ n (Y ) in (5) of Lemma 1, we obtain
Simplifying, we obtain the desired result.
Corollary 2. Assuming a << R, so that κ n (Ω) ∼ κ lim n (Ω), the skewness squared and excess kurtosis of Ω are
Remark: According to Corollary 1, when a << R, the cumulants are independent of threshold θ. Also, according to Corollary 2, without losing much generality, we can see that both the skewness and kurtosis of Ω decrease as a and λ increase. This implies that the distribution of Ω is approximately Gaussian only for large a and λ. In the context of SPA, this further implies that we can reliably use Lugannani-Rice formula only for large a and λ.
E. Approximate Saddle Point
Using the cumulants of Ω, we can now have an initial approximation of the saddle pointt for SPA, evaluated at ω = 0, from (12) aŝ
A surprising aspect of this approximation is that the saddle point does not depend on λ. If we further consider the case when the threshold SINR is very high, θ → ∞, then we have further simplification of the last term
This yields the approximate saddle point aŝ
Thus we see that the saddle point is unaffected by changes in a and λ when θ is large. Similarly, when the threshold SINR is small, θ → 0, then we have
Thus we have the approximate saddle point aŝ
which is unaffected by changes in R and λ.
VI. CASE STUDIES
In this section, we approximate the SIR outage of the typical user using the saddle point methods considering (i) uncertainity due to multi-path fading and number of interferers and (ii) uncertainity due to locations and number of interferers.
A. Uncertainty due to Fading and Number of Interferers
Consider the case where 
In the following, we will consider the cases when N and M obey Poisson and Binomial distributions. 
Using the relation for compound Poisson distribution, we have
We can obtain the saddle point for this case analytically.
. For Nakagami-m fading and Poisson aggregation, the saddle
Proof: The derivative of K Ω (t) with respect to t is
Solving the saddle point equation K Ω (t) = 0 fort, after basic algebra, we have the desired result.
Remark: The parameters λ 1 and λ 2 can be interpreted as a thinning of a parent PPP with parameter λ over a common spatial area, such that λ 1 = pλ 1 and λ 2 = (1 − p)λ 2 , where p can be interpreted as probability of cooperation. Alternatively, λ 1 and λ 2 can arise due to Poisson point process over two mutually exclusive spatial regions of differing areal sizes, as in our considered cellular network model.
2) Nakagami-m fading and Binomial aggregation: Now, consider instead the case when we
, where
Here p is interpreted as the probability of cooperation. As before, for Nakagami-m fading, the channel gain is given by the gamma distribution, G i ∼ Gamma(α, β), such that its
Using the relation for compound binomial distribution, we have
. Hence, we have from (3)
Proposition 2. For Nakagami-m fading and binomial aggregation, the solution to K Ω (t) = 0 is found by solving
Proof: Taking the derivative of K Ω (t) with respect to t, the saddle point equation K Ω (t) = 0 can be simplified to obtain the desired result.
Unfortunately, we cannot solve the saddle point equation analytically, and we need to resort to numerical root finding technique. However, for Rayleigh fading case, we have:
Corollary 3. For the Rayleigh fading, where α = 1,
Nevertheless, we can obtain an approximation for the saddle point for the general case as given in (12) ast
Here, we see that the saddle point is independent of L. Also, for q → 0,t ≈ β; and for q → 1, t ≈ −β/θ. Similarly, for θ → 0,t ≈ βp/(1−q(1−αp)); and when θ → ∞,t ≈ −β/(θ(1+αpq)).
B. Uncertainty due to Number and Locations of Interferers
From our representative model, we have the CGF of Ω as given by (27) . Since no fading is assumed, the channel is deterministic. Thus the CGF of Ω simplifies to
where the channel gain is normalized to unity. The integrals and the derivatives of (39) can be evaluated using generalized incomplete Gamma function defined as Γ(a,
is the upper incomplete Gamma function. To find the derivatives of K Ω (t), we will first give the following proposition.
(e −tP r −α − 1)rdr, then its n-th derivative is
Proof: See Appendix C.
Since we have
, the derivatives of K Ω (t) immediately follow by applying (40).
where γ(a, z) is the lower incomplete Gamma function, such that γ(a, z) + Γ(a, z) = Γ(a).
Proof: By applying (40) of Proposition 3 to K Y (θt) and K X (−t).
Since Γ(a, −z) is in general a complex number, we have to be careful when interpreting this result. To solve the saddle point equation K Ω (t) = 0, we need to resort to numerical root finding techniques. The approximations for the saddle point given in (32) and (33) also applies here, but without the moments of G. 
VII. NUMERICAL RESULTS
In this section, we will present numerical results that compare the outage probability obtained via direct numerical integration of Gil-Pelaez formula and SPA as given by the Wood-BoothButler formula. For simplicity, we assume the noise to be zero, thus obtaining SIR outage, rather than SINR outage. For the saddle point method, we use the normal distribution (and hence the Lugannani-Rice formula), symmetric NIG distribution, and asymmetric NIG distribution as the base distributions. We discover that the SPA based on symmetric NIG is quite robust to errors in the computed root, v, of the cubic equation given in (21) . When the computed value of v becomes greater than −1, symmetric NIG is inapplicable as given by Theorem 3. However, we observe that arbitrarily assuming v = −1 − , where is some small positive number, we can still get reasonable results that are comparable to SPA based on normal distribution. Hence, in our numerical results, whenever the required condition of SPA based on symmetric NIG failed, v was taken to be v = −1.000001.
A. Uncertainty due to Fading and Number of Interferers
In Fig. 3 and Fig. 4 we examine the case where uncertainty is due to Poisson and binomial aggregation of interferers coupled with Nakagami-m fading channels. We assume the Nakagamim fading parameters to be α = 1 and β = 1. For Poisson case, λ 1 = pλ and λ 2 = qλ, where p+q = 1. The saddle point is computed from (35) for Poisson aggregation and (37) for binomial aggregation. For both these cases, we only use SPA with symmetric NIG, since both the skewness and kurtosis tend to be quite small (less than five).
In Fig. 3 , we plot the SIR outage versus the total number of BSs (λ in case of Poisson and L in case of binomial). In both cases, we assume the probability of cooperation to be p = 0.7.
We see that as the number of BSs increases, the SIR outage decreases, when the target SIR threshold θ is 0 dB and −5 dB. However, when threshold is θ = 5 dB, the SIR outage tends to increase as the number of BSs increases. To understand this reversal in trend, note that the mean
of Ω increases or decreases with respect to λ depending on the sign of p − θq. For p = 0.7, this gives θ ≷ 3.67 dB. Thus, for θ = 5 dB, increasing λ increases µ(Ω), thus increasing the CCDF Q Ω (0) and hence the outage. Similar reason can be given for the binomial case. Fig. 4 examines the SIR outage as a function of the probability of cooperation p. In this plot, we assume θ = 0 dB and λ = L = 10. We see that as p increases, the SIR outage decreases.
In both Figs. 3 and 4 , the accuracy of the SPA-based results is comparable to that of the results obtained by direct numerical integration of Gil-Pelaez formula. In Fig. 3 , for θ = −5 dB, we also notice that when the outage probability becomes very small (less than 10 −8 ), the direct numerical integration of Gil-Peleaz's formula starts to lose its numerical precision and becomes unstable, while the SPA gives consistent results. We also note that the results given by SPA based on normal distribution and SPA based on symmetric NIG are consistent. This is not surprising, since the normal distribution is a limiting case of the symmetric NIG distribution.
B. Uncertainty due to Aggregate Interference and Distance
In Figs. 5 and 6, we examine the case where there is uncertainty due to aggregate interference and distance. For these plots, the radius of exclusion region is a = 30 m while the radius of cooperation is R = 150 m. The path-loss exponent is α = 4. The BSs are scattered in a uniform random manner over a total area of radius R tot = 1000 m such that the average number of BSs in the total area is fixed. The transmit power of the BSs is taken to be P = 0 dB.
In Fig. 5 , we plot the SIR outage versus the average number of BSs in the total area πR In Fig. 6 , we plot the SIR outage probability versus the radius of cooperation R. For this plot, we assume θ = 0 dB, the average number of BSs as 100, and the radius of exclusion region a = 30 m. Overall, we observe that as the radius of cooperation increases, the SIR outage decreases. We again observe that SPA based on NIG distribution is more accurate than the SPA based on normal and symmetric NIG distributions. The SPA based on all three base distribution become less accurate when the R is closer to a. However, for larger values of R, the SPA yields more accurate results.
VIII. CONCLUSION
We have proposed a SPA method based on Wood-Booth-Butler formula to calculate the SINR outage probability of any wireless system whose SINR can be modeled in the form
The general approach allows us to deal with distributions with heavy skewness and tails in a more flexible manner. We have exploited asymmetric and symmetric NIG distribution as well as normal distribution as base distributions for the SPA framework. Numerical results have been presented to check the accuracy of the proposed outage approximation methods. The NIG based
SPA yields more precise and accurate results whenever the sufficient conditions are met. If this is not the case, then we recommend SPA based on normal or symmetric NIG distribution at the expense of reduced accuracy. The framework can be extended to consider the COMP transmission for different diversity combining techniques such as selection combining or equal gain combining. Moreover, the case of k-nearest cooperating BSs can also be investigated.
APPENDIX A
A. Findings(z)
We have the CGF of NIG distribution and its first derivative as:
The saddle point equation L Z (s) = z becomes
Solving fors(z), we have
Letting c = K X (t) −tx, we solve forẑ(x) in (7) as
Substituting the expression fors found in (A.4), and letting y =ẑ − µ, we have
or, (δγ − c) + βy − α δ 2 + αy 2 = 0
Let d = δγ − c, then the above equation can be written as
We see that (A.5) is a quadratic equation. Expanding the square term and re-arranging, we get the equation in standard quadratic form, which we can solve for y:
. Now, putting back the value of
. Putting back the value of y =ẑ − µ, we havê
C. Finding Parameters of NIG Distribution
In order to select the parameters of the NIG distribution, since (9) is independent of location and scaling, we first set the mean µ and scaling parameter δ to be µ = 0, and δ = 1.
We now need to solve for α and β, which we can do so using moment matching. Since the saddle point equations (A.3) gives
, we can express the first few derivatives
Since we have selected µ = 0 and δ = 1, these derivatives further simplify to
1) Finding α: Let the skewness of X att be
Matching the skewness, we have Thus, we see that skewness and kurtosis uniquely defines z and α. Let e = c + α √ 1 + z 2 , such that we have α 2 − β 2 = (e − βz) 2 or, (1 + z 2 )β 2 − 2ezβ + (e 2 − α 2 ) = 0
Taking the same sign as the skew of X, we have β = ez + sgn(K X (t)) α 2 (1 + z 2 ) − e 2 1 + z 2 .
(A.14)
D. Sufficient Conditions
For β to be real, it is sufficient that α 2 (1 + z 2 ) − e 2 ≥ 0. Substituting the expression for e, Since both ρ > 0 and η > 0, the condition ρ ≥ 5 3 η implies that both 3ρ − 5η and 3ρ − 4η are non-negative. This ensures that the values ofẑ and α are real in (A.12) and (A.13) respectively.
Assuming that 3ρ − 5η ≥ 0, if c > 0 in (A.15), the non-negativity condition for β is violated.
However, if c < 0, then −|c| + 9 3ρ−5η ≥ 0 for non-negativity. This reduces to ρ ≤ 
