An hybrid of a hidden Markov model (HMM) and a deep neural network (DNN) is considered. End-to-end training using gradient descent is suggested, similarly to the training of connectionist temporal classification (CTC). We use a maximum a-posteriori (MAP) criterion with a simple language model in the training stage, and a standard HMM decoder without approximations. Recognition results are presented using speech databases. Our method compares favorably to CTC in terms of performance, robustness and quality of alignments.
Introduction
A major advantage of connectionist temporal classification (CTC) [1] over a hybrid of a hidden Markov model (HMM) and a deep neural network (DNN) [2] lies in the simplicity of the training and its scalability. However, there are some issues with CTC. First, exact decoding is computationally intractable, and one needs to use some approximation [1] . In addition, CTC does not excel in providing a good alignment between the input and output sequences, posing challenges in some applications [3, 4] .
We suggest a novel training method of an HMM-DNN hybrid. Similarly to CTC, we use end-to-end training. However, unlike CTC, our derivation is formulated using the maximum a-posteriori (MAP) approach with a simple language model (LM) in the training stage. The resulting objective function is similar to [5] with some differences. First, we derive our method from first principles as a MAP estimate. Second, we allow the integration of a scalable LM into the objective function. Decoding can be performed using a standard HMM decoder, without approximations. We use the weighted finite state transducer (WFST) approach [6] and discuss some implementation issues. Speech recognition results on the Wall Street Journal (WSJ) corpus [7] compare favorably with CTC. One of the advantages of the method is its robustness and the fact that it can be used to provide reliable alignment between the input and output sequences.
The Model
Consider a sentence where each word is represented by a left to right hidden Markov model (HMM) [8] whose states are the basic elements of the word (termed labels), such as the character spelling or the phonetic transcription of the word as in [9, 10] . A blank label is inserted between words, and we reserve two states for sentence start and end. The transcript (template), Γ, of the sentence is its sequence of labels. As an example, consider the sentence "is he" and assume a character-based modeling. Then the transcript is Γ = {start, blank, i, s, blank, h, e, blank, end}. In fact, the sentence transcript, Γ, defines a left to right HMM, where transitions are only allowed between neighboring states in the transcript, or from a state to itself (self transition). That is,
and pj(0) + pj(1) = 1 for all j. Figure 1 describes the character-based HMM defined by the sentence "is he". To formulate a MAP estimation scheme we need to define a probabilistic LM for strings s = (s0, s1, . . . , sT ). This model also defines the distribution of the transcript random variable, Γ. As an optimal solution, one would use the ground-truth LM used in the decoding stage, yet this would be computationally infeasible. As an alternative solution, we suggest a degenerated model of labels bi-grams. We have found that this model is sufficient for obtaining state-of-the-art results. Given that at time t−1 the process is at state c, we remain at c with probability pc(0), and make a transition to any other stateĉ with probability pc (1) 
We assume q(c, c) = 0. For a characters based labeling this constraint can be dealt with either by using the solution suggested in [5] , or by defining additional characters that represent consecutive identical characters (e.g. 'll', 'mm'). For phonetic based labeling we add a blank label between consecutive identical phonemes. Let {ot} be the sequence of acoustic feature vectors representing some sentence. Define a time-extended feature vector,õt ∆ = (ot−F , . . . , ot, . . . , ot+F ), for some integer F . We assume a left to right HMM for the sequence {õt}. The underlying hidden state (label) sequence is {st}, where st ∈ {0, 1, . . . , L − 1} and L is the total number of possible states. The joint probability ofõ 
Suppose also that some neural network (NN) recognizer produces the values yt,s t ≡ y t,s t ,θ , which are estimates of 1 log P (st |õt), for t = 1, 2, . . . , T . Here θ are the parameters of the NN. Note that
e y t,l = 1 for all t. By Bayes' law, (3) can be rewritten as,
where ω l ∆ = log P (l) is the logarithm of the prior probability of the state l, and A = T t=1 P (õt). We train our model using a database of N pairs (Γ n ,õ n ), n = 1, 2, . . . , N , whereõ n is the n-th observation sequence, and Γ n is its associated transcript. First, the values of the probability transition matrix q(c,ĉ) can be estimated from a training text using
where N c,ĉ (Nc, respectively) is the number of occurrences of label pairs c,ĉ (labels, c) in the text.
To train the remaining model parameters we use the MAP criterion. The goal is to maximize the loglikelihood of the transcript given its observation sequence. That is, the MAP estimate, Ψ MAP , to the pa-
Since the term A in (4) cancels out in (7), in the sequel we set A = 1 without loss of generality. Our criterion (6)- (7) is similar to the one in [5] . However, our criterion is derived as a MAP estimate. Also, in [5] the values of the transition probabilities between all labels have to be trained, whereas in our model, the probabilities q(c,ĉ) can be pre-trained, so that only pc(0) for all labels c need to be trained from the acoustics. This also allows convenient integration with higher-level LM.
Once the model has been trained, Decoding is preformed with a standard LM instead of the simple bi-gram LM used for training. Thus we can apply a standard HMM decoder as we explain later in more detail.
Training Procedure
To apply (6), we need to compute P (õ) and P (õ, Γ). By (4) and since, as explained, we may set A = 1, the first term, P (õ), is computed by summing over all possible state sequences, as follows,
1 The base of all the logarithms in this paper is e where we denote y t,s t ∆ = yt,s t − ωs t . The transition probabilities are given by (2) .
To compute P (õ, Γ) we use,
where S(Γ) are all state sequences (s0, s1, . . . , sT ) which are consistent with the given transcript, Γ.
To compute P (õ, Γ) and its derivatives efficiently, first denote
where 
Now, αt(k) and βt(k) can be computed efficiently using the following time recursions,
Our training algorithm is a stochastic gradient descent (SGD) that operates on mini-batches. To compute the gradient with respect to any element, θi, of the parameter vector, θ, we use
We calculate ∂y t,k ∂θ i using the back-propagation algorithm. In addition, by (9) ,
Note that the values e y t,l are constrained to be valid probabilities. To satisfy this constraint we use the standard approach of a softmax layer at the output of the NN. Similarly, pj(0), pj (1) and ωj are constrained to be valid probabilities. To satisfy this constraint, we first define unconstrained transition probabilities and priors and pass them through a softmax function that produces valid transition probabilities and priors. The derivatives of the unconstrained parameters can be calculated using the chain rule, taking into account the softmax derivatives and (15)- (18) .
To compute P (õ) and its derivatives efficiently, first denoteα
βt(c)
Then P (õ) = 
t+1(ĉ)pc(1)q(c,ĉ)e y t+1,ĉ
Also,
Decoding
To decode we can use standard HMM decoding techniques without approximations. To integrate our model with a LM, we use the WFST approach. A WFST is a finite-state machine, in which each transition has an input symbol, an output symbol and a weight. Our WFST is implemented with the FST library OpenFST [11] , and is based on the decoding method of EESEN [10] . We first build separate WFSTs for the LM (grammar), the lexicon and the HMM labels. An example for the grammar WFST, G, with two possible sentences is shown in Figure 2a . The lexicon WFST, L, encodes sequences of lexicon units (e.g. phonemes or characters) to words. It enforces the occurrence of the blank label between words, and, for phoneme labeling, also between identical labels. An example is shown in Figure 2b . The HMM WFST, H, maps a sequence of frame-level labels into a single lexicon unit. It allows occurrences of repetitive labels with the proper weighting. An example is shown in Figure 2c . Finally, we compose these graphs into a single graph. The inputs to this graph are the outputs of the neural network, normalized by the priors. 
Numerical Issues
For HMMs and CTC, the calculations of the forward and backward variables are usually performed in log-scale, as in [9, 10] . Another possibility is to use the normalization technique in [12] . In our implementation it was necessary to combine both approaches, with some modification of the method in [12] , as we now describe. For each time frame, t, we first compute the forward (backward, respectively) variables according to the original recursions in log-scale, and then subtract the maximal value of the forward (backward) variables at t from each forward (backward) variable. A simpler variant of the above is to perform the subtraction only every certain time units. For simplicity, we describe our method in the linear scale, for P (õ) and its derivatives. The adaptation to the calculation of P (õ, Γ) and its derivatives is straightforward. Denoteα * t
Effectively, the normalized forward and backward variables are given by,
Using (23)- (24) yields (the derivatives with respect to pr(0) and pr(1) can be obtained similarly using (25)-(26)), 
Implementation
We implemented our model in Tensorflow [13] . Our loss function is implemented in C++, where the samples in the mini-batch are calculated in parallel on different cores of the CPU. We have integrated the feature extraction procedures from EESEN (which uses Kaldi's scripts [14] ) and [15, 16] , the NN procedures from Tensorflow and the WFSTs decoding procedures from EESEN. Since the computation time required by the NN is dominant, the training process takes only 5%-8% more time when using our loss function in comparison to CTC.
Experiments
We conducted experiments on the Wall Street Journal (WSJ) corpus [7] . The training data consists of 81 hours of transcribed speech. We use almost the same training process and NN architecture as in [10] . We extract 95% of the training set for training, and 5% for cross validation. The inputs of the NN are 40-dimensional filterbank with delta and delta-delta coefficients. The features are normalized by mean and variance on the speaker basis. We operate on a phonemes-based system, with 72 labels. The utterances in the training set are sorted by their lengths. The mini-batch size is set to 30. We use the ADAM optimizer [17] with an initial learning rate of 0.001. We use gradient clipping [18] with a value of 50. The learning rate decay and the stopping criteria are determined based on the validation WER (optimizing for each method). We test our model on the eval92 and dev93 test sets. The acoustic model scores are scaled down by a factor of 0.5-0.9, and the optimal value is chosen. We use the standard pruned trigram LM of WSJ, as in [10] . The bi-gram LM used in training is obtained using the training set text, and the large WSJ LM training set text. We use a RNN architecture of 4 layers of 320 bi-directional LSTM cells [19] without peephole connections [20] . Table 1 shows the obtained WER on the validation, eval92 and dev93 sets. We compare our model (HMM-MAP) to the CTC model under the same conditions. Decoding with CTC is performed using the T LG WFST and the prior normalization method in [10] . Our CTC model obtains comparable results with the ones reported in [10] . We see a consistent improvement in WER of HMM-MAP compared to CTC. Figure 3 shows the validation WER vs. epoch of CTC, and our model using three different LMs during training: bi-grams, uni-grams and uniform. It demonstrates the importance of using a reasonable LM during training. Figure 4 shows the obtained alignments on some utterance from the training set. It demonstrates a significantly improved alignment of HMM-MAP compared to CTC, which is due to the peaky output distributions of CTC. 
Conclusions
We have presented a novel end-to-end MAP training method of a HMM-DNN hybrid. The model compares favorably to CTC on the WSJ corpus. We also believe our method is more robust in the following sense. In [21] , using CTC, it was found that the network's prediction of the blank label was too dominant during decoding. The authors suggested a blank-prediction-diminishing method, by subtracting a high prior from the network's blank prediction. In [10] a different priors normalization method was proposed, which also diminishes the blank predictions. However, the formulation of the CTC model does not justify priors normalization. In [22] it has been shown that the priors subtraction method in [10] might even degrade the WER in some cases.
In future work, we plan to further examine the effect of the LM used in the training process, and apply our model to other sequence-to-sequence tasks, where it may be important to provide good alignment between the input and output sequences.
