Massive multiple-input multiple-output (MIMO) systems use antenna arrays with a large number of antenna elements to serve many different users simultaneously. The large number of antennas in the system makes, however, the channel state information (CSI) acquisition strategy design critical and particularly challenging. Interestingly, in the context of massive MIMO systems, channels exhibit a large degree of spatial correlation which can be exploited to cope with the dimensionality problem in CSI acquisition. With the final objective of analyzing the benefits of covariance-aided uplink multi-user CSI acquisition in massive MIMO systems, here we compare the channel estimation mean-square error (MSE) for (i) conventional CSI acquisition, which does not assume any knowledge on the user spatial covariances and uses orthogonal pilot sequences; and (ii) covariance-aided CSI acquisition, which exploits the individual covariance matrices for channel estimation and possibly uses non-orthogonal pilot sequences. We apply a large-system analysis to the latter case, for which new asymptotic MSE expressions are established under various assumptions on the distributions of the pilot sequences and on the covariance matrices. We link these expressions to those describing the estimation MSE of conventional CSI acquisition with orthogonal pilot sequences of some equivalent length. This analysis provides insights about how much the CSI acquisition process can be overloaded (in the sense of allowing estimating CSI with sufficient accuracy for more users than the number resource elements allocated for training) when a covariance-aided approach is adopted, hinting at potentially significant gains in the spectral efficiency of CSI acquisition in Massive MIMO.
effect known as pilot contamination [6] [7] [8] . 2 Depending on the coherence time of the channel or, more exactly, on the channel sensing periodicity, the transmission of long pilots sequences (to guarantee orthogonality) instead of data-bearing symbols can represent a significant loss in spectral efficiency.
Interestingly, in the context of Massive MIMO systems, channels are far from being independent and identically distributed (i.i.d.) as they exhibit a large degree of spatial correlation [9] . Dense antenna arrays spatially correlate the received signals at the BS, to the extent of resulting in a rank deficient spatial covariance matrix [10] . As a consequence, tracking the individual covariance matrices of the users and exploiting them during CSI acquisition can potentially help to reduce the required training overhead. The knowledge of these covariance matrices can also help improving other aspects of a massive MIMO communication system. For instance, it is shown in [11] that sharing (perfect) covariance information across different cells results in unbounded spectral efficiencies (as the number of BS antennas increases without bound) under a fairly mild assumption on the linear independence between the user covariance matrices. Thus, covariance-aided techniques are likely to be a key ingredient in the design of spectrally efficient massive MIMO systems [12] .
The use of covariance information to mitigate pilot contamination has been studied mostly under the assumption that a fixed set of orthogonal pilot sequences is reused, each one being assigned to one or several users across one or several cells [10] , [11] , [13] , [14] . An alternative approach aims at reducing the training overhead by using shorter non-orthogonal pilots [15] designed or allocated based on second-order CSI statistics. The problem of pilot design for correlated MIMO channels has been extensively studied in the point-to-point case, for example in [16] [17] [18] . In a single-user system, however, all the antennas transmitting the pilots sequences are collocated and, hence, they share the same spatial covariance. On the contrary, in multiuser systems, users are separated in space, and this results in distinct user covariance matrices. Hence, users can be (partially) separated in space during the CSI acquisition process and perfectly orthogonal pilot sequences are no longer needed [15] . This strategy is considered within the context of frequency division duplexing (FDD) massive MIMO systems in [19] , [20] and its potential applicability to time division duplexing (TDD) systems is also recognized in [15] .
This work aims at analyzing the benefits of covariance-aided CSI acquisition in massive MIMO systems. With this objective, we focus on a single-cell MIMO system acquiring the CSI in the uplink (UL) under the assumption that the BS is able to perfectly track the individual spatial covariances of all users with negligible additional pilot sequences (as described e.g. in [21] ). We study analytically the channel estimation mean-square error (MSE) for the following cases: (i)
conventional CSI acquisition, which does not assume any spatial covariance knowledge and uses orthogonal pilot sequences;
and (ii) covariance-aided CSI acquisition, which exploits the individual spatial covariance matrices for channel estimation and possibly uses non-orthogonal pilot sequences. This work is motivated by the difficulty of interpreting the estimation MSE formulas for case (ii) under general covariance matrices and pilot sequences. Specifically, our contribution is as follows:
• We derive deterministic equivalents for the covariance-aided estimation MSE under different assumptions (either stochastic or deterministic) for the covariances and the set of pilot sequences.
• When the covariances and the pilots sequences are assumed to be drawn from some i.i.d. random distributions, we link our results to the MSE expression of case (i) with orthogonal pilots of an equivalent length depending on the received SNRs and the covariance' ranks of all the users in the system. This result is used to answer the question of how much the system can be overloaded, in the sense of supporting more simultaneous users without incurring in any additional training overhead, when covariance-aided CSI acquisition is adopted and at least the performance of conventional CSI acquisition needs to be guaranteed.
• In order to obtain the deterministic equivalents for the MSE in the covariance-aided case, we derive new results on random matrix theory, which are of interest in their own. In particular, we extend the well-known trace-lemma, initially stated in [22] , to block matrices in Proposition 3 using the so-called block-trace operator [23] .
The rest of the paper is organized as follows. In Section II we introduce the channel model and describe in detail the adopted training-based CSI acquisition process. Section III presents the channel estimation MSEs for both the conventional and the covariance-aided CSI acquisition schemes, whereas Section IV contains the main contribution of this paper, that is, the large-system analysis of the covariance-aided MSE for different covariances and non-orthogonal pilots models. Additionally we apply in Section IV the obtained deterministic equivalents to approximately solve the so-called CSI acquisition overloading problem in closed-form. Finally, in Section V we validate our results via numerical simulations.
II. PRELIMINARIES
In this paper we consider a single-cell massive MIMO system, in which a massive MIMO BS with M antennas estimates the UL channels for K + 1 single-antenna users using K + 1 pilot sequences of length L. The CSI acquisition process can be summarized as follows. First, the K + 1 users simultaneously transmit their corresponding length-L pilot sequences, which are not necessarily orthogonal, over the the same L communication resource elements (e.g., subcarriers in the case of orthogonal frequency-division multiplexing). Then, the BS collects the M × L observations and estimates the uplink channels for the K + 1 users by means of a linear MMSE (LMMSE) channel estimator. In the following, we discuss the channel model and we describe the CSI acquisition procedure in more detail.
A. Channel Model
Let us assume that the M ×1 narrowband channel connecting the k-th single-antenna user with the M BS antennas, h k ∈ C M , can be expressed as
where η k ∼ CN (0, I r k ) models the small-scale fading process, β k > 0 denotes the pathloss, and Σ k is the rank-r k M × M spatial covariance matrix of user k. Here we adopt the widely accepted "windowed" wide-sense stationary (WSS) fading channel model (see [13] , [24] , [25] for details), which assumes that the small scale fading coefficients in {η k } are drawn independently and kept fixed during the channel coherence time T C , whereas the slow time-varying large-scale fading parameters (second-order statistics), {β k , Σ k } are considered to remain constant over a window T WSS ≫ T C . In consequence, the channel can be approximated as WSS inside this window and we can define
where U k = (u k,1 , . . . , u k,r k ) ∈ C M×r k contains the eigenvectors associated with the non-zero eigenvalues of Σ k , λ k,1 ≥ · · · ≥ λ k,r k > 0, and Λ k = diag λ k,1 , . . . , λ k,r k . Additionally, we normalize the covariances {Σ k } to guarantee that
where the distribution underlying the expectation in (3) will be specified depending on the context; in particular, the user covariances are assumed to be drawn from Dirac distributions if they are deterministic.
B. CSI Acquisition Model
The training-based CSI acquisition strategy can be described as follows. We denote by P ∈ C L×(K+1) the matrix gathering the K + 1 length-L pilot sequences p 0 , . . . , p K assigned to the K + 1 users:
where
Letting all K + 1 users simultaneously transmit their respective pilot sequence, the signal received by the BS at the ℓ-th
where {P k } are the transmit powers and n(ℓ) = n 1 (ℓ), . . . , n M (ℓ) T ∈ C M denotes the additive white Gaussian noise
Grouping the received signal for the L resource elements dedicated to training in Y = y(1), . . . , y(L) ∈ C M×L , the signal model in (6) can be more compactly expressed as
with
We can equivalently write
Given the observation model in (8) , the BS estimates the individual channels from the K + 1 users, adopting a LMMSE approach, which under the channel model in (1) is given by [26, Chap. 12 ]
where we have introduced the received signal-to-noise ratios (SNRs),
and Σ = diag Σ 0 , . . . , Σ K . Observe that the estimator in (9) requires the knowledge of the second-order statistics of the channel. When this information is not available, the estimator in (9) is substituted by a mismatched estimator, which has different accuracy depending on how much is assumed to be known from the channel model in (1) . In particular, we distinguish between the following cases: 3 Note that this power normalization is more realistic than the assumption that p 2 = 1 independently of L commonly adopted in the pilot design literature.
(i) Conventional CSI Acquisition Strategy: We assume that the BS either does not have or does not use the individual spatial covariances and, hence, uses {Σ k = I M }. It knows the transmit powers, {P k }, and the received signal-to-noise ratios (SNRs), {snr k = β k P k /σ 2 } including the pathloss information. We also consider that the pilot set gathered in P is orthogonal, i.e.,
which requires the pilot-length to satisfy L ≥ K +1. Then, the channel estimator in (9) becomes the mismatched LMMSE
This case is analyzed in Section III-A.
(ii) Covariance-Aided CSI Acquisition Strategy: We assume that the BS exploits the knowledge of the individual spatial covariances {Σ k } the transmit powers, {P k }, and the received SNRs, {snr k }, during CSI acquisition, and uses an arbitrary (possibly non-orthogonal) pilot set P, i.e., (10) is not satisfied. The channel estimator in that case is directly obtained from (9) , that is,ĥ
This case is investigated in Sections III-B and IV.
C. CSI identifiability
Let us now present the identifiability conditions on the system parameters: the pilot length L and the user covariances {Σ k }, which enable to identify the CSI vector h from the observations y in the noiseless case (n = 0). Using an equation counting argument, we see in (8) that CSI identifiability requires rank(
where U = diag(U 1 , . . . , U K ), so that the system can be uniquely inverted. SincePU has M L rows and
In particular, if all covariance are full rank, {r k = M }, the CSI is identifiable if and only if rank(P) = K + 1, i.e., it is necessary that L ≥ K + 1. On the contrary, if all the covariances {Σ k } span orthogonal subspaces, we necessarily have that K k=0 r k ≤ M and, hence, the CSI is identifiable if L ≥ 1. Besides these two extreme cases, it is hard to establish identifiability conditions for general pilot sequences and user covariances and this is exactly what complicates the MSE analysis of covariance-aided CSI acquisition. Still, thanks to the large system analysis in Section IV, we are able extract meaningful conclusions for the intermediate cases.
III. MSE ANALYSIS OF CSI ACQUISITION STRATEGIES
In this section we present the channel estimation MSE expressions for both the conventional and the covariance-aided CSI acquisition schemes. In particular, we characterize the performance of each CSI acquisition strategy by the channel estimation mean-square error (MSE) of a given user, denoted as user 0. This incurs in no loss of generality and allows us to derive useful insights by considering the other users as interferers.
A. Conventional CSI Acquisition
Let us first focus on the conventional CSI acquisition strategy, which uses orthogonal pilots and applies the mismatched LMMSE channel estimator in (11) . The channel estimation error covariance in this case is given by
withD β = diag(β 0 , . . . , β K ) ⊗ I M , and the individual error covariance for user 0 follows from the first M × M block of in
e {Σ k }, {snr k } :
The channel estimation MSE for user 0 can be derived from (16) 
B. Covariance-Aided CSI Acquisition
As opposed to Section III-A, here we analyze the case in which the spatial covariance matrices are exploited in the CSI acquisition process. In consequence, let us assume now that the BS knows the spatial covariances {Σ k }, the transmit powers {P k }, and the received SNRs, {snr k }, and estimates the channel using the LMMSE estimator in (12) . Then, the channel estimation error covariance matrix is given by
and, hence, the individual error covariance for user 0 is
Finally, the channel estimation MSE for user 0 in the covariance-aided case is
where we have used the covariance decomposition in (2) and Lemma 3 postponed in Appendix I.
For convenience, let us now introduce the estimation signal-to-interference-plus-noise ratio (SINR) as follows. Recall from (12) thatĥ
and the received signal y as given in (8) .
Thanks to the linearity of the estimator, we can identify the useful signal as the contribution originated from the transmission of p 0 by user 0, i.e., √ P 0 E † 0P 0 h 0 and denote the rest as interference-plus-noise, i.e., E † 0 y − √ P 0 E † 0P 0 h 0 . Accordingly, we define the estimation SINR measured in the subspace spanned by each eigenvector of Σ 0 as the ratio of the expectation (with respect to the noise) of the two quantities, i.e.,
It is interesting to observe (e.g., in (23) ) that sinr
, where the upper bound is achieved for i = 1, . . . , r 0 , when the interference from the K users is completely canceled by LMMSE channel estimator. In that case the MSE in the following lemma results.
Lemma 2. Let one or both following conditions hold:
(a) (Orthogonal pilot condition). Pilot sequence p 0 is orthogonal to the rest of pilot sequences, i.e.,
(b) (Orthogonal covariance subspaces). The r 0 -dimensional subspace spanned by the covariance of user 0 is orthogonal to the subspace spanned by the covariances of the K interfering users, i.e.,
Then, sinr 
where λ 0,1 ≥ · · · ≥ λ 0,r0 > 0 are the non-zero eigenvalues of Σ 0 as introduced in (2) .
Observing that f (x) = x 1+ax is concave in x > 0 for any a > 0, we can apply Jensen's inequality to see that
with equality when λ 0,1 = · · · = λ 0,r0 . We can conclude that, under the conditions of Lemma 2, covariance-aided CSI acquisition strictly outperforms the conventional strategy with orthogonal pilots in a massive MIMO system, that is, mse
• K, L → ∞ with ratio αL = L/K, where 0 < lim infK,L αL, and 
0 snr 0 , whenever the eigenvalues λ 0,1 , . . . , λ 0,r0 are not all equal and, in particular, when the spatial covariance of user 0 is not full-rank (r 0 < M ). This can be easily interpreted as follows. Both the conventional and the covariance-aided CSI strategies under the conditions in Lemma 2 effectively remove any contribution coming from the K interfering users, so that they become purely noise-limited. The covariance-aided channel estimator in (12) additionally removes all the noise outside the subspace spanned by Σ 0 and this reduces the noise power at least by a factor of M/r 0 , as confirmed by (29) .
IV. LARGE-SYSTEM ANALYSIS OF COVARIANCE-AIDED CSI ACQUISITION
Given the difficulty of interpreting the effect of the pilot sequences P and the spatial covariances {Σ k } on the channel estimation MSE for the covariance-aided CSI acquisition strategy as given in (22) , in this section we adopt a large-scale analysis approach. Indeed, we study mse
with given fixed ratios under different assumptions on {Σ k } and P ∈ C L×(K+1) and derive the corresponding deterministic equivalents as summarized in Table I .
Deterministic equivalents provide asymptotically tight deterministic approximations for the MSE, which allow us to decouple the effects of the non-orthogonality of the pilots and the non-orthogonality of the covariances.
A. Deterministic Equivalent for Random Interfering Covariances and Deterministic Pilots
Let us assume in this section that the pilot length L and the number of interfering users K are finite and that the individual covariance of user 0, Σ 0 , and the pilots sequences P are deterministic. Furthermore, let us assume the following random model for the individual spatial covariances of the interfering users.
Assumption A1. (Random covariance model). The individual covariances of the K interfering users are assumed to be random according to:
where r k is the rank of Σ k with probability 1 and the entries of 
and the constants ι M,1 , . . . , ι M,K are given by the unique nonnegative solutions to the following fixed point equations:
Then, as M and r k grow large with ratios
Proof. The proof is mainly based on an application of [27, Thm. 1]. See Appendix II-A.
The result in Theorem 1 is useful to see the effect of using non-orthogonal pilots on the CSI acquisition accuracy. Note that the constant ι M,k measures the level of interference created by the pilot sequence of user k when estimating the channel of user 0 (the larger ι M,k , the lower the interference). In particular, if the pilots are orthogonal (see condition (a) in Lemma
the deterministic equivalent in (31) becomes the MSE given in Lemma 2 for the interference-free case.
B. Deterministic Equivalent for Deterministic Interfering Covariances and Random Pilots
Let us now assume that all the covariances {Σ k } are deterministic and consider the following random model for the pilot sequences.
Assumption A2 (Random pilot model). The random length-L pilot sequences are of the form
p k = (p k (1), . . . , p k (L)) T , k = 0, . . . , K(35)with p 0 , . . . , p K ∈ C L being
independent random vectors with i.i.d. entries of zero-mean, unit variance, and have finite eighth order moment. Observe that the normalization in (5) is now satisfied in expectation.
Furthermore, we assume that the pilot length L is sufficient to estimate the subspace spanned by the covariances of all users
with U k ∈ C M×r k containing the r k eigenvectors associated with the non-zero eigenvalues of Σ k .
Indeed, Assumption A3 is related to the system identifiability discussed in Section II-C. If (36) holds, one immediate consequence is that
which is a necessary condition for asymptotic identifiability (see (14)).
For convenience, let us introduce the block version of the trace operator for block matrices (see [23] for details) before presenting the deterministic equivalent of the MSE error of user 0 as L, K → ∞ in the next theorem.
The block-trace of B M,L is defined as 
where Γ L is the unique M × M positive definite matrix solution to the following fixed point equation 5 Note that this definition is highly dependent on the size of the blocks M . We omit, however, the reference to M in the notation for the sake of simplicity.
where the block-trace operator is introduced in Definition 1. Then, as L and
we have that
Proof. The idea of the proof is to generalize the result of Bai and Silverstein [28] to block-matrices in order to provide a deterministic equivalent for A L . The main step consists in using the equivalent of a rank-1 perturbation for block matrices and proving that the fixed point mapping underlying (41) is satisfied by A L and it is indeed a contraction. As a key ingredient, we generalize the trace lemma to block-matrices with convenient random matrix concentration inequalities in Proposition 3
of Appendix I. See the detailed proof of Theorem 2 in Appendix II-B.
The result in Theorem 2 is useful to understand the effect of the relative orthogonality between the subspace spanned by the covariance of user 0,
, and the subspace spanned by the covariances of the K interfering users, as captured by the estimation SINR term
In particular, when the subspace spanned by the covariance of user 0 is orthogonal to the subspace spanned by the other users, i.e., u † 0,i
, it follows from (41) that the deterministic equivalent in (40) becomes the MSE given in Lemma 2. The reason is that the projection into the subspace of user 0 in the channel estimator in (12) already cancels all interference from the other users and orthogonal pilots are no longer needed. Moreover, using the fixed point equation in (41), the SINR can be upper bounded using the inequality
where in (45) we use that (Γ L + I M ) 6 and (46) follows from using the Taylor expansion of
under the assumption in (36). Therefore, the larger the projection of u 0,i on the interferer covariance, the lower the SINR.
In order to extend the results of Theorem 2 for the case M, {r k } → ∞, we need to ensure that the convergence in (44) holds uniformly in M . This is done in the following theorem. 
Proof. See Appendix II-C. 6 Let A, B be N × N Hermitian matrices. We say that A B, if B − A is positive semidefinite. 7 This assumption is always satisfied in practice, since the maximum transmit power is always limited.
Finally, recall that the deterministic equivalent in Theorems 2 (and 3) only holds under some technical condition given in (43) on matrix A L defined in (42). For completeness we provide in the following proposition two alternative sufficient conditions on the system parameters for guaranteeing the required result. 
whenever one of the following conditions hold:
(a) (Summable received SNRs condition). The covariance matrices {Σ k } have uniformly bounded spectral norm and
(b) (Strong subspace identifiability condition). There exists a constant c M > 0 such that
r k gathers the eigenvectors of the individual covariances of the K + 1 users as defined in (2) .
Observe that the conditions in (a) imply that the power of the interference perceived by user 0 from the other users (which is proportional to {snr k }) decreases fast enough, so that the interference level is controlled independently of the particular covariance eigenspaces. Alternatively, condition (b) ensures, without imposing any restriction on the power of the interfering users, that random pilots are good enough for CSI acquisition given the relative orthogonality between the covariance eigenspaces of all users in the system. In fact, (48) is slightly stronger than the channel identifiability condition, which consists in assuming that U †P †P U ≻ 0 (see Section II-C). Note that if lim sup L K > 1, Theorem 1.1 in [22] guarantees the existence of some constant α > 0 such that (48) is satisfied in that case.
C. Deterministic Equivalent for Random Interfering Covariances and Random Pilots
Let us now focus on the case in which the covariance matrices {Σ k } follow the random model of Assumption A1 and the pilot sequences follow the random model of Assumption A2. To this end, we particularize the results in Section IV-B for random covariances. In the following proposition we give a deterministic equivalent in Frobenius norm for the fixed point 
Further assume that Assumption A3 holds uniformly in M and define α L L/K and τ M,k r k /M . Then, as K and L grow large with ratio α L , and M and r k grow large with ratios
Proof. See Appendix II-E.
We are now in the position to present in the next theorem the deterministic equivalent for the MSE of user 0 when the individual covariances of the K interfering users and all the K + 1 pilot sequences are random and as K, L and M grow large with some fixed ratios. 
Proof. See Appendix II-F.
Observe that the deterministic equivalent for the MSE of user 0 in (52) has a very similar expression to the MSE given in Lemma 2. More precisely, the LMMSE estimator with non-orthogonal pilots of length L in the large system regime becomes equivalent to the LMMSE estimator with orthogonal pilots of length
, where γ L is the solution of (49). Thus, the effect of pilot contamination can be understood as an effective reduction of the estimation SINRs (see definition in (24)) from
the bounds in (50). It is very interesting
to investigate under which conditions on the system parameters, more exactly, on the received SNRs {snr k } and the covariance ranks {r k } of the interfering users, these limiting values are attained.
Then, under the conditions of Theorem 4, it holds that
where constant γ ∞ takes the following values:
Proof. See Appendix II-G.
The conditions in Corollary 1 can be interpreted as sufficient conditions for the system to be either (a) interference-free or 
D. Covariance-Aided CSI Acquisition for CSI Overloading
Let us now illustrate a practical application of the previous large-system analysis. Our objective is to quantify the benefits of exploiting the knowledge of the user covariance matrices during CSI acquisition in order to overload the CSI system, in the sense of increasing the number of simultaneous users, while guaranteeing the same MSE performance as with the conventional CSI estimator using orthogonal pilots of the same length. This can be more formally stated as follows. 
Problem Formulation (CSI overloading). Given a pilot length
where mse
0 (snr 0 ) and mse (17) and (22), respectively.
This previous CSI overloading problem is very difficult to be solved based on the MSE expression depending of the exact covariances and pilots given in (22) . However, it can be approximated in closed form using the deterministic equivalent in Corollary 1.(b) as follows. We upper-bound the deterministic equivalent using Jensen's inequality as in (29):
so that the performance guarantee condition in (58) can be simply approximated as
L and, hence, it follows that
The accuracy of the previous approximation is numerically investigated in Section V.
Assume now, that we extend the the performance guarantee condition in (58) to all the K + 1 users included in the CSI acquisition, i.e., mse
k (snr k ), for k = 0, . . . , K. Then, using (60), we have that
This shows that covariance-based CSI acquisition allows to increase the number of supported users with respect to conventional CSI acquisition with orthogonal pilots (which implies K ≤ L − 1) at least by a factor of
V. NUMERICAL EVALUATION
In this section we illustrate numerically the accuracy of the deterministic equivalents presented in Theorems 1-4 and Corollary 1.
For doing so we adopt the random covariance and pilots models assumed in (30) and (35), respectively. In particular, for a given number of BS antennas M , we generate the individual covariances as
where the entries of X k ∈ C M×r k are i.i.d. complex Gaussian zero-mean, unit variance random variables, and
For a given number of interfering users K, we generate the pilot sequences
where ψ k,ℓ are i.i.d. random variables uniformly distributed in [0, 2π), and the pilot length is L = ⌊α L K⌋. Note that the above choices fulfill both Assumptions A1 and A2.
First, in Figure 1 we plot the exact MSE for the covariance-aided CSI acquisition strategy (computed using (22) ) and the approximations obtained from the deterministic equivalents in Theorems 1, 2, and 4. For each value of the BS antenna number M , we set the UE number to K + 1, with K = ⌊M/4⌋ − 1, we generate the individual covariances according to (62) with r k = ⌊M/4⌋, and we allocate pilots of length L = ⌊K/4⌋ following the model in (63). As expected, the accuracy of the deterministic equivalent in approximating the the actual MSE (which is a random quantity due to the adopted random covariance and/or pilots model) increases with the number of antennas. It seems that in the adopted setup the effect of using non-orthogonal pilots is more important in the CSI estimation MSE than the relative orthogonality of the user covariances.
This explains the higher accuracy achieved by the deterministic equivalent from Theorem 1, which assume the pilots to be deterministic and, hence, uses the actual pilot set to compute ξ
(ii) 0 P, Σ 0 , {snr k } . Furthermore, when the pilots are assumed to be random as done in Theorems 2 and 4, there is no appreciable accuracy improvement from using the exact covariances with respect to modeling them as random (compare ξ
This observation is further confirmed in Figure 2 , where we plot the approximation errors incurred by the different deterministic equivalents under the previous system setup and averaged over 100 random realizations of the covariances and pilots. In both figures, we have omitted the deterministic equivalent in Corollary 1, since under case (b) γ ∞ =τ M αL−τM , it 'virtually' provides the same result as using the fixed point equation for γ L in Proposition 2. Now, we focus on the CSI overloading problem stated in Section IV-D. In Figure 3 we evaluate the accuracy of solving the previous CSI overloading problem using the approximate condition obtained in (60). For each value of the BS antenna number M , we generate the individual covariances according to (62) with r k = ⌊M/4⌋, and the pilot set of length L = ⌊M/4⌋ following the model in (63). For each random realization of covariances and pilots we compute the number of interfering users K ⋆ supported by covariance-aided CSI acquisition by solving the CSI overloading problem using exhaustive search and plot K ⋆ averaged over 100 realizations. In addition, we also obtain the approximated number of interfering users K (ii) from (60),
i.e.,
, and the number of interfering users with orthogonal pilots Figure 3 shows that K (ii) overestimates K ⋆ but still gives a very accurate approximation which improves when increasing the number of BS antennas. As a result the MSE performance is not always guaranteed. This is illustrated in Figure 4 , in which we plot the estimation MSE for the covariance-aided CSI acquisition strategy when the number of interfering users is K ⋆ and K (ii) and the target MSE, that is, the MSE obtained using the conventional CSI acquisition strategy with orthogonal pilots. This numerical example confirms the benefits of using covariance-aided CSI acquisition for significantly increasing the number of simultaneously supported users. Indeed, in this particular case, we can estimate the CSI for approximately 3 times more users than conventional CSI acquisition using pilots of the same length.
VI. CONCLUSIONS
We have applied a large system analysis to characterize the performance of covariance-aided multi-user CSI estimation in the uplink of a single-cell Massive MIMO system. Deterministic equivalents of the achieved estimation MSE were obtained under several assumptions related to the stochastic nature of the spatial covariance matrices and/or the pilot sequences. When the covariances and the pilots sequences are assumed to be drawn from some i.i.d. random distributions, our results indicate that the performance of covariance-aided CSI acquisition can be interpreted as that of a system using orthogonal pilot sequences of certain equivalent pilot length, for which a closed-form expression enables an intuitive interpretation of the achieved spectral efficiency. Numerical results demonstrate that the spectral efficiency gap between covariance-based and classical CSI acquisition can be significant. Finally, we contributed to random matrix analysis by extending the trace-lemma from [22] Approximation Error E mse 
Consider also x ∈ C N , c ∈ C for which A + cxx † is invertible. Then,
and
Lemma 4 (Resolvent identity). Let A and B be two invertible complex matrices of size N × N . Then, 
for some constant C q depending only on q. 
Proof. Let λ 1 , . . . , λ N denote the eigenvalues of B and v 1 , . . . , v N the corresponding eigenvectors. Then,
where the last inequality holds since A is positive semidefinite.
T of size KN × M , and the block diagonal
Then, using Cauchy-Schwarz inequality, it holds
Additionally, we prove the second part using Lemma 8
Let us now provide a blockified version generalizing the convergence of the trace lemma (see Lemma 5) for block-matrices with a convergence in spectral norm on blocks. 
series of Hermitian matrices with uniformly bounded spectral norm gathering the blocks
a.s.
Assume furthermore that the entries of x L = x 1 , . . . , x L T are bounded almost surely, i.e., there exists χ > 0 such that
Proof. We divide the proof in two parts using different concentration inequalities. First, we prove (i) the non-uniform convergence result in (80) and, then, (ii) the uniform convergence in M so that (81) holds.
Proof of (i).
Similarly to the proof of the trace lemma in [22] , we need to find an integer q such that
with elements given by
which can be rewritten as
M ] n,m . Then, from Lemma 6, we know that for q ≥ 1,
with C q being a constant depending only on q. Furthermore, using that ∆ M ≤ ∆ M F , we can bound E ∆ M q for any q ≥ 1 as
Then, substituting (85) back in (86), it follows for q ≥ 2 that
and by considering the case q = 4 we conclude the first part of the proof.
Proof of (ii). We decompose the convergence result into two parts: 
by applying the results in [32] to the Hermitian matrix process
For doing so, we first check the conditions of [32, Th. 1.2]. The matrix process {Y L } L=1,2... is indeed a martingale since
, where E L−1 denotes the expectation with respect to x L given x 1 , . . . , x L−1 (see [32] ). Furthermore, the sequence {X ℓ } ℓ=1,2... is uniformly bounded as follows
Moreover, we have that
and we define
satisfying the inequality 23 Finally, we are ready to apply matrix Freedman's inequality for ε > 0 [32, Th. 1.2] and obtain for some 0 < α < 1 that
where we have used (99).
Next we want to apply the matrix Bernstein inequality in [30, Th. 1.6] to bound the second term in (103). Let us fix
, and
where A (ℓ,ℓ) denotes the (ℓ, ℓ)-th M × M block of matrix A. Similarly, it can be shown that
and we can finally apply [30, Th. 1.6]:
Since there exists 1 > δ > 0 such that lim sup M,L M L −δ < ∞, we take δ > γ > 0 and 1 > α > 0 so that α = δ + γ and by introducing the constants
, and substituting (106) back in (103), it yields
Since M L −δ is finite and L δ exp(−CL 1−α ) and L δ exp(−CL γ ) are summable, we can apply Borel-Cantelli lemma [31, Thm. 4.3] and conclude that (92) holds.
APPENDIX II PROOFS

A. Proof of Theorem 1
Proof. Under the user covariance model in (30), we can rewrite the MSE of user 0 using (20) together with (21) as
Then, since for
, and snr 0P0 Σ 0P † 0 have uniformly bounded spectral norm with respect to M , we can directly apply [27, Thm. 1] and obtain the convergence result in (34) with
and the constants ι 1,M , . . . , ι M,k given by the following fixed point equations
Finally, for S L as defined in (32), we simplify ξ
(ii) 0 P, Σ 0 and the fixed point equations by applying Lemma 3:
This completes the proof.
B. Proof of Theorem 2
Proof. The idea behind the proof of Theorem 2 is to blockify the result of Bai and Silverstein [28] . To this end, we first rewrite mse
(ii) 0 P, {Σ k } in (22) using the Woodbury identity in Lemma 3 and
users, i.e., k = 1, . . . , K (without user 0). Then, for ξ
and for
where the inequality comes from Lemma 8. Observing that
with Ψ # 0 denoting the pseudo-inverse of Ψ 0 , and
we can apply Lemma 4 to obtain L mse
In consequence, proving the theorem reduces to showing that (i) 
where U k ∈ C M×r k contains the eigenvectors associated with the r k non-zero eigenvalues Λ k = diag λ k,1 , . . . , λ k,r k of Σ k . Hence, we can conclude that
Proof of (i). Let us first introduce the following definitions
Furthermore, from the blockified version of the trace lemma given in Proposition 3 we know that
Thus, in order to prove (128), it only remains to show that
For doing so, we use Lemma 4 to observe that
Then, using the fact that A
and that (iii) there exists 0 < η M < 1 independent from L, K such that 27 
Proof of (ii). Let us first rewrite
where the second equality follows from Lemma 4. Using that
k and applying Lemma 3 several times and Lemma 4 again, we have that
For the first term in the right-hand side of (149) we follow the same idea as in [28] . More exactly, we use the inequality (88) in the proof of Proposition 3 in order to state that there exists a constant C M such that
and, then, we apply Boole's inequality [31, eq. (2.10)] and Markov's inequality [31, eq. (5.31) ] to obtain that for any ε > 0
Since K L 3 is summable, we can conclude by the Borel-Cantelli lemma [31, Thm. 4.3] 
For the second term in the right-hand side of (149), we use Lemma 3 to get
we can upper bound the spectral norm as follows
And this, together with (149) and (151), allows us to conclude that statement (ii) in (140) holds.
Proof of (iii
applying Lemma 4, we have that
whose spectral norm can be bounded using Lemma 9. Indeed, let us introduce for some Hermitian
and write
We can further bound (158) using again Lemma 9 and the fact that
Recall that by assumption of the theorem there exists ǫ M > 0 such that lim inf K,L λ min (A L ) > ǫ M and this proves that there
for L large enough. We can similarly prove that
L , and hence, statement (iii) in (141) holds.
Finally, it only remains to show that S L is the unique fixed point of T L . First observe that the mapping T L is continuous lim sup M M L −δ < ∞ and the assumption that p 0 is uniformly bounded, we can prove the convergence result in Theorem 2 uniformly in M using similar arguments as in the previous proof. In particular, we need to use (91) and (107) in order to (155) . Furthermore, the fact that ǫ M does not depend on M makes η M in the proof of (iii) also independent of M . This completes the proof of the uniform convergence in Theorem 3.
D. Proof of Proposition 1
Proof. We need to prove that there exists a constant Let us define
Then, including user 0, we can state that
ℓ and using the Woodbury identity in Lemma 3, it holds that
where we used the convexity of x → 1 1+x . Now, for Λ = diag(Λ 0 , . . . , Λ K ), U = diag(U 0 , . . . , U K ), andD snr = diag(snr 0 , . . . , snr K ) ⊗ I M , it holds that Ψ = UD snr ΛU † and we can write
Furthermore, under assumption (a) in (47), it holds that
Therefore, we have
where we have used that max k Introducing
ℓ and using Lemma 3 leads to
B (ℓ) . Thus, we get that
where we have used that max 1≤ℓ≤L 
E. Proof of Proposition 2
Proof. Let Γ L be the unique solution to the fixed point equation in (41) and let γ L be the unique solution to the fixed point equation in (49). Then, we need to show that
We focus first on the second term of the right-hand side of (176). Following a similar approach to the one in part (iii) in the proof of Theorem 2, we can control the term S
where (177) comes from applying Lemma 4 twice. The term in (179) can be further bounded as
where we have used Lemma 9 with M k (S L ) defined as in (157) and, hence,
and, since γ L satisfies (50), we conclude that
Finally, combining (182) together with (185), we can substitute back in (176) and obtain that
In consequence, since from (50) we know that S −1 L is uniformly bounded, in order to complete the proof it remains to
With this objective, let us first bound
where we have used that T L (S L ) 2 < 1 and S L 2 < 1, and in the last inequality we have applied the fixed point equation of γ L in (49) and we have defined
Now we introduce
Since the spectral norm of ∆ k is almost surely upper bounded by 2, 
Indeed, given the independence between ∆ k and ∆ k ′ , we can treat ∆ k ′ as a deterministic matrix with respect to ∆ k .
Equivalently, in the following we take the expectations with respect to the distribution of ∆ k . Recall that, under the covariance model in (30) ,
k,i with x k,i vectors of i.i.d. entries of zero-mean and unit variance. Then, using Lemma 3, and, using Hölder's inequality [31, eq. (5.35)] on the sum over j, we have that
where the last inequality can be obtained as follows. From Lemma 6 we know that there exists a constant C q for any q ≥ 1 such that
On the other hand, it holds
which, combined with (219) and applying again Hölder's inequality, gives
and this proves the bound in (218). Finally, we resort to Hölder's inequality on the sum over k, k ′ to obtain
Since x k,j have finite eight-order moment and lim inf M,r k τ M,k > 0, we apply (223) for q = 4, which results in 
Noting that 1 M 2 is summable, we can finally call Borel-Cantelli lemma [31, Thm. 4.3 ] to see that 
Plugging this result back in (193), shows (189) and thus completes the proof.
F. Proof of Theorem 4
Proof. Observe first that, under assumptions of the theorem, the convergence of the deterministic equivalent in Theorem 2 holds uniformly in M . Hence, in order to prove Theorem 4, we just need to show that L ξ 
using the Cauchy-Schwarz inequality. We can now conclude the proof by applying Proposition 2.
G. Proof of Corollary 1
Proof of (a). Under the conditions of Theorem 4 and the condition in (56), we need to show that
where γ L is the unique fixed-point of the function G L : R → R defined as
Observe that G L is positive and satisfies
which, under the condition in (56) and using that lim inf K,L L K > 0, proves (232).
Proof of (b).
Under the conditions of Theorem 4, and the condition in (57), we need to show that
where γ ∞ =τ M αL−τM and γ L is the unique solution of the fixed-point equation in (49), which can be rewritten as
37 Therefore, γL 1+γL is the unique fixed point of the function F L : R → R defined as 
and this converges to zero under the condition in (57), considering that lim inf K,L L K > 0. Finally, taking the limit in (237) gives x ∞ =τ M αL which shows thatτ M αL is the limit of any subsequence (x ϕi ) i and, hence, proves (235).
