Abstract-Within the retail sector, a broad range of sensing devices are used to capture data to be interpreted into retail intelligence. The sensors many capture simplified data sets, such as the number of customers who have walked through a doorway or down an aisle, to more complex data, such as demographic or behavioural data. For a retailer this provides an opportunity of analyzing a rich source of information to optimize the customer experience and thereby improve sales. However, the sensors that are deployed are typically manufactured by different vendors, and may be installed over an extended period of time. This leads to difficulties when integrating and triangulating the data in an automated system as each retailer may have a bespoke collection of capture devices. This paper reports upon a project to overcome these challenges through the adoption of approaches taken in Field Device Integration (FDI); commonly used to integrate sensors and actuators in a manufacturing environment. The paper proposes an architectural model based on investigative work, and also discusses a related issue that has arisen in the implementation of the framework; that of multitenancy.
INTRODUCTION
The retail environment is increasingly becoming reliant on a broad range of sensors to derive retail intelligence; understanding the behaviours of customers and the impact that can be driven through store layout and management. The sensor devices that are deployed are capable of gathering data around many areas of the shopper experience. Examples of the devices may include people counters, motion detectors, and so on. These can be coupled with additional data capture devices, such as in-store cameras and point of sales (POS) systems to provide a rich data set that can inform decision-making by a retailer. The operational decisions may determine how many staff to deploy at given locations on a retail site, whereas the strategic decisions may assist in locating goods within a site to achieve high levels of sales.
Whilst there are a large number of devices that are available for retailers to select from, accompanied by a number of software systems that are able to take input from the devices for future analysis, a fundamental issue remains that the format of data output from the devices is largely proprietary. For some devices this may not represent a major issue to translate the data into a format for a software system. For example, a people counter may transmit an XML document that contains the number of individuals countered against a given timestamp. However more complex devices, such as in-store camera systems, rely upon bespoke software solutions to analyse data (the video stream in this case) to produce output. Often this output is stored in a non-standard format.
The product of this situation is that retailers may well become locked in to a given solution provider for their instore systems. This situation also arises as a number of the systems providers do not publish the format of the data output from their devices. Clearly this represents an issue for the retailer for a number of reasons. In the first instance, the retailer may not be able to integrate existing devices that they own prior to the purchase and installation of the instore system.
Equally, should new devices become available then these may not be readily integrated into the software system. Finally, should the supplier of the in-store system cease trading then the retailer would be left without a means of migrating their systems. This paper reports upon a research project that is seeking to design and implement a standardised protocol for device data collection and integration. The protocol supports the extraction of data from a device, to be retrieved through a data collector software component. The protocol is also designed to facilitate the integration of new or existing devices into a reporting framework for analysis leading to retail intelligence.
II. FIELD DEVICE INTEGRATION
The issues surrounding the integration of multiple devices into a single system is not a new problem. Indeed, the challenges have been faced in other sectors when integrating sensors and actuators in the manufacturing sector. To this extent, there have been reports that consider the integration of field devices that determine the necessity for "the design, commissioning, configuration, operator and visualisation tools perform an information flow based on a common data/information model" [Diedrich and Neumann, 1998 ]. These field devices, typically sensors and actuators, share much in common with sensors in a retail environment in that 1. They are managed by bespoke toolkits 2. Their interfaces utilise proprietary formats 3. There is little interaction possible utilising all devices unless an integration framework is implemented.
Equally, there are a number of key features of the sensors that relate closely to the devices normally integrated within a retail intelligence system. Merget [1] determines the characteristics of the sensors as being based upon the number of parameters associated with a sensor, the interdependency between multiple sensors, and the continuous updates that are made to the sensor values over time. Clearly parallels can be drawn to retail sensors and, whilst simple sensors such as people counters may only have a small number of parameters that will be transmitted, more complex video analytics or POS units will generate a rich set of data to be retrieved and processed.
In addressing these key issues, the concepts of Field Device Integration emerged. One of the significant developments that is pertinent to this study has been the development of Electronic Device Description Language (EDDL) [2] . The language specification was supported by a toolkit to define the interfaces between devices. When coupled with Device Type Managers (DTMs), a single point of access is created for managing sensors and actuators within a manufacturing environment (Fig.1 ).
In the context of a manufacturing environment there is a clear benefit to the implementation of an Electronic Device Description (EDD) solution as the requirement to have multiple engineers capable of configuring and interpreting results from sensors that drive actuators can be repackaged into a single software management package. In the retail environment, this need is more pressing as the end users of the system are primarily retailers without the technical knowledge to manage the range of parameters associated with each of the devices deployed within a store. Equally, should new devices become available on the market the retailers require the ability to integrate these devices and triangulate output from all devices through a single, consistent software package; a criteria considered key in a range of market sectors [3] .
The field devices themselves are often considered as being either compact or modular [4] , relating to the number of components associated with the device. The devices typically deployed in retail applications would be considered as compact devices; self-contained units that are capable of transmitting data across a network.
The device descriptors and managers alone are not sufficient to integrate devices within an operating environment. A third component, Field Device Tool (FDT), facilitates the integration process [5] [6] . Where EDDL allows the parameters of a device to be expressed and DTM provides a tool for controlling multiple devices, FDT provides the device independent data exchange interface.
A more recent development has been the creation of the Application Integration Framework (ISO 15745) [7] . Whilst targeted at fieldbus technologies, the standard makes use of XML documents for device profiles and information exchange between devices.
Of particular relevance, however, is the underpinning objective to integrate existing devices or sub-systems into a new automation system. Elements, rules and interoperability are all defined through the standard, embodying an Information Exchange Integration Model (IEIM) [8] . The standard consists of four key parts with two of the parts more focused on generic devices (part 1 and part 4 cover generic features and Ethernet connected devices respectively) [8] .
III. CHALLENGES TO INTEGRATE SENSOR DEVICES
A broad range of sensor devices are deployed within the retail environment to capture data for the purpose of generating retail intelligence; information to aid the understanding of customer behaviour used to improve the retail experience. The use of sensors can relate directly to sales or to security and fraud prevention [9] . The devices deployed for retail analytics can be generalised to exist within a number of key areas, these being
• People counting • Video analytics (utilising demographics or trigger zones)
• Location mapping (e.g. using WiFi hotspots) • Point of sales systems
Whilst this small number of categories covers the broad spectrum of devices available for intelligence gathering, there is no consistent mechanism through which the devices capture and return the data gathered. Manufacturers of the devices have developed bespoke solutions to reading the input from the sensors. These implementations have utilised file-based (using text, XML or CSV) or database implementations. In part, these implementation decisions may have been driven by the nature of data being returned from the devices. For example, a people counter may only return a timestamp and an integer representing the number of individuals detected whereas a video analytics system will capture video clips, still images and a range of alerts that may have been configured coupled with a timestamp.
When taking these factors into account, there is significant complexity when integrating the sensor devices into a single software system to process and visualise the captured data. The design of an integration framework becomes more complicated as retailers may have previously installed sensors from a number of different manufacturers, or may wish to install new devices to enhance their retail intelligence at a later date.
IV. ARCHITECTURAL DESIGN
The design of a platform to support the integration of a number of field devices (sensors) for data gathering is dependent upon key features of the environment in which the sensors are deployed. Unlike many previous FDI implementations, the devices in this situation may not be solely deployed across a single site but potentially could be installed across a much larger geographical area in the situations where the retailer may manage a number of outlets. However, each site would be connected to the Internet and would have a server installed to manage the devices and capture data locally.
The key design decisions to be considered for the framework reside within three core features of the architecture's implementation 1. Whether the data is stored locally (on the retailer site) or centrally within a cloud-based solution. 2. Whether the data is processed on site or in a central cloud-based system 3. Whether the data is accessed on demand (pull) or at regular intervals (push)
Whilst the design of the framework is determined to a greater extent by these decisions, there are a number of external factors that have provided influential considerations in the design of the framework. The management and maintenance of a software system is greatly simplified should the software be installed on a central server and accessed by remote clients, rather than deploying the application on a number of clients. Indeed, the rationale for centralising the processing is even more compelling as the client sites are geographically disparate and would lead to a complex maintenance mechanism. Equally, the storage of data for the framework may be managed such that the data is stored locally on client site, or remotely. A similar rationale for centralised storage exists, as maintaining data storage at client sites would require technical understanding at each site to ensure appropriate maintenance and backup procedures are undertaken.
One component of the architecture that is more challenging to determine hosting requirements is the conversion module. As identified earlier, sensor devices generate data in a number of different, often incompatible, formats. A software module is required to process the data being captured by the devices and convert this into a format that can be synthesized with other data streams to provide a rich source of retail intelligence. This conversion may use distributed processing at the point of source following data capture, or may be performed once data has been transmitted to the central data store.
An additional requirement for the system must be taken into consideration to determine an effective solution; the integration of new devices, or device types, as field devices for data collection. The nature of the sector results in a situation whereby existing users of the framework may acquire new, or updated, devices to improve retail intelligence. Equally, new users of the system may possess legacy systems that may not be supported at the point of adoption. As has been previously determined, the manufacturers of the field devices to be integrated into the framework do not conform to data format standards leading to a situation whereby new devices may require the development of bespoke connector software to process and reformat the data streams from their devices. The architecture has therefore been designed (Figure 2 ) such that the conversion of data streams would be performed centrally on a cloud-based platform. This would ensure that the maintenance and deployment of connectors is simplified, and that the entire user base of the architecture may benefit should one user require the implementation of a new connector.
V. MULTITENANCY
Whilst the architecture that has been presented above overcomes complexities related to the inherent distributed nature of the field devices and the processing framework, a significant concern would arise relating to multitenancy. Whilst not solely an issue related to cloud-computing implementations, multitenancy is closely associated with centralised data stores and arises when data from multiple users is stored in a single repository [10] . For Field Device Integration solutions, multitenancy would not become an issue as the frameworks are implemented to operate within a single manufacturing environment to manage and maintain sensors and actuators related to the manufacturing processes. In the retail environment, however, the sensors are deployed across multiple, potentially competing, retailers. The issue in this respect is ensuring that commercially sensitive data does not "leak" or become accessible to end users other than those who are authorised to access the data.
Multitenancy is often associated with cloud-based solutions because of the nature of the data stores that are often deployed. Many cloud data storage systems do not make use of relational databases, but instead is based on object storage models [11] . The mechanism for determining the ownership of the data then relies upon a unique identifier for the owner of the data being stored against each record. The rationale for this means of implementing the data stores lies with a need to implement an elastic and portable storage system; one that can grow, shrink and move to meet the needs of the end users most effectively.
Within the context of the retail environment for device integration, the relative size of the data being collected and processed is small when compared to order management systems, for example. Typically the field devices will generate bytes, or at most kilobytes, of data related to events that may occur; these may be triggers or time-driven for example. Within this framework, data may also be replicated or stored with the data collectors at each retailer site thereby relieving or reducing the requirement for legacy data storage within the framework service. For example, video analytics software will capture short clips of video (potentially 10 or 20 seconds in length) and store these on site such that they are available on demand.
To address concerns related to multitenancy, and inherent security concerns regarding commercial sensitivity of data, the framework utilises a Platform as a Service (PaaS) model in which each end user will be allocated a separate virtual machine (VM) [12] .
The hardware agile, yet secure, system model. The VM will host the connector software, a data store and the core components required to implement the reporting and administrative functions required to perform initial processing within the framework. Additional components may be deployed, dependent upon the requirements of the retailer.
VI. CONCLUSION
As retailers strive for richer information to better understand their customers and customer behavior, the adoption of multiple sensors within the retail environment continues to grow. Coupling data from people counters, that can determine the numbers of people moving through a location and the direction of movement, alongside demographics and behavioural data (for example, when using loitering or zonal alarms) presents a significant opportunity for the retail environment to be tailored towards customers. This would result in an improved customer experience and, potentially, improved business for the retailers.
In order to best utilize this data, an automated system that can analyse and present visualization for the retailer would offer a means through which the collected data could be triangulated and interpreted. However, developing such a system presents challenges as outlined in the introduction; the integration of multiple sensor types from a range of manufacturers. This paper has presented an architectural design to address these concerns. The proposed model builds upon concepts drawn from Field Device Integration to facilitate the incorporation of a broad range of sensor types, from many manufacturers, into the data collection components of the system. The paper also considers an additional complexity that arises from the implementation of such an architecture; that of multitenancy. The system implementation is based on a service model such that it can be deployed through a Cloud Service Provider (such as Amazon AWS). As such, it was identified that issues relating to multitenancy may arise; particularly as competing retailers may make use of the system. The proposed solution would offer the retailers a Platform As A Service (PaaS) deployment that enables individual retailers to opt for a unique deployment and segregate their data and services from those provided to other retailers.
At present, the core components of the system have been implemented and a trial is underway with a retail partner. The retailer owns a number of stores and has installed three of the four identified sensor types (people counting, demographics and WiFi hotspots). Each of these sensor types, provided by a range of manufacturers, has been successfully integrated into the data collection framework. The trial is currently gathering data from these devices and pushing updates to a central data store. Future work on the project will expand the number and types of devices that can be integrated, deliver visualisations of the data that has been gathered and provide installations for more retailers to assess the effectiveness of the solution that has been developed.
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