In this letter, we propose a new tuning method of ε value, which is a parameter in the ε-filter, using a metric between signal distributions, i.e., Hellinger distance. The difference between the input and output signals is evaluated using Hellinger distance and used for the parameter tuning in the proposed method.
Introduction
The ε-filter is a nonlinear smoothing filter proposed by Harashima et al. [1] to effectively remove the superimposed small amplitude noise. ε-filter has been widely applied to not only speech signals but also image signals in many practical scenes [2] - [5] . In the use of ε-filter, to obtain a fine result, a smoothing parameter ε should be appropriately adjusted for each input signal. However, the adjustment has been done empirically so far. In order to determine the ε value efficiently, a tuning method must be developed for it.
To realize efficient parameter tuning, a method based on the noncorrelation property between a true signal and noise has been proposed by Matsumoto et al. [6] , [7] . In the method, the parameter tuning is achieved using the noncorrelation property between a restored image signal and a residual signal-a difference between an input and the restored image signals. In the method, however, there are some cases where the noncorrelation property is not effective to determine ε. The performance of the method heavily depends on the type of images handled.
To cope with the problem, we propose a new parameter tuning method, which is based on Hellinger distance (HD) [8] between distributions of the residual signal estimated as noise and the noise assumed beforehand such as Gaussian noise. Concretely, the tuning is carried out by finding the ε value giving the minimum HD between the distributions.
The rest of this letter is organized as follows: Section 2 gives a brief overview of the ε-filter. Details of the proposed method are explained in Sect. 3. Finally, experimental re- sults for various images and conclusions are described in Sects. 4 and 5, respectively.
ε-Filter
The ε-filter [1] in image filtering is explained. An ε-filter output I ε at a pixel (x, y) is obtained as follows:
where I is an input image corrupted by noise. r is a positive integer standing for a window size. The following function and a filter coefficient are typical examples of F and a, and used in this letter:
and
The filter coefficient shown in Eq. (3) gives the effect of an average filter to ε-filter. ε-filter becomes an average filter when ε is set to an enough large value (e.g., 255).
Proposed Method
In the proposed method, the smoothing parameter ε of ε-filter is adjusted based on similarity of distributions between a noise model beforehand assumed and the residual signal which is obtained as a difference between the input signal and restored one. HD is employed in the similarity calculation. When the similarity is large, a fine noise removal is carried out. Figure 1 shows an overview of the proposed method and details of it are described in Sect. 3.1.
In the proposed method, an assumption concerning the distribution of superimposed noise is needed and its parameter should be estimated from a noisy input signal. In this letter, the additive Gaussian noise is assumed as the superimposed noise and its parameter, i.e., the standard deviation is estimated. The estimation algorithm employed in the proposed method is explained in Sect. 3.2.
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Hellinger Distance-Based Parameter Tuning
In the proposed method, the residual image I res -a difference between an input image I and a restored image I ε obtained by ε-filter-is obtained as follows:
Then, HD between the assumed noise distribution H ass and the distribution H res , which is a normalized histogram of I res , is calculated. Concretely, HD is calculated as follows [8] :
When HD is close to 0, the two distributions are similar each other. The optimal value ε * in the proposed adjustment is obtained as follows:
Estimation of Noise Standard Deviation
In this letter, the Gaussian noise is assumed as the noise superimposed on an input image, i.e., H ass is the normal distribution N 0, σ 2 . σ is estimated by the standardized median of absolute deviation from the median (MAD) [9] . MAD is calculated in each block cropped as a square with k×k pixels on an input image. MAD in the ith blockσ i is calculated as follows:
where "med" is a function to obtain a median and I i, j is jth pixel value in the ith block. In this letter, the estimated standard deviation of the Gaussian noiseσ est is obtained as fol- 
Experimental Results
The effectiveness and validity of the proposed method are illustrated through experiments in which various digital images are employed. Images employed here are shown in Fig. 2 . Each image constitutes of 256 × 256 pixels. In experiments, the Gaussian noises whose standard deviations σs are 10, 20, and 30, are employed as the superimposed noises on images. The method proposed by Matsumoto and Hashimoto [6] is used as a method for comparison. In the setup of ε-filter used both in the proposed and Matsumoto's method, Eqs. (2) and (3) are used as F and a filter coefficient, respectively. Further, r and k, which are the ε-filter window size and the block size in σ estimation, are empirically set as 2 and 30, respectively.
A mean square error (MSE) is used as an index for the quantitative evaluation. MSE is calculated from the original noise-free image I ori and the restored image I ε . MSE becomes small when the restored image is similar to the original one.
Relationships between ε and Metrics
The relationships between ε and MSE are shown in Fig. 3 when Lenna (Fig. 2 (a) ) and Barbara ( Fig. 2 (b) ) are employed. In Fig. 3 , the ε giving the minimum MSE is the optimal value ε opt . Concerning Lenna and Barbara, from The relationships between ε and a correlation coefficient R calculated between I ε and I res are shown in Fig. 4 . In Matsumoto's method, it is assumed that I ori is uncorrelated with the superimposed noise, and the ε giving the minimum R is regarded as the optimal value. However, R does not always reflect MSE well as seen in the results for Lenna when σs are 20 and 30 and Barbara with all σs. It suggests that there are some cases Matsumoto's method does not work well in the parameter adjustment. The relationships between ε and HD are shown in Additionally, we attempted to use the Kullback-Leibler divergence (KLD) [10] , [11] instead of HD measuring distance between signal distributions. ε * s obtained by using KLD are equivalent with the case of HD and calculation cost of KLD is also equivalent with that of HD. There was no significant difference between using HD and KLD. In the following experiments, we employ the HD as a metric. Figure 6 shows resulting images for Lenna. Figures 6 (a) and 6 (b) show the input image corrupted by the Gaussian noise with σ = 10 and the optimal result, i.e., the re- Tables 1-3 . The ε-filter can yield fine restored images when opti- Table 1 , the proposed parameter tuning is well done for many images although ε * is not same perfectly to ε opt . In the cases where Barbara and Bridge are used as input images of concern, however, differences between the optimal MSE and the MSE result obtained by the proposed method are especially large comparing with cases other images are used. The reason why the large differences are caused is supposed that the estimation accuracy of σ for Barbara and Bridge is lower than for other images. This matter is also caused in the cases σ is 20 and 30 as shown in Tables 2 and 3 . However, in most cases shown in Tables 1-3 , the proposed ε adjustment is superior to the Matsumoto's method and it shows the effectiveness and validity of the proposed method.
Performance of Each Method

Conclusions
In this letter, a new parameter tuning method for the ε-filter using HD between signal distributions was proposed. Through experiments comparing it with Matsumoto's method [6] , the effectiveness of the proposed method was demonstrated.
Future works are the sophistication of the estimation method for the standard deviation of the Gaussian noiseσ est , to attempt using metrics except HD and KLD, and the development of a search algorithm to efficiently find the optimal value ε * .
