The purpose of this article is to study Bohr inequalities involving the absolute values of the coefficients of an operator valued function. To be more specific, we establish an operator valued analogue of a classical result regarding the Bohr phenomenon for scalar valued functions with fixed initial coefficient. Apart from that, operator valued versions of other related and well known results are obtained.
Introduction and main results
In 1914, Harald Bohr proved the following remarkable result [8] .
Theorem A. Let f (z) = ∞ n=0 a n z n be a holomorphic self mapping of the open unit disk D. Then Inequalities of the type (1.1) are commonly known as Bohr inequalities nowadays, and appearance of such inequalities in a result is generally termed as the Bohr phenomenon. The above theorem was re-established with the best possible constant 1/3 instead of 1/6 by Wiener, Riesz and Schur independently. Wiener's own argument can be found in [8] itself, and for alternative proofs of the above inequality we refer the articles [21, 27, 28] . Initially Theorem A was viewed only as an outcome of the research on the absolute convergence problem for Dirichlet series, and did not call much attention. However, in the last 25 years it has turned to a thriving area of investigation. In fact, interest in Bohr radius problem was revived after it found an application to the characterization problem of Banach algebras satisfying von Neumann inequality (cf. [14] ). Since then, Bohr phenomenon is extended to multidimensional framework (see f.i. [1, 5, 7, 23] ), to abstract settings (cf. [2, 3, 19] ), to ordinary and vector valued Dirichlet series (see [4, 10, 12] ), to free holomorphic functions and on polydomains (cf. [24, 25] ), and in numerous other directions. The readers are urged to look at the references of the aforementioned papers to get a more complete picture of the current development in this area.
We now present two different approaches of generalizing the classical Bohr inequality, i.e. inequality (1.1), which we aim to blend together in this article. The first one was considered by Enrico Bombieri (cf. [9, Teorema A] or the exposition from [16, Chapter 8, Cor. 8.6.8] ), who established the following result.
Theorem B. Let f (z) = λ + ∞ n=1 a n z n be a holomorphic self mapping of D, λ ∈ [0, 1). Then inequality (1.1) is true for
When λ ≥ 1/2, the radius 1/(1 + 2λ) is the best possible.
Clearly this theorem is an extension of Bohr's theorem (Theorem A) for functions with fixed initial coefficient. It is worth mentioning that the optimal Bohr radius in Theorem B for λ < 1/2 is still unknown. Since in Theorem A we can consider a 0 ≥ 0 without loss of generality, varying λ from 0 to 1 it is immediately seen from Theorem B that (1.1) is true for all holomorphic self maps of D whenever r ≤ 1/3.
On the other hand, in [ and other results of similar flavor can be found in [23, 24, 25] . In particular, another generalization of (1.1) for operator valued functions in single complex variable is available in [24, Cor. 2.11] under the assumption f (0) = a 0 I, a 0 ∈ C. At this point, we note that if f (z) = ∞ n=0 A n z n is an operator valued holomorphic function in D, then an operator inequality of the form ∞ n=0 |A n |r n ≤ I also provides a perfect analogue of the classical Bohr inequality, |.| being the absolute value of any operator in B(H). Yet it appears to be less investigated compared to the inequalities associated with norms. Moreover, to the best of our knowledge, till date no attempt has been made to extend Theorem B for operator valued functions. Motivated by these facts, we prove an analogue of Theorem B for operator valued holomorphic functions in the following form, under more general assumptions than A 0 = a 0 I, a 0 ∈ C.
where |z| = r.
Remark. The original proof of Theorem B (cf. [9] or [16, Chapter 8] ) seems difficult to be imitated for operator valued functions, and possibly requires stronger assumptions than that of Theorem 1. Our proof of Theorem 1 therefore uses operator theoretic methods combined with a few function theoretic techniques from [18, 20, 26] .
Unlike the scalar valued case, an operator valued analogue of classical Bohr inequality does not follow directly from Theorem 1. However, making use of some parts of the proof of Theorem 1, we obtain the following generalization of Theorem A. Another important result in the realm of Bohr radius problem is [9, Teorema B] (see [16, Theorem 8.6.15] for the current version), which provides sharp estimate on the majorant series ∞ n=0 |a n |r n of a holomorphic self mapping f of D for |z| = r ∈ [1/3, 1/ √ 2]. A part of the research on Bohr phenomenon in abstract frameworks is inspired by this result (see for example [13] ). That said, we are unaware of any existing result in operator valued setup that directly reduces to [16, Theorem 8.6.15] when restricted to scalar valued case. In this article, the following analogue of the aforesaid result for an operator valued holomorphic function is obtained.
Remark
for any 1/3 ≤ r ≤ 1/ √ 2, the above two corollaries improve that result from [6] in certain ranges of r, but under additional hypotheses.
In view of the above results, it is natural to ask if the functions satisfying Re(f (z)) ≤ I for each z ∈ D exhibit Bohr phenomenon involving the absolute values of operators. It turns out that if we consider A 0 = a 0 I, a 0 ≥ 0, then [22, Theorem 2.1(6)] readily gives one such Bohr inequality. In the following theorem we prove another result of this kind.
Proofs of the main results
We list down the following known results which we will use frequently in our proofs. 
We are now ready to prove the first theorem of this article.
Proof of Theorem 1. Since
for any z ∈ D. Observing that both I − |f (z)| 2 and I − |A 0 | 2 are positive operators, [PPO(ii)] yields (I − |f (z)| 2 )(I − |A 0 | 2 ) ≥ 0, which is same as saying
As A 0 commutes with both f (z) and A * 0 , from the above inequality we get
is invertible, and hence by virtue of (2.3),
is a holomorphic function from D to B(H) with φ(z) ≤ 1 and φ(0) = 0. Again, due to the fact that A * 0 φ(z) < 1, (I + A * 0 φ(z)) is invertible. Also using (2.1) suitably, we get that φ(z) commutes with both A 0 and A * 0 , and hence from (2.4)
or equivalently
Therefore for any fixed k ≥ 1,
C n z n for some bounded linear operator C n 's. Let us define g by
Further, we write g(z) = k n=0 G n z n , where G n is the n th B(H) valued coefficient of g, i.e. G 0 = A 0 , G n = (I − |A 0 | 2 )(−A * 0 ) n−1 for 1 ≤ n ≤ k and G n = 0 for n ≥ k + 1.
Clearly g 0 (z) = g(z) and g i ≡ 0 for any i ≥ k + 1. Also let
Again it is evident that for any n ≥ 0, G n (i) = 0 if i ≥ k + 1. Since φ commutes with any G n , 0 ≤ n ≤ k, we have g i [φ(z)] = g i (0) + φ(z)g i+1 [φ(z)] for any 0 ≤ i ≤ k. As φ(0) = 0, for any i we write
where P n (i) ∈ B(H). Now using the fact φ(z) ≤ 1, it is readily seen that for any
Putting z = re iθ in the above inequality and then integrating both sides of this inequality over θ from 0 to 2π, we obtain
As a result, summing both sides of the inequality (2.7) from i = 0 to k and then allowing r → 1−, we get
which is indeed same as saying (see ( 
As A 0 is normal, |A 0 | = |A * 0 |, and therefore the above inequality implies
|A 0 | 2(n−1) . Now from (2.2) one can prove that, |A 0 | 2 |A n | 2 = |A n | 2 |A 0 | 2 for any n ≥ 1, and hence by [PPO(i)], |A 0 ||A n | = |A n ||A 0 |, which therefore implies that |A 0 | p |A n | q = |A n | q |A 0 | p for any p, q ∈ N ∪ {0}. Using this fact, a little computation reveals that 
or, after taking the square root on both sides,
Assuming |A 0 | invertible, we observe that for any n ∈ N and for any fixed r ∈ (0, 1),
Therefore, if rI ≤ |A 0 |, then doing a summation by parts and applying (2.9) through [PPO(ii)], we get
|A 0 | n−2 r n , and consequently,
for rI ≤ |A 0 |. Further, using [PPO(ii), (iii)] appropriately, from inequality (2.10) we find that ∞ n=0 |A n |r n ≤ I is satisfied if |A 0 | is invertible and the two conditions rI ≤ |A 0 | , r(I + 2|A 0 |) ≤ I hold together. Now when |A 0 | is invertible, |A 0 |x ≥ δ x for some δ > 0 and for all x ∈ H, which is same as saying |A 0 | ≥ δI, or equivalently |A 0 |x, x ≥ δ x, x for any x ∈ H. Hence |A n |r n ≤ I.
On the other hand, f (z) < 1 implies f (z)x 2 ≤ x 2 for all x ∈ H. Therefore setting z = re iθ and integrating both sides of this inequality over θ from 0 to 2π, and then letting r → 1−, we have ∞ n=1 |A n | 2 ≤ I − |A 0 | 2 . Now [6, Lemma1] gives
for any r ∈ [0, 1). Therefore, ∞ n=0 |A n |r n ≤ I whenever
Since (I − |A 0 | 2 ) 1/2 and (I − |A 0 |) both are positive and commute with each other, the above inequality is equivalent to
A use of [PPO(ii), (iii)] reveals that this inequality can be reduced to
i.e. rI ≤ ((1/2)(I − |A 0 |)) 1/2 . Hence
|A n |r n ≤ I without any extra assumption on |A 0 |, and thus it remains true if |A 0 | − (1/2)I is not a positive operator. This completes our proof.
Using some facts from the above proof, we now establish the two corollaries.
Proof of Corollary 1. From the proof of Theorem 1, we observe thatφ(z) := φ(z)/z is an operator valued holomorphic function in D, where φ is given by (2.4) . By [MP], it is immediate that for any r ∈ (0, 1), φ (z) ≤ 1/r for |z| ≤ r. Letting r → 1−, we have φ (z) ≤ 1 for all z ∈ D. In particular for z = 0, we get A 1 (I − |A 0 | 2 ) −1 ≤ 1, i.e. A 1 x ≤ (I − |A 0 | 2 )x for any x ∈ H. Thus we get the following:
Now for any given n > 1, let w be a primitive n th root of unity. Then we observe that the function
satisfies all the assumptions we began with, and so does the function F (z) = A 0 + A n z + A 2n z 2 + · · · , z ∈ D. Therefore the inequalities in (2.12) remain true if we replace A 1 by A n . Rest of the proof follows from straightforward calculations. 
for x ∈ [0, 1). Now ξ(x) is strictly increasing for x < x 0 and stricly decreasing for x > x 0 , where
On the other hand, χ(x) is strictly increasing for 
Observing that
and that 3 − 8(1 − r 2 ) r = 1 at r = 1/3, our proof is complete from (2.13).
We now prove the final result of this article.
Proof of Theorem 2. It is immediately seen that for any x ∈ H,
Now since A 0 A n = A n A 0 for all n ∈ N and f (0) = A 0 is normal, by the same argument as in the proof of Theorem 1, we have A 0 f (z) = f (z)A 0 and A 0 f (z) * = f (z) * A 0 for each z ∈ D (see (2.1)). Using this fact, and that Re(f (z)) ≤ I, A 0 = A * 0 we have
which further gives
Since A 0 < 1, I − A 0 is invertible and hence bounded below. Therefore 2(I − A 0 ) − (f (z) − A 0 ) is also bounded below by the above inequality. Observing that f (z) − A 0 and I − A 0 both are normal operators that commute with each other,
is again normal, and therefore invertible. As a result, from (2.14) we find that
is an operator valued holomorphic function with g 1 (z) ≤ 1 for each z ∈ D. Again φ 1 (z) := g 1 (z)/z, z ∈ D is an operator valued holomorphic function, and hence for any r ∈ (0, 1) we have, by [MP] , that φ 1 (z) ≤ 1/r for all |z| ≤ r. Letting r → 1− we conclude that φ 1 (z) ≤ 1 for all z ∈ D. Now Putting z = re iθ and inserting the expansion of f (z) in the above inequality, we get |A n | 2 r n ≤ 4(I − A 0 ) 2 r 1 − r .
Setting H n = A n r n/2 , k = 1 and replacing r by √ r in [6, Lemma 1], a use of the inequality (2.15) now reveals that ∞ n=1 |A n |r n ≤ 2(I − A 0 ) r 1 − r for each r ∈ [0, 1). The desired result follows immediately from the above inequality.
Concluding remarks
It is worth noting that both Theorem A and Theorem B can be proved under the weaker hypothesis |f (z)| ≤ 1, as in this situation |f (z)| = 1 for any z ∈ D implies, by the Maximum modulus principle of complex valued functions, that f (z) = 1 for all z ∈ D. An exact analogue of this principle is not available for operator valued functions in general. In view of that, it is natural to ask if the condition f (z) < 1 in the statements of Theorem 1 and Corollaries 1 and 2 could be replaced by f (z) ≤ 1. This appears to be an interesting problem for future research.
