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Summary. TheacronymCaRuDrepresents an interface spec-
iﬁcation and an algorithm for the management of memory
shared by concurrent processes. The memory cells form a di-
rected acyclic graph. This graph is only modiﬁed by adding
a new node with a list of reachable children, and by remov-
ing unreachable nodes. If memory is not full, the algorithm
ensures wait-free redistribution of free nodes. It uses atomic
counters for reference counting and consensus variables to
ensure exclusive access. Performance is enhanced by using
nondeterminacy guided by insecure knowledge. Experiments
indicate that the algorithm is very suitable formultiprocessing.
Key words: Concurrent garbage collection – Reference
counting – Shared memory – Wait-free – Consensus – Terms
1 Introduction
The setting of this note is a system of concurrent sequential
processes that operate on a common database of terms, such
as Lisp’s S-expressions or annotated terms as in [2]; see [2]
for an overview of term formats. Terms are to be understood in
their normal mathematical sense. So, typical terms are 2 + x,
f(a, x, y, g(a, b)). Terms are very useful and well-known ob-
jects forwhichmany theories and tools are available for rewrit-
ing, uniﬁcation, automated reasoning, etc. Indeed, terms can
be used as the primary objects to be exchanged between tools.
This is shown, e. g. , in the software coordination architec-
ture of Bergstra and Klop [1]. The architecture we propose
can also be used for concurrent implementations of functional
languages and theorem provers.
From an implementation point of view, terms are simply
directed acyclic graphs where each node is labelled with a
function name. It turns out that terms can be efﬁciently used
even when we restrict the number of operations on them as
follows. A term can be created once and inspected as long as
needed. Terms that are not in use any longer can be deleted by
a garbage collector. Viewed in this way, creation and deletion
of terms is a memory management problem.
The restriction to these operations on terms has two advan-
tages. First, it allows sharing of subterms, reducing memory
requirements substantially. Second, it allows parallel access to
terms, since terms are basically static objects in memory. Of
course, nothing comes for free. Since terms cannot be changed,
a common operation such as the substitution of a term for a
variable must be carried out by copying the root path of the
variable and providing a pointer to the term.
Some implementations of the CaRuD interface exist, e.
g. , [2,1]. These all assume sequential creation, access and
deletion of terms. The CaRuD architecture, however, makes
it possible that terms are accessed concurrently within shared
memory environments. We found that the use of synchronisa-
tion primitives to guarantee exclusive access is relatively slow
and does not scale up tomore processors [14]. Therefore, there
is reason to look for a wait-free solution in which a process
that needs a new node gets one within bounded delay, inde-
pendently of actions of other processes, cf. [8]. Since several
processes may be contending for the same node, consensus is
needed to decide which process succeeds. Consensus can be
forced by delegating redistribution to a central garbage collec-
tor. We prefer not to create this bottleneck and therefore also
distribute the recycling of nodes.
Thus, in comparison with e. g. [16], we extend the con-
cept of garbage collection to include wait-free redistribution.
On the other hand, we simplify matters by the assumption
that accessible terms are not modiﬁed, and by an extension
of the repertoire of atomic instructions. Indeed, it is known
that consensus needs more than atomic read-write variables
and therefore wait-free redistribution requires the strength of
consensus variables.
We decided to develop our algorithm on the basis of ref-
erence counting cf. [15], because we thought it the most suit-
able for a wait-free algorithm, for instance because it does
not show periods where processors are suspended for garbage
collection. It might be interesting, however, but no doubt quite
tedious, to come upwith correct wait-free algorithms for other
forms of garbage collection.
As far as we know, the garbage collection algorithm pre-
sented by Herlihy and Moss in [9] was the ﬁrst lock-free
shared-memory multiprocessor algorithm that did not require
some form of global synchronization. Our algorithm belongs
to the same class. In many respects, however, our algorithm is
orthogonal to their proposal. Their memory holds objects of
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arbitrary size with values that can be modiﬁed, but they do not
consider trees of objects or deletion of objects. Memory man-
agement in [9] therefore consists of the removal of outdated
versions. Their approach to a solution is also different: they
let each process manage its own portion of shared memory.
In contrast to this, all our nodes have the same size, but we
can use trees of nodes to store and structure bigger values.
In our algorithm, the processes share the management task of
the whole memory. This implies that when some processes
stop functioning, their management tasks are taken care of by
other processes. It is at this point that the algorithm of [9] is
not wait-free. Clearly, either algorithm will be blocked when
the database is full and no nodes can be recycled. Since the
speciﬁcations of the algorithms imply that their concepts of
recyclability are completely different, it is hard to make a fair
comparison between our algorithm and the one of [9].
Algorithms in which concurrent processes manipulate a
shared pointer structure are error prone. We therefore pro-
vide a proof of the algorithm by means of invariants. Since
the veriﬁcation of invariants when processes concurrently ex-
ecute array modiﬁcations is rather tricky, we have veriﬁed the
invariants mechanically with the theorem prover Nqthm of
Boyer and Moore, cf. [3]. In this paper we give no details of
the mechanical aspects of this proof (it is somewhat simpler
than the proof in [11]). The mechanical proof is available at
the Web site [13].
We did some experiments to test the performance of our
algorithm. The experiments indicate a quite satisfactory be-
haviour, (i. e. linear without any overhead for communication
between processes), except when term nodes start travelling
between the second level caches of processors on a distributed
system.
Overview
In Sect. 2, we describe the data structure and we specify the
interface procedures by means of preconditions and postcon-
ditions. In Sect. 3, we extend these speciﬁcations with safety
properties and progress properties. In fact, the interface proce-
dures can be called concurrently by different processes. There-
fore, safety properties of the atomic steps are needed. In this
section we also prove that the properties imply that the graph
remains acyclic.
In Sect. 4 we describe the available repertoire of atomic
actions, and we make a start with the construction of the in-
terface procedures. Section 5 deals with aspects of garbage
collection in the implementation. In Sect. 6, we construct the
remaining interface procedures by combining various proce-
dures constructed before. Section 7 discusses the veriﬁcation
of the properties promised in Sect. 3. In Sect. 8wedescribe ex-
periments, which indicate that the algorithm is quite suitable
for multiprocessing. Finally, Sect. 9 contains some conclu-
sions.
2 The interface
In this sectionwe describe thememorymanagement interface,
as offered to application programmers. It consists of a shared
data structure, and a number of procedures that can be used
in the application processes. The application programmers are
responsible for ensuring that a procedure offered is called only
when its precondition holds. It is therefore a proof obligation
of the system that the precondition of any interface procedure
for a process p is stable under the actions of all processes = p.
The database is organized as a modiﬁable directed graph.
It is convenient for arguing about correctness to regard the
attributes of cells as arrays indexed by the unstructured type
Node. Therefore, if n is of the type Node, the data of n is
denoted by data [n] (instead of n.data as it would be if nwas
a record with a ﬁeld data).
So, we have a set Node of (numbers of) nodes. We use
0 /∈ Node to indicate the absence of a node, and deﬁne
Node0 = Node ∪{0}. We assume that all nodes n are equiv-
alent, i. e. , have the same maximal degree. We number the
children of a node by means of some type Index. Therefore,
they form a sequence, and the directed graph is given by a
variable children, according to the declaration
type Sequence = array Index of Node0 ;
var children : array Node of Sequence.
Thus, children [n] is the sequence of children of node n and
children [n, i] is the ith child of node n.
Each application processmaintains a private variable roots
that holds the nodes the process has direct read access to. We
write roots.p for the value of roots of process p. We use a
predicate R(p, n) to express that process p is allowed to read
the data of node n. We shall ensure that predicateR(p, n) can
only be invalidated by process p itself. We deﬁne
R(p, n) ≡ (∃ m ∈ roots.p :: m ∗→ n),
where relation ∗→ is the reﬂexive transitive closure of relation
→ on Node deﬁned by
m→ n ≡ (∃ i ∈ Index :: children [m, i] = n).
For access and modiﬁcation of the database we provide
the application processes with a number of commands, each
consisting of a number of atomic instructions. In the presen-
tation the keyword privar stands for a private variable of a
process (cf. [5]). The following procedure serves to extend
the graph with a new node.
procedure Make (x : Data, y : Sequence,
privar v : Node)
{ pre R∗(self , y) ∧ roots.self = X;
post roots.self = X ∪ {v} ∧ data [v] = x
∧ children [v] = y } ,
where self stands for the calling process and X is a speciﬁ-
cation constant to express the initial value of roots. The pre-
condition R∗(self , y) expresses that all children for the new
node must be accessible to the caller. Here, accessibility of a
sequence y is deﬁned by
R∗(p, y) ≡ (∀ i ∈ Index :: y [i] = 0 ∨ R(p, y [i])).
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The requirement that procedure Make does not change the
accessible part of the graph will be expressed in Sect. 3 below.
Under the preconditionR(p, v), process pmay inspect the
contents of node v by calling
procedure Read (v : Node, privar x : Data,
privar y : Sequence )
{ pre R(self, v);post x = data [v] ∧ y = children [v] } .
Access to nodes can be transferred between processes.As-
sume that v /∈ roots.p, and that process q satisﬁesR(q, v) and
has agreed to preserve that until p has acknowledged recep-
tion of node v. Then process p may claim (direct) access to
node v by calling
procedure Accept (v : Node )
{ pre v /∈ roots.self = X; guaranteed R(q, v);
post roots.self = X ∪ {v} } .
The application programmer who uses procedure Accept has
to supply some coordination protocol such that process q does
not release node v before process p has completed Accept .
Note that procedureAccept is useful even in the case q = self ;
e. g. when a process wants to remove a tree while retaining a
subtree, it can ﬁrst accept the root of the subtree in its roots .
In such a case the coordination is trivial.
If it has v ∈ roots.p , process p can relinquish its direct
rights on a node v by
procedure Delete (v : Node )
{ pre v ∈ roots.self = X;post roots.self = X \ {v} } .
Example. Take Index = {1, 2, 3}. Let the database be initially
empty. Assume process p0 executes Make (a, (0, 0, 0), j)
followed by Make (b, (0, j, 0), k). Then roots.p0 = {j, k}
and j is a child of k. Now p0 executesDelete (j). Then p0 can
still access node j via node k. So it can send amessage to some
process p1 with the value of j and p1 can execute Accept (j)
and acknowledge receipt. Then p0may executeDelete (k) and
we have roots.p0 = {} and roots.p1 = {j}. unionsq
Finally, we provide two procedures for memory manage-
ment that, at the interface level, are equivalent to skip :
procedure Serve () ;
procedure Browse ().
Procedure Serve can be called by an application process that
has time to do some garbage collecting. Procedure Browse is
for a dedicated garbage collecting process. Both procedures
are superﬂuous and only serve for smoother performance.
Both are wait-free.
3 System properties
We need safety properties and progress properties. In fact,
we want to express that the accessible part of the graph is
never modiﬁed (safety), and that procedure calls terminate
(progress). First some notation to express such properties for-
mally.
We write p : P ✄ Q to express that, if precondition P
holds and process p performs an atomic action, this action has
postconditionQ.We write P ✄ Q to express that q : P ✄ Q
holds for all processes q. We write p in Pd to express that
process p is executing procedure Pd .We write p : P o→ Q to
express the existence of a constant k such that every execution
that starts in a state where P holds and that contains at least k
atomic steps of process p, contains a state that satisﬁes Q.
We characterize the reachable nodes of the graph by
ER (n) ≡ (∃ q ∈ Process :: R(q, n)).
The main safety properties are that data [n] and children [n]
of a reachable node n are not modiﬁed, and that roots.q is
modiﬁed only when process q itself executes Make , Accept,
or Delete . This is formalized in the requirements
(Sq0) ER (n) ∧ data [n] = X ✄ data [n] = X;
(Sq1) ER (n) ∧ children [n, i] = X
✄ children [n, i] = X;
(Sq2) p : p = q ∧ roots.q = X ✄ roots.q = X;
(Sq3) p : ¬ (p in Delete ) ∧ X ∈ roots.p
✄ X ∈ roots.p;
(Sq4) p : p in Delete (v) ∧ v = X ∧ X ∈ roots.p
✄ X ∈ roots.p.
As before, X is a speciﬁcation constant (logical variable) to
express that the value of a modiﬁable ﬁeld is not changed in
the step, or that a protected node remains protected.
Wait-free terminationofﬁveof the six interface procedures
is expressed in
(Sq5) p : p in Pd o→ ¬ (p in Pd )
for Pd ∈ {Read, Accept, Delete, Serve, Browse}.
Procedure Make can only be guaranteed to terminate if there
are free nodes to be found. Therefore, in the progress assertion
for Make , we need an alternative Full in the following way:
(Sq6) p : p in Make o→ ¬ (p in Make) ∨ Full .
We require that, ifFull holds, all nodes are in use or there exists
a process q that will negate Full within a bounded number of
steps of q.
Clearly, the alternativeFull violateswait-freedom, but this
is unavoidable, since processes are allowed to claim as much
memory as needed. The problem is also slightly complicated
by the possibility that a process stops functioning when it is
about to make nodes free for reuse.We come back to predicate
Full in Sect. 7.
We now show that reachability R(p, n) can only be falsi-
ﬁed by process p itself, and only in procedure Delete . In fact,
for processes p, q, and node n, we claim
(Hq0) p : p = q ∧ R(q, n) ✄ R(q, n);
(Hq1) p : ¬ (p in Delete) ∧ R(p, n) ✄ R(p, n).
Both assertions follow from the deﬁnition of R(q, n), via
(Sq1), (Sq2), and (Sq3), by induction in the length of the path
to node n in the precondition.
It follows from (Sq2) and (Hq0) that, indeed, the precondi-
tion of any interface procedure for a process p is stable under
the actions of all processes = p.
We turn to the point that the graph should remain acyclic.
For this purpose, we postulate that an unreachable node does
not become a new child:
(Sq7) ¬ER (n) ∧ children [m, i] = n
✄ children [m, i] = n.
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It follows from (Sq7) and (Sq1) that we have
(Hq2) ¬ER (n) ∧ ¬ (m→ n) ✄ ¬ (m→ n) ,
ER (m) ∧ ¬ (m→ n) ✄ ¬ (m→ n).
Now assume that an atomic action has in its postcondition a
cycle of nodes vi → vi+1 for 0 ≤ i < k, where k ≥ 1 and
vk = v0. Then the precondition of this atomic action satisﬁes,
for all i with 0 ≤ i < k,
¬ER (vi+1) ⇒ vi → vi+1 ,
ER (vi) ⇒ vi → vi+1 ,
ER (vi) ∧ vi → vi+1 ⇒ ER (vi+1),
by the formulas (Hq2) and the deﬁnition of ER . It follows that
the cycle also existed in the precondition of the atomic action.
For, in the precondition, the absence of an edge of the cycle
implies that some vj is reachable, and if some vj is reachable
then all vj are reachable and all edges are present.
We now assume that, initially, the graph (Node,→) has
no cycles. Then it follows that the graph invariantly has no
cycles.
4 The implementation
We turn to a proposal for implementing the system in shared
memory.
We use the following repertoire of elementary instructions.
Every elementary instruction refers to at most one shared vari-
able, cf. [17], preferably at most once. We have two types
of shared variables t that can occur more than once in an
atomic instruction: counters and consensus variables. Apart
from reading and writing, such a variable t has one of the
special instructions
t := t± 1 , or t++ and t-- {counter} ;
if t = 0 then t := w ﬁ {consensus} ;
where w is a private variable, and ± stands for either + or
−. We assume that modiﬁcations of private variables can be
combined atomically with an operation on a shared variable.
Moreover, we assume that the conditional setting of a consen-
sus variable is combined with the setting of a boolean ﬂag, so
that the then branch and the virtual else branch can be com-
bined with private actions. This is called strong consensus in
[11].
In our experiments (see Sect. 8) we had to implement the
atomic counter modiﬁcation by means of a strong compare&
swap register, as proposed in [7]:
repeat tmp := t ;
〈 b := (tmp = t) ; if b then t := tmp ± 1 ﬁ 〉
until b.
Here and henceforth, the brackets 〈 〉 are used to enclose
atomic regions. The above loop is not wait-free, but turns out
to work satisfactorily.
We now turn to the implementation of the CaRuD inter-
face. It is trivial to implement
procedure Read (v : Node, privar x : Data,
privar y : Sequence ) =
{ pre R(self, v);post x = data [v] ∧ y = children [v] }
x := data [v] ; y := children [v]
end .
We use the notation v.q to refer to the value of a private
variable v of process q. For an efﬁcient implementation of
Make , we give each process a private variable res of type set
ofNode to hold free nodes reserved for private use.Nowone of
the problems is to guarantee that, for every process q, if needed,
res.q becomes nonempty within bounded delay. Experience
seems to show that this must be made a shared responsibility
for all processes together. We therefore provide every process
q with a consensus variable waiting [q] to receive free nodes,
according to the declaration
waiting : array Process of Node0.
By convention,waiting [p] = 0means that processp iswaiting
for a new node, while waiting [p] = n with n = 0 means that
p can use the new node n by means of
procedure receive () =
{ pre waiting [self ] = 0 }
25 v := waiting [self ];
26 res := res ∪ {v} ; waiting [self ] := 0
end .
Here each numbered instruction is one atomic command; we
give each process q a corresponding instruction pointer pc.q.
The bigger atomic instruction 26 is allowed since res and v are
private variables. We use numbered instructions and (below)
goto s since the concurrency forces us in the invariants to
be very precise about where which property holds. Moreover,
the use of structured programming with if and while tends to
obscure which instructions are regarded as atomic.
We assume that processes share their wealth in a fair way.
For the purpose of redistribution of nodes, we give every
process a private variable fav of type Process (for current
favourite). We say that a function next traverses a set X (cf.
[12]) iff, for every pair x, y ∈ X , there is a number k with
next k(x) = y. It follows that next k(x) = x for k = #X .
We give every process a private function nextp that traverses
Process , the set of process numbers, to choose the next
favourite. A process may try to share its wealth by execut-
ing
procedure share (v : Node ) =
{ pre v ∈ res }
29 if waiting [fav ] = 0 then
waiting [fav ] := v ; res := res \ {v} ﬁ;
30 fav := nextp (fav )
end .
Here we use the fact that waiting is an array of consensus
variables and that actions on the private variable res may be
combined atomically. Note that the value of res is retained if
the test fails.
For the purpose of garbage collecting, we introduce refer-
ence counting by means of a shared array
cnt : array Node of Integer
We assume available the atomic increment and decrement op-
erations cnt [n] ++ and cnt [n] --. The idea is that cnt [n]
estimates the number of edges directed towards n plus the
number of processes that have direct access to n. More pre-
cisely, we postulate for all nodes n:
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(Jq0) cnt [n] = (#(m, i) ∈ Edge :: children[m, i] = n)
+(#q ∈ Process :: n ∈ roots.q)
+(#q ∈ Process :: waiting [q] = n)
+(#q ∈ Process :: n ∈ res.q)
+(#q at (*) :: n = w.q).
Here Edge is the set of pairs (m, i) wherem is a node, and i
is an index. Since cnt [n] is a shared variable which cannot be
modiﬁed in the same atomic statement as the shared variable
children [m, i], there are two program locations where cnt [n]
must be related to a private variable of a process. These loca-
tionswill bemarkedwith (*).We nowuse the notation q at (*)
to indicate that the next action of process q is marked with (*)
and we assume that every process q at (*) has a private vari-
able w of the type Node .
In order to prove that (Jq0) is preserved when a process
executes instruction 26 of receive, we postulate the invariants
(Jq1) pc.q = 26 ⇒ waiting [q] = v.q;
(Jq2) n ∈ res.q ⇒ cnt [n] = 1.
Note that (Jq0) and (Jq2) together with the typing restriction
res .r ⊆ Node imply
(Hq3) waiting [q] /∈ res .r.
To preserve (Jq1) and (Jq2) in receive, we postulate
(Jq3) 24 < pc.q ≤ 26 ⇒ waiting [q] = 0;
(Jq4) waiting [q] = 0 ⇒ cnt [waiting [q]] = 1.
At this point the reader is invited to verify that (Jq0), (Jq1),
(Jq2), (Jq3), (Jq4) are preserved by all atomic actions in the
procedures Read, receive, and share . Note that the precondi-
tions of receive and share are used in these veriﬁcations.
We can now easily implement Accept .
procedure Accept (v : Node ) =
{ pre v /∈ roots.self = X; guaranteed R(q, v);
post roots.self = X ∪ {v} }
33 cnt [v] ++ ; roots := roots ∪ {v}
end .
To prove that Accept preserves (Jq2) and (Jq4), we use the
guarantee R(q, v) together with the predicates
(Hq4) n ∈ res.q ⇒ ¬ER (n) ,
(Hq5) n = waiting [q] ⇒ ¬ER (n),
which follow from (Jq0) and (Jq2).
We introduce a shared variable clean of type array Node
of Boolean with the invariant
(Jq5) clean [n] ⇒ children [n, j] = 0.
We now turn to the implementation of Make . The top level
design is as follows.
procedure Make (x : Data, y : Sequence,privar v : Node ) =
{ pre R∗(self, y) ∧ roots.self = X;
post roots.self = X ∪ {v} ∧ data [v] = x
∧ children [v] = y }
get () ;
choose v ∈ res ;
branch (x, y, v)
end .
Here, procedure get must enable the choice in res by making
res nonempty; its implementation is postponed till Sect. 6.
Procedure branch inserts node v into the graph with data x
and sequence of children y. Its conventional code is
procedure branch (x : Data, y : Sequence, v : Node ) =
{ pre R∗(self, y) ∧ roots.self = X ∧ v ∈ res.self
∧ clean [v] ;
post roots.self = X ∪ {v} ∧ data [v]
= x ∧ children [v] = y }
data [v] := x ;
clean [v] := false ;
for all i ∈ Index do
if y[i] = 0 then
cnt [y[i]] ++ ;
children [v, i] := y[i] ﬁ
od ;
roots := roots ∪ {v} ; res := res \ {v} ;
end .
Since we want a ﬁne grain of atomicity for all instructions
concerning shared memory, we need invariants concerning
the state at all locations in the loop. This forces us to make the
jumps explicit and to introduce a private variable F for the set
of indices that have not yet been treated in the loop. We thus
encode the loop over the indices by means of three jumps and
a shrinking set of indices F . Omitting the speciﬁcation, we
get
procedure branch (x : Data, y : Sequence,
v : Node ) =
41 data [v] := x;
42 clean [v] := false ; F := Index ;
43 if F = ∅ then goto 47 ﬁ ;
44 choose i ∈ F ; F := F \ {i};
w := y [i] ; if w = 0 then goto 43 ﬁ ;
45 cnt [w] ++;
46 (*) children [v, i] := w ; goto 43;
47 roots := roots ∪ {v} ; res := res \ {v};
48 end .
Note that instruction 46 has the star (*). Indeed, the private
variable w is introduced here for the sake of (Jq0).
To prove preservation of (Jq0) in 46, of (Jq2) at 45, and of
(Jq5) at 46, we postulate the invariants
(Jq6) 44 < pc.q ≤ 46 ⇒ children [v.q, i.q] = 0;
(Jq7) 40 < pc.q ≤ 47 ∧ y.q [j] = 0 ⇒ R(q, y.q [j]);
(Jq8) 42 < pc.q ≤ 47 ⇒ ¬clean [v.q].
For preservation of (Jq6) in 44, we postulate
(Jq9) 42 < pc.q ≤ 46 ∧ j ∈ F.q
⇒ children [v.q, j] = 0.
Preservation of (Jq6) when another process executes 46 will
follow from (Jq0) and (Jq2).
Preservation of (Jq9) in 42 follows from (Jq5) and the new
postulate
(Jq10) v.q ∈ res.q ∧ ¬ clean [v.q] ⇒ 42 < pc.q ≤ 47.
Here it must be mentioned that, in the invariants and in
the mechanical proof, we treat the parameters and the local
variables of the procedures as persistent private variables of
the processes. With regard to the invariants, these variables
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are allowed to be modiﬁed nondeterministically before every
procedure call, only subject to the precondition of the call.
In particular, for process q, all parameters v of procedures
called by q are modelled by the same private variable v.q.
This unusual treatment of local variables simpliﬁes the proofs
of the invariants and even their interpretation.
Preservation of (Jq10) is proved by means of the new pos-
tulates
(Jq11) waiting [q] = 0 ⇒ clean [waiting [q]];
(Jq12) n ∈ res.q ∧ ¬ clean [n] ⇒ n = v.q.
At this point the above invariants (Jq. . . ) can all be proved.
In these proofs we also use the following obvious invariants,
which are only concerned with the private variables of a single
process:
(Pq0) pc.q = 29 ⇒ v.q ∈ res.q;
(Pq1) pc.q = 33 ⇒ v.q /∈ roots.q;
(Pq2) 40 < pc.q ≤ 47 ⇒ v.q ∈ res.q;
(Pq3) 44 < pc.q ≤ 46 ⇒ w.q = y.q [i.q] = 0;
(Pq4) 44 < pc.q ≤ 46 ⇒ i.q /∈ F.q.
Of course, we also need the application guarantee of Accept :
(AG) pc.q = 33 ⇒ ER (v.q).
Finally, for the speciﬁcation of branch, we observe that pc.q =
48 implies children [v.q, j] = y.q [j], as follows from the in-
variants
(Jq13) 42 < pc.q ≤ 48
⇒ children [v.q, j] = y.q [j] ∨ j ∈ F.q
∨ (j = i.q ∧ 44 < pc.q ≤ 46);
(Pq5) 46 < pc.q ≤ 48 ⇒ F.q = ∅.
Note that proofs of invariance may be circular: the assumption
is that all invariants hold in the precondition of every atomic
instruction, and for each invariant one then proves that it holds
in the postcondition of every instruction.
5 Garbage collection
We now come to the point where nodes are made free again.
If n ∈ roots.p holds, process p may relinquish its rights on
n (and the dependent nodes) by removing n from roots.p and
decrementing cnt [n].
It is attractive to combine this with garbage collection, if
cnt [n] = 1holds in the precondition.This idea is not sufﬁcient
for garbage collection since cnt [n] > 1 is not stable in the
precondition: two processes may observe that cnt [n] = 2 and
both decide to decrement cnt [n] without garbage collection.
We therefore decide to do garbage collection for nodes with
cnt [n] = 0.We thus implement procedure Delete as follows.
procedure Delete (v : Node )
{ pre v ∈ roots.self = X;
post roots.self = X \ {v} }
65 cnt [v] -- ; roots := roots \ {v};
66 collect (v)
end .
To prove preservation of (Jq0), we use the invariant
(Pq6) pc.q = 65 ⇒ v.q ∈ roots.q.
In procedure collect the decrementing process tests whether
decrementing cnt [n] established cnt [n] = 0 and then adds n
to a private variable list which holds a bounded list of nodes
n that are likely to satisfy cnt [n] = 0. The variable list is
important for the performance of the system, but is formally
superﬂuous: it does not occur in the invariants.
procedure collect (v : Node ) =
if cnt [v] = 0
then list := truncate (v : list ) ﬁ
end .
Here v is placed at the head of the list list and, if in this way
list becomes too long, the last element of list is removed. Note
that the elements v ∈ list.p need not satisfy cnt [v] = 0 since
other processes may have incremented cnt [v], by reclaiming
v via the node distribution strategy described in Sect. 6.
It follows from (Jq0) that cnt [n] = 0 implies that noden is
free.A free node can be claimed by any process that needs new
nodes. Therefore, if two or more processes want to claim the
same free node they need consensus to decide which claimant
succeeds. We therefore introduce locking of nodes, by means
of shared consensus variables
lock : array Node of Boolean.
We now introduce the garbage collecting procedure untarget
that tries to obtain a node v for res, after resetting its targets if
necessary.
procedure untarget (v : Node ) =
51 if ¬lock [v] then lock [v] := true
else return ﬁ ;
52 if cnt [v] = 0 then goto 61 ﬁ;
53 if clean [v] then goto 60 else F := Index ﬁ;
54 if F = ∅ then goto 59 ﬁ ;
55 choose i ∈ F ; F := F \ {i};
w := children [v, i] ;
if w = 0 then goto 54 ﬁ ;
56 children [v, i] := 0 ;
57 (*) cnt [w] --;
58 collect (w) ; goto 54;
59 clean [v] := true;
60 cnt [v] := 1 ; res := res ∪ {v};
61 lock [v] := false
end .
Note that lock is an array of “strong” consensus variables; see
the atomic instruction 51.
To prove preservation of (Jq0) in 56, 57, 60, we postulate
(Kq0) pc.q = 56 ⇒ w.q = children [v.q, i.q];
(Kq1) 52 < pc.q ≤ 60 ⇒ cnt [v.q] = 0.
Preservation of (Jq5) follows from
(Kq2) pc.q = 59 ⇒ children [v.q, j] = 0.
Preservation of (Jq10) at 60 follows from
(Kq3) pc.q = 60 ⇒ clean [v.q].
Preservation of (Kq1) underAccept and instruction 45 follows
from
(Hq6) cnt [n] = 0 ⇒ ¬ER (n),
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which follows from (Jq0). Preservation of (Kq2) in 54 follows
from
(Kq4) 53 < pc.q ≤ 58 ∧ children [v.q, j] = 0
∧ j /∈ F.q
⇒ j = i.q ∧ pc.q = 56.
We now have to prove that the above invariants, especially
(Kq0) and (Kq1), are not violated by another process that ex-
ecutes untarget . So we want to have interference freedom, as
expressed by
(Kq5) 51 < pc.q ≤ 61 ∧ 51 < pc .r ≤ 61
∧ v.q = v.r ⇒ q = r.
This is accomplished by locking. Preservation of (Kq5) easily
follows from the invariant
(Kq6) 51 < pc.q ≤ 61 ⇒ lock [v.q].
Preservation of (Kq6) is proved by means of (Kq5).
6 A strategy for redistribution
The elements of list are good candidates for procedure
untarget . If list is empty, however, the process can choose
an arbitrary node, if it does so in a fair way.We therefore give
every process a private variable nod and a private function
nextn that traverses the set Node .
We now present procedure get that was used in Make to
make the set res nonempty.
procedure get () =
while res = ∅ do
if waiting [self ] = 0




procedure search () =
if list = ∅ then v := nod ; nod := nextn (nod )
else v := head (list ) ; list := tail (list ) ﬁ ;
untarget (v) ;
if v ∈ res then share (v) ﬁ ;
end .
The call of share in search is needed to guarantee wait-free-
dom: each process is served within bounded delay (although
the bound depends on the number of processes and the size of
the memory).
In Sect. 7, we’ll show that procedure get is wait-free pro-
vided there are always enough free nodes to be found.
We turn to memory management activities that are invisi-
ble at the interface level. The application processes are allowed
to accumulate nodes in their sets res, provided they try to share
and res does not become too large.We therefore provide each
process with a private constantmaxres ≥ 1, with the invariant
(Pq7) #res.q ≤ maxres.q.
It is easy to see that (Pq7) is only threatened by untarget, and
that it is preserved when untarget is called with precondition
#res.p < maxres.p.
Therefore, whenever process q has time to do some
garbage collecting, it may call
procedure Serve () =
if #res < maxres then search ()
else choose v ∈ res ; share (v) ﬁ
end .
For the sake of efﬁciency it may be preferable to have one
additional garbage collecting process gc withmaxres .gc = 1.
Process gc only frequently calls
procedure Browse () =
search () ;
if res = ∅ then
choose v ∈ res ;
〈 res := ∅ ; cnt [v] := 0 〉
ﬁ
end .
Procedure Browse detects free nodes with sons. It frees the
sons, by decreasing their incounters, thus making it easier for
the other processes to ﬁnd free nodes. It preserves (Pq7) since
it has res .gc = ∅ in the idle states.
Remark. The conditional jump in 53 of untarget is only useful
if Index is large and the probability of cnt [v] = 0 ∧ clean [v]
is sufﬁciently high. In particular, the jump is useless if we have
the invariant
clean [n] ⇒ (∃ q :: n = waiting [q] ∨ n ∈ res.q
∨ (n = v.q ∧ pc.q = 60)).
This predicate is preserved by all procedures except for
Browse. So, in a system that does not use Browse or in which
Index is very small, we had better remove the jump and replace
instruction 53 by
53’F := Index ;
In that case, variable clean becomes a ghost variable and can
therefore be removed from the algorithm. unionsq
7 Veriﬁcation of properties
It remains to verify the global properties (Sq0) through (Sq7).
Since data and children are modiﬁed only in branch and
untarget, the properties (Sq0), (Sq1), (Sq7) follow from (Hq4)
and (Pq2), and (Hq6) and (Kq1), and the speciﬁcation of
branch. Since roots is a private variable, the validity of (Sq2),
(Sq3), and (Sq4) is easily veriﬁed. The loops in branch and
untarget are bounded by the size of Index. Therefore, the only
unbounded loop occurs in get. Since get is only used in the in-
terface procedure Make , this implies that the other interface
procedures are wait-free, i. e. , (Sq5).
In order to prove (Sq6), we deﬁne predicate Full by
Full ≡ (∀ n :: cnt [n] > 0 ∨ lock [n]).
Now, informally, property (Sq6) is shown as follows. If Full
is false during an execution sequence in which process p exe-
cutes get, there are always unlocked nodes nwith cnt [n] = 0.
After having exhausted its list list, process p traverses the set
Node and eventually ﬁnds unlocked nodes with cnt [n] = 0.
It executes untarget on every such node, and then calls share;
this advances fav.p. Therefore, if process p does not terminate
early enough, a state is reached with fav.p = p. Then process
p serves itself, and the call of get terminates. The argument
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can be made formal by means of the techniques developed in
[12].
We ﬁnally show that, if Full holds, then all nodes are in
use, or there is a process that will negateFullwithin a bounded
number of steps. For this purpose, we formalize “node n being
in use” by predicate Used (n) deﬁned by
Used (n) ≡ ER (n) ∨ (∃ q :: waiting [q] = n ∨ n∈ res.q).
The deﬁnition ofUsed togetherwith the invariants (Jq5), (Jq6),
(Jq9), (Jq10), (Jq11) implies
(Hq7) Used (m) ∧ m→ n ⇒ Used (n).
We now deﬁne
LL (n) ≡ (cnt [n] = 0 ∧ lock [n])
∨ (∃ q :: pc.q = 57 ∧ n = w.q).
Let a node n be called an orphan iff it does not have a parent,
i. e. , iff ¬ (m→ n) holds for every nodem.
Lemma. Let node n be an orphan with ¬Used (n) . Then
we have
(a) cnt [n] = (#q :: pc.q = 57 ∧ n = w.q);
(b) Full ⇒ LL (n).
Proof. (a) Since n is an orphan, it follows from (Jq0) and
¬Used (n) that cnt [n] = (#q at (*) :: n = w.q) . The
marker (*) only occurs at 46 in branch, and at 57 in untarget.
The assertion follows, sincew.q isUsed at 46 because of (Pq3).
(b) If cnt [n] > 0, then LL (n) follows from (a). If
cnt [n] = 0, then LL (n) follows from Full . unionsq
Since the graph (Node,→) is acyclic, every node has an
ancestor that is an orphan. If a node n is not Used, every
ancestor of n is also not Used because of (Hq7). Therefore,
the Lemma implies
Theorem. Assume that Full holds. Then every node n sat-
isﬁes
Used (n) ∨ (∃ m :: LL (m) ∧ m ∗→ n). unionsq
This theorem shows the absence of memory leakage. In
fact, for every unreachable node n with LL (n), there is a
unique process q that will release n within a bounded number
of steps. Therefore, if Full holds and not all nodes are Used,
there exists at least one process that will negate Full within
a bounded number of steps. Note that establishing ¬Full is
not wait-free, since the actions of a speciﬁc process may be
required.
The efﬁciency of redistribution is hard to estimate. If every
process claims new nodes more or less in the same rate as it
relinquishes old ones, communication of the nodes plays no
signiﬁcant role. If these rates differ wildly, however, the sets
list of some processes are often empty, inwhich case these pro-
cesses to some extent rely on the charity of other processes in
procedure share, although they also get new nodes by inspec-
tion of arbitrary nodes. Then it is important that congestion
of node inspections is avoided by making the traversal func-
tions nextn of the processes all different, see [10], Sect. 8.1.
Similarly, to avoid congestion of charity, one should take the
traversal functions nextp all different.
Table 1.Making terms in million nodes/sec on a SGI Origin 2000
sharing: none 1/10 full none 1/10 full
#list : 0 0 0 12 12 12
#P = 1 0.59 0.46 0.53 1.2 1.1 0.95
2 0.15 0.12 0.15 1.9 1.5 0.83
4 0.13 0.15 0.13 4.0 2.1 0.70
8 0.20 0.15 0.13 7.9 3.3 0.85
16 0.17 0.15 0.14 11.5 4.4 0.81
8 Performance
How does the algorithm that we present perform? From a the-
oretical viewpoint the answer is easy. All operations except
Make operate in constant time. Assuming that there are al-
ways sufﬁciently many free nodes available, Make also op-
erates in constant time on average.
This does not answer the question, however, whether our
algorithm is competitive from a practical viewpoint. In par-
ticular, the compare and swap operator may turn out to be a
bottleneck. Also, some architectures of parallel systems may
be unfavourable to the algorithm. They may cause substantial
constant overhead to the operations and thus may make more
classical solutions to parallelmemorymanagement preferable.
We implemented the algorithm and ran it on a single pro-
cessor SGI O2 (180Mhz) and on a multiprocessor SGI Origin
2000 (with 250Mhz and 300Mhz processors), for different
numbers of processes, to get an impression whether the algo-
rithm scales up linearly, as was expected. We let each process
iteratively construct, inspect and delete binary trees with 63
nodes. We studied the effect of list by taking as its lengths 0
and 12. It turned out that, on the SGI Origin, performance is
quite negatively inﬂuenced by sharing. Therefore we obtained
benchmarks where sharing is on, where sharing only takes
place once in every 10 times (but in this case the algorithm
is still wait-free), and where sharing of nodes is switched off
completely.
Our conclusion is that reading nodes scales up linearly
with the number of processors (where we managed to read
108 nodes per second using 16 processors).
Making nodes is heavily inﬂuenced by the length of list.
On the single processor machine, a list length of 0 forces the
processes to search for the nodes, whereas a list length of 12
takes care that free term nodes can be picked up immediately.
The former was approximately 3 times slower than the latter
(2 · 105 versus 6 · 105 makes per second). Sharing nodes leads
to a 25% speed increase when the list has length 12, compared
to not or sometimes sharing. The number of processes does
not have any effect on the speed of the system meaning that
our algorithm scales up perfectly. For comparison we imple-
mented a straightforwardP and V synchronisation solution to
the CaRuD problem, which showed a substantial performance
degradation when the number of processes are increased.
From this we conclude that one of the strongest reasons to
study wait-free or lock-free algorithms is their almost perfect
scalability.
Making nodes on the parallel machine gives a much more
diverse picture. We provide the data that we obtained in Table
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1. The ﬁrst column gives the number of processors used. The
other entries contain the number (in millions) of terms that
can be made per second. When list has length 0, it appears
that adding processors does not lead to any speed increase.
The reason for this is that term nodes reside in second level
cache, and travel from processor to processor. This completely
dominates performance.
Sharing of nodes on the parallel machine also leads to
reduced performance. Only non sharing, and a sufﬁciently
long list leads to sufﬁcient locality of termnodes to observe a
linear speed up.
Note that even in those caseswhere adding processors does
not appear beneﬁcial for making nodes, the algorithm can still
be very fruitfully applied on parallel machines, since there
can be a substantial speed up in reading and manipulating the
nodes.However, further adaption of the algorithm tomaximize
locality of nodes may lead to an even better performance.
9 Conclusions
The CaRuD interface is a useful and viable abstraction for
a graph-like data structure shared by concurrent processes.
We show this using a wait-free algorithm that scales up per-
fectly in theory, and quite well in practice, showing that the
wait-free paradigm is a good technical means to obtain high
performance on parallel computers. Our algorithm can be im-
proved for cache based multiprocessor machines, such as the
Origin 2000, by forcing a better locality to term nodes. We
leave this, however, for further research.
From the experience we obtained writing this article we
believe that it would be useful to develop wait-free versions of
standard sequential algorithms to obtain efﬁcient, fault tolerant
parallel versions. One may think of wait-free mark and sweep
garbage collectors, to circumvent the acyclicity constraint of
reference counting garbage collectors, ofwait-free equivalents
for linked lists, to circumvent searching the array of termnodes
(see [18] for a lock-free implementation), and of wait-free
hashtables, to efﬁciently implement sharing of terms [6].
We found, however, that it is much more difﬁcult to design
these algorithms, especially on the level of the ordering of in-
dividual assignments. It is not without reason that we resorted
to the Boyer-Moore theorem checker for veriﬁcation of the
invariants that we needed. We also would strongly favour the
situation where such checkers would become a common tool
for the designers of parallel algorithms.
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