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DETERMINACY FOR MEASURES
MISHKO MITKOVSKI† AND ALEXEI POLTORATSKI‡
Abstract. We study the general moment problem for measures on the real line, with
polynomials replaced by more general spaces of entire functions. As a particular case, we
describe measures that are uniquely determined by a restriction of their Fourier transform
to a finite interval. We apply our results to prove an extension of a theorem by Eremenko
and Novikov on the frequency of oscillations of measures with a spectral gap (high-pass
signals) near infinity.
1. Introduction
For a finite measure µ on the real line we define its Fourier transform as
µˆ(x) =
∫
eixtdµ(t).
We say that a positive finite measure µ is a-determinate if there exists no other positive
finite measure ν such that Fourier transforms of µ and ν coincide on [−a, a]. One of the
problems that we consider here can be formulated as follows.
Suppose that we are given a finite positive measure µ. For a given a > 0, how can we tell
whether µ is a-determinate? This question can be viewed as the analog of the determinacy
part of the classical moment problem, which received a lot of attention throughout the years.
The study of the trigonometric version of the problem stated above originates from a classical
paper of Krein [15]. Despite a number of deep results, it appears that no explicit solution is
known, even in the classical polynomial case.
In this paper we consider the general case of determinacy in the moment problem, with
polynomials (exponentials) replaced with broader classes of entire functions. The correct
space for such purposes seems to be the de Branges space, which can become a space of
polynomials or a Paley-Wiener space with a proper choice of a generating Hermite-Biehler
function E.
We apply our methods to generalize classical theorems by Beurling, de Branges, and
Levinson on the absence of gaps in the support of the Fourier transform (spectral gaps) of
a finite measure on R. Another application is a refinement of a theorem by Eremenko and
Novikov [11, 12] on the oscillations of high-pass signals.
Let µ be a finite real measure on R with the property that its Fourier transform µˆ vanishes
on the interval [−a, a] for some a > 0. Such measures are called high-pass signals in electrical
engineering. One of the classical problems is to estimate how fast a high-pass signal should
oscillate near infinity. Significant progress in this direction was provided by the following
result.
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Theorem 1.1. [11, 12] If σ is a nonzero signed measure with spectral gap (−a/2, a/2) then
the number of sign changes s(r, σ) of σ on the interval (0, r) satisfies
lim inf
r→∞
s(r, σ)
r
≥ a
2π
.
Here the number of sign changes s(r, σ) can be understood in the usual sense for absolutely
continuous measures with continuous densities and in any reasonable sense for more general
measures, see section 6. This theorem solves an old problem by Grinevich from 1964 included
in V. Arnold’s list of problems (2000 [2]). A problem of achieving a better understanding
of the asymptotic interplay between the positive and negative parts of a high-pass signal,
including a possibility of replacing the inequality in the last theorem with an equality of
some sort, served as an initial motivation for the present paper.
In this article we obtain a short and self-contained proof of the last statement, that does
not rely on any of the deep tools of Harmonic Analysis often applied in this area, such as
the Beurling-Malliavin theory or advanced estimates of singular integrals. At the same time,
with the use of such advanced tools, we are able to prove the following stronger statement.
For a finite real measure µ on R we denote by µ+ and µ− its mutually singular positive
and negative parts, µ = µ+ − µ−, µ+ ⊥ µ−. If A and B are two closed subsets of R, let
Ma(A,B) be the class of all finite real measures σ with a spectral gap [−a, a] such that
supp σ+ ⊂ A and supp σ− ⊂ B. We define the gap characteristic of a pair of closed subsets
A and B of R as
G(A,B) = sup{a > 0 :Ma(A,B) 6= {0}}.
Theorem 1.2. For any closed sets A,B ⊂ R,
G(A,B) = π sup{d : ∃ d-uniform sequence {λn}, {λ2n} ⊂ A, {λ2n+1} ⊂ B}.
The definition of a d-uniform sequence was given in [18] and is discussed in the next
section. One can say that, in a certain sense made precise in section 2, d-uniform sequences
are similar to arithmetic progressions with a difference term equal to 1/d. Such sequences
are discrete (i.e. have no accumulation points on R) and are enumerated in the natural
increasing order.
Theorem 1.2 follows from a general discussion of a-determinacy of measures and properties
of extreme indeterminate measures that we undertake in sections 3 and 4. First, we prove
a generalization of a classical result by M. Riesz for the polynomial moment problem that
characterizes indeterminate measures in terms of the norms of point-evaluation functionals.
A similar theorem was recently presented by M. Sodin [21]. We then apply that result to
extend classical gap theorems.
Following Beurling and Malliavin, we say that a union of disjoint open intervals
⋃
(an, bn)
is long if ∑
n
(
bn − an
an
)2
=∞.
The classical Beurling’s gap theorem [4] states that if the complement of suppµ is long
than µ does not have any spectral gaps, unless µ ≡ 0. Like most results by Beurling, this
statement is sharp in its scale: the condition of longness of the complement of the support
cannot be weakened, as was proved by M. Benedicks [3]. However, as we show in section 3,
the result can be strengthened in the following way:
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Corollary 1.3. If µ is a positive finite measure which is supported on a set whose complement
is long then µ is a-determinate for every a > 0.
Equivalently, if µ is a real finite non-zero measure and the complement of µ+ is long, then
µ has no spectral gaps. Notice that we do not put any conditions on the support of the
negative part of the measure. Other classical gap theorems by de Branges and Levison can
be similarly strengthened, see section 3.
The last statement implies that if µ > 0 is a-indeterminate for some a > 0 then µ
must contain a sequence of positive interior Beurling-Malliavin density in its support. It is
natural to expect further relations of this type between the determinacy of µ and density of
its support. Our next result makes this observation precise.
Theorem 1.4. Let µ be a positive finite measure. If µ is a-indeterminate then the support
of µ contains an a/2π-uniform sequence.
Extending the last statement, we prove that for a general regular de Branges space BE a
positive measure µ whose support is sufficiently sparse (in a certain precise sense) is uniquely
determined by its action on the space, meaning that there is no other positive measure ν
such that ∫
F (t)dµ(t) =
∫
F (t)dν(t),
for all F ∈ BE .
Clearly, every a-indeterminate measure is a positive part of a signed measure σ with a
spectral gap (−a, a), i. e., such that σˆ(x) = 0, for x ∈ [−a, a]. Conversely, every non-zero
measure σ with a spectral gap (−a, a) gives a rise to two a-indeterminate measures σ+ and
σ−. Therefore, the determinacy problem is closely related to the gap problem which was
recently studied by the second author in [18]. We prove the following result that gives a
precise quantitive relation between these two problems.
For a closed set X ⊂ R its gap characteristic is defined by
G(X) = sup{a : ∃ a real non-zero measure µ with spectral gap [−a, a] supported on X}.
Define the determinacy characteristic of X by
Det(X) = inf{a : all µ supported on X are a-determinate}.
Theorem 1.5. For any closed set X ⊂ R,
2Det(X) = G(X).
Acknowledgement. We are grateful to A. Eremenko and M. Sodin who brought the
problem on oscillations of Fourier integrals to our attention.
2. Preliminaries
We denote by Π the Poisson measure on R, dΠ(x) = dx/(1 + x2). The notation Ca stands
for the Cartwright class, the class of entire functions F of exponential type no greater than a
such that log |F | ∈ L1(Π). We will also use the standard notation PWa for the Paley-Wiener
class, and Ba for the Bernstein class consisting of entire functions of type at most a which are
bounded on R. Finally, we will denote by Ka the Krein class consisting of entire functions
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F (z) of exponential type no greater than a which have only real simple zeros {λn}, such that∑
n 1/|F ′(λn)| <∞, and satisfy
1
F (z)
=
∑
n
1
(z − λn)F ′(λn) .
By a well known theorem of M. Krein each function from Ka belongs in Ca
If E is an entire function we denote E#(z) = E¯(z¯). An entire function E belongs to the
Hermite-Biehler class if it satisfies
|E(z)| > |E#(z)|
for all z ∈ C+ = {ℑz > 0}. Hermite-Biehler functions are often called de Branges functions
in the literature. For any Hermite-Biehler (de Branges) function E, the de Branges space
BE is defined as a space of all entire functions F such that both F/E and F#/E belong to
the Hardy space H2(C+). For more on de Branges spaces see [10].
A de Branges space BE is called regular if
(i) BE ⊂ Ca and
(ii) If F ∈ E , then (F (z)− F (w))/(z − w) ∈ E for any w ∈ C.
The main example of a regular de Branges space is the Payley-Wiener space PWa. In
that case E is the standard exponential function Sa = eiaz .
If Θ is an inner function in the upper half-plane, we denote by KΘ the model space
H2(C+) ⊖ ΘH2(C+). Such spaces play a central role in the Nagy-Foias functional model
theory, see [17].
Every de Branges function E(z) gives rise to an inner function Θ(z) := E#(z)/E(z) and
a model space KΘ that this inner function generates. There exists a well known isometric
isomorphism between BE and KΘ given by F → F/E.
Each inner function Θ(z) determines a family of positive measures µα on R indexed by
|α| = 1 in the following way
ℜα+Θ(z)
α−Θ(z) = pαℑz +
1
ℑz
∫
dµα(t)
|t− z|2 , (2.1)
for some pα ≥ 0. The number pα can be viewed as a point mass at infinity for µα. Each
measure µα is singular, supported on the set {Θ = α}, and is Poisson-finite. They are
usually called the Clark measures for Θ(z). Throughout the paper when we say that Θ(z)
corresponds to a measure µ on R we will always mean that µ is the Clark measure µ1 for Θ
and that p1 = 0. In this case, each function f ∈ KΘ can be represented by the Clark formula
f(z) =
1−Θ(z)
2πi
K(fµ)(z),
where K(fµ) stands for the Cauchy integral
K(fµ)(z) =
∫
f(t)
t− z dµ(t).
This formula gives an isometric isomorphism between KΘ and L2(µ). For more on Clark
measures see for instance [20].
For those inner functions Θ that can be represented as Θ(z) = E#(z)/E(z) for some
de Branges function E, all Clark measures µα are discrete and their point masses can be
computed by µα(λ) = 2π/ |Θ′(λ)| for λ ∈ {Θ = α}.
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We will call the measures |E|2µα, where µα is a Clark measure for Θ(z) = E#(z)/E(z),
spectral measures of the corresponding de Branges space. It is well known that for any
spectral measure ν of a de Branges space BE the natural embedding gives and isometric
isomorphism between BE and L2(ν).
On the real line each inner Θ(z) coming from a de Branges function can be written as
Θ(t) = eiθ(t), t ∈ R, where θ(t) is real analytic strictly increasing function. The function θ(t)
is a continuous branch of the argument of Θ(z) on R. The phase function of the corresponding
de Branges space is defined by φ(t) = θ(t)/2 and is equal to − argE.
Next we give the definitions of the densities that will be used in our statements. Recall
that the family of disjoint intervals {In} on the real line (or the union of the intervals from
that family, when it is convenient) is called long if
∑
n
( |In|
1 + dist(0, In)
)2
=∞.
Otherwise, we will say that the family is short. In the case when {In} is short,
⋃
In = R,
and |In| → ∞ as n→ ±∞ we will call the family {In} a short partition.
In all our definitions and statements the intervals of a short partition, as well as discrete
sequences of points, are assumed to be enumerated in a natural increasing order.
Definition 2.1. A sequence Λ = {λn} with no finite accumulation point is said to be regular
with density a > 0 if there exists a short partition {In} such that
#(Λ ∩ In)− a|In| = o(|In|) as |n| → ∞.
Remark 2.2. It can be shown that Λ is regular with density a if and only if the following
integral condition holds ∫ |nΛ(x)− ax|
1 + x2
<∞.
This definition of regularity was used in [14] in the definition of Beurling-Malliavin densities.
Definition 2.3. The interior Beurling-Malliavin density D−BM(X) of a closed set X ⊂ R is
defined to be the supremum of all a > 0 for which there exists a regular subsequence Λ ⊂ X
with density a. If no such subsequence exists D−BM(X) = 0.
Similarly, for real sequences Λ one defines (the more famous) exterior density D+BM (Λ) as
the infimum of a such that Λ is contained in a regular sequence with density a.
The famous result of Beurling and Malliavin [6] says that the zero set Λ of a function
F (z) ∈ Caπ must satisfy D+(Λ) ≤ a. Conversely, for every sequence Λ with D+(Λ) = a and
every k > a, there exists non-zero F (z) ∈ Ckπ which vanishes at that sequence. However,
F (z) may have additional zeros.
In [18] it was proved that a very similar statement holds for the zeros of functions in the
Krein class. It turns out that in this case the regularity notion above needs to be refined
to take into account a certain delicate separation condition. Namely, for any finite interval
I ⊂ R and a Borel measure µ we define the energy of µ, EI(µ) by
EI(µ) =
∫∫
I,I
log |x− y|dµ(x)dµ(y).
This is just the usual energy of the compactly supported measure 1I(x)dµ(x).
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Definition 2.4. We say that a real sequence Λ = {λn} with no finite accumulation points
is a-uniform if it is regular with density a and satisfies the following energy condition: there
exists a short partition {In} such that
∑
n
#(Λ ∩ In)2 log+ |In| − EIn(dnΛ)
1 + dist(0, In)2
<∞.
Remark 2.5. Notice that the series in the energy condition is positive. The definition given
here is slightly different from the one given in [18, 19]. Either one can be used in all of the
results and formulas from [18,19] or the present paper. Note also that every separated regular
sequence of density a satisfies the energy condition automatically and therefore is a-uniform.
The following technical lemma will be used several times in what follows.
Lemma 2.6. If a discrete sequence Λ contains a (d−ǫ)-uniform subsequence for every ǫ > 0,
then it also contains a d-uniform subsequence. If Λ alternates between two sets A and B,
then this d-uniform subsequence can be chosen to also alternate between A and B.
Proof. Fix a small ǫ > 0. Let Λ1 ⊂ Λ be a (d−ǫ)-uniform sequence and let {I(1)n } be the cor-
responding short partition. Let Λ′1 ⊂ Λ be a (d− ǫ/2)-uniform sequence with corresponding
short partition {Jn}.
We form a third short partition {Kn} with the following properties:
(i) {Kn} is a superpartition of {Jn}, i.e. each interval Jn is a subset of some interval
Km,
(ii) the intervals of {Kn} are big enough, so that If two intervals I(1)nk and I(1)mk contain the
endpoints of some interval Kk then |I(1)nk |+ |I(1)mk | = o(|Kk|).
By lemma 4 in [18] one can choose a subsequence Σ of Λ′1 which is also (d− ǫ/2)-uniform
with a corresponding short partition {Kn}.
Let δ > 0. Choose N big enough so that the energy sum for Σ over {Kn}|n|>N is less than
δ, and so that Ink and Imk for k = ±N are small in comparison to K±N .
We form a new sequence Λ2 in the following way. We keep Λ1 on all the intervals I
(1)
n that
lie strictly between K−N and KN . On the rest of the line, keep Σ on each Kn with |n| ≥ N .
We form a new short partition {I(2)n } for Λ2 that consists of all intervals I(1)n that lie
between K−N and KN , all {Kn}|n|>N , instead of KN we include the interval KN ∪ I(1)nN and
instead of K−N we include K−N ∪ I(1)m−N .
Then Λ2 is a (d− ǫ/2)-uniform sequence with a corresponding short partition {I(2)n }. The
corresponding energy sum for Λ2 is at most the energy sum for Λ1 plus δ.
Reiterating this process we obtain sequences {Λk} that are (d − ǫ/2k)-uniform with cor-
responding short partitions {I(k)n } with energy sums at most the energy of Λ1 plus 1/2 +
· · ·+1/2k (we choose δ = 2−i in the i-th step). Using a diagonal process we obtain a regular
sequence of density d whose energy sum converges, which is the desired sequence.
Finally, if Λ alternates between A and B, in each step we can choose Λk to also alternate.
The diagonal process will then also produce a sequence that alternates.

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3. M. Riesz-type criterion and its consequences
For a given set of functions A we will say that a positive measure µ is A-determinate if
A ⊂ L1(µ) and there is no other positive measure ν 6= µ, A ⊂ L1(ν), such that∫
f(t)dµ(t) =
∫
f(t)dν(t),
for all f ∈ A. Otherwise, we say that µ is A-indeterminate. We will study determinacy on
linear spaces of entire functions E satisfying the following properties:
(E1) If F (z) ∈ E , then F#(z) := F (z¯) ∈ E ,
(E2) If F (z) ∈ E and w ∈ C, then (F (z)− F (w))/(z − w) ∈ E .
(E3) There exists a ≥ 0 such that E ⊂ Ca.
There are many examples of sets E that satisfy (E1)-(E3). The set of all polynomials P
is one such example. Other examples that we will use include the Bernstein class Ba, the
Paley-Wiener space PWa, and other regular de Branges spaces (those de Branges spaces
which satisfy (E2) and (E3)).
It is not hard to see that a positive finite measure µ is a-determinate if and only if it is
Ba-determinate or equivalently PWa-determinate.
The next result gives a criterion for determinacy which generalizes the classical M. Riesz
criterion for determinacy in the moment problem. Our proof will also rely on the M. Riesz
original idea. However, we will use the de Branges spaces as a substitute for the Gauss
quadrature formula. We will use the following notation
E ∗ E = {F : F = GH, for some G,H ∈ E}.
Theorem 3.1. Let E be a set which satisfies (E1)-(E3) and let µ be a positive measure such
that E ⊂ L1(µ) ∩ L2(µ). The following are equivalent:
(a) µ is E ∗ E-indeterminate
(b) The L2(µ)-closure of E is a de Branges space.
(c) The majorant m(x) := sup{|F (x)| : F ∈ E , ‖F‖L2(µ) ≤ 1} satisfies∫
logm(x)
1 + x2
dx <∞,
As we already mentioned, a statement similar to the equivalence of (a) and (c) was recently
presented in [21]. As a simple corollary we obtain the following result.
Corollary 3.2. A positive finite measure µ is a-determinate if and only if∫ logmµa/2(x)
1 + x2
dx =∞,
where
mµa/2(w) := sup{|F (w)| : F ∈ span{eixt : t ∈ [−a/2, a/2]} and ‖F‖L2(µ) ≤ 1}.
Proof. First we prove that the integrability of logm(x)/(1+x2) implies that the L2(µ)-closure
of E is a de Branges space. We will denote this closure by B(µ).
Each function F in E is in the Cartwright class Ca. Therefore
log |F (z)| ≤ a|ℑz|+ |ℑz|
π
∫
log+ |F (t)|
|t− z|2 dt.
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Taking a supremum over all F (z) ∈ E with norm no greater than 1 we first obtain
log |F (z)| ≤ a|ℑz| + |ℑz|
π
∫
log+m(t)
|t− z|2 dt, (3.1)
for all non-real z. Using the simple estimate
sup
t∈R
∣∣∣∣ t− it− z
∣∣∣∣ ≤ 1 + |z||ℑz| ,
which is valid for all z /∈ R, we obtain
log |F (z)| ≤ a|ℑz|+ C (1 + |z|)
2
|ℑz| , (3.2)
where
C =
1
π
∫
log+m(t)
1 + t2
dt <∞.
This immediately shows that m(z) is bounded on compact sets that don’t intersect the real
axis. Standard application of the Levinson’s log log theorem shows thatm(z) is also bounded
on compact sets that intersect the real axis.
Let now {Fn} be a sequence of functions in E which converges in L2(µ) to some limit
f ∈ L2(µ). The goal is to show that f is actually a restriction of some entire function
F ∈ B(µ). To see this notice that {Fn} being Cauchy and the inequality
|Fk(z)− Fl(z)| ≤ m(z)‖Fk − Fl‖L2(µ),
together with the fact that m(z) is locally bounded imply that {Fn} converges uniformly on
compact sets to some entire function F which agrees with f a.e. µ. Since F satisfies (3.1),
F (z) ∈ Ca.
Let F ∈ B(µ) and let Fn ∈ E be a sequence that converges to F in L2(µ). Since Fn(z)
converges to F (z) uniformly on compact sets, we have that for any w ∈ C
|F (w)|
‖F‖ = limn→∞
|Fn(w)|
‖Fn‖ ≤ m(w). (3.3)
Therefore, non-real point evaluations are bounded in B(µ). By considering F#n ∈ E we see
that F# ∈ B(µ). By the axiomatic definition of de Branges spaces, see [10], it remains to
show that F (z)(z − z¯0)/(z − z0) ∈ B(µ) for all F ∈ B(µ) and z0 /∈ R such that F (z0) = 0.
Since
F (z)
z − z¯0
z − z0 = F (z) + (z0 − z¯0)
F (z)
z − z0 ,
it is enough to show that F (z)/(z − z0) ∈ B(µ), which again follows from the property that
(Fn(z)− Fn(z0))/(z − z0) ∈ E . Therefore B(µ) is a de Branges space.
If B(µ) is a de Branges space pick any spectral measure ν of B(µ) which is different from
µ (in case µ is one of them). Let F ∈ E ∗ E be arbitrary. Then by definition F = GH for
some G,H ∈ E . Since B(µ) is isomorphic to L2(ν) and is isometrically contained in L2(µ)
we obtain that ∫
F (t)dµ(t) =
∫
G(t)H#(t)dµ(t) =
∫
F (t)dν(t).
Thus, µ is E ∗ E-indeterminate.
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Next we show that if µ is E ∗ E-indeterminate then∫
logm(x)
1 + x2
dx <∞.
If µ is E-indeterminate there exists another positive finite measure ν 6= µ such that ∫ F (t)dµ(t) =∫
F (t)dν(t) for all F ∈ E ∗ E . This implies∫
|F (t)|2dµ(t) =
∫
|F (t)|2dν(t), (3.4)
for all F (z) ∈ E .
Consider σ = µ− ν. We have that∫
F (t)− F (z)
t− z dσ(t) = 0,
for every function F (z) ∈ E and every z ∈ C. This implies that
F (z) =
1
G(z)
∫
F (t)
t− z dσ(t),
where G(z) =
∫ dσ(t)
t−z
. In particular, for z = x+ i with x ∈ R we have,
|F (x+ i)| ≤ 1|G(x+ i)|
∫
|F (t)|d|σ|(t) ≤ C|G(x+ i)|
(∫
|F (t)|2d|σ|(t)
)1/2
.
Now since |σ| ≤ µ+ ν we obtain,
|F (x+ i)| ≤
√
2C
|G(x+ i)|
(∫
|F (t)|2dµ(t)
)1/2
,
for every F (z) ∈ E . Consequently,
m(x+ i) ≤ C
′
|G(x+ i)| .
The fact that G(z + i), as a function of z, is analytic and bounded in C+ implies that∫
logm(x+ i)
1 + x2
dx ≤
∫
log− |G(x+ i)|
1 + x2
dx+ C ′′ <∞.
Now, let F (z) be arbitrary element of E with norm no greater than 1. Then F (z + i) as
a function of z is in the Cartwright class Ca. Therefore, for all x ∈ R we have
log |F (x)| ≤ a + 1
π
∫
log+ |F (t+ i)|
(t− x)2 + 1 dt.
Taking a supremum over all such F (z) we first obtain
log |F (x)| ≤ a+ 1
π
∫
log+ |m(t+ i)|
(t− x)2 + 1 dt,
and then again by taking a supremum on the left we deduce
logm(x) ≤ a+ 1
π
∫
log+ |m(t + i)|
(t− x)2 + 1 dt.
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Finally, ∫
logm(x)
1 + x2
dx ≤ aπ
2
+
1
π
∫ ∫
log+ |m(t+ i)|
(t− x)2 + 1
1
1 + x2
dtdx
= aπ +
∫
2 logm(x+ i)
4 + x2
dx <∞.
This completes the proof.

Notice that the set of all polynomials P satisfies P ∗ P = P, so we derive the classical
M. Riesz criterion as a special case. In the case E = Ba we obtain Corollary 3.2.
As we mentioned in the introduction, the usefulness of the criterion above depends on the
possibility to estimate the majorant m(w). Below we consider some cases when this can be
done.
Corollary 3.3. Let µ be a positive finite measure. If there exists a non negative uniformly
continuous function w(t) on R satisfying ew(t) ∈ L1(µ) and∫
w(t)
1 + t2
dt =∞,
then µ is a-determinate for every a > 0.
Remark 3.4. This lemma can be viewed as a stronger version of de Branges’ gap theorem
[10], which claims that if there is a function w like in the lemma, that satisfies ew(t) ∈ L1(|µ|)
for a finite non-zero real measure µ, then the support of µˆ may not have any gaps. Our
statement can be equivalently reformulated as follows: if ew(t) ∈ L1(µ+) then the support of
µˆ does not have any gaps.
Proof. First note that we may replace the uniform continuity assumption on w(t) by the
stronger one that w(t) is uniformly Lipschitz (see [13, pg. 96]). Next notice that every
entire function F (z) of exponential type at most a for which F (t)/ew(t)/2 ≤ 1 on R must
also satisfy
∫ |F (t)|2dµ(t) ≤ 1. Therefore, by combining the corollary in [13, pg. 236] (for
W (t) = ew(t)/2) with Theorem 3.2 we obtain∫
logmµa(t)
1 + t2
dt =∞,
for every a > 0. The result now follows from Theorem 3.1. It should be noted that the idea
used here is due to de Branges. 
We next prove a strengthening of Levinson’s gap result [16].
Corollary 3.5. Let µ be a positive finite measure. If there exists a non negative function
w(t) on R which is increasing on [0,∞) and satisfies ew(t) ∈ L1(µ) and∫ ∞
1
w(t)
1 + t2
dt =∞,
then µ is a-determinate for every a > 0.
Remark 3.6. Equivalently, if w is like in the last corollary and µ is a real non-zero finite
measure such that ew(t) ∈ L1(µ+) then supp µˆ has no gaps. The original theorem by Levinson
has a stronger requirement that ew(t) ∈ L1(|µ|)
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Proof. Let v(t) be the largest minorant of w(t) which is uniformly Lipschitz with Lipschitz
constant 1. Then (see the lemma in [13, pg. 239])∫
v(t)
1 + t2
dt =∞,
and the result follows from the previous corollary. 
Finally, we prove a strengthening of the Beurling’s gap theorem as discussed in the intro-
duction.
Corollary 1.3. If µ is a positive finite measure which is supported on a set whose complement
is long then µ is a-determinate for every a > 0.
Proof. Define w(t) as zero outside of the intervals (an, bn) and as dist(t,R \ (an, bn)) on
(an, bn). This function is clearly non negative, uniformly continuous and satisfies e
w(t) ∈
L1(µ). Moreover, the assumption that ∪(an, bn) is long yields that∫
w(t)
1 + t2
dt =∞.
The result now follows from Corollary 3.3. 
4. Extreme measures in the indeterminate case
Let A be a set of functions on R. For a given positive measure µ with A ⊂ L1(µ) denote
by MA(µ) the set of all finite positive measures ν such that A ⊂ L1(ν) and∫
F (t)dµ(t) =
∫
F (t)dν(t)
for all F ∈ A. Clearly, this set is convex and therefore it is interesting to describe its extreme
points (if they exist). The following result, which in essence goes back to M. Naimark, gives
a description of the extreme points of MA(µ).
Theorem 4.1. A positive finite measure ν ∈ MA(µ) is an extreme point of MA(µ) if and
only if the span of the set A is dense in L1(ν).
Proof. Assume that ν ∈MA(µ) is not an extreme point ofMA(µ). Then ν = αν1+(1−α)ν2
for some ν1, ν2 ∈MA(µ) and 0 < α < 1. It is easy to see that
φ(f) =
∫
f(t)dν(t)−
∫
f(t)dν1(t),
is a non trivial bounded linear functional on L1(ν) which vanishes on the set A. Therefore,
the span of A cannot be dense in L1(ν).
Conversely, assume that the span of A is not dense in L1(ν). Then there exists a nontrivial
bounded linear functional φ on L1(ν) which vanishes identically on A. We can assume that
its norm is 1. In this case both φ1(f) =
∫
f(t)dν(t)− φ(f) and φ2(f) =
∫
f(t)dν(t) + φ(f)
are nonnegative linear functionals on C0(R) in the sense that both φ1(f) ≥ 0 and φ2(f) ≥ 0
whenever f(t) ≥ 0 on R. Therefore, there exist positive finite measures ν1 and ν2 such
that φ1(f) =
∫
f(t)dν1(t) and φ2(f) =
∫
f(t)dν2(t) for all f ∈ L1(ν). Notice that φ 6= 0
implies that φ1 6= φ 6= φ2 and hence ν1 6= ν 6= ν2. Also for all F ∈ A we have that
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F (t)dν1(t) =
∫
F (t)dν(t) =
∫
F (t)dν2(t) and therefore ν1, ν2 ∈ MA(µ). Finally, since
clearly
ν =
1
2
ν1 +
1
2
ν2
we obtain that ν cannot be an extreme point for MA(µ). 
We will call a lower semi-continuous function W : R→ [1,∞) a weight on R. We will say
that a measure µ on R is W -finite if
||µ||W =
∫
Wd|µ| <∞.
Let B(E) be a de Branges space. We will call a weightW an E-weight if F (x)/W (x) = o(1)
as x→ ±∞ for any F ∈ B(E).
Such weights exist for any de Branges space and can, in most cases, be chosen in a natural
way. For instance, for the generating Hermit-Biehler function E one may consider entire
functions A = 1
2
(E# + E) and B = 1
2i
(E# − E) and define the weight
WE(x) = 1 + (B
′(x)A(x)− B(x)A′(x))1/2.
Since the reproducing kernels of B(E) satisfy
||KEx ||B(E) = (B′(x)A(x)− B(x)A′(x))1/2
for any x ∈ R, any weight W , such that WE = o(W ) near infinity, is an E-weight. Note that
WE itself is not always an E-weight: consider for instance the case when E is a polynomial.
However, in the most important example for our purposes, B(E) = PWa, WE = 1 + a/π is
an E-weight.
If W is an E-weight then B(E) ⊂ L1(|µ|) for any W -finite measure µ. We say that a
measure µ annihilates B(E) if it is W -finite for some E-weight W and satisfies∫
Fdµ = 0
for all F ∈ B(E).
Notice that positive and negative parts of a BE-annihilating measure are BE-indeterminate.
It will be crucial for us to examine the properties of the extreme points of the set of all
annihilating measures of a given de Branges space BE . Our approach is based on de Branges’
extreme point method [7–10].
Let A and B be two disjoint closed subsets of R and let W be an E-weight. Denote by
MWE (A,B) the set of all real measures σ, ‖σ‖W ≤ 1, which annihilate BE , and such that
supp σ+ ⊂ A, supp σ− ⊂ B. Here, as usual, σ+ and σ− denote the positive and negative
parts of σ in the canonical Jordan decomposition σ = σ+ − σ−. Although, in view of the
problem of a-determinacy, the most important particular case for us is when E = exp (iaz),
BE = PWa and W = WE = 1 + a/π, in this section we study the general case.
In the rest of the statements of this section we assume that BE 6= {0} is a non-trivial de
Branges space and W is an E-weight.
Lemma 4.2. The set MWE (A,B) is convex and compact with respect to the weak-* topology
of the set of all W -finite measures on R. In particular, if it contains a non-zero measure
then it also contains non-zero extreme points.
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Proof. Convexity part is obvious. To show thatMWE (A,B) is weak-* compact it is enough to
show that it is weak-* closed. Let νn ∈MWE (A,B) be a sequence of measures that converges
to some measure ν in the weak-* sense. Notice that the predual space of the space of all W -
finite measures is C0(W ), the space of all continuous functions f on R satisfying f = o(W )
at infinity. Therefore, BE is a subspace of the predual space C0(W ) and hence ν must also
annihilate BE .
It remains to show that supp ν+ ⊂ A and supp ν− ⊂ B. Suppose that supp ν+ * A.
Then there exists an open set S disjoint from A such that ν+(S) > 0. Notice that if
S ∩ supp ν− 6= ∅ then ν−(S ∩ supp ν−) > 0 in which case ν+(S ∩ supp ν−) = 0. Therefore,
without loss of generality we can assume that ν−(S) = 0 because otherwise we can replace
S with S ∩ (supp ν−)c. Inner regularity of ν+ implies that there exists a compact set K ⊂ S
with ν+(K) > ν+(S)/2. Similarly, outer regularity of ν− implies existence of an open set
G such that S ⊂ G ⊂ Ac and ν−(G) < ν−(S) + ν+(S)/4 = ν+(S)/4. By Urysohn’s lemma
there exists a continuous function f which vanishes at infinity and such that f = 1 on K,
f = 0 outside of G and 0 ≤ f ≤ 1 everywhere. Clearly, f ∈ C0(W ). Now, it is easy to see
that ∫
fdν ≥ ν+(K)− ν−(G) ≥ ν+(S)/4 > 0.
On the other hand, for all n ∈ N we have ∫ fdνn = ∫ fdν−n ≤ 0. We have a contradiction.
The proof that supp ν− ⊂ B is similar.
The Krein-Milman theorem now implies that MWE (A,B) is a closed convex hull of its
extreme points, and clearly some of them must be non-zero since MWE (A,B) contains a
non-zero element.

Lemma 4.3. Let ν be an extreme point inMWE (A,B). Then any function f ∈ L1(|ν|) which
is not in the L1(|ν|)-closure of BE must satisfy∫
f(t)dν(t) 6= 0.
Moreover, the space of all bounded linear functionals on L1(|ν|) which vanish on BE is one-
dimensional.
Proof. Let f ∈ L1(|ν|) be a non-zero function which is not in the L1(|ν|)-closure of BE . Then
there exists a bounded linear functional which is zero on BE and non-zero at f . Each such
functional L on L1(|ν|) can be represented as L(f) = ∫ f(t)h(t)d|ν|(t) for some h ∈ L∞(|ν|).
Therefore, we have
∫
F (t)h(t)d|ν|(t) = 0, for every F ∈ BE and
∫
f(t)h(t)d|ν|(t) 6= 0. Let
dν(t) = b(t)d|ν|(t) be the polar decomposition of ν. Using the fact that F ∈ BE implies
F# ∈ BE we can assume with no loss in generality that h/b is real valued. By adding a
constant if necessary, we may assume that h/b is a nonnegative function. Multiplying by
a constant if necessary, we can assume that h/b is bounded by 1 on the real line. Choose
λ ∈ (0, 1) and put ν1 = hd|ν|, ν2 = (ν − λhd|ν|)/(1 − λ). Both ν1 and ν2 are members of
MWE (A,B) and ν = λν1+(1−λ)ν2. Since ν is an extreme point and clearly ν1 6= 0 we must
have that ν2 = 0. Therefore, ν = λh|ν| and hence∫
f(t)dν(t) 6= 0.
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For the second part, notice that ν = λh|ν| implies λh = b and therefore L(f) = λ ∫ f(t)dν(t).

Lemma 4.4. Let BE be a regular de Branges space such that BE ⊂ Ca and let µ be a finite
positive measure such that BE is not dense in L1(µ). Then for every function f ∈ L1(µ)
which is in the L1(µ)-closure of BE there exists an entire function F in the Cartwright class
Ca such that F = f , µ-a.e.
Proof. The proof is very similar to the proof of Theorem 3.1. Since BE is not dense in L1(µ),
there exists h ∈ L∞(µ) such that ∫ hfµ = 0 for all f in the L1(µ)-closure of BE . Put ν = hµ.
Let
m(w) = sup{|F (w)| : F ∈ BE and ‖F‖L1(|ν|) ≤ 1}.
Using the fact that ν annihilates BE it follows that∫
F (t)− F (z)
t− z dν(t) = 0,
for all F ∈ BE and non-real z. Then clearly
m(z)
∣∣∣∣
∫
dν(t)
t− z
∣∣∣∣ ≤ C|ℑz| .
Exactly as in the proof of Theorem 3.1 this implies that m(t) is Poisson summable, that
m(w) is locally bounded, and that
logm(w) ≤ a|ℑw|+ |ℑw|
π
∫
log+m(t)
|t− w|2 dt,
for all non-real w. Let now {Fn(z)} be a sequence of functions in BE which converges in
L1(µ) to some limit f ∈ L1(|ν|). Then {Fn} being Cauchy and the inequality
|Fk(z)− Fl(z)| ≤ m(z)‖Fk − Fl‖L1(|ν|),
together with the fact that m(z) is locally bounded imply that {Fn} converges uniformly
on compact sets to some entire function F . On the other hand, Fn converge to f in L
1(µ).
Therefore, F agrees with f , µ-a.e. Finally, it is then easy to see that F ∈ Ca. 
Lemma 4.5. Let BE ⊂ Ca be a regular de Branges space. If ν ∈ MWE (A,B) is a non-zero
extreme point then it is supported on a discrete sequence and its Cauchy integral Kν : C→ Cˆ
is a non-vanishing function. Moreover, the supports of ν+ and ν− are interlaced, i.e., for
any two points a, b in the support of ν+ there exists a point c from the support of ν− such
that a < c < b and vice versa.
Proof. Since BE is a regular space, it has no common zeros and the support of ν contains
more than one point. Let (a, b) be any finite interval that contains at least two points of
the support of ν. There exists a function f ∈ L1(|ν|) which vanishes outside of (a, b) such
that
∫ |f(t)|d|ν|(t) = 1 and ∫ f(t)dν(t) = 0. By Lemma 4.3 and Lemma 4.4, there exists an
entire function F ∈ Ca such that F = f a.e. |ν|. It follows that the support of ν outside of
(a, b) must be contained in the zeros of F . Since F is non zero, the support of ν outside of
(a, b) cannot have a finite accumulation point. Finally, choosing a new interval (a, b) to be
disjoint from the old one and repeating the argument we can show the whole support of ν
must be a discrete set.
The statement that Kν has no zeros is now equivalent to the statement that G = 1
Kν
is
an entire function, see the proof of Theorem 66 in [10]. (See also Lemma 4 in [19].) To prove
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the interlacing of supp ν± notice that the function G(z) must vanish at every point c in the
support of ν, and for all such c, G′(c) = 1/ν(c). Since G is a real analytic function on R
with simple zeros, for any two of its consecutive zeros a and b we must have G′(a)G′(b) < 0.
Therefore, ν(a)ν(b) < 0 for any two consecutive points in the support of ν. 
Let Θ = E#/E be the inner function that corresponds to the de Branges function E. If ν
annihilates BE , then Eν annihilates KΘ and hence the Cauchy integral of E¯ν is divisible by
Θ, see [1] or [18]. In particular, if ν ∈MWE (A,B) is an extreme point, then, by Lemma 4.3,
the only (up to a constant) bounded linear functional on L1(|ν|) which annihilates the model
space KΘ is given by L(f) =
∫
f(t)E(t)dν(t). Therefore, there is no non-constant bounded
function h for which the Cauchy integral K(hE¯ν) is divisible by Θ. We will use this obser-
vation in the proof of our next result.
For a discrete sequence Λ = {λn} we denote by nΛ its counting function, that is defined
to be 0 at 0, is constant on each interval (λn, λn+1] and jumps up by one at each λn.
Theorem 4.6. Let BE be a regular de Branges space and let φ(t) be the corresponding phase
function. Let W be an E-weight and let µ be a W -finite measure. Suppose that there exists
another W -finite measure ν such that∫
Fdµ =
∫
Fdν
for all F ∈ B(E). Then the support of µ contains a sequence Λ whose counting function
satisfies 2πnΛ(t)− φ(t) = h˜(t) for some h ∈ L1(Π).
Proof. Notice that σ = µ − ν is a finite signed measure which annihilates BE and (after
scaling) σ ∈MWE (A,B) for A := supp σ+, B = supp σ−. Notice that clearly A ⊂ supp µ and
B ⊂ supp ν. By Lemma 4.2 there exists an extreme measure η ∈ MWE (A,B) which has to
be discrete by Lemma 4.5.
Let Θ = E#/E be the inner function that corresponds to the de Branges function E.
Then Θ(t) = e2iφ(t). Let Ψ be the inner function corresponding to the Clark measure |E| |η|.
The goal is to show that there exists an outer function h ∈ ker TΨ¯Θ such that ΨΘ¯h¯ = h is
also outer.
Define g = (1 − Ψ)K(E¯ν). Then clearly E¯η = g|E||η| and g ∈ KΨ. Moreover, the fact
that η is real and annihilates BE implies that the Cauchy integral K(E¯η) is divisible by Θ.
Therefore, g = Θh for some h ∈ H2 ∩ H∞. Assume that h is not outer, i. e., there exists
an inner function Φ such that h = Φk for some k ∈ H2 ∩ H∞. Then Θ(1 + Φ)k ∈ KΨ and
hence, by Clark’s formula
Θ(1 + Φ)k = (1−Ψ)K(Θ(1 + Φ)k|E||η|).
So, the Cauchy integral of the measure Θ(1 + Φ)k|E||η| is also divisible by Θ. However,
Θ(1 + Φ)k|E||η| = (1 + Φ) g
Φ
|E||η| = 1 + Φ
Φ
E¯η.
Thus, we obtained a non-constant bounded function (1+Φ)Φ¯ such that the Cauchy integral
of (1+Φ)Φ¯E¯η is also divisible by Θ. This is in contradiction with the fact that η is an extreme
point, see Lemma 4.3 and the comment before the statement of the theorem. Therefore, h
is outer.
To show that ΨΘ¯h¯ = h is simple. Just notice that
ΨΘ¯h¯ = Ψg¯ = (1−Ψ)K(Θ¯E¯η) = (1−Ψ)K(Θ¯g|E||η|) = (1−Ψ)K(h|E||η|) = h.
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Therefore,
ei(ψ(t)−2φ(t)) = Ψ¯(t)Θ(t) =
¯h(t)
h(t)
=
eh(t)−ih˜(t)
eh(t)+ih˜(t)
= e−2ih˜(t),
where ψ(t) denotes the increasing argument of the inner function Ψ. Thus, ψ(t) − 2φ(t) ∈
L˜1(Π).
Let Λ := supp η+ ⊂ A. Recall that supp η = {Ψ = 1}. By Lemma 4.5, the supports of η±
are interlaced and hence |4πnΛ(t)− ψ(t)| ≤ 4π. So, we also have that 4πnΛ(t)−ψ(t) ∈ L˜1(Π)
and we get the desired conclusion
2πnΛ(t)− φ(t) ∈ L˜1 (Π) .

The last statement can also be formulated as follows:
Corollary 4.7. Let BE be a regular de Branges space and let φ(t) be the corresponding phase
function. If µ is a non-zero measure that annihilates BE then the support of µ+ (µ−) contains
a sequence Λ whose counting function satisfies 2πnΛ(t)− φ(t) = h˜(t) for some h ∈ L1(Π).
In the case BE = PWa we have a more precise result in the form of Theorem 1.4 that will
be proved below.
5. Measures annihilating PWa.
Note that in the case E = Sa we have WE = const. Since F (x) = o(1) as x → ±∞
for all F ∈ PWa, W = 1 is an E-weight that can be used in all statements from the
last section. In what follows we write Ma(A,B) instead of M1PWa(A,B), i.e. Ma(A,B)
is the set of real finite measures µ of norm at most 1 that annihilate PWa and satisfy
supp µ+ ⊂ A, supp µ− ⊂ B.
Theorem 1.4. Let µ be a positive finite measure. If µ is a-indeterminate then the support
of µ contains an a/2π-uniform sequence.
Proof. If µ is a-indeterminate, then there exists a finite positive measure ν 6= µ such that
µ − ν annihilates PWa. Put A = suppµ, B = supp ν and consider Ma(A,B). Let η be
a non-trivial extreme point of Ma(A,B). Let Λ = {λn} = supp η. Since η is extreme, it
is a zero set of an entire function from the Krein class and therefore Λ must be a regular
sequence with density a/π. By lemma 4.5, Λ′ = {λ2n} ⊂ supp µ.
The main theorem of [18] implies that Λ contains a ( a
π
− ǫ)-uniform subsequence for any
ǫ > 0. It follows that Λ′ contains a ( a
2π
− ǫ)-uniform subsequence for any ǫ > 0. Using
lemma 2.6, one can select a a
2π
-uniform subsequence of Λ′. 
The following result represents a refinement of de Branges Theorem 66 in [10].
Theorem 5.1. Let A and B be disjoint closed subsets of R. The necessary and sufficient
condition for Ma(A,B) to contain a non-zero measure is that there exists a sequence Λ =
{λn}, satisfying {λ2n} ⊂ A, {λ2n+1} ⊂ B, which is the zero set of an entire function in the
Krein class Ka.
Proof. Assume thatMa(A,B) contains a non-zero measure. It follows from Lemma 4.5 that
there exists an entire function G(z) in the Krein class Ka with zero set Λ = {λn} satisfying
{λ2n} ⊂ A, {λ2n+1} ⊂ B. Conversely, if such function exists define a signed discrete measure
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σ supported on Λ simply by σ({λn}) = 1/G′(λn). Using the properties of G(z) it is easy to
show that this measure (or perhaps −σ) belongs in Ma(A,B). 
To prove our oscillation result below we will need the following technical lemma. It
basically says that any subsequence of real zeros of a given function F ∈ PWa can be replaced
by double zeros without changing the exponential type and still keeping the boundedness on
the real line.
Lemma 5.2. Let F ∈ PWa with infinitely many real zeros and let Λ = {λn} be a subsequence
of the real zeros of F indexed so that
· · · < λ−2 < λ−1 < 0 < λ1 < λ2 < . . .
Assume that supn λn+1 − λn < ∞. Put γn = (λ2n−1 + λ2n)/2 for n positive and γn =
(λ2n + λ2n+1)/2 for n negative.
Then the entire function G(z) defined by
G(z) =
∏
γ∈Γ (z − γ)2∏
λ∈Λ (z − λ)
F (z)
is bounded on R.
Proof. Let us assume for the time being that the products in the definition of G converge
(we address convergence at the end of the proof). Define u(t) = 2nΓ(t)− nΛ(t). On the real
line we have
log |G(t)| = −u˜(t) + log |F (t)|+ const.
Denote In = (λ2n−1, λ2n) for n positive and In = (λ2n, λ2n+1) for n negative. Let x be a real
point. Since u forms an atom on each In, its harmonic conjugate can be calculated as
u˜(x) =
2
π
∫
u(t)
x− tdt+ const,
i.e. the integral on the right converges. Let U be the union of In that intersect the interval
(x− 1, x+ 1). Then for any In 6∈ U , n > 0,∣∣∣∣
∫
In
u(t)
x− tdt
∣∣∣∣ =
∣∣∣∣ln (λ2n−1 − x)(λ2n − x)(γn − x)2
∣∣∣∣ =∣∣∣∣ln
(
1− (λ2n−1 − λ2n)
2
4(γn − x)2
)∣∣∣∣ < D|In|2dist−2(x, In)
for some positive constant D depending only on C = supn |λn+1 − λn|. A similar estimate
can be written for n < 0. Hence∣∣∣∣
∫
R\U
u(t)
x− tdt
∣∣∣∣ =
∣∣∣∣∣
∑
In 6∈U
∫
In
u(t)
x− tdt
∣∣∣∣∣ < C1.
Suppose that U = In ∪ In+1 ∪ ... ∪ IN for some 0 < n ≤ N . Let x > 0, x ∈ [γk, γk+1],
n ≤ k ≤ N . Notice that Λ ∩ [γk, γk+1] = {λ2k, λ2k+1} and
F (x)/(x− λ2k)(x− λ2k+1) < C2
because F (x) is a PWa function and λ2k, λ2k+1 are its zeros. Also notice that∣∣∣∣∣
∏
n≤m≤N (x− γm)2∏
2n−1≤m≤2N, m6=2k,2k+1 (x− λm)
∣∣∣∣∣ < (1 + C)2.
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Altogether we obtain
|G(x)| =
∣∣∣∣∣
∏
γ∈Γ (x− γ)2∏
λ∈Λ (x− λ)
F (z)
∣∣∣∣∣ =∣∣∣∣∣exp
[
−2
π
∫
R\U
u(t)
x− tdt
] ∏
n≤m≤N (x− γm)2∏
2n−1≤m≤2N (x− λm)
F (z)
∣∣∣∣∣ ≤ eC1C2(1 + C)2 < const.
Note that our estimates of u˜ show that the products in the definition of G converge for
z ∈ R \ Λ. Via standard argument, convergence on the line implies convergence on C \ Λ.

Now we can prove our main result stated in the introduction. Recall that for a pair of
closed sets of real numbers A and B the gap characteristic is defined as
G(A,B) = sup{a > 0 :Ma(A,B) 6= {0}}.
Theorem 1.2. For any closed sets A,B ⊂ R,
G(A,B) = π sup{d : ∃ d-uniform sequence {λn}, {λ2n} ⊂ A, {λ2n+1} ⊂ B}.
Proof. Assume that Ma(A,B) contains a non-zero measure. By the previous theorem, it
then must contain a non-zero extreme measure ν with discrete support Λ = {λn} such that
{λ2n} ⊂ A, {λ2n+1} ⊂ B. By the main theorem from [18], Λ contains a (a/π − ǫ)-uniform
subsequence Λ′. One can then choose a (a/π − 2ǫ)-uniform subsequence Λ′′ of Λ′ that
alternates properly between the sets A and B. Hence we are done with one of the inclusions.
In the opposite direction, let Λ = {λn} be a d-uniform sequence with {λ2n} ⊂ A, {λ2n+1} ⊂
B. Let ǫ > 0 be arbitrary. We will construct a finite signed measure σ ∈ Mπd−2ǫ(A,B)
which will finish the proof. From [18] we know first that there exists a finite signed measure
σ1 supported on Λ with a spectral gap of the size 2πd−ǫ. Using the extreme point procedure
from above if needed we can assume that this measure σ1 oscillates between the consecutive
points in its support. More precisely, if we denote the support of σ1 by Λ
′ := {λ′n} ⊂ Λ, we
have σ1(λ
′
n)σ1(λ
′
n+1) < 0 for all n. This measure however may not be in Mπd−ǫ(A,B) since
we do not know that Λ′ alternates between the sets A and B.
Consider the intervals (λ′n, λ
′
n+1) which contain odd number of points from Λ. These are
exactly the bad intervals since in this case λ′n and λ
′
n+1 are both in A or both in B even
though σ1 has opposite sign at these points. To fix this form a sequence Γ by picking one
point from Λ in each such interval. Then D+BM (Γ) ≤ D+BM (Λ \ Λ′) ≤ ǫ. By the Beurling-
Malliavin theorem there exists an entire function F (z) ∈ PWǫ which vanishes at Γ. We may
assume that F is real on the real line (otherwise take F +F#). If the real zero set of F (z) is
exactly Γ, then we will be done by taking dσ := Fdσ1. However, F (z) may have additional
real zeros. Denote by Γ′ these zeroes. Without loss of generality we can assume that Γ′ is an
infinite sequence with bounded gaps (this condition will be needed to apply the last lemma).
Otherwise, we can add an arithmetic progression of density ǫ to the zero set of F (z).
Form the sequence ∆ = {δn} of the arithmetic means of consecutive pairs in Γ′, like in the
last lemma. We can now apply the last lemma to replace the unwanted real zeros of F (z)
with double zeros and obtain an entire function G(z) ∈ Bǫ such that G is real and bounded
on R, the zero set of G on R is exactly (Γ \ Γ′) ∪∆ and G has double zeros on ∆. Consider
the measure dσ = Gdσ1. Since G is bounded and real on R this is a finite signed measure.
The fact that G is of exponential type no greater than ǫ implies that σ has a spectral gap
of the size 2πd− 3ǫ. In addition, in each of the bad intervals (λ′n, λ′n+1) the function G has
DETERMINACY FOR MEASURES 19
exactly one simple zero and the rest of its zeros are double zeros. Therefore, σ has opposite
sign point masses at λ′n and λ
′
n+1 and has the same good behavior as σ1 on the rest of Λ
′.
Thus, σ ∈Mπd−2ǫ(A,B). 
As a consequence of the oscillation theorem we derive the following result stated in the
introduction.
Theorem 1.5. For any closed set X ⊂ R,
2Det(X) = G(X).
Proof. Let Det(X) = d. By definition, for any ǫ > 0 there exists a (d − ǫ)-indeterminate
measure µ with a support included in X . By Theorem 1.4 we have that supp µ contains a
(d − ǫ)/π-uniform sequence. Therefore, by the gap theorem in [18] we have that G(X) ≥
2(d− ǫ). Hence, G(X) ≥ 2Det(X).
To prove the other inequality let G(X) = a. By the gap theorem, it follows thatX contains
an (a− ǫ)/π-uniform sequence Γ = {γn}. Let Λ = Γ ∪ Γ′, where γ′n = (γn + γn+1)/2. Then
Λ is a 2(a− ǫ)/π-uniform sequence and therefore, by theorem 1.2, M2a−10ǫ(Γ,Γ′) contains a
non-zero measure. The positive part of this signed measure is 2(a− 5ǫ)/π-determinate and
supported on Γ ⊂ X . Thus, 2Det(X) ≥ G(X). 
6. Sign changes of measures with spectral gap
We say that a real measure σ has at least one sign change on an interval (a, b) if there exist
Borel sets P,N ⊂ [a, b] such that σ(P ) > 0 and σ(N) < 0. In [11, 12] the number of sign
changes of σ on an interval (a, b) is was defined as the minimal degree of a polynomial p for
which pdσ is a positive measure on [a, b]. Clearly one can use either one of these definitions
in the statements below.
As a consequence of our oscillation theorem we obtain an improvement of the main result
in [11, 12]:
Theorem 6.1. If σ is a nonzero signed measure with spectral gap (−a, a) then there exists
an a/π-uniform sequence {λn} such that σ has at least one sign change in every (λn, λn+1).
Proof. Let A = supp σ+, B = supp σ−. Here, as usual, σ+ and σ− denote the positive and
negative parts of σ in the canonical Jordan decomposition σ = σ+−σ−. Then σ ∈Ma(A,B).
It follows from Lemma 4.2 that Ma(A,B) contains an extreme point (measure). By Theo-
rem 1.2 this measure is discrete and its support contains a (a/π − ǫ)-uniform subsequence
for any ǫ > 0. Using lemma 2.6, we can choose an a/π-uniform subsequence Λ = {λn} such
that {λ2n} ⊂ A, {λ2n+1} ⊂ B. Now one can move the points λn, if necessary, so that the sets
A = supp σ+ and B = supp σ− intersect each interval [λn, λn+1] and the sequence Λ remains
a/π-uniform. Then σ has at least one sign change on each of the intervals (λn, λn+1). 
Next, we deduce the main result of [11, 12] from corollary 4.7.
Theorem 1.1. [11, 12] If σ is a nonzero signed measure with spectral gap (−a/2, a/2) then
the number of sign changes s(r, σ) of σ on the interval (0, r) satisfies
lim inf
r→∞
s(r, σ)
r
≥ a
2π
.
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Proof. Let Λ = {λn} be the sequence from corollary 4.7. It is clear that s(r, σ) ≥ nΛ(r),
where nΛ(r) is the counting function of Λ. The fact that πnΛ(x)− a2x is harmonic conjugate
of a Poisson-summable function implies that
Π({|πnΛ(x)− a
2
x| > t}) = o(t) as t→∞.
Since nΛ is a growing function, the last relation implies that πnΛ(x)− a2x = o(x). Therefore
lim
r→∞
nΛ(r)
r
=
a
2π
.

Remark. Notice that to prove the last statement we did not use any difficult results of
Harmonic Analysis such as the Beurling-Malliavin theory or the results of [18,19]. All in all,
our proof seems to be shorter and more elementary than the original proof given in [11].
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