Abstract -Nowadays people are asking for a reliable network when technology at its limit. Software-Defined Network (SDN) is an answer to that problem of network development where all the control over the network becomes centralized. However, all services controlled by a centralized controller have a big disadvantage if the controller down. The High Availability (HA) is the solution. HA controller is divided into master and slave, when the master controller is down then the slave controller will respond to replace the function of the master controller. In this research, the system will be made by using two methods namely OpenDayLight SDN Controller Platform (OSCP) clustering and Heartbeat-DRBD (Distributed Replicated Block Device). OSCP clustering is a feature on the OpenDayLight controller that is ready to be used and only need to be configured, with OSCP the main and backup controller clustering will be on the connected cluster. Heartbeat-DRBD is an application commonly used to create High Availability systems on a server, but in this study will be used for the controller, Heartbeat will monitoring the main controller and if indicated to be down will move the resources to the backup controller with the DRBD application. From the simulation result shows that OSCP Clustering Failover and Failback average Time is 17 seconds while Heartbeat-DRBD is 23-45 seconds depends on how many switch and host are. While QoS parameters on both methods have similar value. It can be concluded that the High Availability system with OSCP Clustering method is more stable and good rather than Heartbeat-DRBD method to apply in a network.
heartbeat and DRBD, but in the OpenDayLight controller, there is a feature that is capable of developing clustering, where this feature will afford a high availability system that is easy to configure and much more stable. However if using this feature the number of controllers needed is will be more, so the cost of developing the network will be more expensive.
In this research, the system will be analyzed with two different methods of high availability namely OSCP Clustering and Heartbeat-DRBD using complex topology of the network. So in the future people will know the best way to use high availability system when using an OpenDayLight controller.
The previous related research was conducted by M. Purwadadi. Namely with the title "High Availability Controller Software Defined Network Using Heartbeat and DRBD" [3] . this study more focused in the analysis using the POX controller, whereas this study was tested using an OpenDayLight controller.
Papers [3] use a simple topology and not measure for QoS parameters it only analyzes the failover and failback time if used different controllers. The result shows that the POX controller is better than OpenDayLight Controller according to that topology.
Another research for Heartbeat-DRBD is Reference from research conducted by Irpan Bahsyar [4] . Examine server performance by building High Availability cluster system using DRDB. The analysis performed is measuring downtime in the mail server and FTP server on the main server and backup.
Papers [4] works on the different architecture it used mail server and FTP server to measuring failover time using heartbeat-DRBD and the result is downtime for FTP server is faster than the mail server In this research, the HA system will use to different method and topology. First HA with OSCP Clustering and the second is HA with heartbeat-DRBD. The topology that used in this research is generated by using topology command in mininet. the topology used is topo tree,4 and topo tree,5. Topo tree,4 has 16 hosts and 15 switches while topo tree,5 has 32 host and 31 switches.
In this study also measures QoS parameters such as delay, packet loss, and throughput. Where QoS will be analyzed during failover and failback process occurs. That process will measure with a third application named Wireshark for more accurate data.
The other parts of this paper will discuss: Section II will discuss the system design of HA with OSCP Clustering and Heartbeat-DRBD method. Section III will show the result of the research. Section IV discusses the results and section V is the conclusion.
II. RESEARCH METHOD

A. Software Defined Network
Software Defined Network (SDN) is a new paradigm in controlling and managing computer networks. One important feature of SDN is the ability to provide a network-wide abstraction. Keller et al. discuss the idea of the "platform as a service" model for networking. According to the authors, it is a common trend to decouple infrastructure management from service management [5] . The basic concept of SDN is the separation between the control plane in charge of determining how a packet will be forwarded to the data plane in charge of forwarding the packet. With a separate control plane, administrators can modify the protocol along the network device. Data plane represents a traffic router device in SDN architecture. Because the controller requires communication with the network infrastructure, a protocol is needed to control and manage interfaces between various network devices. The most widely used protocol is OpenFlow [5] .
Controllers take decisions that commonly used by control planes, such as routing, switching, Quality of Service (QoS), and others. Automation is possible with the development of APIs that detect changes of flow in the network. For example, if a traffic is moved from one switch to another, then routing or Quality of Service (QoS) will also change automatically [6, 7] .
The control plane is part of the SDN that forms the forwarding table based on the data set. The forwarding table will be used by the data plane to forward the traffic between the ingress and port on a device. The dataset used to store network topologies called Routing Information Base (RIB). After the RIB formed, the RIB will be used to program Forwarding Information Base (FIB) which is used by the data plane to forward the packet. In its implementation, the controller can work with three modes, reactive mode, proactive mode, and hybrid mode.
Data plane is part of the SDN that works with datagrams (on cable, fiber, or wireless) through a series of operations performed at link-level. The datagram will be forwarded based on the FIB table that has been programmed by the SDN controller. Data plane is the lowest layer of the SDN that contains network devices such as routers, physical/virtual switches, access points etc. Data plane can communicate with SDN controller using OpenFlow protocol [7] .
Another important advantage of SDN is that it enables innovation and flexibility. If the control and data plane are managed by hardware network devices, there is little room for innovating and experiment, as the software or firmware of those devices cannot be easily modified. Instead, by having access to a software component to manage the control plane, many ideas can be explored. 
B. OpenDayLight
Gopal, I., (2013) states that OpenDayLight is an Open Source software project under the auspices of the Linux Foundation. The goal is to implementing and innovating Software Defined Networking (SDN) through the creation of a common framework among industry [7] . OpenDayLight is an implementation of the Software-Defined Network (SDN) concept and utilizes the following tools: Maven, JAVA interface and REST API.
ODL contain several component projects and the inclusion of three layers. In top layer is business and network logic applications reside that use the controller to gather network intelligence, run algorithms to control and monitor network behavior. The core is the framework layer where the controller exists [8] . The architecture of OpenDayLight is shown by Fig.1 .
C. Mininet
Mininet is a network emulator which runs a collection of end-hosts, switches, routers and links on a single Linux kernel. It is an approach of using operating system virtualization features, and processes to allow it to scale up to hundreds of nodes. Users can implement a new network feature or a new architecture, test it on large topologies with application traffic and then deploy the same code and test scripts into a real production network [12] .
D. Heartbeat
Heartbeat is an application that can detect if the main server down then Heartbeat will automatically direct the primary server role to the backup server. Heartbeat runs the initialization script to run another service when Heartbeat starts or it can also turn off other services when Heartbeat is turned off. Heartbeat also performs an inspection of a path connection to ensure the availability of the node.
In SDN architecture, northbound application program interfaces (APIs) [10] are used to communicate between the SDN Controller and the applications running on the network. The northbound APIs can be used to provide new application and enable automation of the network to arrange with the needs of different applications via SDN control plane programmability.
Southbound application program interfaces (APIs) provides communication between the SDN Controller and the switches and routers of the network. Southbound APIs provides efficient control over the network and enables the SDN Controller to dynamically make changes according to real-time requirements and demands [11] .
E. DRBD
DRBD (Distributed Replicated Block Device) is a storage block device designed to build High Availability systems. The performance of DRBD (Distributed Replicated Block Device) is done by mirroring all through the network and using the network as a transmission medium to synchronize data between disks in real-time. DRBD can be analogous to the RAID-1 mechanism (mirroring, or other RAID type using mirroring principle), which duplicates data through the network. This data duplication is done in the block devices mechanism, not in the form of raw data. If RAID-1 duplicates the contents and data of a hard disk or partition to another disk or partition, DRBD does the same thing, it's only done over the network. DRBD and harddiskRAID are mutually supportive. harddiskRAID, that backup servers are separated with the backup source. This separation brings preventive benefits, if there is a problem on one server, the other server will act as a replacement server. If the primary server is restored, the control will be restored to the primary server [13] .
DRBD works in several ways, among others [14] First Uptime is Replication done continuously when the application modifies data on the block device. Second By synchronous mirroring, the file system on the active node is notified that the writing process has been successful when writing has been done on both block devices of each node. Synchronous mirroring (protocol C DRBD) is an option for the local network so as not to lose a single transaction in case of crashes during writing on the active node. The third is by Asynchronous, the file system will be notified that the writing completes when the data is finished writing on the local disk. Asynchronous is required when doing remote mirrors.
F. Quality of Service (QoS)
It is the ability of a network to provide good service by meeting several criteria of parameters such as delay packet loss and throughput. QoS (Quality of Service): "the collective effect of service performance which determines the degree of satisfaction of a user of the service" [15] . There are several QoS parameters.
Delay is the time it takes data to travel from distance to destination Delay can be affected by distance, physical media, congestion or long processing time. According to TIPHON, the magnitude of the delay can be classified as follows [15] : Packet loss is a parameter in QoS that describes a condition that determines the number of packets lost, can occur due to collision and congestion on the network. This has an effect on all applications because retransmission will reduce overall network efficiency even if there is a sufficient amount of bandwidth available for the application. The amount of packet loss is specified as follows [15] : Throughput represents the total number of successful arrival packets observed at the destination over a specified time interval. Usually, throughput is always associated with bandwidth. Because the throughput can indeed be called the bandwidth in the actual conditions. Bandwidth is more fixed while throughput is dynamic depending on the current traffic. The amount of throughput is calcified as follows [15] : 
G. Heartbeat-DRBD System Design
In this research Heartbeat and DRBD will work together as a third application that provides High Availability system. Controllers version that used in this research is OpenDayLight Boron SR 4, each controller has the same data configuration in Heartbeat and DRBD so in this method there are two controllers that identical. The system design is shown in Fig.5 . will monitor the performance of controller 1. when controller 1 down then heartbeat will send a signal to DRBD on slave controller to do failover and then disk partition 2 will become active so DRBD will move replication disk that contains resource to disk partition 2.
The testing scenario of QoS parameters occurs when controller master is going down by shutdown the opendaylight and heartbeat system the DRBD will start to replicate the data. while failover happens the 
H. OSCP Clustering System Design
Oscp clustering is a feature that is already in OpenDayLight and ready to install. By using SCP clustering the controller will form a cluster with an identical controller inside the cluster. In this research, OSCP Clustering uses three controllers of OpenDayLight Boron SR4. The System Design is shown in Fig.6 In Fig.6 Shows that in this research there is three controller as one master and two slaves, the slaves have two states first as a candidate and the second one as a follower. Different is the failover only occurs from master to slaves-candidate when the controller 1 down role as a master moved to controller 2. When it occurs in controller 3 roles as a slave-candidate and controller 1 role as slave-follower.
In this research, the scenario that used is failover time will be analyzed when it occurs from controller 1 to controller 2 and from controller 2 to controller 3. The failback time is analyzed when it occurs from controller 3 to controller 1.
The testing scenario of QoS parameters occurs when controller master is going down by shutdown the opendaylight. While the controller slave-candidate is going to be a master the data-shard from it machine will start to generate the network data from the previous master then the failover is happens, the traffic will be given to the network with iperf command for 20 seconds from host 1 to host 16 for 16 host topology and from host 1 to host 32 for 32 host topology by the time traffic is given the Wireshark application will capture the packet data and measure the QoS parameters value.
III. RESULT
Based on the simulation result, the failover and failback time comparison between OSCP Clustering and Heartbeat DRBD is shown in Fig.7 . In the simulation, the conditions were predetermined as follows:
a) The Topology of the network is Tree with 16 hosts 15 switches and 32 hosts 31 switches b) Traffic will be given to the network when failover and failback occurs for 20 seconds c) The traffic will be measured from host 1 to host 16 and from host 1 to host 32 d) The QoS parameters that are measured is a delay, packet loss, and throughput. The failover and failback time that occur on each method is similar but if we compare between both methods it has different values. 
IV. DISCUSSION
In Fig.7 , the comparison between OSCP Clustering and heartbeat-DRBD shows that both methods have different time for failover depend on how many hosts and switch in the network is. For OSCP clustering 17.05 needed for failover in the first topology for the second topology its need 17.3 seconds for failover. For heartbeat-DRBD, the failover time is increased significantly for the second topology its increases about 20 seconds.
In Fig.8 , the failback time is not too different from the failover process. OSCP clustering failback time remains stable within 17 seconds while the heartbeat-DRBD still increases 20 seconds. This indicates that the clustering feature provided by OpenDayLight in addition to providing high availability feature, it also provides scalability.
In Fig.9 and Fig.10 shows that delay packet from OSCP Clustering its about 0.055ms to 0.070ms for failover and failback time while heartbeat-DRBD is formed 0.046ms to 0.196ms. Both methods are a good performance based on TIPHON standardization where its show <150ms for the very good index.
In Fig.11 and Fig.12 , the comparison of packet loss from both method also shown very good index based on TIPHON standardization where its shown <0% packet loss.
In Fig.13 and Fig.14 , the result of Throughput comparison for both methods is slightly different for the second topology. OSCP Clustering throughput is more stable, it's around 68 to 80 Mbit/sec while heartbeat-DRBD is around 26 to 97 Mbit/sec. It shows that the heartbeat-DRBD is very sensitive with the addition of host and switches. each addition will affect the performance of the controller that will use more resources so that the resulting throughput will go down very drastically. This is different from OSCP Clustering which has a scalability system where the addition of hosts and switches will not affect too much for the performance of the controller.
When failover and failback occur in OSCP Clustering every controller has its own database of the system called data-shard so the new master controller already knows the configuration of the network that controlled. This is different from the heartbeat-DRBD where data from the network resides on the master disk controller partition when the failover occurs the new master controller will read data of the network residing on the partition disk that has just been replicated by DRBD from the previous master controller, so it takes a longer time. The number of hosts and switches then the replicated data will be bigger so it will take a longer time to do failover and failback.
On the previous research, the performance of POX controller using Heartbeat-DRBD is longer to take failover and failback time because the OpenDayLight controller has faster run-up time compared to POX controller.
V. CONCLUSION
Based on the results of High Availability performance research using OpenDaylight with Heartbeat-DRBD proves that this application is very sensitive with the numbers of host and switch. According to DRBD function, it only provides the availability of the storage disk not the resources of the controller while High Availability using OSCP Clustering feature is offering scalability to increase the resources of the controller. It can be conducted that Heartbeat-DRBD is more suitable to use in database servers for its High Availability system and OSCP Clustering is very affordable to use in SDN controller due to its stability and scalability.
