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ABSTRACT

Recent experimental and theoretical work indicates that polarization rotation via a monoclinic phase at the morphotropic phase boundary in PZT is responsible for its large piezo
electric response. We performed Linearized augmented plane wave with the local orbital
extension (LAPW+LO) method within local density approximation on B-site [OOljiu or
dered PbCZro.sTio.sJOa (PZT 50/50). We use a tetragonal super-cell and constrain it with
monoclinic C m space group. Atomic forces following the formulation of Yu et al. are
calculated, and the conjugate gradient method is implemented to optimize the internal co
ordinates. Both tetragonal (P4mm) and monoclinic (Cm) phases are reproduced, when we
strain the system while keeping the volume fixed at experimental value. Bulk spontaneous
polarization, Born effective charges (Z*) and piezoelectric coefficients are computed from
the Berry’s phase approach. The polarization rotates between the pseudo-cubic [001] and
directions, where v = 127 in the (llO) mirror plane. The piezoelectric coefficients
are enhanced when polarization rotation is permitted, namely 633 = 1 2 . 6 C/m 2, e ^ = 10.9
C/m 2, and giant absolute values of ei 3 = —33 C/m 2 and ^11 = 36 C/m 2, where ^11 is de
fined as 0.5(eu + e i 2 ). It gives an explanation to the big piezoelectric response measured in
ceramic PZT 50/50. Furthermore, the calculated internal coordinates of monoclinic phase
of PZT 50/50 at experimental value of c /a are in good agreement with experimental data
of Pb(Zro.52Tio.48)C3.

xiv
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Chapter 1

Introduction: Ferroelectrics
1.1

Piezoelectricity and Ferroelectricity

The first experimental demonstration of a connection between macroscopic piezoelectric
phenomena and crystallographic structure was published in 1880 by Pierre and Jacques
Curie [38]. They showed that crystals of tourmaline, quartz, topaz, cane sugar, and Rochelle
salt generate electrical polarization from mechanical stress. This effect was named piezo
electricity after the Greek piezein, which means to squeeze or press. Twenty natural crystal
classes exhibit direct piezoelectricity [118], where mechanical pressure generates electric
current proportional to the pressure. Converse piezoelectricity is the opposite effect, where
application of an electrical field creates mechanical strain (distortion) in the crystal. To
day piezoelectric materials still remain a hot research field due to their wide usage in in
dustry [162]. Direct piezoelectricity is exploited to make sensors, such as accelerometers,
hydrophones, ultrasonic transducers and sparkers. Converse piezoelectricity is useful in
creation of actuators, including sonar, ultrasound generation, positioners, motors, vibration
cancellation, ultrasonic surgery.
Structural symmetry of a crystal depends on its lattice structure, which is described by
2
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contain centre
I ofsynvnety j

Figure 1.1: Classification of crystalline materials in 32 point groups.
the Bravais unit cell of the crystal. The structural symmetry affects a crystal’s physical
properties, such as dielectricity, elasticity, piezoelectricity and ferroelectricity. The following
is the summary of relationship between structural symmetry and piezoelectricity and ferro
electricity, please refer to Refs. [102, 118, 179] for details. Corresponding to thousands of
crystals in nature, there are only 32 discrete point groups consistent with the 3-dimensional
periodicity. These 32 point groups can be classified as centrosymmetric type including 11
point groups, and non-centrosymmetric type for the remaining

21

point groups, as shown

in Fig. 1.1. Piezoelectricity is observed only in crystals and materials which lack a center of
symmetry, since on the microscopic level the relative displacement of positive and negative
ionic charges within a lattice is responsible for the effect. All non-centrosymmetric point
groups, except the 432 point group, exhibit piezoelectric effect.
Among the non-centrosymmetric point groups which exhibit the piezoelectric effect, 10
of them have only one unique direction axis. A crystal having this type of point-group
symmetry displays spontaneous polarization. Pyroelectricity is the phenomenon, in which

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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4

below some critical temperature Tc a class of materials known as pyroelectrics can retain
spontaneous electric polarization after an external electric field is removed. In other words,
electric charges corresponding to the change of the spontaneous polarization appear on the
surface of the crystal. Among these pyroelectrics, the spontaneous polarization of some
crystals can be reoriented by an external electric field (not exceeding the break down limit
of the crystal, and the reversal of polarization is a special case). These crystals are called
ferroelectrics, and this phenomenon is called ferroelectricity. The transition temperature Tc
is called Curie temperature, in analogy with temperature-dependent behavior of magnetic
materials. Above the Curie temperature, ferroelectrics display no spontaneous polarization
and they are in a paraelectric state.
However, the macroscopic spontaneous polarization of ferroelectrics below Tc is always
small, because the ferroelectric crystal takes on polydomain structure [102, 179]. In general,
uniform alignment of electric dipoles only exist in a certain small region, while in other
regions the polarization direction could be different. Such regions with uniform alignment
of electric dipoles are called ferroelectric domains, and the boundary between two domains is
called a domain wall. The polarization within each domain is homogeneous, but its direction
varies in different domains. As shown on the left of Fig. 1.2, the spontaneous polarization
is averaged to zero. When an electric field is applied, the domain structure changes and the
polarization of the ferroelectric crystal will have a nonzero average, as shown on the right
of Fig. 1.2. The average polarization will remain nonzero after the electric field is removed.
Another important characteristic of ferroelectrics is the ferroelectric hysteresis loop. Fig.
1.3 displays a typical averaged polarization vs applied electric field E. Segment OA refers
to a small electric field applied which is not strong enough to switch any domains, and the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Unpoled

5

p0|ed
£ P

Figure 1.2: Schematic illustration of the poling process in a polydomain ferroelectric crystal. On
the left, in the absence of electric field, the domains have random orientations of polarization; on the
right, the polarization within different domains aligns in the direction of the applied electric field.
crystal behaves just like a normal dielectric material. Increasing the electric field will change
the polarization direction of different domains and cause the macroscopic polarization P
to increase dramatically (segment AB) to some saturation single-domain value (segment
BC). In segment BC, the crystal has a single domain. First-principles calculations are
usually carried out on a single crystal. As E decreases, P will decrease also, but does
not return to zero at zero electric field. P r is the remanent polarization, and P a is the
spontaneous polarization (segment BE is the extrapolation of linear segment BC). The
remanent polarization P r can be removed by a certain value of opposite electric field, whose
strength Ec is called coercive field strength. Further increasing this electric field will cause
P to reverse direction. As shown in Fig. 1.3, CDFGHC is a typical P - E hysteresis loop.
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6

E _____

Figure 1.3: Hysteresis loop (P vs E) for a ferroelectric crystal (Ref. [179]), showing the remanent
polarization Pr, the coercive field Ec, and the spontaneous polarization P(.

1.2

Ferroelectric Curie tem perature and phase transition

The Curie temperature Tc is another important characteristic of ferroelectrics. When the
temperature decreases through Tc, a paraelectric-ferroelectric phase transition takes place.
Additional ferroelectric phase transition may occur below Tc, accompanied by a change in
point group symmetry. For example, BaTiOs has a Curie temperature Tc = 393K, when
the paraelectric cubic phase transforms to the ferroelectric tetragonal phase. Two more
ferroelectric phase transitions occur at 278K and 183K to orthorhombic and rhombohedral
symmetry respectively [25].
When the temperature T is dose to the Curie temperature Tc, many thermodynamic

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 1.4: Temperature dependence of the dielectric constant of BaTiOj (Ref. [109]).
properties, such as dielectric, elastic, optical and thermal properties, of a ferroelectric crystal
show anomalies. For example, the dielectric constant becomes very large near Tc, and can
be described by a Curie-Weiss law above Tc:

£ = £, + j r r j r ,

(T>Ib)

(1.1)

where C is a Curie-Weiss constant, and To is the Curie-Weiss temperature (To is different
from Tc; To < Tc for the first-order phase transition, and To = Tc for the second-order phase
transition). In Fig. 1.4, the temperature dependence of the dielectric constant of BaTiC>3
is plotted [109], showing the Curie-Weiss behavior near the three ferroelectric transition
temperatures.
The ferroelectric phase transition is a structural phase transition, because the ferroelec-
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trie crystal maintains a center of symmetry above Tc, which it lacks below Tc. As mentioned,
some ferroelectric crystals have several ferroelectric phases with different symmetry. For
example, BaTiOa and KNb0 3 have tetragonal, orthorhombic and rhombohedral phases
with 4mm, mm2 and 3m point groups respectively. Such phases are stable within some
temperature range, and transform from one phase to another, as shown in Fig. 1.4.
Traditionally ferroelectric structural transition can be classified as two distinct types:
the order-disorder and the displacive phase transition [102, 157]. The order-disorder type of
transition leads to a change of symmetry as a result of the redistribution of the probability
of finding atoms in different equilibrium positions, i.e., atoms have preference over some
previously equiprobable positions; while the displacive type of transition is characterized
by the fact that the atoms begin to be displaced at the phase transition point. In other
words, an order-disorder transition is brought on by individual ordering of ions or molecules,
whereas in displacive transition, a whole sublattice of ions move. However there is no sharp
boundary lines separating these two types of phase transition, many crystals show both
characteristics of phase transition, as discussed and calculated in KNbC>3 by Krakauer et
al. [96]. From a symmetric point of view, there is no difference at all between them; but
some properties, especially dynamic properties (soft modes, local distortions), may differ
appreciably [1 0 2 ].
A good example of a ferroelectric order-disorder transition is KH2 PO 4 (KDP) [21, 22],
where the location of the proton in each hydrogen bond becomes asymmetric below the Curie
temperature Tc = 123K, and its point group changes from 42m to mm2. The paraelectric
to ferroelectric transition in BaTiOs is probably the best known crystal having a displacive
transition. It has the cubic perovskite structure Tc — 393K. The perovskite structure has a

Reproduced with permission o f the copyright owner. Further reproduction prohibited without permission.
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cubic unit cell and can be written as ABO3 , with the A-sites on the cube corners, the B-sites
on the cube centers and O on the face centers. In BaTiOs, Ba2+ ions occupy the A-sites,
and Ti4+ ions are located on the B-sites. Cubic BaTiC>3 is centrosymmetric, i.e., positive
ions and negative ions share the same geometric center. When the temperature is below
Tc, Ba2+ and Ti4+ ions make slight displaces relative to O2- ions along a [001] direction,
and this results in the formation of electric dipoles in the unit cell. The transformation is
accompanied by a small tetragonal strain. As mentioned, BaTiOs has three ferroelectric
phases and two more phase transitions occur below Tc = 393K. These ferroelectric phases
will be studied in Chapter 5. Other perovskite crystals have similar ferroelectric properties.
For example, KNbOs [73] has the same ferroelectric phase sequences as BaTiOs with tran
sition temperatures 708K, 498K and 263K respectively; however PbTi 0 3 [144, 145] only
has a tetragonal ferroelectric phase with point group 4mm, and Tc = 763K.
When Ti4+ ions in PbTiOs are partially replaced by Zr4+ ions, a solid solution called
lead zirconate titanate Pb(Zri_xTix)C>3 (PZT) is formed, where x is the mole composition
of Ti4+ ions. PZT, which is the main subject of this work, has the perovskite structure
with Ti4+ and Zr4+ ions randomly distributed on the B-sites. PZT has a complicated T
- x phase transition diagram [81], as seen in Fig. 1.5. Besides a Tc(x) line separating the
paraelectric and ferroelectric phases, and another Tc(x) line separating the high temperature
and the low temperature rhombohedral phases on the left of Fig. 1.5, there is a nearly
vertical morphotropic phase boundary (MPB) close to r = 0.5, which divides the Tirich tetragonal and the Zr-rich rhombohedral phases. PZT has optimal electromechanical
coupling properties close to MPB. Recently this picture was updated due to the important
work of Noheda et aL, as discussed and calculated in the last Chapter.
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Figure l.S: PZT solid solutions phase diagram (after Jaffe et aL [81]).

1.3

Phenomenology of Ferroelectrics

The thermodynamic properties of ferroelectrics can be obtained from the expansion of free
energy as a function of macroscopic polarization P [41, 42, 43], based on the LandauGinzburg phase transition theory. In the absence of electric field, the Landau free energy F
can be expressed as:

F = F 0 + a P 2 + /3P4 + 7 P 6.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Since F is invariant when P —►—P , only the even terms in Eq. 1.2 survive. For stability,
7

> 0. The conditions for a stable spontaneous polarization P s at a certain temperature

satisfy:

Ip. = a P + 0P3 +

7 l> 5

= °’

(g f f f ) I p . = a + 3^p2 + 5^p4 > °-

(L3)
<L4>

Eq. 1.3 has two types of roots: P* = 0 corresponds to a paraelectric state, and P* # 0 to a
ferroelectric state.
The dielectric susceptibility x can be written as:

X - ' = ( | £ ) I p ,.

(1-5)

X~l = a(T) > 0.

(1.6)

For Ps = 0, from Eq. 1.4, we have:

When T is close to a critical point To, the stable paraelectric state transforms to an unstable
state, and a(T) |x0 > 0. a(T) around To can be expanded as a Taylor series ofT -T o- Taking
account of only the first-order term,
a(T) = at0(T —To).

(1.7)

Substituting Eq. 1.7 into Eq. 1 .6 , we obtain the Curie-Weiss law applied to dielectric sus
ceptibility:

X = oo(T - T0) = 4ir(T -T 0) ’

(T > To)
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where the Curie-Weiss constant C = 47r/ao, and the Curie temperature Tc > ToIf Ps ^ 0, T < Tq. Firstly for the case of 0 > 0, solving Eq. 1.3 leads to a reasonable
root (the other root causes P 2 < 0),

p? =

(i.9)

Thking account of |a | 7 <C 0 1 for real ferroelectrics, one can derive Ps from the first-order
Taylor expansion,

=

<T £ T »>-

<ll0)

In this case, the phase transition occurs at Tc = To, and P%goes through zero continuously.
This is called the continue transition or second-order transition. The susceptibility x - 1 =
a + 3/9P32, and finally, near the critical point To,

ir£T o)

(U 1)

Part (b) of Fig. 1.6 shows a second-order transition, where P( changes continuously close
to Tc.
For the case of 0 < 0, although two positive roots for Ps2 can be obtained from Eq. 1.3,

P2=

Pt2 =

1,

( 1 12)

corresponds to an unstable state (the free energy F is a maximum).

So the only true solution is |Pg| = \ j L~^~t"V^a~4 <rTl. The transition temperature Tc can be
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Figure 1.6: Temperature dependence of spontaneous polarization P, in some ferroelectric crystals,
(a) BaTiOj [110], first-order phase transition; (b) Triglycine sulfate (TGS) [77], second-order phase
transition.
extracted by the condition that F —Fq = 0. Substituting Eq. 1.12 into it, one can derive:

Tc = T0 +

3C 02
64*7

(1.13)

Clearly Tc is slightly higher than the Curie-Weiss temperature To- And |P«(TC)| = yj i f f ,
has a discrete jump at Tc. This is called fint-order transition. The susceptibility x an be
derived as:

X = 16x(Tc - T ) '

(T < Tc)

(1.14)

Part (a) of Fig. 1.6 shows a first-order transition, in which P, has a discontinuous jump at
Tc.
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1.4

Piezoelectric constants

In this section, piezoelectric equations and piezoelectric constants will be derived on the
basis of thermodynamic principles. Details can be found in Nye’s excellent book [118]. At
first we define some variables: the strain tensor e, the stress tensor a, the piezoelectric
tensor d, the electric field E and the electric displacement D. The first and second laws of
thermodynamics give:

dU = dW 4 - dQ —Oijd^xj + E{dDi 4- T dS,

(1-15)

where U is the internal energy, and S is the entropy. The Gibbs free energy $ can be
written as:

$ = U - o i j - EiDi —T S.

If aij, E and T are chosen as independent variables, the first-order differential of

d<& =

From the equation above,

—tijdffij — DidEi

— SidT.

(1.16)

is:

(1-17)

and D can be expressed as:

(1.18)
* ~ €ij;

Considering the second-order differential of $ , we may define dkij as:

(1.19)
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For the first-order piezoelectric effect, e,j and D can be written as:

Die —dkij&ij,

(1.20)

(ij = dkijEk.

( 1 -21 )

In effect Eq. 1.20 and Eq. 1.21 describe the direct and converse piezoelectric effect respec
tively, and the above derivation shows that the coefficients of both effects are equal.
The third-rank tensor d has 33 = 27 independent components. However the symmetry
of d reduces this number to 18, because the stress and the strain tensors are symmetric,
i.e., j and k are exchangeable. It is advantageous to reduce the number of suffixes using the
well-known Voigt notation [105]. The suffixes ij (t\ j = 1,2,3) can be replaced by a single
suffix v {y — 1, 2 , . . . , 6 ) following Table 1.1.
Now Eq. 1.20 and Eq. 1.21 can be simplified as:

Dk —dki/tTim

( 1.22 )

tv — dievEie-

(1.23)

The fourth-rank tensors compliance a and stiffness c are defined as:

(1.24)

Table 1.1: Voigt notation
11

v

1

22
2

33
3

23,32
4

31, 13
5

12, 21
6
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or in Voigt notation as:

(1-25)

We are interested in another third-rank piezoelectric tensor e, which is defined as:

(1.26)

For the first-order piezoelectric effect, using the chain rule, it is easy to prove that:

— djjiCju/,

d \ v — e ifLSfuf-

(1.27)

Tensors d and e have the same form of the Voigh matrix, and so do tensors a and c. The
number of independent elements of these tensors depend upon the symmetry of the crystal.
For a crystal having space group P4mm, only e3 i = e 3 2 , 633 and e n (or d$\ = ^ 3 2 , <*33 and
dis) are non-zero, one can derive the relation between d and e for this particular case as
follows,

631 = < f3 l(C ll + C12 ) + <*33^13,

(1.28)

e33 =2d3iCi3 + ^ 3 3 0 3 3 ,

(1.29)

et5 =dl5C44?

(1.30)
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and

^31 =e3l(su +

312)

+ C33313,

dxi =2e3isx3 +

633333,

dis = 6 1 5 3 4 4 ;

(1.31)
(1.32)
(1.33)

Since D = /coE+P, where * 0 is the permittivity of vacuum, from Eq. 1.26, for a constant
electric field one derives that
dPj

.. _ .
(134)

The equation above shows that e,v can be calculated in zero electric field E, and it is
very convenient for first-principles calculations using the periodic boundary condition. The
calculations of eiV in BaTiOs and PZT will be discussed in Chapter 5 and Chapter 6 .
From Eq. 1.34, for the first-order piezoelectric effect, the total closed circuit (zero field)
macroscopic polarization of a strained sample P can be expressed as:

Pi = / ? + e*,«„,

(1-35)

where Pf is the spontaneous polarization of the unstrained system.

1.5

A brief history o f Ferroelectrics

In 1920 Valasek discovered the ferroelectricity in Rochelle salt (NaKCsf^Ogd ^ ^ O ) [163].
from this very beginning, ferroelectricity spurred both scientific and industrial interests,
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and the research and application on ferroelectric materials have passed four generations, as
described on this interesting website: http://www.piezo.com/history.html.
During the first generation (1920 - 1940), a series of isomorphous ferroelectric crystals,
which are a family of phosphates and arsenates, were found in Zurich [21, 22, 158]. Among
these materials, KH2 PO 4 (KDP) is the most popular. People considered that the existence
of a hydrogen bond accounts for the occurrence of the polar instability. In the meantime,
most of the classic piezoelectric applications were conceived and reduced to practice, al
though limited ferroelectric materials available limited commercial exploitation.
The second generation (1940 • 1965) is characterized by the discovery of the barium
titanate family and the lead zirconate titanate family [102, 179]. They all belong to the
perovskite ABO3 family. The ABO3 perovskite structure has a paraelectric phase and one or
several ferroelectric phases without a hydrogen bond. In addition to the ferroelectric (FE)
transition, some of them may undergo anti-ferrodistortive (AFD) transition, e.g., SrTiOs
[37, 146]. The FE transition is triggered by soft (low-frequency) modes at the Brillouin zone
center, while the AFD transition occurs when soft modes condensed at a place other than
the zone center [102]. All these advances contributed to establishing modern piezoelectric
devices, such as sonar, ceramic photo cartridge, piezo ignition systems, sonobouy, small and
sensitive microphones, ceramic audio tone transducer and relays.
Although all the materials in common use today were developed by 1970, the market
development for piezoelectric devices lagged behind the technical development by a consid
erable margin because of the secrecy policy of the USA. From 1965 - 1980, it was the era of
Japanese development. They created new piezoceramic families free of patent restrictions.
W ith these materials available, Japanese manufacturers quickly developed several types of
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piezoceramic signal filters and piezoceramic igniters, which dominated the world’s market
of piezoelectric devices. From 1980 to the present, the commercial success of the Japanese
efforts aroused the attention of industry in many other nations and spurred a new effort to
develop successful piezoceramic products, such as ferroelectric memory.
Investigation of ferroelectric materials at the microscopic level began with the under
standing of AJBO3 perovskite structure due to its simplicity. In 1950, Slater suggested that
long-range dipolar forces tend to destabilize the high symmetry of the paraelectric phase
of BaTiC>3 [151]. This is the starting point of the displacive explanation. In 1959, Cochran
discussed the displacive lattice instability in terms of the lattice dynamics of soft phonon
modes [33]. Since then, the lattice dynamics has dominated the description of ferroelectric
ity, and numerous experiments have contributed to the measurements of soft modes. Based
on experimental data, semi-empirical theories were advanced to explain and predict prop
erties qualitively. People found that in the ABO3 perovskite structure, the hybridization
between the O p-states and the transition metal d-states [108, 17, 34, 23] plays a major
role in the ferroelectric instability. On the other hand, Comes et al reported the diffuse
X-ray scattering for crystals BaTiOs and KNbOs in three sets of planes normal to the cubic
axis [35, 36]. They suggested that the local atomic structure may not be the same as that
measured by elastic X-ray or neutron scattering. Other observations [142, 48,160, 156] also
indicate the presence of local distortions with short-range order. These local distortions are
similar to an order-disorder type of phase transition.
Since the 1980s first-principles calculations within density functional theory (DFT) [76,
92], which will be discussed in the next chapter, have been performed on ABO3 compounds.
It is the recent rapid development of computational power that made the first-principles
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approach possible. These calculations yielded many interesting results of the description of
the phase transition sequences and the dynamic properties of BaTi0 3 [34, 185, 186, 124,
56], P b T i0 3 [133, 134, 171], KNb0 3 [182, 172], SrTi0 3 [187, 188, 99], and so on. The
modern theory of polarization on periodic systems was pioneered by Resta [138], King*
Smith and Vanderbilt [89, 165]. Using this, Sdghi-Szabo et al. [139, 140] and Bellaiche et al.
[7] computed some of the piezoelectric constants of P bT i03l PZT and PMN, and the results
of P b T i0 3 agree with the measured data very well. Much of the present work is dedicated
to the understanding of excellent piezoelectric properties of PZT close to the MPB. The
results of first-principles calculations, presented in chapter 6 , demonstrate the importance
of polarization rotation in PZT.
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Chapter 2

D ensity functional theory
2.1

The Born-Oppenheimer approximation

There is no doubt that the microscopic electronic structures and the macroscopic properties
of real materials can be predicted by quantum mechanics with incredible accuracy. Quantum
theory provides the means for a fundamental understanding of a great variety of phenomena
by solving quantum equations. Every first-principles method, which needs only the atomic
numbers in principle, begins with the Schrodinger equation, and in most cases, only timeindependent interactions are involved. The ground state of a system of IV, electrons and iVj
nuclei is determined by the following time-independent Schrodinger equation:

H (r ,R ) * ( r ,R ) * E * (r,R ),

(2.1)

where r = {ri, r 2 , . . . . r^ ,} and R = {Ri, R 2 . • - - , R.v;} are the positions of the electrons
and nuclei, respectively. $ is the many-body wavefunction, E is the total energy, and H is
the Hamiltonian operator, given by:

H (r, R) = T.(r) + TKR) + E «(r) + Cr«(r, R ) + <7«(R),
21
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where Te and T\ are kinetic energy operators for the electrons and nuclei respectively, and
UM, Uh and U« are electrostatic potential energy operators for the electrons, nuclei and
interactions between them:

(2.3)
(2.4)
(2.5)
(2 . 6 )

(2.7)

Here atomic units are used, in which electron mass me = 1, and h = |e| = 1.
Obviously Eq. 2.1 is intractable. However, taking account the large nuclei masses and
the much smaller electron mass, it is intuitively clear that the nuclei must move much more
slowly than the electrons. One can approximately write the many-body wavefunction $ as
a product of an electronic wavefunction and a nuclear wavefunction, and T\ can be dissolved
from the Hamiltonian H as a perturbation. The Bom-Oppenheimer approximation says
that at any given moment the electrons behave as if the positions of nuclei were fixed as
parameters, i.e., the much more complicated Eq. 2.1 can be reduced to the search of the
instantaneous and adiabatic adaption of electrons to a stationary nuclei environment.
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The Hamiltonian H factorizes into an electronic part ffet and a nuclear part Hu where

ffel(r,R ) * (r,R ) = E* * (r,R ),
fli(R) *(R) = Ek

R).

(2.8)
(2.9)

Here $ (r,R ) is a parametric function of the instantaneous nuclear positions, and can be
simplified as 't(r). Eei is the electronic energy, and

i(r, R) = T.(r) + U„{ r) + U*{ r, R),
R) = Ti(R)

£/ii(R).

(2.10)
(2.11)

The solution of Eq. 2.8 'j’(r) is a many-body wavefunction, which satisfies normalization
and orthogonalization conditions:

y * |* (rl t r2, . . . ,r/v ) ( 2 d n d r2 ...d r v = 1,
I « :(r) * ,(r) dr = ( W ; ) = ^ .

(2.12)
(2-13)

where N = Nt .
Many-body Eq.

2.8 isstill intractable. Fortunately people developed twoclasses of ap

proaches, one is the many-body approach, which includes the quantum MonteCarlo (QMC)
method [161], where the true particle-particle interaction is considered. Some approximate
models, e.g., the Hubbard model [78], are also used in this approach. Another many-body
method is the configuration interaction (Cl) [159], still employed fay some chemists to study
atoms or small molecules. The other approach is called the mean-field theory, in which
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the many-body equation is replaced by a series of coupled single-particle equations. In the
mean-fie Id theory, the true particles with interaction are substituted by some non-interacting
fictitious particles moving in a fictitious mean field. The first successful mean-field method
was the Hartree-Fock approach, whose descendants are still in use mostly in quantum chem
istry. Density functional theory (DFT) [76, 92, 85, 93] resembles a mean-field type, but is
formally exact. In this thesis, our first-principle calculations are based on DFT. However,
rather than going directly to DFT, it is advantageous to introduce a nice and practical
method to solve the Schrodinger equation.

2.2

The variational principle

The variational principle is a very powerful concept in mathematics. The Schrodinger
equation is well adapted to be solved by the variational method. The variational principle
for the Schrodinger equation states that if the ground state may be described by a set of
unknown parameters, then the ground state energy determines their values.
It is straightforward to prove it. Suppose t/>< (t = 0 ,1 ,...) is a series of complete
eigenstates of a Hamiltonian H, we have:

H m

where Ei is the eigenvalue of the eigenstate

= Ei hfc),

(2.14)

The orthogonality and normalization con

dition follows from the Henniticity of H:

(2.15)
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For an arbitrary wavefunction 't, one may write it as a linear combination of this complete
basis,

(2 . 16)
i

and the energy of this system becomes:

£?[*] = (* | H |# ) =

E M 2Ei
t= 0

EM

2
(2 ' l7 )

j:\c i\H E i-E o )

= ,_l ' E M

2

+ E ° * E °'

i =0

where

Eq

when

=

is the ground state energy, and obviously, the ground-state energy is reached
cqiJjq.

Thus the search of minimal energy replaces solving Schrodinger equation

directly.
In the practical application of variational method, the possible solutions are restricted
to a subspace of the Hilbert space. The best solution is found when the variation of energy
functional £[$] vanishes,

Using the Euler-Lagrange multiplier technique to impose the normalization condition (¥1#) =
1

constraint, one can obtain:

where A is a Lagrange multiplier.
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Normally Eq. 2.19 is solved by using a set of known basis functions fa (t =

26
1 ,2 ,...) ,

which are usually not eigenstates of the Hamiltonian H andnot necessarilyorthonormal.
The trial wavefunction I't) can be expanded by this set of basis as:

l * > = 5 > |& ) ,

(2 .2 0 )

i

where the {c.} are the variational parameters, and

0*1 H\V) = J2<*Cj{fa\H\fa) = ^ C j H i j ,
»j
ij
\fa) = £ c * CjOiv

<¥|*) =

where Hij and
Inserting

(2.21)
(2 .2 2 )

Oij are the Hamiltonian matrix and the overlap matrix elements respectively.

Eq. 2.21 and Eq. 2.22 into variational equation Eq. 2.19 leads to the secular

equation:

' £ t ( H i j - X O i j )cj = 0,

(2.23)

j

which have a nontrivial solution when

det (Hij - XOij) = 0.

(2.24)

Eq. 2.23 and Eq. 2.24 are equivalent to a generalized matrix eigenvalue problem. In practice,
Eq. 2.23 can be solved by standard numerical matrix diagonalization techniques. If the basis
functions fc are the very eigenvectors of H, of course X< are real eigenvalues of H. For an
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arbitrary set of basis functions, the lowest eigenvalue of Eq. 2.23 is greater or equal to
Eq,

which is assumed as the minimum of the energy functional over the full Hilbert space.

One can always increase the accuracy by adding more basis functions into this basis set.
In modern first-principles calculations, people prefer implementing variational methods to
solving the Schrodinger equation directly.

2.3

M any-body electronic energy

Now let’s go back to Eq. 2.8. To perform the variational method, we need to evaluate the
many-body electronic energy Eei:

E ei =

Ke +

(2.25)

■+• E e j .

Here Ke is the kinetic energy of the electrons, and £<* and Etj are electron-electron and
electron-nucleus interaction energies, they can be written as:
if

* .[* ] = (¥|Te|*> =

(* |

I*'),

(2.26)

i=i
(2.27)
(2.28)
i=i
where the external potential »w (r) is due to the electron-nucleus interaction,

(2.29)
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Electronic density m atrix

The Hamiltonian Ht\ consists of operators which either act on a single particle or on a pair of
particles. The electronic density matrix [56] is introduced to obtain convenient expressions
for the electronic energy functional Ed- The one-particle density matrix is defined as:

7

i(r'i;ri) s N

J

H’ W .r a ,... , r y ) « ( r i ,r 2 , . . . ,r/y) dr 2 dr3 ... d ry .

(2.30)

The electronic density p(r) = 7 , (r; r), and / p(r) dr = N . The electronic kinetic energy
and the electron-nucleus interaction energy Ed can be expressed in terms of 7 , as:

JC,[¥] = <*|Te|¥ ) =

J 5(r't - r l ) ( - v

2l ) 7

l (r'l , r 1 ) d r ldr'l

Ed = ('$\Ud\<
6) = J u„t (r!) 7 i ( r^ r i) dri = J vn l {n) p (rt) d rt

(2.31)
(2.32)

The 2-particle density matrix is defined as:

7

, ( r i .r ^ r i .r a )

J

_

^

r ^ ^^ri)

r3

r3

r y j drzdrA ... dr*,

(2.33)

The electron-electron interaction E ^ are:
E ^ m = (* \U "\* )
=x
2J
~

2

- r t) &(r'2 - r 2) ,

/ ]ri~-

7,

^ , r i , r 2) dr\dx'2dridx2

Iri_ r2 1
7 a ( r i, r 2; n

, r 2) dridr 2
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where p(rj, r 2 ) is the two-particle electronic density.
Generally the m-particle density matrix is defined as:

"Ym0^1 >**2 ’ • • • ’ ®"tn’

••• '

where (^) is the binomial coefficient.

2.3.2

The exchange-correlation energy

The electron-electron term

complicates the evaluation of E^. E& is not only the classical

electron-electron Coulomb interaction, which we define as the Hartree energy EH,
p (ri)p (r2)

dr\dT2

(2.36)

In quantum mechanics, if we already know that an electron is at the position ri, the
probability of finding another electron at position r 2 is not equal to p(r 2 ). This is because
electrons are Fermi particles obeying the anti-symmetric exchange rule. Moreover, since
they interact, their positions are correlated. The exchange-correlation density Pxc(ri>r2 ) is
defined as [76]:

p(ri,r2) s jp(ri)p(r2) [1 +Pxc(ri,r2)]Combining the equation above with p(r-J =

7

(2.37)

, ( n ;r i ) , and / p (ri,r 2 ) dx-i — ^j-ip (ri), one

can easily obtain that

f p(T2)p*c(Ti,Ti)dX2

Reproduced with permission o f the copyright owner. Further reproduction prohibited without permission.

(2.38)

CHAPTER 2. D EN SITY FUNCTIONAL THEORY

30

The integrand above is called the exchange-correlation hole [62] because it integrates to the
deficit of exactly one electron.
The electron-electron interaction

comprises both the Hartree term E H and the

exchange-correlation energy Exc [76],

E" =

= Eh + Exc,

(2.39)

(m o )

2.4

Density functional theory

The name of density functional theory (DFT) comes from the connection between the total
ground state electronic energy of a system and the electronic charge density. The total
energy E ^ of an interacting electron system in an external potential is a unique functional
of the ground state electronic density p(r) [76]:

— ■Eei[p(r)],

(2.41)

and the ground state electronic density is the very density which minimizes Eei[p(r)]. The
external potential comes from the electric field of nuclei in this system.
As stated in Kohn’s Nobel lecture [93], DFT makes two kinds of contribution to the
multi-particle quantum mechanical calculation. The first is in the fundamental understand
ing of the nature of multi-particle quantum systems. It focuses on the electron density p(r)
in real, three-dimensional coordinate space, and therefore other quantities are independent
of representation, and easily visualized. The other contribution is to provide a practical
and elegant tool to handle large systems. Traditional multi-particle wavefunction methods
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(e.g., the configuration interaction method) use single-particle wavefunctions as coordinates.
When applied to large systems, the computing time increases as t ~ pZN, where N is the
number of atoms, and p ~ 3-10, the so-called exponential wall[93]. So currently the largest
system these methods can treat has only about 10-20 atoms. On the other hand, DFT
reduces a system of 3N variables to 3 spatial variables, and currently the computing time
t ~ N a with a « 2-3. The ongoing research efforts are even working towards a linear scaling
with a « 1. DFT now can handle a system with up to 100-1000 atoms.
Using the variational principle and self-consistent calculational techniques, one can fi
nally obtain a converged electronic density, and any ground state property of the solid.
DFT provides an exact form, contrary to the Hartree-Fock method, in which only exchange
correction is considered by constructing an anti-symmetrized product of one-electron wave
functions. However, in practice further approximations are inevitable because the analytic
expression of exchange-correlation energy Exc is elusive.

2.4.1

H ohenberg and K ohn theorem

The Hohenberg and Kohn theorem [76] is the foundation of DFT. It states that the ground
state density p(r) of a many-electron system determines uniquely the external potential
Vext(r), modulo a constant. The proof of this theorem proceeds by showing that different
external potentials result in different ground state densities. The Hohenberg and Kohn
theorem demonstrates that for an iV-electron system with an external potential vm (r), one
can use the electronic density p(r) as the basic variable, where p{r) satisfies:

(2.42)
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and the Hamiltonian

Hei —T9 +

+ t/*xt(r).

(2.43)

The ground state electronic density p(r) will uniquely determine the external potential
Vext(r), which in turn uniquely determines the Hamiltonian Ht\. All quantities of the manyelectron system, such as wavefunctions and total energy, are functionals of p(r). Using the
variational principle, the search of the ground state consists in minimizing the total energy
functional £ ’ei[p(r)],

£ei[p(r)]=
=

f u«t(r)p(r)dr + ('{'IT* +U<*\'It)
J
J v«ct(r)p(r)dr + F[p( r)],

(2.44)

under the constraint Eq. 2.42. The Hohenberg and Kohn functional F\p(r)j [76]is defined
as:

F [p (r)]= (« |T e + Uee|*).

(2.45)

Although the existence of functional F[p(r)] has been proved [76], its exact form remains
unknown. However, some practical and convenient forms have been developed to circumvent
this difficulty at the price of introducing further approximations.

2.4.2

The K ohn-Sham (K S) equation

The Kohn and Sham [92] technique breaks the true many-particle problem into a set of
non-interacting single-particle equations based on DFT. It begins with a fictitious system
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of N non-interacting electrons in an external potential us(r), whoseelectronicdensity p(r)
is the same as that of the real interacting system. The single-particle orbitalsipi satisfy the
following equation:
Ha i>x = [~ ^ V 2 + u„(r)] ipi = £itpx,

(2.46)

and the electronic density of this fictitious system is:
occ
P ( r ) = 5 > < ( r ) |2,
i

(2.47)

where the sum is over the N occupied lowest energy orbitals. If we apply the Hohenberg
and Kohn theorem to this non-interacting system, p(r) determines at most one external
potential u3 (r). The kinetic energy Ka and the total energy E, are:
occ
.
*s[p(r)] = 5 2 (ik(r)| - $ V 2 |^ (r)),
i

(2.48)

E M * ) } = K * W )\ + / w.(r)p(r) dr.

(2.49)

Now let’s apply the variational principle to the total energy Et under the constraint Eq. 2.42,
S
( f t W r ) ] - I * .[J M r ) * - JV]) = 0
Sp(r)

where the Lagrange multiplier

(2.50)

is the chemical potential.

Comparing Eq. 2.49 of the fictitious non-interacting system with Eq. 2.44 of the true
interacting system, one may define an exchange-correlation functional Exc [92] as:
B M t ) \ = F[p(r)] - E n W r)] - tf,[p(r)],
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where E H is the Hartree energy functional,

- -

Here

5

- r ^ f dridl2'

/

<2

M)

EXc\p\ is not the same quantity as given in Eq. 2.40, which originates in the exchange*

correlation hole. The difference comes from a transfer of part of the many-body kinetic
energy to the exchange-correlation functional
$ and

Exc[p\ • This can be shown as follows. Suppose

are the ground state wavefunctions of the real interacting and the fictitious non

interaction systems (both have the same electronic density p(r)) respectively, we can deduce
that

<*|£fs|*> ><*s|ffsi#s)
= > ( * |r e|« ) + y t>s(r) p(r) dr >Ka\p{r)] -t-

(2-54)

J

v a(

r) p{r) dr

= > fCe[#] >K.[p(r)],

(2.55)
(2.56)

therefore

Exc[p(r)}

=

* e[* ] -

KM*)) \ J P { T
+

^

(2

57)

The last term of the equation above is the exchange-correlation energy Exc defined in
Eq. 2.40.
Then the total energy of the real electronic system becomes:

£«i[p(r)] = ff«[p(r)] +•

J «^(r) p(r) dr + ff||[p(r)] + £*c[p(r)].
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We also apply the variational principle to this energy functional under the same constraint
as for the fictitious system. The chemical potential p of this real system is,

^ y ( E e ,[p ( r) ] - p [ J p ( r ) d r - N ] ) = 0
= * ** =

dp(r)

+

+ uH(r) + Uxc(r),

(2.59)
(2.60)

where the Hartree potential uH(r) and the exchange-correlation potential uxc(r) are defined
as:

UH(r) = | ^ ^ d r ' ,

(2.61)

”» (r) s

(2'62)

Comparing Eq. 2.60 with Eq. 2.51, the key assumption of the Kohn and Sham method
[92] is: there exists some effective potential for the non-interacting system which has the
same ground-state density as the retd interacting system. This effective potential vt(r(r) is:

V'ttir) = u « t(r) + u „(r) + vxc(r),

where Vext(r)

(2.63)

is defined in Eq. 2.29. By construction, and under this assumption, the

fictitious non-interacting system in the ground state under an external potential vr f (r) will
have exactly the same electronic density p(r) as the real many-body system in the ground
state. Now the many-body problem can be recast into a set of single-particle equations:

[ - | v 2 + u^(r)] ipi = e r fi ,
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where the KS orbitals ipi satisfy the orthonormalization condition

(2.65)

The electronic density p(r) depends on the single-particle wavefunctions ipi (Eq. 2.47).
Beginning with an initial guess of p(r), the equations above are solved iteratively and selfconsistently.
The ground-state electronic energy of the real interacting system is not just the sum of
the fictitious independent-particle eigenenergies, because it over-counts the effect of electronelectron interactions. Instead the total energy Eei is:
1 f P (ri)p(r2)

d ridr 2
( 2 . 66 )

2.4.3

Local density approxim ation

Although DFT is a state-of-the-art and exact approach, the lack of an exact form of £xc[p]
makes it an approximate method in practice. Perhaps be the most natural and common
approach is the local density approximation (LDA), which was first advanced by Kohn and
Sham [92]. The key assumptions are: (i) the exchange-correlation energy per particle eKC(r)
depends only on the electronic density p at the point r; (ii) e„c(r) is equal to that of a
homogeneous electron gas of density p(r) in a neutral background. These assumptions can
be expressed as:

(2.67)
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The exchange-correlation potential vxc(r) is:

(2 .68 )

(2.69)

The exchange part of e^°m[p(r)] has an analytical form [152]:

(2.70)

and many forms for exc[p] have been proposed, such as the X-alpha [92, 141]; the Wigner
interpolation [177]; the Hedin-Lundquist [71], which is generalized by Barth and Hedin [6 ]
for spin-polarized systems; the VonBarth [168] and Vosko [169, 170]. The most accurate
form is parameterized from the quantum Monte Carlo simulations of homogeneous electron
gas by Ceperiey and Alder [26, 27], parameterized by Perdew and Zunger [127]. The form
used in the present calculation of PZT system is the Wigner interpolation formula [177,

(1 +12.57p 1/ 3 ) 2

6 6 ]:

(2.71)

Since the DFT is an exact theory, and the LDA is the only approximation made, there
fore, at least in principle, the LDA is the only source of error in the Kohn-Sham formalism.
Even though the LDA is perhaps one of the crudest approximation; and originally was
proposed for calculations in systems with slowly varying densities, it has described struc
tural and dynamic properties with surprising accuracy in atomic and molecular systems
even where the density could change dramatically [85]. Despite this striking success, the
LDA fails to accurately reproduce certain characteristics of materials because actually the
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exchange-correlation energy functional is universal, not local. For example, the LDA has
a tendency to overestimate the dielectric constant by about 10 to 30%. It also tends to
underestimate the lattice parameters of crystals by about 1 -2 %.
Some semi-local density functionals have been developed to improve the LDA. In these
methods, e,e[p(r)] depends not only on density at r, but also on density gradient or higher
differential of density at r. The generalized gradient approximation (GGA) [39, 87] is well
known and widely used. The GGA modifies ««[?] by making it a functional of the local
density and its gradient |Vp(r)|:

£ xGcGAM = J P ( r) eGGAb (r); | Vp(r)|; V 2p(r)}dr.

(2.72)

Results of this approach can be found in Refs.[128, 148, 94, 52, 65]. It improves values of
cohesive energy, bond length estimation and calculations of lattice parameters.
The weighted density approximation (WDA) [63] and the average density approximation
(ADA) [63] are more complicated. The WDA incorporates the non-local effects by using
model exchange-correlation holes. It is exact in the limits of a uniform electron gas, and
a single electron system. However it was argued by Charlsworth [30] that the WDA is
intrinsically unable to improve the LDA.

2.4.4

Solutions o f K ohn-Sham equations

Although the Kohn-Sham equations Eq. 2.64 can be solved numerically on grids, nearly all
approaches use the variational method with various sets of basis functions, and DFT based
first-principles methods are classified by the basis functions used. The KS orbitals ipi(r)
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can be expressed by a set of basis functions 4>a as:

M r) =

r).

(2.73)

a
We can take advantage of the periodic boundary condition of crystals byapplying Bloch ’a
theorem [1 ], which can be expressed as:
V>Bk(r + R ) = e ik-R^ nk(r),

P(r) =

j

r nk( r ) ^ r ) d k .

(2.74)
(2.75)

where k is the crystal momentum wavevector, n is the band index, and R is the direct
lattice vector. Now we can rewrite Eq. 2.73 in Bloch wavefunctions,

tf«k(r ) =

(2-76)
J

where k is restricted to the first Brillouin zone, and

^ ( k ,r ) = £ y k R / ; ( r - R ) ,

(2.77)

R

as in the local combination of atomic orbits (LCAO) method. The variational secular
equation Eq. 2.23 becomes:

£ [ a « k - ^ . 0 ( ii.k ,= o >
Here, H i and

P-78)

are the Hamiltonian and overlap matrix elements respectively,
flyk = (<fc(k, r)| H | tfj(k, r))

(2.79)

Oijit = (& (k, r)| 0 j(k ,r)),

(2.80)
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with Hamiltonian H = —5 V 2 + vt(f (r).
The k integration of Eq. 2.75 is discretized to sample the first Brillouin zone, and we
can decrease the number of k points further by symmetric operations. There are two
common approaches, the tetrahedron method [57, 82, 100, 101], and the special points
method [4, 28, 113, 114] which are used in our computations. In the special points method,
the integrations are performed as the weighted sum over a grid of representative k points.
The locations and the weights of special k points are independent of band energies, and
are chosen to optimize the convergence of smooth functions. These methods are essentially
Gauss-Legendre quadrature techniques. The error related to finite k points can always be
monitored by using a denser set.

2.4.5

Spin-polarized system s

So far only the spin-depolarized systems have been considered. For spin-polarized systems,
the electronic density p(r) is decomposed as:

p(r) = pT( r ) + p i (r),

(2.81)

and the total electronic energy Eti is a variational functional of these two spin densities:

E*1 = Fei[pT(r), pA(r)].

(2.82)

Now the kinetic operator - £V 2 and the exchange-correlation potential vxc are spin-dependent,
and Eq. 2.64 becomes:

[ - ^ V 2 + U«rt(r) + 1>„(r) + Uxc,<r(r)] 'I’i* =
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where a is the spin index t and i , and the exchange-correlation potential is:

, %

6

Exc\pr(r), pA(r)J
—

-

(2 84)

Eq. 2.83 can be solved self-consistently as in the spin-depolarized case. Finally the total
electronic energy £«i is:
occ
£«i

, t
- j J

v h (r ) p ( r ) dr

(2.85)
+

^ x c [ p T( r ) , p A( r ) l

/

•

ux c , < r ( r ) p „ ( r ) d r .
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Chapter 3

The linearized augm ented
plane-wave m ethod
3.1

Introduction

The linearized augmented plane-wave (LAPW) method was evolved from the augmented
plane-wave (APW) method of Slater [150, 153, 103]. It overcomes difficulties of the APW
method and has been proved to be a highly accurate tool to calculate electronic structures of
real materials, the LAPW method inherits dual representations of basis functions from the
APW method. Near the nucleus the basis functions are spherical harmonic functions mul
tiplied by radial functions uj(r) and their energy derivative tkt(r), where uj(r) are numerical
solutions to the radial Schrodinger equation:

Here the radial functions uj(r) depend upon parameters Ei, and v(r) is the spherical part of
the potential. In the interstitial areas plane-waves are used. These functions are matched
to both the values and the first derivatives on the sphere boundaries.
42
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Compared with the original APW method, LAPW is much more efficient. In most cases
the LAPW method allows one to use a set of fixed parameters E[ and to obtain energy
bands at a particular k-point by just a single diagonalization, instead of solving the secular
determinant as a function of Ei to find its roots, a much more expensive procedure done in
the APW method. The LAPW method removes the asymptotic problem (u/(r) has nodes
on the sphere boundary) inherent in the APW method, because if U((r) is zero, in general
u<(r) and radial derivative will not be zero. The LAPW method also has advantages over
the conventional plane-wave method for materials with localized orbitals, such as transition
metals with d electrons and rare earth elements with / electrons. LAPW method began
with model atomic potentials [90], and it was extended to full potentials for slabs [6 8 , 83, 95],
and for bulk materials [6 6 , 178, 173]. I will give a brief description of the main points of
the LAPW method, and the details can be found in reviews by Wei [173], and Lu [104] and
Singh [149].

3.2

LAPW basis functions

As mentioned, the Kohn-Sham orbitals are usually expanded with some basis functions. In
the LAPW method all space is divided into two regions: muffin-tin spheres with the nuclei
at their center, and interstitial regions. The LAPW basis functions are constructed as:

e'(k+G^r ,
z [a&»(k + G) M E ? ,ra) + 6 fm(k + G) «,(£{*, ra)} r lm(fa),

f,m

r 6 Interstitial
ra < R*
(3-2)
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where (I is the volume of the unit cell; ra = r —R —r Q, in which R is the lattice vector,
r a is the position of the a-th nucleus, and Ra is the muffin-tin radius of that nucleus; I
and m are the orbital angular momentum quantum numbers; the coefficients « 8 a(k + G)
and 6 gn(k + G) are obtained by imposing continuity on the sphere boundaries for both
values and the first derivatives of basis functions; ui(E °,ra) are the solutions of radial
Schrodinger Eq. 3.1 at fixed parameters E f, the dot in the expression ui(Ef*,ra) indicates
the first derivative with respect to E f, and in (E °,ra) are determined by:

~J s +

+ «(r ) - £i] ™<(r) = ru j(r).

(3.3)

The LAPW basis functions are dependent on nuclear positions, through the sphere matching
conditions.
It is convenient to normalize the radial function ui,

f

Jo

r 2u ? ( r ) d r = l,

(3.4)

which implies that tq(r) and ti((r) are orthogonal,

^

~ l\.Io

r2u^

dr\ ~

2 JQ

r 2 «i(r)uj(r) d r = 0 .

(3.5)

If the kinetic energies of electrons are large, e.g. in heavy atoms, then the reiativistic
effect can not be ignored. In this case, tq(r) and ti((r) are the large components of solutions
of the radial j-weighted averaged Dirac equation [91] and its energy derivative. The spinorbit interaction term is dropped in this approach, but can be added later on if necessary.
Both the large and small radial components are used for constructing charge density and
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Hamiltonian matrix elements, but only the large component and its derivative are required
to match the functions on the boundary, since the valence electrons surrounding the muffintin spheres are typically non-relativistic.

3.3

Local orbital extension

In general Ei is different from the band energy e,, and the radial function u(c,,r) can be
reproduced as a Taylor series,

Ui(c(-r) = M E i , r ) -i- (c, - Ei)ui(r) + 0 ((e, - E t)2).

(3.6)

If the error in the wavefunction is of second-order, then that in energy will be of fourthorder. Thus, the LAPW basis can produce good results for Ei chosen over a range of band
energies. Usually, Ei are set to lie near the center of the bands of interest, and at each k-point
accurate energy bands can be calculated by only one diagonalization. In the alkali metals,
the rare earths, the early transition metals and the actinides, difficulties are encountered
when applying this approach, due to the presence of weekly bound and extended core states
(semi-core states), which leads to broken orthogonality broken between semi-core radial
functions and valence radial functions tii(Ei,r) with the same I. Examples are the Nb 4p
semi-core states.
The first approach to treat these situations is to divide the energy spectrum into win
dows, and separate calculations are performed for each energy window. This method and
the disadvantages it may cause are discussed by Mattheiss and Hamann [107], as well as by
Singh and Krakauer [147, 149]. In the present work, we used a newly developed technique
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called local orbital extension [149], because it is superior to the multiple-window method in
almost all cases. The basic idea is to treat all the bands in a single energy window by adding
additional variational freedom to ensure the mutual orthogonality between semi-core and
valence states. Specifically, an extra orbital u<2) is added for certain semi-core state I with
energy parameter Ej2K

is chosen in the valence band region. The local orbitals are

constructed as linear combinations of u/, tij and u}2):

u ^ r a ) = A u,(Ei,ra ) + Bu,(Eh ra ) + uj2)( f f \ r a ),

r a < R*

(3.7)

where parameters A and B are determined by the constraint that the value and the deriva
tive of u[oc at the sphere boundary are both zero. Local orbitals u]00 together with standard
LAPW basis functions can overcome the difficulty caused by semi-core states, while keeping
the calculation overhead almost the same as the standard LAPW method.

3.4

The charge density

The charge density is constructed from the occupied Kohn-Sham orbitals,
occ
P (r) = ]C J |^njc(r)|2 dk,
n

(3.8)

where the reciprocal space integration is over the first Brillouin zone (BZ). The special
k-point method [28, 113] is performed over a mesh to approximate the integration in the
irreducible wedge of the BZ. The weight at a specific k-point is independent of band.
Li the LAPW method, charge density, potential and wavefunctions have a dual repre
sentation, i.e., a plane-wave expansion is used outside muffin-tin spheres and a spherical
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harmonic expansion inside. The crystalline symmetry can drastically reduce the number of
expansion coefficients and speed up the synthesis of the Hamiltonian matrix. The charge
density is constructed by symmetry adapted plane-wave expansions, namely stars <£,, in
the interstitial region, and lattice harmonics

within the inequivalent atoms’ muffin-tin

spheres,

Z Pi*{ra)Kn(ra),

I

or

(3.9)

32Ps4>a{r)-

Here ps and

ra € sphere

r € interstitial

are the expansion coefficients of charge density in the star basis and the

lattice harmonics respectively.
The star functions <ps(r) are defined by symmetrized plane-waves:

* T7—
^ op

k

eiAG {r" tA) = — Z ^ e iAmG r ,
m* m

(3.10)

where R and t £ are the rotation and the translation components of each symmetric oper
ation respectively, of which there are Nop space group operations, m , independent planewaves, and <pm is the phase factor. The stars are orthogonal,

^

The Lattice harmonics

J

* ;(r)M r)tfr =

(

3

.H )

Kp^Ta) are created from linear combinations of the ordinary

spherical harmonics using the site symmetry instead of higher space group symmetry,

*.>(r«) = £ < miW(*«).
m
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Here, coefficients c£m axe determined under the conditions that the lattice harmonics are
real-valued, orthonormal, and invariant under the rotations corresponding to the site sym
metry. The summation is over m because rotations of Y)m do not couple to I. Any function
within spheres nowmay beexpanded in terms of the appropriate latticeharmonics, and
the rotation matrices D(R),

D ( R ) = ( —l)"£> (a,0,7),

are used to obtain expansions of the symmetry-related atoms. Here

(3.13)

or, f i

and

7

are the

Euler angles, and p is the determinant of R(1 or -1).
Inside muffin-tin spheres, the charge density and potential are expanded on a discrete
logarithmic radial mesh:

n + i= r ie s*,

(3.14)

with the last mesh point, r-,m = Ra- Normally 8X ~ 0.03 is good enough for high degree of
convergence.
It is important to choose an efficient mixing technique of input and output charge
densities for self-consistent field (SCF) calculations. The simplest scheme is just straight
mixing,

p (r)!T 1 = U - *) P(r)E + <*P(r)Zt-

(3-15)

Although straight mixing does work for small systems, it converges poorly for large systems.
The Broyden’s

m ix in g

method [20], and related methods [164, 84], use information about
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the fluctuations occurring in preceding iterations along with that from the current iteration
to construct an input for the next step. In this dissertation, we used the straight mixing
for initial iteration steps, and the Brqyden’s mixing for the subsequent.

3.5

The potential

The effective potential ve(r) appearing in the Kohn-Sham Gq. 2.64 is a combination of the
exchange-correlation potential and the Coulomb potential. The Coulomb terms ue(r), i.e.,
the sum of the Hartree potential uH(r) and the nuclear potential utJIt(r), can be determined
by charge density from the Poisson’s equation,

V 2 wc(r) =

47 rp(r).

(3.16)

In real space, the solution is not straightforward; on the other hand, in reciprocal space,
Poisson’s equation is diagonal, and in principle it gives a trivial solution,
p(G)

(3.17)

Unfortunately charge density includes the rapidly varying core part and the delta-function
like nuclear charge, so that the Fourier expansion p(G) in this region converges extremely
slowly, ffAinAnn [6 6 ] and Weinert [174] proposed a hybrid method to circumvent this problem. This method utilizes the fact that Coulomb potential outside the muffin-tin spheres is
dependent only upon interstitial charge density and the multiple moments of the charge in
side. The basic idea is to construct a smoother pseudo-charge density, which maintains the
same real charge density in interstitial regions, while having the same multipole moments as
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those of true charge distribution within spheres. This procedure is done by adding a charge
density difference Ap, which has the multipoles A q ^ equal to the difference between the
true spherical multipoles and the plane-wave multipoles inside the sphere a. Multiple mo
ments A q ^ = qf^ —q ^ f W, where the true spherical multipoles q?m can be calculated
directly from integrals of radial parts of the lattice harmonic expansion, and the planewave multipoles q^PW are determined from the well-known Bessel function expansions.
The corresponding charge density Ap is chosen so that it is easily Fourier transformed. A
convenient choice is the Weinert polynomial form [174]:
A,

V- A
2 -, A

=0

/r (2Z + 2iNTi + 3)!!\ rl
^ 2 * 1 JV! (2/ + 1)!!) R lM

*1
Ylm(r).

(3.18)

n a.

This form has iVj —1 continuous derivatives, and its Fourier transform is analytic. Ni is
a parameter chosen to optimize convergence of the Fourier transform. In fact, N[ is quite
insensitive, and one may use A/j as l / 2 i?aGmax, where Gmtx is the maximum reciprocal
lattice vector in the interstitial representation of charge density.
Now the pseudo-charge can be defined in terms of star functions and lattice harmonics
as:

m

= 5 > .* .( r ) + £

A # ( r a)fiTM(ra)tf(ra ) =

r),

(3.19)

where 0(r) is the step function, which is unity inside the muffin-tin spheres and zero outside.
Then the interstitial Coulomb potential (including spherical surfaces) can be obtained from
coefficients p,:

uc(r) = V
*

r

6

interstitial

G*
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Once the interstitial potential on spherical surfaces is computed, it can be used as a bound
ary condition for solving the Poisson’s equation inside muffin-tin spheres by the standard
Green’s function technique.
The exchange-correlation potential is nonlinear, therefore it must be calculated in real
space, where fortunately the charge density is diagonal. The interstitial contribution is
obtained directly via Fourier transform. Plane-wave coefficients are constructed from the
star representation, followed by a complex fast Fourier transform (CFFT) evaluated on
a real space grid. u,c(r) is calculated on each grid point, and is then back transformed
by a CFFT into the plane-wave representation, from which star coefficients are recovered.
Within muffin-tin spheres, a similar procedure is taken, except that no CFFT is needed.
t)ic(r) is determined directly from the charge density at radial mesh points, and the least
square fit technique is used to expand u<e(r) in terms of lattice harmonics.

3.6

Hamiltonian and overlap matrices

The Hamiltonian and overlap matrix elements, ff^+G.k+G' and O^+G.k+G'i &re also broken
into interstitial and m u f f i n - t i n components, and the later are further decomposed of spherical
and non-spherical terms in the case of Hamiltonian.

Hk+G.k^5- = k f
[T + 1,™] e‘<k+G't r ©(r) *
n
+ ]T [# a(k + G, k + G') + t£ s (k + G ,k + G')],
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and

^k+G.k+G' = Q

The step function

6

e*^G G)^

* + 5Z ^ “ (^ + G, k + G')-

(3.22)

(r) is zero when r lies inside muffin-tin spheres, and unity in the

interstitial. Keep in mind that this definition is opposite to that used for the pseudo
charge density. T is the kinetic energy operator, and vpw is the interstitial potential.
ffQ(k

G, k -r G') are spherical contributions to the Hamiltonian from the sphere a, and

u^s (k ■+•G, k + G') are contributions from 1 ^ 0 potential. Oa (k-t-G, k-l- G') are spherical
contributions to overlap from the sphere a.
For interstitial contributions, the key is to use a finite Fourier series of 6 (G) with cutoff
Gmax. A convenient choice is:

©(G) =

*c,o - E ^
a

h^

1 e”'G‘r° ,

0.

The spherical terms Ha(k

G < Gmtx
(3.23)
G >G,max

G, k 4 - GO and Oa (k + G, k + GO are evaluated directly from

the coefficients a(m(k + G ) and 6 jm(k +• G) in Eq. 3.2. The non-spherical components
V^*s (k + G ,k + GO are written in terms of radial integrals of radial functions uj(r) and
ti((r) with non-spherical potential u„, and these terms are precomputed. This step is often
time-consuming, usually second only to the diagonalization of the Hamiltonian. Details of
the construction procedures can be found in Ref. [149].

Reproduced with permission o f the copyright owner. Further reproduction prohibited without permission.

CHAPTER 3. THE LINEARIZED AUGMENTED PLANE-WAVE METHOD

3.7

53

The Fermi energy and total energy

The Fermi energy eF can be determined from the equation below with the special k-point
method and (for metallic systems) a finite temperature broadening:

X > ( k ) F ( £ nk,£F,T )= iV ,

(3.24)

nk

where the sum t is over band n and k-point with the band energy £nk, and N is the total
occupation. F is the Fermi function,

F(£,£r ,T) =

[1

+ e x p ( £ ~ t ) r l.

(3.25)

The total energy of a system is one of the most important and fundamental quantities
in ab initio calculations. It must be computed with accuracy, efficiency and numerical
stability. The total energy per unit cell in the LDA scheme can be obtained by the sum of
total electronic energy E*i (Eq. 2.66) plus a Madelung term of ion-ion interactions:
occ
Etot = ! > £ < +

J

p(r) €„ (r) d r -

J

p(r) u,c(r) dr
(3.26)

f C p(r ) p if) j_ j , 1
- 2 ] ] i r ^ dTd^ 2 ^ \ W
1

T 7 ^ r a\

where the sum is over occupied states, and vxe(r) is the exchange-correlation potential,

««(r ) =

[p(r )*«[p)]-

(3-27)

Za is the atomic number. The last two terms of Eq. 3.26 have inherent Coulomb singu
larities, and cancellation between them is forced in order to obtain the convergent total
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energy,

£tot = £

rii S i

I ,
j
- - I p(r) x(r) dr - -

•

J Cl

Z„ uM(7 l/),

(3.28)

u

where “fu locates only the nuclei within unit cell, and

X ( r ) = v c + 2 [ t;« ( r )- c ,e(r)].

(3.29)

The generalized Madelung potential uM(7 „) [175], which is due to all the charges in the
crystal except for nuclear charge at the site 7 „, is defined as:

- / A

*

-

?

e

<3-m >

With the use of lattice harmonics in muffin-tin spheres and star functions in interstitial
regions, the practical form for total energy is [173]:

E .- = f > , * .

r^ - < ? M T> + < t ( r ,)

i

a

-

5

^

^ p ( r ) x(r)dr-

JQ

J Q Xn(ra) pM(rQ)r*<fra

(3.31)

+ * MT(r a)<r(ra )j dra,

where Q m t is the number of electrons inside sphere a, <r(ra ) = 4irr 2 p(ra), and v^T(Aa) is
the spherical average of Coulomb potential on the surface of sphere a. Subscript I means
integration in interstitial regions only.
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P seu d opoten tials

Before the LAPW method was developed, the purely plane-wave based approach dominated
first-principles electronic structural calculations due to its simplicity. The major impedi
ment to the plane-wave method is because of the valence wavefunctions oscillate rapidly
near atomic nuclei as a result of orthogonalization to the core states. One way to circum
vent this difficulty is to replace the strong core potential with a weaker pseudopotential.
This pseudopotential acts on the pseudo-wavefunctions rather than the true valence wave
functions. It is based on the frozen-core approximation that most physical and chemical
properties of solids are essentially dependent only on the valence electrons.
The pseudopotential approximation has been widely used in modern first-principles
calculation [130, 126]. Early pseudopotentials were empirical, but now they are generated
from first-principles [130]. One of these first-principles pseudopotentials was introduced
by Hamann, Schluter and Chiang (HSC) [67], and they imposed these constraints [67] to
construct high quality pseudopotentials: (i) the pseudo-wavefunctions are nodeless for all
r; (ii) the pseudopotential and the real potential are identical for r beyond some core
radius rc; (iii) eigenvalues of the pseudo-valence states are the same as those of the true
valence states; (iv) the pseudo-valence wavefunctions and the real valence wavefunctions are
identical beyond rc; (v) integrals of the real charge density and the pseudo-charge density
up to rc are equal for each valence state (norm conservation). Norm conservation ensures
that the electrostatic and scattering properties of the pseudopotential are reproduced with
minimal errors when the pseudo-atom is placed in different chemical environments. The
schematic diagram in Fig. 3.1 shows the pseudopotential, the pseudo-wavefunction and the
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Figure 3.1: Schematic illustration of the pseudopotential and pseudo-wavefunction, re is the core
radius.
core radius r c.
The pseudopotential is dependent upon angular momentum value I since the true valence
wavefunctions have different eigenvalues for each 1 , and this type of pseudopotential is non
local. Each I will have its own r c, at which the matching conditions stated above are
satisfied. The quality of the pseudopotential is closely related to the values of rc; a small
rc results in more accurate pseudo-wavefunction simulating the true wavefunction near the
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nucleus, This pseudopotential is also acceptable for a larger variety of environments; this is
the issue of transferability. However smaller rc cause harder pseudopotentials and sharper
pseudo-wavefunctions, and therefore more plane-waves are required. This raises the issue of
efficiency. Some tradeoff must be made between transferability and efficiency when testing
a good value of r c.
The HSC method was later refined by Bachelet, Hamann and Schluter (BHS) [2], and
the BHS method yields high-quality pseudopotentials with good transferability. Kerker
[8 6 ] proposed a scheme which is simpler than that of BHS, yet produces pseudopotentials
of the same quality. Kerker constructed pseudopotentials by directly modifying atomic
valence wavefunctions rather than enforcing conditions on pseudo-wavefunctions via the
pseudopotential. Kerker pseudopotentials have the following two distinct qualities: (i)
the nodeless pseudo-wavefunction is equal to the true wavefunction beyond rc and it is
represented by a well-behaved analytical function inside r c. (ii) both the first and the second
derivatives of the radial pseudo-wavefunctions match the all-electron radial functions at rc.
The simplicity of Kerker pseudopotentials makes them a natural choice for use within the
LAPW method.
Although the LAPW method has no difficulty in handling the characteristics of core
regions, the incorporation of pseudopotentials in LAPW neglects the chemically inert core
states. Hamann [67] did computations on the bulk Si using LAPW with full potential
and pseudopotential, and two sets of results agree very well. More recently, LAPW force
formalism was derived by Yu, Singh, and Krakauer [180] for both the all-electron potential
and the pseudopotential. Their calculations on real materials showed excellent agreement
between these two schemes.
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In order to incorporate the pseudopotential into the LAPW formalism and to employ
the efficient Weinert scheme [174], the pseudopotential of atom a is split into local and
non-local parts

*S(r) = V?(r) + «SL(r) =

V£(r)

+ £

V ftr)

(3.32)

(=0

where

is an operator which projects out the component of the wavefunction having

angular momentum I. The local part can be written using the ionic potential Z ?a/r, to
define a much smoother local potential u“ (r):
7a
_±I°» + ^ ( r ) .
r

K (r)

(3.33)

The ionic potential then replaces the nuclear potential of the all-electron problem. Since
the redefined local potential u“ (r) may extend beyond the muffin-tin sphere slightly, it is
further decomposed as [180]:

(3.34)

u“ (r) =tna (r) +t5a (r),

where
u®(r) - (A a +• B a r 2 ) ,
w a {r)

r <

Ra

(3.35)

= <
0

r>Ra

,

and

Aa ■+■Bar 2 ,
v a (r)

r < Ra
(3.36)

= <
r > Ra
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where the coefficients Aa and B a are determined by imposing the continuity of uQ(r) and
its derivative at r = R^. Now ua (r) is smooth and slowly-varying, allowing the expansion
of the corresponding crystal counterpart V(r),

= E E c«(ip - r “ a

r d>

(3-37)

R

in terms of plane-waves only. It can be expressed in LAPW representations, i.e., in terms
of star functions and lattice harmonics.
Finally we have the expression for the total pseudopotential:

*«»(*) = E E
o

R

^

{ " “ (I1,- r ° -

r d

+ E u“ (ir - r ° I

r d Pi )

J

+

(

3

-38>

One will solve the Kohn-Sham equations with a new Hamiltonian H ,

ff = T + Vr1, ( r )+t>.ir(r )

where

(3.39)

is:

(3.40)
a

R

Here Z-*n substitutes Za in the expression of all-electron vt(r. The radial functions uj(r)
and their energy derivatives ii((r), are also obtained from a new muffin-tin portion of the
Hamiltonian:

t»f (r) Pi + V s (r) + t£ ( r ) ,

f f g b = T + U7«(r) + £
i

where S refers to the spherical part of each term.
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Atomic forces

To determine the ground state and vibration modes of a material, the direct method, map
ping out the Born-Oppenheimer energy surface, is prohibitively difficult for large systems,
if it is not impossible. Atomic force calculations can greatly speed up the search for the
ground state by using either the Car-Parrinello type of molecular dynamics simulations [24],
or by the conjugate gradient technique, and the later was implemented in the present work
and will be discussed in the next section. Once the structural energy minimum is deter
mined, the lattice dynamical properties can also be computed from phonon-like distortions,
or by the recently developed linear response method [181].
Unfortunately the LAPW method complicates the force formalism by using positiondependent basis functions, and as a result, force calculations within the LAPW method
were inaccessible until 1990’s [154, 180, 60]. In quantum mechanics, the force on a nucleus
includes the Hellmann-Feynman (HF) force and incomplete basis sets (IBS) corrections.
The HF force is given by the Hellmann-Feynman theorem,

and is the classical electrostatic force [72, 45]. IBS terms occur when incomplete basis
sets which are dependent upon atomic positions are used [79, 132]. Bendt et al. [12] first
gave a general description of atomic forces for any basis sets, and they also derived an
IBS correction expression for the case where the dependence of the Hamiltonian on atomic
positions is through the potential energy. The LAPW basis functions have discontinuity
on the second derivatives, so the kinetic energy has position dependent discontinuity. Soler
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et al. [154] and Yu et al. [180] derived different expressions for LAPW atomic forces, and
later Soler et al. [155] showed these two formalisms are essentially equivalent. Here we are
following the formalism by Yu et aL [180].
The force on atom a is evaluated by displacing the nucleus by a small amount St q and
calculating the resulting first-order changes in the components of the total energy:

SEW = ^ T iiS e i - j p ( r) 8vm (r) dr - F $ f • <*ra ,

(3.43)

i

where the effective potential vt(r(r) is the sum of the Coulomb potential vc(r) and the
exchange-correlation potential uKC(r). The HF force is given by

=*«£[/ r a -

-

The IBS contributions to 6Eu>t come from both the core and the valence parts. The
core states are fully relaxed in the radial direction, and so their IBS correction is due to the
non-spherical crystal potential,

-

f

d f(r )fe „ (r )* ]

= /o ? (r)W „ (r)< (r,

(3.45)
(3.46)

where p° corresponds to the core charge density. Both F “ore and F^p depend on an accurate
description of the / =

1

potential near the nucleus.

Expressed in the forms derived by Bendt et al. [12], the valence contributions of the IBS
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correction F^qs is:

F?bs = -

" / Pv(r)<fc,.ff( r ) d r

(3.47)

="

[<

H ~ e <!*> + < ^ H ~ £i l^ > + D “

where D f is the extra term due to the fact that the second derivative of basis functions is
not continuous at the muffin-tin sphere surface,

dSa.

(3.48)

The integral is over the surface of sphere a, while suffixes MT and I indicate that the
proper representation of basis functions is used within the muffin-tin and interstitial regions
respectively.
When the wavefunction is represented in the LAPW basis, moving atom a changes the
basis functions only inside of their muffin-tin spheres, giving

where the subscript G has been used to replace k, -F G. In the last term, variations in ut(r)
and U((r) are due to the change in the spherical component of the potential as the sphere
center is moved, is small [180], and is neglected. Finally, the valence IBS correction is given
by

Fras = - £

-

m f 'i £ ( ° - GO c?(G) Ci(G0 ( f e |H - e ^ u r
i
GG'

(V M H

- e»)hfc>MT - (

i>i\H -

£ < )|V ^ ) m t + D ? ] .
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This expression can be further simplified as:

F fB S

=

-

-

»

-

f

G '> C * ( ° ) C i ( G ' ) < * c l

H-

£ i|< A G ' ) M T

L G ,G '

^ G C T - ^ G 'r f S a ] +

J

(3.51)
«.,r(f)VPv(r)dr,

by combining the last three terms, grouping kinetic and potential energies, and using the
divergence theorem.

3.10

Structural optimization

The most common use of atomic force calculations is to relax electronic structures, i.e., to
locate a local energy minimum. One can make ions move along force directions until all
the residual forces are smaller than a tolerance. As the system approaches the minimum
point, the precision of force calculation must be increased lest ions fluctuate around their
equilibrium positions. Some ab initial iterative minimization techniques have been reviewed
by Ref. [126], among which the molecular dynamics (MD) method and the conjugate
gradients (CG) are widely used. In this dissertation, the CG method is used for structural
optimization since it converges the electronic configuration to its ground structure in far
fewer iterations than the MD method. Shewchuk produced a good comprehensive review
of the CG method [143].
The CG method is the most prominent iterative method for locating the minimum
point of a quadratic or a near quadratic form. For simplicity, we’ll study a symmetric and
positive-definite quadratic function /(x ),

/(x ) = j x - A - x ,
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where A is a matrix, and x is an n-dimensional vector. The gradient g(x) is:

Before discussing the CG method, the steepest descent method is introduced.

3.10.1

Steepest descent m ethod

Suppose the initial point is xi, the natural optimum direction d i is along the steepest
descent direction, i.e., the negative of the gradient at point Xi,

di = -g i = -

a /(x )
= —A • X[.
d x lx=Xl

(3.54)

One can do a line minimization to find the minimum point X2 along the search direction
d i, X2 = x i 4- /3 idi, where

is the first step size. The gradient at point X2 is orthogonal

to di:

g2 • di = 0,

(3.55)

where

= —A - X2 -

(3.56)

Combining these two equations above, we have:

X2 • A • di = 0.
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To find the minimum, one must perform a series of iterative line minimization along
directions di = - g ,, where g, is the gradient at point x,, and

di-di_i=0.

i > l

(3.58)

Although each iteration reduces the value of /(x ), the steepest descent method usually needs
a very large number of iterations to get close to the minimum, as illustrated schematically
in the top panel of Fig. 3.2 for a 2-dimensional anisotropic quadratic potential. The reason
for this poor performance is that each steepest descent direction is normal to the previous
one, and the new direction reintroduces errors proportional to previous directions. The CG
technique overcomes this difficulty.

3.10.2

C onjugate gradient m ethod

The CG method makes each line minimization step independent of previous steps. Suppose
we optimize /(x ) along a direction dx from initial point X ;. We know that the line minimum
X2 , X2 = xi + £idx, satisfies Eq. 3.57. Then we have:

(xx 4- 0 id i) • A • dx = 0 .

(3.59)

The subsequent minimization along some direction d 2 will yield a new line minimum X3 =
X2 4- 02<l2, where 02 satisfies X3 - A • d 2 = 0, which means:

(xx 4 - 0 \d \ 4- & d 2 ) ■A • d 2 = 0.

(3.60)

On the other hand, 0i and 02 can be obtained when minimizing f(x ) along directions
dx and d 2 from the differentiation of Eq. 3.52 with respect to 0\ and 02at point X3 =
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d e sc e n ts

CONJUGATE S9A0SNT

Figure 3.2: Schematic illustration of the steepest descent and conjugate gradient methods to
minimize an anisotropic harmonic potential.
x i + £ i d i + 02<l2:

( x i+ ^ id t+ ^ d a J - A -d i = 0 .

(3.61)

(xi +■^ id i + fii&i) *A *d 2 = 0 .

(3.62)

For consistency among Eqs. (3.59-3.62), and consequently for the minimization along d i
and d 2 to be independent, the following conditions must be satisfied,

d i A d

2

=d2 Adt=0,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

(3.63)

CHAPTER 3. THE LINEARIZED AUGMENTED PLANE-WAVE METHOD

67

and we call d i and d 2 to be conjugate to each other with respect to matrix A [58]. Eq. 3.63
can be easily generalized as,

d m A d n = dn - A d m = 0.

for m # n

(3.64)

Normally, weuse the sdeepest descent direction for the initial step, and the subsequent
conjugate direction d« is constructed from a linear combination of the new gradient gi and
the previous direction d,_i,

d, = - g j -i- 7 idj_i,

(3.65)

where,

z> 1
(3.66)

7« =
0

i=

,

1

following the Fletcher-Reeves formula [46]. Another formula for 7 « is of the Polak-Ribiere
style:

f c - i - f c - i

’

t >

1

(3.67)

7. =

0.

: =

1

For the linear CG method, i.e., function /(x ) has quadratic form, Fletcher-Reeves and
Polak-Ribi&re formulas are equivalent.
Since minimization along conjugate directions are independent, the dimensionality of the
vector space is decreased by 1 at each iteration. Therefore, the number of line minimization
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steps to reach minimum is equal to the dimensionality. As illustrated on the bottom of Fig.
3.2, two CG steps are needed for a 2-dimensional problem. In practice, for problems of high
dimensions, far fewer iterations than the dimensionality are required to locate the minimum
in many cases, compared to fax more steps than the dimensionality for the steepest descent
method.

3.10.3

N on-linear conjugate gradient m ethod

The CG method can also minimize any continuous function for which the gradient is ac
cessible. The non-linear CG method comes with fewer of convergence guarantees of the
linear CG method. The less similar /(x ) is to a quadratic form, the more quickly the
search direction loses conjugacy and the more iteration steps are needed. Because the CG
method generates at most n conjugate vectors in any n-dimensional space, the non-linear
CG method restarts CG generation every n iterations, especially for small n. The non-linear
CG method often uses the Polak-Ribiere formula to calculate new conjugate direction since
in most cases it converges much faster than the Fletcher-Reeves formula.
Another difficulty of the non-linear CG method lies in line minimization. For a quadratic
function, the cross-section along any direction d has a parabolic form, and the line minimum
can be found from values and gradients of two known points. The Secant method finds
the line

m in im u m

of a non-quadratic form by quadratic approximation and iterations. In

practice, a quick but inexact line search is often the best choice, i.e., a fixed small number
of Secant iterations.
Obviously atomic forces can be regarded as the negation of gradients of the total energy
function £toc with ion positions ( r i . r a , . .. ,r/v,) as variables. Ew is very complicated,
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Atomic Forces
CG

Atomic Positions
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Figure 3.3: Schematic illustration of our implementation of the conjugate gradient method.
including not only quadratic terms, but also quartic and higher order terms. Therefore a
non-linear CG method was implemented with Polak-Ribfere style to relax the ion positions.
As shown in Fig. 3.3, the CG code takes the calculated atomic forces (output from the
LAPW code) as the input, then generates the atomic positions of the next configuration,
which are the input of the LAPW code. Compared with the computing time used by the
LAPW code, the CPU time used by the CG code is negligible.
Every CG step consists of a line minimization, and the Secant method was used for line
search. The Secant method approximates that the projection of the atomic forces along
the line search direction is linear, and the configuration with zero projected force can be
obtained, if atomic forces of two configurations are known. For every line minimization,
only one Secant iteration was performed, i.e., each CG steps consists of twice LAPW selfconsistent calculations.
The computing time of structural optimization is proportional to JV4, where N is the
number of atoms. The structural symmetry affects the computing time dramatically. Low
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symmetry leads to longer computing time for every CG step, because more k-points are
needed in LAPW code; and it also causes more CG steps due to more independent internal
parameters.
In the Chapter 5, our CG code was tested for ground state calculations of BaTi0 3 of
different symmetries. It was found that the convergent speed is good, and the relaxed
structures are in good agreement with experimental data.
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Chapter 4

C om putation o f polarization
4.1

Macroscopic polarization

In many textbooks, the macroscopic polarization is defined as the dipole density P in a
crystal [1]. However it can not be defined as the dipole of a unit cell,

(4.1)

where fl is the unit cell volume, p(r) is the electronic density, ££0TC is core charge of
atom k, and k summation is over all the atomic positions. This quantity of a periodic
charge distribution is ill-defined [106], except when the charge distributions are localized
and neutral, such as in ionic or molecular crystals. The covalent crystals are the other
extreme, in which the electronic charge distribution is delocalized, and P depends upon
truncation and the shape of the unit cell, i.e., P is not a bulk property. Actually the
polarization defined in Eq. 4.1 is not complete. The total polarization consists of not only
the integrals of Eq. 4.1, but also contributions of charge transfer between the unit cells, i.e.,
a surface integral.
It is somewhat surprising that the variation of P defined in Eq. 4.1 indeed is measured
71
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and computed as bulk material property,

A P = A P | 0n + A P e i,

(4.2)

where

Ap ion =

£ Z £ ° " A r fc,

(4.3)

A P eI= i y ’rA p(r)dr.

(4.4)

5

From the definition above, A P has contributions both from the bulk and surface. One can
switch the definition of A P from charge to current [135], which is fundamentally related to
the phase of the wavefunction. Within a finite system, these two descriptions are equivalent;
while in an infinite crystal in the thermodynamic limit, the charge and current carry distinct
information. Therefore to evaluate A P, one must take account of the current flowing
through the unit cell, and the geometric phase, a quantum phase factor arising in a cyclic
adiabatic quantum evolution [15, 16], performs precisely this task.
Some macroscopic physical properties, such as the dielectric constant, piezoelectricity
and Bom effective charges, are the derivatives of P with respect to some perturbations.
So the polarization variation A P between two states is regarded as the basic quantity of
interest, which can be obtained from the ground-state electronic wavefunctions of these
two states. Even the spontaneous polarization of a ferroelectric material is the polarization
difference A P between two enantiomorphous metastable states measured via hysteresis
cycles shown in Fig. 1.3.
The first step towards a theory of polarization was made by Resta [135], who cast A P
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as an integrated macroscopic current. In King-smith and Vanderbilt’s historic paper [89],
they derived A P in terms of a geometric quantum phase (Berry’s phase [15, 16]). King*
smith and Vanderbilt’s elegant approach is easily applied to the density-functional based
first-principles calculations, as demonstrated in the piezoelectricity computations of real
materials [89, 39, 136, 137, 139, 140, 7]. In the next section, the Berry’s phase approach
[89] will be reviewed briefly.

4.2

Berry’s phase approach

The basic assumption of Berry’s phase theory is that there exists a continuous adiabatic
transformation connecting two crystal states, satisfying two conditions: ( 1 ) the macroscopic
electric field is zero, and (2 ) the crystal remains an insulator through the transformation.
We can parameterize the transformation by a variable A,

dPel(A)

where 0 and
theory,

1

(4.5)

denote the initial and the final states respectively. Based on the perturbation
can be derived as below [135]:

9 P«i (A) _

aa

E
[< ^ 1
n jt L
M

00

r

Ek E
E
n = l m = .V f+ l L
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where M is the number of occupied bands, and vt(r is the effective potential appearing in
the Kohn-Sham Eq. 2.64. Because

— — <V»i|plV»j> =

me

0>i\[H, r]|V»j) = (e» - «j) (V’iMV'j),

(4.7)

where me is the electron mass, and p is the momentum operator, we have

3 P « i«
d X

Here the derivative

is a well-defined bulk property, and the expression above may

be regarded as theadiabatic limit of a Kubo formula for the current[89, 49].
Periodic boundary conditions can be used at any value of A, and the Kohn-Sham orbitals
have the Bloch form:

“S .W -

<4-9>

King-Smith and Vanderbilt [89] have derived that:

A P el = P el( l ) - P el(0),

p *,<x) “

(4.10)

(4n)

The integral on the right-hand side of Eq. 4.10 is a well-defined quantity, and it has the form
of Berry’s phase of band n, which was first introduced by Zak et aL [183, 111]. King-Smith
and Vanderbilt first found that geometric phases of the Bloch orbitals have a fundamental
link to the macroscopic electronic polarization.
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For the case in which the Hamiltonians are identical at A = 0 and 1, «J,lJ(r) = e‘tfnku|l0J(r),
where phase factor 0„ic can be written as

+ k • R„. In this limit, from Eqs. 4.10

and 4.11, we can deduce that:
M
(4.12)

Therefore the change in polarization per unit cell for the transformation, where the Hamil
tonian goes back to itself, is quantized in unit of (e/fl)R. This is the well-known modulo
(e/f!)R ambiguity in the expression of A P. It can be eliminated by careful inspection in
most cases satisfying |A P | < |(e/fl)R i|, where R i is the shortest nonzero real-space lattice
vector.
When written in terms of Wannier functions, whX\ r), of the occupied bands, Eq. 4.11
is extremely simple [183, 111]. The Bloch functions u ^ ( r ) are related to Wannier functions

(4.13)

where R runs over all the real-space lattice vectors, and

(4.14)

A remarkably simple result is found by substituting Eq. 4.14 into Eq. 4.11,

(4.15)
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and the convergence of these integrals was proved by Blount [18]. The equation above and
Eq. 4.10 state that the change in polarization due to electronic band n is proportional to
the displacement of the charge center of Wannier functions wjiX\ r). Conceptually, the
true quantum mechanical system can be considered as an effective classical system of point
charges located at the charge center of Wannier functions, which plus ions satisfying the
Clausius-Mossotti model, i.e., both localized and neutral
However, direct evaluation of Eq. 4.11 is very difficult in numerical calculations since
the wavefunctions are only computed at a finite number of k-points in the Brillouin zone,
and the eigenvectors generated by diagonalization routines have no particular phase rela
tionship. King-Smith and Vanderbilt derived a simple and elegant strategy to circumvent
this difficulty [89]. One can choose a direction parallel to a reciprocal lattice vector, say
G z, and the component of A P along this direction is written

AP* = P jl ) - P < 0),
=

- ^

3

(4.16)

14>W (kz,ky)dkxdkv ,

(4.17)

where the variable 4^xHk*, ky) is defined as:

^ K k ^ k y ) = tan

J L | u<£)dkt ,

d tfhkx,ky) = Im ^lnjjdet((u(A)(*»,k y , m)|u(A)(**>ky, k f, n))) j .

Here the integral dkg of d u /d kg is discretized at a string of J k-points at k}

(4.18)

(4.19)

=

jG t /J , j =

0,1,... , J —1. Eq. 4.19 has a determinant of the M x M matrix, and the product over
j in Eq. 4.19 is independent of the wavefunction phases. This approach was previously
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(a)

(b)

Figure 4.1: Electronic Berry’s phase (solid line) and the ionic contribution (dashed line) in ferro
electric KNbOs (by Resta [138]). The shaded sectors are the total phase, (a) The origin at the Nb
atom; (b) the origin at the K atom.
implemented in our LAPW code.
Before wrapping up this section, let me emphasize that the genuine macroscopic ob
servable is A P rather than AP«i. The bare ionic part can be calculated from Eq. 4.3. For
the same internal distortion of a crystal, while keeping different atoms as the origin, one
will obtain different values for the ionic contribution AP;on< and in the meantime AP«i also
have distinct values. But the sums of the two components, A P , is equivalent (by a modulo
eR /fl), as shown in Fig. 4.1.

4.3

Born effective charges

The Born effective charge (transverse charge, dynamic charge) Z*, which describes the
modification of macroscopic polarization due to a sublattice distortion, was first introduced
by Born and Huang [19] in 1933. It is a fundamental quantity in the lattice dynamics
because it is related to the atomic displacement and monitors the long-range Coulomb
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interaction responsible for the transverse and longitudinal optical phonon splitting [19]. Z*
is related to the static charge, and it also includes a contribution from dynamic charge
transfer. The static charge is an ill-defined concept in covalent crystals, where delocalized
electronic distributions complicate the partition into individual atoms, and quite a few
different criteria have been proposed to define the static charge [115, 75, 3, 70]. On the
other hand, there are unambiguous ways to extract the amplitude of Z* from experiments.
Z* are defined as the change of macroscopic polarization generated by unit atomic
sublattice displacements,

Z» = o
k't ] ~ d r kJ E= 0

= Z£ore + f l ^ L
^

(4.20)
E=0

where Cl is the volume of the unit cell, rkj denotes the displacement of atom k in the
direction j, and Z£ore is the core ionic charge. Although Z* were empirically discussed and
computed since 1970s [70], it was not until the 1990s that the first-principles approaches
were able to calculate the accurate values [5, 61, 89]. Recently the variation of macroscopic
polarization can be calculated from first-principles by the Berry’s phase method [89], and
this approach greatly wimplifips the calculation of Z". One can move an atom in a unit
cell and calculate the difference of polarization A P. The results obtained from the Berry’s
phase approach satisfy the acoustic sum rule:

k

(4-21>

where k sums over all the atoms in the unit cell. Eq. 4.21 is a consequence of the charge
neutrality.
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Z* are anomalously large in the family of ABO3 compounds, and the magnitudes of Z*
of some atoms can be more than twice as large as their nominal ionic charges [136, 184,
53, 54, 55, 139, 140]. This surprising feature is explained by the contributions of charge
transfer terms due to the dynamic changes of hybridization [56]. Ghosez et al. [55] studied
BaTi0 3 and SrTiOs by band-by-band decomposition, and they found that the hybridization
between O 2p and Ti 3d states leads to large ZV The Born effective charges are sensitive to
the structural symmetry [172, 55], and Wang et al. [172] calculated Z* of KNbOs and found
the difference of Z* could be as big as 27% between the paraelectric cubic and ferroelectric
tetragonal and rhombohedral phases. On the other hand, Z* are much less sensitive to
isotropic pressure.
Z* can be used to estimate the spontaneous polarization P s:

(4.22)

where A t * j is the displacement along direction j of atom k moving from a centrosymmetric
paraelectric structure. As mentioned in the previous section, the Berry’s phase approach
gives a modulo (e/H )R ambiguity in the value of electronic polarization. One may not
avoid it because in many cases P , does not satisfy |P a| <£ |(e/fl)R |. Although the value of
P a obtained from Eq. 4.22 is approximate, it is usually good enough to determine on which
branch P . is located.
The Born effective charge is one of the crucial quantities in lattice dynamics, e.g., the
longitudinal-optical (LO) phonon frequencies are obtained from a dynamical matrix, which
is a combination of a zone-center term DTO, and a long-range Coulomb interaction term
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[19, 129]:
4ir
( Z- - q) a ( Z - q ) g
n TO i
D TO
iajfi ~ Uiaj& + Ry/MiMj
q e<x q
where Mi is the mass of atom i,

(4.23)

is the dielectric tensor, and q is the phonon wave vector.

Z ’ are also useful in the theory of piezoelectricity, which is introduced in the next section.

4.4

Theory o f piezoelectricity

In Chapter 1 the piezoelectric tensor element e,* is defined in Eq. 1.26, and in the absence
of external macroscopic electric field, it can be calculated from Eq. 1.34,

= a£ , where

the subscript v is in the Voigt notation. Most of the following derivations come from Ref.
[139]. ej„ can be further separated into two parts: a homogeneous (clamped-ion) strain
contribution evaluated at vanishing internal distortion of u [59, 14, 139], and an internal
strain term that is due to the relative displacements of differently charged sub-lattices:

l/t

(4.24)

where the homogeneous part:

(4.25)

and the internal strain part:

ei

ifL
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where Q is the volume, a, is the lattice parameter, the internal parameters n*,, are defined
as T/t'i = Uk'itii, and fc goes through all the atoms.
The piezoelectric tensor defined in Eq. 1.34 is an improper piezoelectric tensor in the
sense that the changes of macroscopic polarization are due to the rotation or dilation of the
spontaneous polarization [116, 117]. The proper piezoelectric tensor is defined as [166]:

• & * - &

(4 2 7 )

where J is the current density that flows through the bulk of the sample in adiabatic response
to a slow deformation i = de/dt. According to Refs. [116, 117], the proper polarization of
a ferroelectric or pyroelectric material is given by:

P? = P i - Y ,

~

j

( 4 -28 )

and the proper piezoelectric tensor can be derived as:

efjk ~

&jkPi ~ &ijPk'

(4*29)

SdghirSzabd et al. [139] gave definite expressions of some proper piezoelectric constants e*,
of interest as:

eft = e „ + PS, ef3 = eu + P?, ef5 = et 5 - PJ,

and

=

633

(4.30)

and eft = e u . Bear in mind that the improper and proper piezoelectric

constants differ only in the homogeneous part, e.g., the proper homogeneous expression for
ejj can be written as ef{hom =

+ P j, and ef!Jhom = ejg™ - P |.
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There are both direct and indirect methods to determine piezoelectric tensor elements.
In the direct approach the polarization difference is computed as a function of strain, with
the internal coordinates optimized at each strain. The electronic part A.F* 1 can be obtained
from Berry’s phase approach, and the ionic part AP,}0n can be calculated from atomic
displacements:

= i X X " *74.i = |

X ^2 T * Autii.

(4.31)

The slope of A P vs strain is the piezoelectric constant. The applied strains e are typically
in the range of ±1%, so A P satisfy that |A P|

|eR /fi|, and the ambiguity in Berry’s

phase calculation can be eliminated.
In the indirect approach, one can evaluate the clamped-ion term from polarization dif
ferences as a function of strain, with the internal parameters kept fixed, and the internal
strain term can be calculated after determining the elements of the dynamical transverse
charge tensor and the variations of internal coordinates u» as a function of strain, as ex
pressed in Eq. 4.26. In practice, often the normalization 52
a constant to each term of 52

— 0 is chosen by adding

• The summation in Eq. 4.26 does not change because

52
= 0- This convention is used to identify each atom’s contribution, e.g., in Ref. [7],
k
BeUaiche et al found the enhancement of 6 3 3 in PMN-PT mainly arises from very large
response of the internal coordinates of Pb, Ti, Nb and O atoms.
Until now the signs of polarization, Boro effective charge and piezoelectric constants
remain undefined. Actually we need only determine the sign of polarization, and the others
can be derived accordingly. The natural choice is to set the spontaneous polarization direc
tion as the positive direction, as is implied in former first-principles calculations [139,140,7].
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Chapter 5

Validation o f m ethodology
5.1

In trod u ction

We first performed first-principles calculations on BaTi0 3 to test the newly developed
conjugate gradient computer code. Calculations of polarization were carried out with the
Berry’s phase code. Perovskite BaTi0 3 , one of the most important ferroelectrics widely
used in industry for its dielectric properties, has been intensively studied [34,

88,

56, 50].

It has a paraelectric cubic phase (space group PmZm) at high temperature and undergoes
a sequence of three ferroelectric phase transitions when the temperature is decreased (see
Fig. 5.1) [102]. The first ferroelectric phase has tetragonal structure (space group P4mm)
with transition temperature 130°C- This phase remains stable until 5°C, where the second
ferroelectric phase occurs, which has the orthorhombic structure (space group Pm m 2). The
last ferroelectric phase arises at -90°C, and is rhombohedral (space group P 3m l). Each
ferroelectric phase transition is accompanied by a macroscopic strain and small atomic
displacements. The spontaneous polarization of these ferroelectric phases is aligned along
[001], [011] and [111] respectively as shown in Fig 5.1.
In this section, we report the first-principles results of structural parameters, total energy

83
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I

IV

III

Figure 5.1: Pseudo-cubic unit cell of the cubic phase (I) and three ferroelectric phases: the tetrag
onal phase (II), the orthorhombic phase (HI) and the rhombohedral phase (IV). The arrows show
the direction of P (.
and spontaneous polarization of each optimized ferroelectric phase structures. Born effective
charges and piezoelectric constants were computed for the tetragonal phase only. The all
electron full-potential ab initio Linearized augmented plane-wave with the local orbital
extension (LAPW+LO) method within the local density approximation (LDA) was used
[149], and the semi-core states with local orbital extension include Ba 5s, 5p, T i 3s, 3p
and O 2s. The Hedin-Lundqvist [71] exchange-correlation parameterization was used. The
value of RKrmx was 8.3, and the muffin-tin radii were set to 2.00, 1.85, 1.60 a.u. for Ba, Ti
and O respectively. About 1000 plane-waves were used. The special k points method [114]
was used to sample the Brillouin zone with a

6

x

6

x

6

mesh. We relaxed structures until
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the force on each atom is less than 0 .1 mRy/a.u. (2 .6 meV/A).

5.2

Ground states

We kept the volume fixed at the experimental value of the cubic structure, which has a
lattice constant 4.00 A. In units of lattice constants, the atomic positions in the cubic
structure are (0, 0, 0) for Ba, (0.5, 0.5, 0.5) for Ti, and (0.5, 0.5, 0), (0.5, 0, 0.5) and (0, 0.5,
0.5) for three O atoms. Without loss of generality, we chose Ba as a fixed reference point
(0 , 0 , 0 ) for structural optimization.
For the tetragonal structure, we can write the atomic positions in lattice constants a,
a, c as: (0.5, 0.5, 0.5+<5ri) for Ti, (0.5, 0.5, <5i) for Oi, and (0.5, 0, 0.5+6n) and (0, 0.5,
0 .5 + 611 )

for O2 and O 3 . The experimental value of the c/a ratio is 1.01, while our optimized

value is 1.02. We label the tetragonal structure with c/a = 1.01 T i, and T 2 for c/a = 1.02.
We optimized internal parameters for both structures, and results are given in Table 5.1.
The atomic positions in the orthorhombic structure are (0.5, 0.5+6ri, 0.5+6-r) for Ti,
(0.5, 0.5+6i, 6 n) for Oi, (0.5,

611 ,

0.5+ 6 1 ) for O 2 , and (0 , 0.5+6m, 0.5+6m) for O 3 in units

of lattice constants of the pseudo-cubic 5-atom primitive cell, a, b and c in Table 5.2 are
the lattice constants of the 10-atom conventional cell. The optimized internal parameters
are shown in Table 5.2.
The last ferroelectric phase has the rhombohedral structure with internal parameters
(0.5+6n. 0.5+^rij 0.5+£n) for Ti, (0.5+6t, 0.5+6t> 6 n) for Oj, (0.5+6j, 6 n> 0.5+6i) for O2 ,
and (6 n, 0.5+6j, 0.5+60 for O3 . The optimized internal parameters are given in Ihble 5.3.
Data in these three tables (Thble 5.1, Table 5.2 and Table 5.3) suggest that our theo-
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TWble 5.1: Lattice constants (A) and atomic displacements of tetragonal phase of BaTiOj. The
energy difference (E —Ee) is in mRy, and Ec is the total energy of the cubic structure.
Ti
t 2
Exp. [97]
Exp. [69]

a
3.986
3.974
3.986
3.994

c
4.026
4.053
4.026
4.036

a/c
1 .0 1
1 .0 2
1 .0 1
1 .0 1

<5t «
0.013
0.015
0.0135
0.0215

£1

<*i i

•0.028
-0.033
-0.0250
-0.0233

-0.018
-0 . 0 2 0
-0.0150
-0 . 0 1 0 0

( E - E c)
-1.43
-1.67

Ik b le 5.2: Lattice constants (A) and atomic displacements of orthorhombic phase of BaTiOs- The
energy difference {E —Ee) is in mRy.

Exp. [69]

a
3.977
3.984

6

5.664
5.674

c
5.682
5.692

£r
0.014
0.0079

<$l
-0.024
-0.0233

£11

-0.014
-0.0146

<Jm
-0.016
-0.0145

( E - E c)
-1.92

retical optimized internal parameters are in good agreement with experimental values for
three ferroelectric phases respectively, and as a m atter of fact, our computed atomic dis
placements tend to overestimate the experimental data. We also found that the elongation
of c axis favors larger displacements of Ti and O atoms in the tetragonal phase by com
paring internal parameters of T j and T 2 . The total energy of each of these phases was
computed, and it decreases as a sequence of cubic, T i, T 2 , orthorhombic and rhombohedral phases, in agreement with the observed sequence of ferroelectric phase transition. The
energy difference of T 2 and rhombohedral phase is 0.38 mRy (5.2meV), compatible with
6.4meV computed by Fu and Cohen [50].
The spontaneous polarization in the three ferroelectric phases were computed from the
Berry’s phase approach. The k-space integrations were made on a uniform 4 x 4 x 20 kpoint mesh. As seen in Ikbie 5.4, our theoretical results agree with those of Ghosez’ [56]
very well. Compared with the experimental data, our theoretical results are only in relative
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Tbble 5.3: Lattice constants (A) and atomic displacements of rhombohedral phase of BaTiOj. The
energy difference (E —Ec) is in mRy.

Exp. [74]

a
4.000
4.001

a
90.00°
89.87°

<Sxi
-0.011
-0.013

0.013
0.011

^ii
(E —Ec)
0.020
-2.05
0.018_________

Table 5.4: Spontaneous polarization (C/m3) in the three ferroelectric phases of BaTiOs.
Tetragonal (Ti) Orthorhombic Rhombohedral
0.325
0.387
0.402
Ref. [56]
0.340
0.397
0.402
Exp. [176]__________ 0.263__________0.307_________ 0.335

agreement. The overestimation of atomic displacements may contribute to the discrepancy.

5.3

Convergence of the CG method

The total energy converges by conjugate gradient relaxation is shown in Pig. 5.2. For
each ferroelectric phase, starting with two set of different initial atomic positions leads to
converging at almost the same total energy by the same number of CG steps, and the
final configurations are very dose. This demonstrates th at the BaTiOs system can be well
relaxed fay our CG code. On the other hand, for the tetragonal and rhombohedral phases,
there are 3 independent internal parameters, and both take 4 CG steps. The number of the
independent internal parameters of the orthorhombic phase is 4, and it takes

6

CG steps.

This demonstrates that the total CG steps are approximately proportional to the number
of independent internal parameters. As a matter of fact, the convergence condition is not
necessary as small as every force less than

0 .1

mRy/A. King-Smith et aL [8 8 ] used ImRy/A

and their results are very dose to ours. If the criterion 0 .5 mRy/A is used, the CG steps
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« rhombohedral
« rhombohedral
*-----* orthorhombic
a----- a orthorhombic
■-----■ tetragonal
a tetragonal

2

4

conjugate gradient step
Figure 5.2: Convergence of the conjugate gradient method for BaTiOs at tetragonal phase (solid
lines), orthorhombic phase (long-dashed lines) and rhombohedral phase (dotted lines).
need for relaxing the tetragonal, rhombohedral and orthorhombic phases are 3, 3 and 4
respectively.

5.4

Piezoelectricity of tetragonal BaTiOs

We did the calculation on tetragonal (Ti) BaTiOs to obtain Born effective charges and
piezoelectricity. Bora effective charges axe shown in Table 5.5. Our results satisfy the
acoustic sum rule,

The anomalously large Born effective charges are evident
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Table 5.5: Born effective charges of tetragonal P4mm BaTiOs.
Atom
Ba
Ti
0 ,
O 2 /O 3

nominal
2

4
-2
-2

2.75
6.89
-1.99 / -1.99
-2.12x / -2.14

1
1

Ziv
2.75
6.89
-1.99
-5.53,| / -5.53

1

3.08
5.79
-4.91
-1.98

z ;,
/ 2.82 1
/ 5.81 1
/ -4-73 1
/ -1.95 1

x marks the atomic displacement direction perpendicular to the Ti-0 bond in the xy plane,
ij indicates the atomic displacement along the T i-0 bond.
* Ref. [56], LDA pseudopotential results at the experimental volume and structural param
eters.

for Ti and O atoms. An interesting phenomena is that the magnitude of the Born effective
charge of Ojj is more than twice as big as that of Ox, where Zq|( and

are associated

with the direction parallel and perpendicular to the Ti-O bond, since the hybridization
between O 2p and Ti 3d states occurs along the T i-0 bond direction and strong dynamic
charge transfer takes place along this bond. This also explains the large value of Zfj.
The Z* were used to calculate the internal strain part of piezoelectric constants by
Eq. 4.26. We also used the direct method, and no significant difference was found. Table
5.6 contains the computed total and proper total piezoelectric tensor elements and the ex
perimental data of single-crystal BaTiOs at room temperature. Our theoretical value of
«33

(3.29 C/m 2) agrees with the experimental value (3.66 C/m 2) very well. The clamp-ion

contribution is -0.60 C /m 2, while the internal strain contribution is 3.89 C/m 2, much big
ger and with an opposite sign. The theoretical values of ezi and eis are in poor agreement
with the experimental data of single-crystal BaTiOs. The magnitudes of theoretical e3 i
and eis are way too small. A possible reason is that we did the calculation at OK tempera
ture, while the experimental data are measured at room temperature. At low temperatures
BaTiOs >s rhombohedral, and the theoretical piezoelectric constants of this phase may agree
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Table 5.6: Piezoelectric tensor elements (C/m3) of tetragonal P4m m BaTiOs (c/a = 1.01).
€33

Homogeneous
Proper homogeneous
Internal Strain
Total
Proper total
Exp. [179]

-0.60
-0.60
3.89
3.29
3.29
3.66

631
-0.24
0.09
-0.43
-0.67
-0.34
-2.68

615
0.13
-0.20
1.29
1.42
1.09
21.3

with measured data of the rhombohedral phases. In the experiments at room temperature,
the applied electric field may cause the polarization to be aligned along the direction of
orthorhombic or rhombohedral phase. We didn’t do any more computation for rhombohe
dral phase. Instead we did calculations on the tetragonal PbTiOs, and our proper total
633

= 4.08 C/m2 agrees well with Sighi-Szabo and Cohen’s 3.61 C/m2 [139], Bellaiche and

Vanderbilt’s 3.8 C/m2 [7], as well as experimental data.

5.5

Summary

In this short chapter, we verified the theoretical methods employed. First-principles calcu
lations on BaTiOs using LAPW+LO reproduced the three ferroelectric phases by structural
optimization using calculated forces and total energies. Atomic displacements are in good
agreement with experimental data. The total energy calculations show the correct sequence
of ferroelectric phases. We also computed the spontaneous polarization, Born effective
charges and piezoelectric constants, good agreement was made for all quantities, except for
reasons discussed.
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Chapter 6

Piezoelectricity and polarization
rotation in PZT
6.1

Introduction

Complex perovskite alloys of A(B' B” ) 0 3 and A(B’B"

have been extensively stud

ied and widely used in industry because of their excellent piezoelectric properties close
to the morphotropic phase boundary (MPB). Examples include Pb(Zri_xTi* ) 0 3 (PZT)
[162], which is currently used in acoustic sensors and transducers, (l-x)Pb(Znl/ 3 Nb2 / 3 )0 3 xPbTiOa (PZN-PT) and (l-x)Pb(Mn 1 / 3 Nb3 / 3 )0 3 -xPbTi 0 3 (PMN-PT) [125], which are
promising to revolutionize acoustic sensors and transducers. All these materials exhibit re
markably large piezoelectric constants and extraordinarily high levels of electromechanical
coupling and strain [125].
Previous first-principles calculations have largely calculated only collinear piezoelectric
constants, in which the change in polarization direction is parallel to the initial polarization
direction [139, 140,7]. For example, Sdghi-Szabd et aL calculated es3 (P4mm) = 4.81 C /m 2
and eas (/4mm) = 3.60 C /m 2 for single-crystal tetragonal PZT 50/50 [140]. Employing the
91
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virtual crystal approximation (VCA) within the DFT, Bellaiche and Vanderbilt [9] obtained
ejy = 4.4 C/m 2 for tetragonal PZT 50/50. However the measured value of poled, pure, ce
ramic PZT 50/50 [13, 189] is more than twice as large as the first-principles results. The
piezoelectric coefficients of ceramic PZT could be approximated from the angular average of
those of single-crystal PZT. Du et al. discussed the large anisotropy of piezoelectric coeffi
cients of PZT [44], and especially their phenomenological results suggest large piezoelectric
coefficients

^33

for single-crystal PZT.

Recently, polarization rotation was considered as the origin of high piezoelectric re
sponse. It was first advanced by Park et aL to explain the giant piezoelectric response in
single-crystal piezoelectrics PZN-PT and PMN-PT [125], and theoretically it was empha
sized by first-principles calculations in BaTiOs by Fu et al. [50]. Polarization rotation via a
monoclinic phase in PZN-8 %PT occurs when an electric field is applied along the pseudocubic [0 0 1 ] direction, instead of the [1 1 1 ] direction in which the spontaneous polarization
is located [122]. Fu et aL [50] found that large strain response is induced by an external
electric field through polarization rotation, while the strain response for the electric field
along the spontaneous polarization direction is small [50]. Their strain-vs-field curve along
the lower free energy path (path 2 in Fig. 6.1) is qualitatively similar to what is observed
in PZN-8 %PT [125], as seen in Fig. 6.1. Actually the electric field calculated for BaTiOs is
much stronger than the measured one for PZN-8 %PT by noting th at lmV/A = lOOKV/cm.
By poling both tetragonal (T) and rhombohedral (R) PZT at high temperature, Guo et
al. found that a monoclinic (M) phase is induced and it is partially retained at room tem
perature after the electric field is removed [64]. On the other hand, unpoled PZT shows a
monoclinic phase from x — 0.46 to z * 0.52 at low temperature [121]. By means of the
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Figure 6.1: Strain response under the electric field (by Fu and Cohen [50]). (a) Theoretical results
[50] for BaTiOs along two possible paths, and path 2 has lower free energy. Doted lines with solid
symbols are directly from calculations; while solid curves are analytical fit. (b) Experimental data
for PZN-895PT [125].
eighth-order Devonshire theory, Vanderbilt et aL predicted three types of monoclinic phases,
namely Ma, Mb and Me, in which, Ma and Me correspond to the monoclinic phases found
in PZT and PZN-PT respectively [167].
Bellaiche et al. found a low temperature Ma monoclinic phase in PZT close to MPB
using the first-principles derived effective Hamiltonian method [8 ]. They calculated a large
value of dis in single-crystal PZT. Using an angular average of their calculated dis,

<<31

and

d3 3 to simulate a ceramic sample, they obtained good agreement with the measured value
of di3 in tetragonal ceramic PZT near the MPB. They also found that applying an electric
field along pseudo-cubic [1 1 1 ] direction introduces the expected phase transition sequence
T-Ma-R- Their effective Hamiltonian method is based only on polar modes and does not
include the antiferrodistortive (AFD) instabilities, as emphasised by Fbrnari and Singh [47].
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Figure 6.3: PZT phase diagram dose to the MPB (by Noheda et a t [119]). The open symbols were
reported by J&ffe et al. [81], and the solid symbols represent the preliminary modification including
the monoclinic phase proposed by Noheda et aL for * = 0.48 [119] and x = 0.50 [120].
In the present approach, all such microscopic interactions are included. However, effects due
to the B-site disorder are neglected. The two approaches dearly complement each other.
As defined by Jaffe et aL and seen in Fig. 1.5, the MPB of PZT is a nearly vertical line
close to x = 0.5, which separates a Ti-rich tetragonal phase and a Zr-rich rhombohedral
phase [81]. The newly found monoclinic phase exists just between the tetragonal and
rhombohedral phases [119, 64, 121], as shown in Fig. 6.2. It provides a bridge connecting
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the tetragonal and rhombohedral phases, and it is also a key proof to polarization rotation.
The conventional monoclinic unit cell is doubled with respect to the primitive tetragonal
cell. Its lattice vectors am and bm are along the pseudo-cubic [110] and [110] directions
respectively, and cm is directed very close to [001] direction, tilted away by a small angle
(less than 0.5°), and the difference of magnitudes am and 6m is also small (~ 0.2%). It
has space group Cm , with a pseudo-cubic (110) mirror plane. The space group Cm is
the subgroup of both PAmm and RZm, which are the space groups of tetragonal and
rhombohedral phases respectively. These are the reasons why we used a tetragonal 10-atom
unit cell, and constrained it with the C m space group.
The size and charge differences between the B-site cations may have an effect on the Bsite ordering. Bigger differences favor long-range ordering, e.g., the [lll]i;i B-site ordering in
Pb(Mgl/ 3 Nb2 / 3 ) 0 3 (PMN) [80, 32] and the [lll]i :2 ordering in Ba(Mgi/3Nt>2/3)0 3 (BMN)
[29], both show B-site ordering and the A-sites influences which type. Since the sizes
and charges of Zr and Ti cations are similar, the long-range B-site ordering in PZT is
not expected, and it hasn’t been observed experimentally [40]. We chase the [001]m Bsite ordering for computational simplicity. Keep in mind that long-range ordering may
affect the properties of ferroelectrics. Chen et al. reported that long-range B-site ordering
with short coherence length can cause relaxor-type behavior, while B-site disorder or long
coherence length may result in ferroelectric or antiferroelectric properties [31]. We did not
try any other ordering, and we anticipate there is no significant difference of piezoelectricity
for differently ordered PZT. As calculated by S4ghi-Szab6 et alAor tetragonal PZT 50/50,
£3 3

{PAmm) = 4.81 C/m 2 and

£33

(/4mm) = 3.60 C/m 2, where space groups P4mm and

/4m m correspond to [001] m and [lll]i:i ordering respectively [140]. Our computations
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were carried out at zero temperature, which ignores finite temperature effects.

6.2

M ethods

As mentioned, the all-electron full-potential ab initio linearized augmented plane wave with
local orbital extension (LAPW+LO) method within local density approximation (LDA) is
used [149]. Local orbitals allow one to eliminate the ghost states and treat semi-core and
valence bands in a single energy window. The semi-core states with local orbital extension
include Zr 4s, 4p, Ti 3s, 3p and O 2s. The core states were calculated self-consistently
in the crystal potential, fully relativistically, and the valence states were treated semirelativistically. The Wigner exchange-correlation parameterization was used. The value
of RKmoz was 6.5, and the muffin-tin radii were set to 1.85, 1.65, 1.65, 1.55 a.u. for
Pb, Zr, Ti and O respectively. About 1200 plane-waves were used. The special k points
method [114] was used to sample Brillouin zone with a 4 x 4 x 4 mesh. The volume is kept
fixed at the experimental value of low temperature micro-crystalline monoclinic PZT 50/50
[121]. Atomic forces following the formulation of Yu et aL [180] were calculated, and we
implemented the conjugate gradient method with Secant and Polak-Rib&re style to relax
the PZT system. The convergent condition is every atomic force smaller than lmRy/a.u.
(25.7meV/A).
The 10-atom primitive unit cell of [001]i:i B-site ordered PZT 50/50 has lattice vectors
R i — a[l,0,0], R 2 = a[0,1,0] and R 3 = c[0,0,2], where a is the lattice parameter, and
c/a is the “tetragonal” axial ratio, corresponding to Ct/at,

2 v /2 cm/ ( a m

+ bm) and 1 , in

the tetragonal, monoclinic and rhombohedral cases respectively. The refined experimental
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monoclinic unit cell with lattice parameters

am, bm and Cm. The primitive unit cell we studied corresponds to a conventional 20-atom
monoclinic cell, whose lattice vectors are A i = a[l, 1 , 0 ], A 2 = a[l, 1 , 0 ] and A 3 = c[0 , 0 , 2 ].
The total closed circuit (zero field) macroscopic polarization of a strained sample P T can
be expressed as P? = P f+ eive„, where P f is the spontaneous polarization of the unstrained
sample, e„ is the strain tensor element, and

defines the piezoelectric tensor elements in

Voigt notation [105]. The tetragonal PAmm PZT only has three independent piezoelectric
tensor components: e3 i = eyz,

633

and eis. e 3 i and

£33

describe the zero field polarization

induced along the z axis when the crystal is uniformly strained in the basal xy plane or along
the z axis respectively, and eis measures the change of polarization perpendicular to the z
axis induced by shear strain. The monoclinic Cm PZT has ten independent piezoelectric
tensor components [118], and we studied 7 of them:

633,

e3 i, e3 2 , e ^ , e u , ei 2 and e ^ .

The first subscript i = 1, 2 and 3 here denotes the directions of conventional monociinic
unit cell lattice vectors A i, A 2 and A 3 respectively. For instance, ei 3 and eis describe the
induced polarization along pseudo-cubic [1 1 0 ] direction by a strain along the z axis and a
shear strain respectively. The theory of piezoelectricity was introduced in section 3 and 4
of Chapter 4. Both the direct and indirect methods were used and there is no significant
difference, as expected for small applied strains (typically less than ±1%). The k-space
integrations in the Berry’s phase calculations for PZT were made on a uniform 4 x 4 x 12
k-point mesh.
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Results and discussions

6.3.1

I n te r n a l s tr u c t u r e o f m o n o c lin ic P Z T

The upper part of Table

6 .1

contains the optimized theoretical internal parameters of a

10-atom cell of monoclinic PZT 50/50 at the experimental value of c/a = 1.035 and experi
mental volume [119]. To compare them with experimental data, we calculated the internal
coordinates of every atom with respect to Pb atoms for each 5-atom cell, and expressed
the average internal coordinates in terms of monoclinic vectors. Our results agree with the
measurements of ceramic PZT 52/48 [119] very well, as seen in the middle and lower parts
of Table 6.1. We also present the structural coordinates for tetragonal PAmm phase at
c/a = 1.045, which are shown on the upper right of Table 6.1 in parentheses.

6.3.2

T e tra g o n a l PAm m P Z T

We first carried out our calculation on tetragonal PAmm PZT 50/50. We relaxed it with
different values of c/a and found the optimum structure has a c/a = 1.045, which is in
reasonable agreement with the experimental value of c/a = 1.029 for PZT 50/50 at room
temperature [121]. This configuration with optimized internal parameters serves as the
reference for further polarization calculations. The theoretical spontaneous polarization is
equal to 0.81 C/m 2, which is consistent with 0.74 C/m 2 obtained by S6 ghi-Szab6 et aL [140]
at the experimental value of c/a using the GGA, and smaller than 0.88 C/m 2 computed for
P bT i0 3 (PT) by Sighi-Szabd et aL also [139].
Bora effective charges were obtained from changes of macroscopic polarization induced
by small displacements of atomic sub-lattices. Our results shown in Table 6.2 satisfy the
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Thble 6.1: Structural parameters of monodinic Cm PZT 50/50 (c/a = 1.035).
Atom 1
«Pb
Upb
UZr
UTi
«O j
UO«
«O s

X

0
0.003
0.534
0.520
0.557
0.561
0.553
0.555

Atom 2
U pb

“Zr/Ti
U o,
«o3

0

0.526
0.299
0.557

Atom 3
upb

“Zr/Ti
UO3

0

0.523
0.288
0.552

y
0
0.003
0.534
0.520
0.040
0.561
0.049
0.555
Vm
0
0
0.255
0
i/m
0
0
0.243
0

z

(z 4)

0
0.529
0.245
0.741
0.199
0.487
0.719
0.959

(0)
(0.531)
(0.242)
(0.735)
(0.186)
(0.477)
(0.708)
(0.949)

0
0.457
0.389
•0.084
Zm
0
0.449
0.373
-0.099

1 Internal coordinates (u) are given in terms of the lattice constants of tetragonal 10-atom
unit cell.
2 Internal coordinates (u) are given in terms of the lattice vectors of monoclinic 5-atom unit
cell, average results of the data in upper table.
3 Ref. [119], structure refinement results of monoclinic C m ceramic PbZro.52Tio.4s a t 20 K,
2>/2Cm/(flm +hm) = 1-023.
4 Values in parentheses are the structural coordinates for tetragonal PAmm phase at c/a =
1.045.
acoustic sum rule,

= 0, indicating that the calculations are well converged with

respect to computational conditions. Compared with those calculated in PT [139] and
PMN-PT [7], the Born effective charges of the same atom in different ferroelectric materials
have similar values. Bom effective charges in general are the mixed second derivatives
of a suitable thermodynamic potential with respect to atomic displacements and electric
field. While many ionic oxides have Bom effective charges close to their static value [131],
ferroelectric perovskites display anomalously large dynamical charges [184, 136, 139, 140],
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Tfeble 6.2: Born effective charges for tetragonal PAmm PZT 50/50.
Atomn
Pb
Pb
Zr
Ti
Ol 1
O3
O4 1
0 6

z«
3.77/3.74 2
3.87
5.56
5.99/6.20 2
-2.55 J -2 .6 1 2
-2.34f-2 .1 5 2
-2.85x
-2.06

3.77
3.87
5.56
5.99
-4.42n /-5. f 8
-2.34
-4.97,,
-2.06

2

ZL
3.46/3.46 4
2.63/2.83 3
5.95/6.06 3
5.27/5.35 3
-2.331-2.33 3
-4.65/-^. 79 3
-1.86/-1.91 3
-4.28f-4 M 3

Of or O 4 is on the xz face of the unit cell, j_ marks the direction perpendicular to Ti-0
bond in the xy plane, n indicates atomic displacement along the T i-0 bond.
2 Ref. [139], GGA results for PbTi 0 3 .
3 Ref. [140], GGA results at experimental volume and structural parameters.
1

as shown in Table 6.2.
The calculated piezoelectric tensor elements are listed in Table 6.3. The present value
of

633

= 4.18 C /m 2, together with previous values of ezz = 4.81 C /m 2 by Saghi-Szabo et

aL [140] and

633

= 3.4 C /m 2 by Beilaiche et al. [7], demonstrates the conventional collinear

method can’t explain the much bigger e33 measured in ceramic PZT [13, 189]. In fact, the
theoretical values of 63 3 of PZT are not significantly larger than th at of PT, which is 3.61
C /m 2 [139]. On the contrary, eis of PZT equal to 10.9 C/m 2 is more than three times
as big as eis — 3.15 C/m 2 of PT [139]. Comparing the clamped-ion and internal strain
contributions, one notices that both have similar clamp-ion parts, (ef5c = 1.65 C/m 2 for
PZT and ®15,c = 1.99 C/m 2 for PT), whereas their internal strain parts (eis,i = 9.28 C/m 2
for PZT and eis,i = 1.16 C/m 2 for PT) are significantly different. Because shear strain
65

leads to spontaneous polarization perpendicular to z direction, actually eis is duo to

polarization rotation. P T does not have a stable monoclinic phase, so eis^ is small. Our
large value of eis i* comparable to that calculated by Beilaiche and Vanderbilt [9] using the
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Table 6.3: piezoelectric tensor elements (C/m2) of tetragonal PAmm PZT 50/50 (c/a = 1.045).
Homogeneous
Proper homogeneous
Internal Strain
Total
Proper total
Exp.2
Exp.3
1
2
3

633

«3i

«15

-0.68/-0.55 1
-0.68/-0.65 1
A.S6/5.46 1
4.18/4.81 1
4.18/4-81 1
11.3
11.9

0.23
1.04
0.92
1.15
1.96
-2.67

2.46
1.65
9.28
11.7
10.9
7.65

Ref. [140], GGA results at experimental volume and structural parameters.
Ref. [13], at room temperature.
Ref. [189], at low temperature.

effective Hamiltonian method. We can estimate our corresponding value of dis using the
fact that for PAmm symmetry d u = £1 5 5 4 4 . Using Berlincourt’s value of S44 = 32.8 x 10- 1 2
m2/N yields d\$ = 358 pC/N. This is comparable to the large value of d\s = 550 pC/N
calculated by Beilaiche and Vanderbilt in single-crystal tetragonal PZT [9]. The stable
monoclinic phase found in PZT close to the MPB explains the big ei5 (j of PZT, and we
expected the polarization rotation can also shed light on the large value of £3 3 .

6.3.3

Polarization rotation in Cm sym m etry P T and PZT

The space group monoclinic Cm was used to study polarization rotation. We first per
formed computations on PT, the parent material of PZT, for its simplicity. We used the
experimental volume of PT at room temperature [112], which was also used in Ref. [139].
The Brillouin zone was sampled with a 4 x 4 x 4 special k-point mesh, and the k-space inte
grations in the Berry’s phase calculations were made on a uniform 4 x 4 x 20 k-point mesh.
We optimized the internal parameters (u) at different c/a, and 3 phases of PT were found: a
tetragonal phase a t c/a > 1.03, a rhombohedral phase at c/a = 1.0 and a monoclinic phase
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Figure 6.3: Piezoelectric response of monodinic Cm PbTiOj. Solid lines denote polarization, and
long dashed lines denote piezoelectric coefficients. Open symbols refer to [001] direction, and solid
symbols refer to [110] direction. T, M and R represent tetragonal, monodinic and rhombohedral
phases respectively.
in between, as shown in Fig. 6.3. The optimized tetragonal configuration has a c/a = 1.07
(c/a = 1.065 in experiment [112]), and its spontaneous polarization is 0.89 C /m 2. The total
energy increases as c/a decreases from 1.07 to 1.0, i.e., total energy increases as a sequence
of T, M and R phases. As shown in Fig. 6.3, the polarization can rotate from [001] to [111]
directions in the (llO) mirror plane. The piezoelectric constants in Fig. 6.3, ew.v and ei 3 ,v,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

CHAPTER 6. PIEZOELECTRICITY AND POLARIZATION ROTATION IN PZT 103
are the fixed volume constants e33 and ei3 , defined as the following:

C33.V = «33 - 0 . 5 ( e 3 t + e 3 2 ) ,

(6 . 1)

ei3,v = «13 - 0.5(eu + e ^ )-

They were calculated from numerical derivatives of the polarization with respect to applied
strains. The magnitudes of these coefficients become very big in the range of 1.02 < c/a <
1.0, where phase transition occurs. The peak values of e3 3 ,v and ei 3 ,v could be as large as
65 C /m 2 and -74 C/m 2 respectively.
A similar polarization rotation was calculated in BaTiOs (BT) by Fuet al. [50]. Their
results show that tetragonal BT has a small strain 1.02, rhombohedral BT has a

lower en

ergy, and the energy difference is 6.4 meV per 5-atom unit. Whereas in PT, our calculations
give a large strain 1.07 for tetragonal phase, the rhombohedral phase has a higher energy,
and the energy difference is 35meV per 5-atom unit, much larger than BT. All these imply
that an intense electric field along [111] direction is needed to drive PT from tetragonal
phase to rhombohedral phase. Actually the rhombohedral PT and polarization rotation
showed in Fig. 6.3 have never been observed experimentally.
In monodinic C m PZT, c/a was varied from 0.98 to 1.06 while the volume was fixed at
the experimental value. The computation is intensive, because the space group C m has a
very low symmetry (only 2 point-group symmetry operations). For the same k-point mesh
density in Brillouin zone, we need to do self-consistent density functional calculations at
more independent k-points than those needed for space group PAmm. In the meantime,
low symmetry leads to more independent internal coordinates. This number is 16, com
pared with 7 for tetragonal PAmm PZT. We found the total number of conjugate gradient
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Figure 6.4: Piezoelectric response of monodinic Cm PZT 50/50. Solid lines denote polarization,
and long dashed lines denote piezoelectric coefficients. Open symbols refer to the [001] direction,
and solid symbols refer to the [110] direction. T and M represent tetragonal and monodinic phases
respectively.
steps needed to optimize the internal structure is approximately equal to the number of
independent internal coordinates, as discussed in Chapter 5.
Our results show that PZT remains tetragonal for c/a > 1.045, and becomes monoclinic
for c/a < 1.035. As shown in Fig. 6.4, the polarization can rotate from pseudo-cubic [001] to
[i/i/l], where v — 1.27 (corresponding to c/a = 0.98), in (110) mirror plane. The polarization
changes linearly in the regions of c /a > 1.045 and c/a < 1.035, while it changes dramatically
in the range of 1.045 < c/a < 1.035, where the values of e33 ,v and ei 3 ,v could be as high as
21 C/m 2 and -70 C/m 2 respectively, as shown in Fig. 6.4. These large values of piezoelectric
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constants agree with the findings of Beilaiche et aL using the effective Hamiltonian approach
[11]. They showed that some piezoelectric coefficients peak as the Ti composition decreases
from the tetragonal to the rhombohedral phase, via the monoclinic phase. This was also
observed in experiment [81]. Normal values of piezoelectric constants were found in the
tetragonal phase for c/a > 1.045, and in the monoclinic phase for c/a < 1.035. The value of
£33 ,v for monoclinic phase is nearly twice as big as that of tetragonal phase. As mentioned,
here e3 3 %v was the numerical derivative of P[001].
As discussed, polarization rotation in PT is unlikely to happen due to the large energy
difference between the T and R phases. By contrast, the polarization rotation we predicted
in PZT could occur since the energy difference between the tetragonal phase (c/a = 1.045)
and the monoclinic phase (c/a = 1.035, also observed in experiment) is 2.2meV per 10-atom
cell, much less than that of BT between R and T phases (6.4meV per 5-atom cell [50]). In
experiment, Guo et aL showed that the piezoelectric elongation in tetragonal PZT is along
the direction associated with a monoclinic distortion [64]. It gives a direct proof to the
polarization rotation via a monodinic phase in PZT.

6.3.4

P iezoelectricity in m onoclinic Cm P Z T

Our theoretical values of piezoelectric constants of PZT due to polarization rotation are
listed in Table 6.4. These numbers were calculated using the configuration with c/a = 1.045
as the reference, and the applied strains caused the polarization to rotate from [001] to the
[i/i/l] direction in the monodinic mirror plane. We define

s 0.5(esi + ew);

and e'H as:

= 0.5(eu + ««)t

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

(6-2)

CHAPTER 6. PIEZO ELECTRICITY AND POLARIZATION ROTATION IN PZT 106

Table 6.4: Piezoelectric tensor elements (C/m*) of monodinic Cm PZT 50/50 (c/a = 1.045).

®31
0.23
1.04
-8.91
-8 . 6 8
-7.87
-2.67

633

Homogeneous
Proper homogeneous
Internal Strain
Total
Proper total
Exp . 1
Exp.2
1
2

-0 . 6 8
-0 . 6 8
13.3
1 2 .6
1 2 .6

11.3
11.9

®13

eu

0

0

0

0

-33
-33
-33

36
36
36

Ref. [13], at room temperature.
Ref. [189], at low temperature.

in which e3t corresponds to e3 i in Table 6.3 because e3 i = e32 and eu = «i2 for tetragonal
PAmm space group. Compared with data in Table 6.3, the magnitudes of e33 and e 31 in
Table 6.4 are enhanced due to polarization rotation, and very large values of en = —33
C/m 2 and «ii = 36 C /m 2 were obtained also.
Saghi-Szabo et aL [140] calculated

633

of ceramic PZT 50/50 from piezoelectric strain

constants <k2 and elastic compliance sfj which Beriincourt et aL measured at room temper
ature [13], using Eq. 1.29 and the relation between elastic compliance s and stiffness c in
case of tetragonal PAmm,

cu

=

C33

=

(6.3)

where

S — S33(su + $12 ) ~ 2s?3-

They got an incorrect value of

633

(6.4)

= 27.0 C/m 2, because they used

mistake. If d n — —70 pC /N is used, then a value of

£33

<<31

= 70 pC/N by

= 11.3 C/m 2 is obtained. To
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Table 6.5: piezoelectric tensor elements (C/m2) of monodinic Cm PZT 50/50 (c/a = 1.025).
633

Homogeneous
Proper homogeneous
Internal Strain
Total
Proper total

-0.55
-0.55
6.70
6.15
6.15

«!31
0.17
0.78
-2 .1 1
-1.94
-1.33

eis
0.15
0.63
-3.43
-3.28
-2.80

eu
-0.16
-0.16
3.56
3.40
3.40

eis
2.18
1.57
0.08
2.26
1.65

our surprise, e33 measured at room temperature is a little smaller than that measured at
low temperature, which is 11.9 C/m 2 [189]. Our theory predicts

633

= 12.6 C /m 2 and

e'3l = —7.87 C/m 2. Ou et at demonstrated that for tetragonal PZT, the large experimental
value of

^33

in ceramics is related to their large calculated value of d a of single-crystal

using semi-empirical simulations [44]. Using Eq. 1.32, together with the measured sjj, we
calculated

^33

= 306 pC/N

(<<33

= 49 pC/N if data in Table 6.3 were used), in good

agreement with their value of <{33 = 314 pC/N for single-crystal tetragonal PZT 50/50.
We also studied the piezoelectric response in the linear region of monoclinic phase, as
shown on the right of Fig. 6.4. We used the configuration with c/a = 1.025 as reference and
calculated piezoelectric constants listed in Ibbfe 6.5. Compared with the data of the linear
region of the tetragonal phase, as shown in Thble 6.3, the homogeneous contributions of £33
and ejj are slightly smaller, while the magnitude of internal strain parts are bigger. We
calculated a negative

for monodinic PZT. For eis, the homogeneous part of monoclinic

phase is slightly smaller than that of tetragonal phase, while the difference in internal strain
contributions is large. The small value of e ^ ; = 0.08 C /m 2 may be due to the foot that
the shear strain

65

is along a direction dose to that of spontaneous polarization, and it

causes a collinear effect of eis. Fu et al. calculated a very small piezoelectric response of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

CHAPTER 6. PIEZO ELECTRICITY AND POLARIZATION ROTATION IN P ZT 108
rhombohedral phase of BT due to the <1LL> electric field [50]. Guo et al. reported that
the piezoelectric elongation of the rhombohedral PZT is not along [111], but along a [001]
direction [64]. Our results are consistent with their calculations and experimental findings.

6 .3 .5

Q u a s i-te tr a g o n a l ( o rth o rh o m b ic P 2m m ) a n d rh o m b o h e d ra l R3m P Z T

We also studied another tetragonal PZT structure, in which the spontaneous polarization is
perpendicular to the chemical ordering direction. It is called “quasi-tetragonal” by Beilaiche
and Vanderbilt [7], and its space group is orthorhombic P2mm. The lattice vectors are
R i = a[2,0,0], R .2 = a[0,1,0] and R 3 = c[0,0,1]. We found that the optimized structure
of the P2mm PZT has a c/a = 1.06 at the experimental volume, larger than Beilaiche
and Vanderbilt’s c/a = 1.0345 using an ultrasoft pseudopotential [7]. The spontaneous
polarization is 0.84 C /m 2, and the calculated piezoelectric constant ez3 = 3.50 C/m 2 is
very close to Beilaiche and Vanderbilt’s

633

= 3.4 C/m 2 [7]. The total energy of P2mm

PZT vs c/a is drawn in Fig. 6.5, together with the other two structures. This figure shows
that the optimized P2m m PZT has a total energy very close to that of the optimized Cm
PZT, and this suggests that the polarization rotation from [100] to [1 1 1 ] may be possible
also.
It is also interesting to study PZT 50/50 with the chemical ordering along [111] direction.
Rhombohedral [111] PZT (f?3m) has a lower total energy than that of the three structures
with chemical ordering along the (001) direction, as seen in Fig. 6.5. Fu [51] found that
the tetragonal [111] PZT (/4mm) and the rhombohedral [111] PZT have almost the same
total energy, and the tiny energy difference (G.17 meV as 0.01 mRy [51]) makes it easy for
applied electric field to rotate the polarization, accompanied by possible large piezoelectric
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Figure 6.5: Total energy of PZT 50/50 as a function of c/a for some structures. The solid circles,
open circles, solid diamonds and the star denote the tetragonal P4mm, monoclinic Cm, “quasitetragonal” P2mm and rhombohedral R3m structures respectively.

response. Further calculations are needed to verify these preliminary expectations.

6.4

Conclusions

We used the first-principles (LAPW+LO) method to investigate the piezoelectricity and
polarization rotation in PZT 50/50. The chemically B-site [001]i:t ordered PZT yields
large piezoelectric constants when polarization rotation is permitted, namely

= 12.6

C /m 2, eiS = 10.9 C/m 2, e « = -3 3 C /m 2 and t!xx = 36 C/m 2, which agree with the
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experimental data. Our calculations prove that the excellent piezoelectric properties of PZT
close to the MPB are strongly related to the intermediate monoclinic phase and polarization
rotation. Similar calculations were also done on PbTiOj, where a phase transition from the
tetragonal phase to the rhombohedral phase via a monoclinic phase was found, and huge
values of piezoelectric constants were calculated when polarization rotation occurs. We
discussed that the polarization rotation in PbTiOj is hard to occur, while it is easy to take
place in PZT 50/50. We believe that the giant piezoelectric response found in PMN-PT
and PZN-PT close to the MPB has the same origin, since intermediate phases close to the
MPB were observed very recently [98, 123).
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