Middleboxes such as firewalls, NAT, proxies, or Deep Packet Inspection play an increasingly important role in various types of IP networks, including enterprise and cellular networks. Recent studies have shed the light on their impact on real traffic and the complexity of managing them. Network operators and researchers have few tools to understand the impact of those boxes on any path. In this paper, we propose tracebox, an extension to the widely used traceroute tool, that is capable of detecting various types of middlebox interference over almost any path. tracebox sends IP packets containing TCP segments with different TTL values and analyses the packet encapsulated in the returned ICMP messages. Further, as recent routers quote, in the ICMP message, the entire IP packet that they received, tracebox is able to detect any modification performed by upstream middleboxes. In addition, tracebox can often pinpoint the network hop where the middlebox interference occurs. We evaluate tracebox with measurements performed on PlanetLab nodes. Our analysis reveals various types of middleboxes that were not expected on such an experimental testbed supposed to be connected to the Internet without any restriction.
INTRODUCTION
The TCP/IP architecture was designed to follow the endto-end principle. A network is assumed to contain hosts implementing the transport and application protocols, routers implementing the network layer and processing packets, switches operating in the datalink layer, etc. This textbook Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. description does not apply anymore to a wide range of networks. Enterprise networks, WiFi hotspots, and cellular networks often include various types of middleboxes in addition to traditional routers and switches [1] . A middlebox, defined as "any intermediary box performing functions apart from normal, standard functions of an IP router on the data path between a source host and destination host" [2] , manipulates traffic for purposes other than simple packet forwarding. Middleboxes are often deployed for performance or security reasons. Typical middleboxes include Network Address Translators, firewalls, Deep Packet Inspection boxes, transparent proxies, Intrusion Prevention/Detection Systems, etc.
Recent papers have shed the light on the deployment of those middleboxes. For instance, Sherry et al. [1] obtained configurations from 57 enterprise networks and revealed that they can contain as many middleboxes as routers. Wang et al. [3] surveyed 107 cellular networks and found that 82 of them used NATs. Although these middleboxes are supposed to be transparent to the end-user, experience shows that they have a negative impact on the evolvability of the TCP/IP protocol suite [4] . For example, after more that ten years of existence, SCTP [5] is still not widely deployed, partially because many firewalls and NAT may consider SCTP as an unknown protocol and block the corresponding packets. Middleboxes have also heavily influenced the design of Multipath TCP [4, 6] .
Despite of their growing importance in handling operational traffic, middleboxes are notoriously difficult and complex to manage [1] . One of the causes of this complexity is the lack of debugging tools that enable operators to understand where and how middleboxes interfere with packets. Many operators rely on ping, traceroute, and various types of show commands to monitor their networks.
In this paper, we propose, validate, and evaluate tracebox. tracebox is a traceroute [7] successor that enables network operators to detect which middleboxes modify packets on almost any path. tracebox allows one to easily generate complex probes to send to any destination. By using the quoted packet inside of ICMP replies, it allows to identify various types of packet modifications and can be used to pinpoint where a given modification takes place.
The remainder of this paper is organized as follows: Sec. 2 describes how tracebox works and how it is able to identify middleboxes along a path. Sec. 3 analyses three use cases from a deployment of tracebox on PlanetLab. Sec. 4 shows how tracebox can be used to debug networking issues. Sec. 5 compares tracebox regarding state of the art. Finally, Sec. 6 concludes and discusses further work.
TRACEBOX
To detect middleboxes, tracebox uses the same incremental approach as traceroute, i.e., sending probes with increasing TTL values and waiting for ICMP time-exceeded replies. While traceroute uses this information to detect intermediate routers, tracebox uses it to infer the modification applied on a probe by an intermediate middlebox.
tracebox brings two important features.
Middleboxes Detection tracebox allows one to easily and precisely control all probes sent (IP header, TCP or UDP header, TCP options, payload, etc.). Further, tracebox keeps track of each transmitted packet. This permits to compare the quoted packet sent back in an ICMP timeexceeded by an intermediate router with the original one. By correlating the different modifications, tracebox is able to infer the presence of middleboxes.
Middleboxes Location Using an iterative technique (in the fashion of traceroute) to discover middleboxes also allows tracebox to approximately locate, on the path, where modifications occurred and so the approximate middleboxes position.
When an IPv4 router receives an IPv4 packet whose TTL is going to expire, it returns an ICMPv4 time-exceeded message that contains the offending packet. According to RFC792, the returned ICMP packet should quote the IP header of the original packet and the first 64 bits of the payload of this packet [8] . When the packet contains a TCP segment, these first 64 bits correspond to the source and destination ports and the sequence number. RFC1812 [9] recommended to quote the entire IP packet in the returned ICMP, but this recommendation has only been recently implemented on several major vendors' routers. Discussions with network operators showed that recent routers from Cisco (running IOX), Alcatel Lucent, HP, Linux, and PaloAlto firewalls return the full IP packet. In the remainder of this paper, we use the term Full ICMP to indicate an ICMP message quoting the entire IP packet. We use the term RFC1812-compliant router to indicate a router that returns a Full ICMP .
By analyzing the returned quoted packet, tracebox is able to detect various modifications performed by middleboxes and routers. This includes changes in the Differentiated Service field and/or the Explicit Congestion Notification bits in the IP header, changes in the IP identification field, packet fragmentation, and changes in the TCP sequence numbers. Further, when tracebox receives a Full ICMP , it is able to detect more changes such as the TCP acknowledgement number, TCP window, removal/addition of TCP options, payload modifications, etc.
tracebox also allows for more complex probing techniques requiring to establish a connection and so multiple probes to be sent, e.g., to detect segment coalescing/splitting, Application-level Gateways, etc. In this case tracebox works in two phases: the detection and the probing phases. During the detection phase, tracebox sends probes by iteratively increasing the TTL until it reaches the destination. This phase allows tracebox to identify RFC1812-compliant routers. During the probing phase, tracebox sends additional probes with TTL values corresponding to the previously discovered RFC1812-compliant routers. This strategy allows tracebox to reduce its overhead by limiting the number of probes sent. (b) output Figure 1 : tracebox example Fig. 1(a) shows a simple network, where MB1 is a middlebox that changes the TCP sequence number and the MSS size in the TCP MSS option but that does not decrement the TTL. R1 is an old router while R2 is a RFC1812-compliant router. The server always answer with a TCP reset. The output of running tracebox between "Source" and "Destination" is given by Fig. 1(b) . The output shows that tracebox is able to effectively detect the middlebox interference but it may occur at a downstream hop. Indeed, as R1 does not reply with a Full ICMP , tracebox can only detect the TCP sequence change when analyzing the reply of R1. Nevertheless, when receiving the Full ICMP message from R2, that contains the complete IP and TCP header, tracebox is able to detect that a TCP option has been changed upstream of R2. At the second hop, tracebox shows additional modifications on top of the expected ones. The TTL and IP checksum are modified by each router and the TCP checksum modification results from the modification of the header.
The detection of middleboxes depends on the reception of ICMP messages. If the router downstream of a middlebox does not reply with an ICMP message, tracebox will only be able to detect the change at a downstream hop similarly as the above example. Another limitation is that if the server does not reply with an ICMP (as in Fig. 1 ), then the detection of middleboxes in front of it is impossible.
tracebox is implemented in C++ in about 2,000 lines of code and embeds LUA [10] bindings to allow a flexible description of the probes as well to ease the development of more complex middlebox detection scripts. tracebox aims at providing the user with a simple and flexible way of defining probes without requiring a lot of lines of code. tracebox indeed allows to use a single line to define a probe (see as example the argument -p of tracebox in Fig. 1(b) ) similarly to Scapy [11] . tracebox provides a complete API to easily define IPv4/IPv6 as well as TCP, UDP, ICMP headers and options on top of a raw payload. Several LUA scripts are already available and allows one to detect various types of middleboxes from Application-level Gateways to HTTP proxies. It is open-source and publicly available [12] .
To verify the ability of tracebox to detect various types of middlebox interference, we developed several Click elements [13] modeling middleboxes. We wrote Click elements that modify various fields of the IP or TCP header, elements that add/remove/modify TCP options and elements that coalesce or split TCP segments. These elements have been included in a python library [14] that allows to easily describe a set of middleboxes and that generates the corresponding Click configuration. This library is used as unit tests to validate each new version of tracebox.
VALIDATION & USE CASES
In this section, we validate and demonstrate the usefulness of tracebox based on three use cases. We first explain how we deploy tracebox on the PlanetLab testbed (Sec. 3.1), next we asses the coverage of tracebox (Sec. 3.2) and finally discuss our use cases (Sec. 3.3, and 3.4).
PlanetLab Deployment
We deployed tracebox on PlanetLab, using 72 machines as vantage points (VPs). Each VP had a target list of 5,000 items build with the top 5,000 Alexa web sites. Each VP used a shuffled version of the target list. DNS resolution was not done before running tracebox. This means that, if each VP uses the same list of destination names, each VP potentially contacted a different IP address for a given web site due to the presence of load balancing or Content Distribution Networks. Our dataset was collected during one week starting on April 17 th , 2013. In this short paper, we focus on analyzing some interferences between middleboxes and TCP. In theory, PlanetLab is not the best place to study middleboxes because PlanetLab nodes are mainly installed in research labs with unrestricted Internet access. Surprisingly, we noticed that seven VPs, from the 72 considered for the use cases, automatically removed or changed TCP options at the very first hop. They replaced the Multipath TCP [6] , MD5 [15] , and Window Scale [16] options with NOP and changed the value of the MSS option. We also found that two VPs always change the TCP Sequence number.
RFC1812-compliant routers
tracebox keeps track of each original packet sent and makes a comparison with the quoted IP packet when the ICMP time-exceeded message is received. Further, tracebox can potentially detect more middleboxes when routers return a Full ICMP packet. tracebox's utility clearly increases with the number of RFC1812-compliant routers. Fig. 2 provides an insight of the proportion of RFC1812-compliant routers and their locations.
In particular, Fig. 2(a) gives the proportion of RFC1812-compliant routers (the horizontal axis) as a CDF. A value of 0, on the horizontal axis, corresponds to paths that contained no RFC1812-compliant router. On the other hand, a value of 1 corresponds to paths made only of RFC1812-compliant routers. Looking at Fig. 2(a) , we observe that, in 80% of the cases, a path contains at least one router that replies with a Full ICMP . In other words, tracebox has the potential to reveal more middleboxes in 80% of the cases. Fig. 2(b) estimates the position of the RFC1812-compliant routers in the probed paths. It provides the distance between the VP and the RFC1812-compliant routers on a given path. Note that, on Fig. 2(b) , the X-Axis (i.e., the distance from the VPs) has been normalized between 1 and 10. Distances between 1 and 3 refer to routers close to the VP, 4 and 6 refer to the Internet core while, finally, distances between 7 and 10 refer to routers closer to the tracebox targets. The widespread deployment of RFC1812-compliant routers in the Internet core is of the highest importance since tracebox will be able to use these routers as "mirrors" to observe the middlebox interferences occurring in the access network [3] . Fig. 2(b) shows that for 22% of the paths, the RFC1812-compliant routers are close to the VP. This is approxima- 
TCP Sequence Number Interference
The TCP sequence number is not supposed to be modified by intermediate routers. Still, previous measurements [4] showed that some middleboxes change sequence and acknowledgement numbers in the processed TCP segments. As the sequence number is within the first 64 bits of the TCP header, tracebox can detect its interference even though there are none RFC1812-compliant routers.
We analyze the output of tracebox from the 72 VPs. Our measurements reveal that two VPs always modify the TCP sequence numbers. The position of the responsible middlebox is close to the VP, respectively the first and third hop. We suspect that the middlebox randomizes the TCP sequence number to fix a bug in old TCP/IP stacks where the Initial Sequence Number (ISN) was predictable [17] .
When used on a path that includes such a middlebox, tracebox can provide additional information about the sequence number randomization. Depending on the type of middlebox and the state it maintains, the randomization function can differ. To analyze it, we performed two experiments. First, we generated SYN probes with the same destination (IP address and port), the same sequence number, and different source ports. tracebox revealed that the middlebox modified all TCP sequence numbers as expected. A closer look at the modified sequence numbers revealed that the difference between the ISN of the probe and the randomized sequence number can be as small as 14510 and as large as 4294858380 (which corresponds to a negative difference of 108916 when the 32 bits sequence number space wrap). Our measurements show that these differences appear to be uniformly distributed for the different source ports. For our second experiment, we used tracebox to verify how the randomization evolves over time. For this, we sent SYN probes using the same 5-tuple and different ISN during five minutes and evaluated the evolution of the TCP sequence number modifications. Fig. 3 shows the offset between the sent ISN and the randomized one for two different 5-tuples. tracebox reveals that the two middleboxes seem to change their randomization approximatively every 20 seconds. This suggests stateful middleboxes.
As explained by Honda et al. [4] , changing the TCP sequence numbers has an impact on the TCP protocol evolvability. Unfortunately, it has also an impact on the utilization of widely deployed TCP extensions. Consider the TCP Selective Acknowledgement (SACK) option [18] . This TCP option improves the ability of TCP to recover from losses. One would expect that a middlebox changing the TCP sequence number would also update the sequence numbers reported inside TCP options. This is unfortunately not true, almost 18 years after the publication of the RFC [18] . We used tracebox to open a TCP connection with the SACK extension and immediately send SACK blocks. tracebox reveals that the middlebox changes the sequence number but does not modify the sequence number contained in the SACK block. Fig. 4 shows the behavior of such a middlebox on the TCP sequence number and SACK blocks. In this scenario, the middlebox increases the TCP sequence number by 1,000 bytes causing the client to receive a SACK block that corresponds to a sequence number that it has not yet transmitted. This SACK block is invalid, but the acknowledgement is valid and correct. For the receiver, it may not be easy to always detect that the SACK information is invalid. The receiver may detect that the SACK blocks are out of the window, but the initial change may be small enough to carry SACK blocks that are inside the window.
If we know that a SACK block is invalid, algorithms that use SACK should understand that the SACK option does not give more information than a simple acknowledgment. In this view, such algorithms should have at least the same performance as they would have if SACK was not used at all. Unfortunately, this is not the case as the Linux TCP stack does not consider duplicate acknowledgment when SACK is enabled. When the offset is small the SACK blocks are potentially in-window. In this case the Linux TCP stack reacts correctly. However, when the SACK blocks are outof-window then the TCP stack has to wait for a complete RTO instead of doing fast-retransmit. We performed a small measurement in a controlled environment and observed up to a 50% drop in performance with a large offset [19] .
TCP MSS Option Interference
Our third use case for tracebox concerns middleboxes that modify the TCP MSS option. This TCP option is used in the SYN and SYN+ACK segments to specify the largest TCP segment that a host sending the option can process. In an Internet that respects the end-to-end principle, this option should never be modified. In the current Internet, this is unfortunately not the case. The main motivation for changing the TCP MSS option on middleboxes is probably to fix some issues caused by other middleboxes with Path MTU Discovery [20] . On top of changing the MSS option, we also discovered middleboxes, in a couple of ISPs, that add the option if it is missing.
Path MTU Discovery is a technique that allows a host to dynamically discover the largest segment it can send without causing IP fragmentation on each TCP connection. For that, each host sends large segments inside packets with the Don't Fragment bit set. If a router needs to fragment the packet, it returns an ICMP destination-unreachable (with code "Packet fragmentation is required but the 'don't fragment' flag is on") back to the source and the source updates its segment size. Unfortunately, some routers do not return such ICMP messages [21] and some middleboxes (e.g., NAT boxes and firewalls) do not correctly forward the received ICMP message to the correct source. MSS clamping mitigates this problem by configuring middleboxes to decrease the size reported in the MSS option to a smaller MSS that should not cause fragmentation.
We use our dataset to identify middleboxes that modify the MSS option in SYN segments. Fig. 5(a) provides, for each VP (the horizontal axis), the proportion of paths (the vertical axis, in log-scale) where the MSS option has been changed. We see that a few VPs encountered at least one MSS modification on nearly all paths while, for the vast majority of VPs, the modification is observed in only a couple of paths. We decided to remove those VPs from our data set for further analyses, meaning that only 65 VPs were finally considered for the use case.
Similarly to Fig. 5(a) , Fig. 5(d) provides, for each target, the proportion of paths affected by an MSS modification. We see about ten targets that have a middlebox, probably their firewall or load balancer, always changing the MSS option. In the same fashion as the VPs that changed the MSS option, they also removed the Multipath TCP, MD5 and Window Scale options. Fig. 5(b) indicates where, in the network, the MSS option is modified. In the fashion of Fig. 2(b) , the distance from VP has been normalized between 1 and 10, leading to the rise of three network regions (i.e., close to VP, core, and close to targets). As shown by Fig. 5(b) , tracebox can detect the MSS modification very close to the source (2.7% of the cases) while this detection mostly occurs in the network core (52% of the cases).
Remind that this distance does not indicate precisely where is actually located the middlebox responsible for the MSS modification. Rather, it gives the position of the router that has returned a Full ICMP and, in this ICMP packet, the quoted TCP segment revealed a modification of the MSS field. Actually, the middlebox should be somewhere between this position and the previous router (on that path) that has also returned a Full ICMP (or the VP if it was the very first Full ICMP on that path). ing this aspect (i.e., the middlebox is somewhere on the path between the modification detection and the previous RFC1812-compliant router) into account. It gives thus an estimation of middlebox location error. This error is simply obtained by subtracting the distance at which tracebox reveals the modification and the distance at which the previous RFC1812-compliant router was detected by tracebox on that path. Obviously, lower the error, more accurate the location given in Fig. 5(b) . On Fig. 5(c) , we see that in 61% of the cases, the location estimation error is below (or equal to) four hops. All errors above 13 hops, that represents the length of around 60% of the paths, are uncommon (less than 1% each).
DISCUSSION
In Sec. 3, we showed that tracebox can provide a useful insight on known middleboxes interference. We believe that tracebox will also be very useful for network operators who have to debug strange networking problems involving middleboxes. While analyzing the data collected during our measurement campaign (see Sec. 3.1), we identified several strange middlebox behaviors we briefly explain in this section. We also discuss how tracebox can be used to reveal the presence of proxies and network address translators (NATs).
Unexpected Interference
We performed some tests with tracebox to verify whether the recently proposed Multipath TCP [6] option could be safely used over the Internet. This is similar to the unknown option test performed by Honda et al. [4] . However, on the contrary to Honda et al., tracebox allows one to probe a large number of destinations. To our surprise, when running the tests, tracebox identified about ten Multipath TCP servers based on the TCP option they returned. One of those server, www.baidu.com, belongs to the top 5 Alexa. All these servers where located inside China. A closer look at these options revealed that these servers (or their load balancers) simply echo a received unknown TCP option in the SYN+ACK. This is clearly an incorrect TCP implementation.
Proxy Detection
tracebox can also be used to detect TCP proxies. To be able to detect a TCP proxy, tracebox must be able to send TCP segments that are intercepted by the proxy and other packets that are forwarded beyond it. HTTP proxies are frequently used in cellular and enterprise networks [3] . Some of them are configured to transparently proxy all TCP connections on port 80. To test the ability of detecting proxies with tracebox, we used a script that sends a SYN probe to port 80 and, then, to port 21. If there is an HTTP proxy on the path, it should intercept the SYN probe on port 80 while ignoring the SYN on port 21. We next analyze the ICMP messages returned.
From our simple PlanetLab deployment, we identified two oddities. First, we found an HTTP proxy or more probably an IDS within a National Research Network (SUNET) as it only operated for a few destinations and that the path for port 80 was shorter than for port 21. Second, and more disturbing, tracebox identified that several destinations where behind a proxy whose configuration, inferred from the returned ICMP messages, resulted in a forwarding loop for probes that are not HTTP. We observed that the SYN probe on port 21, after reaching the supposed proxy, bounced from one router to the other in a loop as tracebox received ICMP replies from one router then another alternatively.
NAT Detection
NATs are probably the most widely deployed middleboxes. Detecting them by using tracebox would likely be useful for network operators. However, in addition to changing addresses and port numbers of the packets that they forward, NATs often also change back the returned ICMP message and the quoted packet. This implies that, when inspecting the received ICMP message, tracebox would not be able to detect the modification.
This does not prevent tracebox from detecting many NATs. Indeed, most NATs implement Application-level Gateways (ALGs) [22] for protocols such as FTP. Such an ALG modifies the payload of forwarded packets that contain the PORT command on the ftp-control connection. tracebox can detect these ALGs by noting that they do not translate the quoted packet in the returned ICMP messages. This detection is written as a simple script (shown in Fig 6) that interacts with tracebox. It builds and sends a SYN for the FTP port number and, then, waits for the SYN+ACK. The script makes sure that the SYN+ACK is not handled by the TCP stack of the host by configuring the local firewall (using the filter functionality, shown at line 7, of tracebox that configures iptables on Linux and ipfw on Mac OS X). It then sends a valid segment with the PORT command and the encoded IP address and port number as payload. tracebox then compares the transmitted packet with the quoted packet returned inside an ICMP message by an RFC1812-compliant router and stores the modification applied to the packet. If a change occurs and a callback function has been passed as argument, tracebox triggers the callback function. In Fig 6 , the callback cb checks whether 
RELATED WORK
Since the end of the nineties, the Internet topology discovery has been extensively studied [23, 24] . In particular, traceroute [7] has been used for revealing IP interfaces along the path between a source and a destination. Since then, traceroute has been extended in order to mitigate its intrinsic limitations. From simple extensions (i.e., the types of probes sent [25, 26] ) to much more developed modifications. For instance, traceroute has been improved to face load balancing [27] or the reverse path [28] . Its probing speed and efficiency has also been investigated [29, 30, 31] .
To the best of our knowledge, none of the available traceroute extensions allows one to reveal middlebox interference along real Internet paths as tracebox does.
Medina et al. [21] report one of the first detailed analysis of the interactions between transport protocols and middleboxes. They rely on active probing with tbit and contact various web servers to detect whether Explicit Congestion Notification (ECN) [32] , IP options, and TCP options can be safely used. The TCPExposure software developed by Honda et al. [4] is closest to tracebox. It also uses specially crafted packets to test for middlebox interference.
Wang et al. [3] analyzed the impact of middleboxes in hundreds of cellular networks. This study revealed various types of packet modifications. These three tools provide great results, but they are limited to specific paths as both ends of the path must be under control. This is a limitation since some middleboxes are configured to only process the packets sent to specific destination or ports. On the contrary, tracebox does not require any cooperation with the service. It allows one to detect middleboxes on any path, i.e., between a source and any destination. Our measurements reveal middleboxes that are close to the clients but also close to the server.
Sherry et al. [1] have relied on network configuration files to show the widespread deployment of middleboxes. Still, their study does not reveal the impact of these middleboxes on actual packets.
CONCLUSION
Middleboxes are becoming more and more popular in various types of networks (enterprise, cellular network, etc.). Those middleboxes are supposed to be transparent to users. It has been shown that they frequently modify packets traversing them, sometimes making protocols useless. Further, due to the lack of efficient and easy-to-use debugging tools, middleboxes are difficult to manage.
This is exactly what we tackled in this paper by proposing, discussing, and evaluating tracebox. tracebox is a new extension to traceroute that allows one to reveal the presence of middleboxes along a path. It detects various types of packet modifications and can be used to locate where those modifications occur. We deployed it on the PlanetLab testbed and demonstrated its capabilities by discussing several use cases. tracebox is open-source and publicly available [12] .
tracebox opens new directions to allow researchers to better understand the deployment of middleboxes in the global Internet. In the coming months, we plan to perform large-scale measurement campaigns to analyze in more details middlebox interferences in IPv4 and IPv6 networks. tracebox could also be extended to fingerprint specific middleboxes.
