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Abstract—Initializing optical flow field by either sparse de-
scriptor matching or dense patch matches has been proved to
be particularly useful for capturing large displacements. In this
paper, we present a pyramidal gradient matching approach that
can provide dense matches for highly accurate and efficient
optical flow estimation. A novel contribution of our method
is that image gradient is used to describe image patches and
proved to be able to produce robust matching. Therefore, our
method is more efficient than methods that adopt special features
(like SIFT) or patch distance metric. Moreover, we find that
image gradient is scalable for optical flow estimation, which
means we can use different levels of gradient feature (for
example, full gradients or only direction information of gradients)
to obtain different complexity without dramatic changes in
accuracy. Another contribution is that we uncover the secrets
of limited PatchMatch through a thorough analysis and design
a pyramidal matching framework based these secrets. Our
pyramidal matching framework is aimed at robust gradient
matching and effective to grow inliers and reject outliers. In this
framework, we present some special enhancements for outlier
filtering in gradient matching. By initializing EpicFlow with our
matches, experimental results show that our method is efficient
and robust (ranking 1st on both clean pass and final pass of MPI
Sintel dataset among published methods).
Index Terms—Optical flow, gradient image, PatchMatch.
I. INTRODUCTION
ACCURATE estimation of optical flow is a useful but chal-lenging topic. The main challenges are large displace-
ments, occlusions, illumination changes, deformations and so
on, which are obvious in MPI Sintel and KITTI benchmarks.
The traditional approaches, which are based on global energy
optimization framework, suffer from these problems more
seriously. Recently, many attempts have been done to solve
these problems, and an significant way is to initialize optical
flow field by either sparse descriptor matching [1] or dense
PatchMatch [2], [3], [4]. Then, sparse-to-dense interpolation
and global energy optimization are performed to produce the
final optical flow field. Most of the state of the art approaches
follow this idea. EpicFlow [5] presents a novel method for
edge-preserving interpolation from matches. [3] presents a
novel hierarchical correspondence field search strategy which
effectively avoids finding outliers.
Under this new framework, good matches provide important
guarantee to accurate optical flow estimation with large dis-
placements, deformations and so on. For example, FlowFields
[3] significantly outperforms the original EpicFlow by using
its new dense matches instead. In general, sparse-to-dense
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interpolation requires matches to be as accurate as possible
(containing few outliers) and dense enough. Sparse descriptor
matches [1] and approximate nearest neighbor fields [6], [7]
(ANNF) are two popular sources used by many optical flow
methods. Through selecting points which are confident enough
for matching firstly, sparse descriptor matches contain few
outliers. However, they are often not dense enough for the
following sparse-to-dense interpolation. Compared to sparse
descriptor matches, ANNF has the advantage of providing
dense matches. As there is no spatial smoothness, ANNF usu-
ally contains many outliers. This problem is more pronounced
when 1) image patches belong to homogeneous regions or
2) the patch distance between patch pairs of two images is
seriously disturbed by illumination changes, deformations and
so on. Some techniques (like forward-backward consistency
check or its extension [3]) can be used to remove outliers, but
the ultimate goal should be to find as many inliers as possible.
For instance, EpicFlow will fail when matches are missing in
region whose motion is quite different from its surrounding
regions. To make ANNF more robust for optical flow estima-
tion, researchers try many aspects of improvements, such as:
1) designing special search strategy and outlier filter to reject
outliers. For example, in the hierarchical matching scheme of
[3], the hierarchical levels serve as effective outlier sieves; 2)
proposing more robust data terms. Instead of patch Euclidean
distance, Bao et al. [2] propose an edge aware bilateral data
term. [3] considers two data terms (census transform and
patch-based SIFT flow), which are used to handle different
benchmarks.
In this paper, we present a pyramidal gradient matching
approach that can provide dense matches for highly accurate
and efficient optical flow estimation. A novel contribution
of our method is that image gradient is used to describe
image patches and proved to be able to produce robust
matching. Compared to some special features (like SIFT)
and patch distance metric, image gradient is much simpler
and has better performance with our pyramidal matching
framework. Moreover, our work suggests that image gradient
is not only efficient and effective but also scalable for optical
flow estimation which means we can use different levels
of gradient feature. For example, either 6-channel gradients
of color image or 2-channel gradients of gray image are
effective (without dramatic changes in accuracy) for flow
estimation. Especially, our method is even more accurate
on KITTI benchmark with fast speed by using 2-channel
gradients than 6-channel gradients. Our extreme version (only
using direction information of 2-channel gradients of gray
image) also has a distinct speed advantage with competitive
accuracy. In order to make gradient matches more accurate
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2for optical flow estimation, another contribution is that we
uncover the secrets of limited PatchMatch and design a pyra-
midal matching framework based these secrets. The pyramidal
matching framework is aimed at robust matching for large
displacements, deformations and so on. Note that, although
our pyramidal framework is similar to classical coarse-to-fine
framework, our aim (for robust matching) is quite different
from coarse-to-fine framework which is mainly for handling
large displacements. In our pyramidal framework, we present
some enhancements for outlier filtering.
In summary, we make four main contributions:
(1) Gradient image is used to provide robust patch matching,
and we prove that gradient image is efficient, effective and
scalable for optical flow estimation;
(2) We uncover the secrets of limited PatchMatch which is
a very useful guidance for designing our optical flow
algorithm;
(3) Based on the secrets of limited PatchMatch, a pyramidal
matching framework which is aimed at robust matching is
proposed. It is tailored to our gradient matching, especially
some enhancements for outlier filtering;
(4) We show the effectiveness of our approach by compre-
hensive experiments on three modern datasets. Especially,
among published methods, we obtain best result on MPI
Sintel set with competitive speed.
It is indeed incredible that such simple features — gradient
image — can achieve high accuracy, and so we analysis
impacts of gradient image and pyramidal matching framework
in Section IV-A to clear up doubt. It must be noted that the
high accuracy of our method is the result of both gradient
image and pyramidal matching framework.
The rest of this paper is organized as follows. In Section
II, we review related work. Section III describes the pro-
posed method which contains gradient image, basic gradient
matching, secrets of limited PatchMatch, pyramidal matching
framework, outlier filtering and so on. In Section IV, we
evaluate our method on three modern datasets. Finally, we
summarize our work in Section V.
II. RELATED WORK
The classical framework for optical flow estimation is
based on variational formulation and the related global energy
optimization [8], [9]. In order to handle large displacements,
coarse-to-fine scheme is widely used. However, such schemes
have intrinsic limitations. The optimization often drops into
local optimum and suffers from error propagation effects in
multi-scale. Especially, it is unable to preserve motion of
structures whose size are too small relative to their motion.
Faced with these problems, many attempts have been made.
A straightforward way is to directly search for pixel correspon-
dence without warping and linearization [10]. However, it is
potentially slow as exhaustive search. Different with exhaus-
tive search, LDOF [11] uses sparse descriptor matching as
constraints in its energy-based formulation. Robust keypoints
are matched across entire images so that LDOF is able to
capture large displacements. MDP-Flow [12] fuses the flow
propagated from the coarser level and the sparse SIFT matches
to improve the initial flow at each level. In [1], Weinzaepfel
et al. propose a descriptor matching algorithm (called Deep-
Match), which is tailored to the optical flow estimation and
can produce dense correspondence field efficiently.
In addition to sparse descriptor matching, ANNF has also
been proven to be an effective information source for large dis-
placements. Especially, a seminal work called PatchMatch [6]
brings a lot of interests to ANNF-based optical flow estimation
because of its computational efficiency. One of the first work
that employs ANNF for optical flow estimation is [13]. It uses
ANNF to generate an initial dense but noisy matching which
is refined through motion segmentation. Lu et al. [14] propose
a variant of PatchMatch which uses superpixels to obtain edge
aware field. Bao et al. [2] bring in spatial smoothness by
increasing the patch size and preserve motion edges by a
special matching cost function. In addition, a self-similarity
propagation scheme is used to match big patches fast. In [3],
Bailer et al. propose a novel purely data based hierarchical
search strategy which is able to find most inliers and avoid
finding outliers effectively.
Regrading sparse-to-dense interpolation, EpicFlow [5] is
a seminal work. Based on a novel edgeaware geodesic dis-
tance, it provides an effective way to fill the gaps between
matches and the final dense flow. For instance, both the
original EpicFlow (using matches in [1], [15] as inputs) and
FlowFields+EpicFlow [3] achieve high accuracy on MPI Sintel
benchmark [16].
There are also some works that share the idea of utilizing
gradient information with our method. Gradient constancy
assumption has been used in [17], [18] to deal with the
aperture problem. Brox and Malik [19] extend the brightness
constancy assumption by a gradient constancy assumption to
enhance the robustness against gray value changes. In order
to use the more fitting constraint for different areas, a binary
weight map is used to switch between brightness constraint
and gradient constraint in [12]. In LDOF [11], HOG features
(based on gradient information) are used to produce dense
matches for the energy-based formulation.
III. OUR APPROACH
In this section, we give a detailed introduction to our
pyramidal gradient matching approach from following aspects:
gradient image, basic gradient matching, secrets of limited
PatchMatch, pyramidal matching, outlier filtering and the scal-
ability of gradient image. A novel idea of our approach is to
use image gradient information in the form of gradient image
(defined in Section III-A) to describe image patches. Based on
this idea, we first describe a basic gradient matching method
in Section III-B. To obtain dense correspondence patches
described by gradient image, basic gradient matching adopts
limited PatchMatch as the basic matching method. A direct
use of basic gradient matching is far from the requirement of
highly accurate optical flow estimation. Based on a thorough
analysis of limited PatchMatch (Section III-C), we propose
a special pyramidal matching framework which is tailored to
gradient matching (Section III-D). Through pyramidal match-
ing, our approach is able to find more inliers and reject
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Fig. 1. A visual representation of the computation of gradient image. In this
figure, the color space is RGB.
outliers effectively. Especially, we introduce some special
enhancements for outlier filtering (Section III-E). Furthermore,
as another advantage, we discuss the scalability of gradient
image in Section III-F. Finally, Section III-G describes the
EpicFlow-based sparse-to-dense interpolation.
A. Gradient Image
The original PatchMatch [6] defines matching cost as patch
Euclidean distance in CIELab color space. In order to make
PatchMatch more robust for optical flow estimation, an ef-
fective improvement is to modify matching cost. For instance,
SIFT flow and census transform are used in [3], and Bao et al.
[2] propose an edge-preserving matching cost. In this paper,
we propose to use image gradient as basic feature for patch
matching.
Image gradient, or image derivative, is one of the most com-
mon features which is very simple for computing. It has been
used to deal with brightness or color constraint disturbance
(such as illumination change) [19], [12]. Compared to gray
and color information, gradient vector of one pixel is able to
hold structure information of a local region. For one pixel, its
gray or color vector is 1-dimension or 3-dimension, while, its
gradient vector is 2-dimension or 6-dimension which can be
decomposed into direction and magnitude. In view of these,
we try to handle challenging cases (like large displacements,
scale/rotational deformations) by directly using image gradient
without other features.
Given a source image Ii, its horizontal gradient Gxi and
vertical gradient Gyi can be computed by using Sobel operator{
Gxi = Kx(S) ∗ Ii
Gyi = Ky(S) ∗ Ii
, (1)
where ∗ here denotes the 2-dimensional convolution operation.
Kx(S) and Ky(S) are Sobel kernels in two directions, and
S ∈ {3, 5, 7, ...} is the kernel size.
Now, we define Gi as gradient image of Ii. The correspond-
ing pixel Gi(p) of Gi at position p = (x, y) is computed as
follows
Gi(p) = [Gxi(p), Gyi(p)]
T . (2)
Eq. (2) shows that each pixel of Gi is described by the
gradient in x and y direction of its corresponding pixel in Ii.
A visual representation of the computation of gradient image
Gi is given in Figure 1. In this figure, Ii is supposed to be
color image in RGB color space (3-channel). Therefore, Gxi
and Gyi are 3-channel respectively, and Gi is 6-channel.
B. Basic Gradient Matching
Gradient matching is to find a correspondence field between
two gradient images. Our basic gradient matching follows
PatchMatch [6]. The basic idea of PatchMatch is to generate
a random correspondence field firstly and perform an iterative
process of improving it. In each iteration, it contains two types
of operations: propagation and random search. Propagation is
to propagate good guesses to neighboring pixels, and random
search is to find better guesses by trying several random
guesses near current guesses.
A simple way to modify PatchMatch is to replace CIELab
color image with our gradient image, however, we find it is
too rough to meet the requirement of highly accurate optical
flow estimation. When facing challenging cases, it often leads
to too sparse matches and a lot of outliers. In this paper,
following the definition in [3], we regard that outliers can
be divided into two categories : mild outliers and resistant
outliers. Here, mild outliers are these that may be found or
pass outlier filter accidentally so that we can reject them
by performing special matching scheme (like the hierarchical
matching in [3]), multiple filtering and so on. While, resistant
outliers are these that can not be removed as their matching
cost are low enough so that we even believe they are truth
matches if no more information (like structure information in
a larger region) is introduced. As said in [3], the secret to reject
resistant outliers is to avoid finding them. For mild outliers,
although some techniques can be used to remove them, they
also leave gaps in the field. More seriously, too many gaps over
a region may lead to motion loss in the whole region (such
as thin structures). Therefore, not only removing outliers by
outlier filtering, we need to find most inliers instead of outliers
to the maximum possible extent.
For this purpose, in addition to gradient image, our basic
gradient matching also adopts the idea of limiting random
search distance in PatchMatch (we call it limited PatchMatch),
which has been proved to be powerful in optical flow estima-
tion [3], [4]. The reason why outliers are found by PatchMatch
is that these outliers are better than ground truth in the search
region, and so limited PatchMatch is an effective way to
reject outliers as disturbance terms are nonexistent in a small
limited search region. A precondition for finding inliers and
rejecting outliers by limiting search distance is that ground
truth is around the search center which is determined by
the initial field. Therefore, we need to provide good initial
field for limited PatchMatch and enhance outlier filtering.
In the rest of this section, we will detail our basic gradient
matching (combine gradient image and limited PatchMatch)
without consideration of initial field and outlier filtering. In
next Section, we attempt to uncover what has made limited
PatchMatch powerful through a thorough analysis, and explain
designing ideas of our pyramidal matching framework based
on these analysis. Section III-D describes how to grow inliers
and reject outliers with a pyramidal matching framework in
detail.
4Suppose I1 and I2 are two input images that we need to
estimate the optical flow between them, the gradient images
G1, G2 of two input images can be computed according to
Section III-A. Then, we directly compute correspondence field
F based on G1, G2 instead of I1, I2. If we denote a square
patch of Gi with patch size (2r + 1) × (2r + 1) centered
at position p = (x, y) by Pi(p), F gives the corresponding
patch P2(F (p)) in G2 for each patch P1(p) in G1. As
defined in Section III-D, some pixels of F are initialized
with good guesses around ground truth, and the remaining
pixels are marked as uninitialized. In order to improve F ,
we iteratively perform propagation and limited random search
operations. Given two positions: pa = (xa, ya) in G1 and
pb = (xb, yb) in G2, the matching cost between P1(pa) and
P2(pb) is defined as
Dr(pa, pb) =
∑
po=(xo,yo)
|xo|6r,|yo|6r
||G1(pa + po)−G2(pb + po)||2.
(3)
Eq. 3 shows that we compute L2 distance to measure the
difference between two gradient patches.
In propagation, the new corresponding position F (pa) of
P1(pa) is improved as
F (pa) = argmin
pp∈Ω
(Dr(pa, pp)), (4)
Ω = {F (pa), F (pa −∆x) + ∆x, F (pa −∆y) + ∆y}.
∆x and ∆y determine the propagation direction. For instance,
the changing order of ∆x and ∆y is{
∆x : (1, 0)
∆y : (0, 1)
→ (−1, 0)
(0,−1)
in the original PatchMatch, while FlowFields adopts{
∆x : (1, 0)
∆y : (0, 1)
→ (−1, 0)
(0,−1)→
(−1, 0)
(0, 1)
→ (1, 0)
(0,−1) .
We change ∆x and ∆y in the same order as FlowFields,
however, we find that the changing order of ∆x and ∆y has
very little impacts on the accuracy of our approach. Note that,
as some pixels of F are uninitialized, each element of Ω
must be checked before propagating. For example, element
F (pa−∆x)+ ∆x is ignored if F (pa−∆x) is uninitialized.
The propagation of patch P1(pa) is followed by a limited
random search to improve F (pa) further. As PatchMatch [6],
we try to find better corresponding patch from a sequence of
candidates at an exponentially decreasing distance from F (pa)
as
F (pa) = argmin
ps∈Ψ
(Dr(pa, ps)), (5)
Ψ = {F (pa)} ∪ {p|p = F (pa) + bRiW
2i
c},
where bzc is to round to the largest integer that does not
exceed z, Ri is a random uniformly distributed offset in
[−1, 1]× [−1, 1], and i = 0, 1, ..., blog2W c. Base on Eq. (5),
the idea of limited random search is implemented by assigning
a small value to W . As the definition of Ψ, we do not consider
subpixel accuracy in our gradient matching.
(a)
(c)
(e)
(b)
(d)
(f)
Fig. 2. An example of the power of our basic gradient matching. (a) Ground
truth. (b) is the initial correspondence field for (c) and (e), which is obtained
by pyramidal gradient matching as described in Section III-D. (c) is the
correspondence field without limited random search, and (d) is its filtered
field. (e) is the correspondence field with limited random search (our basic
gradient matching), and (f) is its filtered field. Note that, instead of CIELab
color image, all results are computed with gradient image.
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Fig. 3. An example of local/global optimal field. (a) is two initial corre-
spondence fields: the above field is a good initial field which is close to
the ground truth field (see Figure 2(a)), and the under field is the back-field
which is obtained by reversing the above field. Based on the initial field in
respective rows, (b) is two local optimal fields obtained by limiting random
search distance and (c) is two global optimal fields with a large enough random
search distance.
C. Secrets of Limited PatchMatch
In this section, through a thorough analysis, we try to
uncover the secrets of limited PatchMatch which is a very
useful guidance for designing our optical flow algorithm.
The basic idea of limited PatchMatch is to limit the search
distance in the random search step of PatchMatch. Given a
search distance, we believe that the original PatchMatch is
effective to find correspondence patches with low enough
match cost in the search space determined by this distance.
Therefore, as shown in Figure 2(c,d), the original PatchMatch
(but using gradient image instead of CIELab color image)
may generate a lot of outliers (especially the five marked
regions in Figure 2(d)) even if the initial field is good (see
Figure 2(b)). The reason is that the matching cost of ground
truth is not small enough compared to these outliers introduced
by searching in a large region. In limited PatchMatch, we try
to find matches with smallest matching cost in a small region
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Fig. 4. An example of stable/unstable local optimal flow. The first row
presents three local optimal fields based on the same initial flow field.
Note that, the only difference among three fields is their random seeds for
PatchMatch’s random search step. The second row presents the difference
(endpoint error) between every two fields.
guaranteed by a small random search distance. In other words,
limited PatchMatch is to find local optimal field around initial
field, while the original PatchMatch is to find global optimal
field. To further explain the meaning of “local/global optimal
field”, we respectively run limited PatchMatch (the generated
field Figure 3(b) is called local optimal field) and original
PatchMatch (the generated field Figure 3(c) is called global
optimal field) based on two reciprocal initial fields. As shown
in Figure 3(a), the first row is based on a good initial field,
while the second row is based on the back-field. Under the
condition that two initial fields are quite different, the results
show that two local optimal fields are quite different (or similar
to their corresponding initial field), while two global optimal
fields are quite similar.
Further, we find that the optimization ability of limited
PatchMatch is still powerful even searching in limited re-
gion. As shown in Figure 2(e,f), limited PatchMatch is very
powerful to find local optimal motion which may be quite
different from the initial flow even if the search distance is very
small (= 2 in this figure). For example, it is able to generate
a continuous field with sparse initial field, moreover, some
outliers (the two marked regions in Figure 2(e)) are also found
even if no similar initial seeds (see Figure 2(b)) are given
as its powerful optimization ability. So limited PatchMatch
is effective to enlarge inlier regions around a good initial
field, and meanwhile avoid finding outliers which are hard
to remove.
Thirdly, for each flow vector in local optimal field, we divide
it into two kinds: stable local optimal flow and unstable local
optimal flow. As shown in Figure 4, with same initial field
but different random seeds for PatchMatch’s random search
step, three resulting local optimal fields are not exactly the
same — quite different in the right-bottom challenging region
but nearly same in remaining region. Following our definition,
the right-bottom region is unstable local optimal flow and the
remaining region is stable local optimal flow. A positive effect
of this definition is that inliers usually belong to stable local
optimal flow and outliers usually belong to unstable local
optimal flow, so we can remove outliers with the help of
this instability. Especially, this instability is more meaningful
when other differences among multiple PatchMatch iterations
— unlike the only random seeds difference in Figure 4 — are
introduced.
Based on the above analysis, we sum up following four
TABLE I
IMPACTS OF DIFFERENT ASPECTS OF OUR METHOD ON ESTIMATION
ACCURACY. AEE OF OUR COMPLETE PGM-C (FIRST ROW) SERVES AS
THE BASELINE FOR PERFORMANCE COMPARISON. FOR OTHER ROWS, WE
MODIFY PGM-C IN ONE RESPECT AS DESCRIBED IN THE FIRST COLUMN
AND REPORT AEE AND AEE INCREMENT WITH RESPECT TO COMPLETE
PGM-C. NOTE THAT, AEE IS REPORTED ON 1
3
FINAL PASS OF MPI
TRAINING SET.
Method description AEE Increment
Our complete PGM-C (Section III-F) 3.478 —
Without refinement of initial field 3.629 4.34%
Propagate both inliers and outliers 3.636 4.54%
Without outlier record propagation 3.571 2.67%
secrets or key points of limited PatchMatch:
(1) Limited PatchMatch is an effective way to find local
optimal field around initial field, which grow inliers ef-
fectively.
(2) Limited PatchMatch has a powerful local optimization
ability.
(3) Local optimal field can be divided into stable local optimal
flow and unstable local optimal flow, and outliers usually
belong to unstable local optimal flow.
(4) Local optimal field obtained by limited PatchMatch based
on a good initial field usually is a well estimation of
ground truth.
Now, we try to construct an effective matching framework
for optical flow estimation based on these secrets. The key
point is to provide a good initial field for limited PatchMatch
at the full resolution level, so the resulting local optimal field
usually is a well estimation of ground truth. To obtain good
initial field, we must reject outliers as completely as possible.
In [3], [4], hierarchical architectures with one-way propagation
from top to bottom are used for outlier filtering. Their core
idea, as said in [3], is that “Propagation and random search
(with small enough R) are usually too local in flow space to
introduce new outliers, while propagations of lower hierarchy
levels are likely to remove most outliers persisting in higher
levels, since resistant outliers are often not resistant on all
levels.” Compared to [3], [4], our method mainly differ in
following aspects:
• As shown in Figure 5, we design two kinds of hierarchy
levels for “refinement of initial field” (iteratively propagating
between two specific levels) and “propagation of the refined
field” respectively, while there is no clear distinction in [3],
[4] where refinement and propagation are mixed together. Ex-
perimental verification is given in Table I: row “Our complete
PGM-C” vs. row “Without refinement of initial field”. Our
viewpoint that good initial field is so important for limited
PatchMatch motivates us to introduce special “refinement of
initial field”. Through refinement of initial field, we can re-
move outliers more completely than the one-way propagation
from top to bottom in [3], [4]. One worry is that the refined
field may be too sparse, however, as said in Secret (2), limited
PatchMatch — boosted by special levels for “propagation of
the refined field” — is powerful enough to generate local
optimal field around the good initial field.
• Our “Correspondence field propagation” operation (blue
6arrow in Figure 5) is different. We perform forward-backward
consistency check at all levels and only propagate flow inliers
to following level, while [3], [4] only perform check on the
bottom level and propagate all flow vectors (both inliers and
outliers) to following level. Experimental verification is given
in Table I: row “Our complete PGM-C” vs. row “Propagate
both inliers and outliers”. The ability of our different “Cor-
respondence field propagation” that can remove outliers more
completely is also closely related to Secret (2). If propagating
outliers to following level (that is, these outliers are used as
initial flow for limited PatchMatch at following level), the
powerful local optimization ability of limited PatchMatch is
probably to generate continuous motion regions around these
outliers. Therefore, new outliers are introduced if some pixels
in these motion regions pass consistency check even if they can
not pass consistency check at previous level. In our method,
by only propagating inliers, we can remove more outliers.
Similarly, the powerful local optimization ability ensures that
we can preserve inlier motions with a sparse initial field.
• Except propagating correspondence field between levels, we
introduce “Outlier record propagation” operation (red arrow in
Figure 5). That is, whether a pixel is an outlier depends on not
only forward-backward consistency check result (yes/no) at
current level, but also its outlier record (yes/no) from previous
levels. This pixel is regarded as an outlier when either is
yes, and then its new outlier record will be propagated to
following level. Experimental verification is given in Table I:
row “Our complete PGM-C” vs. row “Without outlier record
propagation”. Our motivation of introducing “Outlier record
propagation” is Secret (3). As said in Secret (3), outliers
usually belong to unstable local optimal flow, so we can
identify some hard outlier pixels which may pass consistency
check at some levels by considering its outlier record at multi-
levels. Once a pixel is judged as outlier at one level, we
regard it as an outlier at following levels. Note that, as shown
in Figure 5, except one blue arrow, other blue/red arrows
come in pairs. This single blue arrow means that we do
not propagate outlier record between two connection levels
between “refinement of initial field” and “propagation of the
refined field”, and the reason is that propagating outlier record
further may make correspondence field too sparse. Therefore,
“propagation of the refined field” only receives the filtered
initial field from “refinement of initial field” and ignores
outlier record.
As show in Table I, our matching framework, especially the
above three points, can reduce estimation error significantly.
The details of our matching framework (called pyramidal
matching) will be given in the next section.
D. Pyramidal Matching
Our pyramidal matching framework is designed to filter
more outliers and provide good initial field for limited Patch-
Match at the full resolution level. The core idea of our pyrami-
dal matching framework has been discussed in Section III-C,
and this section will give a detailed description. Figure 5 is the
outline of our framework, which consists of two steps: 1) We
refine the initial field by propagating correspondence field and
times of refinement of initial fieldN
P
… l = 21st Nth
P
ropagatio
Outlier record propag-
ation
l = 1
on of the r
Full resolution
KDtree initialization
Correspondence field 
propagation
l = 0
refined fieeld
Fig. 5. The outline of our pyramidal matching. The pyramidal matching
consists of two steps: refinement of initial field and propagation of the
refined field, which involve three different operations (represented by arrows
in different colors) when propagating field between neighboring levels.
outlier record between two specific levels iteratively. Through
the refinement of initial field, most of outliers are removed; 2)
The refined initial field (without previous outlier record) are
propagated to the full resolution level level-by-level.
We define that Gli (l = 0, 1, ..., L − 1) is the lth level of
gradient pyramid {G0i , G1i , ..., GL−1i } whose level number and
downsample factor are L and s respectively, Ol (Ol(x, y) ∈
{yes, no} represents whether pixel (x, y) is an outlier) is the
outlier record at lth level, and F l is the correspondence field
at lth level. To compute Gli, we first build the image pyramid
{I0i , I1i , ..., IL−1i } with same level number and downsample
factor. Then, Gli can be obtained by computing the gradient
image of I li according to Section III-A.
As shown in Figure 5, we first initialize Fm (m = 2 in this
figure) as the KDtree-based initialization step of [7]. Then,
refinement of initial field or propagation of the refined field is
a process of iteratively performing following steps:
Step 1. Basic gradient matching;
Step 2. Forward-backward consistency check;
Step 3. Outlier record Ol update;
Step 4. If required (have blue arrow pointing towards follow-
ing level), correspondence field propagation;
Step 5. If required (have red arrow pointing towards following
level), outlier record propagation.
Note that, as shown in Figure 5, not every iteration requires
Step 4 or Step 5.
For the sake of clarity, we give a detailed description of
Step 3-5. Suppose Cl (similar to Ol, Cl(x, y) ∈ {yes, no}) is
the result of forward-backward consistency check at lth level.
In Step 3, we update Ol as
Ol(x, y) =
{
Ol(x, y) ∧ Cl(x, y), if Ol(x, y) is initialized;
Cl(x, y), else;
,
(6)
where ∧ is logical AND, and “Ol(x, y) is initialized” means
that outlier record propagation is required in Step 5 of last
iteration. In fact, except the bottom level, we need to propagate
correspondence field at all the other levels in Step 4. In detail,
we propagate field F j at jth level to following kth∈ {j +
1, j − 1} level as
F k(x, y) =

uninitialized, if ℵ′ = ∅;∑
p∈ℵ′
F j(p)
η
∑
p∈ℵ′
1 , else;
, (7)
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Fig. 6. A visual example of correspondence fields generated by our pyramidal gradient matching. (a) is the KDtree-based initial field at 2nd level. (b) is the
result of basic gradient matching which takes (a) as initialization. (c), (d), (e) and (f) are fields generated in different iterations of the refinement of initial
field. Different from (c-f), from (f) to (g), we only propagate correspondence field. (h) is the final field (displaying at 50%) of our method. (i) is the ground
truth (displaying at 50%). Along with the increasing of iteration times, we can find that outliers (for example, red circles in (b) and (c)) are removed gradually.
where
if k = j + 1{
η = 1s ;ℵ = {(x′, y′)|0 ≤ x′ − ηx < η, 0 ≤ y′ − ηy < η};
else if k = j − 1{
η = s;
ℵ = {(ηx, ηy)};
and x, y start from zero, ℵ′ = {p ∈ ℵ|Oj(p) = no}. Similarly,
in Step 5, we propagate outlier record Oj at jth level to
following kth∈ {j + 1, j − 1} level as
Ok(x, y) =
{
yes, if ℵ′ = ∅;
no, else; , (8)
where ℵ′ is the same as the definition in Step 4. A remark
is that some pixels of F k are marked as uninitialized (as
defined in Formula (7)), which means they need different
treatments as described in Section III-B.
As shown in Figure 6(a-f), the idea of iteratively propagating
correspondence field and outlier record is effective to remove
outliers, especially those which may be difficult to be removed
just by performing forward-backward consistency check at
one level. For example, outliers in regions marked by red
circles are well rejected after the first few iterations “Figure 6:
(a)→(b)→(c)”, and no outlier is introduced in the remaining
iterations.
After N times of refinement of initial field between mth
level and (m − 1)th level, like Figure 6(f), we obtain a
refined field Fm which is more accurate and contains less
outliers. Then, we only propagate this refined field to (m−1)th
level (the single blue arrow in Figure 5). Note that, we do
not propagate outlier record here as Fm may be too sparse.
However, we still propagate outlier record in the remaining
propagation steps from (m − 1)th level to the full resolution
level. As shown in Figure 6(f-h), our method can grow inliers
and avoid introducing outliers effectively based the refined
initial field.
Compared to the classical coarse-to-fine framework, instead
of mainly handling large displacements, our pyramidal match-
ing focuses on robust matching of more challenging cases
such as scale/rotational deformations, illumination changes.
Compared to FlowFields [3], we share the idea of avoiding
finding outliers by limited random search. However, the design
of our pyramidal matching is quite different (detailed in
Section III-C), which is tailored to gradient matching.
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THE SETTINGS OF TWO GRADIENT PYRAMIDS USED IN OUR APPROACH.
THEIR DIFFERENCES LIE IN COLOR SPACE (RGB, CIELAB AND YCRCB).
AS DESCRIBED IN SECTION III-E, THESE TWO GRADIENT PYRAMIDS ARE
USED TO COMPUTE BIDIRECTIONAL CORRESPONDENCE FIELDS
RESPECTIVELY.
Level 0 1 2
Forward gradient pyramid RGB CIELab YCrCb
Backward gradient pyramid CIELab YCrCb RGB
E. Outlier Filtering
The basic operation of outlier filtering is to compute bidi-
rectional correspondence fields and perform forward-backward
consistency check between them. We suppose that outliers are
mainly due to accidental factors and belong to unstable local
optimal flow, so that their probability of occurring consistently
with different settings in hierarchical matching process is low.
Under this assumption, we can further enhance outlier filtering
by introducing following differences in the matching process.
An effective extension of forward-backward consistency
check is to perform two way consistency check [3], where two
backward correspondence fields are computed with different
patch radiuses and each pixel of the forward correspondence
field is regarded as an inlier only when it is consistent to
both backward correspondence fields. In our method, we do
not adopt two way consistency check, but use two different
patch radiuses to compute the forward field (r = 7) and the
backward field (r = 5).
In cooperation with correspondence field propagation and
outlier record propagation in our pyramidal matching, differ-
ences among levels and forward/backward fields can serve
as multiple outlier sieves. A natural inter-level difference in
pyramidal matching is that different levels have different gra-
dient image scales and equivalent patch radiuses. In addition,
another difference is that we convert source images into differ-
ent color spaces at different levels before computing gradient
images of them. Specially, Table II gives color space settings
of two gradient pyramids (L = 3) used in our approach. Note
that, there are two kinds of differences in Table II. 1) Inter-
level differences: for each row (corresponding to one pyramid),
its any two levels have different color spaces (choosing two
from RGB, CIELab and YCrCb). 2) Intra-level differences:
for each column (corresponding to forward/backward fields
of one level), color space between two gradient pyramids are
different, for example, the intra-level difference of 1st level
lies in CIELab ↔ YCrCb.
After forward-backward consistency check, the resulting
field may still contain some small regions. As [3], we segment
the field and then remove regions whose area are too small
(< 9 pixels in our experiments) in the segmentation result.
F. Scalability of Gradient Image
In this section, we will discuss the scalability of gradient
image. Here, “scalability” means that we can use different
levels of gradient feature to obtain different complexity with-
out dramatic accuracy change, which also demonstrates the
robustness of gradient image for optical flow estimation. In
this paper, we present four versions with different levels of
gradient image:
(1) PGM-C: The full version of our approach. The gradient
image is 6-channel and computed from color image ac-
cording to Section III-A.
(2) PGM-G: The difference between PGM-G and PGM-C is
that we replace color image with gray image, thus, the
gradient image is 2-channel in PGM-G.
(3) PGM-CD: Compared to PGM-C, PGM-CD only uses
the direction information of gradient image for patch
matching. Specially, the gradient image used in PGM-CD
is converted from 6-channel gradient image G as
G(x, y) = G(x, y)./|G(x, y)|,
where ./ is to perform array division by dividing each
element of its left operand by the corresponding element of
its right operand, and |G(x, y)| is to compute the absolute
value of each element of G(x, y).
(4) PGM-GD: Similar to PGM-CD, PGM-GD only uses the
direction information of the gradient image used PGM-G.
Through choosing different levels of gradient image, we can
change the complexity of gradient matching. More important,
as shown in Section IV-A, their accuracy will not change
abruptly.
G. Sparse-to-Dense Interpolation
After obtaining the final correspondence field at the full
resolution level, we select pixels which are on the cross points
of the regular grid (grid spacing is 3 pixels) from the final
correspondence field and pass these matches to EpicFlow
[5] to generate dense optical flow field. Except interpolator
parameter (NW or LA), we use the online code with default
parameters1 for three datasets unless particularly stated. In our
method, we choose LA as our interpolator if enough matches
(> 2.2% of the image size) are input into EpicFlow, otherwise
NW is chosen. Through this strategy, we can avoid magnifying
error when matches are too sparse or unreliable for local affine
transformation which is simply identified by the number of
matches.
IV. EXPERIMENTS
In this section, we evaluate our method on three optical flow
datasets:
• MPI Sintel dataset [16] is a challenging benchmark based
on an animated short film. It features long sequence, large
displacements, motion/defocus blur, occlusions, atmospheric
effects and so on. Two kinds of passes (clean pass and final
pass) are available.
• KITTI dataset [20], [21] consists of images of city streets
which are captured by a camera fixed on a driving plat-
form. Most motions of KITTI dataset are caused by camera
translation and rotation. Note that, in addition to KITTI flow
2012, KITTI flow 2015 is released recently, and we call them
1All our experiments use the executable file epicflow-static provided by
http://lear.inrialpes.fr/src/epicflow/ as: epicflow-static img1 img2 edge matches
flo -sintel/kitti/middlebury -nw, where -nw is added selectively.
9KITTI2012 and KITTI2015 respectively.
• Middlebury dataset [9] is a classical dataset used for evalu-
ating optical flow algorithms. Its test set consists of 12 image
pairs which contain complex motions, but displacements are
limited.
Our experiments are organized as follows. Firstly, to demon-
strate the effectiveness of our gradient image and pyramidal
matching framework, we evaluate the four versions (described
in Section III-F) on training sets of MPI Sintel and KITTI2012
datasets in Section IV-A. Then, we generate optical flow
results of our method on test sets of three datasets and
compare to state of the art methods with same parameters
(see Section IV-B, Section IV-C and Section IV-D).
We optimize the parameters of PGM-C on a subset (20%)
of the MPI Sintel training set and do not change them for
other three versions (PGM-G, PGM-CD and PGM-GD) and
different datasets, which demonstrates the robustness of our
method. Specially, we use {W = 2, S = 5, L = 3, s = 12 ,
N = 2, m = 2} and perform 6 times of propagation-search
iteration in basic gradient matching at full resolution level and
4 times at other levels. A remark is that some settings (like
using different color space as Table II) are meaningless for
PGM-G and PGM-GD. All experiments are conducted on a
PC (Intel Pentium G3240 CPU @3.1GHz and 4GB Memory),
and no parallel techniques (such as GPU, OpenMP, SSE) are
used.
A. Effectiveness of our features and matching framework
In order to demonstrate the effectiveness of our gradient
image and pyramidal matching framework, we evaluate our
method on training sets of MPI Sintel and KITTI2012 datasets.
As a result of the scalability of gradient image, four versions
of our method are available. In addition, the results of the
online code2 of CPM-Flow [4], which is more efficient than
state of the art methods with similar quality, are also given for
comparison. Note that, we use EpicFlow with same parameters
for all rows of Table III in this section.
It is indeed incredible that our simple gradient image—one
of main contributions —is effective for highly accurate optical
flow estimation. In order to clear up doubt and demonstrate
the effectiveness of both our gradient image and our pyramidal
matching framework, especially compared to FlowFields[3],
we first test three combinations:
(1) FF[3]+Gradients: Based on FlowFields, but replace SIFT
features with our gradient image,
(2) PGM+CIELab: Based on our PGM-C, but replace gradient
image with CIELab color image,
(3) PGM+SIFT[22]: Based on our PGM-C, but replace gra-
dient image with SIFT features[22].
The performance comparison of FF[3]+Gradients,
PGM+CIELab, PGM+SIFT[22] and PGM-C is given in
the 1st∼4th row of Table III. We can find that the error
of PGM-C is the least. Especially, the error of PGM-C
is far less than FF[3]+Gradients and PGM+CIELab, for
2We generate results of CPM-Flow by using the executable file cpm.exe
provided by http://42.96.142.148/owncloud/s/xu6Q8d9ZdVFIDre as: cpm.exe
img1 img2 matches 1(or 3) 4 5 6.
TABLE III
COMPARISON OF CPM-FLOW AND DIFFERENT VERSIONS OF OUR
METHOD. WE TEST DIFFERENT VERSIONS AND METHODS ON TRAINING
SETS OF MPI SINTEL (2082 IMAGE PAIRS IN TOTAL) AND KITTI2012
(194 IMAGE PAIRS IN TOTAL). AEE ON EACH PASS IS COMPUTED WITH
ALL 1041 IMAGE PAIRS OF CORRESPONDING PASS. OUT-NOC (ALL) IS
THE PERCENTAGE OF ERRONEOUS PIXELS (> 3) IN NON-OCCLUDED (ALL)
AREAS. COLUMN “TIME” IS THE AVERAGE TIME REQUIRED FOR
PROCESSING CORRESPONDING DATASET UNDER THE SAME RUNNING
ENVIRONMENT, AND INTERPOLATION TIME IS NOT INCLUDED. NOTE
THAT, ALL RESULTS IN THIS TABLE ARE OBTAINED BY USING EPICFLOW
WITH SAME PARAMETERS.
Method
MPI Sintel KITTI2012
AEE
(Clean Pass)
AEE
(Final Pass) Time
Out-
Noc
Out-
All Time
FF[3]+Gradients 2.875 3.997 – 15.31% 23.68% –
PGM+CIELab 2.405 5.276 – 13.40% 21.68% –
PGM+SIFT[22] 2.029 3.520 – 6.68% 15.46% –
PGM-C 1.881 3.407 3.49s 5.58% 14.24% 4.55s
PGM-G 1.910 3.541 1.82s 5.14% 13.79% 2.05s
PGM-CD 1.936 3.674 1.56s 6.16% 14.95% 1.60s
PGM-GD 2.104 4.024 1.08s 5.58% 14.32% 1.16s
PGM-C3 1.872 3.414 2.28s 5.53% 14.24% 2.77s
PGM-G3 1.986 3.647 1.13s 5.23% 13.92% 1.26s
CPM-d3[4] 2.136 3.633 2.41s 6.18% 14.80% 2.49s
CPM-d1[4] 1.991 3.599 10.61s 6.48% 15.10% 10.81s
example, Out-Noc of PGM-C on KITTI2012 is < 0.5 times
of these two. The comparison among PGM-C, PGM+CIELab
and PGM+SIFT[22] demonstrates the effectiveness of our
gradient image, and the comparison between PGM-C and
FF[3]+Gradients demonstrates the effectiveness of our
pyramidal matching framework. So the high accuracy of
our method depends on both gradient image and pyramidal
matching framework. Compared to the hierarchical framework
of FlowFields, our pyramidal matching framework is more
efficient and better for gradient images. Compared to SIFT
features and CIELab color image, our gradient image is
simple and more suitable for pyramidal matching framework.
The remaining rows of Table III compare the results of our
method and CPM-Flow. For our method, except four versions
(PGM-C, PGM-G, PGM-CD and PGM-GD) described in
Section III-F, two derivative versions (PGM-C3 and PGM-G3)
of PGM-C and PGM-G are also tested. In PGM-C3 and PGM-
G3, similar to CPM-Flow, we reduce computational complex-
ity by ignoring random search steps at the full resolution level
of pixels who are not on the cross points of the regular grid
(as Section III-G, grid spacing is 3 pixels). For CPM-Flow,
we report its performance with different grid spacing d (see
[4]): CPM-d3 means d = 3 and CPM-d1 means d = 1.
As shown in Table III, we can find that AEEs of PGM-
C, PGM-G, PGM-CD and PGM-GD on MPI Sintel dataset
increase gradually. However, their accuracy is controllable,
which demonstrates the scalability and robustness of gradient
image. For example, the ratio between standard deviation and
mean value of AEEs (the second and third column of Table III)
of our four versions on two passes of MPI Sintel training set
are 5.11% and 7.24% respectively, while the ratio of the top 10
methods in Table IV (including our PGM-C) on two passes
of MPI Sintel test set are 15.81% and 9.20% respectively.
It shows that the accuracy changes of our four versions are
controllable. As final pass contains more challenging cases
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Fig. 7. Visual examples on MPI Sintel benchmark. From top to bottom, each row shows: average image of two consecutive images, ground truth, results
of our PGM-C and results of 4 state of the art methods (CPM-Flow [4], FlowFields [3], FullFlow [24] and DiscreteFlow [23]). From left to right, the first
column is a simple case with small motion, and the remaining are three challenging cases (like large displacements, scale/rotational deformations). AEE is
given on top right corner.
(such as motion/defocus blurs and atmospheric effects) than
clean pass, performance fluctuation of the four versions on
final pass is more significant. For KITTI2012 dataset, PGM-G
is even more accurate than PGM-C with fast speed.
In aspect of speed, the time cost decreases progressively
from PGM-C to PGM-GD. Therefore, our method is able
to provide a good compromise between speed and accuracy.
Especially, compared to PGM-C, PGM-G achieves significant
speed-up with little accuracy loss on both benchmarks. The
speed advantage of our method is obtained by our gradient
image. Although we compute L2 distance between two patches
as Eq. 3 (CPM-Flow computes L1 distance) and our pyrami-
dal matching framework iteratively performs basic gradient
matching which introduce extra computation, gradient image
is efficient enough to support fast matching at different levels.
For example, in terms of feature dimension, gradient image
feature of each pixel in PGM-C is 6 dimensions, while the
SIFT flow feature used in [4] is 128 dimensions.
Compared to CPM-d3, most of our four versions have
higher accuracy. For example, all four versions have less AEE
than CPM-d3 on clean pass of MPI Sintel training set, and less
Out-Noc on KITTI2012 training set. Except PGM-C, other
three versions are faster than CPM-d3. CPM-d1 has a better
performance than CPM-d3, however, it is significantly slower
(> 10s). The high efficiency of CPM-d3 is brought by only
finding matches of some seeds rather than every pixel of the
image, which may also be effective for our method. In order
to verify its effectiveness on our method, we also compare the
results of PGM-C3 and PGM-G3 in Table III. These results
show that PGM-C3 (or PGM-G3) achieves similar accuracy
with faster speed than PGM-C (or PGM-G), and PGM-C3 even
has less AEE than PGM-C on clean pass of MPI Sintel training
set. It suggests that ignoring some pixels is also effective for
our method. A remark is that PGM-C3 and PGM-G3 are a
simple verification where we only ignore some random search
steps at the full resolution level, while CPM-Flow ignores both
random search step and propagation step of some pixels at all
levels.
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Ground Truth PGM-C
CPM-Flow FlowFields
FullFlow DiscreteFlow
Fig. 8. An visual example of matches produced by five methods. These
matches correspond to the fourth column of Figure 7. Note: these figures are
drawn directly from matches which are passed to EpicFlow, and each match
is drawn as a 3× 3 filled rectangle for clear visual effects.
TABLE IV
PERFORMANCE COMPARISON OF TOP 10 PUBLISHED METHODS ON MPI
SINTEL TEST SET. THIS TABLE REPORTS AEE IN THREE KINDS OF AREAS:
ALL AREAS (AEE-ALL), NON-OCCLUDED AREAS (AEE-NOC) AND
OCCLUDED AREAS (AEE-OCC). BOLD RESULTS REPRESENT THE BEST
AND UNDERLINED RESULTS ARE THE SECOND BEST.
Method
(Clean Pass)
AEE-
All
AEE-
Noc
AEE-
Occ Time
PGM-C 3.234 0.929 22.045 3.49s+3s
CPM-Flow[4] 3.557 1.189 22.889 4.3s
DiscreteFlow[23] 3.567 1.108 23.626 ∼180s
FullFlow[24] 3.601 1.296 22.424 ∼84s
FlowFields[3] 3.748 1.056 25.700 18s
EpicFlow[5] 4.115 1.360 26.595 16.4s
PH-Flow[25] 4.388 1.714 26.202 >200s
AggregFlow[26] 4.754 1.694 29.685 >1620s
TF+OFM[27] 4.917 1.874 29.735 500s
Deep+R[28] 5.041 1.481 34.047 179s
Method
(Final Pass)
AEE-
All
AEE-
Noc
AEE-
Occ Time
PGM-C 5.591 2.672 29.389 3.49s+3s
FlowFields[3] 5.810 2.621 31.799 18s
FullFlow[24] 5.895 2.838 30.793 ∼84s
CPM-Flow[4] 5.960 2.990 30.177 4.3s
DiscreteFlow[23] 6.077 2.937 31.685 ∼180s
EpicFlow[5] 6.285 3.060 32.564 16.4s
TF+OFM[27] 6.727 3.388 33.929 500s
Deep+R[28] 6.769 2.996 37.494 179s
SparseFlowFused[29] 7.189 3.286 38.977 ∼10s
DeepFlow[1] 7.212 3.336 38.781 19s
B. Performance on MPI Sintel Benchmark
Our results compared to other top 9 published methods
on two passes of MPI Sintel test set are given in Table IV
(captured from MPI Sintel Website3 on February 18th, 2017).
It shows that our PGM-C currently ranks 1st on clean pass
and final pass among all published methods, and ranks 3rd on
3http://sintel.is.tue.mpg.de/
clean pass and 6th on final pass among all submitted methods
(taking into account unpublished methods).
As shown in Table IV, our method clearly outperforms
most published methods on both clean pass and final pass.
Our method also has a competitive speed, which is just a
slightly slower than CPM-Flow (Note: the time reported in
Table IV is not normalized for programming environment,
cpu speed, number of cores and so on). Compared to other
9 methods, an advantage of our method is that it obtains
stable performance (close ranking) on both passes, which
demonstrates the robustness of our method. Especially, except
non-occluded areas of final pass, our method reduces AEE
significantly for other cases.
Figure 7 gives a visual comparison of four state of the art
methods on four image pairs which consist of one general
case and three challenging cases. AEEs (the top right corner)
show that our method is more robust for these four pairs. For
general case, our method has equal capacity to handle small
motion, thin objects and motion edges (see the first column of
Figure 7, especially the eye, mouth and claw of the monster).
For some challenging cases, our method can not only find
more inliers (such as the top left area of the second column,
the head of the monster in the third column, the tail of the
big monster and the wing of the small monster in the fourth
column), but also effectively reject outliers (for example, the
bottom right area of the third column). An example of matches
(corresponding to the fourth column of Figure 7) of five
methods is shown in Figure 8. In these qualitative results, our
method is able to produce more accurate and dense matches.
Note that, compared to other methods, our method especially
can better capture motions in all three challenging areas which
are marked by red circles in Figure 8 (the head of the character,
the tail of the big monster and the wing of the small monster).
For example, CPM-Flow and FlowFields miss the motion of
the head, FlowFields and DiscreteFlow miss the motion of the
wing, only the bottom half of the tail is captured in FulFlow
and DiscreteFlow, and FlowFields only captures a very small
area of the tail. In addition, our method also avoids finding
serious outliers, such as the areas marked by yellow dotted
circles in Figure 8 (see the fourth column of Figure 7 for their
final interpolation flow).
C. Performance on KITTI Benchmark
As captured from a driving platform, KITTI datset contains
large displacements, complex lighting conditions and strong
scale deformations (caused by high view angle and particularly
serious in boundary region). Therefore, general optical flow
methods seem to perform not well. Most of the top-ranked
methods use special techniques like epipolar geometry and
stereo vision.
According to Table III, we evaluate PGM-G on KITTI
dataset. Note that, except differences described in Sec-
tion III-F, all other settings are the same for four versions
and different datasets. In addition to KITTI2012, we also test
our method on the recently released KITTI2015. Table V and
Table VI report the results (captured on February 18th, 2017)
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Images Ground Truth PGM-G Error
Fig. 9. Visual examples on KITTI benchmark. From left to right, each column shows: average image of two consecutive images, ground truth, results of our
PGM-C and visual error image. Note that, the fourth row is a failure example of our method.
TABLE V
PERFORMANCE COMPARISON ON KITTI2012 TEST SET. METHODS THAT
USE EPIPOLAR GEOMETRY OR STEREO VISON ARE NOT INCLUDED IN THIS
TABLE. RUNTIME MARKED BY ∗ IS MEASURED ON GPU.
Method Out-Noc
Out-
All
AEE-
Noc
AEE-
All Time
PatchBatch[30] 5.29% 14.17% 1.3 3.3 50s∗
PGM-G 5.59% 13.87% 1.2 3.3 2.05s+3s
PH-Flow[25] 5.76% 10.57% 1.3 2.9 800s
FlowFields[3] 5.77% 14.01% 1.4 3.5 23s
CPM-Flow[4] 5.79% 13.70% 1.3 3.2 4.2s
NLTGV-SC[31] 5.93% 11.96% 1.6 3.8 16s∗
TGV2ADCSIFT[32] 6.20% 15.15% 1.5 4.5 12s∗
DiscreteFlow[23] 6.23% 16.63% 1.3 3.6 180s
DeepFlow[1] 7.22% 17.79% 1.5 5.8 17s
EpicFlow[5] 7.88% 17.08% 1.5 3.8 15s
TABLE VI
PERFORMANCE COMPARISON ON KITTI2015 TEST SET. FL-BG (FG) IS
THE PERCENTAGE OF OUTLIERS AVERAGED ONLY OVER BACKGROUND
(FOREGROUND) REGIONS. AS TABLE V, WE EXCLUDE NON OPTICAL
FLOW METHODS AND MARK GPU METHODS BY ∗ .
Method Fl-Bg Fl-Fg Fl-All Time
PGM-G 18.90% 28.21% 20.45% 2.05s+3s
PatchBatch[30] 19.98% 30.24% 21.69% 50s∗
DiscreteFlow[23] 21.53% 26.68% 22.38% 180s
CPM-Flow[4] 22.32% 27.79% 23.23% 4.2s
FullFlow[24] 23.09% 30.11% 24.26% 240s
EpicFlow[5] 25.81% 33.56% 27.10% 15s
DeepFlow[1] 27.96% 35.28% 29.18% 17s
on KITTI20124 and KITTI20155 for our method and state of
the art published methods which do not use special techniques
such as epipolar geometry, stereo vision. We can see that
PGM-G ranks 1st on KITTI2015 and 2nd on KITTI2012. Our
method clearly outperforms EpicFlow, FlowFields, CPM-Flow
and DiscreteFlow on both KITTI2012 and KITTI2015. On
KITTI2012, PGM-G has smallest AEE-Noc. On KITTI2015,
4http://www.cvlibs.net/datasets/kitti/eval stereo flow.php?benchmark=flow
5http://www.cvlibs.net/datasets/kitti/eval scene flow.php?benchmark=flow
TABLE VII
PERFORMANCE COMPARISON ON MIDDLEBURY TEST SET. THIS TABLE
COMPARES FOUR METHODS WHICH ARE BASED ON SPARSE-TO-DENSE
INTERPOLATION.
Method Avg. AEE AEE rank Avg. AAE AAE rank
FlowFields[3] 0.331 40.1 3.175 47.1
PGM-C 0.349 48.9 3.303 48.9
CPM-Flow[4] 0.368 52.1 3.423 53.9
EpicFlow[5] 0.393 55.6 3.545 54.2
our method has least Fl-Bg and Fl-All. PGM-G also has a
significant advantage on speed, which is faster than CPM-
Flow under the same running environment (see Table III).
Qualitative results on KITTI are given in Figure 9. As shown
in the first three rows, our method is able to capture the motion
of cars and background well. The fourth row shows a failure
case of our method due to containing large homogeneous
regions (like the road surface). In homogeneous regions, patch
matching is easy to be affected by noise or disturbance and
find outliers.
D. Performance on Middlebury Benchmark
As discussed in [5], [3], [4], the benefits that can be
obtained by matching+EpicFlow on Middlebury are limited
because of the lack of large displacements. We test PGM-C
on Middlebury dataset without setting changes. Our PGM-C
obtains an average AEE of 0.349 and an average AAE of
3.303. A performance comparison of some sparse-to-dense
interpolation based methods on Middlebury dataset is given
in Table VII, and our method performs slightly better than
CPM-Flow and EpicFlow.
V. CONCLUSIONS
In this paper, we propose a pyramidal gradient matching
approach that can provide dense matches for highly accurate
and efficient optical flow estimation. A novel contribution
in this paper is that image gradient is used to describe
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image patches. Specially, we define gradient image to effi-
ciently use image gradient information for patch matching.
By combining gradient image and limited PatchMatch, our
basic gradient matching is more applicable to optical flow
estimation than original PatchMatch. Further, we uncover the
secrets of limited PatchMatch through a thorough analysis, and
design an effective pyramidal matching framework based on
these secrets. Our pyramidal matching framework is tailored
to gradient image and able to find more inliers and reject
outliers. Moreover, we prove that gradient image is not only
effective and efficient but also scalable, which can provide a
compromise between speed and accuracy. The evaluation on
three modern datasets shows that our method is able to provide
highly accurate optical flow on MPI Sintel and KITTI with
competitive speed. Especially, our method outperforms state
of the art published methods on both clean pass and final pass
of MPI Sintel dataset. In future, we are interested in improving
our performance in homogeneous regions.
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