This paper presents, extends, and studies a model for repeated, overdispersed time-to-event outcomes, subject to censoring. Building upon work by Molenberghs, Verbeke, and Demétrio (2007) and Molenberghs et al. (2010) , gamma and normal random effects are included in a Weibull model, to account for overdispersion and between-subject effects, respectively. Unlike these authors, censoring is allowed for, and two estimation methods are presented. The partial marginalization approach to full maximum likelihood of Molenberghs et al. (2010) is contrasted with pseudo-likelihood estimation. A limited simulation study is conducted to examine the relative merits of these estimation methods. The modeling framework is employed to analyze data on recurrent asthma attacks in children on the one hand and on survival in cancer patients on the other.
Introduction
Time-to-event data are prominent in contemporary statistical analysis, not only for univariate outcomes but also in hierarchical settings. Apart from the need to accommodate such data hierarchies for repeated survival outcomes, recurrent events, and the like, 1 it is possible that overdispersion 2 is present in the data, relative to the standard generalized linear model 3, 4 assumed, as well as censored observations. While each of these features has received attention, it is uncommon to treat all of them simultaneously. Building upon their earlier work, 5 Molenberghset al. 6 presented a general modeling framework for (non-)Gaussian overdispersed and hierarchical outcomes. The timeto-event case is but one of the applications of their framework. They combine so-called conjugate random effects for overdispersion with generalized linear mixed model ideas (GLMM [7] [8] [9] ) for between-subject effects. Here, we supplement their method with the possibility to accommodate censorship.
Whereas Molenberghs et al. 5 focused on maximum likelihood, using so-called partial marginalization, we supplement this inferential option with pairwise likelihood ideas. 10 A simulation study is conducted to study the relative merits of these methods. The methodology is applied to analyze data on recurrent asthma attacks in children on the one hand and on survival in cancer patients on the other.
The paper is organized as follows. In Section 2, motivating case studies with a time-to-event outcome are described, with analyses reported in Section 7. Basic ingredients for our modeling framework, standard generalized linear models, extensions for overdispersion, and the generalized linear mixed model are the subject of Section 3. The proposed, combined model is described and further studied in Section 4. Avenues for parameter estimation and ensuing inferences are explored in Section 5, with particular emphasis on so-called partial marginalization and pseudo-likelihood estimation. Some cautionary remarks regarding the existence of the corresponding marginal distributions' moments are issues in Section 6. A simulation study is described and results presented in Section 8.
2 Case studies 2.1 Recurrent asthma attacks in children These data have been studied in Duchateau and Janssen. 1 Asthma is occurring more and more frequently in very young children (between 6 and 24 months). Therefore, a new application of an existing antiallergic drug is administered to children who are at higher risk to develop asthma in order to prevent it. A prevention trial is set up with such children randomized to placebo or drug, and the asthma events that developed over time are recorded in a diary. Typically, a patient has more than one asthma event. The different events are thus clustered within a patient and ordered in time. This ordering can be taken into account in the model. The data are presented in calendar time format, where the time at risk for a particular event is the time from the end of the previous event (asthma attack) to the start of the next event (start of the next asthma attack). A particular patient has different periods at risk during the total observation period which are separated either by an asthmatic event that lasts one or more days or by a period in which the patient was not under observation. The start and end of each such risk period is required, together with the status indicator to denote whether the end of the risk period corresponds to an asthma attack or not. Data for the first two patients are listed in Table 1 .
Background
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The column labeled ''Status'' referred to whether (1) or not (0) censoring has occurred.
A random variable Y follows an exponential family distribution if the density is of the form
for a specific set of unknown parameters and , and for known functions ðÁÞ and cðÁ, ÁÞ. Often, and are termed ''natural parameter'' (or ''canonical parameter'') and ''dispersion parameter'', respectively. It is well known that
implying a mean-variance relationship: 2 ¼ 00 ½ 0 À1 ðÞ ¼ vðÞ, with vðÁÞ the so-called variance function. In the exponential case, one assumes
with mean ' À1 and variance ' À2 . This extends in the Weibull case to
Note that the Weibull model does not belong to the exponential family in a conventional sense, unless in a somewhat contrived fashion where Y is replaced by Y . In the mean and variance expressions for the Weibull, ÀðÁÞ represents the gamma function.
When the standard exponential-family models constrain the mean-variance relationship, so-called overdispersion is introduced. Early reviews are provided by Hinde and Deme´trio 2 provide general treatments of overdispersion. The Poisson case received particular attention by Breslow 12 and Lawless. 13 A natural step is to allow the overdispersion parameter 6 ¼ 1, so that (3) produces VarðYÞ ¼ vðÞ. A convenient route is through a two-stage approach. Generally, the two-stage approach is made up of considering a distribution for the outcome, given a random effect f ð y i j i Þ which, combined with a model for the random effect, f ð i Þ, produces the marginal model
In our exponential and Weibull cases, it is in line with the data range to assume such a random effect to follow a gamma distribution, giving rise to the exponential-gamma and Weibull-gamma models. The model elements are listed in Table 3 . The choice of the gamma distribution can also be motivated through the concept of conjugacy. 14, 15 To simplify notation, drop the indices for the purpose of the definition. The hierarchical and random-effects densities are said to be conjugate if and only if they can be written in the generic forms
where gðÞ and hðÞ are functions, , , and are parameters, and the additional functions cð y, Þ and c Ã ð, Þ are so-called normalizing constants. It can then be shown that the marginal model resulting from (6) and (7) equals
Should the data be hierarchical, with Y ij denoting the jth outcome measured for cluster (subject) i, i ¼ 1, . . . , N, j ¼ 1, . . . , n i and Y i the n i -dimensional vector of all measurements available for cluster i, then the scalar i becomes a vector h i ¼ ð i1 , . . . , in i Þ 0 , with Eðh i Þ ¼ l i and Varðh i Þ ¼ AE i . In line with the univariate case produces EðY i Þ ¼ l i and VarðY i Þ ¼ M i þ AE i , where M i is a diagonal matrix with the vector l i along the diagonal.
Next, it is possible to include normal random effects in the linear predictor of the generalized linear model, giving rise to the family known as generalized linear mixed model. [7] [8] [9] 16, 17 Assume that, in analogy with (1), conditionally upon q-dimensional random effects b i $ Nð0, DÞ, the outcomes Y ij are independent with densities of the form 
for a known link function ðÁÞ, with x ij and z ij p-dimensional and q-dimensional vectors of known covariate values, with n a p-dimensional vector of unknown fixed regression coefficients, and with a scale (overdispersion) parameter. Finally, let f ðb i jDÞ be the density of the Nð0, DÞ distribution for the random effects b i . This kind of models are a bit less common for survival data, where so-called frailty models, 1 rather of the type with conjugate random effects, are more standard. In any case, the next section presents a framework to combine both types of random effects, with focus on timeto-event data. 
with notation similar to the one used in (9) , but now with conditional mean
where the random variable ij $ G ij ð# ij , 2 ij Þ, ij ¼ gðx 0 ij n þ z 0 ij b i Þ, # ij is the mean of ij and 2 ij is the corresponding variance. Finally, as before, b i $ Nð0, DÞ. Write ij ¼ x 0 ij n þ z 0 ij b i . We now need two different notations, ij and ij , to refer to the linear predictor and/or the natural parameter. The reason is that ij encompasses the random variables ij , whereas ij refers to the ''GLMM part'' only.
It is convenient, but not strictly necessary, to assume that the two sets of random effects, h i and b i , are independent of each other. Regarding the components ij of h i , three useful special cases result from assuming that (1) they are independent; (2) they are correlated, implying that the collection of univariate distributions G ij ð# ij , 2 ij Þ needs to be replaced with a multivariate one; and (3) they are equal to each other, useful in applications with exchangeable outcomes Y ij .
Obviously, parameterization (12) allows for random effects ij capturing overdispersion, and formulated directly at mean scale, whereas ij could be considered the GLMM component. The relationship between mean and natural parameter now is
Details and generic expressions are provided in online Appendix A. Molenberghs et al. 5 set up a framework to describe under what conditions model (11) still allows for conjugacy. They considered conjugacy, conditional upon the normally-distributed random effect b i . To this effect, they wrote (suppressing non-essential arguments from the functions)
generalizing (6), and retain (7) . Applying the transformation theorem to (7) leads to
Next, we request that the parametric form (7) be maintained
where the parameters Ã and Ã follow from and~ upon absorption of . Then, the marginal model, in analogy with (8), equals
The condition is termed strong conjugacy. Fortunately, the Weibull and exponential cases satisfy this property, with gamma random effects. Other examples include the normal and Poisson cases, with normal and gamma random effects, respectively. 5 
Weibull-and exponential-type models for time-to-event data
The general Weibull model for repeated measures, with both gamma and normal random effects can be expressed as
A few observations are in place. First, it is implicit that the gamma random effects are independent. This need not be the case and, like in the Poisson case, extension via multivariate gamma distributions is possible. Second, setting ¼ 1 leads to the special case of an exponential time-to-event distribution. Third, it is evident that the classical gamma frailty model (i.e., no normal random effects) and the Weibull-based GLMM (i.e., no gamma random effects) follow as special cases. Fourth, strong conjugacy applies. This is typically considered for the exponential model, but it holds for the Weibull model too, by observing that the Weibull model is nothing but an exponential model for the random variable Y ij . It is equally possible to derive this result by merely re-writing the factor ¼ . Fifth, the above expressions are derived for a two-parameter gamma density. It is customary in a gamma frailty context 1 to set j j ¼ 1, for reasons of identifiability. In this case, (18) is replaced by
Alternatively, assuming j ¼ 1 and j ¼ 1= j , one could write
implying that the gamma density is reduced to an exponential one, of the form (4) with ' now taking the role of j ¼ 1= j . Closed-form expressions for the marginal density, means, variances, covariances, and moments are derived in online Appendix B, where also a number of related facts are derived.
Estimation
A priori, fitting a combined model of the type described in Section 4, proceeds by integrating over the random effects. The likelihood contribution of subject i is
Here, # groups all parameters in the conditional model for Y i . From (22) the likelihood derives as
The key problem in maximizing (23) is the presence of N integrals over the random effects b i and h i . We consider so-called partial marginalization, in agreement with Molenberghs et al. 5 but, unlike these authors, also allowing for censorship. We further explore the use of pseudo-likelihood as an alternative to full maximum likelihood.
Partial marginalization
While closed-form expressions, as derived in online Appendix B, can be used to implement maximum likelihood estimation, with numerical accuracy governed by the number of terms included in the Taylor series, one can also proceed by what Molenberghs et al. 5 termed partial marginalization. By this we refer to integrating the conditional density over the gamma random effects only, leaving the normal random effects untouched. The corresponding probability in the Weibull case is
Now, in the survival case it is evidently very likely that censoring occurs. Focusing on rightcensored data, it is then necessary to integrate the marginal density over the survival time within the interval ½0, C i . The corresponding cumulative distribution is given in (B.9).
In the spirit of (24), the partial marginalization of a censored component takes the form
The concept of partial integration always applies whenever strong conjugacy holds. Indeed, an expression of the form (16) corresponds to integrating over the conjugate random effect , while leaving the normally distributed random effect embedded in the predictor, in this notation. Recall that, while expressions of the type (16) appear to be for the univariate case, they extend without problem to the longitudinal setting as well.
Pseudo-likelihood
Pseudo-likelihood, 10, 18 as generalized estimating equations 19 are useful when the computational burden of full likelihood becomes burdensome and/or when robustness against misspecification of higher order moments is desirable. This is especially the case when the joint marginal distribution is available but cumbersome to manipulate and evaluate. Essentially then, the joint distribution is replaced with a product of factors of marginal and/or conditional distributions of lower dimensions. Because such a product does not necessarily re-compose the original joint distribution, sandwichestimator ideas are then used to provide not only valid point estimates, but also precision estimates and inferences derived therefrom.
Let us define pseudo-likelihood in general and formally, after which we turn to the special case of pairwise likelihood. Also the term composite likelihood is encountered in this context. Using Arnold and Strauss, 20 we introduce pseudo-likelihood, the principal idea of which is to replace a numerically challenging joint density by a simpler function assembled from suitable factors.
Define S to be the set of all 2 n À 1 vectors of length n, consisting solely of zeros and ones, with each vector having at least one non-zero entry. Denote by y ðsÞ i the subvector of y i corresponding to the components of s that are non-zero. The associated joint density is f s ð y ðsÞ i ; nÞ. To define a pseudolikelihood function, one chooses a set ¼ f s js 2 Sg of real numbers, with at least one non-zero component. The log of the pseudo-likelihood is then defined as
Adequate regularity conditions have to be invoked to ensure that (26) can be maximized by solving the pseudo-likelihood (score) equations, the latter obtained by differentiating the logarithmic pseudo-likelihood and by equating its derivative to zero. More detail can be found in online Appendix C, where the regularity conditions are given. In particular, when the components in (26) result from a combination of marginal and conditional distributions of the original distribution, then a valid pseudo-likelihood function results. More specifically, the classical log-likelihood function is found by setting s ¼ 1 if s is the vector consisting solely of ones, and 0 otherwise. More details can be found in Varin, 21 Lindsay, 22 and Joe and Lee. 23 Note that Joe and Lee 23 use weighting for reasons of efficiency in pairwise likelihood, similar in spirit to Geys et al., 24 but differently from its use here, which focuses on bias correction when data are incomplete. Another important reference is Cox and Reid. 25 Let 0 be the true parameter. Under suitable regularity conditions (see Refs. 18, 20, and 26), it can be shown 10 that maximizing the function (26) produces a consistent and asymptotically normal estimator e n 0 so that ffiffiffiffi N p ð e n 0 À n 0 Þ converges in distribution to N p ½0, I 0 ðn 0 Þ À1 I 1 ðn 0 ÞI 0 ðn 0 Þ À1 with I 0 ðhÞ and I 1 ðhÞ defined by their elements
s t E h @ ln f s ð y ðsÞ jhÞ @ k 1 @ ln f t ð y ðtÞ jhÞ @ k 2
As stated earlier, models for non-Gaussian data can become prohibitive when subjected to full maximum likelihood inference, especially with large within-unit replication. le Cessie and van Houwelingen 27 and Geys et al. 24 replace the true contribution of a vector of correlated binary data to the full likelihood, written as f ð y i1 , . . . , y in i Þ, by the product of all pairwise contributions f ð y ij , y ik Þ (1 j 5 k n i ), to obtain a pseudo-likelihood function. Also the term composite likelihood is encountered in this context. Renard et al. 28 refer to this particular instance of pseudo-likelihood as pairwise likelihood. Grouping the outcomes for subject i into a vector Y i , the contribution of the ith cluster to the log pseudo-likelihood then specializes to
if it contains more than one observation. Otherwise p' i ¼ f ð y i1 Þ. Extension to three-way and higher order pseudo-likelihood is straightforward. All of these are special cases of (26).
Marginal distributions and moments
In online Appendix B, along the lines of Molenberghs et al. 5 and Molenberghs and Verbeke, 29 the marginal density and moments are derived. Molenberghs and Verbeke 29 showed that only a finite number of moments is finite. This holds not only for the combined model, but as soon as gamma random effects are combined with Weibull outcomes, i.e., it also applies to the conventional Weibullgamma model. Because it is possible that even the second and first moments may be infinite, it is wise to check the number of finite moments. Given the moment expression
with BðÁ, ÁÞ the beta function, it follows that the order k j for the corresponding moment to be finite.
Analysis of case studies 7.1 Recurrent asthma attacks in children
We will analyze the times-to-event, introduced in Section 2.1. We consider an exponential model, i.e., a model of the form (17) with ¼ 1, and further a predictor of the form
Results from fitting all four models (with/without normal random effect; with/without gamma random effect) can be found in Table 4 .
A formal assessment of the treatment effect from all four models is given in Table 5 . The treatment effect 1 is stably identifiable in all four models. As can be seen from Table 5 , the treatment effects are similar in strength, but including both random effects reduces the evidence, relative to the exponential model. Needless to say that too parsimonious an association structure might lead to liberal test behavior.
Moreover, still considering the combined model, we can also proceed by means of pseudolikelihood. This is combined with proper inclusion of the censored observations. The model fitting was performed using a SAS macro (available from the authors) in conjunction with the SAS procedure NLMIXED. The result of this analysis can be found in Table 6 . Note that the combined model was conveniently fitted by pseudo-likelihood (specifically pairwise likelihood) based on all the pairs of outcomes within a subject. It seems that in the result of the combined model (Table 6) , there is overdispersion, regardless of whether censoring is taken into account and irrespective of the estimation method, when full likelihood is employed. Note, however, that the standard errors in this case are far from plausible and may point to difficulties with convergence in this case. The pseudo-likelihood methodology does not seem to suffer from this problem. As a result, overdispersion now disappears, given that the standard error values are more trustworthy.
To further address this issue, it might make sense to set the shape parameter equal to one. Re-fitted results for all four models in this way are reported in Table 7 . We now find that the standard errors are plausible throughout and that there is no disparity in the overdispersion results. In addition, we performed Wald test for the assessment of treatment effect in the combined model under several different conditions (full likelihood versus pseudo-likelihood; with/ without censoring), based on the analyses reported in Table 7 . The test results are presented in Table  8 . The treatment effect 1 is still stably identifiable in all four combined models. It can be seen from Table 8 that the treatment-effect strengths are still similar to the one in combined model treatment effect assessment in Table 5 .
Two remarks are in place. First, convergence is reached faster with pseudo-likelihood as opposed to full likelihood. A related finding was reported in Geys et al. 26 where excessive computational requirements could be avoided when using pseudo-likelihood. Second, we noticed that pseudolikelihood is more robust against the choice of starting values. This is intuitively plausible, because from a computational standpoint, our pseudo-likelihood behaves as when analyzing bivariate data. The higher the order of the likelihood, the more vulnerable to numerical instabilities.
In conclusion, given that full likelihood nicely converged for the combined models, given that it is best to account for censoring, and given that the shape parameter is redundant, we can consider the bottom left analysis in Table 7 as the final one.
Survival in cancer patients
Let us fit to the data introduced in Section 2.2, the generalized log-logistic model
generalized logistic model
and generalized Cauchy model
In the former two cases, we set
where i is the patient index and cancer type T i ¼ 1, . . . , 5 for stomach, bronchus, colon, ovarian, and breast cancer, respectively. For the generalized Cauchy model, predictor function ' is set equal to instead. Parameter estimates are presented in Table 9 . Model fitting is performed using the SAS procedure NLMIXED. The code can be obtained from the authors, upon request. A few remarks are worth making. First, the parameters of the log-logistic and generalized logistic are similar, given that the two families are in one-to-one relationship through the logarithmic transformation on the one hand, and the fact that in the second case the data are, of course, logtransformed, on the other. Second, the previous observation notwithstanding, while ¼ 0:4178 5 1, thence no finite moments exist, in the generalized logistic case all moments are finite! Third, in the generalized Cauchy case, there are seven finite moments, implying, of course, that there is a finite mean and a finite variance.
The key scientific question is directed toward the difference in survival across cancer types. The null hypothesis H 0 : 1 ¼ 2 ¼ 3 ¼ 4 ¼ 5 can be tested by means of an approximate F 4,64 test statistic. For the generalized log-logistic and generalized logistic distributions, we obtain F ¼ 0.36 (p ¼ 0.8344), while for the generalized Cauchy, we obtain F ¼ 5.04 (p ¼ 0.0013). The difference is enormous and arguably, can be ascribed to the lack of finite moments in the latter case.
Thus, our analysis illustrates the occurrence, in real life, of distributions without finite moments, with all moments finite, and with a finite number of finite moments. The first one is the more acute one, and it is precisely this one that corresponds to the Weibull-Gamma frailty model, providing an example where the usual regularity conditions are called into question.
In conclusion, we evidently discard the generalized log-logistic analysis for the lack of finite mean and variance. The generalized Cauchy model has a finite mean and finite variance and provides a parsimonious description, unlike the generalized logistic model, in spite of its full series of finite moments. Hence, the generalized Cauchy is our preferred choice to summarize the structure in the data.
Simulation study
In this simulation study, we aim to evaluate the performance of the combined model, Weibull model with gamma frailties and normal random effects, under full likelihood and pseudo-likelihood. The design of the simulation study was carried out under different settings, to investigate the impact of sample size, censoring percentage, and method of estimation. We used two sets of true parameters, similar in spirit to the ones in Table 7 , without and with censoring (full likelihood). The true parameters are not exactly equal to these in Table 7 , to avoid convergence issues during the simulation runs. Starting values were chosen so as to reach good convergence properties: 0 ¼ 2, 1 ¼ 0.1, ¼ 0.2, and ffiffi ffi d p ¼ 0:5. Sample sizes considered were: 50, 100, and 200 subjects. In addition, we generated the number of observations within a subject from a normal Nð ¼ 12, 2 ¼ 4Þ. A censoring covariate is generated from a Bernoulli ðÞ with ¼ 0.9, 0.75, and 0.5, corresponding to 10%, 25%, and 50% of the observations within a subject are censored. This amounts to nine distinct settings, for each of which 500 datasets were generated. Simulation results are reported in Tables 10, 11 , and 12. Each one represents one of the three censoring proportions. The average of the parameter estimates, average of the estimated standard errors of the estimates (mean s.e.), bias, and relative bias are included. The relative bias ranges from À1.47 to 4.62. The proportion of non-converging analysis was relatively small, ranging from 0 to 43 among 500 simulation runs; we found that this proportion increases with censoring.
Furthermore, as a measure of consistency, Mahalanobis distance is used. Precisely, the relative distance between the vector of estimates and the vector of true parameters is computed, for each simulation setting. Some authors use the Euclidian distance as a measure of consistency, including Litie`re. 30 The Mahalanobis distance has the advance of taking the variance-covariance structure into account. Let n 0 ¼ ð 0 , 1 , , ffiffi ffi d p Þ T represents the vector of the true parameters and
T the corresponding vector of estimates, then the Mahalanobis distance is defined by
n 0 Þ denotes Mahalanobis distance and S is the covariance matrix. Based on our simulations, consistency is reached over different sample sizes as well as varying censoring proportions. The set of estimators said to be consistent if the Mahalanobis distance is minimal. Figure 1 displays the evolution of relative distance over increasing proportions of censoring, for a given sample size (panels a, b, and c) and over increasing sample size, for a given censoring proportion (panels d, e, and f). It can be seen in from all panels that pseudo-likelihood estimation method has reduced consistency relative to full likelihood estimation. It can also be observed that, for a given censoring percentage, the relative distances clearly increase with sample size. These occurred for both estimation methods. While with increasing proportion of censored observations, within the same sample size, the relative distance seems to be stable when using pseudo-likelihood estimation method. However, with full likelihood estimation, the relative distance increases as the censoring percentage increases. In other words, there will be loss of some consistency of estimates of the combined model, with increasing censoring percentage, under full likelihood estimation. This result stems from the fact that the pseudo-likelihood method has increased bias in a number of settings, which contributes to the Mahalanobis distance. A similar result was observed by van Duijn et al. 31 
Concluding remarks
Building upon work by Molenberghs et al., 5 we have studied the combination of normal and nonnormal random effects in the time-to-event case. We gave particular attention to Weibull models for repeated time-to-event outcomes, with gamma and normal random effects, the so-called combined model. Unlike in the original paper, we allow for right censoring. Furthermore, in line with Molenberghs and Verbeke, 29 we made remarks about the lack of finite moments in the Weibullgamma model, and hence also in the Weibull-gamma-normal model. On the other hand, the Weibull-gamma-normal model enjoys the so-called strong conjugacy property, which is taken to be a version of the well-known conjugacy that is compatible with the additional introduction of normal random effects. This is advantageous when deriving closed-form expressions for the marginal distribution and its corresponding moments. Whereas Molenberghs et al. 5 confined attention to maximum likelihood estimation, we introduce a pairwise-likelihood version of pseudo-likelihood. Both estimation methods are compared, based on data analysis and simulations. A subtle picture emerges. In a number of cases, maximum likelihood estimation is more efficient in terms of computation time. The statistical loss of efficiency of pseudo-likelihood is relatively small, although the consistency behavior for the maximum-likelihood case is better. That said, pseudo-likelihood has a tremendous advantage in terms of computational stability. Indeed, as illustrated in the data analysis, there are situations where maximum likelihood estimation produces unreliable results due to divergence, no matter what starting values are chosen and other stabilizing measures are taken.
The gamma and normal random effects play distinct roles. In our model formulation, the gamma random effects capture overdispersion, while the normal random effects allow for within-subject association across repeated measures. The model can be extended further and/or adapted to specific cases. For example, when the gamma random effects would be allowed to be correlated from one occasion to the other, then a form of serial (or temporal) association would result. Furthermore, it is possible to generalize the current, two-level formulation, to higher level hierarchies, should this be required.
Computations have been implemented in the SAS procedure NLMIXED, supplemented with user-defined macros. All datasets, software code, and outputs can be found in a WinZip archive on the website www.ibiostat.be/software. Relevant SAS code is also available in online Appendix D.
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