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Abstract
We develop a class of algorithms, as variants of the stochastically controlled
stochastic gradient (SCSG) methods [19], for the smooth non-convex finite-
sum optimization problem. Assuming the smoothness of each component,
the complexity of SCSG to reach a stationary point with E‖∇f(x)‖2 ≤  is
O
(
min{−5/3, −1n2/3}), which strictly outperforms the stochastic gradient de-
scent. Moreover, SCSG is never worse than the state-of-the-art methods based
on variance reduction and it significantly outperforms them when the target ac-
curacy is low. A similar acceleration is also achieved when the functions satisfy
the Polyak-Lojasiewicz condition. Empirical experiments demonstrate that SCSG
outperforms stochastic gradient methods on training multi-layers neural networks
in terms of both training and validation loss.
1 Introduction
We study smooth non-convex finite-sum optimization problems of the form
min
x∈Rd
f(x) =
1
n
n∑
i=1
fi(x) (1)
where each component fi(x) is possibly non-convex with a Lipschitz gradient. This generic form
captures numerous statistical learning problems, ranging from generalized linear models [20] to deep
neural networks [17].
In contrast to the convex case, the non-convex case is comparatively under-studied. Early work
focused on the asymptotic performance of algorithms [11, 7, 27], with non-asymptotic complexity
bounds emerging more recently [22]. In recent years, complexity results have been derived for both
gradient methods [13, 2, 8, 9] and stochastic gradient methods [12, 13, 6, 4, 24, 25, 3]. Unlike in the
convex case, in the non-convex case one can not expect a gradient-based algorithm to converge to the
global minimum if only smoothness is assumed. As a consequence, instead of measuring function-
value suboptimality Ef(x)− infx f(x) as in the convex case, convergence is generally measured in
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Table 1: Computation complexity of gradient methods and stochastic gradient methods for the
finite-sum non-convex optimization problem (1). The second and third columns summarize the rates
in the smooth and P-L cases respectively. µ is the P-L constant andH∗ is the variance of a stochastic
gradient. These quantities are defined in Section 2. The final column gives additional required
assumptions beyond smoothness or the P-L condition. The symbol ∧ denotes a minimum and O˜(·) is
the usual Landau big-O notation with logarithmic terms hidden.
Smooth Polyak-Lojasiewicz additional cond.
Gradient Methods
GD O
(
n

)
[22, 13] O˜
(
n
µ
)
[23, 15] -
Best achievable O˜
(
n
7/8
)
[9] - smooth gradient
O˜
(
n
5/6
)
[9] - smooth Hessian
Stochastic Gradient Methods
SGD O
(
1
2
)
[22, 24] O
(
1
µ2
)
[15] H∗ = O(1)
Best achievable O
(
n+ n
2/3

)
[24, 25] O˜
(
n+ n
2/3
µ
)
[24, 25] -
SCSG O˜
(
1
5/3
∧ n2/3
)
O˜
(
( 1µ ∧ n) + 1µ ( 1µ ∧ n)2/3
)
H∗ = O(1)
terms of the squared norm of the gradient; i.e., E‖∇f(x)‖2. We summarize the best achievable rates
1 in Table 1. We also list the rates for Polyak-Lojasiewicz (P-L) functions, which will be defined in
Section 2. The accuracy for minimizing P-L functions is measured by Ef(x)− infx f(x).
As in the convex case, gradient methods have better dependence on  in the non-convex case but
worse dependence on n. This is due to the requirement of computing a full gradient. Comparing
the complexity of SGD and the best achievable rate for stochastic gradient methods, achieved via
variance-reduction methods, the dependence on  is significantly improved in the latter case. However,
unless  << n−1/2, SGD has similar or even better theoretical complexity than gradient methods and
existing variance-reduction methods. In practice, it is often the case that n is very large (105 ∼ 109)
while the target accuracy is moderate (10−1 ∼ 10−3). In this case, SGD has a meaningful advantage
over other methods, deriving from the fact that it does not require a full gradient computation. This
motivates the following research question: Is there an algorithm that
• achieves/beats the theoretical complexity of SGD in the regime of modest target accuracy;
• and achieves/beats the theoretical complexity of existing variance-reduction methods in the
regime of high target accuracy?
The question has been partially answered in the convex case by [19] in their formulation of the
stochastically controlled stochastic gradient (SCSG) methods. When the target accuracy is low,
SCSG has the same O
(
−2
)
rate as SGD but with a much smaller data-dependent constant factor
(which does not even require bounded gradients). When the target accuracy is high, SCSG achieves
the same rate as the best non-accelerated methods, O(n ). Despite the gap between this and the
optimal rate, SCSG is the first known algorithm that provably achieves the desired performance in
both regimes.
1It is also common to use E‖∇f(x)‖ to measure convergence; see, e.g. [2, 8, 9, 3]. Our results can be readily
transferred to this alternative measure by using Cauchy-Schwartz inequality, E‖∇f(x)‖ ≤ √E‖∇f(x)‖2,
although not vice versa. The rates under this alternative can be made comparable to ours by replacing  by
√
.
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In this paper, we show how to generalize SCSG to the non-convex setting and, surprisingly, provide a
completely affirmative answer to the question raised above. Even though we only assume smoothness
of each component, we show that SCSG is always O
(
−1/3
)
faster than SGD and is never worse
than recently developed variance-reduction methods. When  >> 1n , SCSG is at least O((n)
2/3)
faster than the best variance-reduction algorithm. Comparing with gradient methods, SCSG has a
better convergence rate provided  >> n−6/5, which is the common setting in practice. Interestingly,
there is a parallel to recent advances in gradient methods; [9] improved the classical O(−1) rate of
gradient descent to O(−5/6); this parallels the improvement of SCSG over SGD from O(−2) to
O(−5/3).
Beyond the theoretical advantages of SCSG, we also show that SCSG yields good empirical perfor-
mance for the training of multi-layer neural networks. It is worth emphasizing that the mechanism by
which SCSG achieves acceleration (variance reduction) is qualitatively different from other speed-up
techniques, including momentum [26] and adaptive stepsizes [16]. It will be of interest in future work
to explore combinations of these various approaches in the training of deep neural networks.
The rest of paper is organized as follows: In Section 2 we discuss our notation and assumptions
and we state the basic SCSG algorithm. We present the theoretical convergence analysis in Section
3. Experimental results are presented in Section 4. All the technical proofs are relegated to the
Appendices. Our code is available at https://github.com/Jianbo-Lab/SCSG.
2 Notation, Assumptions and Algorithm
We use ‖ · ‖ to denote the Euclidean norm and write min{a, b} as a ∧ b for brevity throughout the
paper. The notation O˜, which hides logarithmic terms, will only be used to maximize readibility in
our presentation but will not be used in the formal analysis.
We define computation cost using the IFO framework of [1] which assumes that sampling an index
i and accessing the pair (∇fi(x), fi(x)) incur a unit of cost. For brevity, we write ∇fI(x) for
1
|I|
∑
i∈I ∇fi(x). Note that calculating ∇fI(x) incurs |I| units of computational cost. x is called
an -accurate solution iff E‖∇f(x)‖2 ≤ . The minimum IFO complexity to reach an -accurate
solution is denoted by Ccomp().
Recall that a random variable N has a geometric distribution, N ∼ Geom(γ), if N is supported on
the non-negative integers 2 with
P (N = k) = γk(1− γ), ∀k = 0, 1, . . .
An elementary calculation shows that
EN∼Geom(γ) =
γ
1− γ . (2)
To formulate our complexity bounds, we define
f∗ = inf
x
f(x), ∆f = f(x˜0)− f∗.
Further we defineH∗ as an upper bound on the variance of the stochastic gradients:
H∗ = sup
x
1
n
n∑
i=1
‖∇fi(x)−∇f(x)‖2. (3)
Assumption A1 on the smoothness of individual functions will be made throughout the paper.
2Here we allow N to be zero to facilitate the analysis.
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A1 fi is differentiable with
‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖,
for some L <∞ and for all i ∈ {1, . . . , n}.
As a direct consequence of assumption A1, it holds for any x, y ∈ Rd that
− L
2
‖x− y‖2 ≤ fi(x)− fi(y)− 〈∇fi(y), x− y〉 ≤ L
2
‖x− y‖2. (4)
In this paper, we also consider the Polyak-Lojasiewicz (P-L) condition [23]. It is weaker than strong
convexity as well as other popular conditions that appear in the optimization literature; see [15] for
an extensive discussion.
A2 f(x) satisfies the P-L condition with µ > 0 if
‖∇f(x)‖2 ≥ 2µ(f(x)− f(x∗))
where x∗ is the global minimum of f .
2.1 Generic form of SCSG methods
The algorithm we propose in this paper is similar to that of [14] except (critically) the number of
inner loops is a geometric random variable. This is an essential component in the analysis of SCSG,
and, as we will show below, it is key in allowing us to extend the complexity analysis for SCSG to
the non-convex case. Moreover, that algorithm that we present here employs a mini-batch procedure
in the inner loop and outputs a random sample instead of an average of the iterates. The pseudo-code
is shown in Algorithm 1.
Algorithm 1 (Mini-Batch) Stochastically Controlled Stochastic Gradient (SCSG) method for smooth
non-convex finite-sum objectives
Inputs: Number of stages T , initial iterate x˜0, stepsizes (ηj)Tj=1, batch sizes (Bj)Tj=1, mini-batch
sizes (bj)Tj=1.
Procedure
1: for j = 1, 2, · · · , T do
2: Uniformly sample a batch Ij ⊂ {1, · · · , n} with |Ij | = Bj ;
3: gj ← ∇fIj (x˜j−1);
4: x(j)0 ← x˜j−1;
5: Generate Nj ∼ Geom (Bj/(Bj + bj));
6: for k = 1, 2, · · · , Nj do
7: Randomly pick I˜k−1 ⊂ [n] with |I˜k−1| = bj ;
8: ν(j)k−1 ← ∇fI˜k−1(x
(j)
k−1)−∇fI˜k−1(x
(j)
0 ) + gj ;
9: x(j)k ← x(j)k−1 − ηjν(j)k−1;
10: end for
11: x˜j ← x(j)Nj ;
12: end for
Output: (Smooth case) Sample x˜∗T from (x˜j)Tj=1 with P (x˜∗T = x˜j) ∝ ηjBj/bj ; (P-L case) x˜T .
As seen in the pseudo-code, the SCSG method consists of multiple epochs. In the j-th epoch, a mini-
batch of size Bj is drawn uniformly from the data and a sequence of mini-batch SVRG-type updates
are implemented, with the total number of updates being randomly generated from a geometric
distribution, with mean equal to the batch size. Finally it outputs a random sample from {x˜j}Tj=1.
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Table 2: Parameter settings analyzed in this paper.
ηj Bj bj Type of Objectives ECcomp()
Version 1 1
6LB2/3
O
(
1
 ∧ n
)
1 Smooth O
(
1
5/3
∧ n2/3
)
Version 2 1
6LB
2/3
j
j
3
2 ∧ n 1 Smooth O˜
(
1
5/3
∧ n2/3
)
Version 3 1
6LB
2/3
j
O
(
1
µ ∧ n
)
1 Polyak-Lojasiewicz O˜
(
( 1µ ∧ n) + 1µ ( 1µ ∧ n)2/3
)
This is the standard way, proposed by [21], as opposed to computing arg minj≤T ‖∇f(x˜j)‖ which
requires additional overhead. By (2), the average total cost is
T∑
j=1
(Bj + bj · ENj) =
T∑
i=1
(Bj + bj · Bj
bj
) = 2
T∑
j=1
Bj . (5)
Define T () as the minimum number of epochs such that all outputs afterwards are -accurate
solutions, i.e.
T () = min{T : E‖∇f(x˜∗T ′)‖2 ≤  for all T ′ ≥ T}.
Recall the definition of Ccomp() at the beginning of this section, the average IFO complexity to
reach an -accurate solution is
ECcomp() ≤ 2
T ()∑
j=1
Bj .
2.2 Parameter settings
The generic form (Algorithm 1) allows for flexibility in both stepsize, ηj , and batch/mini-batch size,
(Bj , bj). In order to minimize the amount of tuning needed in practice, we provide several default
settings which have theoretical support. The settings and the corresponding complexity results are
summarized in Table 2. Note that all settings fix bj = 1 since this yields the best rate as will be shown
in Section 3. However, in practice a reasonably large mini-batch size bj might be favorable due to the
acceleration that could be achieved by vectorization; see Section 4 for more discussions on this point.
3 Convergence Analysis
3.1 One-epoch analysis
First we present the analysis for a single epoch. Given j, we define
ej = ∇fIj (x˜j−1)−∇f(x˜j−1). (6)
As shown in [14], the gradient update ν(j)k is a biased estimate of the gradient ∇f(x(j)k ) conditioning
on the current random index ik. Specifically, within the j-th epoch,
EI˜kν
(j)
k = ∇f(x(j)k ) +∇fIj (x(j)0 )−∇f(x(j)0 ) = ∇f(x(j)k ) + ej .
This reveals the basic qualitative difference between SVRG and SCSG. Most of the novelty in our
analysis lies in dealing with the extra term ej . Unlike [14], we do not assume ‖x(j)k − x∗‖ to be
bounded since this is invalid in unconstrained problems, even in convex cases.
By careful analysis of primal and dual gaps [5], we find that the stepsize ηj should scale as (Bj/bj)−
2
3 .
Then same phenomenon has also been observed in [24, 25, 4] when bj = 1 and Bj = n.
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Theorem 3.1 Let ηjL = γ(Bj/bj)−
2
3 . Suppose γ ≤ 13 and Bj ≥ 8bj for all j, then under
Assumption A1,
E‖∇f(x˜j)‖2 ≤ 5L
γ
·
(
bj
Bj
) 1
3
E(f(x˜j−1)− f(x˜j)) + 6I(Bj < n)
Bj
· H∗. (7)
The proof is presented in Appendix B. It is not surprising that a large mini-batch size will increase
the theoretical complexity as in the analysis of mini-batch SGD. For this reason we restrict most of
our subsequent analysis to bj ≡ 1.
3.2 Convergence analysis for smooth non-convex objectives
When only assuming smoothness, the output x˜∗T is a random element from (x˜j)
T
j=1. Telescoping (7)
over all epochs, we easily obtain the following result.
Theorem 3.2 Under the specifications of Theorem 3.1 and Assumption A1,
E‖∇f(x˜∗T )‖2 ≤
5L
γ ∆f + 6
(∑T
j=1 b
− 13
j B
− 23
j I(Bj < n)
)
H∗∑T
j=1 b
− 13
j B
1
3
j
.
This theorem covers many existing results. When Bj = n and bj = 1, Theorem 3.2 implies that
E‖∇f(x˜∗T )‖2 = O
(
L∆f
Tn1/3
)
and hence T () = O(1+ L∆f
n1/3
). This yields the same complexity bound
ECcomp() = O(n + n
2/3L∆f
 ) as SVRG [24]. On the other hand, when bj = Bj ≡ B for some
B < n, Theorem 3.2 implies that E‖∇f(x˜∗T )‖2 = O
(
L∆f
T +
H∗
B
)
. The second term can be made
O() by settingB = O
(
H∗

)
. Under this setting T () = O
(
L∆f

)
and ECcomp() = O
(
L∆fH∗
2
)
.
This is the same rate as in [24] for SGD.
However, both of the above settings are suboptimal since they either set the batch sizes Bj too large
or set the mini-batch sizes bj too large. By Theorem 3.2, SCSG can be regarded as an interpolation
between SGD and SVRG. By leveraging these two parameters, SCSG is able to outperform both
methods.
We start from considering a constant batch/mini-batch size Bj ≡ B, bj ≡ 1. Similar to SGD and
SCSG, B should be at least O(H
∗
 ). In applications like the training of neural networks, the required
accuracy is moderate and hence a small batch size suffices. This is particularly important since the
gradient can be computed without communication overhead, which is the bottleneck of SVRG-type
algorithms. As shown in Corollary 3.3 below, the complexity of SCSG beats both SGD and SVRG.
Corollary 3.3 (Constant batch sizes) Set
bj ≡ 1, Bj ≡ B = min
{
12H∗

, n
}
, ηj ≡ η = 1
6LB
2
3
.
Then it holds that
ECcomp() = O
((H∗

∧ n
)
+
L∆f

·
(H∗

∧ n
) 2
3
)
.
Assume that L∆f ,H∗ = O(1), the above bound can be simplified to
ECcomp() = O
((
1

∧ n
)
+
1

·
(
1

∧ n
) 2
3
)
= O
(
1

5
3
∧ n
2
3

)
.
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When the target accuracy is high, one might consider a sequence of increasing batch sizes. Heuristi-
cally, a large batch is wasteful at the early stages when the iterates are inaccurate. Fixing the batch
size to be n as in SVRG is obviously suboptimal. Via an involved analysis, we find that Bj ∼ j 32
gives the best complexity among the class of SCSG algorithms.
Corollary 3.4 (Time-varying batch sizes) Set
bj ≡ 1, Bj = min
{
dj 32 e, n
}
, ηj =
1
6LB
2
3
j
.
Then it holds that
ECcomp() = O
(
min
{
1

5
3
[
(L∆f )
5
3 + (H∗) 53 log5
(H∗

)]
, n
5
3
}
+
n
2
3

· (L∆f +H∗ log n)
)
.
(8)
The proofs of both Corollary 3.3 and Corollary 3.4 are presented in Appendix C. To simplify the
bound (8), we assume that ∆f ,H∗ = O(1) in order to highlight the dependence on  and n. Then (8)
can be simplified to
ECcomp() = O
(
1

5
3
log5
(
1

)
∧ n 53 + n
2
3 log n

)
= O˜
(
1

5
3
∧ n 53 + n
2
3

)
= O˜
(
1

5
3
∧ n
2
3

)
.
The log-factor log5
(
1

)
is purely an artifact of our proof. It can be reduced to log
3
2+µ
(
1

)
for any
µ > 0 by setting Bj ∼ j 32 (log j) 32+µ; see remark 1 in Appendix C.
3.3 Convergence analysis for P-L objectives
When the component fi(x) satisfies the P-L condition, it is known that the global minimum can be
found efficiently by SGD [15] and SVRG-type algorithms [24, 4]. Similarly, SCSG can also achieve
this. As in the last subsection, we start from a generic result to bound E(f(x˜T ) − f∗) and then
consider specific settings of the parameters as well as their complexity bounds.
Theorem 3.5 Let λj =
5Lb
1
3
j
µγB
1
3
j +5Lb
1
3
j
. Then under the same settings of Theorem 3.2,
E(f(x˜T )− f∗) ≤ λTλT−1 . . . λ1 ·∆f + 6γH∗ ·
T∑
j=1
λTλT−1 . . . λj+1 · I(Bj < n)
µγBj + 5Lb
1
3
j B
2
3
j
.
The proofs and additional discussion are presented in Appendix D. Again, Theorem 3.5 covers
existing complexity bounds for both SGD and SVRG. In fact, when Bj = bj ≡ B as in SGD, via
some calculation, we obtain that
E(f(x˜T )− f∗) = O
((
L
µ+ L
)T
·∆f + H
∗
µB
)
.
The second term can be made O() by setting B = O(H
∗
µ ), in which case T () = O(
L
µ log
∆f
 ). As
a result, the average cost to reach an -accurate solution is ECcomp() = O(LH
∗
µ2 ), which is the same
as [15]. On the other hand, when Bj ≡ n and bj ≡ 1 as in SVRG, Theorem 3.5 implies that
E(f(x˜T )− f∗) = O
((
L
µn
1
3 + L
)T
·∆f
)
.
This entails that T () = O
(
(1 + 1
µn1/3
) log 1
)
and hence ECcomp() = O
(
(n+ n
2/3
µ ) log
1

)
,
which is the same as [24].
By leveraging the batch and mini-batch sizes, we obtain a counterpart of Corollary 3.3 as below.
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Corollary 3.6 Set
bj ≡ 1, Bj ≡ B = min
{
12H∗
µ
, n
}
, ηj ≡ η = 1
6LB
2
3
Then it holds that
ECcomp() = O
({(H∗
µ
∧ n
)
+
1
µ
(H∗
µ
∧ n
) 2
3
}
log
∆f

)
.
Recall the results from Table 1, SCSG is O
(
1
µ +
1
(µ)1/3
)
faster than SGD and is never worse than
SVRG. When both µ and  are moderate, the acceleration of SCSG over SVRG is significant. Unlike
the smooth case, we do not find any possible choice of setting that can achieve a better rate than
Corollary 3.6.
4 Experiments
We evaluate SCSG and mini-batch SGD on the MNIST dataset with (1) a three-layer fully-connected
neural network with 512 neurons in each layer (FCN for short) and (2) a standard convolutional
neural network LeNet [18] (CNN for short), which has two convolutional layers with 32 and 64
filters of size 5× 5 respectively, followed by two fully-connected layers with output size 1024 and
10. Max pooling is applied after each convolutional layer. The MNIST dataset of handwritten digits
has 50, 000 training examples and 10, 000 test examples. The digits have been size-normalized and
centered in a fixed-size image. Each image is 28 pixels by 28 pixels. All experiments were carried
out on an Amazon p2.xlarge node with a NVIDIA GK210 GPU with algorithms implemented in
TensorFlow 1.0.
Due to the memory issues, sampling a chunk of data is costly. We avoid this by modifying the inner
loop: instead of sampling mini-batches from the whole dataset, we split the batch Ij into Bj/bj
mini-batches and run SVRG-type updates sequentially on each. Despite the theoretical advantage of
setting bj = 1, we consider practical settings bj > 1 to take advantage of the acceleration obtained
by vectorization. We initialized parameters by TensorFlow’s default Xavier uniform initializer. In all
experiments below, we show the results corresponding to the best-tuned stepsizes.
We consider three algorithms: (1) SGD with a fixed batch size B ∈ {512, 1024}; (2) SCSG with a
fixed batch size B ∈ {512, 1024} and a fixed mini-batch size b = 32; (3) SCSG with time-varying
batch sizes Bj = dj3/2 ∧ ne and bj = dBj/32e. To be clear, given T epochs, the IFO complexity
of the three algorithms are TB, 2TB and 2
∑T
j=1Bj , respectively. We run each algorithm with 20
passes of data. It is worth mentioning that the largest batch size in Algorithm 3 is d2751.5e = 4561,
which is relatively small compared to the sample size 50000.
We plot in Figure 1 the training and the validation loss against the IFO complexity—i.e., the number of
passes of data—for fair comparison. In all cases, both versions of SCSG outperform SGD, especially
in terms of training loss. SCSG with time-varying batch sizes always has the best performance and it
is more stable than SCSG with a fixed batch size. For the latter, the acceleration is more significant
after increasing the batch size to 1024. Both versions of SCSG provide strong evidence that variance
reduction can be achieved efficiently without evaluating the full gradient.
Given 2B IFO calls, SGD implements updates on two fresh batches while SCSG replaces the second
batch by a sequence of variance reduced updates. Thus, Figure 1 shows that the gain due to variance
reduction is significant when the batch size is fixed. To further explore this, we compare SCSG with
time-varying batch sizes to SGD with the same sequence of batch sizes. The results corresponding to
8
0 2 4 6 8 10 12 14
#grad / n
10-2
10-1
100
T
ra
in
in
g
 L
o
g
-L
o
ss
CNN
SGD (B = 512)
SCSG (B = 512, b = 32)
SCSG (B = j^1.5, B/b = 32)
0 2 4 6 8 10 12 14
#grad / n
10-2
10-1
100
T
ra
in
in
g
 L
o
g
-L
o
ss
CNN
SGD (B = 1024)
SCSG (B = 1024, b = 32)
SCSG (B = j^1.5, B/b = 32)
0 2 4 6 8 10 12 14
#grad / n
10-2
10-1
100
T
ra
in
in
g
 L
o
g
-L
o
ss
FCN
SGD (B = 512)
SCSG (B = 512, b = 32)
SCSG (B = j^1.5, B/b = 32)
0 2 4 6 8 10 12 14
#grad / n
10-2
10-1
100
T
ra
in
in
g
 L
o
g
-L
o
ss
FCN
SGD (B = 1024)
SCSG (B = 1024, b = 32)
SCSG (B = j^1.5, B/b = 32)
0 2 4 6 8 10 12 14
#grad / n
10-1
100
V
a
lid
a
ti
o
n
 L
o
g
-L
o
ss
0 2 4 6 8 10 12 14
#grad / n
10-1
100
V
a
lid
a
ti
o
n
 L
o
g
-L
o
ss
0 2 4 6 8 10 12 14
#grad / n
10-1
100
V
a
lid
a
ti
o
n
 L
o
g
-L
o
ss
0 2 4 6 8 10 12 14
#grad / n
10-1
100
V
a
lid
a
ti
o
n
 L
o
g
-L
o
ss
Figure 1: Comparison between two versions of SCSG and mini-batch SGD of training loss (top row)
and validation loss (bottom row) against the number of IFO calls. The loss is plotted on a log-scale.
Each column represents an experiment with the setup printed on the top.
the best-tuned constant stepsizes are plotted in Figure 3a. It is clear that the benefit from variance
reduction is more significant when using time-varying batch sizes.
We also compare the performance of SGD with that of SCSG with time-varying batch sizes against
wall clock time, when both algorithms are implemented in TensorFlow and run on a Amazon p2.xlarge
node with a NVIDIA GK210 GPU. Due to the cost of computing variance reduction terms in SCSG,
each update of SCSG is slower per iteration compared to SGD. However, SCSG makes faster progress
in terms of both training loss and validation loss compared to SCD in wall clock time. The results are
shown in Figure 2.
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Figure 2: Comparison between SCSG and mini-batch SGD of training loss and validation loss with a
CNN loss, against wall clock time. The loss is plotted on a log-scale.
Finally, we examine the effect of Bj/bj , namely the number of mini-batches within an iteration,
since it affects the efficiency in practice where the computation time is not proportional to the batch
size. Figure 3b shows the results for SCSG with Bj = dj3/2 ∧ ne and dBj/bje ∈ {2, 5, 10, 16, 32}.
In general, larger Bj/bj yields better performance. It would be interesting to explore the tradeoff
between computation efficiency and this ratio on different platforms.
5 Discussion
We have presented the SCSG method for smooth, non-convex, finite-sum optimization problems.
SCSG is the first algorithm that achieves a uniformly better rate than SGD and is never worse
than SVRG-type algorithms. When the target accuracy is low, SCSG significantly outperforms the
SVRG-type algorithms. Unlike various other variants of SVRG, SCSG is clean in terms of both
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(a) SCSG and SGD with increasing batch sizes
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(b) SCSG with different Bj/bj
implementation and analysis. Empirically, SCSG outperforms SGD in the training of multi-layer
neural networks.
Although we only consider the finite-sum objective in this paper, it is straightforward to extend SCSG
to the general stochastic optimization problems where the objective can be written as Eξ∼F f(x; ξ):
at the beginning of j-th epoch a batch of i.i.d. sample (ξ1, . . . , ξBj ) is drawn from the distribution F
and
gj =
1
Bj
Bj∑
i=1
∇f(x˜j−1; ξi) (see line 3 of Algorithm 1);
at the k-th step, a fresh sample (ξ˜(k)1 , . . . , ξ˜
(k)
bj
) is drawn from the distribution F and
ν
(j)
k−1 =
1
bj
bj∑
i=1
∇f(x(j)k−1; ξ˜(k)i )−
1
bj
bj∑
i=1
∇f(x(j)0 ; ξ˜(k)i ) + gj (see line 8 of Algorithm 1).
Our proof directly carries over to this case, by simply suppressing the term I(Bj < n), and yields
the bound O˜(−5/3) for smooth non-convex objectives and the bound O˜(µ−1−1 ∧ µ−5/3−2/3) for
P-L objectives. These bounds are simply obtained by setting n =∞ in our convergence analysis.
Compared to momentum-based methods [26] and methods with adaptive stepsizes [10, 16], the
mechanism whereby SCSG achieves acceleration is qualitatively different: while momentum aims at
balancing primal and dual gaps [5], adaptive stepsizes aim at balancing the scale of each coordinate,
and variance reduction aims at removing the noise. We believe that an algorithm that combines these
three techniques is worthy of further study, especially in the training of deep neural networks where
the target accuracy is moderate.
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A Technical Lemmas
In this section we present several technical lemmas that facilitate the proofs of our main results.
We start with a lemma on the variance of the sample mean (without replacement).
Lemma A.1 Let x1, . . . , xM ∈ Rd be an arbitrary population of N vectors with
M∑
j=1
xj = 0.
Further let J be a uniform random subset of {1, . . . ,M} with size m. Then
E
∥∥∥∥∥∥ 1m
∑
j∈J
xj
∥∥∥∥∥∥
2
=
M −m
(M − 1)m ·
1
M
M∑
j=1
‖xj‖2 ≤ I(m < M)
m
· 1
M
M∑
j=1
‖xj‖2.
Proof Let Wj = I(j ∈ J ), then it is easy to see that
EW 2j = EWj =
m
M
, EWjWj′ =
m(m− 1)
M(M − 1) . (9)
Then the sample mean can be rewritten as
1
m
∑
j∈J
xj =
1
m
n∑
i=1
Wjxj .
This implies that
E
∥∥∥∥ 1m∑
j∈J
xj
∥∥∥∥2 = 1m2
 M∑
j=1
EW 2j ‖xj‖2 +
∑
j 6=j′
EWjWj′〈xj , xj′〉

=
1
m2
m
M
M∑
j=1
‖xj‖2 + m(m− 1)
M(M − 1)
∑
j 6=j′
〈xj , xj′〉

=
1
m2
(m
M
− m(m− 1)
M(M − 1)
) M∑
j=1
‖xj‖2 + m(m− 1)
M(M − 1)
∥∥∥∥∥∥
M∑
j=1
xj
∥∥∥∥∥∥
2

=
1
m2
(
m
M
− m(m− 1)
M(M − 1)
) M∑
j=1
‖xj‖2
=
M −m
(M − 1)m ·
1
M
M∑
j=1
‖xj‖2.
Since the geometric random variable Nj plays an important role in our analysis, we recall its key
properties below.
Lemma A.2 Let N ∼ Geom(γ) for γ > 0. Then for any sequence D0, D1, . . . with E|DN | <∞
E(DN −DN+1) =
(
1
γ
− 1
)
(D0 − EDN ) .
Proof By definition,
E(DN −DN+1) =
∑
n≥0
(Dn −Dn+1) · γn(1− γ)
13
=(1− γ)
D0 −∑
n≥1
Dn(γ
n−1 − γn)
 = (1− γ)
 1
γ
D0 −
∑
n≥0
Dn(γ
n−1 − γn)

=(1− γ)
 1
γ
D0 − 1
γ
∑
n≥0
Dnγ
n(1− γ)
 = ( 1
γ
− 1
)
(D0 − EDN ),
where the last equality is implied by the condition that E|DN | <∞.
Lemma A.3 For any η > 1 and z > 0, define gη(x) and x(z) as
gη(x) =
1 + log x
xη
, x(z) = z−
1
η ·
(
2
η
log
1
z
∨ 2
) 1
η−1
.
Then
gη(x) ≤ z ∀x ≥ x(z).
Proof For any x ≥ x(z), denote α = x/z− 1η . Then
α ≥
(
2
η
log
1
z
∨ 2
) 1
η−1
≥ 1
and
gη(x) =
1 + logα+ 1η log
1
z
αηz−1
≤ z ·
2(1 + logα)
(
1
η log
1
z ∨ 1
)
αη
.
Taking the logarithm of both sides, we obtain that
log gη(x)− log z ≤ log(1 + logα)− η logα+ log
(
2
η
log
1
z
∨ 2
)
≤ log
(
2
η
log
1
z
∨ 2
)
− (η − 1) logα
≤ 0.
B One-Epoch Analysis
In order to apply Lemma A.2 on the sequence {Dn}, we need E|DN | <∞. The following lemma
justifies this property for several sequences that are involved in our later proofs. Its proof is distracting
and relegated to the end of this section.
Lemma B.1 Assume that ηjL ≤ 1/4B2/3j . Then for any j,
E‖x˜j − x˜j−1‖2 <∞, E(f(x˜j)− f∗) <∞, E‖∇f(x˜j)‖2 <∞,
and
E|〈ej , x˜j − x˜j−1〉| <∞, E|〈ej ,∇f(x˜j)〉| <∞
As in the standard analysis of stochastic gradient methods, we start by establishing a bound on
EI˜k‖ν
(j)
k ‖2 and EIj‖ej‖2.
Lemma B.2 Under Assumption A1,
EI˜k‖ν
(j)
k ‖2 ≤
L2
bj
‖x(j)k − x(j)0 ‖2 + 2‖∇f(x(j)k )‖2 + 2‖ej‖2.
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Proof Using the fact that E‖Z‖2 = E‖Z − EZ‖2 + ‖EZ‖2 (for any random variable Z), we have
EI˜k‖ν
(j)
k ‖2 = EI˜k‖ν
(j)
k − EI˜kν
(j)
k ‖2 + ‖EI˜kν
(j)
k ‖2
=EI˜k‖∇fI˜k(x
(j)
k )−∇fI˜k(x
(j)
0 )− (∇f(x(j)k )−∇f(x(j)0 ))‖2 + ‖∇f(x(j)k ) + ej‖2
≤EI˜k‖∇fI˜k(x
(j)
k )−∇fI˜k(x
(j)
0 )− (∇f(x(j)k )−∇f(x(j)0 ))‖2 + 2‖∇f(x(j)k )‖2 + 2‖ej‖2.
By Lemma A.1,
EI˜k‖∇fI˜k(x
(j)
k )−∇fI˜k(x
(j)
0 )− (∇f(x(j)k )−∇f(x(j)0 ))‖2
≤ 1
bj
· 1
n
n∑
i=1
‖∇fi(x(j)k )−∇fi(x(j)0 )− (∇f(x(j)k )−∇f(x(j)0 ))‖2
=
1
bj
·
(
1
n
n∑
i=1
‖∇fi(x(j)k )−∇fi(x(j)0 )‖2 − ‖(∇f(x(j)k )−∇f(x(j)0 ))‖2
)
≤ 1
bj
· 1
n
n∑
i=1
‖∇fi(x(j)k )−∇fi(x(j)0 )‖2
≤ 1
bj
· L2‖x(j)k − x(j)0 ‖2
where the last line uses Assumption A1. Therefore,
EI˜k‖ν
(j)
k ‖2 ≤
L2
bj
‖x(j)k − x(j)0 ‖2 + 2‖∇f(x(j)k )‖2 + 2‖ej‖2.
Lemma B.3
EIj‖ej‖2 ≤
I(Bj < n)
Bj
· H∗.
Proof Since x˜j−1 is independent of Ij , conditioning on x˜j−1 and applying Lemma A.1, we have
EIj‖ej‖2 =
n−Bj
(n− 1)Bj ·
1
n
n∑
i=1
‖∇fi(x˜j−1)−∇f(x˜j−1)‖2
≤ n−Bj
(n− 1)Bj · H
∗ ≤ I(Bj < n)
Bj
· H∗
Based on Lemma A.2, Lemma B.1, Lemma B.2 and Lemma B.3, we can derive bounds for primal
and dual gaps respectively.
Lemma B.4 Suppose ηjL < 1, then under Assumption A1,
ηjBj(1− ηjL)E‖∇f(x˜j)‖2 + ηjBjE〈ej ,∇f(x˜j)〉
≤bjE (f(x˜j−1)− f(x˜j)) +
L3η2jBj
2bj
E‖x˜j − x˜j−1‖2 + Lη2jBjE‖ej‖2. (10)
where E denotes the expectation with respect to all randomness.
Proof By (4),
EI˜kf(x
(j)
k+1) ≤ f(x(j)k )− ηj〈EI˜kνk,∇f(x
(j)
k )〉+
Lη2j
2
EI˜k‖νk‖2
15
=f(x
(j)
k )− ηj‖∇f(x(j)k )‖2 − ηj〈ej ,∇f(x(j)k )〉+
Lη2j
2
EI˜k‖νk‖2
≤f(x(j)k )− ηj(1− ηjL)‖∇f(x(j)k )‖2 − ηj〈ej ,∇f(x(j)k )〉
+
L3η2j
2bj
‖x(j)k − x(j)0 ‖2 + Lη2j ‖ej‖2 (Lemma B.2).
Let Ej denotes the expectation over I˜0, I˜1, . . ., givenNj . Note that Ej is equivalent to the expectation
over I˜0, I˜1, . . . as Nj is independent of them. Since I˜k+1, I˜k+2, . . . are independent of x(j)k , the
above inequality implies that
ηj(1− ηjL)Ej‖∇f(x(j)k )‖2 + ηjEj〈ej ,∇f(x(j)k )〉 (11)
≤Ejf(x(j)k )− Ejf(x(j)k+1) +
L3η2j
2bj
Ej‖x(j)k − x(j)0 ‖2 + Lη2j ‖ej‖2. (12)
Let k = Nj in (12). By taking expectation with respect to Nj and using Fubini’s theorem, we arrive
at
ηj(1− ηjL)ENjEj‖∇f(x(j)Nj )‖2 + ηjENjEj〈ej ,∇f(x
(j)
Nj
)〉
≤ENj
(
Ejf(x(j)Nj )− Ejf(x
(j)
Nj+1
)
)
+
L3η2j
2bj
ENjEjE‖x(j)Nj − x
(j)
0 ‖2 + Lη2j ‖ej‖2
=
bj
Bj
(
f(x
(j)
0 )− EjENjf(x(j)Nj )
)
+
L3η2j
2bj
EjENj‖x(j)Nj − x
(j)
0 ‖2 + Lη2j ‖ej‖2 (Lemma A.2 and B.1).
(13)
The lemma is then proved by substituting x(j)Nj (x
(j)
0 ) by x˜j(x˜j−1), and taking an expectation over all
past randomness.
Lemma B.5 Suppose η2jL2Bj < b2j , then under Assumption A1,(
bj −
η2jL
2Bj
bj
)
E‖x˜j − x˜j−1‖2 + 2ηjBjE〈ej , x˜j − x˜j−1〉
≤ − 2ηjBjE〈∇f(x˜j), x˜j − x˜j−1〉+ 2η2jBjE‖∇f(x˜j)‖2 + 2η2jBjE‖ej‖2. (14)
Proof Since x(j)k+1 = x
(j)
k − ηjν(j)k , we have
EI˜k‖x
(j)
k+1 − x(j)0 ‖2
=‖x(j)k − x(j)0 ‖2 − 2ηj〈EI˜kν
(j)
k , x
(j)
k − x(j)0 〉+ η2jEI˜k‖ν
(j)
k ‖2
=‖x(j)k − x(j)0 ‖2 − 2ηj〈∇f(x(j)k ), x(j)k − x(j)0 〉 − 2ηj〈ej , x(j)k − x(j)0 〉+ η2jEI˜k‖ν
(j)
k ‖2
≤
(
1 +
η2jL
2
bj
)
‖x(j)k − x(j)0 ‖2 − 2ηj〈∇f(x(j)k ), x(j)k − x(j)0 〉 − 2ηj〈ej , x(j)k − x(j)0 〉
+ 2η2j ‖∇f(x(j)k )‖2 + 2η2j ‖ej‖2. (Lemma B.2)
Using the same notation Ej as in the proof of Lemma B.4, we have
2ηjEj〈∇f(x(j)k ), x(j)k − x(j)0 〉+ 2ηjEj〈ej , x(j)k − x(j)0 〉
≤
(
1 +
η2jL
2
bj
)
Ej‖x(j)k − x(j)0 ‖2 − Ej‖x(j)k+1 − x(j)0 ‖2 + 2η2j ‖∇f(x(j)k )‖2 + 2η2j ‖ej‖2. (15)
Let k = Nj in (15). By taking expectation with respect to Nj and using Fubini’s theorem, we arrive
at
2ηjENjEj〈∇f(x(j)Nj ), x
(j)
Nj
− x(j)0 〉+ 2ηjENjEj〈ej , x(j)Nj − x
(j)
0 〉
16
≤
(
1 +
η2jL
2
bj
)
ENjEj‖x(j)Nj − x
(j)
0 ‖2 − ENjEj‖x(j)Nj+1 − x
(j)
0 ‖2 + 2η2jENj‖∇f(x(j)Nj )‖2 + 2η2j ‖ej‖2
=
(
− bj
Bj
+
η2jL
2
bj
)
ENjEj‖x(j)Nj − x
(j)
0 ‖2 + 2η2jENj‖∇f(x(j)Nj )‖2 + 2η2j ‖ej‖2. (Lemma A.2 and B.1)
(16)
The lemma is then proved by substituting x(j)Nj (x
(j)
0 ) by x˜j(x˜j−1) and taking a further expectation
with respect to the past randomness.
Lemma B.6
bjE〈ej , x˜j − x˜j−1〉 = −ηjBjE〈ej ,∇f(x˜j)〉 − ηjBjE‖ej‖2. (17)
Proof Let M (j)k = 〈ej , x(j)k − x(j)0 〉. By definition, we have
ENj 〈ej , x˜j − x˜j−1〉 = ENjM (j)Nj .
Since Nj is independent of (x
(j)
0 , ej), this implies that
E〈ej , x˜j − x˜j−1〉 = EM (j)Nj .
Also we have M (j)0 = 0. On the other hand,
EI˜k
(
M
(j)
k+1 −M (j)k
)
= EI˜k〈ej , x
(j)
k+1 − x(j)k 〉 = −ηj〈ej ,EI˜kν
(j)
k 〉
= −ηj〈ej ,∇f(x(j)k )〉 − ηj‖ej‖2.
Using the same notation Ej as in the proof of Lemma B.4 and Lemma B.5, we have
Ej
(
M
(j)
k+1 −M (j)k
)
= −ηj〈ej ,Ej∇f(x(j)k )〉 − ηj‖ej‖2. (18)
Let k = Nj in (18). By taking an expectation with respect to Nj and using Lemma A.2 and B.1, we
obtain that
bj
Bj
ENjM
(j)
Nj
= −ηj〈ej ,ENjEj∇f(x(j)Nj )〉 − ηj‖ej‖2.
The lemma is then proved by substituting x(j)Nj (x
(j)
0 ) by x˜j(x˜j−1) and taking a further expectation
with respect to the past randomness.
Proof [Theorem 3.1] Multiplying equation (10) by 2, equation (14) by bjηjBj and summing them, we
obtain that
2ηjBj(1− ηjL− bj
Bj
)E‖∇f(x˜j)‖2 +
b3j − η2jL2bjBj − η3jL3B2j
bjηjBj
E‖x˜j − x˜j−1‖2
+ 2ηjBjE〈ej ,∇f(x˜j)〉+ 2bjE〈ej , x˜j − x˜j−1〉
≤ − 2bjE〈∇f(x˜j), x˜j − x˜j−1〉+ 2bjE(f(x˜j−1)− f(x˜j)) +
(
2Lη2jBj + 2ηjbj
)
E‖ej‖2. (19)
By Lemma B.6, the second row can be simplified as
2ηjBjE〈ej ,∇f(x˜j)〉+ 2bjE〈ej , x˜j − x˜j−1〉 = −2ηjBjE‖ej‖2.
Using the fact that 2〈a, b〉 ≤ β‖a‖2 + 1β ‖b‖2 for any β > 0, we have
− 2bjE〈∇f(x˜j), x˜j − x˜j−1〉
≤ bjηjBj
b3j − η2jL2bjBj − η3jL3B2j
· b2jE‖∇f(x˜j)‖2 +
b3j − η2jL2bjBj − η3jL3B2j
bjηjBj
E‖x˜j − x˜j−1‖2.
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Putting the pieces together, we conclude that
ηjBj
bj
(
2− 2bj
Bj
− 2ηjL−
b3j
b3j − η2jL2bjBj − η3jL3B2j
)
E‖∇f(x˜j)‖2
≤2E(f(x˜j−1)− f(x˜j)) + 2ηjBj
bj
(
1 + ηjL+
bj
Bj
)
E‖ej‖2. (20)
Since ηjL = θj = γ(bj/Bj)
2
3 and bj ≥ 1, Bj ≥ 8bj ≥ 8,
b3j − η2jL2bjBj − η3jL3B2j = b3j
(
1− γ2 · b− 23j B−
1
3
j − γ3 · b−1j
)
≥ b3j (1− γ2/2− γ3).
Then (20) can be simplified as
γ
(
Bj
bj
) 1
3
(
2− 2bj
Bj
− 2γ
(
bj
Bj
) 2
3
− 1
1− γ2/2− γ3
)
E‖∇f(x˜j)‖2
≤2LE(f(x˜j−1)− f(x˜j)) + 2γ
(
1 + γ
(
bj
Bj
) 2
3
+
bj
Bj
)(
Bj
bj
) 1
3
E‖ej‖2
≤2LE(f(x˜j−1)− f(x˜j)) + 2γ
(
1 + γ
(
bj
Bj
) 2
3
+
bj
Bj
)
I(Bj < n)
b
1
3
j B
2
3
j
· H∗ (By Lemma B.3).
(21)
Since Bj ≥ 8bj , γ ≤ 13 , we have
2− 2bj
Bj
− 2γ
(
bj
Bj
) 2
3
− 1
1− γ2/2− γ3 ≥ 2−
1
4
− γ
2
− 1
1− γ2/2− γ3 ≥ 0.482
and
1 + γ
(
bj
Bj
) 2
3
+
bj
Bj
≤ 1 + γ
4
+
1
8
≤ 1.209.
Thus, (21) implies that(
Bj
bj
) 1
3
E‖∇f(x˜j)‖2 ≤ 5L
γ
· E(f(x˜j−1)− f(x˜j)) + 6I(Bj < n)
b
1
3
j B
2
3
j
· H∗. (22)
Proof [of Lemma B.1] We prove the first two claims by induction. The first inequality in the proof
of Lemma B.4 yields
ηj(1− ηjL)‖∇f(x(j)k )‖2
≤f(x(j)k )− EI˜kf(x
(j)
k+1)− ηj〈ej ,∇f(x(j)k )〉+
L3η2j
2bj
‖x(j)k − x(j)0 ‖2 + Lη2j ‖ej‖2.
Using the fact that 2〈a, b〉 = ‖a‖2/c+ c‖b‖2 − ‖a− cb‖2/c for any c > 0, we have
−ηj〈ej ,∇f(x(j)k )〉 ≤
1
4
ηj‖∇f(x(j)k )‖2 + ηj‖ej‖2.
Since ηjL ≤ 1/4B2/3j ≤ 1/4, we obtain that
ηj‖∇f(x(j)k )‖2 ≤ 2
(
f(x
(j)
k )− EI˜kf(x
(j)
k+1)
)
+
L3η2j
bj
‖x(j)k − x(j)0 ‖2 + 2(Lη2j + ηj)‖ej‖2
≤ 2
(
f(x
(j)
k )− EI˜kf(x
(j)
k+1)
)
+
L3η2j
bj
‖x(j)k − x(j)0 ‖2 + 3ηj‖ej‖2. (23)
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On the other hand, the first inequality in the proof of Lemma B.5 implies that
EI˜k‖x
(j)
k+1 − x(j)0 ‖2
≤
(
1 +
η2jL
2
bj
)
‖x(j)k − x(j)0 ‖2 − 2ηj〈∇f(x(j)k ), x(j)k − x(j)0 〉 − 2ηj〈ej , x(j)k − x(j)0 〉
+ 2η2j ‖∇f(x(j)k )‖2 + 2η2j ‖ej‖2.
Using the fact that 2〈a, b〉 = ‖a‖2/c+ c‖b‖2 − ‖a− cb‖2/c for any c > 0, we have
−2ηj〈∇f(x(j)k ), x(j)k − x(j)0 〉 ≤ 8η2jBj‖∇f(x(j)k )‖2 +
1
8Bj
‖x(j)k − x(j)0 ‖2,
and
−2ηj〈ej , x(j)k − x(j)0 〉 ≤ 8η2jBj‖ej‖2 +
1
8Bj
‖x(j)k − x(j)0 ‖2.
Thus,
EI˜k‖x
(j)
k+1 − x(j)0 ‖2
≤
(
1 +
η2jL
2
bj
+
1
4Bj
)
‖x(j)k − x(j)0 ‖2 + (2η2j + 8η2jBj)‖∇f(x(j)k )‖2 + (2η2j + 8η2jBj)‖ej‖2
≤
(
1 +
5
16Bj
)
‖x(j)k − x(j)0 ‖2 + 10η2jBj‖∇f(x(j)k )‖2 + 10η2jBj‖ej‖2, (24)
where the last line uses the condition that ηjL ≤ 1/4. Plugging (23) into (24), we obtain that
EI˜k‖x
(j)
k+1 − x(j)0 ‖2 ≤
(
1 +
5
16Bj
)
‖x(j)k − x(j)0 ‖2 + 10η2jBj‖ej‖2
+ 20ηjBj(f(x
(j)
k )− EI˜kf(x
(j)
k+1)) +
10(ηjL)
3Bj
bj
‖x(j)k − x(j)0 ‖2 + 40η2jBj‖ej‖2
≤
(
1 +
5
16Bj
+
10
64Bj
)
‖x(j)k − x(j)0 ‖2 + 20ηjBj(f(x(j)k )− EI˜kf(x
(j)
k+1)) + 40η
2
jBj‖ej‖2
≤
(
1 +
1
2Bj
)
‖x(j)k − x(j)0 ‖2 + 20ηjBj(f(x(j)k )− EI˜kf(x
(j)
k+1)) + 40η
2
jBj‖ej‖2. (25)
Let
L
(j)
k = 20ηjBjE(f(x
(j)
k )− f∗) + E‖x(j)k − x(j)0 ‖2.
Taking expectation in (25) then entails that
L
(j)
k+1 ≤
(
1 +
1
2Bj
)
L
(j)
k + 40η
2
jBjE‖ej‖2
⇐⇒L(j)k+1 + 80η2jB2jE‖ej‖2 ≤
(
1 +
1
2Bj
)(
L
(j)
k + 80η
2
jB
2
jE‖ej‖2
)
=⇒L(j)k ≤
(
1 +
1
2Bj
)k (
L
(j)
0 + 80η
2
jB
2
jE‖ej‖2
)
.
Recall that Nj ∼ Geom (Bj/(Bj + bj)), i.e.
P (Nj = k) =
bj
Bj + bj
(
Bj
Bj + bj
)k
≤
(
Bj
Bj + 1
)k
.
Then
E
(
1 +
1
2Bj
)Nj
≤
∑
k≥0
(
2Bj + 1
2Bj
Bj
Bj + 1
)k
=
∑
k≥0
(
2Bj + 1
2Bj + 2
)k
= 2Bj + 2
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This together with the induction hypothesis entail that
EL(j)Nj ≤ (2Bj + 2)
(
L
(j)
0 + 80η
2
jB
2
jE‖ej‖2
)
.
By Lemma B.3, E‖ej‖2 <∞. Further by the induction hypothesis, we prove that
EL(j)Nj <∞
and hence the first two claims.
To other claims are simple consequences of the first two. In fact, the third claim is followed by (23)
and the last two claims followed by the first two claims and the fact that 〈a, b〉 ≤ ‖a‖2/2 +‖b‖2/2.
C Convergence Analysis for Smooth Objectives
Proof [Theorem 3.2] Since x˜∗T is a random element from (x˜j)Tj=1 with
P (x˜∗T = x˜j) ∝
ηjBj
bj
∝ (Bj/bj)
1
3 ,
we have
E‖∇f(x˜∗T )‖2 ≤
5L
γ · E(f(x˜0)− f(x˜T+1)) + 6
(∑T
j=1 b
− 13
j B
− 23
j I(Bj < n)
)
H∗∑T
j=1 b
− 13
j B
1
3
j
≤
5L
γ · (f(x˜0)− f∗) + 6
(∑T
j=1 b
− 13
j B
− 23
j I(Bj < n)
)
H∗∑T
j=1 b
− 13
j B
1
3
j
.
Proof [Corollary 3.3] By Theorem 3.2,
E‖∇f(x˜∗T )‖2 ≤
30∆f + 6TB
− 23 I(B < n) · H∗
TB
1
3
=
30∆f
TB
1
3
+
6H∗ · I(B < n)
B
.
Let T˜ () be the minimum number of epochs such that
30∆f
T˜ ()B
1
3
≤ 
2
.
Then under the setting of the corollary, for any T ≥ T˜ (),
E‖∇f(x˜∗T )‖2 ≤

2
+
6H∗ · I(B < n)
B
≤ 
2
≤ .
By definition, we know that T () ≤ T˜ (). Noticing that
T˜ () = O
(⌈
∆f
B
1
3
⌉)
= O
(
1 +
∆f
B
1
3
)
,
we conclude that
ECcomp() = O(T ()B) = O(T˜ ()B) = O
(
B +
∆f

·B 23
)
.
The corollary is then proved by substituting for B.
Proof [Corollary 3.4] By Theorem 3.2,
E‖∇f(x˜∗T )‖2 ≤
30∆f + 6
∑T
j=1
I(Bj<n)
j H∗∑T
j=1(j
1
2 ∧ n 13 )
,W (T ).
Let T∗ = bn 23 c. First we prove that W (T ) is strictly decreasing.
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1. When T ≥ T∗, the numerator is a constant and the denominator is strictly increasing. Thus,
W (T ) is strictly decreasing on [T∗,∞);
2. When T < T∗, let a1j = 6H
∗
j and a2j = j
1
2 . Further let
U(T ) =
30∆f∑T
j=1 a2j
, V (T ) =
∑T
j=1 a1j∑T
j=1 a2j
,
then
W (T ) = U(T ) + V (T ).
It is obvious that U(T ) is strictly decreasing. Noticing that a1ja2j =
6H∗
j
3
2
is strictly decreasing,
we also conclude that V (T ) is strictly decreasing. Therefore, W (T ) is strictly decreasing
on [1, T∗].
In summary, W (T ) is strictly decreasing.
Now we derive the bound for T (). To do so, we distinguish two cases to analyze W (T ).
1. If T ≤ T∗, then
W (T ) =
30∆f + 6
(∑T
j=1
1
j
)
H∗∑T
j=1 j
1
2
.
Since 1j is decreasing, we have
T∑
j=1
1
j
= 1 +
T∑
j=2
1
j
≤ 1 +
∫ T
1
dx
x
= 1 + log T.
Similarly, since j
1
2 is increasing, we have
T∑
j=1
j
1
2 ≥
∫ T
0
x
1
2 dx =
2
3
T
3
2 .
Therefore,
W (T ) ≤ 45∆f + 9(1 + log T )H
∗
T
3
2
.
2. If T > T∗, then
W (T ) =
30∆f + 6
(∑T∗
j=1
1
j
)
H∗∑T∗
j=1 j
1
2 + n
1
3 (T − T∗)
= W (T∗) ·
∑T∗
j=1 j
1
2∑T∗
j=1 j
1
2 + n
1
3 (T − T∗)
. (26)
Similar to the first case, we have
T∗∑
j=1
j
1
2 =
T∗−1∑
j=1
j
1
2 + T
1
2∗ ≤
∫ T∗
1
√
xdx+ n
1
3 =
2
3
n+ n
1
3 − 2
3
.
Since
n
1
3 − 2
3
=
n− 1
n
2
3 + n
1
3 + 1
+
1
3
≤ n
3
,
we obtain that
T∗∑
j=1
j
1
2 ≤ n.
As a result, (26) implies that
W (T ) ≤W (T∗) · 1
1 + n−
2
3 (T − T∗)
.
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Putting the pieces together, we obtain that
W (T ) ≤

45∆f + 9(1 + log T )H∗
T
3
2
,W1(T ) (T ≤ T∗)
W (T∗)
1 + n−
2
3 (T − T∗)
,W2(T ) (T > T∗).
(27)
It is easy to see that both W1(T ) and W2(T ) are strictly decreasing and limT→∞W1(T ) =
limT→∞W2(T ) = 0. Let
T1() = min{T : W1(T ) ≤ }, T2() = min{T ≥ T∗ : W2(T ) ≤ }.
Recall that W (T ) is also strictly decreasing, we have
T () ≤
{
T1() (W (T∗) ≤ )
T2() (W (T∗) > ).
More concisely,
T () ≤ T1() ∧ T∗ + (T2()− T∗). (28)
To derive a bound for T1(), let T˜1() be the minimum T such that
45∆f
T
3
2
≤ 
2
,
9H∗(1 + log T )
T
3
2
≤ 
2
.
Then by Lemma A.3, we have
T1() ≤ T˜1() = O
((
∆f

) 2
3
+
(H∗

) 2
3
· log2
(H∗

))
.
On the other hand, it is straightforward to derive a bound for T2() as
T2()− T∗ ≤
(
n
2
3 · W (T∗)− 

)
+
≤ n 23 · W (T∗)

= O
(
∆f
n
1
3
+
H∗ log n
n
1
3
)
.
Therefore, we conclude that
T () = O
(
min
{
1

2
3
[
∆
2
3
f + (H∗)
2
3 log2
(H∗

)]
, n
2
3
}
+
∆f +H∗ log n
n
1
3
)
. (29)
Finally, to obtain the bound for the computation complexity, we notice that
T∑
j=1
j
3
2 = O(T
5
2 ).
Let x+ denote the positive part of x; i.e., x+ = max{x, 0}. Therefore,
ECcomp() = O
T ()∑
j=1
Bj
 = O ((T () ∧ T∗) 52 + n(T ()− T∗)+)
= O
(
(T1() ∧ T∗) 52 + n(T2()− T∗)
)
= O
(
min
{
1

5
3
[
∆
5
3
f + (H∗)
5
3 log5
(H∗

)]
, n
5
3
}
+
n
2
3

· (∆f +H∗ log n)
)
.
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Remark 1 The log-factor log5
(
1

)
can be reduced to log
3
2+µ
(
1

)
for any µ > 0 by setting Bj =
dj 32 (log j) 32+µ ∧ ne. In this case,
W (T ) =
30∆f + 6
(∑T
j=1
I(Bj<n)
j(log j)1+
2µ
3
)
H∗∑T
j=1 j
1
2 (log j)
1
2+
µ
3
.
For any µ > 0,
T∑
j=1
I(Bj < n)
j(log j)1+
2µ
3
≤ 1 +
∫ ∞
1
1
x(log x)1+
2µ
3
<∞.
On the other hand, as proved above,
T∑
j=1
j
1
2 (log j)
1
2+
µ
3 ≥
T∑
j=1
j
1
2 ∼ T 32 .
Thus,
W (T ) ∼ O
(
∆f +H∗
T
3
2
)
.
Using similar arguments and treating ∆f andH∗ as O(1) for simplicity, we can obtain that
T () = O
(
−
2
3 ∧ n 23 + 1
n
1
3
)
.
If BT () < n, then
ECcomp() = O
T ()∑
j=1
j
3
2 (log j)
3
2+µ
 = O (T () 52 · (log T ()) 32+µ) = O(− 53 log 32+µ(1

))
.
If BT () ≥ n, we obtain the same bound as in Corollary 3.4.
D Convergence Analysis for P-L Objectives
Proof [Theorem 3.5] By equation (22) in the proof of Theorem 3.2 (see p. 18) and the P-L condition,
µ
(
Bj
bj
) 1
3
E(f(x˜j)− f∗) ≤
(
Bj
bj
) 1
3
E‖∇f(x˜j)‖2
≤5L
γ
· E(f(x˜j−1)− f(x˜j)) + 6b−
1
3
j B
− 23
j I(Bj < n) · H∗.
For brevity, we write Fj for E(f(x˜j)− f∗). Then(
µγB
1
3
j + 5Lb
1
3
j
)
Fj ≤ 5Lb
1
3
j Fj−1 + 6γB
− 23
j I(Bj < n) · H∗. (30)
By definition of λj , this can be reformulated as
Fj ≤ λjFj−1 + 6γH∗ · I(Bj < n)
µγBj + 5Lb
1
3
j B
2
3
j
.
Applying the above inequality iteratively for j = T, T − 1, . . . , 1, we prove the result.
Proof [Corollary 3.6] When Bj ≡ B, bj ≡ 1 and γ = 16 , (30) in the proof of Theorem 3.5 can be
reformulated as(
µγB
1
3 + 30L
)(
Fj − 6H
∗I(B < n)
µB
)
≤ 30L
(
Fj−1 − 6H
∗I(B < n)
µB
)
.
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This implies that
FT ≤
(
30L
µB
1
3 + 30L
)T
∆f +
6H∗I(B < n)
µB
.
Under the setting of this problem,
6H∗I(B < n)
µB
≤ 
2
.
By definition of T (), we have
T () ≤ log ∆f

/
log
(
30L
µB
1
3 + 30L
)
= O
(
log
∆f

(
1 +
L
µB
1
3
))
.
As a consequence,
ECcomp() = O (T ()B) = O
((
B +
LB
2
3
µ
)
log
∆f

)
.
Plugging into B, we end up with
ECcomp() = O
({(H∗
µ
∧ n
)
+
1
µ
(H∗
µ
∧ n
) 2
3
}
log
∆f

)
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