We consider a driven tagged particle in a symmetric simple exclusion process on Z with removal rules. In this process, untagged particles are removed once they jump to the left of a tagged particle. We investigate the behavior of the displacement of the tagged particle and prove limit theorems. Martingale arguments and regenerative structures are used with two auxiliary processes.
Introduction
The simple exclusion process (SEP) on the lattice Z d with a driven tagged particle can be described as: a collection of red particles and a tagged green particle perform continuous random walks on Z d with an exclusion rule. There is at most one particle at each site. Particles have independent exponential clocks: the rate for a red particle is λ = z p(z), and the rate for the tagged particle is β = z q(z). When its clock rings, a particle at site x jumps to a vacant site x + z with probability
depending on its color, and the jump is suppressed if the site x + z is occupied. When the jump rate p(·) is symmetric, that is p(z) = p(−z), we say this is a symmetric simple exclusion process (SSEP). The removal rule is that a red particle is removed once it jumps to the left of the tagged particle. In this paper, we would like to study the long term behavior of the displacement X t of the tagged particle.
The SSEP with a tagged particle without removal rules has been intensively studied, espcially for the case when p(·) = q(·). It is well known that the environment process ξ t viewed from the tagged particle is a Markov process. The Bernouli measures µ ρ with parameters ρ (0 ≤ ρ ≤ 1) are the reversible and ergodic measures for the environment process. For details, see Chapter III.4 [Li] . When d = 1, p(·), q(·) are nearest-nieghbor, Arratia [Ar] showed the displacement of the tagged particle follows a central limit theorem with an unusual scale t 1/4 starting from a Bernoulli initial measure µ ρ . In their seminal paper, Kipnis and Varadhan [KV] showed a central limit theorem for the displacement X t in the other general cases when d ≥ 1 and when d = 1 with non-nearest-neighbor p(·), q(·). The method they used is to study the additive functionals of reversible Markov processes, and it has also been extended to asymmetric models, such as the mean-zero asymmetric case by Varadhan [Va] , and the asymmetric case in dimension d ≥ 3 by Sethuraman, Varadhan and Yau [SVY] .
The case when d = 1, p(·) = q(·) are nearest-neighbor is special. Particles are trapped and orders are preserved. The displacement X t can be considered jointly with the current across the bond 0 and 1. On the other hand, two types of processes can be used to construct a SSEP: the stirring process and the zero-range process. The former process enables one to see negative correlations in the symmetric exclusion processes and the latter process enables one to apply hydrodynamic limit results of the zero-range process to study the SSEP. Jara and Landim in [JL] showed a central limit theorem for the tagged particle starting from a non-equilibrium measure by proving a joint central limit theorem for the current and density field. Sethuraman and Varadhan in [SV] showed a large deviation principle for the current and displacement X t for a more general class of initial measures. We refer to the introduction of [SV] for some reviews.
When q(·) is asymmetric and p(·) is symmetric, the behavior of the displacement X t is less understood. In the case where p(·) and q(·) are both nearest-neighbor and d = 1, Landim, Olla and Volchan [LOV] proved that the displacement X t grows as t and there is an Einstein relation for X t . The zero-range process and the related hydrodynamic limit of the empirical densities are also considered. In this paper, they also conjectured that X t grows linearly in t when the drift z z · q(z) > 0 and particles perform non-nearest neighbor jump in d = 1 or have general jump rates in d ≥ 2. The conjecture is verified in dimension d ≥ 3 case and is open for the rest cases. Loulakis [Lo] proved that the displacement X t grows as t and showed a corresponding Einstein relation with some transient estimates introduced in [SVY] . However, the speed of the tagged particle in dimension d ≥ 3 is open due to the lack of result on the uniqueness of the invariant measure for the environment process. One difficulty in the usual SSEP with a driven tagged particle in dimension d ≤ 2 is to show the existence of some invariant measures for the environment process other than the Bernoulli measures with densities ρ = 0, 1.
On the other hand, the driven tagged particle in the SSEP could be viewed as a random walk in a dynamical random environment. Particularly in dimension d = 1, two similar models have been considered. In both models, the tagged particle does not affect the motion of red particles, and red particles form a nearest-neighbor symmetric exclusion process. In the first model, Avena, Santos, and Völlering [ASV] considered the case when the tagged particle does a transient continuous random walk with rates depending on the presence of the red particles. They showed limit theorems for the displacement X t of the tagged particle with a regenerative structure when the tagged particle has a fast enough drift. Huveneers and Simenhaus considered a discrete time random walk driven by a nearest-neighbor SSEP in [HS] . For both small and large rates β of the discrete time random walk, they obtained law of large numbers and central limit theorems for the displacement X t . There is an important notion in these two models, ellipticity, which allows one to show the tagged particle can move fast enough regardless of the presence of red particle. It is crucial for the existence of some regenerative structures. However, this assumption fails in the usual SSEP with a driven tagged particle since the tagged particle can be completely stopped when a large block of red particles are present and this brings a second difficulty.
In this paper, we consider another variant of the SSEP with a driven tagged particle. In this model, we assume all the red particles are removed when they jump to the left of the tagged particle. We can characterize some invariant measures for the environment process and show a law of large number for displacement X t . Particularly, for some families of non-nearest-neighbor p(·) and asymmetric q(·), we can compute the marginal distribution for the invariant measure at the site 1, and obtain the speed m of the tagged particle explicitly (Theorem 2.1). If we further have the speed m larger than a drift w = p 1 + 3p 2 , we can also show a regenerative structure for the process and compute related moment generating functions. As a result, we can deduce a central limit theorem for the displacement X t ( Theorem 2.2).
Notations and Main Results
Since red particles are removed when they are on the left of the tagged particle, we consider only the red particles to the right of the tagged particle. A configuration ξ(·) on Z + = N \ {0} indicates which sites are occupied relative to the tagged particle: ξ(x) = 1 if site x is occupied by a red particle, and ξ(x) = 0 otherwise. The collection of all configurations X = {0, 1}
Z + forms a natural state space for the stochastic process ξ t . Local functions on Z + are functions defined on X and they depend on finitely many ξ(x). Exam-ples of local functions are ξ x and ξ A :
We use C to denote the space of local functions on Z + and M 1 to denote the space of probability measures on X.
The environment processes ξ t starting from any initial configuration in X is a well-defined Markov processes. It is described by generator 
where ξ x,y represents the configuration after exchanging particles at site x and y of ξ,
(2.4) θ z ξ represents the configuration shifted by −z unit due to the jump of the tagged particle to an empty site at z,
and ξ x represents the configuration after changing the value at site x,
Denote the probability measures on the space of cádlág paths on X starting from a deterministic
according to some measure µ on X. We also denote the expectation with respect to
For the purpose of this paper, we would consider the case when the red particles can jump two steps, tagged particle can only jump to the right with one step, and the initial measures are Bernoulli product measures with parameters ρ for the process. That is, p(·), q(·) and ν 0 satisfy
A2 (Right Nearest-neighbor Jump) q(1) = q 1 > 0, and q(x) = 0 else. A3 (Bernoulli Initial Measure) ν 0 = µ ρ , where µ ρ is a product measure on X = {0, 1} Z + , with marginals
The first theorem says the tagged particle in the SSEP with a removal rule has a speed which depends only on ρ, p 2 , q 1 : The second theorem says if the tagged particle has a large enough speed, the displacement X t satisfies a functional central limit theorem: Theorem 2.2 Under the assumption of Theorem 2.1, and if further, the speed m is strictly larger than the drift w ,
where B t is a standard Brownian motion.
We shall briefly discuss the approaches to the results and the organization of the paper. We first use the graphical representation of the symmetric exclusion process and construct auxiliary processes by using two color schemes. Due to symmetric jump rates p(·), we can view the S ex + as interchanging information between sites, and the process of interchanging information is independent of the initial configuration η. With a Bernoulli initial measure µ ρ , we can view every site start with a "Bernoulli" particle initially, and each "Bernoulli" particle would be revealed or colored due to L sh , L d or the presence of other colored particles. By any finite time, there are only finitely many "Bernoulli" particles revealed or colored in these auxiliary processes. These two color schemes allow us to get different estimates. The auxiliary processes and color schemes would be introduced in section 3. The first color scheme allows us to get estimates for Theorem 2.1. In this auxiliary process, realization and coloring are only due to attempts of jumps of the tagged particle and jumps of red particles towards the negative axis. We will see that under the invariant measure, the total number of revealed particles on positive axis given site 1 is vacant is finite. This enables us to get an explicit speed. The related estimates and proof of Theorem 2.1 would be done in section 4.
The second color scheme allows us to define a regeneration time. We would define a boundary m t , which follows a continuous random walk with rates p 1 , p 2 . Particles on (0, m t ] are revealed and colored, and particles on (m t , ∞) remain unrevealed "Bernoulli" particles. The regeneration time τ would be first time when m t = 0. With the help of exponential martingales, we can compute the moment generating functions of τ and X τ , from which the functional CLT for X t follows. This would be done in section 5.
Auxiliary Processes and Color Schemes
Due to symmetric jump rates p(·), we can rewrite the generator S ex + as
This is the same as the interchange(stirring) process. See [ASV] or Chapter VIII.4 [Li85] for interchange process.
We construct an auxiliary process ζ t = (c t , l t , ξ t ) formally as follows. Consider a collection of cups labeled by their initial positions on Z + . Initially, every cup is colored white, and it contains either a red particle (1) or a yellow particle (which represents a vacant site, 0). Let (N x,y (t )) x>y>0 ,C (t ) and D(t ) be a collection of independent Poisson Processes with rates (p(x, y)) x>y>0 , q 1 and p 2 . At an event time t of N x,y , we interchange the cups at sites x and y together with the particles they contain. At an event time t of C (t ), if the cup at site 1 contains a yellow particle, we remove the cup and shift all the rest of cups to the left by 1; otherwise, we color the cup at site 1 by blue(b). At an event time t of D(t ), the particle in the cup at site 1 is always replaced by a yellow particle, and the cup is colored purple(p). We denote the colors of cups at each site by c t = (c t (i )) i >0 , and denote the labels of cups at each site l t = (l t (i )) i >0 . We shall denote the corresponding probability measure for this auxiliary process as Q µ 0 ,d , where µ 0 is the distribution of ξ 0 . See Figure 1 for an example. In this example, For this auxiliary process, at any time t , a white cup with a label j contains the same particle as it initially does while a purple cup contains a yellow particle and a blue cup contains a red particle. Since the initial measure is a Bernoulli product measure, we can view white cups carrying independent "Bernoulli" particles:
Lemma 3.1 Consider the auxiliary process ζ t with initial configuration η 0 = (c 0 , l 0 , ξ 0 ) such that c 0 (i ) = w, l 0 (i ) = i for all i , and ξ 0 is distributed according to a Bernoulli measure µ ρ . For any finite set A ⊂ Z + , and any t ≥ 0,
PROOF: Notice that at any time t ≥ 0, for any i , j
A white cup at site 1 is always removed or colored at event times s of C (s), D(s). Therefore, any white cup remained at time t is not at site 1 at any event time s of C (s) or D(s) for s ≤ t . As the particle in a white cup depends on its initial state, we have
Summing over j, we are done. This enables us to ignore the lables and the particles inside cups and only consider colors of cups at time t . We construct two further auxiliary processes with two different color schemes of cups for the environment processes viewed from tagged particle in the SSEP.
In the first auxiliary process, η t = (c t (i ), s t (i )) i >0 denotes the colors of cups and types of partilces in the cup. We have independent Poisson processes (N x,y (t )) x>y , C (t ) and D(t ), cups with colors white(w), blue(b) and purple(p), and three kinds of particles: "Bernoulli" particles(B), red particles(1), and yellow particles(0). The red particles and yellow particles are also called revealed Bernoulli Particles. At an event time of N x,y (t ), η t (x) interchanges with η t (y). At an event time of C (t ), if s t − (1) = 0, we shift η t to the left by 1: η t = θ 1 η t − ; if s t − (1) = B , with a probability ρ, the Bernoulli particle is revealed as a red particle, and the white cup is colored blue: η t = C b,1 η t − , and with a probability 1 − ρ, the Bernoulli particle is revealed as a yellow particle, and we shift η t to left by 1: η t = θ 1 • C p,1 η t − ; if s t − (1) = 1, we do nothing. At an event time of D(t ), the particle at site 1 is replaced by a yellow particle, and the cup is colored purple: η t = C p,1 η t − . The operators C p, j and C b, j are defined by:
See Figure 2 for an example. The dashed boxes represent concealed "Bernoulli" particles. In this example, η t = η 3,5 t − , C 1,b η t − , and C 1,p η t − respectively. We can therefore write the generatorL d,1 for this auxiliary process.
Actually, if any initial configuration η 0 = (c 0 , s 0 ) satisfies: for any i ∈ Z + , t = 0,
That is, the colors of cups are consistent with the types of particles they contatin. A small computation with the generatorL d,1 shows the relation (3.9) holds for η t for all t ≥ 0. Therefore, we can identify η t with c t (or s t ) if relation (3.9) holds, particularly, for our choice of initial configuration The second auxiliary process (ψ t , m t ) = ((c t (i ), s t (i )) i >0 , m t ) is similar to the previous auxiliary process η t . The differences are due to a boundary process m t and the revealing of a Bernoulli particle. Let m t be the largest site with a non-white cup in ψ t : m t := sup{i : c(i ) = w }∨0, and every particle on site (0, m t ] is revealed. We reveal new Bernoulli particles by increasing m t . When m t − > 0, at an event time t of N x,y with 0 < x ≤ m t − < y, m t increases to y, all Bernoulli particles on (m t − , y] are revealed according to i.i.d Bernoulli trials, and the cups are colored accordingly. We denote the colors of cups and the types of particles on sites (x, y] after revealing and coloring by (c,s) t − . We then interchange site x, and y, and the new configuration becomes : (ψ t , m t ) = (c x,y t − ,s x,y t − , y). When m t − = 1, at an event time t of N 0,2 (t ), m t increases to 2, particles and cups are revealed and colored accordingly, but no particles or cups are interchanged: (ψ t , m t ) = (c t − ,s t − , 2). For the rest C (t ) and D(t ), we use the same color scheme as the first auxiliary process, and m t only decreases by 1 at an event time t of C (t ) when a yellow particle is at site 1. Initially, we reveal the particle at site 1 and set the rest sites with white cups containing independent "Bernoulli" particles:
See Figures 3 and 4 for examples. In Figure 3 , m t − = 4, ψ t = C 5,p ψ t − 3,5 , θ 1 ψ t − and ψ t − respectively.
In Figure 4 , m t − = 1, ψ t = C 2,b ψ t − 1,2 , and C 2,b ψ t − respectively.
There is a natural regeneration time
At each τ, there are only white cups with Bernoulli particles on positive sites. For convenience, we would set m τ+ = m τ + 1 = 1, reveal the particle at site 1 with a Bernoulli trial and color the cup: c τ+ (1) = b with probability ρ, and c τ+ (1) = p with probability 1 − ρ. We will mainly consider the stopped process (ψ t ,m t ) = (ψ t ∧τ , m t ∧τ ), we can also write its gener-
It acts on a local function f as: 
where T m,n = {b, p} {m,...,n} , r (σ) = ρ σ b (1 − ρ) σ p and σ b , σ p are the numbers of b and p in σ.
Actually, with above generators, it is easy to see relation (3.9) holds for the stopped process (ψ t ,m t ) for any t ≥ 0 given (3.11).
For these two auxiliary processes η t and (ψ t ,b t ), we denote the corresponding probability measure with initial conditions given by (3.10) and (3.11) as Q µ ρ ,d,1 and Q µ ρ ,d,2 , respectively. We also denote the corresponding expectations as E µ ρ ,d,1 and E µ ρ ,d,2 . Since relation (3.9) holds for all t ≥ 0 we will further identify the η t andψ t with their corresponding color processes c t .
Law of Large Numbers for X t
We start with the Law of Large Numbers for the displacement X t . Consider the auxiliary process η t discussed in section 3. The state space for η t isX = {b, p, w } N , which is compact with the product topology. By Prokhorov's Theorem, any subset of the space of probability measure M 1 (X) with the weak topology is precompact. By Theorem B7 [Li] , any weak limitν of the mean of empirical measures ν t n is invariant with respect toL d,1 . ν t n onX is defined by
for any local function f onX. At any finite time, there are finitely many non-white cups given η 0 satisfies condition (3.10). Consider a quantity G b,w (η) := i >0 w (i ) · 1 {c(i )=b} , for some positive weight function w : N → R ≥0 , with
where
Combining (4.1),(4.2), and (4.3) , we have L d,1 G b,w as:
There is a similar computation for G p,w :
Equations (4.4) and (4.5) would be applied with some choices of w (i ). Also, we would use 〈ν,G j ,w 〉 to denote the limit
The first lemma says 1 {c (1) 
Lemma 4.1 Consider the auxiliary process η t with initial condition (3.10). Let ν t be the mean of empirical measures by time t , andν be a weak limit of any subsequence ν t n . Then, there is a positive constant C > 0 such that for all t
We understand above notions in the sense of (4.6).
PROOF: We will show the case when j = b since the other case follows similar arguments. Consider
, which is finite at any time t ≥ 0. Apply Ito's formula, we have a
By equation (4.4), we have:
Where a k , b k are finite constants depending on ρ, p(·), and q 1 . Therefore, taking expectation with respect to Q µ ρ ,d,1 ,
Since W b ≥ 0, dividing t on both side, we see
which is sufficient for (4.9) by Monotone Convergence Theorem.
By equations (4.4) and (4.5), we have (formally)
Taking expectation with respect to some invariant measureν, together withν b +ν p +ν c = 1, we expect to get (formal) equations ofν b = 〈ν, 1 {c(1)=b} 〉,ν p = 〈ν, 1 {c(1)=p} 〉,ν w = 〈ν, 1 {c(1)=w} 〉:
The second lemma shows that if an invariant measureν with respect toL d,1 satisfies estimates (4.9), the marginal distribution of site 1 satisfies equations (4.13). 
(4.14)
PROOF: We will show the first equation, and the second follows a similar argument.
Consider
where g p (r ) is a rational function of r involving p(·) with a singularity at 0, and
where h i ,p (r ) is also a rational function on r with a singularity at 0. Taking expectation with respect toν, and take limit as r ↑ 1, we see that only the last line remains. Because N b,r is uniformly bounded by (1−r ) on sites far from site 1, we can apply product rule:
Therefore, apply equation (4.1) and (4.3), we have
where T 3 is a bounded boundary term which involves finitely many 1 {c(i )=b} , 1 {c(i )=p} . On the other hand, taking expectation with respect toν and rearranging terms, we have
The right hand side of equation (4.17) is uniformly bounded in r by estimates (4.9), and the left hand side is bounded below by p 2 〈ν, N b,r,L 〉. Therefore, taking limit as r ↑ 1, by Monotone Convergence Theorem, we have
which is sufficient for (4.16). Now we can prove the Theorem 2.1. We first see the existence of an ergodic measureν with respect toL d,1 , andν satisfies estimates (4.9) and (4.16). Then we prove the Law of Large Number for X t starting from this ergodic measureν. As a consequence of the graphical construction and estimate (4.16), there is a positive probability to get rid of all non-white balls within finite time, which implies the law of large number for the Bernoulli initial measure µ ρ .
PROOF(Theorem 2.1): Consider the collection C of invariant measures satisfying estimates (4.16) for some C ′ > 0:
By Lemma 4.1 and Lemma 4.3, C is nonempty. By the uniform estimates (4.16) and Prokhorov's Theorem, this is a closed and compact under the weak topology. By Choquet's Theorem, there exists an extremal pointν of C , which is also ergodic with respect toL 1,d . For the process η t starting from the ergodic measureν, we can apply Ito's formula to X t and get
where M t is a martingale with quadratic variation of order t . By Lemma 4.2 and Ergodic Theorem, we have a law of large number for X t starting from initial measureν: (4.19) On the other hand, by (4.16), there is a large L, such that
Therefore, by the graphical construction, for a fixed time t 0 > 0, we can remove all the colored cups with X t ≤ L, and 
Since N w,b ,N w,p ,N b,p , N p,D are counting processes dominated by some Poisson Process starting from 1. We can have martingales defined as, see Appendix 1.7 [KL] :
By the construction in section 3 of (ψ t ,m t ) and generatorL d,2 from (3.13), (3.14),(3.15), and (3.16), we get equation (5.1). We will show the case when a = (a, 0, c, 0) in detail, and the rest are the similar. Decompose e
F (ψ,m) into three pieces, and assumem ≥ 1,
use Binomial Theorem to simplify the last term,
Combining above three equations, we see (5.1).
Further, if we can choose a
We have (5.1) as
Let T p be an exponential random variable with parameter q 1 , T b be the sum of two independent exponential random variables with parameters q 1 and p 2 . We denote their moment generating function as
The second lemma says we can choose a ′ , b ′ , c ′ , d ′ , such that (5.2) holds for b < q 1 ∧ p 2 in a neighborhood of 0 given w = p 1 + 3p 2 < m:
Lemma 5.2 Consider the stopped process (ψ t ,m t ) with initial condition (3.11) and w = p 1 + 3p 2 < m. There exists an ǫ > 0, such that for b ∈ (−ǫ, ǫ), we can uniquely solve equations (5.2). We further have the moment generating function for τ for b ∈ (−ǫ, ǫ). where w = p 1 + 3p 2 . Therefore, there exists ǫ > 0, such that for b ∈ (−ǫ, 0)
On the other hand, since the numbers of blue cups and purple cups are nonnegative, and they are both 0 at regeneration time τ, we have: 
Apply Optional-Stopping Theorem, we have the moment generating function for τ (5.4) with b ∈ (−ǫ, 0). Again by (5.9), we can extend the equation analytically. Now we can prove Theorem 2.2: PROOF(Theorem 2.2): We follow the arguments in the proof of Theorem 1.3 [ASV] . We need to show both τ and X τ have some positive finite exponential moments.
By Lemma 5.2, we have moment generating function of τ for some postive c 1 , by solving g (b) = c 1 analytically: E µ ρ ,d,2 exp (cτ) < ∞ (5.10)
To show X τ also has finite exponential moments. We notice that X t = N p,D (t ), which is dominated by a Poisson process with rate q 1 . Therefore, by (5.10), for some c 2 > 0, = 1
which is consistent with Theorem 2.1.
