Introduction
Suppose X\,
• • •, X n is a random sample from the F distribution with degrees of freedom 2a and 2b and the probability density function (pdf) given by:
(1) fix) = TT for x > 0, a > 0 and b > 0. Let X\-n < X2 :n < • • • < X n:n denote the corresponding order statistics. There has been some amount of work relating to moments of the F order statistics X r :m see Patil &t nl. (1985) . However, all of the work that we are aware of express E(X^. n ) in terms of recurrence relations, numerical tables, differential equations or multiple infinite series. These representations cannot be widely used because, for example, the computation of a j-fold infinite sum for j = j (n,r,k) will become prohibitive as j = j(n, r, k) gets large. Even for moderate j = j (n, r, k) , one would have to code the infinite sum and this can be a waste of man power as well as computer time.
In this note, for the first time, we derive expressions for E(X^. n ) that are finite sums of a well known special function -namely, the generalized Kampe de Feriet function (Exton, 1978) defined by (5), we obtain the expression (a + m)m\ . .
Note that the existence of the ordinary moments of (1) also require the condition that k < b.
Conclusions
We have derived an expression for moments of F order statistics as a finite sum of a well known special function. This expression is simpler than previously known work.
