Extreme events, the good and the bad, shape our lives dramatically. Catastrophic events such as large earthquakes, floods, and stock market crashes have huge societal tolls, and exhilarating events such as world record breaking times at the Olympics leave a sense of amazement. Though such events are almost always unexpected, as a society we must plan for them carefully -dams and dikes must be built in anticipation of possible flooding, buildings must be built to withstand earthquakes, and insurance companies must be prepared for any number of catastrophic events. These situations all motivate the importance of understanding the behavior of extremal processes, which grow as the maximum (or minimum) of a sequence of events. (TODO: Add sidebar on the Dutch flooding story.)
tributions. In particular, in the following we will introduce the "extremal central limit theorem", which characterizes when heavy-tailed distributions can emerge from extremal processes similarly to the characterization of additive processes provided by the generalized central limit theorem. Further, analogously to the class of stable distributions that we discussed in the context of additive processes, we will see that there is a class of max-stable distributions that precisely characterizes which distributions can emerge as the limit of an extremal process.
Interestingly, though there are many parallels between additive and extremal processes, one important distinction between the two relates to the emergence of heavy-tailed distributions. As we have seen, heavytailed distributions can emerge from additive processes, but only when one starts with infinite-variance heavy-tailed distributions. In contrast, under extremal processes, heavy-tailed distributions can emerge when starting from distributions with finite variance. In fact, heavy-tailed distributions can emerge even when starting from bounded, light-tailed distributions. Thus, like multiplicative processes, extremal processes can create heavy-tailed distributions. However, extremal processes are not as closely connected with heavytailed distributions as multiplicative processes since there are many situations where (extremely) light-tailed distributions can also emerge.
A limit theorem for maxima
The study of extremal processes is typically referred to as "extreme value theory", and has a long history. Our focus in this chapter is on only a small piece of this theory. In particular, we focus on a generic onedimensional extremal process, M n = max(X 1 , X 2 , · · · , X n ), where X i are i.i.d. with distribution F .
Our goal in this chapter is to characterize the behavior of M n as n → ∞. This process corresponds to the evolution of the sample maxima; however it is straightforward to translate our discussion into results for the evolution of the sample minima via the relation min(X 1 , X 2 , · · · , X n ) = − max(−X 1 , −X 2 , · · · , −X n ).
In some sense, studying extremal processes is easier than studying additive or multiplicative processes. Specifically, unlike those cases of additive and multiplicative processes, it is easy to explicitly write down the distribution of M n in a compact, closed form:
Pr (M n ≤ t) = Pr (X 1 ≤ t, . . . , X n ≤ t) = F (t)
n .
This highlights a simple, but important observation about the limiting distribution of M n : extremes happen only at the upper end of the distribution. In particular, define x F as the upper end of the support of F , i.e., x F = sup{x : F (x) < 1} and consider a fixed t. Then
This calculation illustrates that, if the distribution has a finite upper bound, e.g., the Uniform distribution, then M n converges with probability 1 to this upper bound. Similarly, if the distribution has no finite bound, the above illustrates that for any finite value t, M n is eventually larger than t with probability 1. Of course, one does not learn much about the behavior of the maxima from statements like the above.
(TODO: Explain that this is no more informative than saying that S n appoaches +/ − ∞ depending on whether X i has positive/negative mean. The LLN and CLT tell us how S n scales to +/ − ∞. We seek a similar understanding of the behavior of M n .) Instead, the hope would be to obtain a more fine grained understanding of the behavior of the M n , e.g., by understanding the rate at M n grows with n and the typical deviations of M n around this growth. Thus, we are interesting in studying the centered and normalized maxima and deriving convergence results of the form
Clearly, this form parallels the form of the cental limit theorems we have discussed in the previous two chapters for additive and multiplicative processes. (TODO: Interpret the above form as M n = b n + a n Z + o(a n ).) However, unlike in those cases, it is not easy to anticipate what the proper choices of a n and b n are, or what the limiting distribution of Z might turn out to be.
To get some intuition for the behavior of the centered and normalized version of M n it is useful to consider a simple example. For this, let us consider the Exponential distribution. In particular, consider X i with F (t) = 1 − e −t . Then, we have that
Now, it is not immediate to see how to choose a n and b n in order to obtain a meaningful limit, but with some foresight one can see that a n = 1 and b n = log n is a natural choice to take advantage of the fact that (1 − 1/n) −n → 1/e. In particular, with these choices, we obtain
Though you may not recognize this immediately, this is the distribution function of the Gumbel distribution, which is an extremely light-tailed distribution. This highlights that a limiting distribution does indeed emerge for M n as n → ∞. (TODO: Note that M n = log(n) + Z + o(1), where Z has distribution Λ.) Further, the choice of b n = log n aligns with the intuition we described at the start of the chapter, which suggests that extremes tend to change quickly initially before eventually settling down. The connection with this intuition is strengthened further by the fact that the Gumbel distribution is extremely light-tailed.
Sidebar: An overview of the Gumbel distribution (TODO: Summarize properties of the Gumbel distribution)
The emergence of the Gumbel distribution provides a candidate for the limiting distribution of extremal processes more broadly than just the case of the Exponential distribution. To investigate this further, let us now repeat the calculation above starting with the Gumbel distribution instead of the Exponential distribution.
Pr (M n − log n ≤ t) = F (t + log n) n = e −e −t−log n n = e −ne −t−log n = e −e −t
Note that we again obtain the Gumbel distribution, and this time the equality holds for all finite n, not just in the limit. This highlights that the Gumbel distribution is "stable" with respect to maxima, similarly to the way that the Normal distribution is "stable" with respect to sums. Thus, it is natural to define a class of "max-stable" distributions in exactly a parallel manner to the class of stable distributions that we introduced in Chapter 6.
Definition 17. A distribution F is said to be max-stable if, for any n ≥ 2 i.i.d. random variables X 1 , X 2 , · · · , X n with distribution F, there exist constants a n > 0 and b n ∈ R such that
A random variable is said to be max-stable if its distribution function is max-stable.
Like the class of stable distributions, the class of max-stable distributions is difficult to understand from the definition alone. We have seen that the Gumbel distribution is one example, but it is not immediately clear which other distributions satisfy the definition. However, it is clear that the class of max-stable distributions is tightly coupled to the form of the limit theorems for extremal processes that we are looking for, i.e., to (8.1). In particular, it is easy to see that a max-stable distribution can occur as the limiting distribution in (8.1), and it turns out that max-stable distributions are the only non-degenerate distributions that can appear in such a limit. More specifically, just like the class of stable distributions are precisely those distributions that can serve as the limiting distribution of additive processes; max-stable distributions are precisely those distributions that can serve as the limiting distribution of extremal processes.
Theorem 29. A random variable Z is max-stable if and only if there exists an infinite sequence of i.i.d. random variables X 1 , X 2 , · · · , and deterministic sequences {a n }, {b n } (a n > 0), such that
In a sense, Theorem 29 gives a central limit theorem for extremal processes since it characterizes exactly which limiting distributions can emerge. However, alone, it is quite vague and unsatisfying since it does not provide insight into the properties of the limiting distributions or when different limiting distributions may emerge. In this way, Theorem 29 for max-stable distributions exactly parallels Theorem 19 for stable distributions. In fact, the parallels between the two theorems is more than just superficial -the proofs of the two results parallel one another as well.
(TODO: Insert the proof...even though it's parallel it's nice to have.)
Understanding max-stable distributions
To this point, we have characterized the limiting distributions for extremal processes via the class of maxstable distributions. But, beyond knowing that the Gumbel distribution is an example of a max-stable distribution, we do not understand much about max stable distributions or about when different max-stable distributions may emerge from extremal processes. So, in order to move toward a general statement of the extremal central limit theorem, we need to first develop a more detailed understanding of the class of max-stable distributions. (TODO: Note that degenerate distributions are trivially max-stable.)
Recall that in Chapter 6 we were able to characterize the class of stable distributions explicitly via their characteristic functions using the representation in Theorem 20. The fact that the representation was in terms of the characteristic function was natural given that stable distributions emerge from an additive process and the sums of independent random variables can be cleanly represented as the product of their characteristic functions. In the case of extremal processes, the maximum of independent random variables has a clean representation in terms of the product of their distribution functions. Thus, it is natural for a representation theorem to be in terms of the distribution function. Of course, this is quite nice since it is much more direct to infer distributional properties from the distribution function than from the characteristic function.
In particular, the class of max-stable distributions has a very concrete representation, given by the following theorem.
Theorem 30. A non-degenerate random variable X is max-stable if and only if X d = aZ + b where a > 0, b ∈ R, and the distribution function of Z is one of the following.
This representation of max-stable distributions leads the Frećhet, Weibull, and Gumbel distributions to be termed the "extreme value distributions." Interestingly, these three distributions have quite different properties. For example, while the Frećhet is a heavy-tailed distribution, the Gumbel is a light-tailed distribution, and the Weibull can be either heavy-tailed or light-tailed. Similarly, the supports of the three distributions also differ.
More specifically, the Frećhet distribution, denoted by Φ α , is parameterized by α > 0, has support [0, ∞), and has a tail that satisfies
So,Φ α (x) ∼ x −α as x → ∞, and thus is a regularly varying distribution with index −α. In contrast, the Weibull distribution, denoted by Ψ α is parameterized by α > 0, and has support (−∞, 0]. Note that Ψ α is actually the mirror image of version of the Weibull that we have typically discussed in this book. That is, we have so far defined the Weibull distribution as having support [0, ∞), and defined by F α (x) = 1 − e −x α for x ≥ 0. However, all the properties that we associate with the Weibull still hold true. Most importantly, Ψ α is heavy-tailed (to the left) when 0 < α < 1, and light-tailed (to the left) when α ≥ 1.
Finally, the Gumbel distribution, Λ(x) has support support over the full real line and, as we have already discussed, is light-tailed both to the right and to the left. Interestingly, the left tail decays doublyexponentially fast, i.e., Λ(−x) = e −e x , while the right tail decays exponentially, i.e.,Λ(x) = 1 − (1 − e −x + o(e −x )) = e −x + o(e −x ).
Though the three extreme value distributions that make up the max-stable class all behave very differently, it turns out that they are actually quite connected. In particular, the following lemma highlights that the Weibull and Gumbel distributions can be represented as simple functions of the Frećhet distribution.
Lemma 14. Consider a random variable X. The following statements are equivalent.
1. X has the Frećhet distribution Φ α 2. −1/X has the Weibull distribution Ψ α 3. log(X) α has the Gumbel distribution Λ Interestingly, the relationship between the Frećhet and Gumbel distributions is one that we have seen commonly between heavy-tailed and light-tailed distributions. Recall that if X is LogNormally distributed, then log X is Normally distributed and if X is Pareto(x m , α) distributed then log(X/x m ) is Exponentially distributed with rate α.
(TODO: What other distributions are related like the Frećhet and the Weibull?)
The extremal central limit theorem
At this point we have seen that the class of max-stable distributions precisely corresponds to the limiting distributions of extremal processes, and we have seen that the class of max-stable distributions is made up of three families of distributions: the Frećhet, the Weibull, and the Gumbel. However, we have not yet understood when each of these limiting distributions can emerge from extremal processes. Formally, just like the generalized central limit theorem specifies the domain of attraction for stable distributions in the context of additive processes, we would like to specify the maximum domain of attraction for each of the max-stable distributions. These results are provided by the following extremal central limit theorem.
Theorem 31 (Maximal central limit theorem). Consider an infinite sequence of i.i.d. random variables X 1 , X 2 , . . . with distribution F . There exist deterministic sequences {a n }, {b n } (a n > 0) such that
, where L is slowly varying;
(ii) G follows the Weibull distribution Ψ α if and only if
(iii) G follows the Gumbel distribution Λ if and only if there exists z < x F , such that
, and g is a positive, absolutely continuous function satisfying lim x↑x F g (x) = 0.
To some extent, the extremal central limit theorem takes on an expected form: for the heavy-tailed Frećhet distribution to emerge, it must be that the X i are already heavy-tailed, specifically regularly varying. This is similar to the statement of the generalized central limit theorem, except that for additive processes heavy-tailed distributions can emerge only from distributions that already have infinite variance, while whether the variance is finite or infinite is irrelevant for extremal processes. Another difference is that heavy-tailed distributions can emerge from extremal processes even in some situations where the X i are light-tailed. In particular, the maximum domain of attraction for the Weibull distribution highlights that a heavy-tailed distribution (Ψ α with α < 1) can emerge even when the X i have bounded support. Thus, heavy-tailed distributions are, in some sense, more likely to emerge under extremal processes than under additive processes. However, light-tailed distribution can also emerge under extremal processes. In fact, the maximum domain of attraction of the Gumbel distribution highlights that a light-tailed distribution can emerge even when the X i are heavy-tailed, as long as they are not regularly varying. To see this, let us contrast the representation given in (iii) with the representation theorem for regularly varying functions (Theorem 6). The two have the same form except that in the representation for RV(ρ), β(t) → ρ and g(t) = t. The fact that g grows much more slowly in the above representation implies that distributions in the maximum domain of attraction of the Gumbel distribution have much lighter tails than regularly varying distributions.
To keep the statement of the extremal central limit theorem from becoming bloated, we have not described explicitly how to define the scaling and centering sequences, {a n } and {b n }, for each case. However, these can also be defined explicitly. To state them, we need to use the generalized inverse, F ← , which is defined as F ← (t) = inf{x ∈ R | F (x) ≥ t} for t ∈ (0, 1). Given this definition, we have that if F belongs to the maximum domain of attraction of the Frećhet distribution, Φ α , then
In contrast, if F belongs to the maximum domain of attraction of the Weibull distribution, Ψ α , then
Finally, if F belongs to the maximum domain of attraction of the Gumbel distribution, Λ, then
where g is defined as in Theorem 31 case (iii). The contrast between centering and scaling in the three cases above is interesting. Note that in the case of the Frećhet distribution M n is scaled but not centered. This parallels the case where heavy-tailed distributions emerge in the generalized central limit theorem (i.e., the case of α-stable distributions with α ∈ (0, 2)). In contrast, in both the cases of the Weibull distribution and the Gumbel distribution M n is both scaled and centered. Since the case of the Weibull distribution includes only distributions with finite support, it is natural that the centering happens around the upper end of the support, x F . In contrast, the centering in the case of the Gumbel distribution is much more delicate, and depends on the particular representation of X i through the function g. Note that a common choice for the function g is the mean residual life function of F , i.e., g(x) = 
An example: Extremes of random walks
Until this point in the chapter we have considered a generic extremal process and the results we have presented highlight that the behavior of extremal processes parallels the behavior of additive processes in the sense that both light-tailed and heavy-tailed limiting distributions may emerge depending on the distribution of the X i . However, unlike the case of an additive process, the results illustrate that heavy-tailed distributions may emerge from extremal processes even when the X i are bounded, light-tailed distributions.
To end the chapter, we will move from a generic extremal process to a specific example of a extremal process that is important to a wide variety of disciplines. In particular, we return to the context of random walks and study the behavior of extremes of random walks.
Recall that we briefly introduced random walks in Section 6.5 where we focused on a simple, symmetric, one-dimensional random walk where the walker was equally likely to take a step up or down at each time. Of course, random walks come in a variety of other forms as well. In general, a random walk can be much more complex, e.g., they can be asymmetric; they can allow steps to be of different sizes; and they can happen in more than one-dimension.
For the purposes of this section, we consider a random walk that is asymmetric and allows arbitrary step sizes, but is still one-dimensional. In particular, we consider a random walk in which a walker starts at 0 and takes a sequence of i.i.d. steps X 1 , . . . , X n . The position of the walker at time n is thus simply the additive process S n = X 1 + X 2 + . . . + X n , for n > 0 and S 0 = 0.
The first natural question to ask about a random walk is "where will walker be after n steps?", i.e., "what is the behavior of S n ?" Since S n is simply an additive process, our discussion in Chapter 6 provides the tools to address this question. However, this is only one of many questions one may ask about a random walk. Two other important questions that are often asked are "when will the walker first return to its starting point?" and "what is the maximum position of the walker after n steps?". Since the focus of this chapter is on extremal processes, it is the second of these that we focus on here. Note that we have discussed the first of these already in Section 6.5.
It is important to begin by formalizing the question we are asking in this section. In particular, denote the all time maximum of the random walk by
Our goal will be to characterize the distribution of S max . Note that S max is an extremal process very much like the generic process M n we have studied up until this point of the chapter, except that in M n the X i were independent and the S n are clearly dependent. Because of this, a precise characterization of S max is beyond our reach, and we will focus on only understanding the behavior of the tail of S max , i.e., Pr (S max > x) as
Sidebar: Applications of random walk extrema (TODO: Fill in a discussion of some places where random walk extrema are important...might mention that we have already seen their use in analyzing additive/multiplicative processes (Theorem 26)) As a first step toward characterizing the maximum position of a random walk, consider the examples shown in Figure (add ref). (TODO: add figures of random walks) These highlight that understanding the maximum is simple if the random walk has positive drift, i.e., if E [X i ] > 0. In such cases, the random walk grows unboundedly with probability 1, and so there is no finite maximum as we let n → ∞. Thus, it makes sense to focus on random walks with negative drift, i.e., with E [X i ] < 0. In this case, the random walk approaches −∞ as n → ∞ with probability 1, which means that S max is well defined and finite with probability 1.
Another observation from the examples in Figure (add ref) is that there seems to be a distinction between the behavior of S max under light-tailed X i and under heavy-tailed X i . This is not too surprising given the results we have described already in the chapter. In particular, we have already seen that light-tailed or heavy-tailed limiting distributions can emerge from extremal processes depending on the distributions of X i . Indeed a similar phenomena happens here, and the behavior of S max differs depending on the weight of the tail of X i . So, in the following we treat these two cases separately.
Heavy-tailed step sizes
We start with the case where X i is heavy-tailed, specifically regularly varying. In this case, based on the extremal central limit theorem, it is natural to expect the maximum of the random walk to also be heavytailed. So, the more interesting component of the result that follows is the characterization of the tail itself. In particular, it is interesting to see how the tail of S max relates to the tail of X i .
Theorem 32. Consider a one-dimensional random walk S n with heavy-tailed i.i.d. step sizes X i such that E [X i ] < 0 and X i ∈ RV(−α), where α > 1. Then, the all time maximum S max = max n≥0 {S n } satisfies
The key point made by the result above is that the tail of S max is one degree heavier than the tail of X i . Thus, for example, if X i has an infinite variance and finite mean, then S max will have an infinite mean. This highlights that the maximum of the random walk is significantly more variable than the step size. It is interesting to observe that this result is in contrast to the extremal central limit theorem. Specifically, in the case where X i ∈ RV(−α), the extremal limit theorem gives that the scaled M n converges to a Frećhet distribution, Φ α , which is regularly varying with the same index −α. Thus, the dependency inherent in S n is leading S max to have a heavier tail than predicted by the extremal central limit theorem.
(TODO: fill in proof)
Light-tailed step sizes
We now move from the case where X i is heavy-tailed to the case where X i is light-tailed. In this setting it is natural to expect the maximum position of the random walk to also be light-tailed, and the following result highlights that this is indeed the case. Further, the result provides a precise description of the logarithmic asymptotics of the tail of the maximum of the random walk.
Theorem 33. Consider a one-dimensional random walk S n with light-tailed i.i.d. step sizes X i such that E [X i ] < 0. Then, the all time maximum S max = max n≥0 {S n } satisfies
where
The characterization of the tail of S max in the above result is less precise than the characterization in Theorem 32. In this case, only the logarithmic asymptotics of the tail are characterized, i.e., the asymptotics of log Pr (S max > x). However, this is already enough to provide some interesting information. In particular, we see that the tail decays approximately exponentially. This is similar to what the extremal central limit theorem gives in the case of i.i.d. processes. In particular, the Gumbel distribution would be the emergent distribution in this setting if the S n were independent, and the right-tail of the Gumbel distribution decays exponentially. However, the specific decay rate of S max is more mysterious. (TODO: add some intuition for s * ). Note that s * may appear familiar. This is because we already applied this result in Chapter 7 in order to characterize the behavior of multiplicative processes with a lower bound, and so the same s * appeared in Theorem 26.
A variation: The time between record breaking events
We observe a sequence Theorem 34. Suppose that F is continuous. Then for any k ≥ 1, T k is heavy-tailed, with
Note: T k is not stationary with respect to k. Indeed, you expect that as the record gets bigger, the time it takes to break it gets larger. Note: We don't even need that F have infinite support for T k to be heavy-tailed! Proof. The first step of the proof is to show that we may assume that F is exponentially distributed with no loss of generality, since the distribution of T k does not depend on the distribution F. Over the support of F, define the function Q(x) = − logF (x). Recall that Q is simply the cumulative hazard function corresponding to the distribution F. We now show that the random variable Q(X 1 ) is exponentially distributed with mean 1. This follows easily from the fact that U :=F (X 1 ) is a uniform random variable over [0, 1] 
Let E i = Q(X i ). Clearly, {E i } is an i.i.d. sequence of exponential random variables. Moreover, since Q is non-decreasing, records of the sequence {X i } coincide with those of the sequence {E i }. Thus, for the purpose of studying the time between records, we may assume without loss of generality that F is an exponential distribution with mean 1. We make this assumption in the remainder of this proof. Next, we study the distribution of the records. Specifically, we show that the kth record M (k) := X L k has an Erlang distribution with shape parameter k and rate parameter 1 (i.e., M (k) is distributed as the sum of k i.i.d. exponential random variables, each having mean 1). We proceed inductively as follows. Clearly, the above claim is true for k = 1, since M (1) = X 1 . Assume that the claim is true for some k ∈ N. Note that for x > 0,
where E is exponentially distributed with mean 1, and independent of M (k) . From the memoryless property of the exponential distribution, it now follows that Pr M (k+1) > M (k) + x = e −x , which implies that
This proves our claim that M (k+1) has an Erlang distribution. We are now ready to analyse the tail of T k . Once again, we proceed inductively, and first consider the case k = 1. Note that conditioned on the value of X 1 , T 1 is a geometrically distributed with Pr (T 1 > n | X 1 = x) = (1 − e −x ) n .
Therefore, unconditioning with respect to X 1 ,
(1 − e −x ) n e −x dx.
Making the substitution y = e −x , we get Pr (T 1 > n) = 1 0
(1 − y) n dy = 1 n + 1 .
It therefore follows that Pr (T 1 > n) ∼ 1 n . Next, we assume that for some k ∈ N, Pr (T k > n) ∼ 2 k−1 n and analyse the tail of T k+1 . Recall that
where E is exponentially distributed with mean 1, and independent of M (k) . Therefore, we can think of T k+1 as the time until a new sample exceeds M (k) + E. Note that the time until a new sample exceeds M (k) is distributed as T k . Moreover, conditioned on a new sample X i exceeding M (k) , the probability that it exceeds M (k) + E equals Pr X i > M (k) + E | X i > M (k) = Pr (X i > E) = 1/2. Note that the above calculation exploits the memoryless property of the exponential distribution, and the fact that X i and E are i.i.d. Thus, when a new sample exceeds M (k) , it also exceeds M (k) + E (and thus sets a new record) with probability 1/2. Therefore, T k+1 is simply distributed as a geometric random sum of i.i.d. random variables, each distributed as T k , i.e.,
where {Y k (i)} is an i.i.d. sequence of random variables with the same distribution as T k , and N is a geometric random variable independent of {Y k (i)} with success probability 1/2. Finally, since T k is assumed to be regularly varying (and therefore subexponential), we may invoke Theorem 9 to obtain the tail behavior of T k+1 . We therefore have Pr (T k+1 > n) ∼ E [N ] Pr (T k > n) = 2 Pr (T k > n) , which proves our desired induction step.
Additional notes
(TODO: Be sure to discuss exceedences and order statistics here)
Exercises
(outline note: show that degenerate limit occurs for Poisson and geometric) (outline note: derive limiting distn for cauchy r.v. directly (see Embrechts et al)) (outline note: prove Theorem 29)
