Borrowing the concept of organizing center from singularity theory, the paper proposes a methodology to realize nonlinear behaviors such as switches, relaxation oscillators, or bursters from core circuits that reveal the fundamental role of monotonicity and feedback in their robustness and modulation.
I. INTRODUCTION
The minimal (internal) realization of a prescribed (external) behavior is an important question of system theory. Beyond the realization theory of linear-time invariant systems, notable examples include the realization of passive systems with passive elements [1] , the existence of positive statespace realizations for positive systems [2] , and the realization of Hamiltonian systems [3] .
The present paper explores the realization of nonlinear behaviors organized by a singular static behavior.
As a first step of our construction, we borrow from singularity theory [4] the concept of organizing center and the property that any robust static behavior lives in the universal unfolding of a singularity, that is, admits a normal form characterized by local algebraic conditions that identify its organizing center. In other words, any static behavior that is robust to small perturbations can be represented as a local deformation of a singular behavior in the space of unfolding parameters. The number of unfolding (or modulation) parameters is the codimension of the singularity.
As a second step of our construction, we observe that the algebraic characterization of a given singularity and its unfolding can be translated in a feedback interconnection of monotone nonlinearities. The observation is mathematically straightforward but shows the relevance of singularity theory for behavioral theory: any static behavior that is robust to small perturbations can be realized as an interconnection of monotone nonlinearities with interconnection laws parametrized by the unfolding parameters. The circuit representation of static normal forms reveals the key role of monotonicity and feedback in organizing static behaviors.
As a third and final step of the construction, we turn the static behaviors organized by singularities into nonlinear dynamic behaviors whose limit sets are shaped by the static behavior. The hierarchy of singularity theory between state, bifurcation parameter, and unfolding parameters translates into a hierarchy of time-scales while singular perturbation theory proves the existence of hyperbolic attractors in the vicinity of the singular behavior. * For the sake of illustration, the present paper limits the exposition of this general procedure to the simplest situation: (i) we only consider two of the simplest singularities (the codimension one hysteresis and the co-dimension three winged cusp); (ii) we only consider the addition of first-order linear filters when moving from static to dynamic behaviors; and (iii), we rely on singular perturbation theory to infer the global analysis of the dynamical behaviors from the static analysis of the singular circuit, resulting in multiple timescales nonlinear behaviors.
We show that this restricted framework is sufficient to recover the most popular nonlinear behaviors: bistable switches and relaxation oscillators organized by the hysteresis singularity; rest-spike bistable models and bursters organized by the winged-cusp. The motivation for the proposed construction indeed directly comes from the recent work [5] which shows that (possibly high-dimensional) biophysical models of neurons are organized by a winged-cusp and that its circuit representation is in one-to-one correspondence with the physiological regulatory feedback parameters that modulate bursters across a vast range of signaling behaviors.
II. SINGULARITIES ORGANIZE STATIC BEHAVIORS
We refer the reader to the book [4] for a comprehensive introduction to the singularity approach to bifurcation problems but revisit basic elements of the theory from a systems viewpoint. The theory in [4] is a robust bifurcation theory for scalar mappings g(y, u) = 0, y, u ∈ R,
where g is a smooth function. The set of pairs (y, u) satisfying (1), that is, the graph of g, defines a static behavior. The roles of u and y are differentiated: the variable y is considered as an output variable whereas the bifurcation parameter u is considered as an input (control) variable. Singular points satisfy g(y , u ) = g y (y , u ) = 0, where g y := ∂g ∂y and similarly for higher order derivatives. Indeed, if g y (y , u ) = 0, then the implicit function theorem applies and the graph is necessarily regular at (y , u ), therefore excluding intrinsically nonlinear static behaviors like co-existence of multiple solutions, or solution branching. Generically, at a singular point, g yy , g u = 0, in which case the singularity is a (codimension-0) fold. Locally near a fold, the graph "looks like" the solution set of ±y 2 + u = 0, whose left hand side defines the normal form of the fold. Higher-codimension singularities are inherently non robust to perturbations, which motivates the following definition. 
near the origin. If (2) holds with U (u) = u, the two mapping are said to be strongly equivalent.
Two equivalent mappings are diffeomorphic through the diffeomorphism (Y, U ). The fact that U does not depend on y reflects the distinction between control and output: the equivalence does not allow feedback transformations at the input. Definition 1 is the key difference between the singularity approach to bifurcation problems and the classical approach based on structural stability (see [6, Chapter 3] for an excellent introduction).
The recognition problem [4, Chapter II] provides a finite list of degenerate conditions (that is, higher-order zero terms in Taylor expansion beside g = g y = 0), that characterize a given singularity up to the equivalence relation of Definition 1. The number of degenerate conditions is called the codimension of the singularity. The higher the codimension, the more complex, or degenerate, the singularity.
The key observation of singularity theory is that a singularity restricts the persistent behaviors that can be obtained by small perturbations of the singular behavior. This is formalized through the concept of universal unfolding. The codimension of the singularity determines the number of unfolding parameters. See [4, Section III.2] for an algebraic-geometric interpretation of this fact. A universal unfolding provides a sensitivity chart of the static behavior. The input u is a bifurcation parameter. In contrast, unfolding parameters are not. Rather, they shape the u-controlled behavior according to the universal unfolding G. This hierarchy is analytically reflected in the dependendence of the smooth mappings (Y, U, A) on the output y, the input u, and the parameter c in (3). Equivalent behaviors in the sense of Definition 1 are separated by transition varieties, that is, high-sensitivity codimension-1 algebraic varieties in the unfolding space R k , on which the static behavior possesses codimension-1 singularities.
The recognition problem for universal unfolding [4, Chapter III] provides a list of simple algebraic conditions for a parametrized family of static behaviors G(x, λ; α) = 0 to be a universal unfolding of a given singularity.
The relevance of singularity theory to classify static behaviors is illustrated in Figure 1 . High-codimension singularities determine, or "organize", a family of robust behaviors. In the terminology of René Thoms, each singularity is an organizing center. By unfolding an organizing center, we obtain a finite family of qualitatively distinct, robust static behaviors, separated by transition algebraic varieties. By modulating unfolding parameters across transition varieties we can reliably and robustly control the qualitative properties of the static behavior. As a matter of illustration, the rest of the paper focuses on the two simplest singularities: the hysteresis and the winged cusp. The hysteresis singularity is the codimension-1 singularity with normal form
The normal form of its universal unfolding is
The w-cusp (winged cusp) singularity is the codimension-3 singularity with normal form
The key difference between the two singularities is that the input-output relationship is monotone in the hysteresis whereas it is non-monotone in the winged cusp. The normal form of the universal unfolding of the w-cusp is
III. FROM UNIVERSAL UNFOLDINGS TO STATIC CIRCUITS
A straightforward but key message of the present paper is that singular behaviors and their universal unfoldings can be realized as interconnections of monotone sigmoidal nonlinearities. Converting the algebraic characterization to a circuit characterization is insightful and instrumental in identifying organizing centers of static behaviors from interconnection structures. For a smooth function f (u) and n ≥ 0, we use the notation f (n) := d n S du n .
Definition 3 [Sigmoidal nonlinearity]
The sigmoidal static behaviors is defined by
where S is a smooth function satisfying the following properties:
Sigmoidal nonlinearities are widespread in nonlinear models encountered in engineering, physics, and biology: they include sigmoids, saturations, and hyperbolic tangents.
A. A static circuit realization of the hysteresis
The basic observation
suggests that the cubic hysteresis normal form (4) can be realized (in the strong equivalence sense) as a positive feedback loop around a sigmoidal nonlinearity, i.e. The elementary proofs illustrate the relevance of a theory robustly characterizes nonlinear behaviors from local calculations.
B. The winged-cusp static behavior by interconnection
The non-monotone behavior u 2 characterizing the w-cusp singularity (6) and its universal unfolding (7) is obtained by cascading the realization of the hysteresis in Figure 2 with a non-monotone static nonlinearity.
In essence, a non-monotone static behavior can be realized as the negative parallel interconnection of two monotone behaviors. We define the bump nonlinearity By cascading B δ with the circuit in Figure 2 , the resulting static behavior reads −y + S(B δ (u) + y + βy) = 0, which is a good candidate to realize the universal unfolding of the w-cusp. The additive unfolding parameter α in (7) can then just be added to the input of the sigmoid. The unfolding parameter γ involves multiplication of the output and input. The equation
shows that it can be realized by a feedback loop around the bump nonlinearity. By the recognition problem for the universal unfolding of the winged cusp, the term γ 2 y 2 /4 and higher order terms O(3) will play no qualitative role in the unfolding. The overall interconnection structure is summarized in Figure 4 and we have the following results, whose proofs easily follow from the recognition problem for the winged-cusp and its universal unfolding. 
IV. FROM STATIC TO DYNAMIC BEHAVIORS
We explore the dynamic behaviors that are obtained by the addition of simple first-order filters in the static feedback interconnections. Most of the qualitative results will however persist when those simple linear systems are replaced by arbitrary monotone systems [7] .
The hierarchy of singularity theory between state (or output) y, bifurcation parameter (or input) u, and unfolding (or modulation) parameters α, β, . . . dictates a corresponding hierarchy of time scales. When a bifurcation parameter is varied slowly in a dynamical system, the bifurcation analysis becomes the quasi-steady state analysis of a two time-scale behavior in which the dynamics of the state is fast and the dynamics of the bifurcation parameter is slow. Ultraslow modulation of an unfolding parameter introduces a third time-scale in which the attractors of the slow-fast system become modulated across the unfolding parameter space. Singular perturbation theory provides the necessary framework to ensure that the singular structure captured by the static interconnection persists when the different time scales are sufficiently separated. By monotonicity of first order filters, the obtained multi-scale dynamic circuit and its critical manifold are organized by the same singularity as the underlying static behavior, which allows to analyze and tune the dynamical behavior on the same unfolding space.
The remainder of this section is provided without proofs but mimics the construction proposed in our recent paper [5] , where the reader is referred for detailed proofs.
A. Dynamical behaviors organized by the hysteresis: bistability, relaxation oscillations, and excitability 1) Bistability: Adding a first-order filter with transfer function H f (s) := 1 ε f s+1 , 0 < ε f 1, in the algebraic loop in Figure 2 , results in the simplest dynamical model of bistability with state-space realizatioṅ
which is reminiscent of well-studied behaviors of autocatalysis or switching behaviors, e.g. the Hopfield neuronal model [8] , the fast behavior of Hodgkin-Huxley model [9] , or the genetic switch model of Griffith [10] , [11] .β The possible dynamical behaviors of (10) are predicted from the static behavior:
• β < 0: monostability (persistent); • β = 0: hysteresis bifurcation; • β > 0: bistability (persistent -see Figure 5 bottom); The same conclusions apply if the linear filter is replaced by an arbitrary monotone system, see e.g. [12] .
2) Relaxation oscillations and excitability: A bistable switch is known to be converted into a relaxation oscillator by "slow adaptation". To this end, we add a slow negative feedback loop with unitary gain modulating the control parameter (see Figure 6 top)
obtaining a fast-autocatalytic loop modulated by a slow negative feedback loop. The behavior of (11) is again organized by a hysteresis singularity but, due to the slow negative feedback loop, the hysteresis singularity is now at β = 1.
A global analysis of the dynamical behavior of (11) as the control and the unfolding parameters are varied is straightforward near the singular limit by noticing that, by construction, its critical manifold
is the static behavior of Proposition 2 and therefore is also a universal unfolding of the hysteresis controlled bỹ u := u − x s . In the singular limit ε f → 0, the global behavior of (11) is fully captured by unfolding the hysteresis singularity organizing its critical manifold. By geometric singular perturbation arguments [13] , [14] , [15] , [16] , the same qualitative behavior persists for ε f > 0. For β > 0 the critical manifold is multivalued and the slow negative feedback transform by hysteretic modulation the fast bistable regime in Figure 5 into a relaxation oscillation.
Theorem 1 Consider the slow-fast dynamics (11) . For all 0 < β < 1, there existsε f ,ū > 0, such that, for all |u| <ū, there exists a unique exponentially unstable steadystate surrounded by an almost globally exponentially stable relaxation limit cycle. Figure 5 (bottom left) sketches a phase plane construction of the relaxation limit cycle around the bistable static behavior. A rigorous proof follows along the same line as [17] , [18] , [16] . The same result holds when first order filters are substituted by monotone systems [19] . The dynamical behaviors of (11) as u varies can also easily be derived in the singular limit. In the regime 0 < β < 1, by increasing or decreasing u outside the region predicted by Theorem 1 the system undergoes a Hopf bifurcation [6, Section 3.4] [20, Section 4.7] at which the unique steady state becomes exponentially stable ( Figure 5 bottom right) . The behavior is however "excitable" [21] , [22] , [23] : the large transient response (spike) is a manifestation of the bistability of the fast subsystem. The switch is however only transient because of the adaptation provided by the slow subsystem.
B. Dynamical behaviors organized by the winged-cusp: restspike bistability and bursting 1) Rest-spike bistability: By mimicking the same construction as for the hysteresis, the slow-fast circuit organized by this singularity is depicted in Figure 7 top and its statespace representation is given by
We focus our analysis on an interesting dynamical behavior organized by the winged cusp, the "rest-spike bistability", by fixing the unfolding parameters β, γ and varying α around the transcritical transition variety in its universal unfolding. For suitable unfolding parameters (depending on the specific functional form of S(·)) the static behavior is a mirrored hysteresis persistent bifurcation diagram, introduced in [5] (see Figure 7 bottom left). The mirrored hysteresis organizes the rest-spike bistable behavior.
Theorem 2 For all β > 0, there exist open sets of control (u) and unfolding (α, γ) parameters near the pitchfork singularity in the universal unfolding of the winged cusp organizing the critical manifold of (12), in which, for sufficiently small ε f > 0, model (12) exhibits the coexistence of an exponentially stable fixed point and an exponentially stable relaxation limit cycle. Their basins of attraction are separated by the stable manifold of a hyperbolic saddle.
Under condition of Theorem 2, short-lasting perturbations induce transitions from rest to periodic oscillations, as shown in Figure 7 bottom right by transiently perturbing the unfolding parameter α across the transcritical bifurcation variety.
2) Bursting: Robust co-existence of rest and spiking is at the basis of bursting [24] : an (ultra-slow) negative feedback, transforms the two-timescale bistable behavior into a threetimescale monostable behavior, much in the same way as negative feedback around the hysteresis transform a fast bistable behavior into a slow-fast oscillation.
The unfolding parameter α modulates monotonically the winged-cusp singularity. It is therefore a good candidate to serve as an adaptation parameter in an ultra-slow negative feedback loop (Figure 8 top) . Effects of this ultra-slow modulation are fully captured in the unfolding space of the winged-cusp organizing center (Fig. 8, bottom Theorem 3 For all β > 0, there exists an open set of control (u) and unfolding (α, γ) parameters near the pitchfork singularity in the universal unfolding of the winged cusp organizing the critical manifold of (12) such that, for all λ, α, γ in those sets, there exist k u ,x u , ∈ R such that, for sufficiently small ε f , ε u > 0, the circuit in Figure 8 possesses a hyperbolic bursting attractor.
By increasing the control parameter outside the region where relaxation oscillations and rest coexist, the system behavior gradually changes from a bursting behavior to a slow spiking behavior. At the transition, the saddle-node and the homoclinic bifurcation delimiting the rest-spike bistable range merges at at transcritical-homoclinic bifurcation. See [5, Section 3] for a geometric description of this phenomenon.
V. CONCLUSIONS
The paper proposes a systematic methodology to identify the core circuit organization of nonlinear behaviors frequently encountered in biological signalling. The circuit interpretation of the mathematical concept of organizing center emphasizes the role of feedback and monotonicity in organizing those behaviors. This insight dramatically simplifies the analysis of nonlocal attractors and might be useful for analysis and synthesis of tunable yet robust nonlinear devices.
