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Předkládaná bakalářská práce se zabývá tenzorovými součiny vektorových prostorů
nad algebraickým komutativním tělesem K charakteristiky 0. V rámci textu budou stu-
dovány především vektorové prostory konečné dimenze, avšak podstatné úvahy budeme
provádět pro vektorové prostory zcela obecné.
Formulujme hlavní cíle bakalářského projektu do několika bodů.
(1) Zavést tenzorový součin vektorových prostorů pomocí konceptu linearizace bi-
lineárního zobrazení a provést jeho obecnou konstrukci a diskutovat konstrukce
alternativní. Tenzorový součin následně generalizovat na konečný systém vek-
torových prostorů nad stejným tělesem.
(2) Definovat pojem tenzor typu (p, q), popsat různé definice tenzoru a ukázat,
jak spolu vzájemně souvisejí.
(3) Zavést základní operace s tenzory. Mezi ty řadíme sčítání tenzorů, násobení
tenzoru skalárem, násobení tenzorů mezi sebou a kontrakce tenzoru.
(4) Podat stručný přehled historického vývoje tenzorového počtu.
Společně s hlavními cíli bakalářské práce můžeme neformálně vytyčit i cíle vedlejší,
které tyto synergicky doplňují a které vycházejí ze skutečnosti, že práce byla řešena na
půdě Pedagogické fakulty Univerzity Karlovy v Praze. Máme tím na mysli především
vytvoření takového textu, který bude možno využít jako pomocný studijní materiál při
výuce lineární algebry na některých typech vysokých škol.
Na dalších řádcích si pojďme stručně představit obsah předkládané práce. Bakalář-
ská práce Tenzorové součiny vektorových prostorů je rozdělena do čtyř kapitol.
1 Historický vývoj tenzorového počtu. Popsat historický vývoj tenzorového po-
čtu není primárním cílem bakalářské práce. Studované téma zde řešíme jako
problém matematický, nikoli historický, a proto se v první kapitole seznámíme
pouze se zásadními mezníky v éře vývoje tenzorové algebry a analýzy. Zamě-
říme se především na první výskyt pojmu tenzor v matematice, období, kdy
se tenzorový počet stal hlavním matematickým aparátem fyziky 20. století,
a konečně na první zmínky o tenzorovém součinu Abelových grup.
2 Algebraický úvod do studia tenzorového počtu. Ve druhé kapitole se čtenář
seznámí se základními algebraickými pojmy, které se používají při studiu ten-
zorových součinů vektorových prostorů. Zařazení kapitoly do bakalářské práce
slouží především pro připomenutí stěžejních partií lineární algebry (nutné pro
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následné studium tenzorového počtu) a ujednocení značení, které je kvůli roz-
manitosti dostupné literatury nejednotné. Podrobně je v kapitole zpracována
problematika faktorových prostorů a formálních lineárních obalů.
3 Tenzorové součiny vektorových prostorů. Zavádění tenzorů do matematiky je
možné několika způsoby, které spolu navzájem koincidují. Tenzorem budeme
rozumět prvek tenzorového součinu vektorových prostorů. Tenzorový součin
vybudujeme mezi dvěma vektorovými prostory při studiu konceptu linearizace
bilineárního zobrazení. Zvlášť zde budeme dokazovat existenci a jednoznačnost
tenzorového součinu vektorových prostorů konečné dimenze a prostorů, které
konečné dimenze být nemusejí. Na závěr zavedeme základní početní operace
s tenzory.
4 Tenzory v souřadnicích. Kapitola je zaměřena na odvození analytické definice
tenzoru z definice popsané ve třetí kapitole. V úvodu budou připomenuta
pravidla pro transformaci souřadnic vektorů a lineárních forem, která budou
zobecněna pro transformaci souřadnic libovolného tenzoru.
Čtenář přistupující k četbě této práce by měl být důkladně obeznámen se základy
lineární algebry, především s teorií vektorových prostorů a lineárních zobrazení.
Pro zvýšení přehlednosti textu jsou definicevěty na levém okraji stránky zvýrazněny
svislým pruhem.
U definic a vět, které jsou přebírány z jiných publikací, je za jejich označením
odkaz na příslušný zdroj. Takové věty a definice, které jsou přebírány z cizojazyčné
literatury, nejsou uváděny v originálním znění, nýbrž jsou přeloženy do češtiny a značení
je přizpůsobeno charakteru práce.
KAPITOLA 1
Historický vývoj tenzorového počtu
První použití pojmu tenzor bývá připisováno Rowanu Hamiltonovi (1805-1865),
který termínu užil ve svých přednáškách o kvaternionech pronesených ve 40. letech
19. století. Společně s pojmy transtenzor a protenzor jej následně uvedl v práci Lectures
on Quaternions v roce 1853. Autor ve své práci [1, s. 57] píše:
. . .factors . . ., may naturally, in consistency with the plan of nomencla-
ture employed in these Lectures, receive the general name of Tensors.
Nutno však poznamenat, že Hamiltonovo pojetí tenzoru je odlišné od představy
současné matematiky [2, s. 17].
Roku 1844 Hermann Grassmann (1809-1877), profesor matematiky na gymnáziu
ve Štětíně, publikoval práci s názvem Die Lineale Ausdehnungslehre, která byla po více
jak dvacet let zanedbávána pro příliš abstraktní a filozofický jazyk, jímž byla psána.
Druhé vydání Grassmannovy teorie z roku 1862 bylo více čitelné a možná právě proto
přispělo k rozvoji Cliffordových algeber, vektorové analýzy, lineární algebry a dalších
matematických oborů. Grassmann v něm mimo jiného zavedl vnější součin dvou vek-
torů a také způsob násobení vektorů v literatuře označovaný jako indeterminate product
(viz [3, s. 5]).
Nezanedbatelnou roli ve vývoji tenzorového počtu zaujímá americký matematik,
teoretický fyzik a chemik Josiah Willard Gibbs (1839-1903). Svoji publikaci z roku
1884 nazvanou Elements of Vector Analysis uvádí následujícími slovy:
The fundamental principles of the following analysis are such as are
familiar under a slightly different form to students of quaternions. The
manner in which the subject is developed is somewhat different from that
followed in treatises on quaternions since the object of the writer does
not require any use of the conception of the quaternion, being simply to
give a suitable notation for those relations between vectors, or between
vectors and scalars, . . .[4, s. 1] (1)
1Volný překlad: Základní principy následující analýzy se mohou v mírně odlišné formě zdát známé
studentům kvaternionů. Nicméně způsob, jakým je předmět práce rozvíjen, se poněkud odlišuje od způ-
sobu zavedeného v pracích o kvaternionech; záměr autora nevyžaduje užití představy kvaternionu jako




Z textu je patrné, že autor navazuje na Hamiltonovu práci o kvaternionech. Samotné
kvaterniony ovšem ve své práci nepoužívá, přebírá pouze zavedená značení.
Ve stejné knize zavádí ve třetí kapitole s názvem Concerning linear vector functions
pojem dyáda jako zobecňující pojem součinu dvou vektorů. V téže kapitole uvádí:
. . . we may regard the dyad as the most general form of product of two
vectors. We shall call it the indeterminate product [4]. (2)
Z úryvku vidíme, že Gibbs se ve své práci rovněž inspiroval u Grassmanna.
Pojem dyáda, který bychom dnes podle [3, s. 5] označili jako tenzorový součin dvou
vektorů, se používal teoretickými fyziky do doby, než jej nahradila mnohem obecnější
teorie.
V roce 1901 Gibbsův bývalý student Edwin Bidwell Wilson publikuje na základě Gi-
bbsových přednášek první oficiálně vydanou učebnici moderní vektorové analýzy v an-
gličtině s názvem Vector Analysis: A Text Book for the Use of Students of Mathematics
and Physics and Founded upon the Lectures of J. Willard Gibbs (viz [6]).
Důležitým mezikrokem v historii tenzorového počtu byla práce německého fyzika
Woldemara Voigta (1850-1919), jejíž význam je přehledně shrnut v následujícím
úryvku:
In 1898, the crystallographer Woldemar Voigt introduced tensors (as
he called them) as magnitudes which were at first related to stress and
strain. These tensors were offsprings of vector calculus. In his early
works Voigt only used symmetric tensors of the second order, located in
three-dimensional Euclidean space, but later he introduced symmetrical
tensors of the nth order. [7, s. 338] (3)
Voigt zavedl tenzory (z latinského „tensioÿ–napětí) v práci Die fundamentalen phy-
sikalischen Eigenschaften der Krystalle in elementarer Darstellung [2, s. 17].
Vznikající tenzorový počet se stal hlavním matematickým nástrojem Einsteinovy
obecné teorie relativity. Matematický aparát vhodný k formulaci nové teorie ležel při-
praven v diferenciální geometrii vybudované B. Riemannem, E. B. Christoffelem, G.
Riccim a T. Levi-Civitou [8, s. 15].
V pracích vznikajících mezi lety 1886-1901 vytvořil italský matematik Gregorio
Ricci-Curbastro (1853-1925) nový matematický aparát, který nazval absolutní dife-
renciální počet.
2Podle [5, s. 2] je indeterminate product tenzorovým součinem vektorů z prostoru R3.
3Volný překlad: V roce 1898 krystalograf Woldemar Voigt zavedl tenzory jako označení pro veličiny,
které popisovaly napětí v tahu a tlaku (v krystalových mřížích). Tyto tenzory přímo navazovaly na
poznatky vektorového počtu. Ve svých raných pracích Voigt užíval pouze symetrické tenzory druhého
řádu ve třídimenzionálním eukleidovském prostoru, ale později se zabýval i symetrickými tenzory n-
tého řádu.
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Klíčové objevy v této oblasti vykonal jeho student z univerzity v Padově Tullio
Levi-Civita (1873-1941), který s Riccim spolupracoval na několika stěžejních publika-
cích. Nejvýznamnější společnou prací byla v roce 1901 Méthodes de calcul différentiel
absolu et leurs aplications, ve které Ricci a Levi-Civita položili základy tenzorové ana-
lýzy. Autoři se v textu několikrát odkazují na práci Ueber die Transformation homoge-
nen Differentialausdrücke zweiten Grades vydanou roku 1869, jejímž autorem je výše
uvedený Elwin Bruno Christoffel (1829-1900). Levi-Civita také zavedl důležitou
symboliku tenzorového počtu [9, s. 11]. Je třeba poznamenat, že v práci [10] autoři
neužívají pojmu tenzor ale systém („systèmeÿ).
V roce 1911, kdy Albert Einstein hledal vhodnější matematický aparát k popisu
své teorie, poukázal jeho kolega z Prahy Georg Pick na Ricciho absolutní diferenciální
počet [11, s. 267]. To byl zcela zásadní krok. Při studiu Ricciho a Levi-Civitova díla
interpretovali Einstein a jeho přítel Marcel Grossmann absolutní diferenciální počet jako
zobecněnou vektorovou analýzu. Právě oni rozeznali, že Ricciho počet v sobě zahrnuje
vektory i Voigtovy tenzory [7, s. 339].
V moderní éře v historii lineární a multilineární algebry umožnila axiomatická me-
toda vzájemně oddělit pojmy a koncepce, které do té doby byly neoddělitelně pospo-
jované.
Například až v roce 1888 v práci Calcolo geometrico secondo l’Ausdehnungslehre
di Grassmann, preceduto dalle operazioni della logica deduttiva předložil italský ma-
tematik Giuseppe Peano axiomatickou definici reálného vektorového prostoru společně
s lineárními zobrazeními mezi vektorovými prostory [12, s. 66].
Pro teorii tenzorových součinů vektorových prostorů měl tento vývoj lineární alge-
bry na přelomu 19. a 20. století velký vliv. Etablovaly se pojmy jako bilineární a multili-
neární zobrazení nebo duální vektorové prostory. Rozvoj moderní multilineární algebry
byl v rukou jak algebraiků, kterými v té době byli například Emmy Noetherová, Emil
Artin nebo Helmut Hasse, tak topologů, mezi kterými vzpomeňme na Lva Pontrjagina
a Hasslera Whitneyho. Více o historii lineární a multilineární algebry čtenář nalezne
v publikacích [12], [13] nebo [14].
Až do roku 1938 byla operace tenzorový součin známá pouze nepřímo ve speciál-
ních případech (tenzorový součin byl především chápán jako operace na vektorech).
V tomto roce publikoval již zmiňovaný Hassler Whitney (1907-1989) článek s ná-
zvem Tensor products of Abelian Groups, ve kterém objevil konstrukci tenzorového
součinu Abelových grup (a modulů) (viz [15]).
O pár let později Bourbakiho práce o algebře obsahovala definici tenzorového sou-
činu modulů ve tvaru, který je dodnes používán.
Nicolas Bourbaki je pseudonym skupiny mladých francouzských matematiků
založené v roce 1935. Mezi zakládající členy patřili například Henri Cartan, Claude
Chevalley, Jean Delsarte, Jean Dieudonné a André Weil (viz [16]). Skupina dodnes
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působí v Paříži na École normale supérieure pod oficiálním názvem Association des
collaborateurs de Nicolas Bourbaki.
Ovlivněni do značné míry soudobou německou matematikou, rozhodli se bourba-
kisté vystavět veškerou matematickou teorii znovu prostřednictvím axiomatické me-
tody, a to na základě teorie množin. Původně se zamýšleli zaměřit pouze na matema-
tickou analýzu; brzy se však ukázalo, že tento plán vyžaduje práci s celým systémem
matematiky. Problém rozdělení matematiky na podobory vyřešili radikálně. Pojmy jako
geometrie, algebra nebo analýza znamenaly pro bourbakisty zastaralé vymezení oblastí
zkoumání, které se rozhodli nahradit novým konceptem dělení.
Této představě budování celé matematiky od jednodušších pojmů ke složitějším
odpovídá i návaznost jednotlivých knih Bourbakiho série Elements of Mathematics
(Éléments de mathématique). Tu tvoří postupně publikace: Theory of Sets, Algebra,
General Topology, Functions of a Real Variable, Topological Vector Spaces, Integration,
Lie Groups and Lie Algebras, Commutative Algebra, Spectral Theory. Blíže viz [17,
s. 148-152].
První svazek edice vyšel v roce 1939 ve Francii. Titul s názvem Algebra, který
již obsahuje definici tenzorového součinu modulů, byl publikován o čtyři roky později.
Vydání z roku 1943 bylo přeloženo do několika světových jazyků; v práci vycházíme
z anglického překladu [18] z roku 1989.
Bourbaki nejprve definuje tenzorový součin dvou modulů, který aplikuje na řešení
problému linearizace bilineárního zobrazení. K zavedení pojmu tenzorový součin lze
však přistupovat i z opačného konce. A to tak, že tenzorový součin zavedeme v rámci
řešení problému linearizace bilineárního zobrazení.
Takto lze postupovat i v případě zavádění tenzorového součinu vektorových pro-
storů, podobně jako to činí autoři publikací [19] a [20] a jak to bude provedeno v ná-
sledujících kapitolách.
KAPITOLA 2
Algebraický úvod do studia tenzorového počtu
Algebraickou teorii tenzorových součinů vektorových prostorů začneme budovat
zavedením základního pojmového aparátu lineární algebry. Vzhledem k rozsahu práce
zde stručně shrneme látku lineárních, bilineárních a multilineárních zobrazení. Záměrně
rozlišíme bilineární zobrazení od speciálního případu multilineárního zobrazení, protože
tenzorový součin budeme konstruovat mezi dvěma vektorovými prostory.
Dále v této kapitole zavedeme pojmem duálního vektorového prostoru.
Podrobněji se zaměříme na studium faktorových prostorů, které jsou pro formální
konstrukci tenzorového součinu vektorových prostorů podstatné.
Nakonec se budeme zabývat technikou vytvoření vektorového prostoru nad libo-
volnou neprázdnou množinou. V knize [21, s. 296] označují její autoři takto vzniklý
vektorový prostor jako formální lineární obal, a proto se tohoto označení přidržíme
i zde. V zahraniční literatuře ([19, s. 9], [22, s. 13-14]) nalezneme označení free vector
space.
V celé práci budeme pracovat v komutativním tělese K charakteristiky 0. Připo-
meňme, že těleso K má charakteristiku rovnu 0, jestliže se součet 1 + . . . + 1 = n · 1
nerovná 0 pro libovolné n ∈ N \ {0}, přičemž 1 značí jednotkový prvek tělesa K. Těleso
racionálních čísel Q, těleso reálných čísel R a těleso komplexních čísel C jsou příklady
algebraických těles s charakteristikou 0.
1. Lineární, bilineární a multilineární zobrazení
V první části kapitoly si připomeneme základní informace o lineárním zobrazení,
které rozšíříme o pojem bilineárního zobrazení. Protože teorie lineárních zobrazení ne-
boli homomorfismů tvoří základní partii lineární algebry a lze ji tak studovat z nepře-
berného množství pramenů, zopakujeme zde pouze definici a základní názvosloví.
1.1. Lineární zobrazení.
Definice 1 (Lineární zobrazení). Nechť V a W jsou vektorové prostory nad těle-
sem K. Zobrazení f : V → W vektorového prostoru V do prostoru W se nazývá
lineární (homomorfismus), jestliže ∀u, v ∈ V, ∀λ ∈ K platí
f(u+ v) = f(u) + f(v), (2.1)
f(λu) = λf(u). (2.2)
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1. LINEÁRNÍ, BILINEÁRNÍ A MULTILINEÁRNÍ ZOBRAZENÍ 13
Lineární zobrazení, které je prosté (injektivní), nazýváme monomorfismus. Homo-
morfismus, který je „naÿ (surjektivní), označujeme jako epimorfismus. Vzájemně jed-
noznačné lineární zobrazení, tedy zobrazení, které je současně monomorfismem a epi-
morfismem, nazýváme izomorfismus. O vektorových prostorech V a W nad tělese K
řekneme, že jsou izomorfní právě tehdy, když mezi nimi existuje izomorfismus. Tuto
skutečnost zapisujeme V ' W. Lineární zobrazení, jehož zdrojový i cílový prostor je
stejný, označujeme jako endomorfismus. Endomorfismus, který je zároveň izomorfis-
mem, označujeme jako automorfismus.
Jestliže V je vektorový prostor nad tělesem K, pak lineární zobrazení 1V : V → V
definované pro všechny vektory v ∈ V předpisem 1V(v) = v označujeme jako identický
automorfismus na prostoru V.
Jádrem lineárního zobrazení f : V → W, kde V a W jsou vektorové prostory nad
tělesem K, nazýváme množinu Ker f = {v ∈ V; f(v) = o}.
Obrazem lineárního zobrazení f : V → W, kde V a W jsou vektorové prostory nad
tělesem K, nazýváme množinu Im f = {w ∈ W;∃v ∈ V : f(v) = w}.
Jádro Ker f lineárního zobrazení f : V → W je vektorovým podprostorem prostoru
V, obraz Im f je vektorovým podprostorem prostoru W.
Pro dvě lineární zobrazení f : V → W a g : V → W definujeme operace sčítání
zobrazení a násobení zobrazení skalárem z tělesa K předpisy
∀v ∈ V : (f + g)(v) = f(v) + g(v), (2.3)
∀v ∈ V,∀λ ∈ K : (λf)(v) = λf(v). (2.4)
Množina všech lineárních zobrazení z prostoru V do vektorového prostoru W spolu
s operacemi sčítání lineárních zobrazení a násobení lineárního zobrazení skalárem, které
jsou definovány rovnicemi (2.3) a (2.4), tvoří vektorový prostor nad tělesem K, který
označujeme jako Hom(V,W).
1.1.1. Tvrzení vztahující se k lineárním zobrazením. Na dalších řádcích uvedeme
některá důležitá tvrzení, která se vztahují k látce lineárních zobrazení, a která později
explicitně či implicitně využijeme při důkazech některých vět. Lemmata nebudeme
dokazovat a na jejich důkazy se odvoláme do pramenů, ze kterých jsou přejímány.
Lemma 1. [23, s. 107] Nechť V a W jsou vektorové prostory nad tělesem K. Každý
homomorfismus prostoru V do prostoru W je určen obrazy vektorů libovolně zvolené
báze prostoru W.
Lemma 2. [24, s. 93] Buď f : V → W homomorfismus vektorových prostorů V
a W nad tělesem K. Potom f je izomorfismus právě tehdy, když existuje homomor-
fismus g : W → V takový, že g ◦ f = 1V a f ◦ g = 1W . Přitom je g izomorfismus
a izomorfismem f je určen jednoznačně.
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Lemma 3. [25, s. 33] Každé dva prostory (nad týmž tělesem) stejné dimenze n jsou
navzájem izomorfní.
1.2. Bilineární zobrazení. V tomto paragrafu se zaměříme na studium tzv. bi-
lineárních zobrazení. Začněme definicí.
Definice 2 (Bilineární zobrazení). Nechť V, W a U jsou vektorové prostory nad
tělesem K. Zobrazení f : V × W → U nazýváme bilineární, jestliže ∀v1, v2, v ∈ V,
∀w1,w2,w ∈ W, ∀µ1, µ2 ∈ K platí
f(µ1v1 + µ2v2,w) = µ1f(v1,w) + µ2f(v2,w), (2.5)
f(v, µ1w1 + µ2w2) = µ1f(v,w1) + µ2f(v,w2). (2.6)
V části 1.1 jsme definovali obraz lineárního zobrazení. Podobným způsobem mů-
žeme definovat i obraz zobrazení bilineárního. Obraz Im f zobrazení f : V × W → U
(bilineárního) obecně netvoří vektorový podprostor prostoru U . Tuto skutečnost si de-
monstrujme na příkladu, který můžeme nalézt v publikaci [19, s. 1]. Jádro Ker f bili-
neárního zobrazení f nedefinujeme.
Příklad 1. Nechť V a U jsou vektorové prostory nad tělesem K, přičemž dimV = 2
a dimU = 4. Množina M = {v1, v2} je báze prostoru V, množina N = {u1,u2,u3,u4}
je báze prostoru U . Dále buď f : V ×V → U bilineární zobrazení definované předpisem
f(v,w) = α1β1u1 + α1β2u2 + α2β1u3 + α2β2u4,
kde v = α1v1 + α2v2 a w = β1v1 + β2v2. (1)
Jestliže vektor u ∈ U je prvkem množiny Im f , potom pro koeficienty γ1, . . . , γ4 ∈ K
lineární kombinace u =
∑4
i=1 γ
iui platí γ1 = α1β1, γ2 = α1β2, γ3 = α2β1 a konečně
γ4 = α2β2. Odtud dostáváme rovnost
γ1γ4 − γ2γ3 = 0,
pomocí které rozhodneme, zda libovolně zvolený vektor z prostoru U leží v obrazu
bilineárního zobrazení Im f .
Pro vektory a = 2u1+ 2u2+u3+u4 a b = u1+u3 je podmínka splněna, avšak pro
vektor a− b = u1 + 2u2 + u4 nikoli. Množina Im f tudíž netvoří vektorový podprostor
prostoru U .
1Všimněme si, že souřadnice vektorů značíme indexy nahoře. Důvod zavedení této konvence vy-
plyne na straně 16.
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Pro dvě bilineární zobrazení f, g : V ×W → U definujeme jejich součet a násobení
skalárem z tělesa K předpisy
∀(v,w) ∈ V ×W : (f + g)(v,w) = f(v,w) + g(v,w), (2.7)
∀(v,w) ∈ V ×W, ∀λ ∈ K : (λf)(v,w) = λf(v,w). (2.8)
Množina všech bilineárních zobrazení z kartézského součinu V ×W do vektorového
prostoru U s takto zavedenými operacemi (2.7) a (2.8) tvoří vektorový prostor nad
tělesem K, který značíme L (V ×W,U).
1.3. Multilineární zobrazení. Rozšířením na kartézský součin n vektorových
prostorů dostáváme n-lineární nebo též multilineární zobrazení.
Definice 3 (Multilineární zobrazení). Nechť V1,V2, . . . ,Vn,W jsou vektorové pro-
story nad tělesem K. Zobrazení f : V1×V2× . . .×Vn →W nazýváme multilineární,
jestliže pro libovolný výběr vektorů v1 ∈ V1, . . . , vi,ui ∈ Vi, . . . , vn ∈ Vn a libovolný
výběr skalárů µ1, µ2 ∈ K platí
f(v1, v2, . . . , µ1ui + µ2vi, . . . , vn) =
= µ1f(v1, v2, . . . ,ui, . . . , vn) + µ2f(v1, v2, . . . , vi, . . . , vn), (2.9)
kde i = 1, . . . , n.
Podobným způsobem jako v části 1.2 definujeme na množině L (V1 × . . .× Vn,W)
všech n-lineárních zobrazení lineární strukturu předpisy
(f + g)(v1, . . . , vn) = f(v1, . . . , vn) + g(v1, . . . , vn), (2.10)
(λf)(v1, . . . , vn) = λf(v1, . . . , vn), (2.11)
kde (v1, . . . , vn) ∈ V1 × . . .× Vn, λ ∈ K.
Množina L (V1 × . . . × Vn,W) s operacemi (2.10) a (2.11) tvoří vektorový prostor
nad tělesem K.
2. Duální vektorové prostory
Nechť V je vektorový prostor nad tělesem K. Lineární zobrazení z prostoru V do
aritmetického vektorového prostoru K se nazývají lineární formy na V (kovektory).
Vektorový prostor všech lineárních forem se nazývá duální vektorový prostor k pro-
storu V a označuje se
V∗ = Hom(V,K).
Poznámka 1. Nechť V a W jsou vektorové prostory nad tělesem K. Bilineární zobra-
zení z kartézského součinu V ×W do aritmetického vektorového prostoru K nazýváme
bilineární formy.
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Podobně, jsou-li V1,V2, . . . ,Vn vektorové prostory nad tělesem K, pak n-lineární
zobrazení z kartézského součinu V1×V2×. . .×Vn do aritmetického vektorového prostoru
K nazýváme multilineární (n-lineární) formy.
Lemma 4 (O duální bázi). [26, s. 35] Nechť V je vektorový prostor nad tělesem
K. Označme M = {v1, v2, . . . , vn} jeho bázi. Potom v duálním prostoru V∗ existuje
báze M∗ = {f1, f2, . . . , fn}, pro kterou platí
f i(vj) =
1 pro i = j,0 pro i 6= j. (2.12)
Tato báze se nazývá duální báze k bázi {v1, . . . , vn}.
Poznámka 2. Uvažujme vektorový prostor V, ve kterém zvolme báziM = {v1, . . . , vn}.
Jestliže f je lineární forma z duálního vektorového prostoru V∗, ve kterém podle lem-
matu 4 existuje duální báze M∗ = {f1, . . . , fn}, potom existují prvky β1, . . . , βn ∈ K
takové, že f =
∑n
i=1 βif
i. Koeficienty této lineární kombinace nazýváme souřadnicemi
lineární formy vzhledem k bázi M∗.
V literatuře bývá často zvykem souřadnice lineárních forem značit dolními indexy
a prvky samotné báze indexy horními. Souřadnice vektorů v prostoru V značit hor-
ními indexy a vektory v bázi označovat indexy dolními. Popsané konvence se přidr-
žíme i v této práci.
Poznámka 3. Vektory v Kn považujeme za n-tice skalárů z tělesa K ve formě sloupců.
Duální prostor (Kn)∗ si můžeme představit jako n-tice skalárů z tělesa K ve formě řádků
[26, s. 36]. Tedy například





 , f ∈ (R3)∗, f = (β1, β2, β3).
Poznámka 4 (Kroneckerův symbol δij). Na tomto místě zaveďme tzv. Kroneckerův sym-
bol předpisem
δij =
1 pro i = j,0 pro i 6= j. (2.13)
Všimněme si, že podmínka (2.12) v lemmatu 4 lze s použitím Kroneckerova symbolu
zapsat ve tvaru f i(vj) = δij .
Díky Kroneckerovu symbolu můžeme rovněž jednoduše zapsat jednotkou matici E.
Platí E = (δij), kde i značí řádkový index; j je sloupcový index.
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Definice 4 (Kanonické zobrazení). [23, s. 308] Zobrazení Φ prostoru V do prostoru
V∗∗, které vektoru v ∈ V přiřadí lineární formu v̂ ∈ V∗∗ na prostoru V∗, která každé
formě f ∈ V∗ přiřazuje skalár
v̂(f) = f(v),
se nazývá kanonické.
Lemma 5. [23, s. 308] Kanonické zobrazení Φ prostoru V do prostoru V∗∗ je mo-
nomorfismus.
Lemma 6. [23, s. 308] Kanonické zobrazení Φ prostoru V do prostoru V∗∗ je izo-
morfismus právě tehdy, když má prostor V konečnou dimenzi.
Z lemmatu 6 plyne, že vektorový prostor V konečné dimenze je kanonicky izomorfní
s prostorem V∗∗. Píšeme V ' V∗∗. Někdy bývá zobrazení Φ nazýváno kanonickým
izomorfismem. Ten nám umožňuje ztotožnit prvky V (vektory) a V∗∗ („ko-kovektoryÿ)
a v jistém smyslu vyhlásit rovnoprávnost vektorů a kovektorů. Kovektor je zobrazení
na vektorech, vektor je zobrazení na kovektorech [27, s. 6].
3. Faktorové prostory
Podkapitolu zahájíme krátkým motivačním úryvkem.
Koncept faktorobjektu se objevuje v celé strukturní matematice, s větším
či menším významem. Zcela zásadní význam má pro algebru. Myšlenka
je následující: vyrobme z jemného objektu hrubší objekt tak, že některé
prvky budeme považovat za totožné. Jako bychom se na objekt podívali
zdálky a místo jednotlivých prvků začali vidět obláčky navzájem neroz-
lišitelných prvků. Na faktorobjekt pak přetáhneme strukturu objektu pů-
vodního. [28, s. 120]
Nechť V je vektorový prostor nad tělesem K a W jeho podprostor. Řekneme, že
vektory v1 a v2 z prostoru V jsou v relaci R právě tehdy, když v1 − v2 ∈ W.
Je snadné se přesvědčit, že takto zavedená relace R na množině V je ekvivalence
[29, s. 254]. Existuje tudíž rozklad množiny V na třídy podle ekvivalence R [30, s. 44].
Třída ekvivalence obsahující vektor v ∈ V je množina
[v] := v+W = {v+w;w ∈ W}. (2.14)
Množinu všech tříd ekvivalence označujeme V/W. Na množině V/W definujme
sčítání a násobení skalárem z tělesa K předpisy
∀[u], [v] ∈ V/W : [u] + [v] = [u+ v], (2.15)
∀[u] ∈ V/W, ∀α ∈ K : α[u] = [αu]. (2.16)
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Další řádky věnujme formulaci několika tvrzení, která ponecháváme bez formálního
důkazu. Čtenář může důkazy nalézt v literatuře, ze které jsou tvrzení přejata.
Lemma 7. [31, s. 1] Součet [x] + [y] tříd [x], [y] ∈ V/W ani součin α[x] čísla α ∈ K
se třídou [x] ∈ V/W nejsou závislé na volbě prvků x,y ve třídách [x], [y].
Lemma 8. [31, s. 1] Nechť u, v ∈ V. Potom v +W = u +W právě tehdy, když
v− u ∈ W.
Lemma 9. [31, s. 2] Nechť V je vektorový prostor nad tělesem K, W je jeho podpro-
stor. Množina V/W s operacemi zavedenými vztahy (2.15) a (2.16) tvoří vektorový
prostor nad tělesem K.
Vektorový prostor popsaný v lemmatu 9 nazýváme faktorový prostor vektorového
prostoru V podle podprostoru W.
3.1. Univerzální vlastnost faktorového prostoru. Význam faktorizace doce-
níme ve třetí kapitole při důkazu věty o linearizaci bilineárního zobrazení. Budeme
potřebovat zobrazení nazývající se kanonická projekce, které zkonstruujeme v následu-
jící větě.
Věta 1 (O kanonické projekci). [31, s. 4] Nechť V je vektorový prostor nad tělesem
K, W jeho podprostor. Potom zobrazení p : V → V/W definované ∀v ∈ V předpisem
p(v) = v+W je homomorfismus. Zobrazení p je navíc epimorfismus a platí Ker p =
=W. Zobrazení p se nazývá kanonická projekce V na faktorový prostor V/W.
Důkaz. Větu o kanonické projekci budeme dokazovat ve dvou krocích. Nejprve ukážeme,
že zobrazení p je epimorfismus. Ve druhém kroku dokážeme rovnost Ker p =W.
Nechť tedy v,w ∈ V, potom
p(v+w) = (v+w) +W = (v+W) + (w+W) = p(v) + p(w).
Dále nechť v ∈ V a λ ∈ K, pak
p(λv) = λv+W = λ(v+W) = λp(v),
čímž dokazujeme, že zobrazení p je homomorfismus.
Předpokládejme, že v+W ∈ V/W je libovolný vektor z faktorového prostoru V/W.
Potom ale vektor v ∈ V je vzor vektoru v +W v zobrazení p. To ovšem znamená, že
ke každému prvku z faktorového prostoru V/W existuje vektor v prostoru V, který se
na něj v zobrazení p zobrazí. Pak platí, že Im p = V/W a z toho důvodu je zobrazení
p epimorfismus.
Ukázat, že platí rovnost Ker p =W, znamená ověřit, že jedna množina je podmno-
žinou druhé a naopak. Budeme tedy postupně dokazovat dvě inkluze. Začneme s inkluzí
Ker p ⊂ W.
3. FAKTOROVÉ PROSTORY 19
Nechť v ∈ Ker p. Z definice jádra lineárního zobrazení pak nutně platí p(v) =
= oV/W = oV+W, ale také p(v) = v+W. (2) Srovnáme-li obě dvě rovnosti dohromady,
dostáváme rovnost v +W = oV +W, o které víme, že nastává pouze v případě, kdy
v− oV ∈ W. Odtud pak nutně v ∈ W, což jsme chtěli dokázat.
Inkluzi W ⊂ Ker p dokážeme přesně v opačné posloupnosti kroků, kterými jsme
dokázali inkluzi Ker p ⊂ W. 
Poznámka 5. Kanonická projekce je pojem, který se v matematice používá pro označení
i jiných zobrazení, než které je popsáno ve větě 1. Jako příklad uveďme kanonickou
projekci π : F → B totálního prostoru F na bázovou varietu B v teorii fíbrovaných
prostorů [32, s. 13].
Věta 2 (Univerzální vlastnost faktorového prostoru). [33, s. 2] Nechť V je vek-
torový prostor nad tělesem K, W jeho podprostor. Potom faktorový prostor V/W
má následující univerzální vlastnost. Jestliže W ′ je vektorový prostor nad tělesem K
a ψ : V → W ′ je lineární zobrazení, jehož jádro Kerψ obsahuje podprostor W, po-
tom existuje jednoznačně lineární zobrazení φ : V/W →W ′ takové, že ψ = φ◦p, kde










Poznámka 6 (Komutativní diagramy). V matematice, především v teorii kategorií, se
pro schématické znázornění zobrazení mezi objekty používají tzv. diagramy zobrazení,
jakým je například diagram (2.17) v předchozí větě.
Nechť Ai a Bi jsou objekty (množiny, vektorové prostory, atd.) a φi : Ai → Bi
zobrazení (morfismy), které dohromady určují diagram zobrazení. Pokud pro libovolnou
posloupnost zobrazení
A = Ai0
φi0−−→ Bi0 = Ai1
φi1−−→ Bi1 = Ai2
φi2−−→ . . .
φin−1−−−−→ Bin−1 = Ain
φin−−→ Bin = B
a libovolnou jinou posloupnost zobrazení
A = Aj0
φj0−−→ Bj0 = Aj1
φj1−−→ Bj1 = Aj2
φj2−−→ . . .
φjm−1−−−−→ Bjm−1 = Ajm
φjm−−→ Bjm = B
platí
φin ◦ φin−1 ◦ . . . ◦ φi2 ◦ φi1 ◦ φi0 = φjm ◦ φjm−1 ◦ . . . ◦ φj2 ◦ φj1 ◦ φj0 ,
označujeme takový diagram jako komutativní diagram, popřípadě hovoříme o tom, že
diagram komutuje.
2Nebude-li to z textu zřejmé, budeme nulový vektor z prostoru V značit symbolem oV .
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Důkaz. Nechť ψ ∈ Hom(V,W ′) a W ⊂ Kerψ. Definujme zobrazení φ : V/W → W ′
předpisem φ(v+W) = ψ(v), kde v ∈ V.
Nejprve ukažme, že zobrazení φ je korektně definováno, tj. že není závislé na volbě
reprezentantů třídy v+W ∈ V/W. Nechť tedy pro v1, v2 ∈ V platí v1+W = v2+W =
= v +W. Potom podle lemmatu 8 existuje vektor w ∈ W takový, že v1 = v2 + w.
Postupně dostáváme
φ(v1 +W) = ψ(v1) = ψ(v2 +w) = ψ(v2) + ψ(w) = ψ(v2) + o = φ(v2 +W),
kde jsme využili jednak linearity zobrazení ψ a jednak inkluze W ⊂ Kerψ, ze které
plyne ψ(w) = o.
Přistupme k důkazu linearity zobrazení φ. Nechť v +W,u +W ∈ V/W, α ∈ K.
Potom
φ((v+W)+(u+W)) = φ((v+u)+W) = ψ(v+u) = ψ(v)+ψ(u) = φ(v+W)+φ(u+W),
a zřejmě také
φ(α(v+W)) = φ(αv+W) = ψ(αv) = αψ(v) = αφ(v+W),
čímž dokazujeme, že zobrazení φ je homomorfismus.
Nakonec zbývá dokázat jednoznačnost zobrazení φ. Předpokládejme tedy existenci
zobrazení σ : V/W →W ′, pro které platí σ ◦ p = ψ = φ ◦ p. Protože p je epimorfismus,
je σ(v+W) = φ(v+W) pro všechny třídy v+W ∈ V/W. Potom je ovšem σ ≡ φ a tím
je důkaz dokončen. 
4. Formální lineární obal
V poslední části druhé kapitoly se zaměříme na studium pojmu formální lineární
obal, který v zahraniční literatuře nalezneme nejčastěji pod označením free vector space.
Nechť S je množina. Formální lineární obal množiny S budeme nadále značit C(S)
podobně, jak je tomu v publikaci [19, s. 9], resp. [22, s. 13].
Než si však představíme v budoucnu používanou a mnohem abstraktnější definici
formálního lineárního obalu, začneme s více představitelnou ukázkou, kterou ve svém
textu [34, s. 5] ukazuje Kevin Purbhoo. Autor definuje pojem formální lineární obal
(free vector space) následujícím způsobem.
Definice 5 (Formální lineární obal). [34, s. 5] Nechť S je množina a K těleso.
Potom formální lineární obal C(S) množiny S je vektorový prostor všech konečných
formálních lineárních kombinací prvků z množiny S.
Příklad 2. Uvažujme konečnou množinu S = {♠,♥,♣,♦}. Nad touto množinou se
nyní pokusíme dle definice 5 vytvořit formální lineární obal C(S).
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Prvky množiny C(S) budou všechny konečné formální lineární kombinace prvků
z množiny S, tj. prvky ve tvaru
α1♠+ α2♥+ α3♣+ α4♦,
kde α1, . . . , α4 ∈ K.
Budou-li
u = α1♠+ α2♥+ α3♣+ α4♦ a v = β1♠+ β2♥+ β3♣+ β4♦
prvky množiny C(S), kde α1, . . . , α4, β1, . . . , β4 ∈ K, pak jejich součet u+v definujeme
předpisem
u+ v = (α1 + β1)♠+ (α2 + β2)♥+ (α3 + β3)♣+ (α4 + β4)♦.
Podobně skalární násobek λu, kde λ ∈ K, definujeme předpisem
λu = λα1♠+ λα2♥+ λα3♣+ λα4♦.
Je více než zřejmé, že množina C(S) s takto definovanými operacemi sčítání vektorů
a násobení vektoru skalárem tvoří vektorový prostor. Vzniklý vektorový prostor budeme
nazývat formálním lineárním obalem množiny S.
Poznámka 7. Na tomto místě se pozastavme nad významem pojmu formální konečná
lineární kombinace. Pro lepší názornost nyní předpokládejme, že množina S je množina
přirozených čísel N = {0, 1, 2, . . .}.
Pojem formální označuje, že na prvky množiny S vždy pohlížíme jako na symboly,
byť se může jednat o prvky, jejichž lineární kombinaci je možné upravit. Například
1 + 2 + 3 = 6, nicméně pojmem formální zdůrazníme, že výraz 1 + 2 + 3 je prvek
množiny C(N) a již více upravit nelze.
Formální lineární kombinací prvků z množiny N je „nekonečný výrazÿ
α0 · 0 + α1 · 1 + . . .+ αk · k + . . . ,
kde (αn)∞n=0 je posloupnost prvků z tělesa K. Chceme-li, aby prvky množiny C(S) byly
pouze konečné formální lineární kombinace, říkáme tím, že od jistého indexu k jsou
všechny členy posloupnosti (αn)∞n=0 nulové, neboli platí
∃k ∈ N ∀i ∈ N : (i > k)⇒ (αi = 0).
Popsané vlastnosti můžeme shrnout tak, že každý prvek u formálního lineárního





kde k ∈ N s1, . . . , sk ∈ S α1, . . . , αk ∈ K.
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4.1. Definice formálního lineárního obalu. K přesnému definování pojmu for-
mální lineární obal nebudeme množinu C(S) chápat jako množinu všech formálních
lineárních kombinací prvků v S, ale ekvivalentním způsobem, který uvedeme v násle-
dující definici.
Definice 6 (Množina C(S)). Nechť S je množina a K je těleso. Potom
C(S) = {f : S → K;∃S ′ ⊆ S,S ′je konečná, ∀s ∈ S \ S ′ : f(s) = 0}.
Definici 6 lze jinými slovy interpretovat tak, že množina C(S) je množina všech
funkcí f , které množinu S zobrazují do množiny K a přitom jsou nenulové pouze v ko-
nečně mnoha bodech množiny S. Množina C(S) bývá označována jako množina zobra-
zení s konečným nosičem [23, s. 66].
Nosič funkce f je množina suppf definovaná následujícím způsobem
suppf = {s; s ∈ S a f(s) 6= 0}.
Do této chvíle (nebudeme-li uvažovat počáteční pozorování) jsme s množinou C(S)
zacházeli pouze jako s množinou bez vnitřní struktury. Abychom vytvořili skutečný
formální lineární obal množiny S, potřebujeme na množině C(S) přirozeným způsobem
dodefinovat operace sčítání a násobení skalárem s prvky z tělesa K tak, aby trojice
(C(S),+, ·)K tvořila vektorový prostor nad tělesem K.
Nechť f a g jsou prvky z množiny C(S), λ ∈ K. Pro každý prvek s ∈ S definujeme
součet prvků f + g a skalární násobek λf následujícím způsobem
(f + g)(s) = f(s) + g(s), (2.18)
(λf)(s) = λf(s). (2.19)
Zobrazení f +g je tedy zobrazení, pro které platí, že s 7→ f(s)+g(s). Naproti tomu
zobrazení λf je zobrazení, kde s 7→ λf(s).
Je poměrně jednoduché ukázat, že takto definovaná struktura (C(S),+, ·)K sku-
tečně tvoří vektorový prostor. Nulová funkce o je v množině C(S) jistě obsažena, neboť
splňuje podmínky z definice 6. Množinou S ′ je v tomto případě prázdná množina. Opač-
ným prvkem k funkci f ∈ C(S) je funkce −f ∈ C(S) daná předpisem s 7→ −f(s) pro
s ∈ S. Uzavřenost na operace je také definicí 6 zastřešena, neboť jestliže suppf je nosič
zobrazení f ∈ C(S) a suppg je nosič zobrazení g ∈ C(S), pak z definic operací sčítání
funkcí (2.18) a násobení funkce skalárem (2.19) plyne [35, s. 247], že
supp(f + g) ⊆ (suppf) ∪ (suppg) a supp(λf) ⊆ suppf,
a tedy funkce f + g a λf jsou funkce s konečným nosičem.
Poznámka 8. V publikacích [23, s. 65-66] a [36, s. 54-55] se problematikou formálních
lineárních obalů jejich autoři nepřímo zabývají, nicméně definici formálního lineárního
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obalu explicitně nezavádějí. V obou zde zmíněných knihách se setkáváme s příkladem
vektorového prostoru všech zobrazení (z množiny X do vektorového prostoru V), který
označují symbolem VX . V případě vektorového prostoru všech funkcí s konečným no-
sičem je v publikaci [23, s. 66] použito označení K(VX ).
4.2. Báze v prostoru C(S). Jestliže s ∈ S, pak lze definovat funkci δs ∈ C(S)
předpisem
δs(x) =
1 pro x = s,0 pro x 6= s. (2.20)
Na dalších řádcích ukážeme, že množina {δs}s∈S všech takových funkcí δs ∈ C(S)
tvoří bázi vektorového prostoru C(S). To znamená dokážeme, že {δs}s∈S je lineárně
nezávislá množina a platí
C(S) = 〈{δs}s∈S〉 .
Poznámka 9. Nechť V je vektorový prostor nad tělesem K a A ⊂ V. Potom symbolem
〈A〉 označujeme lineární obal množiny A.
Dokázat, že množina {δs}s∈S generuje vektorový prostor C(S), znamená ověřit, že
každá funkce f ∈ C(S) lze napsat jako lineární kombinace funkcí z množiny {δs}s∈S .
Jelikož je funkce f dle definice 6 nenulová pouze na konečné množině S ′ ⊆ S, můžeme ji
jednoznačně určit pomocí funkčních hodnot v bodech množiny S ′. Označme tyto body





Nyní ukážeme, že množina {δs}s∈S je lineárně nezávislá. To provedeme ověřením
lineární nezávislosti každé její konečné podmnožiny [37].
Nechť {δξ1 , . . . , δξn} je podmnožina množiny {δs}s∈S a nechť
∑n
i=1 αiδξi = 0, kde
αi ∈ K. Body ξ1, . . . ξn jsou po dvou různé, a proto αi = 0 pro všechna i ∈ {1, . . . , n}.
Tím jsme ukázali, že množina {δs}s∈S je lineárně nezávislá. Množina {δs}s∈S proto
tvoří bázi formálního lineárního obalu C(S).
Poznámka 10. Z uvedeného plyne, že dimenze vektorového prostoru C(S) je rovna po-
čtu prvků v množině S. V mnohých případech, které budeme později studovat, nebude
prostor C(S) konečné dimenze.
Příklad 3. Uvažujme opět konečnou množinu S = {♠,♥,♣,♦}. Formální lineární
obal C(S) množiny S je množina všech funkcí s konečným nosičem s operacemi sčítání
a násobení skalárem z tělesa K. Situaci jsme si ulehčili volbou konečné množiny S,
neboť funkci F ∈ C(S) můžeme zadat jako relaci na kartézském součinu S ×K výčtem
prvků. Nechť tedy například
F = {[♠, 12]; [♥, 1]; [♣, 3]; [♦,−13]}.
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Báze vektorového prostoru C(S) je potom množina {δ♠, δ♥, δ♣, δ♦}. Skutečně je
velice jednoduché se přesvědčit, že funkci F lze zapsat právě jedním způsobem jako
lineární kombinaci funkcí z báze prostoru C(S). Platí totiž
F (x) = (12δ♠ + δ♥ + 3δ♣ − 13δ♦)(x).
S použitím (2.18) a (2.19) například dostáváme
F (♠) = 12δ♠(♠) + δ♥(♠) + 3δ♣(♠)− 13δ♦(♠) = 12 · 1 + 1 · 0 + 3 · 0− 13 · 0 = 12.
Jak jsme již dříve předeslali, v dalším textu budeme pod pojmem formální lineární
obal množiny S chápat vektorový prostor funkcí f : S → K s konečným nosičem,
namísto vektorového prostoru všech konečných formálních lineárních kombinací prvků
z S. Pro úplnost nyní dokažme, že oba přístupy k pojmu formální lineární obal jsou
ekvivalentní.
Symbolem C̃(S) označme formální lineární obal z definice 5 a symbolem C(S)
formální lineární obal vycházející z definice 6. Dokážeme, že oba vektorové prostory
jsou navzájem zaměnitelné neboli izomorfní (C̃(S) ' C(S)). To znamená dokážeme, že
existuje lineární zobrazení ψ : C̃(S)→ C(S), které je zároveň injektivní a surjektivní.











kde k ∈ N, s1, . . . , sk ∈ S, α1, . . . , αk ∈ K je hledaný izomorfismus.








kde α1, . . . , αk, β1, . . . , βn ∈ K. Bez újmy na obecnosti předpokládejme, že k < n a do-
definujme αi = 0 pokud k < i ≤ n. Potom pro obraz součtu u+ v dostáváme

























βiδsi = ψ(u) + ψ(v).





















Nyní dokážeme, že lineární zobrazení ψ je injektivní a surjektivní. Zobrazení ψ je
injektivní právě tehdy, když pro libovolnou dvojici vektorů u a v z prostoru C̃(S) platí
u 6= v ⇒ ψ(u) 6= ψ(v). Pokud počet nenulových koeficientů konečné formální lineární
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kombinace u bude různý od počtu nenulových koeficientů v konečné formální lineární
kombinaci v, bude implikace zřejmě splněna. Proto se v dalším důkazu zaměříme pouze
na situaci, kdy počet nenulových koeficientů daných konečných formálních lineárních








kde α1, . . . , αk, β1, . . . , βk ∈ K. Předpokládejme, že u 6= v, tj. ∃ i ∈ {1, . . . , k} : αi 6= βi.









(αi − βi)δsi = o.
Tato rovnost však nastává pouze v případě, kdy ∀i ∈ {1, . . . , k} : αi − βi = 0, tj.
pouze tehdy, když αi = βi. Protože jsme však předpokládali existenci indexu i, kdy
αi 6= βi, znamená to, že rovnost ψ(u) = ψ(v) nebude splněna a tudíž ψ(u) 6= ψ(v).
Tím jsme ověřili, že lineární zobrazení ψ je injektivní (monomorfismus).
Z předešlého víme, že každou funkci f ∈ C(S) lze zapsat právě jedním způsobem
jako lineární kombinaci funkcí z báze {δs}s∈S . Pro libovolnou funkci f ∈ C(S) tudíž
existují koeficienty α1, . . . , αk ∈ K takové, že f =
∑k
i=1 αiδsi . Taková funkce f je jistě
obrazem konečné formální lineární kombinace u =
∑k
i=1 αisi v zobrazení ψ. Protože lze
vzor zobrazení ψ nalézt k libovolnému prvku z prostoru C(S), znamená to, že zobrazení
ψ je surjektivní (epimorfismus).
Dohromady jsme dokázali, že lineární zobrazení ψ je hledaný izomorfismus vekto-
rových prostorů C̃(S) a C(S), a tudíž platí C̃(S) ' C(S). Na oba přístupy definice
formálního lineárního obalu lze nyní pohlížet jako na zaměnitelné.
4.3. Univerzální vlastnost formálního lineárního obalu. Zaveďme zobrazení
κ : S → C(S) tak, že pro libovolný prvek s ∈ S platí s 7→ δs. Zobrazení κ určuje
bijekci mezi množinou S a bází {δs}s∈S formálního lineárního obalu C(S). Odtud plyne
alternativní uchopení pojmu formální lineární obal, které říká, že formální lineární obal
množiny S je vektorový prostor, jehož je množina S bází.
Věta 3 (Univerzální vlastnost formálního lineárního obalu). [37] Nechť S je mno-
žina, C(S) je formální lineární obal S. Zobrazení κ : S → C(S) má následující
univerzální vlastnost. Jestliže φ je libovolné zobrazení z množiny S do vektorového
prostoru V nad tělesem K, pak existuje jednoznačně lineární zobrazení φ takové, že
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Důkaz. Z části 4.2 na straně 23 víme, že ve vektorovém prostoru C(S) existuje báze.
Touto bází je množina funkcí {δs}s∈S , které jsou definovány předpisem (2.20). Poža-
dované zobrazení φ : C(S)→ V definujeme obrazy bázových vektorů z prostoru C(S).
Pro zobrazení φ tedy platí φ(δs) = φ(s), kde s ∈ S.
Pro důkaz jednoznačnosti zobrazení φ předpokládejme existenci druhého lineárního
zobrazení σ : C(S) → V. Pro obě zobrazení φ a σ platí φ = φ ◦ κ = σ ◦ κ. Potom pro
všechna s ∈ S dostáváme φ(δs) = σ(δs), z čehož plyne, že φ = σ. 
KAPITOLA 3
Tenzorové součiny vektorových prostorů
V rámci této kapitoly nastíníme základní koncept teorie tenzorových součinů vek-
torových prostorů. Cílem bude jednak popsat formální konstrukci tenzorového součinu
dvou vektorových prostorů a jednak definovat tenzor jako matematický objekt. Ná-
sledně konstrukci tenzorového součinu rozšíříme i na obecný konečný systém vektoro-
vých prostorů.1 Všechny vektorové prostory budeme uvažovat nad pevným tělesem K
charakteristiky 0.
V literatuře se můžeme setkat s několika způsoby, jak pojem tenzor definovat. V ná-
sledujícím přehledu si tyto možnosti zavádění tenzorů do matematiky blíže specifikujme.
(1) Analytická definice tenzoru. Jedná se o nejčastější způsob definování tenzoru.
K této definici se dostaneme ve čtvrté kapitole Tenzory v souřadnicích.
Ve stručnosti jde o to, že si tenzor představujeme jako soubor hodnot nebo
funkcí, které se při změně souřadnicové soustavy transformují podle daných
pravidel.
Tímto způsobem definuje tenzor většina literatury věnující se aplikované
matematice a fyzice. Namátkou např. [38, s. 43], [39, s. 238], [40, s. 103], [41,
s. 17-19], [42, s. 441].
Důležitou informací rovněž je, že taková definice tenzoru nevyžaduje for-
málně definovat pojem duální vektorový prostor. Namísto toho se ve vekto-
rovém prostoru definují dvě báze, které jsou vůči sobě tzv. sdružené [43, s.
14-15].
(2) Tenzor jako multilineární forma. Druhý, více abstraktní způsob definice ten-
zoru, se často používá v tenzorové analýze. Definice tenzoru jako multilineární
formy je publikována například v knize [44, s. 27].
(3) Tenzor jako prvek tenzorového součinu vektorových prostorů. Poslední definice
vychází z toho, že tenzorovým součinem dvou vektorových prostorů vznikne
nový vektorový prostor, jehož prvky nazýváme tenzory.
Tento způsob definice tenzoru je nejvíce abstraktní, neboť samotná defi-
nice, že tenzor je prvek tenzorového součinu vektorových prostorů, nás nutí
právě ke studiu pojmu tenzorový součin. V algebraické literatuře se častěji
setkáme s tenzorovým součinem modulů [35, s. 370-371]. Konstrukce lze však
1Termínem obecný konečný systém vektorových prostorů máme na mysli obecně různé vektorové
prostory V1, . . . ,Vn nad stejným tělesem K.
27
1. LINEARIZACE BILINEÁRNÍHO ZOBRAZENÍ 28
ohebně přizpůsobit vektorovým prostorům, ba dokonce proces se v některých
případech zjednoduší skutečností, že ve vektorovém prostoru konečné dimenze
vždy existuje konečná báze.
Je zřejmé, že v dalším textu budeme rozvíjet třetí ze zmiňovaných způsobů zavedení
tenzoru do matematiky. Pro další studium je klíčový koncept linearizace bilineárního
zobrazení, který si nyní představíme.
1. Linearizace bilineárního zobrazení
Nechť V, W a U jsou vektorové prostory nad tělesem K. Dále uvažujme množinu
L (V×W,U) všech bilineárních zobrazení z kartézského součinu V×W do vektorového
prostoru U .
V následující větě si ukážeme, že kromě vektorových prostorů U , V a W zde exis-
tuje vektorový prostor U0 nad tělesem K a bilineární zobrazení ι ∈ L (V × W,U0) se
zajímavou vlastností. Slovem zajímavý zde máme na mysli skutečnost, že pomocí pro-
storu U0 a bilineárního zobrazení ι můžeme libovolné bilineární zobrazení z prostoru
L (V×W,U) linearizovat. Neboli ke každému bilineárnímu zobrazení z vektorového pro-
storu L (V ×W,U) lze najít lineární zobrazení z prostoru Hom(U0,U) tak, že složením
se zobrazením ι vznikne původní bilineární zobrazení.
Přesně je o tom pojednáno v následující větě o linearizaci bilineárního zobrazení.
Věta 4 (O linearizaci bilineárního zobrazení). [20, s. 4] Nechť V, W a U jsou vek-
torové prostory nad tělesem K. Potom zde existují vektorový prostor U0 nad tělesem
K a bilineární zobrazení ι ∈ L (V ×W,U0), které splňují následující vlastnosti (pod-
mínky) (T1) a (T2).
(T1) U0 je generován obrazem množiny V × W v zobrazení ι, neboli platí
U0 = 〈Im ι〉.
(T2) Pro libovolné bilineární zobrazení φ ∈ L (V ×W,U) existuje lineární zob-









Dvojice (U0, ι) je dána jednoznačně v následujícím významu. Jestliže dvojice (U0, ι)
a (U ′0, ι′), obsahující vektorový prostor nad tělesem K a bilineární zobrazení, splňují
podmínky (T1) a (T2), potom existuje jednoznačně izomorfismus F0 : U0 → U ′0
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Důkaz předloženého tvrzení rozdělíme do dvou samostatných podkapitol. V první
z nich se zaměříme na důkaz jednoznačnosti dvojice (U0, ι). Druhá, obtížnější část
důkazu, se bude zabývat existencí prostoru U0 a bilineárního zobrazení ι.
Důkaz existence je konstruktivní. Nejprve vytvoříme vektorový prostor U0 a bi-
lineární zobrazení ι a až poté se přesvědčíme, že námi vytvořená struktura splňuje
požadavky (T1) a (T2) z předešlé věty.
Než se však pustíme do samotného dokazování, zformulujeme a dokážeme pomocné
tvrzení, které říká, že podmínku (T1) společně s (T2) lze přeformulovat do jediné
podmínky (T).
1.1. Ekvivalence (T) s (T1) a (T2). Podmínky (T1) a (T2) ve větě 4 jsou
ekvivalentní následující podmínce (T).
(T) Pro libovolné zobrazení φ ∈ L (V ×W,U) existuje právě jedno lineární zobra-
zení F : U ′0 → U , pro které platí φ = F ◦ ι.
Z formulace podmínky (T) je dobře patrné, že se jedná o podmínku (T2), která je
doplněna informací o jednoznačnosti lineárního zobrazení F .
Důkaz. Naším úkolem je dokázat tvrzení ve formě ekvivalence, kterou lze ve stručnosti
použitím logické symboliky přepsat do tvaru (T) ⇔ ((T1) ∧ (T2)). Tvrzení ve tvaru
ekvivalence nejčastěji dokazujeme jako dvě implikace. Dokažme nejprve jednodušší im-
plikaci zprava.
Předpokládejme, že dvojice (U0, ι) splňuje podmínky (T1) a (T2). Chceme ukázat,
že podmínka (T) je rovněž splněna. Existence zobrazení F plyne z podmínky (T2),
takže naším úkolem je dokázat jednoznačnost tohoto zobrazení.
Nechť φ ∈ L (V ×W,U). Buďte F a F ′ lineární zobrazení (F, F ′ : U0 → U), která
splňují φ = F ◦ ι = F ′ ◦ ι. Pro libovolnou dvojici vektorů (v,w) ∈ V ×W dostáváme
(F ◦ ι)(v,w) = F (ι(v,w)) = φ(v,w) = F ′(ι(v,w)) = (F ′ ◦ ι)(v,w),
a protože obrazy ι(v,w) generují prostor U0, platí, že F = F ′. Dále přistoupíme
k důkazu implikace zleva.
Jestliže dvojice (U0, ι) splňuje podmínku (T), pak nutně splňuje podmínku (T2). Je
to dáno tím, že v podmínce (T) je podmínka (T2) obsažena. Stačí nám proto dokázat,
že podmínka (T1) je rovněž splněna.
Kdyby podmínka (T1) nebyla splněna, znamenalo by to, že množina Im ι generuje
pouze vektorový podprostor U ′0 prostoru U0. Obraz bilineárního zobrazení ι je obsažen
v podprostoru U ′0. Proto může být zobrazení ι považováno jako zobrazení V×W → U ′0,
které označme ι1. Jestliže aplikujeme podmínku (T2) na zobrazení ι1, obdržíme lineární
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zobrazení ψ s vlastností ι1 = ψ ◦ ι. Dále nechť j je inzerce U ′0 → U0.2 Potom ι = j ◦ ι1,
a tudíž ι = j ◦ ι1 = j ◦ ψ ◦ ι.
Na druhé straně identický automorfismus 1U0 na prostoru U0 jistě splňuje podmínku
id◦ι = ι z čehož plyne, že zvolíme-li F = 1U0 , bude splněna podmínka (T) pro zobrazení
ι. Protože (j ◦ ψ) ◦ ι = ι, dostáváme díky jednoznačnosti zobrazení ψ, že j ◦ ψ = 1U0 .
To ovšem znamená, že inzerce j je surjektivní zobrazení, z čehož plyne, že U ′0 = U0.
Popsanou situaci přehledněji znázorňuje následující komutativní diagram (3.3).















Důkaz je názornější, jestliže uvažujeme U0 jako vektorový prostor konečné dimenze.
V tomto případě je podprostor U ′0 také konečné dimenze a proto v něm existuje ko-
nečná báze {u1, . . . ,uk}. Následně existuje konečná množina lineárně nezávislých vek-
torů {uk+1, . . . ,un}, kterými lze bázi prostoru U ′0 doplnit na bázi celého prostoru U0.
Lineární zobrazení F je určeno jednoznačně obrazy bázových vektorů z prostoru
U0. Pokud nyní definujeme lineární zobrazení F tak, že F (u1) = u1, . . . , F (uk) = uk
a vektorům uk+1, . . . ,un přiřadíme libovolné vektory z prostoru U ′0, získáme lineární
zobrazení, které není identický automorfismus na prostoru U0, nicméně splňuje rovnost
F (ι(v,w)) = ι(v,w). Protože takových lineárních zobrazení existuje obecně nekonečně
mnoho, jedná se o spor s jednoznačností zobrazení F v podmínce (T). Zobrazení je pak
dáno jednoznačně pouze v případě, kdy U ′0 = U0. 
1.2. Důkaz jednoznačnosti dvojice (U0, ι). V následujícím paragrafu podáme
důkaz jednoznačnosti dvojice (U0, ι), kde U0 je vektorový prostor nad tělesem K a ι je
bilineární zobrazení z prostoru L (V ×W,U0). Dvojice (U0, ι) splňuje podmínky (T1)
a (T2), a tudíž splňuje podmínku (T).
O dvojici (U0, ι) říkáme, že je dána jednoznačně až na izomorfismus, což znamená,
že pokud existuje další dvojice (U ′0, ι′) splňující podmínky (T1) a (T2), resp. (T), pak
existuje izomorfní zobrazení z prostoru U0 do prostoru U ′0.
Idea následujícího důkazu spočívá v tom, že předpokládáme existenci další dvo-
jice (U ′0, ι′), která splňuje podmínku (T). Užitím podmínky (T) nalezneme požadované
izomorfní zobrazení. Tento důkaz pro moduly lze nalézt v publikaci [5, s. 6-7].
2Jestliže S je podmnožina množiny U , tak inzerce j : S → U je takové zobrazení, které každému
prvku s množiny S přiřazuje stejný prvek s v množině U [35, s. 26].
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Důkaz. Uvažujme nejprve dvojici (U0, ι), pomocí které můžeme dle vlastností (T1)
a (T2) ve větě 4 linearizovat libovolné bilineární zobrazení φ z prostoru L (V×W,U ′0).
Jestliže za zobrazení φ v podmínce (T2) zvolíme zobrazení ι′ : V×W → U ′0, potom dle
této podmínky existuje lineární zobrazení F0 : U0 → U ′0, pro které platí, že ι′ = F0 ◦ ι
neboli že následující diagram (3.4) komutuje.







Protože podmínky (T1) a (T2) jsou dohromady ekvivalentní podmínce (T), zna-
mená to, že homomorfismus F0 je určen jednoznačně.
Podobnou úvahu aplikujeme na dvojici (U ′0, ι′). Za zobrazení φ zde však zvolíme
bilineární zobrazení ι : V×W → U0. V tomto případě pak podle podmínky (T) existuje




























Odebráním vektorového prostoru U ′0 a bilineárního zobrazení ι′, obdržíme nový










V této chvíli opět využijeme předpokladu, že dvojice (U0, ι) splňuje vlastnosti (T1)
a (T2). Diagram (3.7) je ve skutečnosti diagram (3.1) při volbě U := U0, φ := ι a konečně
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F := G0 ◦ F0. Zobrazení G0 ◦ F0 : U0 → U0 je podle podmínky (T) určeno jednoznačně
a dle této podmínky rovněž platí, že ι◦(G0◦F0) = ι. Takové zobrazení je určitě identický
automorfismus na prostoru U0 neboli 1U0 , neboť pro něj platí ι ◦1U0 = ι. Takže celkem
dostáváme, že G0 ◦ F0 = 1U0 .















Podobně jako v předešlém případě odebereme z diagramu (3.8) vektorový prostor










Dvojice (U ′0, ι′) také splňuje vlastnosti (T1) a (T2). Diagram (3.9) vznikne z di-
agramu (3.1) volbou φ := ι′, U0 := U ′0 a F := F0 ◦ G0. Složené lineární zobrazení
F0 ◦ G0 : U0 → U0 je podle podmínky (T) určeno jednoznačně a dle této podmínky
rovněž platí, že ι′ ◦ (F0 ◦G0) = ι′. Takové zobrazení je určitě identický automorfismus
na prostoru U ′0 neboli 1U ′0 , neboť pro něj platí ι′ ◦1U ′0 = ι′. Takže celkem dostáváme,
že F0 ◦G0 = 1U ′0 .
Dvěma přístupy jsme dospěli ke zjištění, že pro lineární zobrazení F0 : U0 → U ′0
a G0 : U ′0 → U0 platí současně G0 ◦ F0 = 1U0 a F0 ◦G0 = 1U ′0 .
Protože lineární zobrazení F0 a G0 splňují předpoklady lemmatu 2, zjišťujeme, že
zobrazení F0 je izomorfismus vektorových prostorů U0 a U ′0. 
1.3. Důkaz existence dvojice (U0, ι). Do této chvíle jsme předpokládali, že vek-
torový prostor U0 a bilineární zobrazení ι existují. Dokázali jsme, že pokud taková
dvojice (U0, ι) existuje, pak existuje jednoznačně až na izomorfismus.
Důkaz existence je konstruktivní. Postupně vytvoříme vektorový prostor U0 a zob-
razení ι. Dále se přesvědčíme, že zobrazení ι tak, jak jsme jej vytvořili, je bilineární,
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a konečně ukážeme, že vzniklá dvojice (U0, ι) splňuje vlastnosti (T1) a (T2) dokazované
věty o linearizaci bilineárního zobrazení.
V důkazu budeme četně využívat poznatků ze druhé kapitoly Algebraický úvod do
studia tenzorového počtu. Především z částí Faktorové prostory a Formální lineární
obal.
Důkaz. Nechť V, W a U jsou vektorové prostory nad tělesem K, φ buď bilineární zob-
razení z prostoru L (V ×W,U).
Vytvoříme kartézský součin vektorových prostorů V a W, tedy V ×W. Kartézský
součin V ×W není sám o sobě vektorový prostor.3 Je to množina všech uspořádaných
dvojic ve tvaru (v,w), kde vektor v je prvkem prostoru V a w je prvkem vektorového
prostoru W.
Nyní vytvořme formální lineární obal množiny V ×W, který označme C(V ×W).
Množina C(V × W) obsahuje podle definice 6 všechny funkce f : V × W → K, které
mají konečný nosič suppf .
Pro dvě funkce f a g z množiny C(V ×W) jsou definovány operace sčítání funkcí
a násobení funkce skalárem λ ∈ K následujícím způsobem
∀(v,w) ∈ V ×W : (f + g)(v,w) = f(v,w) + g(v,w),
∀(v,w) ∈ V ×W,∀λ ∈ K : (λf)(v,w) = λf(v,w).
Množina C(V×W) s takto definovanými operacemi sčítání funkcí a násobení funkce
skalárem tvoří vektorový prostor nad tělesem K. Připomeňme, že množina C(V ×W)
obsahuje funkce ve tvaru δ(v,w), kde v ∈ V a w ∈ W, které jsou definovány předpisem
δ(v,w)(x,y) =
1 pro (v,w) = (x,y),0 pro (v,w) 6= (x,y).
Jak jsme si dříve ukázali, množina všech funkcí {δ(v,w)}v∈V,w∈W tvoří bázi prostoru
C(V × W). Každou funkci f ∈ C(V × W) lze zapsat právě jedním způsobem jako





Zobrazení, které každému prvku (v,w) ∈ V ×W přiřadí funkci δ(v,w) ∈ C(V ×W),
označme κ. Toto zobrazení je bijekce množiny V ×W na množinu C(V ×W) a podle
věty 3 má následující vlastnost. Pokud je φ libovolné zobrazení z množiny V ×W do
vektorového prostoru U , pak existuje lineární zobrazení ψ : C(V ×W)→ U , pro které
platí, že φ = ψ ◦ κ, a tudíž následující diagram (3.10) komutuje.
3Na množině V×W nejsou definovány operace sčítání uspořádaných dvojic a násobení uspořádané
dvojice skalárem.









Lineární zobrazení ψ definujeme stejným způsobem, jakým jsme to provedli při
důkazu věty 3 na straně 26. Pro všechny funkce δ(v,w) definujeme ψ(δ(v,w)) = φ(v,w).
Protože φ je bilineární zobrazení a nám se podařilo pomocí zobrazení κ, ψ a vektoro-
vého prostoru C(V×W) toto bilineární zobrazení linearizovat, bylo by možné vektorový
prostor C(V ×W) považovat za kandidáta na hledaný vektorový prostor U0. Zobrazení
κ však není bilineární. Platí totiž
κ(µ1v1 + µ2v2,w) = δ(µ1v1+µ2v2,w),
µ1κ(v1,w) + µ2κ(v2,w) = µ1δ(v1,w) + µ2δ(v2,w).
Na pravé straně máme funkce, které si evidentně nejsou rovny. Jednoduchým srovnáním
funkčních hodnot, které tyto funkce mohou nabývat dostáváme
δ(µ1v1+µ2v2,w) 6= µ1δ(v1,w) + µ2δ(v2,w),
a proto
κ(µ1v1 + µ2v2,w) 6= µ1κ(v1,w) + µ2κ(v2,w).
Zobrazení κ nelze tudíž považovat za hledané bilineární zobrazení ι.
Nechť Z je vektorový podprostor prostoru C(V ×W) generovaný všemi prvky ve
tvaru
δ(µ1v1+µ2v2,w) − µ1δ(v1,w) − µ2δ(v2,w),
δ(v,µ1w1+µ2w2) − µ1δ(v,w1) − µ2δ(v,w2),
kde µ1, µ2 ∈ K, v, v1, v2 ∈ V, w,w1,w2 ∈ W. Vytvoříme faktorový prostor prostoru
C(V ×W) podle podprostoru Z, tj. vektorový prostor C(V ×W)/Z.
Společně s faktorovým prostorem C(V × W)/Z zde existuje kanonická projekce
p : C(V ×W)→ C(V ×W)/Z, pro kterou platí, že δ(v,w) 7→ δ(v,w) + Z.
V tuto chvíli tvrdíme, že volbou U0 ≡ C(V × W)/Z a ι ≡ p ◦ κ, dostaneme po-
žadovaný vektorový prostor a požadované bilineární zobrazení. Důkaz tohoto tvrzení
spočívá v ověření, že ι je bilineární zobrazení, a že dvojice (U0, ι) splňuje požadavky
(T1) a (T2).
Důkaz bilinearity zobrazení ι. Připomeňme si, že zobrazení ι jsme definovali jako
složené zobrazení p ◦ κ. Zřejmě je ι : V × W → C(V × W)/Z a pro všechny dvojice
(v,w) ∈ V ×W platí
ι(v,w) = (p ◦ κ)(v,w) = p(κ(v,w)) = p(δ(v,w)) = δ(v,w) + Z.
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Nechť µ1, µ2 ∈ K, v1, v2 ∈ V, w ∈ W, potom dostáváme
ι(µ1v1 + µ2v2,w) = δ(µ1v1+µ2v2,w) + Z,
µ1ι(v1,w) + µ2ι(v2,w) = µ1(δ(v1,w) + Z) + µ2(δ(v2,w) + Z) =
= µ1δ(v1,w) + Z + µ2δ(v2,w) + Z = µ1δ(v1,w) + µ2δ(v2,w) + Z.
Rovnost pravých stran
δ(µ1v1+µ2v2,w) + Z = µ1δ(v1,w) + µ2δ(v2,w) + Z (3.11)
nastává tehdy a jen tehdy, když
δ(µ1v1+µ2v2,w) − µ1δ(v1,w) − µ2δ(v2,w)
je prvkem podprostoru Z. Protože se však jedná o jeden z jeho generátorů, zřejmě
rovnost (3.11) nastává, a tudíž platí
ι(µ1v1 + µ2v2,w) = µ1ι(v1,w) + µ2ι(v2,w).
Tím jsme dokázali, že zobrazení ι je lineární v první složce. Podobně nyní dokážeme
i linearitu ve složce druhé. Máme
ι(v, µ1w1 + µ2w2) = δ(v,µ1w1+µ2w2) + Z,
µ1ι(v,w1) + µ2ι(v,w2) = µ1(δ(v,w1) + Z) + µ2(δ(v,w2) + Z) =
= µ1δ(v,w1) + Z + µ2δ(v,w2) + Z = µ1δ(v,w1) + µ2δ(v,w2) + Z.
Rovnost pravých stran
δ(v,µ1w1+µ2w2) + Z = µ1δ(v,w1) + µ2δ(v,w2) + Z (3.12)
zde opět nastává pouze v případě, kdy
δ(v,µ1w1+µ2w2) − µ1δ(v,w1) − µ2δ(v,w2)
je prvkem podprostoru Z. Protože se rovněž jedná o jeden z generátorů podprostoru
Z, rovnost (3.12) je splněna, a tudíž platí
ι(v, µ1w1 + µ2w2) = µ1ι(v,w1) + µ2ι(v,w2).
Zobrazení ι je lineární i ve druhé složce.
Dohromady tak dostáváme
ι(µ1v1 + µ2v2,w) = µ1ι(v1,w) + µ2ι(v2,w), (3.13)
ι(v, µ1w1 + µ2w2) = µ1ι(v,w1) + µ2ι(v,w2), (3.14)
čímž dokazujeme, že zobrazení ι je bilineární zobrazení.
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Ověření vlastnosti (T1). Podmínka (T1) ve větě 4 požaduje, že vektorový prostor
U0 je generován obrazy prvků (v,w) v zobrazení ι. Protože U0 ≡ C(V×W)/Z a ι ≡ p◦κ,
bude naším úkolem ukázat vzájemný vztah mezi prvky prostoru C(V ×W)/Z s prvky
z prostoru 〈Im ι〉.
Nejdříve se podívejme, jaký tvar mají prvky prostoru 〈Im ι〉. Využijeme k tomu





αiι(vi,wi);n ∈ N, ∀i ∈ {1, . . . , n} : αi ∈ K ∧ ι(vi,wi) ∈ Im ι
}
.
Protože ι = p ◦ κ, může být libovolný prvek
∑n

























i=1 αiδ(vi,wi) + Z je prvkem faktorového prostoru C(V × W)/N . Naopak
ke každé funkci z faktorového prostoru C(V × W)/N umíme nalézt příslušný vektor
z prostoru 〈Im ι〉. Celkem tak dostáváme
〈Im ι〉 = C(V ×W)/N ,
což jsme chtěli dokázat.
Ověření vlastnosti (T2). Důkaz dokončíme ověřením, že pro každé bilineární zob-
razení φ ∈ L (V × W,U) existuje lineární zobrazení F : C(V × W)/Z → U takové,


















Přeformulujme na náš konkrétní případ tvrzení ve větě 2 o univerzální vlastnosti
faktorového prostoru. Máme vektorový prostor C(V × W) nad tělesem K a vekto-
rový podprostor prostoru C(V × W) označený Z. Faktorový prostor C(V × W)/Z
má následující univerzální vlastnost. Jestliže U je vektorový prostor nad tělesem K
a ψ : C(V × W) → U je lineární zobrazení, jehož jádro Kerψ obsahuje podprostor
4Nechť V je vektorový prostor nad tělesem K, X ⊆ V. Potom
〈X 〉 = {a1x1 + . . .+ anxn;n ∈ N & a1, . . . , an ∈ K & x1, . . . , xn ∈ X}.
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Z, potom existuje jednoznačně lineární zobrazení F : C(V × W)/Z → U takové, že
ψ = F ◦p, kde p : C(V ×W)→ C(V ×W)/Z je kanonická projekce prostoru C(V ×W)
na faktorový prostor C(V ×W)/Z.
Jelikož vektorový prostor U nad tělesem K je určen a zobrazení ψ existuje z univer-
zální vlastnosti formálního lineárního obalu (věta 3), musíme pro použití této věty ještě
ověřit inkluzi Z ⊂ Kerψ. Bude-li inkluze splněna, pak univerzální vlastnost faktorového
prostoru dokončí důkaz existence lineárního zobrazení F .
Chceme dokázat, že jestliže fZ je prvkem podprostoru Z, pak ψ(fZ) = o. Podíváme-








δ(v,µ1w1+µ2w2) − µ1δ(v,w1) − µ2δ(v,w2)
)
,
kde λ1, λ2 ∈ K.
S využitím linearity zobrazení ψ dostáváme
ψ(fZ) = λ1ψ(δ(µ1v1+µ2v2,w))− λ1µ1ψ(δ(v1,w))− λ1µ2ψ(δ(v2,w))
+ λ2ψ(δ(v,µ1w1+µ2w2))− λ2µ1ψ(δ(v,w1))− λ2µ2ψ(δ(v,w2)).
Zobrazení ψ jsme definovali tak, že pro libovolnou funkci δ(v,w) ∈ C(V ×W) platí
ψ(δ(v,w)) = φ(v,w). Přepíšeme-li zobrazení ψ pomocí zobrazení φ, dostáváme
ψ(fZ) = λ1φ(µ1v1 + µ2v2,w)− λ1µ1φ(v1,w)− λ1µ2φ(v2,w)
+ λ2φ(v, µ1w1 + µ2w2)− λ2µ1φ(v,w1)− λ2µ2φ(v,w2).
Jelikož je zobrazení φ bilineární, lze výraz dále upravovat a platí
ψ(fZ) = λ1µ1φ(v1,w) + λµ2φ(v2,w)− λ1µ1φ(v1,w)− λ1µ2φ(v2,w)
+ λ2µ1φ(v,w1) + λ2µ2φ(v,w2)− λ2µ1φ(v,w1)− λ2µ2φ(v,w2) = o.
Tím jsme dokázali, že obraz ψ(fZ) libovolné funkce fZ ∈ Z je nulový vektor o, a tudíž
Z ⊂ Kerψ. Z univerzální vlastnosti faktorového prostoru pak dostáváme existenci
lineárního zobrazení F a tím je podmínka (T2) dokázána.
V předloženém důkazu jsme zkonstruovali vektorový prostor U0 a bilineární zob-
razení ι splňující podmínky (T1) a (T2). Společně s již dříve provedeným důkazem
jednoznačnosti dvojice (U0, ι), jsme podali úplný důkaz věty 4 o linearizaci bilineárního
zobrazení. 
1.4. Důkaz existence dvojice (U0, ι) pro vektorové prostory V aW konečné
dimenze. Důkaz existence, který jsme nyní podali, je univerzální, neboť zastřešuje
případy jak vektorových prostorů konečné dimenze, tak vektorových prostorů, které
konečné dimenze nejsou. Důkaz vychází z konstrukce tenzorového součinu modulů,
který čtenář může nalézt zpracovaný například v textu [5, s. 7-9] nebo v publikaci
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[35, s. 370-371]. Pro vektorové prostory je pak důkaz, v této bakalářské práci autorem
podrobněji rozvedený, uveden v knihách [19, s. 9-11] nebo [20, s. 24-25].
Budeme-li uvažovat, že vektorové prostory V, W a U nad tělesem K jsou konečné
dimenze, lze důkaz existence provést dalším, velmi užitečným způsobem.
Důkaz. Nechť V∗ je duální vektorový prostor k prostoru V, W∗ je duální vektorový
prostor k prostoruW. Uvažujme vektorový prostor všech bilineárních forem na V∗×W∗,
tj. prostor L (V∗ ×W∗,K), a položme
U0 = L (V∗ ×W∗,K).
Zvolme vektory v ∈ V, w ∈ W pevně. Poté zobrazení V∗ × W∗ → K definované
pro každou dvojici lineárních forem (f, g) ∈ V∗ ×W∗ předpisem (f, g) 7→ f(v)g(w) je
bilineární. Důkaz bilinearity provedeme následovně. Nechť µ1, µ2 ∈ K, f, f1, f2 ∈ V∗,
g, g1, g2 ∈ W∗, potom využitím linearity jednotlivých funkcionálů dostáváme
(µ1f
1 + µ2f
2)(v)g(w) = [µ1f1(v) + µ2f2(v)]g(w) = µ1f1(v)g(w) + µ2f2(v)g(w),
f(u)(µ1g1 + µ2g2)(w) = f(v)[µ1g1(w) + µ2g2(w)] = µ1f(v)g1(w) + µ2f(v)g2(w).
Označme výše popsanou bilineární formu jako ι(v,w). Zobrazení ι : V ×W → U0
je bilineární zobrazení, které každému prvku (v,w) ∈ V ×W přiřadí bilineární formu
ι(v,w) : V∗ ×W∗ → K, definovanou pro každou dvojici (f, g) ∈ V∗ ×W∗ předpisem
[ι(v,w)](f, g) = f(u)g(w). Bilinearitu zobrazení ι je nutné ověřit. Volme libovolně,
ale pevně v, v1, v2 ∈ V, w,w1,w2 ∈ W, µ1, µ2 ∈ K. Potom pro libovolnou dvojici
(f, g) ∈ V∗ ×W∗ platí
[ι(µ1v1 + µ2v2,w)](f, g) = f(µ1v1 + µ2v2)g(w) = [µ1f(v1) + µ2f(v2)]g(w) =
= µ1f(v1)g(w) + µ2f(v2)g(w) = [µ1ι(v1,w)](f, g) + [µ2ι(v2,w)](f, g) =
= [µ1ι(v1,w) + µ2ι(v2,w)](f, g).
Odtud dostáváme
ι(µ1v1 + µ2v2,w) = µ1ι(v1,w) + µ2ι(v2,w),
čímž dokazujeme linearitu zobrazení ι v první složce.
Podobně pro libovolnou dvojici (f, g) ∈ V∗ ×W∗ platí
[ι(v, µ1w1 + µ2w2)](f, g) = f(v)g(µ1w1 + µ2w2)) = f(v)[µ1g(w1) + µ2g(w1)] =
= µ1f(v)g(w1) + µ2f(v)g(w2) = [µ1ι(v,w1)](f, g) + [µ2ι(v,w2)](f, g) =
= [µ1ι(v,w1) + µ2ι(v,w2)](f, g).
Odtud dostáváme
ι(v, µ1w1 + µ2w2) = µ1ι(v,w1) + µ2ι(v,w2),
čímž je i linearita zobrazení ι ve druhé složce dokázána. Zobrazení ι je tudíž bilineární.
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V této chvíli zbývá ukázat, že dvojice (U0, ι) splňuje vlastnosti (T1) a (T2).
Zvolme v prostoru V báziM = {v1, . . . , vn} a v prostoruW báziN = {w1, . . . ,wm}.
Nechť M∗ = {f1, . . . , fn} je duální bází k bázi M v duálním vektorovém prostoru V∗
a N ∗ = {g1, . . . , gm} je duální bází k bázi N v duálním prostoru W∗.








jwj . Využitím bilinearity zobrazení ι dostáváme pro obraz libovolné dvojice













Obraz libovolné dvojice (v,w) ∈ V × W lze tudíž napsat jako lineární kombinaci
obrazů mn dvojic (vi,wj) ∈ M × N , kde i = 1, . . . , n, j = 1, . . . ,m. Lineární obal




γijι(vi,wj); γij ∈ K, i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}
 .
Chceme dokázat, že U0 = 〈Im ι〉. Zvolme proto v prostoru L (V∗×W∗,K) množinu
bilineárních funkcionálů {Ψij} i=1,...,n
j=1,...,m
, kde formu Ψij definujeme takto
Ψij(f
k, gl) =
1 pro (i = k) ∧ (j = l),0 pro (i 6= k) ∨ (j 6= l).
Dokážeme, že množina {Ψij} i=1,...,n
j=1,...,m
tvoří bázi prostoru L (V∗ ×W∗,K).
Lineární nezávislost jednotlivých funkcionálů plyne již z jejich definice. Zbývá proto
ukázat, že množina {Ψij} i=1,...,n
j=1,...,m
generuje prostor L (V∗ ×W∗,K).
Každou lineární formu z duálního prostoru konečné dimenze lze napsat právě jed-
ním způsobem, jako lineární kombinaci bázových kovektorů. Tudíž každý bilineární
funkcionál definovaný na kartézském součinu V∗ × W∗ je jednoznačně určen obrazy
dvojic (fk, gl) ∈M∗ ×N ∗, kde 1 ≤ k ≤ n a 1 ≤ j ≤ m.
Nechť B : V∗×W∗ → K je libovolná bilineární forma. Pro libovolný kovektor f ∈ V∗
existují koeficienty α1, . . . , αn ∈ K takové, že f =
∑n
i=1 αif
i. Podobně pro libovolnou
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což vyjadřuje skutečnost, že každá bilineární forma lze napsat jako lineární kombinace
funkcionálů {Ψij} i=1,...,n
j=1,...,m
. Množina {Ψij} i=1,...,n
j=1,...,m
tudíž generuje prostor L (V∗×W∗,K).
Důkaz podmínky (T1) dokončuje zvolení Ψij = ι(vi,wj). Každou bilineární formu
lze odtud napsat jako lineární kombinaci forem ι(vi,wj), a tudíž U0 = 〈Im ι〉.
Poznámka 11. Volba Ψij = ι(vi,wj) je skutečně velice přirozená. Protože báze M
a M∗, resp. N a N ∗, jsou vůči sobě duální, platí
Ψij(f





j je roven jedné právě tehdy, když (i = k) ∧ (j = l), a je roven nule, pokud
(i 6= k) ∨ (j 6= l), což přesně souhlasí s definicí funkcionálů Ψij .
Nechť φ je libovolné bilineární zobrazení z prostoru L (V ×W,U). Chceme dokázat
podmínku (T2), tj. nalézt lineární zobrazení F : L (V∗ × W∗,K) → U takové, že









Jak jsme ukázali, množina bilineárních funkcionálů {Ψij} i=1,...,n
j=1,...,m
tvoří bázi vek-
torového prostoru L (V∗ × W∗,K). Lineární zobrazení F můžeme proto jednoznačně
definovat pomocí obrazů bázových forem jako F (Ψij) = φ(vi,wj).
Tím jsem dokázali i podmínku (T2) a dokončili tak důkaz existence dvojice (U0, ι)
pro vektorové prostory konečné dimenze. 
Mnohem důležitější je poznatek o tom, jakou strukturu má v případě prostorů V
a W konečné dimenze vektorový prostor U0. Ukázali jsme, že prvky prostoru U0 jsou
bilineární formy na V∗ ×W∗.
Důkaz existence, využívající vytvoření formálního lineárního obalu, je platný i pro
vektorové prostory konečné dimenze. Technika důkazu totiž není závislá na volbě báze.
Z toho vyplývá, že pro vektorový prostor U0 máme dvě různé definice. Jednak máme
U0 = C(V × W)/N a jednak U ′0 = L (V∗ × W∗,K). Podle druhé části věty 4 pak
nutně existuje izomorfismus F0 : U0 → U ′0. Každému prvku z prostoru C(V ×W)/N
lze přiřadit bilineární formu z prostoru L (V∗ ×W∗,K).
2. Definice tenzorového součinu vektorových prostorů
Koncept linearizace bilineárního zobrazení, který jsme studovali v předchozí pod-
kapitole, nám nyní umožňuje formálně definovat pojem tenzorový součin vektorových
prostorů.
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Definice 7 (Tenzorový součin vektorových prostorů). Nechť V a W jsou vektorové
prostory nad tělesem K. Dvojice (U0, ι), která obsahuje vektorový prostor U0 nad
tělesem K a bilineární zobrazení ι : V × W → U0, splňující podmínky (T1) a (T2)
dle věty 4, se nazývá tenzorový součin vektorových prostorů V a W. Zobrazení ι
nazýváme tenzorovým součinem. Píšeme U0 = V ⊗W a ι(v,w) = ⊗(v,w) = v⊗w.
Poznámka 12. Mluvíme-li o tenzorovém součinu, je třeba rozlišovat, zda máme na mysli
tenzorový součin vektorových prostorů, nebo tenzorový součin jako zobrazení. Symbol
v⊗w často čteme jako tenzorový součin vektorů v a w.
Formálně je podle definice 7 tenzorovým součinem vektorových prostorů V a W
dvojice (V⊗W,⊗). Často se však pro zjednodušení hovoří pouze o vektorovém prostoru
V ⊗ W jako o tenzorovém součinu vektorových prostorů a zobrazení ⊗ se implicitně
předpokládá.
2.1. Vlastnosti tenzorového součinu. Tenzorový součin ⊗ je bilineární zobra-
zení. Tato skutečnost plyne z bilinearity zobrazení ι. Pro úplnost zde vlastnosti (3.13)
a (3.14) přepišme v nově zavedené symbolice. Nechť v, v1, v2 ∈ V, w,w1,w2 ∈ W,
µ1, µ2 ∈ K, potom platí
(µ1v1 + µ2v2)⊗w = µ1(v1 ⊗w) + µ2(v2 ⊗w), (3.17)
v⊗ (µ1w1 + µ2w2) = µ1(v⊗w1) + µ2(v⊗w2). (3.18)
Tenzorový součin V ⊗W vektorových prostorů V a W nad tělesem K je vektorový
prostor nad tělesem K (společně s bilineárním zobrazením ⊗, které dle poznámky 12
explicitně nezdůrazňujeme). Obecně jsou prvky tohoto prostoru konečné lineární kom-
binace v1⊗w1+v2⊗w2+ . . .+vn⊗wn, pro libovolný výběr n vektorů v1, . . . , vn ∈ V,
resp. w1, . . . ,wn ∈ W.
Jsou-li V a W vektorové prostory konečné dimenze nad tělesem K, potom platí
V ⊗W = L (V∗ ×W∗,K) a prvky prostoru V ⊗W chápeme jako bilineární formy na
V∗ ×W∗.
Poznámka 13. Záměrně oddalujeme zavedení pojmu tenzor, byť jsme v rozdělení na
začátku kapitoly uvedli, že tenzorem rozumíme prvek tenzorového součinu vektorových
prostorů. V praxi je totiž běžnější definovat tenzor jako prvek tenzorového součinu
vektorového prostoru V sama se sebou, tj. prostoru V ⊗ V, popř. s jeho duálem V∗.
Protože se zatím zabýváme tenzorovými součiny dvou obecně různých vektorových
prostorů V a W, ponecháme zavedení pojmu tenzor na později. Budeme proto nadále
používat „neutrálníhoÿ pojmu prvek vektorového prostoru V ⊗ W, popř. bilineární
forma, pokud V a W budou vektorové prostory konečné dimenze.
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2.1.1. Báze tenzorového součinu prostorů V a W konečné dimenze. Z důkazu exis-
tence dvojice (U0, ι) pro vektorové prostory V a W konečné dimenze v části 1.4 dostá-
váme okamžitě následující tvrzení o bázi tenzorového součinu V ⊗W.
Věta 5 (Báze tenzorového součinu V⊗W). [20, s. 8] Nechť {v1, . . . , vn} je báze vek-
torového prostoru V, {w1, . . . ,wm} je báze vektorového prostoru W. Potom množina
B = {vi ⊗wj ; 1 ≤ i ≤ n, 1 ≤ j ≤ m}
tvoří bázi tenzorového součinu V ⊗W. Tedy dimV ⊗W = dimV · dimW.
Jsou-li vektorové prostory V a W konečné dimenze, pak každý prvek T z prostoru






T ijvi ⊗wj .
Koeficienty T ij ∈ K nazýváme souřadnicemi T vzhledem k bázi B. Přirozeným
způsobem postupně zavedeme pro prvky S,T ∈ V ⊗W, λ ∈ K pojmy rovnost, součet
a násobení skalárem
S = T⇔ ∀i ∈ {1, . . . , n}∀j ∈ {1, . . . ,m} : Sij = T ij , (3.19)












λT ijvi ⊗wj . (3.21)
2.1.2. Tenzorový součin a dualita. Jsou-li vektorové prostory V a W konečné di-
menze, pak existuje kanonický izomorfismus takový, že V ' V∗∗, resp. W ' W∗∗.
Ten nám umožňuje ztotožnit každý vektor v ∈ V s lineární formou v̂ : V∗ → K, kde
v̂(f) = f(v) pro f ∈ V∗ [36, s. 661]. Jak jsme si dříve ukázali, prostory V a V∗∗, resp.
W a W∗∗, považujeme za totožné, a proto nerozlišujeme mezi prvky v a v̂. Potom platí
V∗ ⊗W∗ ' L ((V∗)∗ × (W∗)∗,K) ' L (V ×W,K), (3.22)
V∗ ⊗W ' L ((V∗)∗ ×W∗,K) ' L (V ×W∗,K), (3.23)
V ⊗W∗ ' L (V∗ × (W∗)∗,K) ' L (V∗ ×W,K). (3.24)
Jestliže vektorový prostor V není konečné dimenze, pak prostory V a V∗∗ nejsou
izomorfní. V takovém případě hovoříme o kanonickém vnoření V∗∗ do V.
Protože se ve všech výše uvedených případech jedná o prostory bilineárních forem,
má cenu tyto formy vyčíslovat na vektorech a kovektorech.
V části 1.4 jsme bilineární formu v ⊗ w ∈ V ⊗W definovali pro (f, g) ∈ V∗ ×W∗
předpisem (v⊗w)(f, g) = f(v)g(w).
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S využitím duality ztotožníme vektory z prostoru V s lineárními formami na V∗, tj.
s prvky druhého duálu V∗∗ následujícím způsobem. Nechť v ∈ V, f ∈ V∗, potom
〈f, v〉 = f(v) = v(f) = 〈v, f〉 .
Takto zavedené lomené závorky jsou také bilineární formou 〈·, ·〉 : V∗ × V → K,
kterou nazýváme párování. Potom platí
(v⊗w)(f, g) = f(v)g(w) = v(f)w(g) = (f ⊗ g)(v,w),
a podobně
(f ⊗w)(v, g) = f(v)w(g) = v(f)g(w) = (v⊗ g)(f,w).
Celkově můžeme díky dualitě psát
(v⊗w)(f, g) = (v⊗ g)(f,w) = (f ⊗ g)(v,w) = (f ⊗w)(v, g).
Nechť M = {v1, . . . , vn} je báze V, N = {w1, . . . ,wm} je báze W. Dále nechť
M∗ = {f1, . . . , fn} je duální báze k bázi M v prostoru V∗, N ∗ = {g1, . . . , gm} je
























T ijvi ⊗ gj , T ∈ V ⊗W∗.
Každá bilineární forma je tudíž jednoznačně určena svými souřadnicemi. Protože
mají souřadnice právě dva indexy, lze každé bilineární formě přiřadit matici typu n×m,
kde se na pozici ij nachází ij-tá souřadnice.
Je však důležité poznamenat, že vždy, když bilineární formu určujeme pomocí ma-
tice, je nutné podat informaci o tom, v jakém tenzorovém součinu vektorových prostorů
se daná forma nachází a vůči které bázi jsou její souřadnice uvedeny. Jedině poté mů-
žeme správně interpretovat hodnoty v matici. Poloha indexů souřadnic je totiž velice
důležitá.
Příklad 4. V následující tabulce jsou zaznamenány konkrétní příklady tenzorových
součinů vektorového prostoru R2 se sebou samým a s jeho duálem (R2)∗ v různém
pořadí.
Ke každému tenzorovému součinu je pak uveden příslušný prostor bilineárních funk-
cionálů a nějaký příklad bilineární formy, která se v daném tenzorovém součinu nachází.
Ve čtvrtém sloupci je uveden tvar, jaký mají souřadnice bilineární formy v daném
tenzorovém součinu (jaká je poloha jejich indexů). V posledním sloupci je maticová
reprezentace dané bilineární formy ze třetího sloupce.
Poznamenejme, že K = {e1, e2} je standardní báze vektorového prostoru R2; mno-
žina K∗ = {f1, f2} je báze prostoru (R2)∗ duální k bázi K.
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V ⊗W L (V∗ ×W∗,K) T ∈ V ⊗W T ij (T ij)




















Na závěr příkladu doplňme, že zobrazení ι ≡ ⊗ : R2×R2 → L ((R2)∗× (R2)∗,R) je
bilineární zobrazení, které dvojici vektorů (u, v) ∈ R2 × R2 přiřazuje bilineární formu
ι(u, v) = u⊗v ∈ L ((R2)∗×(R2)∗,R), pro kterou platí (u⊗v)(f, g) = f(u)g(v). Užitím
poznatků z části 2.1.2 lze popsat zobrazení ι pro každý příklad uvedený v tabulce.
Následující věta je výsledkem studovaného konceptu linearizace bilineárního zob-
razení. Ve stručnosti vyjadřuje, že namísto studia bilineárních zobrazení na V × W
můžeme studovat lineární zobrazení na V ⊗W.
Věta 6 (O izomorfismu L (V × W,U) ' Hom(V ⊗ W,U)). Nechť V, W a U jsou
vektorové prostory nad tělesem K. Potom
L (V ×W,U) ' Hom(V ⊗W,U).
Důkaz. Definujme zobrazení, které každému homomorfismu F ∈ Hom(V⊗W,U) přiřadí
bilineární zobrazení φF z prostoru L (V ×W,U) podle předpisu φF = F ◦ ι.
Díky větě 4 o linearizaci bilineárního zobrazení a k ní odvozené podmínce (T) víme,
že ke každému bilineárnímu zobrazení φ ∈ L (V ×W,U) existuje právě jedno lineární
zobrazení F ∈ Hom(V ⊗W,U) takové, že φ = F ◦ ι. Přiřazení F 7→ φF je proto bijekce.
Zbývá se pouze přesvědčit, zda se jedná o lineární zobrazení.
Nechť (v,w) ∈ V ×W, λ ∈ K, ι(v,w) = v⊗w, F, F1, F2 ∈ Hom(V ⊗W,U). Potom
φλF (v,w) = (λF )(v⊗w) = λF (v⊗w) = λφF (v,w),
φF1+F2(v,w) = (F1 + F2)(v⊗w) = F1(v⊗w) + F2(v⊗w) =
= φF1(v,w) + φF2(v,w) = (φF1 + φF2)(v,w).
Dohromady tak dostáváme
φλF = λφF , φF1+F2 = φF1 + φF2 .
Zobrazení F 7→ φF je tudíž lineární, prosté a „naÿ. Z toho vyplývá, že se jedná
o izomorfismus a věta je tím dokázána. 
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Věta 7 (O izomorfismu 1). Nechť V a W jsou vektorové prostory nad tělesem K.
Potom platí
(1) V ⊗W ' W ⊗ V,
(2) V ⊗K ' K⊗ V ' V,
Jsou-li navíc V a W vektorové prostory konečné dimenze a V∗ a W∗ prostory k nim
duální, platí
(3) (V ⊗W)∗ ' V∗ ⊗W∗.
Důkaz. První z uvedených tvrzení bývá označováno jako komutativita tenzorového sou-
činu. K důkazu využijeme věty 4 o linearizaci bilineárního zobrazení.
Uvažujme bilineární zobrazení φ : V × W → W ⊗ V. Podle věty 4 pak existuje









Zobrazení F je dáno předpisem F (v⊗w) = w⊗ v.
Stejně tak můžeme uvažovat bilineární zobrazení ψ : W × V → V ⊗W, pro které










Zobrazení G je dáno předpisem G(w⊗ v) = v⊗w.
Celkem tedy máme jednak zobrazení F : V ⊗ W → W ⊗ V a jednak zobrazení
G :W ⊗V → V ⊗W. Provedeme-li F ◦G, resp. G ◦ F , dostáváme
∀w⊗ v ∈ W ⊗ V : (F ◦G)(w⊗ v) = F (G(w⊗ v)) = F (v⊗w) = w⊗ v,
∀v⊗w ∈ V ⊗W : (G ◦ F )(v⊗w) = G(F (v⊗w)) = F (w⊗ v) = v⊗w.
Odtud je zřejmé, že F ◦G = 1W⊗V a současně G ◦F = 1V⊗W . Podle lemmatu 2 je
potom zobrazení F hledaný izomorfismus. Dokažme druhé tvrzení.
Nechť φ : K × V → V je bilineární zobrazení dané předpisem φ(α, v) = αv, kde
α ∈ K, v ∈ V. Potom podle věty 4 existuje vektorový prostor K ⊗ V a bilineární
zobrazení ι : K× V → K⊗ V takové, že ι(α, v) = α⊗ v.
Dle tvrzení (T2) ve větě 4 existuje lineární zobrazení F : K ⊗ V → V takové, že
φ = F ◦ ι. Pro libovolný prvek α⊗ v ∈ K⊗V platí F (α⊗ v) = αv. Je třeba ukázat, že
F je izomorfismus.
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Zobrazení F je epimorfismus (surjektivní lineární zobrazení), neboť pro každý vek-
tor v ∈ V existuje prvek 1⊗ v ∈ K⊗ V, pro jehož obraz platí F (1⊗ v) = v.
Nechť αv = βw, kde α, β ∈ K, v,w ∈ V a současně α 6= 0. Potom v = βαw a platí








⊗w = β ⊗w.
Odtud již dostáváme, že zobrazení F je monomorfismus (injektivní lineární zobra-
zení). Celkem je tedy F izomorfní zobrazení.
Tím jsme dokázali izomorfismus K ⊗ V ' V. Izomorfismus V ⊗ K ' V bychom
dokázali stejně, avšak v této chvíli již máme dokázané první tvrzení o komutativitě
tenzorového součinu, a proto můžeme ihned psát
V ⊗K ' K⊗ V ' V.
Tím je druhé tvrzení zcela dokázáno.
Třetí tvrzení dokážeme jednoduše použitím předešlé věty 6 a závěrů z části 2.1.2.
Jestliže je V vektorový prostor nad tělesem K, pak prostor k němu duální je definován
jako V∗ = Hom(V,K). Aplikací těchto poznatků můžeme psát
(V ⊗W)∗ = Hom(V ⊗W,K) ' L (V ×W,K) ' V∗ ⊗W∗.
Jednotlivá tvrzení byla dokázána a tím je i dokázána vyslovená věta. 
2.1.3. Alternativní definice tenzorového součinu. V této práci bylo zpracováno dle
autorů publikace [21, s. 298] matematiky nejpoužívanější a nejabstraktnější zavedení
tenzorového součinu vektorových prostorů. Zavedení tenzorového součinu vektorových
prostorů je možné několika způsoby. Na závěr tohoto paragrafu si ukážeme jiný způ-
sob, který autor v publikaci [36, s. 663] označuje za „pedagogicky nejstravitelnějšíÿ.
Tenzorový součin zavádí následujícím způsobem.
Nechť X ,Y jsou množiny a K je těleso. Tenzorovým součinem funkcí
f : X → K, g : Y → K nazýváme funkci f ⊗ g : X × Y → K danou
předpisem
(f ⊗ g)(x, y) = f(x)g(y)
pro x ∈ X , y ∈ Y.
Tenzorovým součinem lineárních podprostorů U ⊆ KX , V ⊆ KY
nazýváme lineární podprostor U ⊗ V vektorového prostoru KX×Y gene-
rovaný všemi funkcemi f ⊗ g, kde f ∈ U , g ∈ V. [36, s. 663-664]
V literatuře lze rovněž nalézt přístup, kdy tenzorový součin vektorových prostorů
konečné dimenze V a W nad stejným tělesem K přímo definujeme jako prostor biline-
árních funkcionálů L (V∗ ×W∗,K) (viz následující ukázka).
Nechť U a V jsou vektorové prostory konečné dimenze nad společným
tělesem T . Je-li W vektorový prostor všech bilineárních funkcionálů na
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U ⊕ V, pak duální vektorový prostor W k prostoru W nazýváme tenzo-
rovým součinem vektorových prostorů U a V a píšeme W = U ⊗ V.(5)
[45, s. 1974]
Do této chvíle jsme velmi podrobně studovali pouze tenzorový součin dvou vek-
torových prostorů. Na následujících stranách budeme studovat rozšíření na tenzorový
součin konečného systému vektorových prostorů nad tělesem K. Ještě dříve si pojďme
vyloženou teorii demonstrovat na motivačním příkladu.
Příklad 5 (Linearizace vektorového součinu). Vektorovým součinem dvou vektorů
v = (v1, v2, v3)T a w = (w1, w2, w3)T z vektorového prostoru R3 nazýváme bilineární







V praxi se běžně zavádí označení ×(v,w) := v × w. Jak jsme již poznamenali,
zobrazení × je bilineární, a proto ho má cenu linearizovat zavedením dvojice (R3⊗R3, ι)
splňující podmínky (T1) a (T2) věty 4.









Libovolný vektor v ∈ R3 je jednoznačně určen svými souřadnicemi v1, v2, v3 ∈ R




Bilineární zobrazení ι : R3 × R3 → R3 ⊗ R3 pak máme pro libovolnou dvojici
(v,w) ∈ R3 × R3 popsané následovně





viwjei ⊗ ej .
Množina B = {ei⊗ej ; 1 ≤ i ≤ 3, 1 ≤ j ≤ 3} tvoří bázi tenzorového součinu R3⊗R3.
To znamená, že vektorový prostor R3⊗R3 má dimenzi dimR3 ⊗ R3 = dimR3 ·dimR3 =
= 3 · 3 = 9.
5Všimněme si, že autoři zde uvažují vektorový prostor W všech bilineárních funkcionálů na di-
rektní součtu U ⊕ V prostorů U a V. Implicitně tím dodefinovávají strukturu vektorového prostoru
na kartézském součinu U × V o operace sčítání uspořádaných dvojic a násobení uspořádané dvojice
skalárem podle předpisů
(u1, v1) + (u2, v2) = (u1 + u2, v1 + v2), λ(u, v) = (λu, λv),
kde u,u1,u2 ∈ U , v, v1, v2 ∈ V, λ ∈ T .
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Lineární zobrazení F je určeno jednoznačně, jsou-li dány obrazy všech bázových
vektorů (v našem případě se jedná o obrazy devíti prvků báze B).
Definujme F (ei ⊗ ej) = ei × ej pro ei ⊗ ej ∈ B. Potom platí
F (e1 ⊗ e1) = o, F (e2 ⊗ e1) = −e3, F (e3 ⊗ e1) = e2,
F (e1 ⊗ e2) = e3, F (e2 ⊗ e2) = o, F (e3 ⊗ e2) = −e1,
F (e1 ⊗ e3) = −e2, F (e2 ⊗ e3) = e1, F (e3 ⊗ e3) = o.
Tímto je lineární zobrazení F jednoznačně určeno. Vektorový součin na R3 × R3
byl linearizován jako zobrazení F na R3 ⊗ R3.
Položme v = (1, 2, 1)T , w = (0, 1, 2)T . Vektor v lze přepsat v podobě lineární
kombinace bázových vektorů e1, e2, e3 ∈ R3 jako v = e1+2e2+e3. Podobně lze napsat
i vektor w = e2+ 2e3. Dvojici (v,w) zobrazíme pomocí zobrazení ι na bilineární formu
ι(v,w) = v⊗w = T a dále díky bilinearitě platí
T = v⊗w = (e1 + 2e2 + e3)⊗ (e2 + 2e3) =
= e1 ⊗ e2 + 2e1 ⊗ e3 + 2e2 ⊗ e2 + 4e2 ⊗ e3 + e3 ⊗ e2 + 2e3 ⊗ e3.
Danou bilineární formu lze zapsat maticí typu 3× 3 ve tvaru
(T ij) =
0 1 20 2 4
0 1 2
 .
Nyní zapůsobíme na bilineární formu v⊗w lineárním zobrazením F . Tím dostáváme
F (v⊗w) = e3 − 2e2 + 2o+ 4e1 + (−e1) + 2o = 3e1 − 2e2 + e3 = v×w.
O správnosti výsledku se snadno přesvědčíme přímým výpočtem vektorového sou-
činu v×w.
Na závěr poznamenejme, že předložený příklad neměl za cíl ukázat jiný způsob
výpočtu vektorového součinu dvou vektorů, nýbrž pomocí dvojice (R3 ⊗ R3, ι) toto
zobrazení linearizovat.
3. Tenzorový součin konečného systému vektorových prostorů
3.1. Linearizace multilineárního zobrazení. Přímým rozšířením věty o linea-
rizaci bilineárního zobrazení dostáváme větu o linearizaci multilineárního zobrazení.
Připomeňme, že multilineární zobrazení je takové zobrazení, které je lineární v každé
své složce.
Věta 8 (O linearizaci multilineárního zobrazení). Nechť V1,V2, . . . ,Vn,U jsou vekto-
rové prostory nad tělesem K. Potom zde existují vektorový prostor U0 nad tělesem K
a multilineární zobrazení ι ∈ L (V1× . . .×Vn,U0), které splňují následující vlastnosti
(podmínky) (T1) a (T2).
3. TENZOROVÝ SOUČIN KONEČNÉHO SYSTÉMU VEKTOROVÝCH PROSTORŮ 49
(T1) U0 je generován obrazem množiny V1 × . . . × Vn v zobrazení ι, neboli platí
U0 = 〈Im ι〉.
(T2) Pro libovolné multilineární zobrazení φ ∈ L (V1× . . .×Vn,U) existuje line-
ární zobrazení F : U0 → U , pro které platí φ = F ◦ ι.








Dvojice (U0, ι) je dána jednoznačně v následujícím významu. Jestliže dvojice (U0, ι)
a (U ′0, ι′), obsahující vektorový prostor nad tělesem K a multilineární zobrazení, spl-
ňují podmínky (T1) a (T2), tak existuje jednoznačně izomorfismus F0 : U0 → U ′0
takový, že platí F0 ◦ ι = ι′.








Důkaz předložené věty již provádět nebudeme, neboť jeho idea je shodná s ideou
důkazu věty o linearizaci bilineárního zobrazení. Důkaz je pouze technicky náročnější.
Konstrukce tenzorového součinu (důkaz existence prostoru U0) je pro konečný systém
vektorových prostorů V1, . . . ,Vn přehledně zpracována v publikaci [46, s. 2-4].
Budeme-li předpokládat, že vektorové prostory V1, . . . ,Vn jsou konečné dimenze,
můžeme zobecněním důkazu existence tenzorového součinu v části 1.4 okamžitě inter-
pretovat vektorový prostor U0 jako vektorový prostor všech multilineárních forem na
V∗1 × . . .× V∗n. Potom píšeme
U0 = V1 ⊗ V2 ⊗ . . .⊗ Vn = L (V∗1 × V∗2 × . . .× V∗n,K),
a dvojici (U0, ι) nazýváme tenzorovým součinem vektorových prostorů V1 . . . ,Vn. Po-
dobně pro obraz n-tice vektorů (v1, . . . , vn) ∈ V1 × . . . × Vn v zobrazení ι zavedeme
označení
ι(v1, . . . , vn) = v1 ⊗ . . .⊗ vn,
a symbol v1 ⊗ . . .⊗ vn často čteme jako tenzorový součin vektorů v1, . . . , vn.
Zobrazení ι je multilineární, a proto platí
v1 ⊗ . . .⊗ vi−1 ⊗ (µ1vi + µ2wi)⊗ vi+1 ⊗ . . .⊗ vn =
= µ1v1 ⊗ . . .⊗ vi−1 ⊗ vi ⊗ vi+1 ⊗ . . .⊗ vn+
+ µ2v1 ⊗ . . .⊗ vi−1 ⊗wi ⊗ vi+1 ⊗ . . .⊗ vn.
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Velice přirozeným způsobem můžeme rovněž formulovat větu o bázi tenzorového
součinu V1⊗ . . .⊗Vn vektorových prostorů V1, . . . ,Vn konečné dimenze nad tělesem K.
Věta 9 (Báze tenzorového součinu V1 ⊗ . . . ⊗ Vn). Nechť Mi = {vi1, . . . , viki} je
báze vektorového prostoru Vi nad tělesem K. Potom množina
B = {v1j1 ⊗ v2j2 ⊗ . . .⊗ vnjn ; 1 ≤ j1 ≤ k1, 1 ≤ j2 ≤ k2, . . . , 1 ≤ jn ≤ kn}
tvoří bázi tenzorového součinu V1 ⊗ . . .⊗ Vn. Dále platí
dimV1 ⊗ . . .⊗ Vn = dimV1 · . . . · dimVn.




T j1...jnv1j1 ⊗ . . .⊗ vnjn ,
kde koeficienty T j1...jn nazýváme souřadnicemi funkcionálu T vzhledem k bázi B.
Z části 2.1.2 víme, jak se v případě tenzorového součinu dvou vektorových prostorů
jejich tenzorový součin změní, zaměníme-li alespoň jeden z vektorových prostorů za
prostor k němu duální.
Předpokládejme, že na místě s-tého členu v tenzorovém součinu V1⊗ . . .⊗Vn bude
vektorový prostor Vs nahrazen svým duálem V∗s . Potom platí
V1 ⊗ . . .⊗ Vs ⊗ . . .⊗ Vn = L (V∗1 × . . .× V∗s × . . .× V∗n,K),
V1 ⊗ . . .⊗ V∗s ⊗ . . .⊗ Vn ' L (V∗1 × . . .× Vs × . . .× V∗n,K). (3.28)
NechťMi = {vi1, . . . , viki} je báze vektorového prostoru Vi aM∗s = {fs1, . . . , f sks}
je duální báze k báziMs vektorového prostoru Vs. Prostor V∗s se v tenzorovém součinu







i v1j1 ⊗ . . .⊗ vs−1,js−1 ⊗ f
si ⊗ vs+1,js+1 ⊗ . . .⊗ vnjn .
Polohou indexů u souřadnic funkcionálů rozlišujeme, jak se prvky báze B tenzoro-
vého součinu V1 ⊗ . . .⊗ Vn budou v budoucnu transformovat. Zda jako lineární formy
(indexy píšeme dolů), nebo jako vektory (indexy nahoře). Proto je poloha indexů pro
praktické počítání velice důležitá.
Díky větě 8 můžeme namísto multilineárních zobrazení na V1 × . . . × Vn studovat
lineární zobrazení na V1 ⊗ . . .⊗ Vn, neboť platí
L (V1 × . . .× Vn,U) ' Hom(V1 ⊗ . . .⊗ Vn,U). (3.29)
Izomorfismus (3.29) je zevšeobecněním věty 6 na straně 44.
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Vlastnosti tenzorového součinu dvou vektorových prostorů, které jsme formulovali
ve větě 7 na straně 45, se přirozeně zobecňují na tenzorové součiny konečně mnoha
vektorových prostorů. O této skutečnosti nyní pojednejme v následující větě.
Věta 10 (O izomorfismu 2). Nechť V1,V2, . . . ,Vn jsou vektorové prostory nad těle-
sem K, nechť π je permutace na množině {1, . . . , n}. Potom platí
(1) V1 ⊗ V2 ⊗ . . .⊗ Vn ' Vπ(1) ⊗ Vπ(2) ⊗ . . .⊗ Vπ(n),
(2) V1 ⊗ (V2 ⊗ V3) ' V1 ⊗ V2 ⊗ V3.
Jsou-li vektorové prostory V1,V2, . . . ,Vn konečné dimenze a V∗1 ,V∗2 , . . . ,V∗n jsou pro-
story k nim duální, potom
(3) (V1 ⊗ V2 ⊗ . . .⊗ Vn)∗ ' V∗1 ⊗ V∗2 ⊗ . . .⊗ V∗n.
Důkaz. První tvrzení bychom dokázali úplně stejným způsobem, jakým to bylo prove-
deno ve větě 7 pro tenzorový součin dvou vektorových prostorů V a W. Izomorfismus
vyplyne z věty 8 o linearizaci multilineárního zobrazení.
Druhé tvrzení bývá označováno jako asociativita tenzorového součinu a jeho důkaz
je podrobně zpracován v publikaci [20, s. 12-13].
Důkaz třetího tvrzení se opírá o izomorfismus (3.29) a izomorfismus V ' V∗∗ , neboť
(V1 ⊗ V2 ⊗ . . .⊗ Vn)∗ = Hom(V1 ⊗ V2 ⊗ . . .⊗ Vn,K) '
' L (V1 × . . .× Vn,K) ' V∗1 ⊗ V∗2 ⊗ . . .⊗ V∗n.
Poslední izomorfismus vyplyne zobecněním izomorfismu (3.28) na straně 50. 
Příklad 6. Zobrazení T : R2 × R2 × (R2)∗ → R je dáno předpisem
T(u, v, f) = f(a)uTv,
kde a = (1, 2)T ∈ R3. Dokažme, že se jedná o trilineární zobrazení a zapišme daný
funkcionál jako prvek příslušného tenzorového součinu (R2)∗ ⊗ (R2)∗ ⊗ R2.
Dokázat, že daný funkcionál je trilineární, znamená ověřit linearitu v každé jeho
složce. Nechť u1,u2,u, v1, v2, v ∈ R2, f1, f2, f ∈ (R2)∗, µ1, µ2 ∈ K, potom pro zobrazení
T dostáváme
T(µ1u1 + µ2u2, v, f) = f(a)(µ1u1 + µ2u2)Tv = f(a)(µ1uT1 + µ2u
T
2 )v =
= µ1f(a)uT1 v+ µ2f(a)u
T
2 v = µ1T(u1, v, f) + µ2T(u2, v, f),
čímž dokazujeme linearitu v první složce. Linearita ve druhé složce se dokáže podobným
způsobem následovně
T(u, µ1v1 + µ2v2, f) = f(a)uT (µ1v1 + µ2v2) = f(a)(µ1uTv1 + µ2uTv2) =
= µ1f(a)uTv1 + µ2f(a)uTv2 = µ1T(u, v1, f) + µ2T(u, v1, f).
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Nakonec dokážeme linearitu ve složce třetí
T(u, v, µ1f1 + µ2f2) = (µ1f1 + µ2f2)(a)uTv = µ1f1(a)uTv+ µ2f2(a)uTv =
= µ1T(u, v, f1) + µ2T(u, v, f2).
Zjistili jsme, že zobrazení T je lineární v každé své složce. Forma T je tudíž trilineární.
Díky izomorfismu L (R2 × R2 × (R2)∗,R) ' (R2)∗ ⊗ (R2)∗ ⊗ R2 můžeme libovolné
zobrazení z prostoru L (R2×R2× (R2)∗,R) jednoznačně ztotožnit s prvkem z prostoru
(R2)∗ ⊗ (R2)∗ ⊗ R2.
Nechť K = {e1, e2} je standardní báze vektorového prostoru R2, K∗ = {f1, f2} je
báze duálního vektorového prostoru (R2)∗, která je duální k bázi K. Báze B tenzorového
součinu (R2)∗ ⊗ (R2)∗ ⊗ R2 je potom množina
B = {f i ⊗ f j ⊗ ek; i, j, k ∈ {1, 2}}.
Přistupme k výpočtu souřadnic funkcionálu T vzhledem k bázi B tenzorového
součinu (R2)∗ ⊗ (R2)∗ ⊗ R2.
Souřadnice trilineární formy T vzhledem k bázi B obdržíme jejím vyčíslením na
vhodné kombinaci vektorů a kovektorů z bází K a K∗. Platí totiž








i ⊗ f j ⊗ ek

























kde a, b, c ∈ {1, 2}. Nyní určíme souřadnice trilineární formy T dosazením za ea, eb, f c
do vztahu (3.30). Postupně obdržíme
T 111 = T(e1, e1, f
1) = f1(a)eT1 e1 = 1, T
2
11 = T(e1, e1, f
2) = f2(a)eT1 e1 = 2,
T 112 = T(e1, e2, f
1) = f1(a)eT1 e2 = 0, T
2
12 = T(e1, e2, f
2) = f2(a)eT1 e2 = 0,
T 121 = T(e2, e1, f
1) = f1(a)eT2 e1 = 0, T
2
21 = T(e2, e1, f
2) = f2(a)eT2 e1 = 0,
T 122 = T(e2, e2, f
1) = f1(a)eT2 e2 = 1, T
2
22 = T(e2, e2, f
2) = f2(a)eT2 e2 = 2.
Pro formu T platí
T = T 111f
1 ⊗ f1 ⊗ e1 + T 112f1 ⊗ f2 ⊗ e1 + T 121f2 ⊗ f1 ⊗ e1 + T 122f2 ⊗ f2 ⊗ e1+
+ T 211f
1 ⊗ f1 ⊗ e2 + T 212f1 ⊗ f2 ⊗ e2 + T 221f2 ⊗ f1 ⊗ e2 + T 222f2 ⊗ f2 ⊗ e2.
Dosazením konkrétních souřadnic dostáváme
T = f1 ⊗ f1 ⊗ e1 + f2 ⊗ f2 ⊗ e1 + 2f1 ⊗ f1 ⊗ e2 + 2f2 ⊗ f2 ⊗ e2,
čímž trilineární formu zapisujeme jako prvek tenzorového součinu (R2)∗ ⊗ (R2)∗ ⊗ R2.
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3.2. Tenzory typu (p, q). Až do tohoto okamžiku jsme v celé kapitole předpoklá-
dali, že vektorové prostory V1, . . . ,Vn jsou obecně různé. Nyní se zaměříme na tenzorové
součiny vektorového prostoru V se sebou samým a se svým duálem V∗. Vektorový pro-
stor V budeme od této chvíle vždy uvažovat jako prostor konečné dimenze.
Definice 8 (Tenzor typu (p, q)). Nechť V je vektorový prostor konečné dimenze nad
tělesem K a V∗ je prostor k němu duální. Definujeme vektorový prostor T qp (V) nad
tělesem K následovně
T qp (V) = V∗ ⊗ . . .⊗ V∗︸ ︷︷ ︸
p
⊗V ⊗ . . .⊗ V︸ ︷︷ ︸
q
.
Prvky prostoru T qp (V) budeme nazývat tenzory typu (p, q). Číslo p+q nazýváme řád
tenzoru.
Položme T 00 (V) = K. Potom tenzory typu (0, 0) jsou skaláry. Tenzory typu (0, 1)
jsou vektory, neboť T 10 (V) = V. Podobně tenzory typu (1, 0) jsou lineární formy, protože
T 01 (V) = V∗. Vektory a lineární formy souhrnně označujeme jako tenzory prvního řádu.
Tenzory druhého řádu jsou tenzory typu (2, 0), (1, 1), (0, 2), které jsou po řadě prvky
vektorových prostorů T 02 (V) = V∗ ⊗ V∗, T 11 (V) = V∗ ⊗ V, T 20 (V) = V ⊗ V.
3.2.1. Báze vektorového prostoru T qp (V). OznačmeM = {v1, . . . , vn} bázi vektoro-
vého prostoru V aM∗ = {f1, . . . , fn} bázi duálního prostoru V∗, která je duální k bázi
M. Potom platí dimT qp (V) = np+q a množina
B = {f i1 ⊗ . . .⊗ f ip ⊗ vip+1 ⊗ . . .⊗ vip+q ; i1, . . . , ip+q ∈ {1, . . . , n}}
tvoří bázi vektorového prostoru T qp (V). Každý tenzor T ∈ T qp (V) můžeme proto zapsat








f i1 ⊗ . . .⊗ f ip ⊗ vj1 ⊗ . . .⊗ vjq , (3.31)




souřadnicemi tenzoru T vzhledem k bázi B. Počet dolních indexů je p, počet horních
indexů je q.
3.2.2. Součet tenzorů a násobení tenzoru skalárem. Jestliže tenzor T ∈ T qp (V) má
vzhledem k bázi B souřadnice T j1...jqi1...ip a tenzor S ∈ T
q
p (V) má vzhledem k téže bázi
souřadnice Sj1...jqi1...ip , pak jejich součtem rozumíme tenzor S+T ∈ T
q











f i1 ⊗ . . .⊗ f ip ⊗ vj1 ⊗ . . .⊗ vjq . (3.32)
Podobně, jestliže tenzor T ∈ T qp (V) má vzhledem k bázi B souřadnice T j1...jqi1...ip a λ
je libovolný prvek z tělesa K, pak skalárním násobkem tenzoru T rozumíme tenzor
λT ∈ T qp (V), pro který platí








f i1 ⊗ . . .⊗ f ip ⊗ vj1 ⊗ . . .⊗ vjq . (3.33)
Tím jsme ukázali, jakým přirozeným způsobem jsou na vektorovém prostoru T qp (V)
zavedeny operace sčítání tenzorů a násobení tenzoru skalárem.
Nakonec poznamenejme, že dva tenzory S,T ∈ T qp (V) se rovnají právě tehdy, když
se rovnají ve všech souřadnicích vzhledem k jedné bázi B.
Příklad 7. Nechť K = {e1, e2} je standardní báze aritmetického vektorového prostoru
R2, K∗ = {f1, f2} je standardní báze prostoru (R2)∗, která je k bázi K duální. Dále
nechť T a S jsou tenzory typu (1, 2), přičemž
T = f1 ⊗ e1 ⊗ e1 + 3f1 ⊗ e2 ⊗ e1 − 6f2 ⊗ e1 ⊗ e1,
S = 2f1 ⊗ e2 ⊗ e1 − 5f2 ⊗ e1 ⊗ e1 + 3f2 ⊗ e2 ⊗ e2.
Určeme tenzor R, pro který platí R = 2T− 3S.
Použitím vztahů (3.33) a (3.32) dostáváme
2T = 2f1 ⊗ e1 ⊗ e1 + 6f1 ⊗ e2 ⊗ e1 − 12f2 ⊗ e1 ⊗ e1,
−3S = −6f1 ⊗ e2 ⊗ e1 + 15f2 ⊗ e1 ⊗ e1 − 9f2 ⊗ e2 ⊗ e2,
a konečně
R = 2T− 3S = 2f1 ⊗ e1 ⊗ e1 + 3f2 ⊗ e1 ⊗ e1 − 9f2 ⊗ e2 ⊗ e2.
3.2.3. Tenzor typu (p, q) jako multilineární forma. Každý tenzor typu (p, q) 6= (0, 0)
lze ztotožnit s multilineární formou, neboť
T qp (V) = V∗ ⊗ . . .⊗ V∗︸ ︷︷ ︸
p
⊗V ⊗ . . .⊗ V︸ ︷︷ ︸
q
= L ((V∗)∗ × . . .× (V∗)∗ × V∗ × . . .× V∗,K) '
' L (V × . . .× V︸ ︷︷ ︸
p
×V∗ × . . .× V∗︸ ︷︷ ︸
q
,K).
Všimněme si, že jako speciální případ dostáváme V∗ ' L (V,K), kde symbol '
lze zaměnit za =, neboť duální prostor V∗ je tímto způsobem definován. Podobně
V ' L (V∗,K) = V∗∗.
Odtud dostáváme přímou spojitost s často se vyskytující definicí tenzoru jako mul-
tilineární formy.
Definice 9 (Tenzor jako multilineární forma). Nechť V je vektorový prostor konečné
dimenze nad tělesem K a nechť V∗ je vektorový prostor k němu duální. Tenzorem
typu (p, q) nazýváme multilineární zobrazení
T : V × . . .× V︸ ︷︷ ︸
p
×V∗ × . . .× V∗︸ ︷︷ ︸
q
→ K.
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V tomto okamžiku jsme ukázali, jaká je souvislost definice tenzoru typu (p, q) jako
prvku tenzorového součinu p kopií vektorového prostoru V∗ a q kopií vektorového pro-
storu V (definice 8), s definicí tenzoru jako multilineární formy (definice 9).
Příklad 8. Determinant čtvercové matice řádu n bývá často definován jako zobrazení
det : Mn(K) → K, které matici A = (aij) z prostoru všech čtvercových matic řádu n





sgn(π)a1π(1)a2π(2) . . . anπ(n), (3.34)
ve kterém sčítáme přes všechny permutace π množiny {1, . . . , n}, které jsou prvky
symetrické grupy Sn. Funkce sgn : Sn → {1,−1} přiřadí permutaci prvek 1, resp. −1,
jedná-li se o permutaci sudou, resp. lichou. Potom sgn(π) označujeme jako znaménko
permutace π.
Více o determinantu jako zobrazení na maticích nalezne čtenář například v publikaci
[23, s. 164–196].
Jelikož sloupce čtvercové matice A řádu n nad tělesem K, jsou sloupcové vektory
aritmetického vektorového prostoru Kn, je možné determinant chápat jako zobrazení,
které uspořádané n-tici vektorů z prostoru Kn přiřazuje prvek z tělesa K. Neboli
det : Kn ×Kn × . . .×Kn → K,
kde vektorový prostor Kn se v kartézském součinu vyskytuje právě n-krát.
Důležitou vlastností determinantu je jeho linearita v i-té složce, kterou můžeme pro
v1, . . . , vn,w ∈ Kn, α, β ∈ K napsat ve tvaru
det(v1, . . . , vi−1, αvi + βw, vi+1, . . . , vn) =
= α det(v1, . . . , vi−1, vi, vi+1, . . . , vn) + β det(v1, . . . , vi−1,w, vi+1, . . . , vn).
Determinant je tudíž multilineární zobrazení (přesněji n-lineární zobrazení). Podle
definice 9 je pak tenzorem typu (n, 0). Nejenže det ∈ L (Kn × . . . × Kn,K), ale díky
izomorfismu L (Kn× . . .×Kn,K) ' (Kn)∗⊗ . . .⊗ (Kn)∗ můžeme determinant ztotožnit
s prvkem tenzorového součinu (Kn)∗⊗ . . .⊗ (Kn)∗. Pokusme se nyní najít odpovídající
prvek.
Začněme se zavedením tzv. Levi–Civitova symbolu, který můžeme v literatuře rov-
něž nalézt pod označením Levi–Civitův pseudotenzor [47, s. 66]. Protože v rámci ba-
kalářské práce se nebudeme zabývat definicí pojmu pseudotenzor, přidržíme se prvního
z uvedených označení. Pomocí Levi–Civitova symbolu budeme moci jednoduše nahradit
funkci sgn v definičním vztahu (3.34), která permutaci π ∈ Sn přiřazuje její znaménko.
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Označme M = {1, . . . , n}, i1, . . . , in ∈M, potom definujeme
εi1i2...in =

1, jestliže uspořádání (i1, i2, . . . , in) je sudá permutace M,
−1, jestliže uspořádání (i1, i2, . . . , in) je lichá permutace M,
0, jestliže ∃ k, l ∈ {1, . . . , n} : k 6= l⇒ ik = il.
(3.35)
Díky nově zavedenému Levi–Civitově symbolu εi1...in můžeme determinant zapsat
jako zobrazení, pro které platí




i1 . . . vin ,
kde vij je i-tá souřadnice vektoru vj vzhledem ke standardní bázi prostoru Kn.
Bází duálního vektorového prostoru (Kn)∗ k prostoru Kn je množina lineárních
forem {f1, . . . , fn}. Jestliže vektor v ∈ Kn má vzhledem ke standardní bázi {e1, . . . , en}
prostoru Kn souřadnice (v1, . . . , vn)T , přičemž platí v =
∑n
i=1 v
iei, pak f j(v) = vj , kde








i1 ⊗ . . .⊗ f in









i1 . . . vin = det(v1, . . . , vn).
V rámci tohoto příkladu se nám podařilo ztotožnit determinant s konkrétním ten-
zorem typu (n, 0) v tenzorovém součinu (Kn)∗ ⊗ . . .⊗ (Kn)∗. Množina
B = {f i1 ⊗ f i2 ⊗ . . .⊗ f in ; i1, i2, . . . , in ∈M}
tvoří podle části 3.2.1 bázi tenzorového součinu (Kn)∗⊗. . .⊗(Kn)∗. Tenzor odpovídající
determinantu je pak určen svými souřadnicemi vzhledem k této bázi. Všimněme si, že
souřadnice tohoto tenzoru jsou rovny Levi–Civitově symbolu εi1...in .
4. Operace s tenzory
V části 3.2.2 jsme popsali základní operace s tenzory typu (p, q), které vycházely
z lineární struktury prostoru T qp (V). Jednalo se o operace sčítání tenzorů a násobení
tenzoru skalárem. Nyní se zaměříme na operace, které nám umožňují vytvářet z jedno-
duchých tenzorů tenzory složitější, nebo naopak ze složitých tenzorů vytvářet tenzory
jednodušší.
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f i1 ⊗ . . .⊗ f ip ⊗ vj1 ⊗ . . .⊗ vjq .








fk1 ⊗ . . .⊗ fkp2 ⊗ vl1 ⊗ . . .⊗ vlq2 .




p1+p2 (V), které tenzorům T a S přiřazuje














f i1 ⊗ . . .⊗ f ip1 ⊗ fk1 ⊗ . . .
. . .⊗ fkp2 ⊗ vj1 ⊗ . . .⊗ vjq1 ⊗ vl1 . . .⊗ vlq2 , (3.36)
nazýváme tenzorovým součinem tenzorů T a S.
Součin dvou tenzorů si nyní demonstrujme na konkrétním příkladu.
Příklad 9. Uvažujme tenzory T ∈ T 12 (R2) a S ∈ T 11 (R2), pro které platí
T = 3f1 ⊗ f2 ⊗ e1 + 2f2 ⊗ f1 ⊗ e2,
S = f1 ⊗ e1 + 4f1 ⊗ e2 − 3f2 ⊗ e2.
Využitím vztahu (3.36) určíme postupně tenzorové součiny T ⊗ S a S ⊗ T. Nově
vzniklé tenzory budou oba typu (3, 2), tedy tenzory pátého řádu. Pro jednotlivé tenzo-
rové součiny platí
T⊗ S = 3f1 ⊗ f2 ⊗ f1 ⊗ e1 ⊗ e1 + 12f1 ⊗ f2 ⊗ f1 ⊗ e1 ⊗ e2
− 9f1 ⊗ f2 ⊗ f2 ⊗ e1 ⊗ e2 + 2f2 ⊗ f1 ⊗ f1 ⊗ e2 ⊗ e1
+ 8f2 ⊗ f1 ⊗ f1 ⊗ e2 ⊗ e2 − 6f2 ⊗ f1 ⊗ f2 ⊗ e2 ⊗ e2,
S⊗T = 3f1 ⊗ f1 ⊗ f2 ⊗ e1 ⊗ e2 + 2f1 ⊗ f2 ⊗ f1 ⊗ e1 ⊗ e2
+ 12f1 ⊗ f1 ⊗ f2 ⊗ e2 ⊗ e1 + 8f1 ⊗ f2 ⊗ f1 ⊗ e2 ⊗ e2
− 9f2 ⊗ f1 ⊗ f2 ⊗ e2 ⊗ e1 − 6f2 ⊗ f2 ⊗ f1 ⊗ e2 ⊗ e2.
Z uvedeného příkladu je zřejmé, že tenzorový součin dvou tenzorů není komutativní.
4.2. Kontrakce tenzoru. Na úplný závěr se zastavme nad způsobem, jakým ze
složitějších tenzorů vytvářet tenzory jednodušší.
Uvažujme vektorový prostor T qp (V) a předpokládejme, že p, q ≥ 1. Kontrakce ten-
zoru (zúžení) podle i-té a j-té složky je lineární zobrazení Cij : T
q
p (V) → T q−1p−1 (V),
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které je definované předpisem
Cij(f
1 ⊗ . . .⊗ f i−1 ⊗ f i ⊗ f i+1 ⊗ . . .⊗ fp ⊗ v1 ⊗ . . .⊗ vj−1 ⊗ vj ⊗ vj+1 ⊗ . . .⊗ vq) =
= f i(vj)f1 ⊗ . . .⊗ f i−1 ⊗ f i+1 ⊗ . . .⊗ fp ⊗ e1 ⊗ . . .⊗ vj−1 ⊗ vj+1 ⊗ . . .⊗ vq. (3.37)
Výpočet kontrakce tenzoru si ukážeme na následujícím příkladu.
Příklad 10. Určeme kontrakci tenzoru T⊗ S z příkladu 9 podle 3. a 2. složky.
S využitím linearity zobrazení C32 lze psát
C32(T⊗ S) = 3C32(f1 ⊗ f2 ⊗ f1 ⊗ e1 ⊗ e1) + 12C32(f1 ⊗ f2 ⊗ f1 ⊗ e1 ⊗ e2)
− 9C32(f1 ⊗ f2 ⊗ f2 ⊗ e1 ⊗ e2) + 2C32(f2 ⊗ f1 ⊗ f1 ⊗ e2 ⊗ e1)
+ 8C32(f
2 ⊗ f1 ⊗ f1 ⊗ e2 ⊗ e2)− 6C32(f2 ⊗ f1 ⊗ f2 ⊗ e2 ⊗ e2).
Nyní provedeme úžení jednotlivých sčítanců podle vztahu (3.37). Postupně dostá-
váme
C32(T⊗ S) = 3f1(e1)f1 ⊗ f2 ⊗ e1 + 12f1(e2)f1 ⊗ f2 ⊗ e1 − 9f2(e2)f1 ⊗ f2 ⊗ e1
+ 2f1(e1)f2 ⊗ f1 ⊗ e2 + 8f1(e2)f2 ⊗ f1 ⊗ e2 − 6f2(e2)f2 ⊗ f1 ⊗ e2,
= (3 · 1)f1 ⊗ f2 ⊗ e1 + (12 · 0)f1 ⊗ f2 ⊗ e1 − (9 · 1)f1 ⊗ f2 ⊗ e1
+ (2 · 1)f2 ⊗ f1 ⊗ e2 + (8 · 0)f2 ⊗ f1 ⊗ e2 − (6 · 1)f2 ⊗ f1 ⊗ e2,
= − 6f1 ⊗ f2 ⊗ e1 − 4f2 ⊗ f1 ⊗ e2.
Celkově jsme kontrakcí tenzoru T ⊗ S obdrželi tenzor C32(T ⊗ S) typu (2, 1), pro
který platí
C32(T⊗ S) = −6f1 ⊗ f2 ⊗ e1 − 4f2 ⊗ f1 ⊗ e2,
a tím je příklad zcela vyřešen.
KAPITOLA 4
Tenzory v souřadnicích
Předešlá kapitola zavedla pojem tenzor typu (p, q) pro prvek tenzorového součinu
T qp (V) = V∗ ⊗ . . .⊗ V∗︸ ︷︷ ︸
p
⊗V ⊗ . . .⊗ V︸ ︷︷ ︸
q
,
kde V je vektorový prostor konečné dimenze nad tělesem K.
Zvolíme-li ve vektorovém prostoru V bázi M = {v1, . . . , vn} a v duálním prostoru
V∗ bázi M∗ = {f1, . . . , fn}, která je duální k bázi M, tvoří množina
B = {f i1 ⊗ . . .⊗ f ip ⊗ vip+1 ⊗ . . .⊗ vip+q ; i1, . . . , ip+q ∈ {1, . . . , n}}
bázi prostoru T qp (V). Dále jsme zjistili, že každý tenzor T ∈ T qp (V) můžeme zapsat ve








f i1 ⊗ . . .⊗ f ip ⊗ vj1 ⊗ . . .⊗ vjq ,




souřadnicemi tenzoru T vzhledem k bázi B.
Pokud známe bázi M, existuje k ní podle lemmatu 4 duální báze M∗ a díky tomu
pak máme úplnou informaci o bázi B tenzorového součinu T qp (V). Z tohoto důvodu
bude výhodnější nazývat koeficienty T j1...jqi1...ip jako souřadnice tenzoru T vzhledem k bázi
M přímo.
V této kapitole se zaměříme na odvození tzv. analytické definice tenzoru typu (p, q)
z definice 8 popsané v kapitole třetí. Nejprve připomeňme některé transformační vlast-
nosti vektorů a kovektorů.
1. Transformační vlastnosti vektorů a lineárních forem
Předpokládejme, že M = {v1, . . . , vn} a N = {w1, . . . ,wn} jsou dvě báze vekto-









Âlkwl, k ∈ {1, . . . , n}, (4.2)
kde Aij ∈ K a Âlk ∈ K pro všechna i, j, k, l ∈ {1, . . . , n}.
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Označme A čtvercovou matici řádu n, která obsahuje v i-tém řádku a j-tém sloupci
prvek Aij . Analogicky označme Â čtvercovou matici řádu n, ve které se prvek Â
l
k nachází
v l-tém řádku a k-tém sloupci. Matice A, resp. Â se nazývá matice přechodu od báze
M k bázi N , resp. matice přechodu od báze N k bázi M.
Povšimněme si, že námi zavedená matice přechodu od báze M k bázi N není ma-
ticí soustavy lineárních rovnic (4.1). Vůči této matici je transponovaná. Tento dovětek
zdůrazňujeme z toho důvodu, že v literatuře (např. [39, s. 235]) může být matice pře-
chodu od bázeM k bázi N zavedena jako matice soustavy (4.1). Stejně tak pro matici
přechodu od báze N k bázi M.
















































































j . Odtud dostáváme,
žeAÂ = E, kde E je jednotková matice. Podobným způsobem bychom dokázali rovnost
ÂA = E a zjistili, že matice A a Â jsou vůči sobě inverzní. Platí, že Â = A−1.
Symbolem (A−1)ij budeme značit prvek v matici A
−1, který se nachází v i-tém
řádku a j-tém sloupci.
Matice přechoduA od bázeM k bázi N je regulární matice. Jsou-li dány v prostoru
V báze M a N , je snadné matici A určit řešením systému soustav lineárních rovnic.
Je-li naopak dána matice přechodu A (může se jednat o libovolnou regulární matici
řádu n) a známe-li bázi M, umíme ze vztahu (4.1) dopočítat vektory báze N . Takto
„přecházímeÿ od báze M k bázi N pomocí matice A a právě proto hovoříme o matici
A jako o matici přechodu.
Podobným přístupem můžeme studovat transformační vlastnosti lineárních forem.
Následující odstavce zestručněme pouze na poznatky, které využijeme při odvození
pravidla pro transformaci souřadnic libovolného tenzoru typu (p, q).
NechťM∗ = {f1, . . . , fn} a N ∗ = {g1, . . . , gn} jsou dvě báze duálního vektorového
prostoru V∗, které jsou duální k bázím M a N z prostoru V. Nechť B = (Bij) je
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i, j ∈ {1, . . . , n}. (4.3)
Zdůrazněme, že nikoliv B, ale matice BT je maticí přechodu od báze N ∗ k bázi
M∗ (ve vztahu (4.3) sčítáme přes sloupcový index).
Podstatné pro další úvahy je nalézt vztah matice B k zavedené matici A. Vyjděme





































Odtud dostáváme rovnost A−1B = E ze které odvozujeme, že B = A. Vztah (4.3)





i, j ∈ {1, . . . , n} (4.4)
a díky tomu máme veškeré informace potřebné k odvození pravidla pro transformaci
souřadnic libovolného tenzoru typu (p, q).
Poznámka 14 (O matici přechodu). V literatuře lze nalézt hned několik způsobů, ja-
kými se matice přechodu od báze M k bázi N zavádějí. Při studiu textů tenzorové
algebry a analýzy je důležité se v prvním přiblížení seznámit s definicí matice přechodu
konkrétního autora.
Je kupříkladu podstatné, zda ten či onen autor zapisuje souřadnice vektorů do
sloupečků (jako tomu činíme my), nebo do řádků (jak se zapisují souřadnice vektorů
na střední škole). Analogicky pro zápis souřadnic lineárních forem.
V této práci jsme zvolili přístup, který je v dostupné literatuře tenzorové alge-
bry nejčastější. Pro doplnění poznamenejme, že druhým způsobem je definovat matici
přechodu od báze M k bázi N jako matici, pomocí které lze od souřadnic vektoru
vzhledem k báziM přejít k souřadnicím tohoto vektoru vzhledem k bázi N (viz [23, s.
127]). Tento přístup lze obhajovat čistě z algebraického hlediska, neboť taková matice
je maticí identického automorfismu na prostoru V vzhledem k bázím M a N .
Lze ukázat, že oba zmíněné přístupy jsou v jistém smyslu navzájem inverzní. Jestliže
za matici přechodu od bázeM k bázi N zvolíme matici A definovanou vztahem (4.1),
pak pomocí matice k ní inverzní (to jest matice přechodu od báze N k bázi M) mů-
žeme vyjádřit vektor daný souřadnicemi vzhledem k bázi M v souřadnicích vzhledem
k bázi N . Budeme-li maticí přechodu od báze M k bázi N mínit matici A, pomocí
které transformujeme souřadnice vektoru vůči jedné bázi vzhledem ke druhé (jedná se
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o matici identického automorfismu na prostoru V), pak pomocí matice A−1 vyjádříme
vektory báze N jako lineární kombinace vektorů báze M.
2. Transformace souřadnic tenzoru při změně báze
Nechť tenzor T ∈ T qp (V) je určen svými souřadnicemi T j1...jqi1...ip vzhledem k bázi
M. Souřadnice tenzoru T vzhledem k bázi N (T l1...lqk1...kp) lze určit přímo s využitím
multilinearity tenzorového součinu a odvozených vztahů (4.2) a (4.4) pro transformace
vektorů a lineárních forem. Všechny indexy postupně nabývají všech hodnot z množiny
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které je stěžejní pro tzv. analytickou definici tenzoru, již nyní uvedeme.
Definice 10 (Analytická definice tenzoru). Nechť V je vektorový prostor nad tělesem
K, dimV = n a M a N jsou jeho dvě báze. Soubor np+q hodnot nazveme p-krát
kovariantním a q-krát kontravariantním tenzorem (tenzorem typu (p, q)), jestliže se
tyto hodnoty transformují při přechodu od báze M k bázi N podle předpisu (4.5).
Slova kovariantní a kontravariantní vycházejí z transformačních vlastností vektorů
a kovektorů. Souřadnice vektorů se podle (4.5) transformují pomocí inverzní matice
k matici přechodu od bázeM k báziN a proto se transformují kontravariantně. Naproti
tomu souřadnice lineárních forem se transformují přímo pomocí matice přechodu, tedy
kovariantně. Nutno poznamenat, že toto označení je závislé na použité definici matice
přechodu.
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Předložená definice slouží především pro potřeby technické praxe. V jednoduchosti
řečeno, pokud provedeme měření určité veličiny v jedné referenční soustavě a toto mě-
ření zopakujeme v jiné referenční soustavě, nazveme tuto veličinu tenzorem, budou-li
její hodnoty při přechodu z jedné referenční soustavy do druhé svázány vztahem (4.5).
Na úplný závěr demonstrujme výpočet souřadnic tenzoru na jednoduchém moti-
vačním příkladu.
Příklad 11. Nechť T ∈ T 12 (V) je dvakrát kovariantní a jednou kontravariantní tenzor,














21 tenzoru T vzhledem k bázi N = {w1,w2} (N ∗ = {g1, g2}),






























Protože souřadnice tenzoru T vzhledem k báziM jsou nenulové pouze v případech
T 121 = 1, T
2
12 = 2 a T
2






























21 = (−1) · 1 · 1 · 1 + 2 · (−1) · 1 · 2 + (−1) · 1 · 1 · 3 = −1− 4− 3 = −8.
Souřadnice T
2
21 tenzoru T vzhledem k bázi N je T
2
21 = −8. Podobným způsobem
jsme schopni určit ostatní souřadnice tohoto tenzoru vzhledem k bázi N .
Závěr
V úvodu bakalářské práce jsme vymezili několik hlavních cílů. Proveďme nyní jejich
krátké zhodnocení.
Poměrně problematická se při psaní bakalářské práce stala první kapitola Historický
vývoj tenzorového počtu. Vzhledem k tomu, že se autorovi práce nepodařilo dohledat
ucelený přehled historického vývoje, bylo nutné vycházet z kusých informací uvedených
v mnoha publikacích. V některých případech se tyto informace navzájem nepodporo-
valy. Často proto bylo nutné vycházet z originálních textů, což bezpochyby přispělo ke
zkvalitnění práce. Tím lze také vysvětlit rozsáhlý aparát literatury, který byl při řešení
bakalářského projektu použit.
Byť druhá kapitola Algebraický úvod do studia tenzorového počtu měla pouze zavést
značení a používanou terminologii, byly zde popsány dva přístupy k pojmu formální
lineární obal. Autor práce podal důkaz o jejich vzájemné zaměnitelnosti.
Ve třetí kapitole Tenzorové součiny vektorových prostorů jsme v důkazu věty o li-
nearizaci bilineárního zobrazení, který byl autorem práce podrobně zpracován, provedli
konstrukci tenzorového součinu dvou vektorových prostorů. Následně byl tenzorový sou-
čin dvou vektorových prostorů rozšířen na tenzorový součin konečného systému vek-
torových prostorů. V téže kapitole jsme diskutovali konstrukce alternativní a rovněž
zavedli pojem tenzor typu (p, q).
Tenzor byl v této kapitole definován jednak jako prvek tenzorového součinu T qp (V)
a jednak jako multilineární forma z prostoru L (V × . . .×V ×V∗× . . .×V∗,K) (v kar-
tézském součinu se vektorový prostor V vyskytuje právě p-krát; prostor k němu duální
V∗ právě q-krát). Odvození druhého pojetí z prvního je popsáno na straně 54.
V závěru třetí kapitoly jsme zavedli základní operace s tenzory. Postupně se jed-
nalo o sčítání tenzorů a násobení tenzoru skalárem, násobení dvou tenzorů a kontrakci
tenzoru.
Poslední kapitola Tenzory v souřadnicích se zaměřila na transformační vlastnosti
souřadnic tenzoru při změně báze. Odvodili jsme pravidlo pro transformaci souřad-
nic libovolného tenzoru typu (p, q), které jsme následně využili k formulaci analytické
definice tenzoru.
Text bakalářské práce je doprovázen motivačními příklady z multilineární algebry,
které podle autora přispívají k lepšímu porozumění dané problematiky.
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