The line-haul feeder vehicle routing problem (LFVRP) is a rather new and therefore hardly investigated problem and can be seen as vehicle routing problem with synchronisation constraints. Synchronisation takes place if two or more vehicles (small and large vehicles) meet at the same place and at the same time and perform a transshipment of goods. Small vehicles are used to serve customers which are difficult to access (e.g. due to traffic jams, narrow streets or limited parking space). The downside is their limited capacity. To avoid the journey back to the depot, the small vehicle can meet with a large vehicle at a customer with enough space for reloading. Thus, the small vehicle uses the large vehicle as virtual depot and is able to save time and reduce costs. In Brandstätter and Reimann (Eur J Oper Res 270:157-170, 2018), we already introduced two promising solution approaches to master the LFVRP-the Linkage-and Split-Approach. Both approaches were shown to find high-quality solutions in short time. Moreover, we demonstrated the advantage of the LFVRP strategy when compared with the heterogeneous fleet vehicle routing problem. With this paper, we propose and justify several improvements to our original algorithms. These include the application of Ant Colony Optimization, different local search operators, as well as the exact solution of a sub-problem. To highlight the performance contribution of these modifications, we perform a thorough and extensive computational experiment. We evaluate each algorithmic component individually as well as their combination and statistically validate the benefits. Overall, we find that the final algorithm improves our previous approaches by almost 9% at a computational cost of a few seconds.
Introduction
The influx of new residents is a common phenomenon for major cities around the world. According to statistics from the United Nations [46] , European cities like Stockholm (27%), Madrid (20%), Munich (20%) or London (19%) will have an increase in population of more than 20% (from 2005) until 2020. With more and more people living in the city centre, new challenges for city logistics arise. Some of these challenges are increasing demands, crowded streets with hardly any parking space and also increasing land prices for buying Besides the challenges for city logistics, new opportunities for vehicle routing research arise as well. New problems will be defined and analysed so that the findings can be used by city logistics companies to remain competitive. One of these problems is the line-haul feeder vehicle routing problem (LFVRP) which can be described as follows. The LFVRP consists of a single physical depot (PD), a set of customers with different characteristics in terms of parking space and a heterogeneous fleet of vehicles. The heterogeneous fleet uses two types of vehicles which are dispatched from the PD. The two vehicle classes used are categorized in terms of size, costs and vehicle load. Specifically, the large vehicle (LV) class is represented by a truck with a trailer and the small vehicle (SV) class can be a (electric) car, motor-bike or cargo bike. Furthermore, the majority of customers (type-2) can only be delivered by the SV class, whereas the remaining customers (type-1) can be delivered by both vehicle classes. The downside of using a smaller vehicle class is the limited capacity. Consequently, the smaller vehicles would need to return to the depot more often for reloading. To avoid travelling back to the depot, the small vehicle can meet with a large vehicle at a customer with enough space (type-1) for reloading (transshipment of goods). Thus, the large vehicle is acting as a virtual depot (VD) for the small vehicle class. However, both vehicles need to be at the same place at the same time to be able to perform a transshipment of goods. In other words, both vehicle tours need to be synchronised and therefore the LFVRP can be seen as a VRP with synchronisation constraints.
The purpose of this paper is to improve our previously presented heuristic approaches (see [5] ) by combining the principles of metaheuristics (particularly Ant Colony Optimization), the exact solution of a sub-problem, the systematic use of multiple solutions and local search. We will present the improvement for each step supported by numerical results and also provide a statistical analysis to validate our approaches. The remainder of this paper is organized as follows. In Sect. 2, we will conduct a literature review on the methods used to improve our heuristics. A detailed description of the improvement steps is presented in Sect. 3. In Sect. 4, we will report the computational results using an extended test instance set and conclude the paper with our final remarks.
Literature review
The LFVRP originated in Taiwan during the delivery of lunch boxes and was first introduced by Chen et al. [14] . They presented two simple heuristics (cost-sharing and threshold method) which were tested on 17 test instances. Chen et al. [13] added time windows and provided a two-stage heuristic by using tabu search (TS) in the second stage. The initial solution of the first stage was then improved by Chen and Wang [15] . Chen [12] exchanged the original test instances to 15 test instances derived from the well-known Solomon instance set and analysed four different issues on the LFVRP. These four issues were different solution algorithms, customer demands, VD candidates and range of time windows. However, no mathematical model formulation has been provided so far.
Brandstätter and Reimann [5] formally defined the problem and solved the problem optimally for a small number of customers. Furthermore, they presented two promising solution algorithms for larger problem sizes (named the Linkage-Approach and Split-Approach) and tested them on the original test instances provided by Chen et al. [14] . While the Linkage-Approach tries to link SV tours through a VD, the Split-Approach tries to split a giant tour into feasible subtours. In addition, the Linkage-Approach uses a Bin Packing Problem (BPP) strategy where the bin size is equivalent to the maximum allowed working time. Other well-known bin packing algorithms are First Fit (FF), Best Fit (BF) and Worst Fit (WF) . For these algorithms also, decreasing versions exist (the abbreviations will be extended with the letter D: e.g. First Fit Decreasing (FFD)). Interested readers are advised to refer to Johnson [28] , Yao [49] or Delorme et al. [19] .
The synchronisation element distinguishes the LFVRPT from other VRP variants. Yet there are some variants with rather close similarities. One of these problems is the sitedependent vehicle routing problem (SDVRP). The attributes of the SDVRP are similar in terms of a mixed fleet of vehicles and a predefined customer-vehicle relationship. In other words, some vehicles can visit only a certain customer category. For further reading on the SDVRP, the interested reader is advised to see Chao et al. [10] , Cordeau and Laporte [17] or Pisinger and Ropke [37] .
Another similar VRP variant is the vehicle routing problem with Multiple Trips (MTVRP). In the classical VRP, only one single tour per vehicle is allowed. However, this does not match many real-life situations. For instance, if a vehicle has a small capacity, it can only serve a limited number of customers. Hence, the vehicle will return to the depot early and can possibly start another tour. Therefore, it is possible that a vehicle performs several tours within a certain time limit. Further information on the MTVRP can be found in Cattaruzza et al. [8, 9] , Cheikh et al. [11] and François et al. [23] -often the problem is also referred as Multi Trip VRP, VRP with multiple routes or VRP with multiple use of vehicles.
The heterogeneous fleet vehicle routing problem (HFVRP) is another similar VRP variant where at least two different vehicle classes are used. The vehicles can differ in several aspects like size, costs, capacity or range. An overview on the HFVRP can be found in Subramanian et al. [45] , Penna et al. [36] , Kritikos and Ioannou [31] Koç et al. [30] and Baldacci et al. [3] . Earlier research with a heterogeneous fleet is named Fleet Size Mix (FSM) and can be found in Golden et al. [26] or Liu and Shen [35] .
Overall, there is a vast range of heuristics to solve and improve the VRP and its variants (see [16, 34] ). Early heuristics focused on a two-step approach that construct an initial feasible solution in the first stage and try to improve it afterwards. In the last two decades, the focus was primarily set on metaheuristics and for a solid overview the interested reader is advised to see Bräysy and Gendreau [6, 7] .
According to Laporte [33] , metaheuristics focus on three basic principles-local search, population search and learning mechanisms. The local search principle searches the solution space by moving to another (better) solution in the neighbourhood at every iteration. Prominent examples are TS (see [24, 25] ), simulated annealing (SA) (see [29, 47] ) and adaptive large neighbourhood search (for ALNS see [41, 42] ). Genetic algorithms (GA) are famous representatives of the population search principle (see [2, 39] ). Here, a population of solutions is used to create offspring by using parent solutions from the population and recombining them.
A prominent representative of a learning mechanism is ant colony optimization (ACO). The basic principle behind ACO is to imitate the behaviour of ants during their search for food. When ants are deployed from their home to search for food, they lay a pheromone trail. The pheromone value of the trail will be increased (accumulated) if another ant uses that trail or decreased (evaporated) if no ant uses that trail. When returning home, an ant will choose a trail more likely with a higher pheromone value as it indicates (a possible) shorter trail. A successful implementation of ACO can be found in Reimann et al. [40] , and a solid overview is given in Dorigo and Blum [21] .
The research field of matheuristics is a rather young field of research. The basic idea is to combine exact solution techniques with heuristics. The result is a hybrid heuristic which uses the benefits of both solution techniques. A recent conducted survey by Doerner and Schmid [20] indicates that existing hybrid heuristics mostly fit into three categoriesset covering, local branching and decomposition techniques. For the improvement of our algorithm, we will use the decomposition technique and describe it in more detail in the next section. For further reading on matheuristics, see Boschetti et al. [4] , Subramanian et al. [45] or Archetti and Speranza [1] .
Large neighbourhood search heuristics are often used to improve the final solution. Specifically, the neighbourhood of a solution is searched for a superior solution by using different neighbourhood search procedures. One of these procedures is named destroy and repair. The basic concept is to destroy the solution and repair it afterwards by alternating some characteristics. In the literature, this is often referred to as the large neighbourhood search and the interested reader is advised to refer to Ropke and Pisinger [41, 42] and Pisinger and Ropke [37, 38] for a solid overview.
Algorithm improvement
To start out, let us first formally define the LFVRP. The LFVRP can be modelled through a graph consisting of a set of nodes V representing one physical depot (node 0) as well as a set of customers C-which is divided into type-1 (set A) and type-2 (set B) customers-and a set of edges E which correspond to the travel links between any two nodes i and j. With each edge, a travel cost c i j and time t i j are associated. The customers have a demand d i and service time t S i . Further, a fleet F of vehicles k with a max. vehicle capacity Q k , which is also divided into small F SV and large vehicles F LV , is considered.
All vehicle tours must start and end at the physical depot (PD), and the duration of each tour must be within the given time limit. Large vehicles are only allowed to visit customers of type-1, whereas small vehicles can visit both customer types. Visiting the customers in the LFVRP is different than in the usual VRP variants. Usually, customers may only be visited once, but for the LFVRP that is only true for customers of type-2. Type-1 customers can be visited multiple times (and by different vehicles) because they provide enough parking space, so that a large vehicle can act as a virtual depot (VD). In other words, a large vehicle can park at a customer of type-1 and meet with different small vehicles to perform multiple transshipments. A transshipment between a large and a small vehicle requires a transshipment time of t T S V D .
Previous work
The two LFVRP approaches we will improve are called the Linkage-and Split-Approach. For a better understanding of our different improvement steps, we will describe the two approaches briefly. For the general introduction of the LFVRP together with the formal definition and a more detailed description of both approaches, the interested reader is advised to see Brandstätter and Reimann [5] .
Linkage-Approach
The Linkage-Approach consists of four different steps. In the first step, we create a VRP solution for all type-2 customers by using Solomon's I1 heuristic (see [44] : with α = 1, λ = 2 and μ = 1). In the next step, we try to link the existing tours through a potential VD-customer of type-1-or the PD. A linkage will be accepted if the resulting costs are less than the sum of the initial costs. That step will be repeated until no further linkage is possible. For a better understanding, we provided a small illustrative example in Fig. 1 . Let us assume that the VRP solution of Solomon's I1 heuristic is two SV tours: SV Tour 1 and SV Tour 2. We now try to link the two tours through a VD. In other words, the two edges e 4,P D and e P D,5 will be replaced by e 4,V D ). Consequently, we get one single SV tour (SV Tour 1') with a VD in place to satisfy all the necessary constraints. In our example, we have only considered the forward version of the SV tours. Nevertheless, we can also consider the backwards version of the tours because we are not considering time windows yet. Hence, four possible tour combinations will be checked for feasibility.
In the third step, we create the LV tours. To make a transshipment possible, the small and large vehicle need to be at the same place at the same time. If tours are linked through a VD in the second step, the time and place for the transshipment is already set. Therefore, we sort all inserted VDs in their chronological order and insert them into the LV tours. In the final step, the remaining customers of type-1 will be inserted according to Solomon's I1 heuristic.
Split-Approach
The Split-Approach differs from the Linkage-Approach only in the first two steps. In the first step, we will solve the TSP instead of the VRP for all type-2 customers. The result is one giant tour because we neglect the capacity and time constraint for now. In the next step, we try to split the giant tour into feasible sub-tours. We start by selecting a split position in the giant tour where the time constraint (maximum allowed tour length) is satisfied. However, selecting the split position is not enough, as the capacity constraint needs to be satisfied as well. Hence, we calculate the required number of reloads and insert all necessary VD or PD visits at all feasible positions.
If no feasible sub-tour solution is found, the split position will be moved to the previous customer. Now, the required number of reloads is recalculated and the insertion of the VD or PD visits is started again. That procedure will be repeated until a feasible solution is found. The sub-tour solution with minimum resulting costs will be split from the giant tour and that procedure will continue until no more split or VD insertion is necessary. To get a better understanding of the Split-Approach, a small illustrative example is provided in Fig. 2 .
Here, the result of the first step is a giant tour with 8 customers. The split position where the time constraint is satisfied is marked between customers 4 and 5. To satisfy the capacity constraint, one reload (VD) is necessary and will be inserted between customers 1 and 2, customers 2 and 3 (remove edge e 2,3 and add edges e 2,V D and e V D,3 ) or customers 3 and 4. In our example, the VD position with the minimum cost is between customers 2 and 3. Hence, the sub-tour
split from the giant tour. The remaining giant tour is now P D → 5 → 6 → 7 → 8 → P D and requires only one reload to become feasible. Thus, a VD will be inserted between customers 6 and 7. As a result, the giant tour was split into two sub-tours with one inserted VD each.
Improvement approach
Our improvement approach will feature the benefits from metaheuristics, matheuristics, generating multiple solutions and local search. For a better understanding of the different strategies, we provide a comparison in Fig. 3 . The four-step benchmark algorithm, which was briefly described before, is presented on the left-hand side, whereas the improvement approach is presented on the right-hand side.
The improvement approach can be summarized as follows. We used a metaheuristic (ACO) in the first step to improve our initial solution. In the next step, we solved the SV tours (Linkage-Approach) and the giant tour (SplitApproach) optimally by using a mathematical problem solver. Afterwards, we generated multiple solutions by considering forwards and backwards versions of the tours along with the first and second best choice for a transshipment customer. Furthermore, we adapted and applied some wellknown BPP strategies but only for the Linkage-Approach. After that, we generated the LV tours and chose the best solution (minimum cost) among all feasible solutions. In the last and final step, we applied the principle of local search to improve the best found solution. The pseudo-code for the improvement approach is presented in Algorithm 1. 1 Algorithm 1: Improvement Approach If we have a look at the improved approach in Fig. 3 , we can see that the complexity of the algorithm increased significantly. Thus, we will describe each improvement strategy in more detail to better understand the interaction between them.
Metaheuristics strategy (ME)
In the first step of the benchmark algorithm, a VRP solution for the Linkage-Approach and a TSP solution for the Split-Approach for all type-2 customers were generated. Consequently, our first aim is to improve the VRP/TSP solution and for that more than half a century of scientific research is at our disposal (see [33] ).
As metaheuristics are among the most promising algorithms (see [16, 33] ), we decided to use a metaheuristic to improve the solution quality of the first stage. We tested different metaheuristics (GRASP, TS and ACO) but with no significant difference in terms of solution quality. Due to earlier positive experience (e.g. [40, 43] ), we decided to use ACO for our first improvement measure. We used the ACO implementation for the vehicle routing problem with time windows (VRPTW) of Senarclens de Grancy [43] with slight adjustments. For instance, we had to disable the capacity and time limitation to gain the TSP tour for the Split-Approach, but for a better understanding, we will describe the ACO metaheuristic in more detail.
The basic concept of ACO is to imitate the behaviour of real ants during their search for food. The chosen path of an artificial ant is-from a VRP perspective-the series of chosen edges between the customer nodes. Thus, feasible paths (solutions) for a number of artificial ants (m) are generated by applying the principle of Solomon's I1 heuristic. More specific, all vehicle tours are constructed sequentially. A seed customer is selected and inserted between the startand end-depot which results in one route with a single customer. After the seed customer was inserted to the route, the other customers are inserted afterwards until no further feasible insertions (in terms of tour duration and capacity) are possible. In that case, a new route is started with a new seed customer and the insertion procedure is repeated until all customers are serviced. To select a customer, the ACO metaheuristic uses a probabilistic choice. The probability P jkl of inserting customer k between customers j and l is:
where (κ) represents the attractiveness for inserting a customer and I the set of possible insertions. As described before, the construction heuristic requires two types of decisions. First, the attractiveness of selecting a seed customer is calculated as:
In Equation (2), j and l represent the start-and end-depot, c jk the travel time/cost between the depot and the seed customer and (τ ) the pheromone level of the respective edge. If a route is already initialized with a seed customer, additional customers can be added as long as feasibility is observed. Therefore, the second decision considers the insertion of a customer to an already existing route. The attractiveness for inserting customer k between customers j and l is therefore calculated as:
The costs of insertion are calculated as the additional distance costs δ jkl = c jk + c kl − c jl − 2c 0k multiplied by the pheromone trail value T jkl = τ jk +τ kl 2τ jl if δ jkl ≤ 0. Otherwise, the additional distance costs will be divided by the pheromone trail value (see Equation (4)). To avoid a division by 0, the costs of insertion are normalized (cost jkl ).
After a feasible solution is found for every artificial ant, the first iteration is finished. Now the pheromone level (τ ) of each edge is updated (increased if an edge is used or decreased if not used) and the next iteration starts. Prior to the first iteration, the pheromone levels are initialized with the value 1.
After each iteration, the pheromone levels are updated using the following update rule:
If an artificial ant uses an edge, the pheromone level of that edge will be increased. However, pheromone evaporates over time which results in a reduction in the pheromone level. That characteristic will be considered with the pheromone persistence factor (ρ). To update the pheromone level, it will be multiplied with the pheromone persistence factor and increased by (1 − ρ) if the edge e i j is used ( τ i j = 1) within the global solution. Once the pheromone level is updated the construction heuristic starts again using already the new information about the previous chosen paths. That procedure will continue until a certain stopping criterion is reachedmaximum number of iterations or time limit reached. In the last step, a local search procedure is applied to improve the best found solution. For more detailed information about the design of the used metaheuristic (ACO), 2 the interested reader is advised to see Senarclens de Grancy [43] .
Matheuristics strategy (MA)
After improving the starting solution with ACO, we applied a matheuristic strategy to further improve the solution. Specifically, we used the decomposition technique where a (smaller) sub-problem is extracted from the main problem. The sub-problem can then be solved optimally by using a mathematical problem solver. In the LFVRP context, the SV tours of the Linkage-Approach and the giant tour of the Split-Approach are considered as sub-problems. Therefore, for both approaches a sub-problem is one single tour with a limited no. of customers. In other words, we need to solve the Traveling Salesman Problem (TSP: see [18, 32] ). As the sub-problems can be considered rather small (only a few customers per tour), the TSP is solved rather quickly-far less than 1 second for the Linkage-Approach and less than 3 seconds (for 100 customers) for the Split-Approach. Thus, we also applied the matheuristic strategy to the LV tours, but only those with no synchronisation between vehicles. That is because the time and location of the VDs in the LV tours are already predefined by the SV tours. Hence, we have to accept possible detours of the LV to preserve the synchronisation between the vehicles. To solve the sub-problems we used the formulation of Dantzig et al. [18] with the sub-tour elimination constraint (SEC) i, j∈S,i = j x i j ≤ |S| − 1, ∀S ⊂ V , S = 0. The TSP was then solved with the software Gurobi Optimizer. 3 
Multiple solutions strategy (MS)
In Sect. 3.1, we already presented the original designed strategies for the Linkage-and Split-Approach. However, the final solution of both approaches usually has one or more VD visits. In other words, small and large vehicle tours are synchronized and therefore interdependent. Due to this interdependence, it is rather difficult to apply an improvement step at the end of the algorithm. Therefore, we decided to apply a multiple solution strategy and choose the best solution among them.
For the Linkage-Approach, we will use the concept of bin packing strategies, whereas for the Split-Approach multiple solutions will be generated for every tour split. As we do not use time windows, we can consider all SV tours in both directions-forwards (FW) and backwards (BW). Furthermore, we will also choose the first and second best fit for a VD. To get a better understanding of both strategies, we will describe both of them in more detail.
Linkage-Approach
As mentioned before, we used the basic concept of the three most common bin packing strategies named First Fit (FF), Best Fit (BF) and Worst Fit (WF). For these strategies, also decreasing versions exist where all elements are first sorted in decreasing order before the bin packing strategy starts. For our algorithm, the maximum tour duration is equal to the bin size in the bin packing strategy. In the decreasing version, the tours are sorted according to their tour length. How these strategies are applied to our algorithm will be described in the following paragraphs.
The FF algorithm takes the first SV tour and tries to link it with the second through a potential VD or PD. As mentioned before, not only the forwards but also the backwards version of the tours is checked. Therefore, for two tours we already have to consider four combinations. These combinations are presented in Fig. 4 . In our example, we have four SV tours and the first tour cannot be linked with another tour. Therefore, the second tour will be checked for a possible linkage. A linkage with the third tour would exceed the maximum allowed tour duration and therefore we check the possible linkage with the fourth tour. The forwards and backwards versions of the second tour will be checked with the forwards and backwards versions of the fourth tour-thus four combinations. These four combinations will be checked with the best and second best VD in terms of detour, which means that finally 8 combinations are possible. If more combinations are feasible, the combination with the minimum resulting costs will be considered. The two tours will be linked together if the resulting costs are less than the separated tours together and are henceforth considered as one single SV tour. However, in the FF algorithm we do not check the other tours if a linkage of two tours is already possible. The first feasible linkage will be accepted and thus first fit. That procedure will repeat until all tours are checked and no further linkage is possible.
The BF/WF algorithm follows the same principle as the FF but with one exception. The linkage of a tour is checked with all existing tours. Therefore, if we consider our example from before, we have 16 possible tour combinations. Both tours (SV Tour 2 and SV Tour 4) as starting tour with forwards and backwards consideration and also the check with best and second best VD. Again, the linked tours must be feasible together and depending on the bin packing strategy the best/worst combination will be considered.
However, we had to adjust the bin packing strategies slightly. We cannot simply add the total travel times of the tours because we have to eliminate the travel time from the last customer of the first tour to the PD and the travel time from the PD to the first customer from the second tour. In exchange for that, we have to add the travel times from and to the VD as well as the transshipment time (t T S V D ). Finally, the combined tour duration must fit into the time limit. Let j(k) denote the last (first) customer on the first (second) tour. Further let t SV 1 and t SV 2 denote the durations of the two tours and let t SV denote the new travel time of the linked tour. The two resulting equations are presented in Eqs. 7 and 8, respectively.
If we look again at our example in Fig. 4 , the first linkage to be considered would be the forwards consideration of SV Tour 2 and SV Tour 4. The new tour duration of the linked tour is calculated in Eq. 9, and if Eq. 10 is satisfied, the linkage is feasible for further consideration.
t SV ≤ driver working time (10) To sum up, we use our original proposed strategy together with three most common bin packing strategies with random and decreasing order of the initial solution and also a forwards and backwards consideration of our tours. In addition, we also take the first and second best transshipment customer (VD) into consideration. As a result, we generate multiple solutions for the synchronisation with the LV tours. The pseudo-code for the core algorithm of the LinkageApproach is presented in Algorithm 2. 
Split-Approach
For the Split-Approach, we also applied the principle of a multiple solution strategy by considering the forwards and backwards versions of the giant tour and of the sub-tours, respectively. In addition, we generate solutions with the first and second best VD as transshipment customer. For a better understanding, we provide a small illustrative example in Fig. 5 . 
Fig. 4 Linkage-Approach multiple solutions
A giant tour with 14 customers will be split after the first five customers. For simplification, we make the following assumption. Split Tour 1 has already inserted all necessary VDs to become feasible (as provided in Fig. 2 ). The remaining giant tour (Giant Tour') is still not feasible and therefore needs to be split again. However, from this point we have to consider the forwards (FW) and backwards (BW) versions of Split Tour 1 and also of the remaining giant tour (Giant Tour' FW and Giant Tour' BW ). In other words, at this point we have four possible combinations. But now we have to split the forwards version of the remaining giant tour into Split Tour 2 and Split Tour 3 as well as the backwards version into Split Tour 2' and Split Tour 3'. Figure 5 shows a giant tour with the necessary split positions. Thus, we have three SV tours for consideration. However, multiple combinations of these three tours are possible. For example, if we consider only the forwards version of the initial giant tour, we get 16 temporary solutions. These 16 solutions are as follows: If we also consider the backwards version of the initial giant tour and the second best choice as VD, we will be able to generate 64 temporary solutions. These temporary solutions are the result of the multiple solution generation of the Split-Approach and will be used for further processing. One final remark, in our example we assume that all split tours have at least one VD inserted. Hence, we consider the forwards and backwards versions of the tours. However, if a split tour is feasible without the necessity of inserting a VD, the backwards version must not be considered because that tour is independent from the others. Thus, the forwards and backwards versions of that tour will result in the same final solution from a cost perspective. In Algorithm 3, we present the pseudo-code for the core algorithm of the Split-Approach.
Local search strategy (LS)
After generating multiple solutions for the SV class, the LV tours for all solutions are constructed by applying the same two steps as in the benchmark algorithm-sort all VDs in chronological order, insert them into the LV tours and insert all the remaining type-1 customers into the SV or LV tours. As mentioned before, LV tours without synchronisation will be solved optimally and the final solution will be saved temporarily.
Even though we already improved our solution in the previous steps, we believe we can still further improve our algorithm by the use of local search (LS). Although the used local search procedure for our algorithm was originally developed for the Linkage-Approach, it is also applicable for the Split-Approach. The basic principle of local search is to explore the solution space within the neighbourhood of the current solution. Hence, we apply the local search procedure on the best found solution with minimum costs.
The applied local search procedure can be described as follows. We start by selecting the first SV tour with at least one transshipment customer (VD) and free all VDs from that tour and those from the associated LV tour. Afterwards, we destroy the remaining LV tour completely. In other words, all previously serviced customers (customers of type-1) of the LV tour are again unserviced. In the next step, we apply the matheuristics principle from the second improvement step to the selected SV tour and solve the routing optimally. Afterwards, we apply the core element of the Split-Approach to that tour. Contrary to the original core element of the SplitApproach, we consider now all possible VD insertion places that lead to a feasible tour. In other words, we search the solution space by generating again multiple solutions and choose the best solution among them. In Fig. 6 , we provide a small illustrative example for a better understanding.
In our example, the best found solution has one SV and LV tour with one VD (see Fig. 6a ). We now free the VD from both tours, destroy the LV tour so that all four (type-1) customers are unserviced again and solve the SV tour (TSP for customers 1,2,3 and 4) optimally. The result of these three steps is presented in Fig. 6b . After that, we apply the core- 
Computational results
The coding was done in programming language C and compiled with GNU GCC Compiler on a 4 * Intel ® Core TM i7-5557U CPU @ 3.1 GHz processor and 16 GB DDR3 RAM (1.6 MHz) under a 64-Bit Operating System (Kubuntu 14.04). For the mathematical problem solver, we used the optimization software Gurobi Optimizer (Version 6.5.1) and coded the mathematical formulation of the TSP with the programming language Python (Version 2.7.6).
Set-up
To the best of our knowledge, Chen et al. [14] and Brandstät-ter and Reimann [5] are the sole available research papers for the LFVRP. The Linkage-and Split-Approach of Brandstät-ter and Reimann [5] provide superior results and therefore we consider them as benchmark for our analysis. Yet, we seize the opportunity to change/soften some of the limitations originally made by Chen et al. [14] .
The limitations for change are the service/transshipment times, vehicle costs, average speed, depot location and set of test instances. As for the service and transshipment times, we will follow the approach from Brandstätter and Reimann [5] and set the transshipment time of a complete SV load to 15 minutes and the service times in relation to the demand of each customer. Furthermore, we will set the vehicle costs to European standards. For the LV, we consider a truck with a trailer with a 40t payload. The costs are as follows: e200 per day and vehicle, fuel consumption of 35l per 100 km-which results in e0.35/km and the drivers salary of e30 per hour. For the SV, we consider a cargo bike with costs of e2 per day and vehicle, e0.0/km (no fuel consumption) and the drivers salary of e20 per hour. For this paper, we decided to introduce different average speed values for the vehicle classes. We maintain the average speed of 40 km/h for the LV but needed to reduce the average speed for the SV due to the use of eco-friendly cargo bikes. Hence, we set the average speed for the SV to 15 km/h. Furthermore, wee keep the SV capacity constant with 100 units and therefore not all original test instances were eligible. Hence, we consider only the first 11 (A) test instances of Chen et al. [14] and extend the set with test instances of the wellknown VRPTW test instance set proposed by Solomon [44] . As we do not consider time windows, it does not make sense to use all 56 test instances. Therefore, we decided do use just the 101 dataset with 100 customers (for classes C, R and RC). In addition, we also divided a single set into 25, 50 and 100 customers. Thus, we gain 9 additional test instances which will result in a total of 20 test instances for our analysis. For the remainder of the paper, we will refer to the 11 (A) test instances as the Chen instances and the 9 C,R and RC test instances as the Solomon instances.
The customer distribution of type-1 and type-2 customers is the next limitation we changed. We set the customer distribution to 1:3 for the Solomon instances, and we left the customer distribution of the Chen instances as they were (4 type-1 customers for each instance). In other words, the majority of the customers (75% customers of type-2 for the Solomon instances) must be served by the SV class, whereas 25% can be chosen as a VD and served by both vehicle classes. Finally, we wanted to simulate a PD outside the city borders with the coordinates of 0/0.
Data analysis
Before we have a look at the best found results, we want to analyse the impact of the different improvement strategies along with their dependencies. Therefore, we implemented the four improvement strategies to be independent, so we can enable or disable them separately. Table 1 shows the 16 strategy combinations (four strategies which are either enabled or disabled) for our analysis.
The first column of Table 1 indicates the combination number, whereas the following four columns show which improvement strategy is enabled (1) or disabled (0). For example, Strategy 10 has the metaheuristic enabled (1), matheuristic (0) and multiple solutions (0) disabled and local search enabled (1) . The next six columns show the average cost results (divided into Solomon, Chen and Total results) for the Linkage-and Split-Approach gained after 10 repetition cycles. In the last column, we present the results for the statistical comparison. We compared the average total costs of both approaches by using the Wilcoxon signed rank test (WSRT see [48] ) with the Null Hypothesis H 0 if both approaches have the same solution quality and the Alternative Hypothesis H 1 if the difference in solution quality is significant.
What we can observe is that the Linkage-Approach outperforms the Split-Approach regardless of the strategy combination. The advantage is substantial for almost every strategy combination except for two-strategy combination 5 and 6. Here, both approaches provide similar results in terms of Table 1 solution quality. As expected, the biggest advantage-more than 10%-can be realised if all four strategies are enabled. Table 2 shows the ranking of the different strategies. We can observe that the best results (Rank 1-6) for the LinkageApproach are achieved with an enabled metaheuristic. However, the best results (Rank 1-7) for the Split-Approach are mixed with an enabled matheuristic. The reason for that can be found in the first two improvement strategies.
The matheuristic provides the optimal solution for the giant tour. Consequently, the first step with the metaheuristic approach becomes obsolete. That can be seen if we compare the total costs of the Split-Approach (which are almost equal) for ranks 1-2, 4-5, 6-7 and 11-12. Finally, 14 strategy combinations of the Linkage-Approach are superior to the best found result of the Split-Approach. Therefore, we decided to skip the Split-Approach for further analysis and proceed only with the Linkage-Approach.
With the previous analysis, we gained an interesting insight. We found the best results for the Linkage-Approach with all improvement strategies enabled. However, to prove the impact of each improvement strategy on an individual level, we needed an additional analysis. Hence, we conducted a multi-stage statistical analysis. In the first stage, we compared the results of the improvement strategies on their own. In other words, we compared the total costs with enabled and disabled improvement strategy over the total instance set. Afterwards, we enabled each improvement strategy separately and compared the remaining strategies again (second stage), e.g. enable (1) MS as prerequisite and compare MA versus no MA, MS versus no MS and LS versus no LS. In the third/fourth stage, we enabled two/three improvement strategies as prerequisite compared the results of the remaining strategies accordingly. Table 3 shows the results of the first two stages, and the remaining results can be found in Table 6 of the "Appendix". Table 3 shows that all strategy combinations yield a significant contribution to the final result. The only exception (which can be found in Table 7 of the "Appendix") is the matheuristic (MA) strategy with enabled metaheuristic (ME) and local search (LS) strategy. With that constellation, we were not able to provide a significant result contribution. Yet, we can conclude that the impact of all four improvement strategies is substantial.
In Table 4 , we present the final results for the LinkageApproach gained with strategy 16 (all improvement strategies enabled). We were able to reduce the total costs-in comparison with the benchmark results presented in Table 7 (see "Appendix")-for the Solomon instance set by 7.8% and the Chen instance set by 9.2% which results in a total improvement by 8.6%. Furthermore, no. of vehicles, driven distance and needed time were reduced for the SV class and slightly increased for the LV class. No. of required reloads (at the PD and VDs) and the required cpu time increased as well. For the sake of completeness, we present the final results for the Spit-Approach in Table 8 of the "Appendix".
Finally, we present the best found results regardless of the chosen approach and strategy in Table 5 . As expected, the majority of the best results are provided by LinkageApproach. Only for three instances-R101_50, R101_100 and RC101_25-the Split-Approach provided better results. In summary, we provided evidence that the Linkage-Approach is the superior approach and can be henceforth considered as new benchmark for the LFVRP.
Conclusion
City logistics are facing new challenges these days. Some of these challenges are rising land prices and customer demands, cities with limited space and increasing traffic or additional environmental regulations (e.g. to reduce particulate matter pollution). Current VRP variants address some of these challenges but do not cover all of them. Thus, new variants with multiple challenges arise and one of them is the LFVRP. The LFVRP uses a heterogeneous fleet of vehicles (small and large) to serve two types of customers. Customers of type-1 have enough space and can be accessed by both vehicle classes, whereas customers of type-2 can only be accessed by the SV class due to limited space. The main characteristic, that distinguishes the LFVRP from other VRP variants, is the synchronisation between vehicles. Synchronisation takes place if a small and large vehicle meet at a customer with enough space and perform a reload operation. In our first paper, we formally defined the problem and introduced two promising heuristics called the Linkage-and Split-Approach. We provided evidence that the synchronisation of vehicles reduces significantly the no. of (small) vehicles and therefore the total required costs.
With this paper, we improved the two previously proposed approaches by using the benefits of metaheuristics, matheuristics, generating multiple solutions and local search. In the first step, we focused on the improvement of the starting solution which is in its core a VRP-(for the Linkage-Approach) and a TSP-solution (for the SplitApproach), respectively. Although there are several ways to improve a VRP-or TSP solution, we decided to use the metaheuristic ACO due to earlier positive results. In the second step, we applied a matheuristic strategy, specifically the decomposition method where single vehicle tours are extracted from the solution and solved optimally. For the Linkage-Approach, we solved all SV tours, and for the Split-Approach the giant tour. Furthermore, the matheuristic strategy is also applied to all LV tours without synchronisation (no VDs). In the next step, we generated multiple solutions by using different construction strategies. For the Linkage-Approach, we adopted the most common bin packing strategies. The forwards and backwards consideration of the tours along with the best and second best VD positions were used for both approaches. In the final step, we applied a local search strategy by using a destroy-and-repair approach.
For our numerical analysis, we extended the previous provided test instances and altered some parameters, e.g. different (average) speed for the vehicle classes, capacity for the SV (as we use cargo bikes), more realistic transshipment times, and we set the costs to a European standard. In the first part of our analysis, we investigated the impact of different strategy combinations. In total, we analysed 16 strategy combinations and we were able to significantly improve both our approaches. As expected, the best results for the Linkage-Approach were achieved by enabling all four strategies and for the Split-Approach by enabling only three strategies (matheuristics, multiple solutions and local search). Even though both approaches were improved significantly, the Linkage-Approach clearly outperformed the Split-Approach. Hence, we proceeded with the statistical analysis only for the Linkage-Approach where we analysed the impact of each individual strategy and strategy combination. The contribution to the final result was substantial for almost all strategy combinations. Overall, we were able to reach an average improvement of around 9% over previous approaches.
This paper serves as solid foundation for further investigations on the LFVRP. The results clearly show that the LFVRP has a huge potential-especially the multiple solutions strategy. Another interesting direction will be the extension or further development of the problem in terms of the current set-up (e.g. usage of cargo bikes as SV). For instance, if cargo bikes are used, it is unlikely that they will also start from the PD if it is located far outside of the city. In that case, it is more likely that they will start their tours from somewhere within the city. If that is the case, they must first meet with a LV to pick up their load so that they can start servicing the customers. Nonetheless, the LFVRP has huge potential and is worth to be investigated further. MA = 1 and MS = 1 ME versus no ME 0.00 LS versus no LS 0.00 MA = 1 and LS = 1 ME versus no ME 0.00 
MS versus no MS

