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a b s t r a c t
Let S be a shape with a polygonal boundary. We show that the boundary of the maximally
elongated rectangle R(S) which encases the shape S contains at least one edge of the
convex hull of S. Such a nice property enables a computationally efficient construction of
R(S).
In addition, we define the elongation of a given shape S as the ratio of the length of
R(S) (determined by the longer edge ofR(S)) and the width ofR(S) (determined by the
shorter edge of R(S)) and show that a so defined shape elongation measure has several
desirable properties. Several examples are given in order to illustrate the behavior of the
new elongation measure. As a by-product, of the method developed here, we obtain a new
method for the computation of the shape orientation, where the orientation of a given
shape S is defined by the direction of the longer edge ofR(S).
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The problem of encasing (bounding) a shape, or a set of points, with an optimal rectangle, chosenwith respect to different
criteria, has already been studied in the literature. Most known, among those problems, is the problem of encasing a given
shape with a rectangle which has a minimum possible area and this problem could be understood as a classical one [1–3].
Several other versions of the problem are considered recently [4,5]. A three-dimensional version of the problem has also
been studied [6]. Apart from being interesting optimization problems, coming from the area of computational geometry,
the problems mentioned are also of practical importance in different areas of computer science. Here, an application in
computer vision and image processing tasks will be shown.
This paper deals with a new version of the problem. Precisely, we consider the maximally elongated rectangle which
encases a given shape. Just to clarify: bymaximally elongated encasing rectangle, for a given shape S, we mean the rectangle
R(S)with the following properties:
• There is no other rectangle P which includes the considered shape S and which is included in R(S) (i.e. there is no P
such that S ⊂ P ⊂ R(S)). (Note: Any rectangle satisfying this condition will be called an encasing rectangle (see Fig. 1)).
• There is no other encasing rectangle P such that the ratio between the longer and shorter edge of P is bigger than the
ratio of the longer and shorter edge ofR(S).
Ourmotivation for this work comes from computer vision and shape analysis tasks.Wewill show that useful information
about shapes can be obtained from their corresponding maximally elongated encasing rectangles. More precisely, we will
use such optimal rectangles to define a new method for measuring the shape elongation.
Let usmention that, apart from the shape elongation,many other shape descriptors are already defined and their usability
is demonstrated in different computer vision and shape (object) classification tasks. We list just a few existing shape
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Fig. 1. Both rectangles (dashed lines) are encasing rectangles. The rectangle on the right is amaximally elongated encasing rectangle for the shapedisplayed
(solid line).
descriptors: convexity [7], compactness [8], rectangularity [9], rectilinearity [10], sigmoidality [11], linearity [12], fractal
dimension [13], circularity [14], orientability [5], etc.
Due to a permanent demand for more and more efficient shape classification tools there is a strong ongoing interest not
only for newly created shape descriptors but also for newmethods for measuring already considered shape descriptors. Let
us mention the shape convexity which is a shape descriptor with probably the largest number of different methods for its
evaluation [15,16,7,17,4].
Regarding the computational complexity issue, it is worth mentioning that some shape descriptors are computable by
closed formulas [18], but usually closed formulas are not possible. In such situations particular algorithms have to be created
to evaluate shape descriptors defined [9,4,5]. Such a shape descriptor will be designed here as well. Just to mention that
statistical evaluation methods could be involved [19,7] if an efficient algorithm could not be designed for the computation
of a particular shape descriptor measure.
A new method for measuring shape elongation is introduced in this paper. Shape elongation has an intuitively clear
meaning and is hence a very popular shape descriptor. Several methods for measuring shape elongation already exist in the
literature. It could be said that a common approach is to define the shape elongation from a certain method for computing
the shape orientation. Precisely, if the orientation of a given shape S is defined by optimizing a function F(α, S), over the
angle α ∈ [0, 2pi), then a common approach is to define the elongation of S as the ratio of the maxima and minima of
F(α, S). Here wemention two of such defined elongationmeasures. The first one comes from themost standardmethod for
the computation of shape orientation [20,18]. This method defines the shape orientation by the direction of the axis of the
last second moment of inertia. To be precise, the axis of the last second moment of inertia is the line which minimizes the
integral of the squared distances of all the shape points to the line. The optimized integral is
I(α, S) =
∫
S
∫
(x · sinα − y · cosα)2 dx dy. (1)
The ratio of the maximum and minimum of the optimized integral I(α, S) (i.e., the standard elongation measure Est(S)) can
be expressed as:
Est(S) = m2,0(S)+m0,2(S)+
√
4 · (m1,1(S))2 + (m2,0(S)−m0,2(S))2
m2,0(S)+m0,2(S)−
√
4 · (m1,1(S))2 + (m2,0(S)−m0,2(S))2
(2)
wheremp,q(S) are centralized moments of S defined as
mp,q(S) =
∫
S
∫ (
x−
∫∫
S xdxdy∫∫
S dxdy
)p
·
(
y−
∫∫
S ydxdy∫∫
S dxdy
)q
dx dy. (3)
The standard elongationmeasureEst(S) (see (2)) is said to be an area basedmeasure because all points belonging to the shape
are involved in the computation (area moments mp,q(S) are used). Being area based, the standard measure is robust (e.g.
with respect to a noise) which is an advantage when working with imperfect data. Another elongation measure mentioned
here is introduced in [21] and it is also derived by using the common approach ‘‘from-orientation-to-elongation’’ along with
a recently disclosedmethod for computing shape orientation [22]. Thismeasure is boundary based, i.e. it uses only boundary
points for the computation. Consequently, the measure is sensitive (e.g. strongly dependent on boundary defects). Being of
such a nature, it is more suitable for high precision tasks, for high quality images, or if working with shapes whose inherent
characteristics are deep intrusions inside shape, for example. The boundary based shape orientation described in [21] defines
orientation of a polygonal shape S by the line which maximizes the total sum of the squared lengths of the projections of
all the edges of S onto this line. It turns out that the minima and maxima of the optimized sum can be given in an explicit
form. The ratio of suchmaxima andminima is defined as another shape elongationmeasure Ebb(S) (‘bb’ stands for ‘boundary
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Fig. 2. (a) p and q are lines of support of S; A and B are an antipodal pair because it admits parallel lines of support; (b) p, q, and l, t are two orthogonal
pairs of line supports—i.e. orthogonal callipers.
based’) and can be expressed as:
Ebb(S) =
∑
1≤i≤n
|ei| +
√√√√( ∑
1≤i≤n
|ei| cos(2αi)
)2
+
( ∑
1≤i≤n
|ei| · sin(2αi)
)2
∑
1≤i≤n
|ei| −
√√√√( ∑
1≤i≤n
|ei| · cos(2αi)
)2
+
( ∑
1≤i≤n
|ei| · sin(2αi)
)2 (4)
where ei (1 ≤ i ≤ n) are edges of the boundary of S and αi (1 ≤ i ≤ n) are angles between the edges ei and the x-axis.
Through the paper it will be assumed (even if not mentioned) that all appearing shapes have polygonal boundaries. Such
an assumption is not a restriction in image processing applications where we are dealing with discrete (digital) data [20,18].
After a digitization process is applied, the real (continuous) boundaries of the original real objects remain unknown and they
are usually replaced with approximate polygonal boundaries. Such approximate polygonal boundaries can be computed by
one of many existing algorithms [23].
The paper is organized as follows. Section 2 proves the main result of the paper. This result enables an efficient
construction of the maximally elongated encasing rectangle for a given shape. The new elongation measure is defined and
discussed in Section 3. Experimental resultswhich illustrate the suitability of such optimal encasing rectangles formeasuring
the shape elongation are in Section 4. Section 5 gives concluding remarks.
2. Optimal encasing rectangles for polygonal shapes
In this section we consider maximally elongated encasing rectangles for polygonal shapes. We prove that the boundary
of the most elongated encasing rectangleR(S) of a given shape S contains at least one edge of the convex hull CH(S) of S.
Such a nice property enables a simple and efficient construction ofR(S).
We start with a short overview of the well known orthogonal callipers technique [3] which has already been shown as a
very efficient tool when dealing with optimal encasing rectangles—e.g. [3–5].
Let S be a given polygonal shape. A line p is a line of support of S if the interior of S lies completely to one side of p (see
Fig. 2(a)). A pair of vertices of S is an antipodal pair if it admits parallel lines of support. Preparata and Shamos’ algorithm [2]
generates all antipodal pairs by a procedure which resembles rotating a pair of dynamically adjustable parallel support lines
once around the polygonal shape S, in order to compute the diameter of S (the diameter of S is defined to be the greatest
distance between parallel lines of support of S). This idea is generalized in [3] where two orthogonal pairs of line supports
(named orthogonal callipers— Fig. 2(b)) are formed around the polygon solving several geometric problems.
The orthogonal callipers technique,when used for generating orthogonal pairs of parallel lines of supports, also generates
the following sequence of intervals
[β1, β2], [β2, β3], . . . , [βm−1, βm], m ≤ n (5)
which satisfy the following properties:
(i) Four vertices of an n-gon S (more precisely, four vertices of CH(S)) forming two pairs of antipodal points remain the
same while a support line has a slope α ∈ [βi, βi+1], i = 1, . . . ,m− 1;
(ii) Those four points belong to support lines forming the orthogonal callipers.
(iii) For any angle βi ∈ {β1, β2, . . . , βm} ⊂ [0, 2pi ] there is an edge ei of CH(S) such that after the rotation for the angle βi
the edge ei becomes parallel to one of the coordinate axes.
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Fig. 3. An illustration for the orthogonal callipers.
We refer to Fig. 3 for an illustration. Let δ1 be the angle between the positively oriented x-axis and the edge [AB]. Also,
let δ2 = min{6 (JBC), 6 (KDE), 6 (GFL), 6 (HGI)} (in a situation as in Fig. 3, δ2 = 6 (KDE)).
If the line l(I, J) is chosen to be a support line then B, F and D,G are the antipodal pairs which determine two orthogonal
pairs of line supports: l(I, J), l(L, K) and l(J, K), l(I, L). If the support line l(I, J) is rotated into a new position around the
vertex B the pairs B, F and D,G remain antipodal until the rotation γ angle varies from 0 to δ2 (see Fig. 3). (Note: In the sense
of item (iii) above, we can choose β1 = δ1, which would imply β2 = δ1 + δ2.)
For γ ∈ [0, δ2] the height |L′I ′| of the minimal rectangle L′I ′J ′K ′ that includes P is
|L′I ′| = |FB| · cos(φ + γ ) for γ ∈ [0, δ2] (6)
and it varies from |FF ′| to |FF ′′|, where |XY | is the Euclidean distance between points X and Y . The angle φ depends only on
the four chosen antipodal points. In the case of the polygon presented on Fig. 3, φ can be computed from B, F ,D, and G, or
equivalently, φ is determined by the interval [β1, β2] (by δ1 and δ2, as well).
Analogously, the width |I ′J ′| of the same rectangle is of the form
|I ′J ′| = |GD| · cos(ω + γ ) (7)
where γ ∈ [0, δ2] and ω is a fixed angle which can be computed from δ1 and δ2 (i.e., from β1 and β2).
Now, we are prepared to prove the main result of the paper.
Theorem 2.1. Let S be a polygonal shape. Then the boundary of the optimal encasing rectangleR(S) contains at least one edge
of CH(S).
Proof. Let S be a polygonal shape and let its convex hull CH(S) have the vertices A1, A2, A3, . . . , An, as illustrated in Fig. 4.
Also, let IJKL be an encasing rectangle that contains one of the edges of CH(S), say Ai−1, Ai. Let Ai, Aj and Ak, Ah be antipodal
pairs of vertices of the polygon. If we chose l(I, J) to be a support line then Ai−1Ai ⊂ l(I, J). We rotate l(I, J) for an angle γ
around the vertex Ai. So, for every angle γ we obtain an appropriate encasing rectangle. It is easy to see that Ai, Aj and Ak, Ah
are antipodal pairs of vertices for γ ∈ [β1, β2], where β1 and β2 are the angles between the edges Ai−1Ai and AiAi+1 and the
x-axis, respectively. Let A′h be the orthogonal projection of Ah onto the line l(J, K) and ω = 6 (AhA′h, AhAk). Similarly let A′j
be the orthogonal projection of Aj onto the line l(I, J) and ϕ = 6 (AjA′j, AjAi). If I ′J ′K ′L′ denotes the corresponding encasing
rectangle after the rotation for an angle γ we have:
|L′I ′| = |AiAj| · cos(ω + γ ),
|I ′J ′| = |AkAh| · cos(ϕ + γ ).
Further, let a(γ ) denote the length of the longer edge of the encasing rectangle I ′J ′K ′L′ and b(γ ) denotes the length of the
shorter edge, then the function
F(γ , S) = a(γ )
b(γ )
is the ‘‘elongation’’ of the rectangle I ′J ′K ′L′. Let us assume a(γ ) = |AiAj| · cos(ω + γ ) and b(γ ) = |AkAh| · cos(ϕ + γ )2 for
γ ∈ [β1, γ0] ⊂ [β1, β2]. Then the first derivative dF(γ , S)/dγ can be expressed as follows:
2 The situation a(γ ) = |AkAh| · cos(ϕ + γ ) and b(γ ) = |AiAj| · cos(ω + γ ) is analogous.
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Fig. 4. The change of the encasing rectangle of the displayed polygon depending on the rotation angle.
dF(γ , S)
dγ
= |AiAj||AkAh| ·
− sin(ω + γ ) · cos(ϕ + γ )+ cos(ω + γ ) · sin(ϕ + γ )
cos2(ϕ + γ )
= |AiAj||AkAh| ·
sin(ϕ − ω)
cos2(ϕ + γ ) . (8)
So, (8) gives:
• The first derivative dF(γ , S)/dγ could have a possible discontinuity for γ = pi2 − ϕ. But, if we observe the rectangle IJKL
we see that 6 (Ah, Ak, K) = pi2 − ϕ, so γ cannot reach the value pi2 − ϕ because pi2 − ϕ 6∈ [β1, β2].• The numerator |AiAj|·sin(ϕ−ω) of the first derivative dF(γ , S)/dγ does not depend on γ , and consequently dF(γ , S)/dγ
does not have local zeros for γ ∈ [β1, β2]. Notice that dF(γ , S)/dγ = 0 would imply sin(ϕ − ω) = 0—i.e., the function
F(γ , S) = constant for all γ ∈ [β1, β2].
The previous two items give that F(γ , S) is a continuous function which has no local extrema on the interval [β1, γ0] ⊂
[β1, β2]. This implies that F(γ , S) reaches its extreme values at the ends of the interval. If γ0 6= β2 then F(γ0) = 1, which
is the minimal possible value, while F(S, β1) is the maximum value on the interval [β1, γ0]. If γ0 = β2 then the maximum
of F(γ , S) (for γ ∈ [β1, β2]) is reached at one of the end points, β1 or β2. In both cases, γ = β1 and γ = β2, we obtain an
encasing rectangle whose boundary contains an edge of CH(S). This establishes the proof. 
3. Measuring elongation of S fromR(S)
In this section we define a new shape elongation measure by using the maximally elongated encasing rectangle of the
shape measured.
Definition 3.1. Let S be a shape with a polygonal boundary. Then, the elongation measure E(S) of S is defined as the ratio
of the length of the longer edge and the length of the shorter edge ofR(S). i.e.:
E(S) = Length_of_R(S)
Width_of_R(S)
. (9)
The following theorem summarizes desirable properties of the new measure E(S).
Theorem 3.1. Let a given polygonal shape S. The new elongation measure E(S) satisfies the following properties:
(a) E(S) is well-defined;
(b) E(S) ranges over [1,∞);
(c) E(S) is invariant with respect to the similarity transformations (i.e., translation, rotation and scaling).
Proof. Item (a) follows easily from the definition. To prove (b) it is enough to consider the rectangle T whose edges have
length equal to t and 1, t ≥ 1. In accordance with Theorem 2.1,R(T ) = t , and consequently, E(T ) = t/1 = t . This shows
that, while t varies through [1,∞), E(T ) reaches all values from [1,∞). Notice that the lowest possible measure, which is
equal to 1, is reached for t = 1, i.e. when T is a square. Item (c) is a direct consequence of the definition. 
At the end of this section we give three remarks which discuss the performance of the new elongation measure.
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Remark 1. All shapeswith the same convex hull have the samemeasured elongation. It follows easily froma trivial equality:
E(S) = E(CH(S)). Such a property of E(S) could be understood as a disadvantage of the new method if applied in image
processing tasks. Of course, in some other computer science applications (e.g. packing problems) that is not necessarily a
disadvantage.
Remark 2. Theorem 2.1 implies a naive algorithm for a very simple and efficient computation of E(S). Particularly, in image
processing applications, where a given real object is presented on a binary image of a given size, let say r × r, the convex
hull CH(S) of such a digitized shape S has at most 123√
4pi2
r2/3 + O(r1/3 log r) vertices [24] (for the most recent developments
considering regions different than square we refer to [25]). The convex hull CH(S) can be computed in anO(r) time because
the boundary of S (i.e. a poly-line connecting the centers of the boundary pixels) cannot have more than 2r edges. Thus,
the time complexity of a naive algorithm based on Theorem 2.1, is upper bounded by O(r4/3). Of course, there is room for
a better estimate of the optimal time complexity (e.g. if a binary search for the edges of the maximally elongated encasing
rectangle is performed, the total time complexity (including the convex hull computation) could be reduced easily toO(r)).
On the other hand, the computation of Est(S) (elongation by the standardmethod) has anO(r2) time complexity (O(r2) is
the bound for the number of pixels inside S). Of course, such anO
(
r2
)
complexity can be reduced, if themoments appearing
in (3) are computed from the boundary of the shape measured, but in this case we lose the robustness property of the
standard measure.
Remark 3. Another advantage of the newmethod follows from the following discussion. It is well known (see [26,27]) that
the standard method cannot be used for the computation of the orientation of shapes S satisfying the following conditions:
m2,0(S) = m0,2(S) and m1,1(S) = 0. (10)
Precisely, if the above equalities hold, then the optimizing function I(α, S) in (1) is a constant function. Consequently, all
shapes satisfying the equalities in (10) have the same measured elongation Est(S) equal to 1. This is a big disadvantage of
the standard measure Est(S) because it does not distinguish among those shapes. Let us mention that N-fold rotationally
symmetric shapes satisfy (10) but there are also many irregular shapes that satisfy those equalities.
On the other hand, the new measure E(S) could distinguish among those shapes, as illustrated by experiments in Fig. 7.
4. Experiments
In this section we give several examples which illustrate the behavior of the new measure.
Fig. 5 includes several ‘random’ shapes listed in accordancewith the increasing values of E(S). The computed E(S) values
(the numbers given immediately below the shapes) are in accordancewith our perception. As expected, the ranking obtained
by the new measure E(S) and the ranking obtained by the standard elongation measure Est(S) (numbers in brackets) can
differ—see the last shape in the first rowand the first shape in the second row.Of course, such different rankings are preferred
because they give more freedom when selecting a set of shape descriptors for certain classification tasks.
An alligator shape is displayed in Fig. 6. The graph in the middle shows the behavior of the optimizing function F(γ , S),
used for the definition of the new elongation measure E(S), as γ varies through the interval [0, 2pi ]. The graph displayed
illustrates that the behavior of F(γ , S) is in accordance with the discussion in the proof of Theorem 2.1. The minimum of
F(γ , S) is 1 while the maximum of F(γ , S) (i.e. the elongation E(S)) is≈1.32.
The graph on the right shows the behavior of the optimizing function I(α, S), used for the definition of the standard
elongation measure Est(S) (see (1)). Just to mention that the minima and maxima are ≈105.8 and ≈152.9, respectively
(such, relatively big, values are obtained because a high image resolution is used and the pixel size 1× 1 is assumed). This
gives the standard elongation Est(S) ≈ 1.44.
Shapes in Fig. 7 illustrate an advantage of the new elongation measure E(S) against the standard one Est(S), as described
by Remark 3, given after Theorem 3.1. As mentioned (for more details we refer to [26,27]), all shapes in Fig. 7, being N-fold
(N > 2) rotationally symmetric, have the standard elongation measure equal to 1 (i.e. for all of them I(α, S) is a constant
function). Thus, the standard measure Est(S) does not distinguish between those shapes, which is a big disadvantage.
On the other hand, the new measure E(S) assigns different values to the displayed shapes, as preferred. Notice that the
measured values E(S) (numbers below the shapes) are given as approximative values because digital images are used for
the computation.
4.1. Shape orientation
The new method for computation of the shape elongation, introduced by this paper, leads to a new method for the
computation of the shape orientation. Naturally, the orientation of a given shape S can be defined by the orientation of the
maximally elongated encasing rectangleR(S)—i.e. by the direction of the longer edge ofR(S). Several examples are given
in Fig. 8 to illustrate the behavior of such a defined shape orientation. It could be said that the computed orientations are
in accordance with our perception. The orientations computed by the standard method (shape orientation is defined by the
angle α which minimizes I(α, S)) are in brackets.
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Fig. 5. Computed elongations E(S) by the new method. Elongations Est(S) computed by the standard method are in brackets.
Fig. 6. Graphs of the functions F(γ , S) and I(α, S), for α, γ ∈ [0, 2pi ], of the alligator shape on the left.
Fig. 7. Rotational symmetric shapes with different E(S) values.
Fig. 8. Shapes oriented by the direction of the longer edge ofR(S). The orientations computed by the standard method are in brackets.
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Fig. 9. Simple shapes with different optimal encasing rectangles.
5. Conclusion
In this paper we have shown that the boundary of the maximally elongated rectangle of a given shape S includes at least
one edge of the convex hull of S. Such a nice property enables an easy and simple construction of such a rectangle which
encourages its application in certain computer science tasks. Here, we suggested that such maximally elongated rectangles
can be used to measure the shape elongation and, as a new shape measure, can be used in image processing and shape
analysis tasks. Elongation of a given shape S is defined as the ratio of the length of the longer edge and the length of the
shorter edge of the maximally elongated encasing rectangle of the shape considered. Such a defined measure has several
desirable properties. It is invariant with respect to similarity transformations and it can be applied in situations where the
standard method fails—e.g. in situations where the measured shapes are N-fold rotationally symmetric shapes (N > 2)
(those shapes appear very often as machine made products, for example). The newmeasure can cope with such shapes and
this is a very desirable property.
Several examples are given to illustrate the behavior of the new elongation measure.
Notice that different classes of optimal rectangles which encase a given shape are already studied in the literature.
Encasing rectangles having the minimal possible area are most studied. Several simple shapes, having different maximally
elongated encasing rectangles and encasing rectangles having the minimal area, are in Fig. 9. Due to the simplicity the
difference can be checked easily.
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