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ROC receiver operating characteristic krivulja ROC
K-NN K nearest neighbour K najbljizˇjih sosedov
SVM support vector machine metoda podpornih vektorjev
WAV Waveform audio format Valcˇni zvokovni format
Hz Unit Hertz Kratica za enoto herz
MFCC mel frequency cepstral coefficients melodicˇni frekvencˇni kepstralni koeficienti
ML Machine learning Strojno ucˇenje
FT Fourier transform Fourierjeva transformacija
CT Cosine transform Kosinusna transformacija
DFT Discrete Fourier transform Diskretna Fourierjeva transformacija
S1 First heart sound Prvi srcˇni ton
S2 Second heart sound Drugi srcˇni ton
S3 Third heart sound Tretji srcˇni ton
S4 Fourth heart sound Cˇetrti srcˇni ton

Povzetek
Srcˇna avskultacija je najstarejˇsa neinvazivna metoda za odkrivanje bolezni
srcˇnih zaklopk. V diplomi smo se osredotocˇili na analizo fonokardiogramov
s pomocˇjo metod digitalnega procesiranja signalov ter metod umetne inte-
ligence za klasifikacijo. Signal pridobljen iz elektronskega stetoskopa smo
razdelili v segmente, kjer en segment ustreza enemu kardialnemu ciklu. Nad
segmentom smo izracˇunali MFCC znacˇilke, katere smo uporabili kot vhod
algoritmom strojnega ucˇenja v programskem sistemu Orange. Ciljni kla-
sifikacijski razred je stanje pacienta. Locˇevali smo med fonokardiogrami s
prisotnim sˇumom in brez. Najboljˇso klasifikacijsko tocˇnost smo dosegli z na-
ivnim Bayesovim klasifikatorjem. Dosegli smo 92,4 % tocˇnost pri pricˇakovani
tocˇnosti vecˇinskega klasifikatorja 75,2 %. Dosegli smo 76,9 % senzitivnost
in 95,4 % specificˇnost, prav tako z naivnim Bayesovim klasifikatorjem. Po
nasˇem mnenju bi lahko bil tak sistem pomocˇ zdravnikom pri diagnosticiranju
bolezni srcˇnih zaklopk. V teoreticˇnem delu diplome smo na kratko opisali
algoritme, katere smo uporabljali ter kaksˇne so naravne omejitve pri delu s
procesiranjem signalov.
Kljucˇne besede: avskultatorni fenomeni, bolezni srcˇnih zaklopk, elektron-
ski stetoskop, MFCC, digitalno procesiranje signalov.

Abstract
Heart auscultation is one of the oldest non-invasive method for detection
valvular heart disease. In thesis we have focused on the analysis of phono-
cardiograms with digital signal processing methods and methods of artificial
intelligence for classification. We have divided the signal obtained from elec-
tronic stethoscope in to segments where one of the segment corresponds to
one cardiac cycle. After that we calculate MFCC features on one of the
segments. The features serve as an input to machine learning algorithms in
system Orange. Target classification class is the condition of a patient. We
have distinguish the phonocardiograms with a heart murmur and without
it. The best classification accuracy that we achieved is with naive Bayes
classificator of 92.4 %. The expected accuracy of majority class was 75.2 %.
The best achieved sensitivity and specificity was 76.9 % and 95.4 % respec-
tively, also with naive Bayes classificator. In our opinion such system could
be used by physicians to help diagnose heart valve diseases. In theoretical
part of the thesis we have described algorithms that we used and what are
the limitations of processing a signal.
Keywords: auscultation phenomena, heart valve disease, electronic stetho-




1.1 Splosˇni uvod in namen
V pricˇujocˇem diplomskem delu bomo podrobno obravnali fonokardiograme,
akusticˇne posnetke bitja srca, ki jih zdravniki pridobijo s pomocˇjo neinvazivne
metode oslusˇkovanja sˇumom. Ta neinvazivna tehnika se imenuje kardialna
avskultacija. Napredek v elektroniki omogocˇa racˇunalniˇsko karakterizacijo
posnetkov. Cilj diplomskega dela je s pomocˇjo metod za analizo signalov
pridobiti znacˇilke signala, ki jih lahko uporabimo za klasifikacijo primerov na
normalne ali taksˇne s prisotnim srcˇnim sˇumom. Pomembno je, da se postopki
za iskanje bolezni srcˇnih zaklopk, na podlagi avskultatornega posnetka srca
avtomatizirajo, saj s tem bolj objektivno ocenimo stanje pacienta.
Prav tako se bomo v diplomskem posvetili raziskavi in analizi razlicˇnih me-
tod za locˇevanje oziroma dekompozicijo celotnega avskultatornega signala
v okvirje, tako da bomo vsak okvir opisali z vektorjem znacˇilk, kot je v
navadi pri razpoznavi govora. Raziskali bomo nabor najbolj znacˇilnih me-
tod s podrocˇja digitalnega procesiranja signalov, kot so melodicˇni frekvencˇni
kepstralni koeficienti (v nadaljevanju MFCC), valcˇne transformacije in Fou-
rierjeva transformacija ter razlicˇne variacije Fourierjeve transformacije. Za
klasifikacijo ter povezovanje vektorjev znacˇilk s patolosˇkimi stanji pacientov
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pa bomo uporabili nevronske mrezˇe kot zacˇetni izbor. Poskusili pa bomo
tudi z metodo k-najbljizˇjih sosedov, metodo podpornih vektorjev in z naiv-
nim Bayesovim klasifikatorjem.
Sledi natancˇnejˇsi opis dela. Vizualno bomo primerjali mocˇnostne spektre
posnetkov s prisotnim sˇumom in brez ter tako ugotovili, katere frekvencˇne
pasove zavzamejo fonokardiogrami. S poznavanjem tega dejstva bomo s
pomocˇjo valcˇne dekompozicije z valcˇkom Coiflet 3 [6] razdelili celoten surovi
signal na posamezne frekvencˇne komponente. Nato ga bomo rekonstruirali na
isti stopnji. S tem korakom bomo odstranili manj izrazite frekvencˇne oscila-
cije. Nato bomo uporabili Morletovo valcˇno funkcijo za zvezno valcˇno trans-
formacijo ter tako konstruirali ovojnico. Napisali bomo svojevrsten adaptivni
dinamicˇni algoritem, s pomocˇjo katerega bomo razdelili signal na intervale.
Iz razdeljenih intervalov bomo vzeli samo prvega ter ga uporabili kot vhod
za izracˇun koeficientov MFCC. Ciljni razred je razlikovati signale s priso-
tnim sˇumom, ki je lahko fiziolosˇki ali patolosˇki in signal brez njega. Torej
signale, ki so jih specialisti kardiologije oznacˇili kot MURMUR in NORMAL.
Rezultate bomo primerjali z zˇe znanimi ugotovitvami na tem podrocˇju.
1.2 Sestava dela
Delo je sestavljeno iz sˇtirih poglavij, vkljucˇno z uvodom. Deli se na teoreticˇni
del, ki zajema vse do vkljucˇno tretjega poglavja. V zadnjih treh poglavjih
je predstavljen postopek in rezultati. Na zacˇetku podamo kratek uvod, kjer
je opisano delovanje srca ter osnove, ki jih potrebujemo za razumevanje ce-
lotnega dela. Osnovni korak pri avtomatskem opisovanju podatkov je po-
znavanje podrocˇja. Nato sledi opis podatkovne baze ter opis metod, ki smo
jih uporabili za procesiranje podatkov. Podamo tudi smiselni kratek uvod v
strojno ucˇenje, ter na koncu dela ovrednotimo rezultate ter opiˇsemo smernice
za nadaljnji razvoj. Delo je strukturirano na taksˇen nacˇin, da ni potrebno
imeti nikakrsˇnega predznanja, saj je vse opisano in razlozˇeno v njem samem.
Poglavje 2
Kratek uvod o delovanju srca
V nadaljevanju bomo spoznali osnovno delovanje kardiovaskularnega sistema
v cˇloveku ter opredelili nekatere pogostojˇse diagnoze srcˇnih zaklopk. Delno
se bomo poglobili v fiziologijo srca in ugotovili, kako pomemben je ta musku-
latorni organ. Organ, nadzira zˇivcˇni sistem in njegovo delovanje je odvisno
od tega, katera vrsta zˇivcˇnega sistema je trenutno prevladujocˇa. Poglavje
zacˇenjamo s kratkim pregledom razvoja stetoskopa, osnovnega pripomocˇka,
s katerim si zdravniki pomagajo pri parcialnem diagnosticiranju. Koncˇno
diagnozo zdravniki oziroma specialisti kardiologije postavijo z bolj sofistici-
ranimi preiskavami, na primer ultrazvocˇno preiskavo srca.
2.1 Kronolosˇki pregled razvoja stetoskopa
Avskultacija je ena izmed najstarejˇsih metod za diagnosticiranje respirator-
nih bolezni in patolosˇkih srcˇnih fenomenov. Sam zacˇetek poslusˇanja delovanj
notranjih organov je zacˇel raziskovati anticˇni grsˇki zdravnik Hipokrat. Ven-
dar je bil poglavitni napredek dosezˇen sˇele leta 1816 z izumom stetoskopa, ko
je francoski zdravnik Rene Laennec [8] med pregledom sliˇsal dodatne sˇume
s kosom zvitega papirja. Pozneje je sam izdelal cev iz lesa, s katero je pre-
gledoval paciente. Ime stetoskop izhaja iz grsˇcˇine, kjer stethos pomeni prsni
kosˇ in scopos raziskati. Do zacˇetka 20. stoletja so bili stetoskopi izdelani
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mono slusˇno, pozneje pa so enojno cev nadomestili z dvema, za vsako uho
eno. Stetoskop je sestavljen iz dela, ki se imenuje glava ter slusˇni del. [9]
Glavo zdravniki prislonijo na toraks (prsni kosˇ) za npr. avskultacijo srca.
Glava vsebuje membrano, ki niha longitudinalno in s tem se generira zvok.
Z rapidnim razvojem tehnologije so se okoli leta 1980 pojavili elektronski
stetoskopi. Ena od aplikacij modernega stetoskopa je spremljanje srcˇnega
utripa sˇe nerojenega otroka tako, da ovijejo trak okoli trebuha (abdomen).
Taksˇna metoda se imenuje eksterni monitoring. V prihodnosti naj bi se raz-
vijali inteligentni elektronski stetoskopi za domacˇo uporabo. Mozˇen je tudi
razvoj ekspertnega sistema, kar je tudi namen tega diplomskega dela, da se
postopki za postavljanje diagnoze avtomatizirajo.
2.2 Fiziologija srca in delovanje
Srce je miˇsicˇni organ sestavljen iz leve in desne srcˇne miˇsice. Naloga obeh je,
da stiskata kri vsaka v svoj obtok. Locˇimo veliki in mali krvni obtok. Mali
krvni obtok sestavljajo vene in desna srcˇna miˇsica, ki se deli na preddvor
in prekat. Po venah dobiva srce kri, ki vsebuje odpadne snovi ter ogljikov
dioksid. Dobljena kri se skladiˇscˇi v desnem preddvoru, nato preide v desni
prekat iz katerega srce pozˇene kri v pljucˇne arterije. Srcˇne zaklopke pre-
precˇujejo, da bi se kri vracˇala nazaj po isti poti. Kri se obogati s kisikom
v pljucˇih in odda ogljikov dioksid. Nalogo tega imajo posebna krvna tele-
sca imenovana eritrociti, katera prejmejo vdihnjen kisik in oddajo oglikov
dioksid, katerega izdihnemo. Po slednjem procesu preide kri v desno srcˇno
miˇsico, ki stisne kri v veliki krvni obtok. Veliki krvni obtok, ki se tudi ime-
nuje sistemski krvni obtok, razvede kri v vse celice v sistemu tudi do najbolj
oddaljene celice preko perifernih arterij in aorte.
Kardialni cikel je sestavljen iz sistole, to je interval, na katerem se srce skrcˇi
in diastole, kjer se srce raztegne. Sistola je interval srcˇnega cikla, ki je krajˇsi
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od diastole. Prvi srcˇni ton S1 se pojavi na zacˇetku sistole. Srcˇni ton je
karakteristika bitje srca in je podrobneje razlozˇen v nadaljevanju. Za njega
je znacˇilno, da obsega interval frekvencˇnih vrednosti med 10 in 200 Hz, ter
da ima amplitudni odziv viˇsji kot drugi kardialni fenomeni [9]. Drugi srcˇni
ton, katerega oznacˇujejo v medicini kot S2, se pojavi na zacˇetku diastole in
vsebuje dve viˇsji frekvencˇni komponenti. Cˇe ga primerjamo s S1 dosega S2
viˇsje frekvence.
Slika 2.1: Fonokardiogram, kjer je oznacˇen en kardialni cikel
Srce ima sˇtiri srcˇne zaklopke:
• trikuspidalna zaklopka,
• zaklopka pljucˇne arterije,
• aortna zaklopka,
• mitralna zaklopka.
V sistolicˇnem intervalu srcˇnega ritma se prekata skrcˇita ter trikuspidalna
in mitralna zaklopka se zapreta, kar sliˇsimo s stetoskopom kot srcˇni ton S1.
V drugem delu cikla srca imenovanem diastola se zaklopka pljucˇne arterije
in zaklopka aorte zapreta, kar sliˇsimo kot srcˇni ton S2. Ko sta dve zaklopki
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Slika 2.2: Prerez srca [15]
zaprti, sta drugi dve odprti. Hibe so mozˇne, ko je katera od zaklopk zozˇena ali
se ne zapre zadosti. Cˇe je zozˇena, mora srcˇna miˇsica proizvesti zadosten vecˇji
pritisk kot obicˇajno, da lahko kri pozˇene po telesu. V nasprotnem primeru,
cˇe se ne zapre zadosti, pa nekaj krvi stecˇe v nasprotni smeri. Vzrokov, da
se posˇkoduje delovanje srcˇnih zaklopk, je vecˇ. Posledice so lahko tudi zaradi
stresnega zˇivljenja ali pa so prirojene.
2.3 Obravnavane diagnoze v kardiologiji
Slika 2.3 prikazuje sinteticˇni normalni signal. Opazimo lahko, da sˇuma ni
prisotnega niti na sistoli niti na diastoli. Na diastoli sta prisotna z nizko
amplituda srcˇna tona S3 in S4. Pojav omenjenih srcˇnih tonov se prepleta
s fiziolosˇkimi in patolosˇkimi dejavniki. Torej lahko se pojavita pri zdravem
pacientu ali bolnem. Zato v diplomskem delu ne bomo obravnavali dodatna
srcˇna tona, saj ne moremo dolocˇiti razlik z algoritmi digitalnega procesiranja
signalov.
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Slika 2.3: Primer normalnega sinteticˇnega signala [14]
Nekaj pogostejˇsih bolezni srcˇnih zaklopk, kjer se kot eden od simptomov





Izraz stenoza pomeni zozˇenje krvnih zˇil. Posledica tega je nezadostna
oskrbljenost krvi skozi koronarne arterije. Tako se povecˇa mozˇnost za nena-
dno smrt zaradi zastoja srca. Na sinteticˇni sliki 2.4 lahko opazimo na sistoli
sˇum, ki je tipa crescendo-decrescendo, kar pomeni, da je na zacˇetku manjˇsa
amplituda, nato dosezˇe vrh, na koncu se pa spet znizˇa. Sˇum se na sistoli
razteza cˇez celoten interval. Signal je periodicˇen in sistolicˇno nakljucˇen. Sis-
tolicˇno nakljucˇen pomeni, da je prisoten sˇum na sistolicˇnem intervalu srcˇnega
ritma, ki ni matematicˇno opisljiv. Na diastoli ni prisotnega sˇuma in je idealno
konstanten, kar pa ne velja za signale snemane v realnih pogojih.
Izraz insuficienca pomeni, da gre za nezadostno zapiranje zaklopke, kar
povzrocˇa tok krvi v nasprotno smer. Na sinteticˇni sliki 2.5 opazimo, da
je sedaj sˇum prisoten na diastoli in je tipa descrescendo, kar pomeni, da
amplituda pada. Sˇum se na diastoli razteza cˇez celoten interval. Signal je
diastolicˇno nakljucˇen, kar pomeni, da sˇum na diastoli ni matematicˇno opisljiv.
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Slika 2.4: Primer sˇumnega sinteticˇnega signala aortne stenoze [14]
Na sistoli ni prisotnega sˇuma. Iz slik se tudi opazi, da je sistolicˇen interval
krajˇsi kot diastolicˇni, kar nam pride prav pozneje pri dolocˇanju intervalov
srcˇnega ritma.
Slika 2.5: Primer sˇumnega sinteticˇnega signala aortne insuficience [14]
Poglavje 3
Opis podatkov
V tem poglavju bomo na kratko opisali bazo podatkov ter predprocesiranje
signala. Predprocesiranje je pomemben korak pri pripravi podatkov. Pri
predprocesiranju ponavadi odstranimo sˇum in napake na podatkih, norma-
liziramo signal ter s filtri pridobimo intervale za nas pomembnih podatkov.
Uporabili smo prosto dostopno spletno bazo posnetkov fonokardiograma [7].
3.1 Opis podatkovne baze
Podatkovna baza, ki je vir fonokardiogramov, vsebuje skupaj 264 posnetkov
razdeljenih v dva razreda. Je neuravnotezˇena, saj je 200 posnetkov oznacˇenih
kot Normal in 64 je oznacˇenih kot Murmur. Deli se na podatkovno mnozˇico
A in jo sestavljajo posnetki posneti z aplikacijo za iPhone ter podatkovno
mnozˇico B, ki je sestavljena iz klinicˇnih posnetkov posnetih z elektronskim
stetoskopom DigiScope. Za namene diplomske naloge smo uporabili samo
mnozˇico B. Ciljni atribut je bolezensko stanje in je lahko:
• Normalno: Slika 3.1
• Sˇum: Slika 3.2
Slika 3.1 prikazuje fonokardiogram pacienta, ki je oznacˇen kot Normal. Na
sliki so konice, ki predstavljajo srcˇne tone S1 in S2. Sistola je interval cikla,
9
10 POGLAVJE 3. OPIS PODATKOV
Slika 3.1: Naravni normalni signal
Slika 3.2: Naravni signal s sˇumom
ki sledi srcˇnemu tonu S1 in se locˇi s srcˇnim tonom S2. Temu sledi diastola.
Nobeden od obeh intervalov nima prisotnega sˇuma. Slika 3.2 prikazuje fo-
nokardiogram pacienta, kjer se pa opazi, da je sˇum prisoten tako na sistoli
kot na diastoli. Ta fonokardiogram je oznacˇen kot sˇumni (angl. Murmur).
Vsi posnetki so vzorcˇeni s frekvenco 4kHz, kar pomeni, da posnetek dolg
1 sekundo sestavlja 4000 vzorcev. Posnetki so variabilne dolzˇine, dolgi med
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1 in 30 sekundami. Pridobljeni so na pacientih otrok in odraslih v razlicˇnem
stanju. Zato je srcˇni utrip nekaterih pacientov viˇsji od 140. Za vecˇino pa-
cientov v bazi pa velja, da se nahaja med 60 in 100 utripi na minuto [7].
Teorem v teoriji informacij pravi: Zvezen signal je lahko pravilno vzorcˇen,
cˇe in samo cˇe ne vsebuje frekvencˇnih komponent nad eno polovico frekvence
vzorcˇenja [4]. Za vse avskultatorne fenomene, ne glede na to, kako so pri-
dobljeni, velja, da se srcˇni toni nahajajo v v frekvencˇnem obmocˇju med 10
in priblizˇno 190 Hz [7]. Sˇumi so viˇsje frekvence v obmocˇju med 276 in
551 Hz [6]. Zato cˇe se vrnemo na teorem, so posnetki vzorcˇeni s pravilno
frekvenco in bi jo lahko zaradi hitrosti procesiranja podatkov prevzorcˇili na
nizˇjo frekvenco, tako kot so to naredili raziskovalci v cˇlanku [6]. V diplom-
skem delu tega nismo naredili, saj je hitrost obdelave podatkov nepomembna
za nas. Vsi posnetki so shranjeni v zvokovni datoteki WAV.




Na podlagi cˇlanka [6] smo se odlocˇili za izbiro tipa valcˇne funkcije, ki se
imenuje Coiflet 3 (slika 4.1). Coiflet valcˇne funkcije so skoraj simetricˇne in
imajo vecˇ koeficientov v nizˇji in v viˇsji stopnji kot preprostejˇse valcˇne funkcije
npr. Haar.
Slika 4.1: Coiflet 3
Coiflet valcˇno funkcijo bomo tudi uporabili pri separaciji sˇuma od nor-
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malnih komponent srcˇnega ritma. V koraku predprocesiranja osnovni surovi
signal se razdeli na naslednje komponente [6]:
• detajli prve stopnje (d1): 551 Hz - 1102 Hz,
• detajli druge stopnje (d2): 276 Hz - 551 Hz,
• detajli tretje stopnje (d3): 138 Hz - 276 Hz,
• aproksimacija tretje stopnje (a3): 0 Hz - 138 Hz.
Slika 4.2 prikazuje drevo, ki se imenuje banka filtrov (angl. filter bank).
Banka filtrov je skupina oziroma mnozˇica razlicˇnih filtrov. Mnozˇica filtrov je
sestavljena iz nizko-prepustnih in visoko-prepustnih filtrov. Omogocˇa spek-
tralno dekompozicijo originalnega signala v vecˇ komponent ter spektralno
kompozicijo [10]. Kar pomeni, da lahko razgradimo signal na manjˇse kom-
ponente ali pa ga zopet zdruzˇimo iz razlicˇnih filtrov. Tukaj je x[n] osnovni
signal, izraz v krogu oznacˇen kot D2 pa pomeni znizˇanje frekvence vzorcˇenja
za faktor 2 (angl. downsampling). Na sliki je prikana le dvostopenjska de-
kompozicija. Koeficienti prve stopnje na sliki ustrezaju detajlom prve stopnje
in tako naprej vse do zadnje stopnje pri kateri ni vecˇ nadaljnje delitve. Zadnje
stopenjski koeficienti ustrezajo aproksimacijskim.
Slika 4.2: Banka filtrov
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4.2 Metode digitalnega procesiranja signalov
Transformacija osnovnega signala je preslikava, ki signal preoblikuje, pri
cˇemer dobimo znacˇilne lastnosti tega signala. Osnovni surovi signal razsta-
vimo v manjˇse kompaktnejˇse elemente, ki sestavljajo nov signal, iz katerega
lahko sklepamo o sami naravi in sestavi surovega signala. Splosˇno delimo si-
gnale na stacionarne in nestacionarne. Stacionarni se periodicˇno ponavljajo,
njihov frekvencˇni spekter se s cˇasom ne spreminja. V biolosˇkih merjenjih, kot
je elektroencefalografija, elektromiografija ter elektrokardiografija, pa imamo
opravka z nestacionarnimi signali. Zato je pomembno, da najdemo primerno
transformacijo za obdelavo surovega signala. Za zacˇetek lahko omenimo naj-
bolj znano Fourierjevo transformacijo, ki jo uporabljajo v spektralni analizi,
ali pa kot del vecˇje metode, kar je opisano v podpoglavju 4.2.6. Ta slika
signal odvisen od cˇasovne spremenljivke na abscisni osi v isti signal, ki se
izrazˇa s frekvencami ki v njem nastopijo. Vendar ima Fourierjeva transfor-
macija slabo lastnost, da dobimo le frekvence, informacije o cˇasu, kdaj se je
dolocˇena frekvenca pojavila v osnovnem surovem signalu pa ni. V diplom-
ski nalogi podrobneje obravnavamo bioakusticˇne signale, za katere je zelo
pomembna lastnost tudi cˇas, v katerem se dolocˇena frekvenca pojavi.
4.2.1 Naravne omejitve
Za signal, enako kot je to vidno v drugih pojavih v naravi, veljajo tako ime-
novane naravne omejitve, ki nas omejujejo pri hkratnem dolocˇanju frekvence
in cˇasa. Slika 4.3 prikazuje, kako interpretiramo frekvencˇne in cˇasovne re-
solucije [3]. Na sliki imamo dve osi, ena oznacˇuje cˇas in druga frekvence.
Pri nizkih frekvencah je viˇsina stolpicˇa, (kar je na sliki vidno kot dolg pas)
majhna, kar pomeni boljˇso frekvencˇno resolucijo, vendar je dolzˇina stolpicˇa
velika, kar pomeni slabo cˇasovno resolucijo. V obratni smeri, kjer je frekvenca
visoka, lahko lazˇje dolocˇimo cˇasovno komponento, frekvenco pa s tezˇavo. Tu-
kaj nastane dilema oziroma iˇscˇemo kompromis med frekvenco in cˇasom (angl.
trade-off). Bolj natancˇno ko dolocˇimo cˇas, manj natancˇno poznamo njegovo
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frekvenco. To je pasovna sˇirina v tem cˇasovnem intervalu in obratno.
Slika 4.3: Cˇasovna-frekvencˇna resolucija
4.2.2 Normalizacija fonokardiogramskega signala
Normalizacija pomeni prilagajanje oziroma skaliranje podatkov, tako da se
podatki nahajajo v dolocˇenem obsegu oziroma intervalu vrednosti. Gre za
kreiranje poravnanih podatkov, t.i. normaliziranih vrednosti in omogocˇa,
da lahko podatke med seboj primerjamo, tudi cˇe jih pridobimo iz razlicˇnih
podatkovnih baz. Normalizacija je proces, s katerim reduciramo meritve na
neko vnaprej definirano merilo oziroma obseg nevtralnih vrednosti [11]. Iz-
raz nevtralne vrednosti pomeni, da ne pride do nesoglasij med podatki. V
nasˇem primeru smo normalizirali avskultatorne posnetke na interval med -1
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kjer je x(t) signal, max je funkcija, ki vrne maksimum v vektorskem
signalu. Ucˇinek normalizacije signala je prikazan na slikah 4.4 in 4.5.
Slika 4.4: Fonokardiogram pred normalizacijo
Slika 4.5: Fonokardiogram po normalizaciji
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4.2.3 Diskretna Fourierjeva transformacija (DFT)
V uvodu smo omenili, da Fourierjeva transformacija (FT) ni primerna za
analizo, saj ne dobimo vrnjene cˇasovne komponente. V splosˇnem lahko
izracˇunamo Fourierjevo transformacijo za celoten signal, vendar se potem ne
locˇi na katerem segmentu signala je prisoten sˇum. Sicer poznamo sˇe STFT
(Short Time Fourier Transform), pri kateri je dolzˇina okvirja fiksna. Tako
ne bi razpoznali nekaj vrst bolezni srcˇnih zaklopk. Je pa ena izmed metod
za izracˇun melodicˇnih frekvencˇnih kepstralnih koeficientov in nima vpliva na
koncˇni rezultat.
Na Fourirjevo transformacijo lahko gledamo kot koreliranost signala s pe-
riodicˇnim kompleksnim signalom. Korelacija je vsota produktov posameznih
vrednosti obeh signalov. Cˇe sta trenutni vrednosti pozitivni ali, cˇe sta obe
negativni, potem prispevata pozitivno vrednost koncˇni vsoti. Cˇe in samo cˇe
sta predznaka razlicˇna, pa prispevata negativno vrednost koncˇni vsoti. Ko-
relacija med signaloma je najvecˇja, ko dobimo nenegativno visoko vrednost.
Cˇe dobimo vrednost blizu nicˇ ali manjˇso, potem pravimo, da sta signala ne-
korelirana.









Torej racˇunamo korelacijo med nasˇim signalom in kompleksnim periodicˇnim
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Slika 4.6 in slika 4.7 prikazujeta graf opravljene Fourierjeve transformacije
nad primerom signala iz elektronskega stetoskopa s sˇumom in brez njega.
Na sliki prikazujemo absolutni amplitudni odziv in ne njene kompleksne vre-
dnosti. Vidimo lahko, da se sˇum nahaja v frekvencˇnem pasu med 150 hz
in 1000 hz. Najbolj izrazit, torej najvecˇjo viˇsino dosega pri frekvenci 200
hz. Medtem ko signal, ki je oznacˇen kot Normal, vsebuje le frekvence, ki so
manjˇse od 100 hz.
Slika 4.6: DFT normalnega fonokardiograma
4.2.4 Diskretna kosinusna transformacija (DCT)
Slednja transformacija je podobna Fourierjevi, vendar z razlikami:
• diskretna kosinusna transformacija ni kompleksna,
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Slika 4.7: DFT fonokardiograma s sˇumom
• uporablja se kot algoritem za kompresiranje podatkov,
• racˇunsko ucˇinkovitejˇsa in manjˇsa cˇasovna zahtevnost kot Fourierjeva
transformacija.
















Tako kot pri diskretni Fourierjevi transformaciji, se tudi ta racˇuna s koncˇnimi
vsotami, nad koncˇnim zaporedjem sˇtevil, ki predstavljajo signal. Rezultat je
koncˇno zaporedje. Iz enacˇbe se vidi, da je kosinusna transformacija samo iz-
peljanka Fourierjeve, pri cˇemer ne uposˇtevamo kompleksnega sinusnega dela.
Tako le-ta postane realna. Ujema se s simetricˇnimi sodimi signali. V primeru,
da ni sodi signal, ga transformacija razsˇiri v sodega.
4.2.5 Valcˇne funkcije
Valcˇne funkcije so posebne druzˇine funkcij, katerim je skupno, da izhajajo iz
ene same prototipne funkcije (angl. Mother wavelet). Pogosto se uporabljajo
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v algoritmih za stiskanje podatkov, znani primer je kompresijski standard
JP2, ki je nadomestil diskretno kosinusno transformacijo. Temeljna razlika
med Fourierjevo transformacijo in valcˇnimi funkcijami je, da slednje vrnejo
dodaten parameter in to je lokacija v cˇasu. Na sliki 4.8 je kompleksna Mor-
letova valcˇna funkcija, s pomocˇjo katere v nasˇem primeru zgradimo ovojnico
signala.
Slika 4.8: Morletova valcˇna funkcija
Zvezna valcˇna transformacija signala x(t) je podana z enacˇbo:









kjer je τ translacijski parameter. Dolocˇa premik po cˇasovni osi. Parameter
a je skalirni faktor, ki dolocˇa razsˇiritev signala ali kompresijo. Cˇe je skalirni
faktor vecˇji od 1, to pomeni operacijo razsˇiritve v nasprotnem primeru, cˇe je
manjˇsi od 1 pa pomeni kompresijo. Funkciji ψ recˇemo mati valcˇnih funkcij in
se uporablja kot prototip za generacijo razlicˇnih variacij funkcij parametra
τ in a. Ulomek 1√
a
je normalizacijske narave, zato da ima rezultat enako
22 POGLAVJE 4. UPORABLJENE METODE
porazdeljeno energijo.
4.2.6 Melodicˇni frekvencˇni kepstralni koeficienti (MFCC)
V zacˇetku bomo razcˇlenili naslov. Mel je enota, ki izhaja iz besede melodija
(angl. Melody). Cˇe je vir zvoka oseba, je viˇsina tona odvisna od karakteri-
sticˇnih lastnosti vokalnega trakta govorca. Besedo frekvencˇno uporabljamo,
zato ker se nanasˇa na frekvencˇno analizo signala. Frekvenca je povezana s
toni, ki sestavljajo kompleksnejˇse zvoke. Frekvencˇna analiza je postopek, ki
nam signal izrazi z vsoto elementarnih elementov (tonov) razlicˇnih frekvenc.
Kepster (angl. cepstrum) je besedno obrnjeno spekter (angl. spectrum).
Navezuje se na uporabo inverzne Fourierjeve transformacije v originalnem
postopku. Za analizo in procesiranje zvoka je inverzno Fourierjevo trans-
formacijo nadomestila diskretna kosinusna transformacija, ime je pa ostalo
enako.
Na koncu izracˇuna dobimo vektor, sestavljen iz koeficientov pri posameznih
frekvencah v melodicˇni lestvici. Metodo so zacˇeli sˇiroko uporabljati v raz-
poznavi govora, pri identifikaciji govorca, in pri razlikovanju med spoloma v
govoru. Zvocˇni signali katere dobimo oziroma so posneti z elektronskim ste-
toskopom, se konstantno spreminjajo. Vendar iz vidika okvirjev, ko celotni
signal razdelimo v manjˇse skupine, kjer je vsak okvir dolg nekaj milisekund so
spremembe v nihanju komaj vidne. V naslednjih korakih izracˇunamo spek-
ter mocˇi in za spekter mocˇi oznacˇimo kateremu frekvencˇnemu pasu pripada.
Zacˇetni frekvencˇni pas je zelo ozek in zajema frekvence okoli nicˇle. S sto-
pnjevanjem proti viˇsjim frekvencam se frekvencˇni pasovi razsˇirijo. Rezultat
logaritmiramo, saj nasˇa percepcija sluha deluje na logaritemski skali. Ker se
filtri, prekrivajo izracˇunamo diskretno kosinusno transformacijo, da znizˇamo
dekoreliranost.
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4.2.7 Postopek izracˇuna MFCC znacˇilk
MFCC znacˇilke bomo v nasˇem primeru uporabili za frekvencˇno analizo si-
gnala. Postopek izracˇuna MFCC znacˇilk je sestavljen iz sˇestih korakov [16]
1. Signal razdelimo v manjˇse okvirje.
2. Za vsak okvir izracˇunamo Fourierjevo transformiranko.
3. Za dobljeni spekter izracˇunamo mel banko filtrov in sesˇtejemo energijo
v vsakem filtru.
4. Logaritmiramo posamezne energije.
5. Izracˇunamo diskretno kosinusno transformacijo za vsako energijo.
6. Uporabimo samo nekaj zacˇetnih koeficientov, ostale zavrzˇemo.
4.2.8 Adaptivni dinamicˇni algoritem za dolocˇanje srcˇnih
tonov na ovojnici
Pri izracˇunu ovojnice signala je potrebno dolocˇiti srcˇne tone, zato da se locˇi
en srcˇni cikel. Ideja algoritma je v tem, da bo interval, ki na primer ustreza
sistoli, statisticˇno enake absolutne dolzˇine kot predhodna sistola, saj se fre-
kvenca srcˇnega utripa ne spremeni v trenutku. Za spremembo frekvence
srcˇnega utripa je potreben cˇas, fonokardiogrami pa so dolgi nekaj sekund.
V resnici trenutna sistola in neposredna prejˇsnja ne bosta popolnoma enake
absolutne dolzˇine. Razlikovala se bosta v manjˇsem sˇtevilu vzorcev. Zato je
predhodno glede na bazo posnetkov potrebno nastaviti nek prag, ki dolocˇa
razliko. V nasˇem problemu smo uporabili prag nekaj milisekund. Za na-
daljevanje tega dela bi bilo potrebno imeti dovolj veliko mnozˇico in izmeriti
povprecˇno razliko za razlicˇne frekvence bitja srca. Mozˇno je, da se razlika
porazdeljuje po kaksˇni znani statisticˇni porazdelitvi, vendar tega sˇe ne vemo.
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Slika 4.9: Primer ovojnice signala in dolocˇitev srcˇnih tonov z uporabo di-
namicˇnega algoritma
Slika 4.10: Primer ovojnice signala in dolocˇitev srcˇnih tonov brez uporabe
dinamicˇnega algoritma
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Kot lahko opazimo iz slik grafov ovojnice 4.9, 4.10, lahko recˇemo, da
adaptivni dinamicˇni algoritem izboljˇsa dolocˇanje praga, ki locˇuje srcˇne tone
od sˇuma. Ko dolocˇime maksimume, dobimo lokacije srcˇnih tonov v origi-
nalnem posnetku, kot to prikazuje slika 4.15. V zadnjem koraku celotnega
algoritma smo izracˇunali MFCC nad prvim kardialnim ciklom oznacˇenega
signala.
4.3 Metode strojnega ucˇenja
Z metodami strojnega ucˇenja zˇelimo racˇunalnik naucˇiti razlikovati med ra-
zredi. Imamo dva razreda: signal s prisotnim sˇumom in signal brez sˇuma.
V nasˇem primeru imamo vecˇ koncˇno mnogo MFCC znacˇilk, za katere ne po-
znamo natancˇnega postopka, ki bi klasificiral oziroma razlikoval med znacˇilkami,
ki pripadajo razredu Normal ali razredu Murmur. Zato smo uporabili za kla-
sifikacijo metodo umetne nevronske mrezˇe, prav tako pa smo za primerjavo
uporabili metodo k najbljizˇjih sosedov, metodo podpornih vektorjev in naivni
Bayesov klasifikator.
4.3.1 Umetne nevronske mrezˇe
Obstaja veliko racˇunskih metod, ki so navdahnjene s procesi v naravi kot
so evolucijsko racˇunanje, imunski sistem in seveda nevronske mrezˇe, ki se
uporabljajo v umetni inteligenci. Umetne nevronske mrezˇe so preprost model
biolosˇkih mozˇganov zˇivih bitij. Biolosˇki mozˇgani so sestavljeni iz zˇivcˇnih
celic imenovani nevroni, ki so med seboj povezani s sinapsami. Delujejo po
preprostem principu prenasˇanja akcijskega potenciala preko nevritov, ki so
izrastki iz telesa zˇivcˇne celice. Umetni nevron je preprost model biolosˇkega in
je dolocˇen z vhodnimi povezavami in pripadajocˇimi utezˇmi ter z eno izhodno
povezavo vezano na drugi nevron. Nevroni so t.i. preproste procesne enote.
Umetne nevronske mrezˇe locˇimo po razlicˇnih topologijah, pravilih ucˇenja in
namenu. Za namene ucˇenja smo v nasˇem algoritmu uporabili vecˇnivojski
perceptron.
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Slika 4.11: Shema biolosˇkega nevrona
Slika 4.11 prikazuje biolosˇki nevron, ki je sestavljen iz some, telesa celice
in izrastkov iz celice imenovani dendriti. Najdaljˇsi izrastek se imenuje akson,
in njegov konec se vezˇe na sinapso drugega nevrona. Nevroni v zˇivcˇnem sis-
temu cˇloveka in drugih podobnih zˇivih bitji so povezani nezaporedno. Pri
klasificiranju pa ponavadi uporabljamo nevrone povezane kaskadno. Signal
potuje od vhodnih nevronov preko skritih nivojev v izhod. Slika 4.12 pri-
kazuje umetni nevron, ki je osnovna enota celotne mrezˇe. Vsebuje vhode in
utezˇi, katere indeksno mnozˇimo in jih sesˇtejemo. Na koncu dobimo skalarno
vrednost, ki jo uporabimo kot argument za pragovno funkcijo. Za pragovno
funkcijo se najvecˇkrat uporabi sigmoidno funkcijo. Sigmoidna funkcija je





Oblika funkcije nas spominja na obliko cˇrke S. Slika na desni predstavlja
asimptoticˇno obliko sigmoidne funkcije.
4.3.2 Naivni Bayesov klasifikator
Iz Bayesovskega obrazca sledi splosˇna struktura. Bayesovski model je pre-
prost za izgradnjo, kar pride prav pri velikih podatkovnih bazah [12]. Najvecˇkrat
se model uporablja v medicini, saj so simptomi oziroma bolezenski znaki line-
arno neodvisni med seboj. Njegova preprostost vecˇkrat presezˇe ucˇinkovitost
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Slika 4.12: Shema umetnega nevrona
drugih bolj sofisticiranih metod, kot so nevronske mrezˇe. Bayesovski model
predpostavlja linearno neodvisnost med atributi.






V enacˇbi predstavlja P (rk) apriorno verjetnost razredov. P (V ) je apriorna
verjetnost primera z atributnim opisom, V in P (rk|vi) sta pogojna verjetnost
posameznega primera rk pri pogoju vi. Naivni Bayesov klasifikator upora-
bimo tako, da primer klasificiramo glede na vrednost P (rk|V ). Cˇe je koncˇna
verjetnost manjˇsa od dolocˇenega praga, spada v prvi razred sicer v drugi.
4.3.3 Metoda podpornih vektorjev
Metoda podpornih vektorjev se uporablja v nadzorovanem ucˇenju, kjer so
ucˇni primeri oznacˇeni. Deluje tako kot za klasifikacijske probleme kot tudi
za regresijske. Obstaja celotna druzˇina SVM (Support Vector Machine), z
razlicˇnimi jedrnimi funkcijami:
S = {(x1, y1), (x2, y2), ...(xn, yn)} (4.9)
kjer so x objekti, ki pripadajo ucˇni mnozˇici. Objekti so vektorji koncˇne
dolzˇine in realnih vrednosti.
x ∈ X (4.10)
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In y so znani binarni razredi.
y ∈ {−1, 1} (4.11)
Tukaj lahko opazimo, da uporabljamo dva mozˇna razreda oznacˇena kot
-1 in +1. To je zaradi matematicˇne narave, ki se skriva v ozadju. Lahko
bi si tudi izbrali 1 in 0, vendar bi potem morali spremeniti matematicˇno
izpeljavo. Ohranili bomo vrednosti taksˇne, kot so napisane v originalnem
algoritmu. Definiran je za dvorazredni klasifikacijski problem, kar je prirocˇno
za nasˇ problem. Je diskriminatna metoda. Izraz diskriminatno izhaja iz
latinske besede discriminar, kar pomeni locˇevanje. Locˇi med ucˇnimi primeri
v prostoru znacˇilk s pomocˇjo ravnine, tako da so ucˇni primeri, ki pripadajo
razlicˇnim razredom, maksimalno oddaljeni od ravnine. Za lazˇjo predstavo
prikazujemo problem v ravnini na sliki 4.13. Skoraj za vse klasifikacijske
probleme velja, da so formalno definirani v viˇsjih dimenzijah. Enacˇba 4.11
predstavlja eno hiperravnino. Vektor w kazˇe v smeri normale, b je bias in
predstavlja odmik ravnine od koordinatnega izhodiˇscˇa.
wTx+ b = 0 (4.12)
Iz slike 4.13 lahko dokazˇemo, da je sˇirina roba enaka 2||w|| , kar pomeni, da
je sˇirina inverzno proporcionalna dolzˇini normale, kjer je w normalni vektor.
Parametra w in b dolocˇimo tako, da maksimiziramo sˇirino roba med vzpore-
dnima ravninama, ki locˇita razrede.
Nekatere lastnosti SVM modela [17] so:
• izboljˇsana izvedba za realne probleme,
• racˇunska ucˇinkovitost oziroma nezahtevnost,
• robustnost v viˇsjih dimenzijah,
• maksimizacija razdalje od roba do najbljizˇjega ucˇnega primera, kar
preprecˇuje preveliko prileganje (overfitting).
4.4. PODROBEN OPIS CELOTNEGA POSTOPKA 29
Slika 4.13: Primer SVM
4.3.4 Metoda k najbljizˇjih sosedov
Metoda K najbljizˇjih sosedov (KNN) je eden izmed najpreprostejˇsih algorit-
mov, ki se uporablja tako za klasifikacijo kot za regresijo. V prostor znacˇilk
se preslikajo vsi ucˇni primeri. Algoritem si tako zapomni vse ucˇne primere,
ki jih pridobi kot tocˇke v Evklidskem prostoru. Slaba lastnost algoritma je v
tem, da porabi veliko pomnilniˇskega prostora, v primeru velike ucˇne mnozˇice.
Pri klasifikaciji novega ucˇnega primera algoritem pogleda k ( parameter k je
ponavadi liho sˇtevilo, zato da se ML algoritem lahko odlocˇi, v kateri razred bo
klasificiral nov primer) najblizˇjih sosedov in na podlagi vecˇinskega glasovanju
se odlocˇi za razred.





(xi − yi)2 (4.13)
4.4 Podroben opis celotnega postopka
Uporabili smo programski paket MATLAB, v katerem smo implementirali
metode, ki se ticˇejo digitalnega procesiranja signalov. V njem smo uporabili
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Slika 4.14: Primer klasifikacije z KNN
zˇe vgrajene funkcije. Za vsakega pacienta smo prebrali digitalni signal iz
elektronskega stetoskopa ter ga obdelali, tako da smo na koncu dobili le
MFCC znacˇilke. Slednje znacˇilke smo zapisali v datoteko locˇeno s tabulatorji.
Zaradi preprostega vmesnika in rokovanja s podatki smo se odlocˇili uporabiti
programski paket ORANGE za klasifikacijo. Sistem Orange uporabljamo s
konceptom vizualnega programiranja. Na platno (angl. canvas) smo povlekli
gradnike (angl. widget) in jih povezali. V nadaljevanju sledi podroben opis.
Vse posnetke smo normalizirali v skladu z enacˇbo 4.1 iz podpoglavja
normalizacija fonokardiogramskega signala. Sledecˇa koda je v jeziku Matlab.
%Pripravimo n i c e l n i v e k t o r
S = zeros ( length (X) , 1 ) ;
%Pridobimo a b s o l u t n i maksimalni k o e f i c i e n t v e k t o r j a
Smax = max(abs (X) ) ;
%Izracunamo v s k l a d u z enacbo
for i = 1 : length (X)
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S( i ) = X( i ) / Smax ;
end
Ko normaliziramo signale, jih razstavimo na koeficiente s 3-stopenjsko valcˇno
dekompozicijo. Vsaka valcˇna funkcija pokriva dolocˇeno frekvencˇno obmocˇje.
V primeru, da razstavimo signal do zadnje stopnje, tako da je pokrito celotno
frekvencˇno obmocˇje signala, potem bomo pri rekonstrukciji dobili enak signal
kot na zacˇetku. V nasˇem primeru naredimo le dekompozicijo do izbrane
frekvence. S tem ne zajamemo visokofrekvencˇnega sˇuma (oscilacij). Druga
vrstica kode predstavlja rekonstrukcijo. Torej naredimo rekonstrukcijo le do
izbrane stopnje, s tem dobimo signal brez visokofrekvencˇnih oscilacij. Na
dekompozicijo in takoj za tem rekonstrukcijo lahko gledamo kot filtriranje,
le da to naredimo na svojevrsten nacˇin.
%Opravimo dekompoz ic i jo s C o i f l e t 3 valckom
[C, L ] = wavedec (S , 3 , ’ c o i f 3 ’ ) ;
%Opravimo r e k o n s t r u k c i j o s i g n a l a s d e t a j l n i m i
%in a p r o k s i m a c i j s k i m i k o e f i c i e n t i
A3 = wrcoef ( ’ a ’ ,C, L , ’ c o i f 3 ’ , 3 ) ;
Izracˇunali smo koeficiente Morletove valcˇne transformacije z vgrajeno
funkcijo cwt. Dobljeni koeficienti so kompleksna sˇtevila. V nadaljevanju
jih locˇimo z dvema vgrajenima ukazoma.
c o e f s = cwt (A3,200 , ’ cmor1−0.5 ’ ) ;
%Locimo k o e f i c i e n t e na r e a l n e in imaginarne
r = real ( c o e f s ) ;
im = imag( c o e f s ) ;
Absolutne vrednosti dobljenih kompleksnih koeficientov sestavlja ovojnico si-
gnala [6].
s i g n a l = zeros (1 , length ( c o e f s ) ) ;
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for i = 1 : length ( c o e f s )
s i g n a l ( i ) = sqrt ( r ( i )ˆ2 + im( i ) ˆ 2 ) ;
end
Slika 4.9 prikazuje ovojnico signala, kjer smo z adaptivnim dinamicˇnim
algortimom, ki je opisan v poglavju metode digitalnega procesiranja signalov,
dolocˇili zacˇetke in konce kardialnega cikla. Ker zˇelimo locˇiti signale le po tem
ali je prisoten sˇum ali ne, in nas zaradi samih posnetkov omejuje le na binarni
klasifikacijski problem. Zato ni pomembno, kako dolocˇimo zaporedje izsekov
celotnega posnetka.
Slika 4.15: Primer originalnega signala, sedaj oznacˇen s srcˇnimi toni
Nato smo izracˇunali MFCC znacˇilke nad prvim kardialnim ciklom. Vre-
dnosti smo zapisali v tab datoteko, torej v datoteko, ki ima vrednosti locˇene
s tabulatorji. Zadnji atribut datoteke je zapis, ki oznacˇuje, ali gre za fono-
kardiogram oznacˇen kot Normal ali Murmur. Zadnji atribut slednjih datotek
oznacˇuje ciljni razred. Datoteko smo uporabili kot vhod v programskem pa-
ketu Orange. Kot smo omenili zˇe v uvodu smo povezali gradnike, tako kot
prikazuje slika 4.16. Na zacˇetku na platno dodamo gradnik File, kateremu
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kot vhod damo datoteko z izracˇunanimi znacˇilkami in ciljnim razredom. Gra-
dnik File smo povezali na gradnik Data sampler. V gradniku Data sampler
smo izbrali opcijo nakljucˇno vzorcˇenje, ter razdelili mnozˇico na testno ter
ucˇno. Lahko bi izbrali kaksˇno drugo opcijo, kot je precˇno preverjanje, ven-
dar cilj naloge ni dosecˇi najboljˇse rezultate. Cilj je bil preveriti, ali dosegamo
boljˇso klasifikacijsko tocˇnost, kot jo da vecˇinski klasifikator. Vecˇ poudarka je
v slednji diplomi na uporabi razlicˇnih metod pri povezavi v skupno celoto.
Slika 4.16: Povezava gradnikov v paketu Orange
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Poglavje 5
Evalvacija rezultatov
Zaradi omejitev, ki jih podaja podatkovna mnozˇica, moramo v nadaljevanju
uposˇtevati, da gre le za dvorazredni problem. To je sicer velika pomanklji-
vost, saj ne moremo testnim instancam oziroma fonokardiogramom pripisati
dolocˇene diagnoze. Po drugi strani pa nekaj pridobimo, saj lahko na podlagi
podatkov izracˇunamo meri: senzitivnost in specificˇnost. Graficˇno ju lahko
prikazˇemo s pomocˇjo ROC krivulje, kar je tudi narejeno v naslednjem pod-
poglavju.
5.1 Mere za oceno uspesˇnosti ML
Klasifikacijska tocˇnost je definirana kot 5.1. Tukaj je r sˇtevilo vseh pravilno





V dvorazrednem ali binarnem klasifikacijskem problemu, kot je to v nasˇem
primeru, obstajajo naslednji kriteriji za ocenitev, kako dobro se odrezˇejo ML
algoritmi:
• TP je sˇtevilo pravilno pozitivnih ucˇnih primerov.
• TN je sˇtevilo pravilno negativno ucˇnih primerov.
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• FP je sˇtevilo napacˇno pozitivnih ucˇnih primerov.
• FN je sˇtevilo napacˇno negativnih ucˇnih primerov.











Na zacˇetku smo izracˇunali 13 melodicˇnih frekvencˇnih kepstralnih koeficientov
nad prvim kardialnim ciklom. Izbrali smo sˇtevilo 13 zaradi splosˇne veljave
na podrocˇju procesiranja govora. Zaradi nizke klasifikacije tocˇnosti v pri-
merjavi s pricˇakovano tocˇnostjo vecˇinskega klasifikatorja smo se odlocˇili, da
jih izracˇunamo vecˇ kot je to predvideno v procesiranju govora. Tako smo
povecˇevali sˇtevilo znacˇilk, dokler nismo dobili boljˇse tocˇnosti nad podatki.
Najboljˇso tocˇnost smo dobili z 200 znacˇilkami, nad prvim kardialnim ciklom.
Ker je podatkovna baza oznacˇena samo z oznakami pozitiven ali negativen in
nimamo podrobnih diagnoz, je slednji korak poenostavljen. Celotno mnozˇico
smo razdelili na ucˇno in testno. Ucˇna mnozˇica vsebuje 70 odstotkov vseh
primerov in testna 30 odstotkov vseh primerov. Koeficiente smo uporabili
kot vhod ML algoritmom. Podatkovna mnozˇica ni uravnotezˇena, zato je
pricˇakovana tocˇnost vecˇinskega klasifikatorja 0,721519. Rezultati niso naj-
boljˇsi, vendar ker je klasifikacijska tocˇnost ML algoritmov vecˇja od vecˇinskega
klasifikatorja, sklepamo, da smo se nekaj naucˇili. Najboljˇso CA daje naivni
Bayesov klasifikator, najmanjˇso pa vecˇnivojski perceptron.
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Slika 5.1: 13 MFCC vrednosti oznacˇenega kot MURMUR (sˇum)
Slika 5.2: 13 MFCC vrednosti oznacˇenega kot NORMAL (normalni)
5.2.1 Rezultati nadzorovanega ucˇenja z 13 MFCC
Rezultati klasifikacije s 13 MFCC znacˇilk so slabi. Vsi klasifikatorji dosegajo
komaj za procent ali manj boljˇso klasifikacijo kot vecˇinski klasifikator. Zato
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Slika 5.3: 200 MFCC vrednosti oznacˇenega kot MURMUR (sˇum)
Slika 5.4: 200 MFCC vrednosti oznacˇenega kot NORMAL (normalni)
smo v nadaljevanju diplome povecˇevali sˇtevilo izracˇunanih znacˇilk. Naslednje









Naivni Bayes 0,4090909 0,8947368
K-NN (K = 13) 0 0,9298245
Vecˇnivojski perceptron 0,3181818 0,877193
SVM 0,909090 1
Slika 5.5: ROC krivulja za naivni Bayes
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Slika 5.6: ROC krivulja za k-najbljizˇjih sosedov
Slika 5.7: ROC krivulja za vecˇnivojski perceptron
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Slika 5.8: ROC krivulja za metodo podpornih vektorjev
5.2.2 Rezultati nadzorovanega ucˇenja z 200 MFCC
Rezultati so bistveno boljˇsi kot poskusi s 13 znacˇilkami. Dosegli smo naj-
boljˇso klasifikacijsko tocˇnost z Naivnim Bayesovim klasifikatorjem, vendar pri
tocˇnosti vecˇinskega klasifikatorja 75,2 %. Cˇe bi bila mnozˇica uravnotezˇena,
bi dobili tocˇnost slabsˇo kot v cˇlanku [6]. Presenetljive razlike med senzi-
tivnostjo in specificˇnostjo glede na ostale ML probleme ni. ML algoritem v




K-NN (K = 13) 0,8860759
Vecˇnivojski perceptron 0,835443
SVM 0,8860759
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Klasifikator Senzitivnost Specificˇnost
Naivni Bayes 0,7692308 0,9545455
K-NN (K = 13) 0,3076923 1
Vecˇnivojski perceptron 0,6923077 0,8636364
SVM 0,3846154 0,9848485
Slika 5.9: ROC krivulja za naivni Bayes
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Slika 5.10: ROC krivulja za k-najbljizˇjih sosedov
Slika 5.11: ROC krivulja za vecˇnivojski perceptron
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Slika 5.12: ROC krivulja za metodo podpornih vektorjev
Poglavje 6
Zakljucˇek in nadaljnje delo
V okviru diplomske naloge smo implementirali algoritme in pristope za av-
tomatsko iskanje srcˇnega sˇuma v fonokardiogramih. Namen dela je bil, da
pregledamo vse mozˇnosti ter dodatno nadgradimo obstojecˇe postopke, ki bi
olajˇsali delo kardiologom oziroma zacˇetnikom pri postavljanju bolj objektivne
diagnoze bolezni srcˇnih zaklopk. Implementacijo smo izvedli v programskem
jeziku MATLAB, ki je prav tako programsko razvojno okolje. Za izbiro
MATLAB smo se odlocˇili, zato ker ima veliko funkcij za obdelavo signalov
zˇe vgrajenih. Testiranje z uporabo algoritmov strojnega ucˇenja smo izvedli
v programskem paketu Orange.
V zacˇetku dela smo predstavili genericˇne koncepte in se seznanili z osnovnimi
pojmi, ki se uporabljajo v kardiologiji ter na matematicˇnem podrocˇju obde-
lave signalov. Proti koncu pa smo se osredotocˇili na rezultate, ki jih dajejo
algoritmi pognani nad nasˇo podatkovno bazo. Ugotovili smo, da so problemi
s podrocˇja analize signalov, kot so govorni oziroma v splosˇnem zvocˇni, kot
je v nasˇem primeru fonokardiogram, kompleksni. Diplomska naloga trenu-
tno predstavlja celovit pregled nad ozko specializiranem podrocˇju avtomat-
ske obdelave fonokardiogramov. Po dolgem iskanju strokovnih cˇlankov, ki se
nanasˇa na avtomatiziran pristop k obdelavi, smo nasˇli le enega [6]. V cˇlanku
ni eksplicitno navedeno sˇtevilo MFCC znacˇilk, ki so jih izracˇunali nad enim
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kardialnim ciklom. Vendar se iz grafa razbere, da jih je priblizˇno 65 [6].
Na podobnem podrocˇju pri razpoznavi govora jih v splosˇnem izracˇunajo 13,
ostale pa zavrzˇejo. Mi smo poskusili na zacˇetku s 13 koeficienti. Ker rezul-
tati niso bili zadovoljivi, smo povecˇevali sˇtevilo koeficientov s korakom 15.
Pri 200 izracˇunanih koeficientih smo dobili boljˇse rezultate, torej taksˇne da je
bila klasifikacijska tocˇnost vecˇinskega klasifikatorja vecˇja od neodvisne testne
mnozˇice. Iz tega lahko sklepamo, da je zgrajeni ML model uporaben, ni pa
nujno uspesˇen.
Cˇe primerjamo rezultate z raziskovalci iz cˇlanka, [6] smo dobili slabsˇe. Slabsˇe
rezultate lahko pripisujemo drugi podatkovni bazi, kjer posamezni fonokardi-
ogrami vsebujejo nekaj sˇuma, ki je nastal v okolici. Vsi realni posnetki bodo
imeli sˇum, zato bi morali v nadaljnjem delu poskusˇati nekako filtrirati sˇum,
ki je nastal v okolici in ki ni posledica stanje pacienta. V digitalnem proce-
siranju signalov obstaja sˇe veliko mozˇnosti, kako bi signal obdelali. Vendar
smo se v diplomi osredotocˇili le na dolocˇen pristop, saj je podrocˇje obdelave
signalov bogato z razlicˇnimi metodami, ki se sˇe razvijajo naprej.
V nadaljevanju tega dela, bi lahko uporabo le enega srcˇnega cikla, nado-
mestili z vecˇ zaporednimi. Na tako stvar lahko gledamo kot verigo, kjer
vsak cˇlen verige predstavlja delcˇek izracˇuna verjetnosti diagnoze pacienta. V
primeru, da imamo 10 zaporednih srcˇnih ciklov meritve, in samo na enem
srcˇnem ciklu je prisoten sˇum na ostalih pa ni, pomeni, da je tudi zelo majhna
verjetnost da ima pacient kaksˇno od diagnoz, ki smo jih predstavili v drugem
poglavju (verjetno napaka pri avskultaciji).
Poglavje 7
Dodatek
V dodatku se nahaja dinamicˇni adaptivni algoritem. Pripadajocˇa koda je
napisana v MATLAB jeziku.
maksSeznam = [ ] ;
v i s i n a = max( zS i gna l ) ;
smer = f a l s e ;
e p s i l o n = 500
while ( t rue )
[ pks , l o c s ] = f indpeaks ( zS igna l , ’ MinPeakDistance ’ ,
1000 , ’ MinPeakHeight ’ , v i s i n a ) ;
c e l i c e = [ ] ;
l a r g e = [ ] ;
for i =1: length ( l o c s )−1
c e l i c e = [ c e l i c e , l o c s ( i +1) − l o c s ( i ) ] ;
end
for j =1:2 : length ( c e l i c e )−2
l a r g e = [ la rge , abs ( c e l i c e ( j+2)− c e l i c e ( j ))< e p s i l o n ] ;
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end
maksSeznam = [ maksSeznam , sum( l a r g e ) ] ;
i f ( length ( maksSeznam ) > 2)
p1 = maksSeznam ( length ( maksSeznam)−1);
p2 = maksSeznam ( length ( maksSeznam)−2);
i f p2 > p1
smer = true ;
else
smer = f a l s e ;
end




i f smer == true
v i s i n a = v i s i n a + 0 . 1 ;
else
v i s i n a = v i s i n a − 0 . 1 ;
end
[ pks , l o c s ] = f indpeaks ( zS igna l , ’ MinPeakDistance ’
,1000 , ’ MinPeakHeight ’ , v i s i n a ) ;
c i k e l = zeros (1 , 1 0 ) ;
t ry
c i k e l = Y( l o c s ( 1 ) : l o c s ( 3 ) ) ;
end
c i k e l
end
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