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Abstract
We address design of a numerical algorithm for solving the linear system arising in numerical inversion of Laplace transforms in
real case [L. D’Amore,A.Murli, Regularization of a Fourier series method for the Laplace transform inversion with real data, Inverse
Problems 18 (2002) 1185–1205]. The matrix has a condition number that grows almost exponentially and the singular values decay
gradually towards zero. In such a case, because of this intrinsic strong instability, the main difﬁculty of any numerical computation
is the ability of discovering at run time, only using data, what is the maximum attainable accuracy on the solution.
In this paper, we use GMRESwith the aim of relating the current residuals to the maximum attainable accuracy of the approximate
solution by using a suitable stopping rule.We prove that GMRES stops after, at most, as many iterations as the number of the largest
eigenvalues (compared to the machine epsilon).We use a split preconditioner that symmetrically precondition the initial system. By
this way, the largest eigenvalue dynamically provides the estimate of the condition number of the matrix.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In [4] some of the authors proposed a Fourier-series based method for numerically inverting Laplace transforms in
real case. The inversion method derives from discretization of the Riemann inversion formula leading to a Fourier series
expansion of the inverse function. Discretization of the Riemann inversion formula leads to a severely ill conditioned
linear system with many tiny singular values.
One of the most important problems in connection with design of numerical algorithms for solving this problem is
the capability to understand what is the maximum accuracy that can be obtained on the approximate solution, once the
data have been given. This topic is strictly linked to the choice of the regularization parameter. In [4], we used standard
Tikhonov regularization, the regularization parameter was connected with the condition number of the linear system.
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The main drawback of this approach is the computational cost of numerical solution of Tikhonov regularization
problem. Moreover, the computation of optimal value of regularization parameter was performed using the L-curve
that required a detailed investigation of the “corner”.
The aim of this work is to dynamically relate iterations of GMRES to the maximum accuracy on the computed
solution. To this end, we relate the current residuals to the eigenvalues of the matrix neglecting those that are smaller
than the machine epsilon. We use a split preconditioner, that symmetrically preconditions the initial system [3]. By
this way, the smallest eigenvalue gives information on the condition number of the linear system and therefore on the
maximum attainable accuracy on the computed solution. The algorithm is designed in order to work without requiring
any other additional information.
The paper is organized as follows: next section presents the outline of the paper, in Section 3we recall the regularizing
effects of GMRES. In Section 4 we prove the main results about GMRES convergence and the stopping rule. A few
computed examples, illustrating the behavior of the stopping rule, are presented in Section 5.
2. Outline
Let
Ax = b where A ∈ Rm×n, b ∈ Rm (1)
and
A = (aij )i=1,...,m,j=1,...,n with aij = 2
i
i2 + j2 and bi = F(si), si ∈ R
be the linear system arising from discretization of the Fourier-series expansion of the inverse function corresponding
to the Laplace transform F(s) [4]. Taking into account that the Laplace inversion method may requirem>n, the linear
system (1) is overdetermined. Thus, we consider the least squares solution of (1):
A∗x = b∗, (2)
whereA∗ =ATA and b∗ =ATb. The coefﬁcient matrix in (2) is Hilbert-like, and its condition number, (A∗), increases
almost exponentially, as soon as the problem dimension enlarges. Moreover, its eigenvalues tend gradually towards
zero (see Fig. 1).
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Fig. 1. Condition number of A, n ∈ [1, 100].
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Main difﬁculty of design of numerical algorithms for solving such unstable problems is to dynamically compute the
solution within the maximum attainable accuracy only using the given data. Here, we use Krylov iterative methods.
Main reason for using iterativemethods instead of direct solvers is their advantage of dynamically selecting the iterations
number that acts like the regularization parameter. Moreover, this can be done with a computational cost that compared
with direct methods (Tikhonov, truncated SVD, . . .), can be actually much smaller.
We useGMRES equippedwith a preconditioner.Aswill be detailed by numerical experiments, in Section 5, iterations
required by GMRES to get the maximum accuracy are very few (about 4–5) if compared with the problem size (at least
15, 20, 30,. . .). The additional cost introduced by the preconditioner at each step is of order O(n2), that means that we
get a signiﬁcative reduction of the overall computational cost compared with that of direct solvers (which is O(n3)).
We introduce the following split preconditioner:
Deﬁnition 2.1. Let M be
M = (L∗ + I )D∗−1(U∗ + I ) = LD−1U , (3)
where
L = (L∗ + I ) = ( · LA∗) + I unit lower triangular factor,
D = D∗ =  · DA∗ diagonal matrix,
U = (U∗ + I ) = ( · UA∗) + I unit upper triangular factor (4)
with  scaling factor, DA∗ diagonal matrix, whose entries are the diagonal elements of A∗, LA∗ and UA∗ strict lower
and strict upper part, respectively, of A∗.
We observe that L∗T = U∗ and
MT = ((L∗ + I )D∗−1(U∗ + I ))T = (U∗ + I )TD∗−1(L∗ + I )T = M ,
i.e., the matrix M inherits the symmetrical structure of A∗.
Let us note that
M = LD−1/2D−1/2U = CCT,
where
C = LD−1/2.
Then in the following we consider the symmetric preconditioned system:
A˜u = b˜,
where
A˜ = C−1A∗C−T, b˜ = C−1b∗, u = CTx.
From now on we suppose that the right-hand side (R.H.S.) b˜ is perturbed and
‖b˜ − b˜‖ (0); (5)
and we refer to A˜u = b˜.
Of course, besides GMRES other Krylov methods can be used for solving discrete problem (2). Think for instance
to the conjugate gradient applied to normal equations (CGLS) or the QR factorization applied to the least-square
problem (LSQR). As detailed by numerical experiments in Section 5, results obtained using GMRES are the most
satisfactory ones.
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3. GMRES: preconditioning and numerical regularization
Let us give some remarks about GMRES [7]. Let  = ‖r0‖, v1 = r0/. Let V j = [v1 , . . . , vj ], j1, be the n × j
matrix whose columns form an orthonormal basis of the Krylov subspace A˜Kj , where
Kj(A˜, r0) = span{r0, A˜r0, A˜2r0, . . . , A˜j−1r0}
is the j -dimensional Krylov subspace generated by A˜ and r0; moreover, let H j be a j × j Hessenberg matrix. Then
A˜V j = V j H j + wj+1eTj ,
where eTj denotes the j axis vector, and wj+1 is obtained multiplying vj by A˜ and then orthonormalizing the resulting
vector against all previous vi ’s by a standard Gram–Schmidt procedure. Let us append the row ‖wj+1‖eTj to the
matrix H j and denote by H

j the (j + 1) × j matrix, so obtained. Let hj+1,j = ‖wj+1‖, vj+1 = wj+1/hj+1,j and
V j+1 = [V j , vj+1], then
A˜V j = V j+1H j . (6)
At the jth step GMRES seeks the approximate solution uj , over all vectors in u0 + Kj , such that
‖b˜ − A˜uj‖ = min
u∈Kj (A˜,r0)
‖b˜ − A˜u‖. (7)
Suppose u0 = 0; if yj satisﬁes
‖b˜ − A˜uj‖2 = ‖e1 − H j yj‖2, (8)
set
uj = V j yj ,
where
yj = (H j )+e1 = (H j )+(V j+1)Tb˜, (9)
since b˜ = r0 = v1 and (V j+1)Tb˜ = (V j+1)T(v1) = e1. Note that we have used the Moore–Penrose generalized
inverse of H j , denoted by H
+
j , this means that for all j1, uj is the least-squares solution of minimal norm of the
linear system
A˜j u = b˜, (10)
where
A˜j = V j+1H j (V j )T ∈ Rn×n. (11)
If wj = 0 ⇒ hj+1,j = 0, then
uj = (A˜j )+b˜ ⇒ uj = V j (H j )−1(V j+1)−1b˜ (12)
while, for wj = 0 ⇒ hj+1,j = 0, Arnoldi’s process breaks down after the basis {vi}i=1,...,j has been determined;
GMRES stops and the last computed approximation is assumed as approximate solution. It is important to underline
that we refer to the stopping rule:
‖rj‖
‖r0‖ (rj = A˜u

j − b˜), (13)
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Fig. 2. Residuals of GMRES and eigenvalues.
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Fig. 3. Computed solution of the linear system for different values of , n = 15.
Table 1
Right-hand side scaled machine epsilon multiplied by the condition number of the truncated matrix, for different values of n and 
n/ 10−4 10−5 10−6 10−8 10−10
35 7.3e − 02 9.1e − 02 1.2e − 01 3.2e − 01 6.8e − 01
20 1.8e − 01 3.6e − 02 8.6e − 01 6.2e − 01 3.0e + 00
15 3.4e − 01 9.4e − 01 3.2e + 00 1.7e + 00 4.9e − 01
where ‖ · ‖ is the Euclidean norm, r0 = b˜ and  is the machine epsilon. The stopping rule (13) can be seen as a
particular form of Morozov’s Discrepancy Principle; then it allows us to say that GMRES is a regularization method
for the solution of the preconditioned system. As a consequence, iteration number can be thought as a regularization
R. Campagna et al. / Journal of Computational and Applied Mathematics 210 (2007) 84–98 89
Table 2
Relative errors 2-norm of f1 for different values of  and n
n/ 10−4 10−5 10−6 10−8 10−10
35 8.3e − 02 6.5e − 02 1.5e − 01 3.4e − 01 1.7e + 00
20 1.3e − 01 8.2e − 02 2.4e − 01 9.5e − 01 1.1e + 00
15 2.3e − 01 1.2e − 01 3.4e − 01 3.2e − 01 1.9e + 00
Results are in agreement with the error estimate provided in Table 1.
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Fig. 4. Computed inverse function f1 (by using GMRES), compared with the exact one, n = 35, = 1.e − 05, 4 it.
parameter. Actually, according to [2],
j (A˜) 1jk,
where j = (A˜j ) and k is the stopping index.
4. The stopping rule and the maximum attainable accuracy
The aim of this section is to relate the stopping rule (13) with the maximum attainable accuracy on the solution. In
particular,we demonstrate that the number of iterations of GMRES is related to the number of those eigenvalues of A˜
that are numerically zero.
Following [5], we refer to “numerically nonzero” eigenvalues of A˜, 1 > 2 > · · ·> l , and, by the same way, to l as
the “numerical rank” of A˜, to indicate that
1 > 2 > · · ·> · · ·> l > l+1 = · · · = n.
Let us suppose that 1 > 2 > · · ·> l are the l numerically nonzero eigenvalues of A˜. Let qj+1,1 be the (j + 1, 1)
entry of Qj , where Hj = QTj Rj is the QR decomposition of Hj . For simplicity in writing, from now on we omit the
superscript . The following proposition holds:
Proposition 4.1. If O(qj+1,1) = O(j+1), j l, GMRES stops after as many iterations as l, the numerical rank of A˜,
and
‖rl‖
‖r0‖.
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Fig. 6. GCV function.
Proof. If l is the numerical rank of A˜, then
rank(A˜) = l (14)
or, at most,
rank(A˜) = l + 1. (15)
We prove that, if GMRES converges after j iterations, then j = l.
At the jth step, jn, is hj+1,j = 0 or hj+1,j = 0. Let us analyze these two cases.
If wj+1 vanishes, GMRES stops as Arnoldi’s procedure stops; wj+1 = 0 implies hj+1,j = 0 and
rank(Hj ) = rank(Hj )j .
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Fig. 7. Computed inverse function f1 (Tikhonov + GCV), compared with the exact one, = GCV.
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Fig. 8. Computed inverse function f1 (Tikhonov + L-curve), compared with the exact one, = L-curve.
Rj is the triangular matrix of the QR factorization of Hj ; since
rank(Hj ) = rank(Rj ),
and diagonal entries of Rj are Hj ’s eigenvalues, Hj has at most j nonzero eigenvalues. If A˜j = VjHj (Vj )T, Hj ’s
eigenvalues are those ones of A˜j and we assume that they are approximations of the ﬁrst j eigenvalues of A˜, then j l.
If j < l, from (6), as Vj and Vj+1 have full rank,
rank(A˜) = rank(Hj ) = rank(Hj )j < l
against (14) and (15).
If hj+1,j = 0 and it holds that
‖rj‖
‖r0‖,
then GMRES converges after j iterations. In order to complete the proof, we give some remarks.
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Fig. 9. Computed inverse function f1 compared with the exact one, by using TSVD.
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Fig. 10. Computed inverse function f1, by CGLS, compared with the exact one, n = 15, tol = 1.e − 05, 9 it.
The computation of yj in (9) requires the solution of a (j + 1) × j least-squares problem. Let 	i , i = 1, . . . , j ,
be the Givens rotation matrices, of dimension (j + 1) × (j + 1), computed after j steps of GMRES. Let Qj be the
(j + 1) × (j + 1) matrix:
Qj = 	j	j−1 . . .	1 (16)
and
Rj = (	j	j−1 . . .	1) · Hj = QjHj ∈ R(j+1)×j ,
gj = Qj(e1) = (
1, . . . , 
j+1)T.
Let Rj and gj be the j × j upper triangular matrix and j -dimensional vector obtained from Rj and gj , by deleting
their last row and last component, respectively. Solution of the least-squares problem (8) is (see [7])
yj = R−1j gj ;
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Fig. 11. Computed inverse function f1, by GMRES, compared with the exact one, n = 15, = 1.e − 05, 4 it.
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Fig. 12. Computed inverse function f1, by CGLS, compared with the exact one, n = 35, tol = 1.e − 05, 11 it.
moreover,
‖b˜ − A˜uj‖2 = |
j+1|.

j+1 is obtained by multiplying the (j + 1, 1) entry of Qj = (qi,j ), i, j = 1, . . . , j + 1, by = ‖r0‖, then the residual
norm at the jth step is
‖rj‖ = |
j+1| = |qj+1,1 · ‖r0‖ |
and
‖rj‖
‖r0‖ = |qj+1,1|. (17)
Now, if j l,
‖rj‖
‖r0‖
‖rl‖
‖r0‖ = |ql+1,1|
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Fig. 13. Computed inverse function f1, by LSQR, compared with the exact one, n = 35, tol = 1.e − 05, 11 it.
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Fig. 14. Computed inverse function f3, by GMRES, compared with the exact one, = 1.e − 05, n = 40, 5 it.
and, since O(ql+1,1) = O(l+1), and l+1, GMRES stops just after l iterations. If j < l and
‖rj‖
‖r0‖ ⇒ |qj+1,1|,
because of O(j+1) = O(qj+1,1), then j+1. This is against the hypothesis, since
1 > 2 > · · ·> j+1 > . . .> l > l+1 = · · · = n 
Proposition 4.1 says that if the stopping index is l, it means that instead of A˜, we are considering A˜j , j l, obtained
neglecting the eigenvalues of A˜ that are smaller than . Then
‖ul − u‖
‖ul‖ 
1
l+1
· .
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Fig. 15. Computed inverse function f3, by CGLS, compared with the exact one, n = 40, 5 it.
0 1 2 3 4 5 6
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
Computed solution
Exact inverse function
Fig. 16. Computed inverse function f4, by GMRES, compared with the exact one, = 1.e − 05, n = 35, 4 it.
Actually, the error bound on the residual may depend on the R.H.S., b˜, and its inﬂuence is considerable when the
system is ill-conditioned. Taking into account that in our application the R.H.S. contains the evaluations of the Laplace
transform on the real axis, following [1] we join our stopping rule together with a R.H.S. scaled machine epsilon. This
allows to estimate a priori the maximum attainable accuracy of the solution of the linear system.
We prove the following:
Proposition 4.2. If O(qj+1,1) = O(j+1), j l, and GMRES is equipped with the stopping rule
‖rj‖
‖r0‖
it holds
‖ul − u‖
‖ul‖  ˆ
1
l+1
′ · 1
l+1
 · 1
l+1
,
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Fig. 17. Computed inverse function f4, by CGLS, compared with the exact one, n = 35, 4 it.
where
ˆ = ‖rl‖‖A˜‖ · ‖ul‖
is the backward error independent of b and ′ is referred to as the R.H.S. scaled machine epsilon.
Proof. Let
′ = 
(
‖A˜‖ ‖ul‖
‖b˜‖
)−1
<  (18)
since ‖b˜‖‖A˜‖ ‖ul‖. If u0 = 0, then r0 = b˜, and
‖rl‖
‖r0‖ = 
′ ‖A˜‖‖ul‖
‖b˜‖ ⇔ ‖rl‖
′‖A˜‖‖ul‖.
Following [1], it is
‖u − ul‖
‖ul‖ (A˜)
and expressing this in terms of the computable version of :
ˆ ≡ ‖rl‖‖A˜‖ ‖ul‖
, (19)
we get
‖u − ul‖
‖ul‖ 
1
l+1
ˆ. (20)
Finally
‖ul − u‖
‖ul‖  ˆ
1
l+1
′ · 1
l+1
 · 1
l+1
,
hence the proof is complete. 
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Remark 4.1. With regard to the choice of the tolerance on the residual norm, we remember having supposed the R.H.S.
b˜ perturbed with ‖b˜ − b˜‖ = ‖b˜‖. Starting from the stopping rule
‖rl‖‖b˜‖ ⇔ A˜x = b˜ + b˜, ‖b˜‖‖b˜‖
we have
‖b˜‖.
Giving , it means giving the bound on the residual norm, indeed
 ‖b˜‖.
Finally, ′ is dynamically deﬁned by
′ =  ·
(
‖A˜‖‖xl‖
‖b˜‖
)−1
= ‖b˜‖ ·
(
‖A˜‖‖xl‖
‖b˜‖
)−1
 ‖A˜‖‖xl‖
.
5. Computed examples
This section illustrates some of the numerical experiments that we carried out in order to test the reliability of the
automatic stopping criterion of the GMRES with respect to the computation of the inverse Laplace function. In all the
experiments we choose  = 32 .
We test the GMRES on
F1(s) = 1
s2 + s + 1 , f1(t) =
2√
3
e−t/2 sin
(
t
√
3
2
)
,
F3(s) = 1
s
− 1
s + 0.5 , f3(t) = 1 − e
−0.5t
,
F4(s) = 1
(s + 1)2 , f4(t) = te
−t
.
Tests were chosen from [4] using same numbering. Looking at residuals and at the eigenvalues of the matrix, plotted in
Fig. 2, it appears that the ﬁrst 10 eigenvalues are numerically not zero. After 11 steps residuals stagnate, showing that
actually there is no contribution. The maximum number of iterations is l=10.We now analyze the maximum accuracy
obtained within these steps both on solution of the linear system and on the inverse Laplace function.
The condition number 1/l+1 of A˜l ranges between 102 and 108, if l = 1, . . . , 10, this ill conditioning drastically
propagates the error on the computed solution, as it is shown in Fig. 3.
In Table 1 we show the R.H.S. scaled machine epsilon corresponding to  ∈ [10−10, 10−4] and referring to the
values of single vs double precision. The maximum accuracy obtained on the solution of the linear system and on the
inverse function is of order 10−2 as shown in Table 2 and in Fig. 4. In the following tests we consider as default value
of ,  = 1.e − 05. This corresponds to the single precision machine epsilon. In Figs. 5–9, we compare the computed
inverse function obtained using GMRES with those ones obtained running direct regularization solvers (Tikhonov
regularization with GCV or with L-curve, and TSVD). In Figs. 10–17 reconstructions obtained running CGLS and
LSQR routines are compared. Stopping rule is given by assigning the tolerance tol equals to 1.e− 05. Matlab software
is available from Netlib (directory numeralgo), as well as from the author [6].
6. Conclusions
We describe a numerical algorithm based on the GMRES for solving the linear system arising in real inversion of
Laplace transform. We consider the stopping criterion of GMRES and join the R.H.S. scaled machine epsilon of the
computed residuals to the condition of the matrix in order to automatically estimate the maximum attainable accuracy
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on the solution. We prove that GMRES stops after, at most, as many iterations as the number of numerically nonzero
eigenvalues of the matrix, and these are very few compared with the dimension of the problem. We use a splitting
preconditioner that allows to link residuals with the eigenvalues of the matrix and preserves the symmetry of the
matrix.
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