Observational studies assessing the effect
between the groups. Large differences in the observed covariates between two study groups may exist in observational studies in which the investigator has no control over who was allocated to each treatment group, and these differences may lead to biased estimates of treatment effect. When there are large differences in important prognostic characteristics between the treatment groups, adjusting for these differences with conventional multivariable techniques may not adequately balance the groups, and the remaining bias may limit valid causal inference. Use of a propensity score, described as a conditional probability that a subject will be ''treated'' based on an observed group of covariates, may better adjust covariates between the groups and reduce bias. The purpose of this article is to describe the use of propensity scores to adjust for bias when estimating treatment effects in observational research and to compare use of this technique with conventional multivariable regression. The authors present three methods for integrating propensity scores into observational analyses using a database collected on head-injured trauma patients. The article details the methods for creating a propensity score, analyzing data with the score, and explores differences between propensity score methods and conventional multivariable methods, including potential benefits and limitations. Graphical representations of the analyses are provided as well. Key words: propensity score; transfer; trauma; bias. ACADEMIC EMERGENCY MEDICINE 2004; 11:953-961. Observational studies assessing a particular treatment or exposure may be subject to sources of bias that can be difficult to eliminate using standard analytic techniques. Large differences in the observed covariates between two groups (separated by treatment or exposure) may exist in observational studies in which the investigator has no control over which subjects were allocated to each treatment group, and these differences may lead to biased estimates of treatment effect. [1] [2] [3] Although a randomized, controlled trial may be the ideal study design to test the effect of such a treatment or exposure, factors such as cost, feasibility, practicality, ethical concerns, resources, and external validity may prevent or hinder the use of such a study design.
Multivariable logistic regression models are commonly used in observational research to assess the relationship between a certain exposure or treatment and a dichotomous outcome (response variable), while ''controlling for'' confounders and effect modifiers (explanatory variables) to ensure comparability between the groups and to reduce bias. 4 One assumption, often implicit, when using such a model in observational research is that the effects of prognostic differences between groups are eliminated by controlling for confounding variables available in the data set (i.e., the treatment groups are made comparable), which allows one to assess whether there is an unbiased association between treatment and the outcome of interest.nonrandom treatment assignments in the original database (i.e., reduction of bias in the allocation of treatment). This assumption, which is critical to making causal inferences, is unverifiable in most observational studies and depends heavily on the extent and nature of variables available in the data set. 3 Generally, one assumes that adding observed confounders to the model minimizes any remaining independent associations between the mechanism for assigning treatment groups and differences in prognosis, although this assumption is often not directly testable. With these associations minimized, observed differences in outcome can be attributed to the treatment (i.e., causal inference), rather than to prognostic differences between the treatment groups.
Conventional multivariable analyses may not always be the ideal method for estimating treatment effects in observational studies. When there are large differences in the distribution of covariates between treatment groups, adjusting for these differences with conventional multivariable techniques may not adequately balance the groups, and the remaining bias may limit valid causal inference. 3 The treatment effect estimated by a regression model relies on a fundamental assumption of linearity between covariates and the natural logarithm of the odds of the outcome, such that marked differences in the covariate distributions between treatment and control groups may violate this assumption and produce unreliable results. 3, 5 In other words, it is assumed that:
where b represents the regression coefficients and x represents the covariates and treatment variables. Standard output of regression modeling software generally does not alert the investigator to such differences in covariate distribution, even though they can potentially invalidate the results. Further, there are restrictions on the number of covariates that may be included in a given model, based on the number of subjects with the outcome of interest. A general rule of one predictor variable for every 20 subjects with the least common outcome is often used to estimate the maximum number of potential covariates allowed in a multivariable regression model. Additional covariates may produce instability in the model, misleading results, and statistical inefficiency (i.e., decreased precision). This restriction may pose a significant problem if there are relatively few subjects with the outcome of interest and many confounders.
Analytic techniques, such as the use of propensity scores in observational studies, may adjust covariates between the two groups and reduce bias better than conventional multivariable modeling. [1] [2] [3] 6 If such a technique further minimized bias, the estimate of true treatment effect may be better approximated. Whether such an analytic technique consistently offers an advantage over conventional multivariable analyses, sometimes referred to as ''kitchen sink-type regressions,'' is unclear. 7 
WHAT IS A PROPENSITY SCORE?
The propensity score has been described as a conditional probability, between 0 and 1, that a subject will be treated based on an observed group of covariates. 1, 2 The collection of confounding covariates is collapsed into one score or propensity (probability) to have received one treatment over the other, based on a larger collection of covariates available in the data set. 6 Although the probability of treatment is explicitly defined in randomized trials (e.g., for a randomized trial with two evenly allocated treatment groups, the propensity score is 0.5), the propensity for treatment in any given subject is usually unknown in a nonrandomized study. 1 When patients in one treatment group differ systematically from those in the other treatment group(s), minimizing this bias through such a balancing score can make direct comparisons more meaningful. 1 Deriving such a score allows the investigator to recreate the mechanism for treatment group assignment through a probability of treatment (propensity score) and to integrate this mechanism into the analysis, thus minimizing differences and improving comparability between the groups.
If one assumes that the mechanism for treatment group assignment (but not necessarily the treatment itself) is independent of the outcome after adjusting for a given set of covariates (i.e., ignorability of treatment assignment), then the difference between treatment and controls at any value of a propensity score is an unbiased estimate of the average treatment effect. 1 One can consider the process of adjusting for confounders through a propensity score as a means of obtaining quasi-randomization of treatment groups to minimize bias and to better estimate the true effect of treatment. 2 It should be noted that the mechanism for treatment assignment in observational databases (e.g., whether or not to transfer a head-injured patient from a rural hospital for higher level of care) is generally made without any consideration of subsequent data analyses, and is likely influenced by both measured and unmeasured covariates. Treatment assignments in observational databases are often biased (e.g., more severely injured patients are more likely to be transferred to a higher level facility). By adding available confounders to a multivariable regression model, we assume that this bias is corrected, allowing the investigator to produce an unbiased estimate of treatment effect. The propensity score is an additional method for reducing bias when estimating treatment effects in observational analyses.
WHY USE A PROPENSITY SCORE?
Propensity scores are used to reduce bias and increase precision when estimating treatment effects in observational research.
2 Recent observational studies have used a propensity score as an additional means of checking or validating results obtained using more traditional methods [8] [9] [10] and to further adjust for patient characteristics in hierarchical models. 11 The use of a propensity score may also provide a means of circumventing some of the limitations of conventional multivariable regression models noted previously. Integration of a propensity score into the analysis may provide more comparability between group covariate distributions, as is shown below in univariate analyses of data on trauma patients with acute head injuries. Using a propensity score also largely eliminates limits on the number of covariates to be included in an analysis. When creating the propensity score, the typical restriction on the number of predictors allowed in a given model based on the number of outcomes can be ignored because the propensity score is used to balance treatment groups rather than to make inferential statements concerning the treatment groups.
1,2 The collapsing of covariates into one score allows the investigator to include potential confounders that otherwise may not have been possible to include, and may improve statistical efficiency. As with conventional multivariable regression in observational studies, the use of propensity scores also requires the assumption of ignorability of treatment assignment. 1, 3 Using propensity score methods in observational research may allow for unbiased estimates of treatment effect, 1,2 improving the chances for generating valid causal inferences, and can complement conventional multivariable regression methods.
USING PROPENSITY SCORES:
A SAMPLE ANALYSIS
There are several means of integrating propensity scores into an observational analysis. We illustrate three methods and compare them with standard multivariable logistic regression techniques using observational data collected from January 1991 through December 1994 (N = 1,011). The creation of this database is described in detail elsewhere. 12 In brief, the database consists of a retrospective cohort of head-injured patients initially evaluated at one of 32 randomly selected rural hospitals. The majority of patients (74%) were transferred to another hospital for care. To capture outcome information on patients transferred to other hospitals, we obtained supplemental information from 31 additional hospitals. A total of 63 hospitals were included in the study. The data set was designed to address trauma transfer issues in two rural trauma systems. The Institutional Review Board of Oregon Health & Science University approved this study.
In this example, we address the hypothesis that headinjured patients initially evaluated in rural emergency departments (EDs) have better outcomes when transferred to a higher level of care (HLC) hospital, when adjusting for important confounding variables. Although several studies have suggested a mortality benefit from trauma systems and trauma centers, [13] [14] [15] [16] [17] [18] [19] it remains unclear whether there is an outcome benefit for certain patients treated within such a system (e.g., patients transferred for HLC). Although some studies suggest that transferred patients have a worse outcome, 20 ,21 the groups being compared are not necessarily comparable due to the association between transfer status and outcome (i.e., selection bias). Selection bias results from reasons inherent in the decision to transfer a patient for HLC, namely, that the transferring physician assesses the patient to have severe injuries, to have physiologic derangement secondary to serious injury, or to require more intensive management than the initial hospital can provide, all of which influence prognosis and affect outcome.
As a primary outcome in the sample analyses, we used a composite measure of: mortality in-hospital or within 30 days of hospital discharge, medical complications during hospitalization, and/or maximal dependency at hospital discharge (n = 250, 25% of the sample). The main ''treatment'' variable of interest was preadmission transfer directly from the ED of the rural hospital to an HLC facility (n = 744, 74% of the sample), a dichotomous variable transfer versus nontransfer. Fifteen potential confounders available in the data set were: age; gender; race; insurance status; the state location of the hospital for initial presentation (Oregon vs. Washington); comorbid conditions; outof-hospital intubation attempt (surrogate measure of out-of-hospital injury severity); intubation in the ED; hypotension in the ED; initial neurologic status in the ED by four-point scale of alert, responsive to verbal command, responsive to painful stimuli, or unresponsive to all stimuli (the AVPU score); packed red blood cell transfusion in the ED; Injury Severity Scale (ISS) score; presence of a physician within 10 minutes of patient arrival; level of trauma center for initial presentation; and major nonorthopedic surgical procedures. Calculation of the ISS score and assignment of the AVPU score in this database have been previously described. 12, 22 Three covariates were coded as continuous variables: age, AVPU score, and ISS score. The additional 12 covariates were coded as dichotomous categorical variables.
To allow the inclusion of all subjects contained in the database, we used multiple imputation techniques to impute missing values (SAS proc MI and proc MIANALYZE) [23] [24] [25] [26] and generalized estimating equations for all regression analyses (proc GENMOD) to adjust for clustering within hospitals. 27 Univariate Analyses. We used simple regression (univariate) analyses to compare all 15 covariates between the two treatment groups (Table 1) . After looking at the resulting p-values unadjusted for propensity score (the ''unadjusted p-values''), it was apparent that the covariate distributions were different between the treatment groups for the majority of the variables. When we considered the covariate distribution as a proxy for assessing comparability between the groups, the two treatment groups did not appear comparable. After adjusting for the propensity score in these comparisons (the adjusted p-values), there was no significant difference in the covariate patterns between treatment groups. 20) and not altering the association between transfer status and outcome in multivariable models were removed one at a time in a nonautomated, stepwise, backward selection process. We used the statistical contribution of each variable to the model, a priori knowledge regarding important variables to be included in the model, and model fit (Pearson chi-square statistic) to produce a final model. Models with a chisquare value below a critical value (equivalent to p [ 0.05) were considered well fit. First-order interaction terms were introduced into the model one at a time to assess contribution to the model. A p-value \ 0.20 was used in the analyses to avoid missing an important contributing variable in the model-building process. The final model included nine variables ( Table 2 ).
Conventional Multivariable
Calculation of the Propensity Score. In a separate analysis, we calculated the propensity (i.e., probability) of being transferred to HLC facility using multivariable logistic regression to model a dichotomous outcome of transfer versus nontransfer for every observation in the sample:
Most standard statistical software will calculate this probability based on a specified logistic regression equation. All confounding variables (i.e., covariates associated with both HLC transfer and the composite outcome) were considered in the propensity score model. First-order interaction terms were introduced into the model additively one at a time to assess contribution to the model. The final model included 12 variables and four first-order interaction terms. Although the inclusion of weak confounders may reduce statistical efficiency, the biasing effects of omitting a weakly predictive covariate may override the efficiency gains of leaving out such a variable. 6 It should also be noted that to avoid introducing bias into the score (and violating the assumption of ignorability of treatment assignment), the outcome variable should not be included in the model used to generate propensity scores. 1, 6 After generating the propensity score, we assessed the distribution of scores between the two treatment groups for adequate overlap, which is necessary to allow comparability (Figure 1) . 3 The two treatment groups appear to have reasonable overlap at all but the highest values of propensity score, as there is a concentration of transfer patients and few nontransfer patients having propensity scores [ 0.9.
Integrating Propensity Scores into the Analysis, Method 1: The Regression Model. One option for integrating the propensity score into an analysis is to include the score as an additional covariate (i.e., in addition to the treatment variable) in a multivariable regression model. 2, 3 The propensity score can be included directly as a probability ranging from 0 to 1 or can be multiplied by a fixed value (e.g., 1,000) and rounded to the nearest integer to expand the range of scores. In this setting, the propensity score serves as a composite confounder, which reduces bias by adjusting for the pattern of observed confounders between the treatment groups when modeling the dependent variable. The regression analysis may include only the treatment variable and the propensity score as covariates, or additional important covariates. 2 For this analysis, we multiplied the propensity score by a factor of 100 and rounded to whole numbers to allow easier interpretation of the results, although including the score as a probability between 0 and 1 produces identical estimates for treatment effect. Table 2 shows the results of several potential models including the propensity score and additional covariates. As the number of confounding covariates (all of which are represented in the propensity score) included in the model increases, the effect size of the propensity score and its statistical contribution to the model decrease. In addition, as more covariates are added to the model, the point estimate and the confidence interval (CI) for the treatment variable move closer to that of the conventional logistic regression model. The model, including only transfer status and the propensity score, shows that each unit increase in the probability of transfer (the propensity score) is associated with a 5% increase in the odds of a poor outcome (odds ratio [OR] 1.05, 95% CI = 1.04 to 1.06), reflecting the composite score of many confounding variables that increases the odds of both a poor outcome and being transferred (i.e., sicker patients are transferred for HLC). Note that the direction of effect of the propensity score is opposite that of HLC transfer because the score assumes the role of confounder and removes the selection bias associated with subjects who were transferred for HLC, providing a less biased estimate of treatment effect.
Integrating Propensity Scores into the Analysis, Method 2: Stratification. After creating the score by multivariable regression and generating a probability of treatment for every observation, the score can also be used to stratify the sample. [1] [2] [3] Stratifying the sample into quintiles based on propensity score, and then assessing treatment effect within each stratum, has been suggested as an effective means of providing an unbiased estimate of the true treatment effect. [1] [2] [3] 6 The results for each stratum can then be averaged across the five quintiles for overall treatment effect. 3 Figure 2 illustrates such an approach. The subjects in each quintile of propensity score are compared with a univariate test for treatment effect (e.g., x 2 test or Fisher's exact test); then these results can be combined across strata (e.g., the Mantel-Haenszel method for averaging ORs across strata). Some authors have suggested excluding strata where one of the treatment groups is inadequately represented (e.g., \10%). 10 In Figure 2 , we see that subjects undergoing HLC transfer have slightly lower proportions of bad outcomes in all quintiles of propensity score except the fifth quintile (in which nontransfers comprise \3% of this quintile), although none of these differences is statistically significant. Applying the methods discussed above for quintiles 1 to 4 (excluding the fifth quintile due to underrepresentation of nontransfer subjects) results in an estimate of treatment effect similar to that of the regression method (OR 0.78, 95% CI = 0.51 to 1.2). Including the fifth quintile in the analysis changes the results little (OR 0.85, 95% CI = 0.55 to 1.3). The Breslow-Day test for homogeneity of ORs across all quintiles reveals no significant differences (p = 0.62). Although there is little change in the results when subjects from the fifth quintile are included in the analysis (using stratification or regression), the finding that this quintile of propensity score consists primarily of transferred subjects (Figure 1) suggests that any comparisons between treatment groups that include subjects from this quintile may be subject to bias and should be interpreted with caution. There must be adequate overlap in propensity scores between treatment groups to produce valid estimates for treatment effects. The matching techniques described below are an effective way to ensure that subjects with the same propensity for treatment are being compared.
Integrating Propensity Scores into the Analysis, Method 3: Matching. The third option we present is matching subjects from the treatment groups by propensity score. Matching has been suggested as the most statistically efficient method of integrating propensity scores, [1] [2] [3] but requires a large reservoir of controls to select from and eliminates subjects who are unable to be matched. 28 Matched pairs are created to balance treatment groups for confounders (covariate distributions) and propensity to treatment, providing a less biased estimate of treatment effect. 1, 28 Recent publications detail the means of performing automated matching algorithms designed specifically for matching propensity scores up to any number of digits, 28 and the use of such a matching algorithm in a propensity-matched analysis. 8 Comparison of groups in a matched analysis requires appropriate statistical tests for matched samples (e.g., the McNemar test for categorical data and the signed-rank test for continuous data). We do not illustrate propensity matching because the treatment group outnumbers the controls in our sample. All statistical analyses and database management were performed using SAS 8.2 (SAS Institute, Cary, NC). 
COMPARISON OF METHODS
There are differences in the association between HLC transfer and the composite outcome using unadjusted, conventional multivariable regression, propensity score regression, and propensity score stratified analyses ( Figure 3 ). As expected, the crude analysis (i.e., without adjustment for confounders) suggests an association between HLC transfer and a poor outcome (OR 1.8, 95% CI = 1.2 to 2.5). Adjusted results using conventional multivariable regression to account for confounding variables suggest that HLC transfer is associated with a favorable outcome (OR 0.56, 95% CI = 0.33 to 0.94). Propensity score regression (OR 0.80, 95% CI = 0.53 to 1.2) and propensity score stratified analyses (OR 0.78, 95% CI = 0.50 to 1.2) provide similar but less conclusive results. Both propensity methods result in almost identical estimates of treatment effect. Without knowing the truth regarding this hypothesis, it is unclear which method results in less bias; however, conclusions drawn from the analyses using propensity scores may temper conclusions that there is definitely a benefit to transferring headinjured patients for HLC.
Observational research designed to study a specific treatment or exposure (i.e., HLC transfer) lends itself to techniques that minimize bias. In theory, patients are transferred for HLC in a trauma system because a given facility does not have the resources to care for such patients. These patients tend to be sicker, to be more severely injured, to require more surgeries, and to be at greater risk of death, medical complications, and a dependent functional status at hospital discharge. The patients included in our sample are no different. There is a strong selection bias toward transferring patients who are more likely to have a poor outcome, as demonstrated in the unadjusted results for the association between transfer and the composite outcome (Figure 3) . In other words, the relationship between transfer status and outcome is not ignorable (sicker patients with a worse prognosis tend to be transferred), which creates difficulty in comparing the two groups without adjusting for other covariates. Although both conventional regression and propensity methods adjust for these confounders (i.e., shifting the direction of HLC transfer effect from a worse outcome to an improved outcome), the propensity-adjusted analyses offer less confidence that transferring head-injured patients is definitely associated with a good outcome.
LIMITATIONS OF THE PROPENSITY SCORE
As with any analytic method, there are limitations with the use of propensity scores. While randomized studies generally provide a study design that balances observed and unobserved covariates between treatment groups, observational research using a propensity score must rely on only observed covariates available in the data set to balance treatment groups. 6 It is possible that there are unobserved confounders that cause the assumption of ignorability of treatment group assignment to fail, despite use of a propensity score. Sensitivity analyses to test the robustness of the results may assist in this determination. 3, 6 Alternatively, one could use instrumental variable methods 29 (if such an instrument were available) if there is concern about confounding variables not available in the data set or suspicion that the ignorability of treatment assumption failed. 7 Figure 3. The association between higher level of care (HLC) transfer and the composite outcome (30-day post-discharge mortality, medical complications, or dependency at discharge) by unadjusted (crude), conventional multivariable regression, propensity score regression, and propensity score stratified analyses (N = 1,011 for all analyses except stratified, n = 813).
After integrating the propensity score and again comparing the covariate distributions between treatment and control groups, an investigator may find that the distributions of covariates between the two groups are still markedly different despite adjustment with the score (or that there is little overlap in propensity scores between treatment groups). If this is the case, one must recognize the inability of the data to support a strong causal inference. 3 That is, without similar distributions of confounders between groups and similar propensities for treatment, the treatment groups are less comparable.
The propensity score tends to work better in larger samples. 6 The sample size required to use a propensity score may vary with different data sets, depending on the number and type of variables available. However, achieving a distributional balance of covariates using subcategories of the propensity score in smaller samples may not be possible. 6 Significant imbalances of certain covariates may be unavoidable despite a wellconstructed propensity score secondary to a small number of observations when treatment groups are separated within a given range of the propensity score. 6 Finally, when creating the propensity score, strong and weak confounders are handled the same way in calculating the score. 6 It is possible that a weak confounder has the same or larger coefficient in calculating the propensity score (e.g., a covariate having moderate association with treatment and weak association with outcome) than a stronger confounder (e.g., a covariate having moderate association with treatment and outcome). The concern in this setting is that inclusion of irrelevant covariates in the generation of a propensity score can reduce efficiency of control over the relevant covariates. While this situation is of concern, it has been suggested that the bias incurred by omitting a weak confounder overrides the gain in efficiency of leaving out this variable. 6, 30 Rubin states that, in practice, this limitation may be minor so long as investigators ''use some judgment.'' 6 
CONCLUSIONS
Use of a propensity score can reduce bias in estimating treatment effect in nonrandomized, observational studies. Propensity score methods have broad applications and may allow stronger causal inferences in observational research as a result of reduced bias and better comparability among treatment groups. When integrated as a complementary approach to conventional statistical techniques (such as multivariable logistic regression), the propensity score may provide a means of checking estimates of treatment effect and help prevent inappropriate conclusions drawn from observational studies that fail to adequately correct for selection bias among treatment groups.
