ABSTRACT Today's software complexity makes developing defect-free software almost impossible. Consequently, developing classifiers to classify software modules into defective and non-defective before software releases have attracted great interest in academia and software industry alike. Although many classifiers have been proposed, no one has been proven superior over others. The major reason is that while a research shows that classifier A is better than classifier B, we can find other research that shows the opposite. These conflicts are usually triggered when researchers report results using their preferable performance evaluation measures such as, recall and precision. Although this approach is valid, it does not examine all possible facets of classifiers performance characteristics. Thus, the performance evaluation might improve or deteriorate if researchers choose other performance measures. As a result, software developers usually struggle to select the most suitable classifier to use in their projects. The goal of this paper is to apply the fuzzy analytical hierarchy process (FAHP) as a popular multicriteria decision-making technique to reliably evaluate classifiers' performance. This evaluation framework incorporates a wider spectrum of performance measures to evaluate classifiers performance rather than relying on selected preferable measures. The results show that this approach will increase software developers' confidence in research outcomes and help them in avoiding false conclusions and infer reasonable boundaries for them. We exploited 22 popular performance measures and 11 software defect classifiers. The analysis was carried out using KNIME data mining platform and 12 software defect data sets provided by the NASA metrics data program (MDP) repository.
I. INTRODUCTION
Software defects are a serious threat to the success of software development industry [1] . In average, billions of dollars are lost every year because of software defects in the United States alone [2] , where the global loss is much larger than this amount. Although defects can be detected by various quality procedures, finding and fixing defects consume a significant portion of the available resources [3] . Most software defects are normally found within a relatively small number of modules [4] , [5] . Therefore, developing software defect classifiers has become a promising methodology to identify defective modules before software release. The expected returns are significant in terms of reducing the overall quality assurance activities time and costs [1] , [6] .
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The major aim of software defect classifiers is to classify software modules into defective dM and non-defective ndM. This binary classification can be described as a mapping function from a vector x of M features, where x i ∈ R M , to one of the classification classes y i ∈ {dM , ndM } [4] .
This model can be trained by a training data set S of N instances,
Numerous techniques have been proposed to develop classifiers, for instance, regression and logistic regression, neural networks, decision trees, and many other machine learning algorithms [4] , [7] with no superiority of any over the rest [3] , [8] . This is mainly caused by conflicted benchmarking studies. Various software engineering research papers [1] , [3] , [9] , [10] investigated and challenged the reliability of software defect classifiers benchmarking studies. The common finding among these studies was that while one-study showed classifier A was better than classifier B, we could find other studies that showed exactly the opposite. Consequently, software practitioners face the problem of how they can reliably evaluate the performance of defect classifiers to select the best performing classifier out of several others [11] . Although there are many performance evaluation measures, they usually provide contradicting results. This contradiction is indeed expected as each of these measures was developed to capture a specific aspect of classifiers' performance. For example, recall, which is known as True Positive Rate (TPR), represents the proportion of the actual defective modules that are classified defective. Similarly, precision, which is known as Positive Predictive Value (PPV), represents the proportion of classified defective modules that are actually defective [3] , [12] , and so forth. As a result, the performance quality is highly dependent on the specific measures being utilized! This fact leads to the critical question; which performance evaluation measure(s) practitioners should use? In other words, how practitioners can evaluate classifiers in such a way that they will always get reliable and valid results? This essential requirement is motivated by two possible scenarios. Mistakenly classifying defective modules as nondefective raises the risk of software failure. While classifying non-defective modules as defective raises software quality assurance activities time and costs. We believe that the proposed evaluation framework will increase the reliability and researchers' confidence in the classifiers' evaluation process outcomes.
This paper is organized as follows, related work Section discusses the problem of classifiers' evaluation reliability and its implications on software development industry. Section III discusses the principles of Fuzzy Analytical Hierarchy Process (FAHP). The classifiers' performance evaluation measures implemented in this research are presented and explained in Section IV. In data sets Section, we describe several data quality issues that exist in NASA data sets and the cleaning procedures that are performed. In experimental setup design Section, we discuss how the experiments and analysis are performed while Section VII, the FAHP Application, describes in detail how we applied FAHP to the classifiers' performance evaluation. The results Section discusses the paper results and conclusion Section summarizes the conclusions.
II. RELATED WORK
The reliability of software defect classifiers was scrutinized extensively in many published works [8] , [11] , [13] , [14] , [15] . Nonetheless, it seems that there is a large room for improvements. For example, performance quality measures, such as, precision, accuracy, etc. can be improved by applying rigorous reliability and verification techniques [8] , [11] . Additionally, many of these measures are borrowed from other disciplines (e.g. Psychology and social sciences). In many cases when these measures are used 'as is', they usually have different implications [12] .
It has become a common practice for practitioners and researchers to select their most preferable statistics to support their point of view. Consequently, vague and misleading conclusions might result. Forman and Scholz [16] concluded in their study that comparing different research studies has become complicated, and in many cases, the comparisons have become not meaningful.
This paper emphasizes the fact that performance evaluation must be seen as a comprehensive strategy rather than relying on preferably selected performance measure(s). Shepperd et al. [3] conducted an extensive study to find the reasons of variance in classifiers performance. Their study included 600 experimental results published in many reputable conferences and journals with low acceptance rates. Surprisingly, researcher bias was among the major and widespread influential factors. They found that it is extremely difficult to choose the best performing classification technique because of this phenomenon.
To solve the problem of researchers' bias, Inse et al. [17] asserted that researchers should improve their research outcomes reporting protocols. Kitchenham [18] also suggested the need to enhance the communication and documentation protocols to include sufficient explicit details about how exactly classifiers were used and evaluated in research.
Fenton and Bieman [19] extensively discussed the concept of research reliability. In general, he emphasized the empirical validity procedures where researchers are required to validate their findings by replications of experiments. Empirical validation studies have become an essential part in software defect classification research because usually we lack the required theoretical validation. This fact has led us to our paper contribution which is proposing a comprehensive evaluation scheme that will provide proven better evaluation outcomes compared to preferred selected performance measure(s).
III. FUZZY ANALYTICAL HIERARCHY PROCESS (FAHP)
To avoid the researchers' bias when evaluating the performance of software defect classifiers, this paper proposes the application of multicriteria decision making (MCDM). MCDM is a set of very effective methodological tools for dealing with complex problems in various domains, such as, business, engineering, etc. Some examples are, AHP, FAHP, TOPSIS, and many others [20] - [22] .
The Analytical Hierarchy Process AHP technique is based on expert judgment method to perform pairwise comparisons between all implemented criteria. However, AHP suffers from a critical criticism. AHP is unable to deal with the impression and subjectiveness of the expert judgment when performing the pairwise comparisons method [23] - [25] .
In recent years, Fuzzy AHP-or for short, FAHP-gained a noticeable attention as a superior substitute to the AHP technique. The essence of FAHP method is based on the VOLUME 7, 2019 ability to capture the uncertainty when performing expert judgment method. Zadeh [26] introduced the fuzzy set theory to compromise the human thought vagueness, which was oriented to the rationality of uncertainty due to imprecision or vagueness. That is, the consideration of the gradual membership of an element to a particular set of elements [23] .
Peng [27] and Kabir and Hasin [28] applied AHP successfully in the field of classifiers performance evaluation. In this paper, the authors apply FAHP in evaluating binary classifiers performance as a more robust multicriteria procedure. Up to our knowledge, this is the first time of such application.
In 1983, Laarhoven, et al. proposed the use of a triangular fuzzy membership function as the best fit in performing expert judgment, Fig (1.a) [29] . Other functions were proposed as well to fit various uses, Fig (1.b and 1 .c). We chose to use the triangular membership method for its suitability to software defect classifiers domain, Equation (3). The reason for this choice is that we need only to provide two boundaries to our judgment, upper and lower boundaries when comparing measures pairwise. Trapezoidal function for example provides two middle values in addition to the upper and lower boundaries. The is not the case in our research. Similar arguments are applicable to other fuzzy membership functions that might require unnecessary complications. Thus, for simplicity, we made this choice.
Throughout this paper, fuzzy quantities are differentiated by placing a tilde '∼' above symbols. A triangular fuzzy number (TFN) is denoted as (l, m, u), where l denotes the smallest possible value, m denotes the most promising value, and u denotes the largest possible value that describes a fuzzy event.
Readers interested in more detailed introduction to fuzzy numbers and their algebraic operations are recommended to read Harding et al. [30] .
IV. PERFORMANCE EVALUATION MEASURES
To evaluate the classifiers' performance, we followed the common practice of using a confusion matrix, Table 1 . The first column shows the actual positive (AP) cases (defective modules) and the second column shows the actual negative (AN) cases (non-defective modules). Similarly, the first row shows the predicted positives (PP) and the second row shows the predicted negatives (PN). The bottom right cell shows the total number of cases, T. While the optimum desired results would be fp = fn = 0, the actual performance of classifiers is still far away from achieving this goal. By utilizing these four variables, the classifiers' performance measures can be calculated. Numerous performance measures have been proposed and utilized by researchers and practitioners to evaluate classifiers' performance. Table 2 shows the 22 performance measures exploited in our research [3] , [27] - [33] . The selection of these measures was based on their popularity in software defect classification research [3] , [12] . Since Cohen's Kappa is the only measure that needs more clarifications on how to compute its probabilities (i.e. Pr (a) and Pr(e)), we added those clarifications right after the table.
V. DATA SETS
As the requirement of research replication has become vital for many researchers, we have decided to use the publicly available and widely used NASA software defect data sets [34] . One justifiable reason that explains this choice is to support the ability to reproduce and verify the published results, and to ease data sharing among researchers [35] .
However, NASA data sets suffer from many data quality problems [36] . For clarity, we repeat here the common assumptions about software data sets structure. NASA data sets are organized as a matrix of rows and columns. Each row represents one software module (i.e. case), and each column represents one feature (i.e. attribute). One of the data integrity issues that can be found in NASA data sets is the identical values. This problem occurs when two or more features have the same values for all cases. Similarly, if two or more cases have the same values for all features including the prediction label. Identical features present no additional information and identical cases confuse learners, thus, both were excluded from data sets. Conflicting values is another problem that arises whenever there is a violation of a relational integrity constraint. For example, LOC_TOTAL cannot be less than LOC_EXECUTABLE or LOC_COMMENTS. Fan et al. [37] have discussed integrity constraints in more details. Such data is untrustworthy and should not be included in the data sets. Additionally, implausible values are any negative or fractional values that do not make sense and cannot be accepted. Similar to conflicting values, this data is untrustworthy. Cases' inconsistency, constant values and missing values were among other data integrity issues that were analyzed. Cohen's kappa probabilities are calculated as follows:
• Pr (a) : is the observed agreement probability among raters = tp+tn tp+fp+tn+fn
• Pr (e) : is the agreement by chance probability among raters
• Rater1 percentage of positive responses • Rater2 percentage of positive responses
Shepperd et al. [34] and [36] performed a comprehensive cleaning strategy to remove all problematic cases and features, Table 3 . They published the cleaned-up data sets resulted after removing all cases and features that had one or more of the discussed data quality problems. These data sets are available online at https://figshare.com/collections/NASA_MDP_Software_ Defects_Data_Sets/4054940/1.
VI. EXPERIMENTAL SETUP DESIGN
We exploited eleven software defect classifiers, Table 4 . These classifiers have been chosen based on their popularity in software defect research [4] , [38] . The experiments were carried out using KNIME [39] , [40] , a popular data mining platform and twelve NASA software defect data sets. KNIME was used to run the classifiers on all experimented data sets. The corresponding confusion matrixes were constructed and utilized to calculate the classifiers' performance measures, that is, E[c × p] matrixes, where c is the number of classifiers and p is the number of performance measures. To validate the results, 10-fold cross-validation technique was run on all experiments. Additionally, we normalized all experimented data sets to avoid the dominance of some attributes with large values.
Imbalanced data sets can degrade classifiers performance and contribute to the results unreliability [35] , [54] . It is quite common in software defect data sets to have non-defective modules as the majority class while the defective modules as the minority class. Therefore, stratified sampling technique was used to avoid sampling bias. Stratified functionality guaranteed that all created cross-validation folds had class distribution similar to the original data sets distributions, i.e. the ratio of defective to non-defective modules.
For clarity, we start with presenting a summary of the FAHP steps implemented in this study followed by more detailed calculations in the following section, FAHP Application.
Note 
VII. FAHP APPLICATION
The following are the FAHP implementation steps [23] , [27] :
Step 1:
Decompose the problem into three hierarchical levels, Fig. (2) .
-Goal: evaluating the performance of software defect classifiers to select the best performing classifier -Criteria: twenty-two performance measures -Alternatives: eleven software defect classifiers
Step 2:
Perform fuzzy pairwise comparisons between all criteria elements using the fundamental scale proposed by Saaty [22] , Table 5 . At the end of this step, a criteria fuzzy weights vector w is computed. However, this scale is based on crisp evaluation values. As discussed in Section III, crisp evaluation usually leads to unreliable results due to the expert judgment uncertainty and vagueness. Thus, the scale must be modified to meet FAHP requirements. That is, instead of evaluating the criteria using the crisp scale values, we can use the Triangular Fuzzy Numbers (TFN) to compromise for human uncertainty and increase the reliability of the evaluation. Note that for any fuzzy numberã, the reciprocal can be defined as The authors use their extensive experience in the field of binary classifiers evaluation measures to rank their relative importance following Saaty fundamental scale of weights. Additionally, the literature provides a large body of research to evaluate the reliability and validity of each of these measures. For brevity, a representing sample is cited in this paper [13] , [33] , [12] . Table 6 shows the relative fuzzy weights established by the authors judgments for these measures.
By assuming that we have p performance evaluation measures (i.e. criteria), we can construct the criteria pairwise comparison matrixÃ as follows:
where
Every entryã jk represents the importance of criterion j relative to criterion k, whereã jk = (1, 1, 1 
Once matrixÃ is constructed, we can calculate the criteria fuzzy weights vectorw by applying the Geometric Mean method proposed by Buckley [55] . The method can be applied by three steps:
Firstly, we calculate the fuzzy geometric mean valuer j for each row j inÃ j
Secondly, sum all fuzzy geometric mean values column wise and find their reciprocal, r 1 ⊕r 2 ⊕ · · · ⊕r j −1 . The multiplication and addition of two fuzzy numbers operations are defined as,ã
Lastly, calculate the criteria fuzzy weights vectorw,
To ease the comparisons of classifiers' rankings, we can defuzzifyw using the center of area COA concept [56] , Table 7 .
Step 3:
Perform pairwise comparisons between all classifiers with respect to every criterion. At the end of this step, the classifiers scores matrix S is constructed.
Every entry s ij of matrix S represents the score of the i th classifier with respect to the j th criterion. To construct the matrix S, we have first to compute classifiers pairwise comparison B (j) matrixes with respect to every criterion j.
ih of the matrix B (j) represents the evaluation of the i th classifier compared to the h th classifier with respect to the j th criterion. We can compute b 3. Run every classifier to generate its confusion matrix 4.Use the generated confusion matrix to compute the 22-performance measures 5.Construct the corresponding E matrix end for Once B (j) matrixes are computed, they need to be normalized column wise. That is, divide each entry b ih in a particular column h over the sum of all entries of this column, Equation (13) . This operation is repeated for all columns in matrix B (j) .
We use Equation (14) to find the scores vector s (j) that contains the classifiers' pairwise comparisons scores with respect to every criterion j. The c-dimension column vector s (j) is VOLUME 7, 2019 computed by taking the averages row-wise for every row i in B (j) .
Now, we can construct matrix S by combining all calculated s (j) scores vectors,
Each column in the matrix S corresponds to one of the s (j) column vectors.
Step 4:
Calculate the vector v of the classifiers' priorities by multiplying the classifiers' pairwise comparison scores matrix S by the defuzzified criteria weights vector w, Equation (16) .
Each v i entry represents the score (i.e. rank) assigned by the FAHP process to the i th classifier in comparison to all other c − 1 classifiers.
VIII. RESULT
The experiments resulted in 12 E matrixes, 12 S matrixes, and 264 B matrixes. For brevity, we will report the summary of the results. We can notice from Table 8 that every data set reveals a unique order of the experimented classifiers performance ranks. These results conform with much published research that every data set (i.e. software project) is a unique product and persists unique characteristics. Kastro and Bener [57] concluded in their study that it is almost impossible to have two identical software products in terms of developing process, programming languages used, programmers' experience, algorithm complexity, or even the development methodology. Myrtveit et al. [8] reported similar findings.
However, some interesting trends can be implied. Random Forest (RF) has won the first rank 7 times and the second rank one time. Fuzzy Rule ( ) has won the first rank 2 times and the second rank 6 times. This shows that those particular classifiers perform very well. On the contrary, SVM has won the last rank (i.e. the 11 th rank) 12 times, which implies that this classifier consistently performs poorly in these experiments. Close to this performance is NB that won the 10 th rank 10 times, the 9 th rank 1 and surprisingly won the 2 nd rank 1 time.
To make clearer final comparisons between all competing classifiers, Table 9 shows the average rank for each classifier over all experimented data sets. The procedure we follow is to count the number of times each classifier achieves a particular rank, then multiply this number by the rank itself. The sum of these numbers is divided over the total number of available ranks. Small average rank values indicate better performing classifiers in comparison to classifiers that have larger averages. Table 9 confirms our earlier observations in this section.
On the other hand, we averaged the matrix E for the 12 data sets and applied FAHP on this one averaged matrix. As expected, the final rankings are perfectly matching the previous ones.
IX. THREATS TO VALIDIT
The first threat to validity comes from the fact that this paper's results and conclusions are biased based on the data sets and classifiers we used [58] . However, we believe that by choosing the publicly available NASA data sets, replication should be possible and encouraged by other researchers. The same argument applies for choosing the most common classifiers in the field of software defect prediction [4] , [38] , [57] . Moreover, NASA data sets meet all the requirements that would increase our research external validity stated by Khoshgoftaar et al. [59] , that is, increasing the generalization of the results outside our experimental settings: 1) Be large enough to be comparable to real industry projects 2) Developed in an industrial environment, rather than an artificial setting 3) Developed by a group of developers rather than an individual 4) Developed by professionals, rather than students On the other hand, and in order to decrease the presence of internal validity threats, we decided to use the cleaned-up NASA date sets instead of the original ones, as discussed earlier in the data sets section. This allows us to avoid the noise sources that exist in the original NASA data sets.
Moreover, some data sets contain relatively small number of modules, such as, MC2 and KC3. Especially when 10-fold cross-validation technique is employed. Some classifiers that are sensitive to the size of data sets might lose some of their performance quality [60] . This effect might be increased after performing the cleaning procedures on NASA data sets. As Table 3 shows, this resulted in smaller number of observations for each experimented data set.
X. CONCLUSIONS
There is a substantial need to design and develop reliable software defect classifiers that classify software components into defective and non-defective. The benefit of this objective is the ability to focus software defect detection efforts and project resources on part of a system rather than testing the whole system. Nevertheless, the major problem that software practitioners face is how to reliably evaluate classifiers and how to select the best fit for their software development projects. Since the evaluation of software defect classifiers performance is highly dependent on the specific measures employed, the performance evaluation might improve or deteriorate if practitioners choose different performance measures.
As we believe that performance evaluation must be seen as a comprehensive strategy rather than relying on preferably selected performance measures, Fuzzy Analytical Hierarchy Process (FAHP) is implemented in this research to satisfy this requirement. FAHP allowed us to combine a wider spectrum of evaluation measures, in contrast to relying on preferably selected one or two evaluation measures. Another strength comes from the fact that FAHP employs fuzzy membership function to account for human nature of uncertainty and vagueness when evaluating and comparing performance measures against each other. The results show that this approach will increase software developers' confidence in research outcomes and help them in avoiding false conclusions and infer reasonable boundaries for them.
