The $\alpha$-representation for the characteristic function of a matroid by Lerner, Eduard Yu.
ar
X
iv
:1
61
1.
02
74
6v
1 
 [m
ath
.C
O]
  8
 N
ov
 20
16
The α-representation for the characteristic
function of a matroid
Eduard Yu. Lerner
Abstract
Let M = (E,B) be an Fq-linear matroid; denote by B the family of its
bases, s(M ;α) =
∑
B∈B
∏
e∈B
αe, where αe ∈ Fq. According to the Kont-
sevich conjecture stated in 1997, the number of nonzero values of s(M ;α)
is a polynomial with respect to q for all matroids. This conjecture was
disproved by P. Brosnan and P. Belkale. In this paper we express the
characteristic polynomial of the dual matroid M⊥ in terms of the “cor-
rect” Kontsevich formula (for Fq-linear matroids). This representation
generalizes the formula for a flow polynomial of a graph which was ob-
tained by us earlier (and with the help of another technique). In addition,
generalizing the correlation (announced by us earlier) that connects flow
and chromatic polynomials, we define the characteristic polynomial ofM⊥
in two ways, namely, in terms of characteristic polynomials of M/A and
M |A, respectively, A ⊆ E. The latter expressions are close to convolution-
multiplication formulas established by V. Reiner and J. P. S. Kung.
Mathematics Subject Classifications: 05B35, 05C31, 11T06.
Keywords: Fq-linear matroid, dual matroid, Tutte polynomial, Kontsevich
conjecture, Feynman amplitudes, Legendre symbol, convolution-multiplication
formulas.
1 Introduction. Statements of main results
Let us use the following denotations: Fq is a finite field of an odd characteristic p;
M is an Fq-linear matroid on a set E; M is the matrix with elements in the
field Fq that defines the mentioned matroid; we enumerate columns of this
matrix with elements of the set E and do rows with elements of the set V . We
understand a matroid M as a pair (E, r), where r is the rank function defined
on subsets A of the set E. In the case of an Fq-linear matroid, r(A) equals the
rank of the set of columns of the matrix M with indices in A (see, for example,
[12, 1, 14] for more details).
In what follows for convenience we assume that r(E) = |V | (all linearly
dependent rows are already deleted from the matrix M ). For example, if G is a
connected multigraph andM is its cyclic matroid, then instead of the matrix M
we can consider its incidence matrix with one deleted row (chosen arbitrarily).
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Recall that the incidence matrix (εve)v∈V,e∈E obeys the formula
εve =
 −1, if i(e) = v,1, if f(e) = v,
0, if e is nonincident to v,
,
where i(e) (f(e)) is the origin (the endpoint) of the edge e different from a loop;
in the case of a loop e the corresponding column of the matrix ε consists only
of zeros. Denote by M⊥ the dual to M matroid (E, r⊥): r⊥(A) = |A| − r(A) +
r(E \ A) for any A : A ⊆ E. Recall that the characteristic polynomial χM of
the matroid M obeys the formula
χM (x) =
∑
A:A⊆E
(−1)|A|xr(E)−r(A). (1)
Let us associate each element e of the set E with a variable αe that takes on
values in F∗q , where F
∗
q is the totality of nonzero elements of the field Fq. The α-
representation defines the expression for χM⊥(q) in terms of a linear combination
of Legendre symbols of some polynomial s( M ;α) of the variables α. Let us define
this polynomial.
Let B( M ) be the family of all possible bases of the matroid generated by the
matrix M . By definition, B( M ) is the family of maximum cardinality sets B of
indices from the set E such that the corresponding columns of the matrix M
are linearly independent. Denote by M |B the nondegenerate square submatrix
of the matrix M formed by columns whose numbers belong to the set B (and
all rows of the matrix M ). Put
s( M ;α) =
∑
B∈B( M )
det2( M |B)
∏
e∈B
αe.
For the matroid M of zero rank (it is formed by the matrix whose row set is
empty and column set E consists of loops of the matroidM) we put s( M ;α) ≡ 1.
Note that in the case of a cyclic matroid of a connected multigraph any basis
B is a spanning tree, therefore for the matrix M (which is obtained from the
matrix ε by deleting an arbitrary row) the submatrix M |B is (up to the sign of
elements) a permutation matrix, consequently, det2( M |B) = 1. In this case the
sum s(M;α) depends only on bases of the matroid M and equals∑
B∈B
∏
e∈B
αe. (2)
In a general case an Fq-linear matroid does not necessarily has a representation
in terms of the matrix M such that s( M ;α) coincides with sum (2)(in what fol-
lows we illustrate this property by considering the matroid U2,4 as an example).
Let W ⊆ V . Denote by M /W the matrix obtained from the matrix M by
deleting rows whose numbers belong to the set W ; this matrix corresponds to
some matroid. Evidently, the rank of this matroid equals |V | − |W |.
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Denote by W ∗
M
(α) an arbitrary minimum cardinality subset W of the set V ,
for which the sum s( M /W ;α) differs from zero. Denote by r∗( M ;α) the differ-
ence |V | − |W ∗
M
(α)|.
Recall that we consider the field Fq of an odd characteristic, i.e., q = p
d,
where p is an odd prime, and d ∈ N. Denote by η the multiplicative quadratic
character of the field Fq: η(0) = 0, in other cases η(x) = 1 or η(x) = −1 de-
pending on whether x is a square in the field Fq or not. For d = 1 the function
η coincides with the Legendre symbol of the residue field modulo prime p. Fi-
nally, let us define a function g(q, n), where q is the number of elements in the
mentioned field, n ∈ N, by the formula
g(q, n) =
 1/q
n/2, if p mod 4 = 1, n mod 2 = 0,
1/(−q)n/2, if p mod 4 = 3, n mod 2 = 0,
0, if n mod 2 = 1.
Theorem 1 (The main theorem) Let us use the following denotations: Fq
is a finite field of an odd characteristic, M is an Fq-linear matroid, and M is
some matrix of its representation. The following formula is valid:
χM⊥(q) =
∑
α∈(F∗q)
E
g(q, r∗( M ;α)) η(s( M /W ∗
M
(α);α)). (3)
In December 1997, when giving a talk at the Gelfand seminar in Rutgers
University, Maxim Kontsevich proposed a conjecture that for any matroid M
the number of nonzero values of (2) for α ∈ FEq is a polynomial with respect
to q. Though the conjecture was never published, it has aroused the interest
of experts in combinatorics (see [16, 3]). Against expectations, sometime later
this conjecture was refuted [2]. Formula (3) represents a “correct” variant of
the Kontsevich conjecture for arbitrary Fq-linear matroids.
In the case of a graphic matroid, χM⊥ is a flow polynomial of the graph, and
s( M ;α) is an arbitrary cofactor of the weighted Laplacian matrix of the graph.
This representation was obtained by us earlier [10]. Note that methods that use
the Fourier transformation described in [10] may appear to be inapplicable in
a general case. Moreover, formula (2), which is used in [10] for s(M ;α), in a
general case is incorrect. Namely, for a matroid M the existence of a matrix M
such that s( M ;α) coincides with (2) is not guaranteed.
Consider, as an example, the matroid U2,4 and the corresponding to it ma-
trix M . Since we need to ensure the condition det2( M |B) = 1 for the basis B
consisting of columns {1, 2} of this matrix, the linear transformation with the de-
terminant ±1 turns the first two columns to the form
(
1
0
)
and
(
0
1
)
, respectively.
Below we assume that columns {1, 2} take these forms. Then the same require-
ment that det2( M |B) = 1 but for each basis B consisting of one of columns
{1, 2} and one of those {3, 4} is equivalent to the requirement that the last two
columns should consist of elements ±1. The nonzero determinant of the matrix
consisting of columns {3, 4} can be equal only to ±2. We get
s( M ;α) = α1α2 + α1α3 + α1α4 + α2α3 + α2α4 + 4α3α4,
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which differs from formula (2).
Let us illustrate the main correlation (3) in the case of the matroid U2,4. Note
that the matroid U2,4 is dual to itself, while the left-hand side of equality (3) is
χU⊥2,4(q) = χU2,4 (q) = (q − 1)(q − 3). If U2,4 is defined by the matrix
M =
(
1 0 1 1
0 1 1 −1
)
, (4)
then we can prove that r∗( M ;α) = 0 only in q− 1 cases (namely, when α1 = α2,
α3 = α4, and α1 = −2α3). Therefore, for U2,4 with matrix representation (4)
Theorem 1 is equivalent to the equality
(q − 1)(q − 4) = g(q, 2)
∑
α∈(F∗q)
4
η(α1α2 + α1α3 + α1α4 + α2α3 + α2α4 + 4α3α4).
Another theorem which is also proved in this paper calculates χM⊥(q) for
an arbitrary matroidM (which is not necessarily representable over some field).
The right-hand sides of identities given below equal sums of polynomials, i.e.,
normalized characteristic functions of matroids defined on subsets of the set E.
Therefore these identities (as distinct from Theorem 1) impose no constraints
on values of the argument q.
Let A ⊆ E. Denote by M |A and M/A matroids obtained by restricting
M to set A and contracting this set, respectively (see details, for example,
in [12, 1, 14]).
Theorem 2 Let M = (E, r) be an arbitrary matroid on the set E with the rank
function r. The following formulas are valid:
χM⊥(q) = (q − 1)
|E|
∑
A:A⊆E
(
q
1−q
)|A| χM|A (q)
qr(A)
, (5)
χM⊥(q) = q
−r(E)
∑
A:A⊆E
(−1)|E|−|A|(q − 1)|A|χM/A(q). (6)
In the statement of identity (5) one can use the function ζq(z) =
1
1−q−z ; more
precisely, values of this function at points 1 and -1, i.e., ζq(1) =
1
1−q−1 , ζq(−1) =
1
1−q . Then we can rewrite identity (5) as follows:
χM⊥(q) (ζq(−1))
|E| =
∑
A:A⊆E
(−1)|E|−|A|
χM|A(q)
qr(A)
(ζq(1))
|A|. (7)
With the help of the inclusion-exclusion formula one can easily prove the
equivalence of correlations (5) and (6). Really, as is well known, (M |A)
⊥
=
M⊥/(E \ A). Applying the Mobius inversion formula (in the case under con-
sideration it coincides with the inclusion-exclusion formula) to identity (7), we
can rewrite the latter as follows:
χM (q)
qr(E)
(ζq(1))
|E| =
∑
A:A⊆E
(ζq(−1))
|A| χM⊥/(E\A)(q). (8)
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Replacing the matroid M in formula (8) with M⊥ (recall that
(
M⊥
)⊥
= M)
and performing trivial transformations, we get formula (6). Therefore, correla-
tions (5) and (6) are equivalent, so it suffices to prove only one of them.
In the case when M is a cyclic matroid of some graph G, χM⊥(q) coincides
with the flow polynomial of the graph FG(q), and χM (q) is expressed in terms of
the chromatic polynomial PG(q) (see [17, 1, 14]). In this case identities (5)–(8)
express the interconnection between flow and chromatic polynomials.
In particular, in this case identity (7) means that
FG(q) (ζq(−1))
|E(G)|
=
∑
H:H⊆G
(−1)|E(G)|−|E(H)|
PH(q)
q|V (H)|
(ζq(1))
|E(H)|
, (9)
where the sum is taken over all subgraphs H of the graph G, while V (G) is
the set of vertices of the graph G (note that in formula (9) V (H) = V (G)) and
E(G) is the set of its edges. In this case identity (8) is equivalent to an even
more simple correlation, namely,
PG(q)
q|V (G)|
(ζq(1))
|E(G)|
=
∑
H:H⊆G
(ζq(−1))
|E(H)|
FH(q). (10)
Finally, in the case of a cyclic matroid of the graph G identity (6) takes the
form
FG(q)q
|V (G)| =
∑
H:H⊆G
(−1)|E(G)|−E(H)|(q − 1)|E(H)|PG/H(q), (11)
where G/H is the contracted graph G. Note that PG/H(q) ≡ 0, provided that
the graph G/H has loops. For example, in the case of the graph C4, the right-
hand side of (11) contains the following terms: the value PC4(q) that corresponds
to the case of E(H) = ∅; 4 terms −(q− 1)PK3(q) that correspond to the case of
|E(H)| = 1; 6 terms (q − 1)2PK2(q) that correspond to the case of |E(H)| = 2;
and one term (q − 1)4q, (H = C4); there are no terms that correspond to the
contraction of the graph consisting of three edges, because in this case there
appears a loop in the graph G/H . Therefore, for the graph C4 identity (11)
takes the form
(q − 1)q4 = PC4(q)− 4(q − 1)PK3(q) + 6(q − 1)
2PK2(q) + (q − 1)
4q;
one can be verify this fact immediately.
Equalities (5,6) are close to convolution formulas given in papers byW. Kook,
V. Reiner, and D. Stanton and those by V. Reiner and J. P. S. Kung ([6, 13, 7,
8]). Moreover, one can etablish formulas (5,6) (with the help of certain transfor-
mations) as particular cases of identities proved in [8]. One can also prove them
immediately by using Definition (1). We give them in this paper, because the
existence of these formulas in the case of the flow polynomial (as well as the ex-
istence of the α-representation for it) evidently follows from the general theory
of Feynman amplitudes. In Section 3 we establish the connection between the
flow and chromatic polynomials within the framework of the theory of Feynman
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amplitudes. In Section 4 we prove two other variants of Theorem 2, which differ
in the generality of statements, and discuss the connection of this theorem with
those obtained in earlier papers. Section 2 is dedicated to the proof of The-
orem 1. In conclusion we summarize the obtained results and discuss further
perspectives of the research in the application of methods developed within the
framework of the theory of Feynman amplitudes for flow polynomials.
For structuring this paper we distinguish between theorems, lemmas, propo-
sitions, and corollaries in it. We formulate the most important results as theo-
rems. The destination of lemmas and corollaries is evident. Propositions play a
special role. Namely, we state well-known facts as propositions; we prove them
when failing in finding proper references.
2 Proof of Theorem 1
The proof of Theorem 1 essentially uses an analog of the Laplacian matrix
of the graph (more precisely, an analog of the submatrix obtained from this
matrix by deleting the last row and the last column). This is the following
square matrix L( M ;α) of the order r(M):
L( M ;α) = MΛ M T ,
where Λ is the |E| × |E|-diagonal matrix whose diagonal elements equal αe,
e ∈ E, and T is the transposition sign.
Lemma 1 Let x = (xv, v ∈ V ) be a row of variables that take on values in
the field Fq; let Q(x, α) = xL( M ;α)x
T be the quadratic form with the matrix
L( M ;α); for any b ∈ Fq we denote by Nb the number of solutions of the equation
Q(x, α) = b (12)
with respect to variables x ∈ FVq and α ∈
(
F ∗q
)E
. Then
1) Nb = N1 for any b ∈ F
∗
q ;
2) χM⊥(q) = (N0 −N1)/q
|V |.
Proof: The first proposition is almost evident. Really, let b be a fixed element
of Fq. Then any collection (x, α), x ∈ FVq , α ∈
(
F∗q
)E
, such that Q(x, α) =
1 bijectively corresponds to the collection (x, β), where β = bα. Evidently,
Q(x, β) = b, i.e., we have established a bijection between solutions of Eqs. (12)
with various b ∈ F∗q .
The second proposition is less trivial; by certain modifications one can reduce
it to fundamental results obtained by H. Crapo and G.-C. Rota. Assume that
y(x) = x M , i.e., y is the row (ye, e ∈ E). Evidently, Q(x, α) =
∑
e:e∈E αey
2
e .
Denote by Q′(x, α) the value of the function
∑
e:e∈E αeye; let N
′
b, b ∈ Fq, be
the number of solutions (x, α) of the equation Q′(x, α) = b. Let us prove that
N ′b = Nb for any b ∈ Fq.
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Really, let us associate the collection (x, α) with that (x, γ) such that γe =
αeye, if ye 6= 0, otherwise γe = αe. Then Q(x, α) ≡ Q′(x, γ) and therefore
N ′b = Nb.
Let us now prove that (N ′1−N
′
0)/q
|V | coincides with the number of vectors α
such that c (α) = 0, where c (α) = Mα is the vector column (cv, v ∈ V ).
The equation Q′(x, α) = b takes the form
∑
v:v∈V cvxv = b.
If c (α) = 0, then Q′(x, α) = 0 independently of the choice of the vector x.
Note that the total number of vectors x equals q|V |.
However if c (α) 6= 0, then the equation Q′(x, α) = b is equivalent to that
cv′xv′ = b−
∑
v:v 6=v′ cvxv, where cv′ is the first nonzero element of the vector c .
The number of solutions of this equation with respect to x equals q|V |−1 inde-
pendently of the choice of b ∈ Fq, because by fixing arbitrary (xv, v ∈ V \ {v
′})
we uniquely define xv′ .
Thus, we have proved that (N1 − N0)/q|V | coincides with the number of
vectors α such that c (α) = 0, i.e., with the cardinality of the everywhere nonzero
kernel of the map Mα (recall that αe ∈ F∗q). If M is the incidence matrix
of the graph G, then the equation Mα = 0 guarantees (by definition) that the
collection (αe, e ∈ E(G)) is a flow on edges of the directed graphG. The number
of everywhere nonzero flows equals the value of the flow polynomial FG(q). In
a general case, as was proved by H. Crapo and G.-C. Rota (in this connection
see, for example, [13]), cardinality of the everywhere nonzero kernel of the map
Mα coincides with the value χM⊥(q). 
Note that the following proposition is an evident generalization of Lemma 1.
Lemma 2 Let j ∈ N. Put Qm(x, α) =
∑
e:e∈E αe(ye)
j, where y ≡ y(x) = x M .
Then for any b ∈ Fq the number Nb(j) of solutions of the equation Qj(x, α) = b
is independent of j. Moreover,
χM⊥(q) = (N0(j)−N1(j))/q
|V |.
Really, the proof of Lemma 1 is based on the proof of the coincidence ofNb(2)
(in denotations of the lemma, Nb) and Nb(1) (in denotations of the lemma, N
′
b).
This coincidence was proved with the help of the equality Q2(x, α) = Q1(x, γ),
where there is a bijective correspondence between γ and α. One can easily see
that Qj+1(x, α) = Qj(x, γ) with any j ∈ N, which proves Lemma 2.
Proposition 1 Let x = (x1, . . . , xn) be a row of variables whose values belong
to the field Fq; let QB(x) = xBx
T be a quadratic form with a fixed symmetric
n× n-matrix B with elements in the mentioned field. Let m be the rank of the
matrix B and let d be its arbitrary nonzero principal minor of the order m.
The number N of solutions of the equation QB(x) = 0 with respect to variables
x ∈ Fnq obeys the formula
N =
{
qn−m
(
qm−1 + (q − 1)q
m−2
2 η((−1)m/2d)
)
, if m mod 2 = 0,
qn−1, if m mod 2 = 1.
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Proposition 1, apparently, has been known since works of C. Chevalley. The
case when m = n coincides with theorem 2.E in ([15], Ch. 4); see also [11,
Theorem 6.26]). The general case can be easily reduced to the case of m = n.
Proof of Theorem 1: Let us first state Lemma 1 in terms of zeros of
quadratic forms mentioned in Proposition 1. Graduating N0 with respect to all
possible values of α, we rewrite the main equality of this lemma as follows:
q|V |χM⊥(q) =
∑
α∈(F∗q)
E
(
N(α)−
|FVq | −N(α)
q − 1
)
, (13)
where N(α) is the number of solutions of the equation Q(x, α) = 0 with respect
to x with fixed α, while |FVq | = q
|V |.
For calculating N(α) let us use Proposition 1. Note that if rankL( M ;α) is
odd, then the corresponding term in sum (13) equals zero, because in this case
it holds that
N(α) =
q|V | −N(α)
q − 1
= q|V |−1.
If m = rankL( M ;α) is even, then we get
N(α)−
q|V | −N(α)
q − 1
= q|V |−m
(
qq
m−2
2 η((−1)m/2d(α))
)
,
where d(α) is an arbitrary nonzero principal minor of the matrix L( M ;α) of the
order m. By elementary transformations we rewrite formula (13) as follows:
χM⊥(q) =
∑
α∈(F∗q)
E
g(q, rankL( M ;α)) η(d(α)).
It remains to prove that rankL( M ;α) = r∗( M ;α) and d(α) = s( M /W ∗
M
(α);α).
To this end it suffices to prove that if the principal minor of the matrix
L( M ;α) is obtained by deleting rows and columns whose numbers belong to the
set W then this minor equals s( M /W ;α). Note that by definition the desired
minor coincides with det(( M /W )Λ( M /W )T ), therefore it remains to prove the
equality det(L( M ′;α)) = s( M ′, α). The latter formula is a generalization of the
matrix tree theorem; it is rather well-known (see [14, Exercise 11 (c)]). 
3 Chromatic and flow polynomials as Feynman
amplitudes and their interconnection
In this section we prove that formulas (9,10,11) follow from the general theory
of Feynman amplitudes (FA).
LetG = (V,E) be an arbitrarymultigraph with connected componentsK(G).
Associate each edge e (e ∈ E) with a complex-valued function (a propagator) ∆e
of the argument x ∈ Fq. In the usual theory of FA, x ∈ R4, below we consider
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a generalization of all definitions to the case of finite fields. In the real-valued
case one considers even functions ∆e, so do we.
Associate each vertex v of the graph G (v ∈ V ) with a variable xv, xv ∈ Fq.
We understand a vacuum FA in a coordinate space as the sum
FG =
∑
x∈FVq
∏
e∈E
∆e(xi(e) − xf(e)), (14)
where i(e) (f(e)) is the origin (endpoint) of the edge e.
Note that since the function ∆ is even, the value FG is independent of
the orientation of graph edges. Definition (14) is a calque of the case x ∈
R4, except the fact that in place of the sum in the real-valued case there is a
multidimensional integral, and the integration is performed in all variables xv,
except those ones which are chosen arbitrarily so that each connected component
K(G) contains exactly one such variable. An analogous exclusion of variables
from the sum in (14), evidently, leads to the sum FG
′ which differs from FG by
the trivial multiplier FG
′ = q−|K(G)|FG.
Let us introduce on the field Fq a trivial norm ||x|| which equals 1 with all
x ∈ F∗q . Note that in the case of the finite field ||x|| = 1 − δ(x), where δ(·) is
a finite delta function which is an indicator of the value x = 0. One can easily
see that if ∆e ≡ || · ||, then by definition FG coincides with the value of the
chromatic polynomial PG(q).
Let us now associate each edge e of the graph with a variable ke, ke ∈ Fq,
and, generally speaking, some other propagator ∆˜. Put k = (ke, e ∈ E). Recall
that the symbol (εve)v∈V,e∈E denotes the incidence matrix. We understand a
vacuum FA in a momentum space as the sum
F˜G =
∑
k∈FEq
∏
e∈E
∆˜e(ke)
∏
v∈V
δ
 ∑
e∈E(G)
εveke
 . (15)
This is the exact calque of the definition given for the real case except the fact
that the integration in
(
R4
)E
is replaced with the summation over FEq . One can
easily see that if ∆˜e ≡ || · || then by definition F˜G coincides with the value of
the flow polynomial FG(q).
For any function f(x) whose argument x takes on values in Fq we define the
Fourier transformation f̂(k), k ∈ Fq, as
f̂(k) =
∑
x∈Fq
f(x)χ(kx),
where the canonical additive character of the χ 1 field Fq takes the form
χ(x) = exp (2πi Tr(x)/p), while Tr(x) = x+ xp + xp
2
. . .+ xp
d−1
. (16)
1Note that the traditional denotation χ used for the additive character has nothing in
common with the denotation χM used for the characteristic function of a matroid.
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The function f can be restored from the function f̂ with the help of the formula
f(x) =
1
q
∑
k∈Fq
f̂(k)χ(−kx)
(the inverse Fourier transformation formula). Note that formulas used in the
real-valued case x ∈ R4 are nearly the same, except the fact that the summation
operation is replaced with the integration one, and normalizing constants take
on other values.
It is well known that in the real-valued case the equality ∆e =
̂˜
∆e implies
the correlation F˜G = FG
′/c|V |−|K(G)|, where c is the normalizing constant of
the Fourier transformation. In the case of a finite field, under the same assump-
tions about ∆˜e and ∆e one can analogously prove the same correlation, setting
the normalizing constant c to q, i.e., q|V |F˜G = FG. We are going to study a
particular case of this correlation, when
∆e(x) ≡ a+ b δ(x), ∆˜e(k) ≡ a˜+ b˜ δ(k). (17)
and represent it not only as a corollary of the theory of FA discussed above but
also as a well-known combinatorial identity. Note that the Fourier transforma-
tion reduces propagators (17) to the form â+ b δ = b + aq δ; this defines the
“correctness” (from the point of view of the theory of FA) of the statement of
the following proposition.
Proposition 2 Assume that propagators of FA in coordinate and momentary
spaces obey formulas (17), and vacuum amplitudes FG(q; a, b) and F˜G(q; a˜, b˜)
do formulas (14) and (15), correspondingly. Then
q|V |F˜G(q; a, b) = FG(q; b, aq). (18)
We state equality (18) as a proposition rather than a theorem, because,
as follows from considerations given below, the equality equivalent to it has
been known in combinatorics as a correlation between the so-called “bad flow
polynomial” and “bad coloring polynomial”.
Before we proceed to the mentioned considerations, let us write down im-
portant recurrent correlations for FG(q; a, b) and F˜G(q; a˜, b˜).
Fix some edge e of the graph G. Let us denote by G′e the graph obtained
from G by deleting the edge e and do by G′′e the graph obtained by contracting
the edge e. Consider propagators (17) for some fixed e which is neither a loop
nor an isthmus. Let us divide each of sums (14) and (15) into two parts. Let
the first part of the propagator of the fixed edge e contain its constant (which
equals a and a˜, correspondingly). Let the second part contain the remaining
term (which equals, correspondingly, b δ(xi(e) − xf(e)) and b˜ δ(ke)). As a result
we obtain correlations
FG(q; a, b) = aFG′e(q; a, b) + bFG′′e (q; a, b), (19)
F˜G(q; a˜, b˜) = b˜ F˜G′e(q; a˜, b˜) + a˜ F˜G′′e (q; a˜, b˜). (20)
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Recurrent correlations in form (19,20) are called Tutte–Grothendieck recurrent
correlations [18].
Recall that the Whitney rank generating function RM (u, v) of the matroid
M = (E, r) obeys the formula
RM (u, v) =
∑
A⊆E
ur(E)−r(A)v|A|−r(A), (21)
while the Tutte polynomial is defined as TM (u, v) = RM (u−1, v−1). Evidently
that TM⊥(u, v) = TM (v, u) and
χM (x) = (−1)
r(E)RM (−x,−1), χM⊥(x) = (−1)
|E|−r(E)RM (−1,−x). (22)
In this section we consider only cyclic matroids of graphs G = (V,E). Their
rank function for any subgraph A (A ⊆ E) of the graph G is defined as r(A) =
|V (A)| − |K(A)|. Recall ([17]) that the dichromatic polynomial of the graph
QG(u, v) obeys the formula u
|K(G)|RM (u, v), where M is the cyclic matroid of
the graph. Therefore QG(u, v) obeys the formula
QG(u, v) =
∑
A:A⊆E
u|K(A)|v|A|−|V |+|K(A)|.
As appeared, the following exact formulas are valid for FA mentioned in Propo-
sition 2:
FG(q; a, b) = a|E|−|V |b|V |QG(q a/b, b/a), (23)
F˜G(q; a˜, b˜) = a˜ |V | b˜ |E|−|V |QG(b˜/a˜, q a˜/b˜). (24)
and Proposition 2 evidently follows from these formulas.
Let us finally define notions of a “bad coloring polynomial” and a “bad flow
polynomial” as polynomials of two variables which are usually denoted by q
and x. The notion of a bad coloring polynomial was introduced in the book [18,
chapter 4] of Dominic Welsh in connection with the calculation of the partition
function in the Potts model; it is also known as a coboundary polynomial. Its
definition coincides with the definition of FG(q; 1, x − 1). The notion of a bad
flow polynomial (a boundary polynomial) was introduced analogously in [4]; it
coincides with F˜G(q; 1, x− 1).
Bad coloring and bad flow polynomials can be expressed in terms of Tutte
polynomials analogous to formulas (23,24); the formula which establishes a con-
nection between them is also known, it is analogous to (18). Since, evidently,
FG(q; a, b) = a
|E(G)|FG(q; 1, b/a), F˜G(q; a˜, b˜) = a˜
|E(G)|F˜G(q; 1, b˜/a˜),
these formulas (stated as theorem 2 in [4]) are equivalent to formulas (23,24)
and Proposition 2.
Corollary 1 (Theorem 2 for graphic matroids) Formulas (9), (10), and (11)
are valid.
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Proof: By definition, FG(q) = F˜G(q; 1,−1). Consequently, by Proposition 2
we have FG(q) = q
−|V |FG(q;−1, q). Each propagator ∆e(x) = −1 + qδ(x) that
enter in the right-hand side of this equality is representable as follows:
∆e(x) = (−q)(1 − δ(x)) + (q − 1). (25)
We get
FG(q) = q
−|V |
∑
A:A⊆E
(−q)|A|PA(q)(q − 1)
|E|−|A|,
which is equivalent to formula (9).
In order to immediately deduce (10) from (18), note that the equality
PG(q) = q
|V |F˜G(q;−1/q, 1)
is a particular case of the above correlation. Representing each propagator ∆e(k) =
−1/q + δ(k) in the right-hand side of this equality as the sum
∆e(k) = (−1/q)(1− δ(k)) + (1− 1/q)δ(k),
we obtain
PG(q) = q
|V |
∑
A:A⊆E
(−1/q)|A|FA(q)(1 − 1/q)
|E|−|A|,
which is equivalent to formula (10).
Finally, in order to immediately deduce (11) from (18), it suffices to use in
the first paragraph of our proof the representation
∆e(x) = (−1)(1− δ(x)) + (q − 1)δ(x)
for the propagator ∆e(x) = −1 + qδ(x) in place of (25).
4 Proof of Theorem 2
As was mentioned in Introduction, it is not difficult to immediately prove Theo-
rem 2 by substituting formula (1) in both sides of equalities under consideration
and by performing some algebraic transformations. However here we intention-
ally omit the direct proof, because we make an attempt to establish a connection
of Theorem 2 with other known results, within whose frameworks this theorem
occurs more naturally.
In the previous section we have considered the case of graphic matroids. In
Section 2 we considered their generalization, namely, Fq-linear matroids. As an
intermediate result, when proving Theorem 1 we obtained Lemma 1, as well
as Lemma 2 which is a generalization of the previous one to the case of any
natural values of the parameter j (in Lemma 1 one considers only cases of j = 2
and j = 1). Let us obtain Theorem 2 as a corollary of any of assertions of the
mentioned lemmas with some fixed value of the parameter j.
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Corollary 2 (Theorem 2 for Fq-linear matroids) Formulas (5) and (6) are
valid for Fq-linear matroids.
We need the following propositions.
Proposition 3 Fix arbitrary constant values c1, . . . , cℓ in F
∗
q and variables
α1, . . . , αℓ in F
∗
q. Then any inhomogeneous equation
∑k
i=1 ciαi = b, b ∈ F
∗
q, has
one and the same number of solutions; this number is less than the number of
solutions of the homogeneous equation
∑ℓ
i=1 ciαi = 0 by (−1)
ℓ.
Proof: The first part of the proposition is evident. The second one follows from
the fact that the desired difference is representable as the sum of values of the
additive character (16), i.e., various values of roots of the pth degree of one, i.e.,
∑
α∈(F∗q)
ℓ
χ
(
ℓ∑
i=1
ciαi
)
=
ℓ∏
i=1
∑
αi∈F∗q
χ (ciαi) = (−1)
ℓ.
Proposition 4 Let us use the following denotations: M = (E, r) is an Fq-
linear matroid; M is the matrix of its representation with the set of rows V ,
|V | = r(E); A : A ⊆ E is a fixed subset of E; x = (xv , v ∈ V ) is a row of
variables with values in FVq ; y = x M . Then χM/A(q) coincides with the number
of all possible vectors x such that ye = 0, if e ∈ A, and ye 6= 0 otherwise.
Proof: The case of this proposition, when A = ∅, is well known; it coincides
with a part of the Crapo–Rota theorem related to a famous critical problem.
The following considerations reduce the case when the set A is nonempty to the
case of the empty set.
It is well known (see [12, Proposition 3.2.6]) that the matrix that corres-
ponds to the matroid M/e can be obtained from the matrix M with the help of
one of two operations.
• If the column e is zero, then it suffices just to delete it. Note that in this
case the element ye of the vector y always equals zero independently of x.
• If the column e is nonzero, then we need to perform some elementary
transformations of rows of the matrix M which make all elements of the
column e, except one of them, namely, (v, e), vanish; it is necessary to
delete the row v and the column e from the obtained matrix. Note that
elementary transformations of rows of the matrix M are equivalent to
bijective transformations in the space conjugate to the space of vectors x,
and the number of vectors x which turn elements ye to zero (or not),
e ∈ E, remains constant. By deleting the row v and the column e we put
xv = 0 in terms of new variables. This is the only possible way to make the
element ye of the vector y, which corresponds to the transformed matrix,
turn into zero.
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These considerations in fact prove Proposition 4 in the case of A = {e}.
Since
M/A = (. . . ((M/e1)/e2)/ . . .)/eℓ, where {e1, . . . , eℓ} = A,
by repeating the same considerations ℓ times, we conclude that in order to
calculate χM/A we need not to consider the whole vector space x, but only its
subspace such that ye = 0 for all e ∈ A. For this subpace we can apply the
Crapo–Rota theorem. 
Proof of Corollary 2: In order to calculate the number of solutions of the
equation Qj(x, α) = b we enumerate (for various A ∈ E) numbers of solutions
of systems of two equations:
1) ye = 0 for all e ∈ A; (ye)
j = ce 6= 0 for all e 6∈ A,
2)
∑
e∈E\A ceαe = b.
Note that by Proposition 3 the number of solutions of the second equation
is independent of the choice of concrete values of constants ce. Therefore we
require only that ce 6= 0.
According to Proposition 4, the number of solutions of the first equation
with respect to variables x is χM/A(q). By Proposition 3 the difference of
numbers of solutions of the homogeneous and inhomogeneous variants of the
second equation in variables α ∈
(
F∗q
)E
is (q − 1)|A|(−1)|E|−|A| (here we take
into account the fact that no constraint is imposed on variables αe, e ∈ A). By
Lemma 2 we obtain
χM⊥(q) = q
−|V |
∑
A:A∈E
(−1)|E|−|A|(q − 1)|A|χM/A(q),
which in view of the condition r(E) = |V | is equivalent to (6).
Note that when proving (in Introduction) the equivalence of formulas (5)
and (6) for arbitrary matroids we used only two operations, namely, the calcu-
lation of minors of matroids and the transition to dual matroids. Since these
operations are closed in the class of Fq-linear matroids, for all matroids in this
class we have just proved both formulas (6) and (5). 
In earlier papers we have already established equalities, whose left-hand sides
contain Tutte polynomials indexed by the matroidM , while the right-hand ones
represent the sum over subsets A of the set E, and the addends are expressed
in terms of polynomials indexed by matroids M |A and M/A. The first and
most known of these formulas, namely, the convolution formula for the Tutte
polynomial, has appeared in [6]. It takes the form
TM (x, y) =
∑
A:A⊆E
TM|A(0, y)TM/A(x, 0). (26)
In the paper [13] V. Reiner generalizes equality (26) to a certain two-parameter
family of equalities, where formula (26) is a limit correlation. In [7] J. P. S. Kung
establishes the following multiplication identity for characteristic polynomials
of matroids:
χM (λ ξ) =
∑
A:A⊆L(M)
χM/A(λ) ξ
r(E)−r(M|A)χM|A(ξ); (27)
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here the summation is performed over all flats L(M) of the matroidM . Finally,
in [8] one obtains several identities which generalize identities (26) and (27). In
particular, identity 3 in this paper for the Whitney rank generating function (21)
takes the form
RM (λξ, xy) =
∑
A:A⊆E
λr(E)−r(A)(−y)|A|−r(A)RM|A(−λ,−x)RM/A(ξ, y). (28)
Let us represent formulas (5) and (6) as particular cases of formula (28).
Proposition 5
RM (x, 1/x) = (1 + 1/x)
|E|xr(E). (29)
Proof:
RM (x, 1/x) =
∑
A:A⊆E
xr(E)−r(A)xr(A)−|A| = xr(E)
∑
A:A⊆E
x−|A| = (1+1/x)|E|xr(E).
Proof of Theorem 2 as a corollary of equality (28): Putting xy = −q
and λξ = −1, in accordance with (22) in the left-hand side of equality (28)
we obtain the necessary expression (−1)|E|−r(E)χM⊥(q). For establishing (5)
it suffices to concretize x = 1, λ = q and, correspondingly, y = −q, ξ =
−1/q; then to use substitutions (22) and (29), and sum degrees of q and (−1).
Formula (6) can be obtained analogously, provided that y = −1, ξ = −q and,
correspondingly, x = q and λ = 1/q.
5 Conclusion
Formulas for the characteristic polynomial of the dual matroid obtained in this
paper were initiated by methods of the theory of FA applied to amplitudes over
finite fields. Note that recurrent correlations for vacuum FA (19,20) lead to a
new “discovery” of Tutte polynomials.
The representation of the characteristic polynomial of a matroid as a linear
combination of Legendre symbols is less known. Such a representation was first
obtained for the flow polynomial. Lemma 1 solves the puzzle of the fact that the
linear combination of Legendre symbols with coefficients ± 1qn gives the number
of everywhere nonzero flows. As appeared, formula (3) occurs as a result of
the re-ordering performed in the calculation of the number of solutions of the
equation Q(x, α) = 0.
Note that the flow polynomial coincides with the vacuum FA. The nonva-
cuum variant of FA over a finite field (see [9, Section 3]) coincides with the
number of all possible nonzero flows with fixed values of variables ke associated
with all edges e which are incident to some vertex v′ (these edges form the set of
outer edges Eext, and the corresponding variables are called external momenta,
the nonvacuum Feynman amplitude depends on their values). Let us impose
the following natural constraint on external momenta:∑
e∈Eext
εv′eke = 0. (30)
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It is interesting when a nonvacuum FA is positive with all nonzero external
momenta satisfying condition (30) (in what follows, for brevity, when speaking
about the positiveness of a nonvacuum FA, we assume that this condition is
fulfilled).
In the paper [5] Martin Kochol proves (using the notion of “strongly Zq-
connected” FA instead of nonzero nonvacuum ones) that the Tutte 3-flow con-
jecture is equivalent to the positiveness of nonvacuum FA over F3 for any 4-
edge-connected multigraph G with vertices of the degree 4 or 5 with any choice
of the vertex v′ (and values of external momenta ke, e ∈ Eext). One can easily
prove that the Tutte 5-flow conjecture is equivalent to the positiveness of non-
vacuum amplitudes over F5 for any cubic three-connected graphs G; as above,
the vertex v′ and values of external momenta can be chosen arbitrarily.
Initially the theory of FA was developed for a nonvacuum case. Evidently,
there exist nonvacuum analogs of theorems 1 and 2 which allow one to calculate
the number of corresponding flows. However due to the complexity of corre-
sponding nonvacuum formulas they can hardly be efficiently used in practice.
Nevertheless, in view of remarks made in the previous paragraph, both the no-
tion of nonvacuum FA and the traditional application of these objects in the
theory of FA, possibly, will be useful in combinatorics.
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