Abstract. We introduce Stochastic Flow Diagrams (SFDs), a new mathematical approach to represent complex dynamic systems into a single weighted digraph. This topological representation provides a way to visualize what otherwise would be a morass of equations in differences. SFDs model the propagation and reverberation that follows a shock. For example, reverberation explains how a shock to a financial system can initiate a sequence of events that lead to a crash long after the occurrence of the shock. SFDs can simulate systems in stable, steady or explosive state. SFDs add Topology to the Statistical and Econometric toolkit. We believe that SFDs will help policy makers, investors and researchers communicate and discuss better the complexity of dynamic systems.
Introduction
By the 1940s, theoretical Physics was stuck in the mud. The morass of calculations involved in solving simple quantum electrodynamics (QED) systems was hindering progress. Around 1948, Richard Feynman introduced a visualization technique, essentially a bookkeeping device to keep track of the structure of QED systems (Kaiser, 2005) . This seemingly minor innovation, a mere sketching method, made all the difference. It allowed physicists to discuss alternative system specifications in a clear and formal new language. Feynman's idea of visualizing a complex system of equations did not solve the system itself, but it helped to talk through it in an intelligible way. Equations could always be worked out at a later stage, but the first step was to get the broad idea right.
Nobel laureate Wassily Leontief is one among several leading economists who have vocally expressed the notion that Economics has been stuck in the mud for quite some time. He diagnosed the problem in the following terms (Leontief, 1982) :
" [E] conometricians fit algebraic functions of all possible shapes to essentially the same sets of data without being able to advance, in any perceptible way, a systematic understanding of the structure and the operations of a real economic system."
Old Economic disputes resurface in an apparent endless loop, and econometric models seem of little help in settling those controversies. In the words of Harvey (1997, pp. 199-200 This situation presents some striking similarities with the ailments experienced by physicists around the middle of the 20th century. Part of the problem is the difficulty of discussing complex, high dimensional systems on the basis of dozens (if not hundreds) of equations simultaneously interacting with each other. It seems it would be useful to introduce a bookkeeping deviceà la Feynman, however specifically designed for representing Time Series systems. This would facilitate debates (or the interpretation of regressions, as Harvey put it), by tracking the relationships involved in competing Econometric models. In order to be successful, such device must incorporate the notion of time lapse that is essential to Time Series analysis.
Several scientific areas deal with complex systems. Computer scientists identify the possible points of failure in a network, and anticipate which routers or switches may become overloaded before a crash occurs. Operations researchers compute the path that optimally disseminates information at a minimum cost. Epidemiologists model the speed and propagation of diseases, which allows them to determine their source and establish areas of quarantine. These breakthroughs rely on recent mathematical advances in the subjects of Topology and Graph Theory.
Topology and Graph Theory are two major areas of Mathematics that emanated from the "Seven Bridges of Königsberg" problem. Around 1735, Leonhard Euler asked the question of whether it was possible to walk through the city crossing each bridge once and only once, ending at the starting point. Euler recognized that Geometry could not solve this problem, because the relevant information was not the exact geographic location of the bridges, but their connections. This focus on connectedness is the reason why scientists use Topology and Graph Theory to study complex systems. A practical example can be found in subway maps. These maps are not illustrations of a geographic or geometric structure, but topological representations of how lines and stations are interconnected. Should train flow be disrupted at a particular station, a passenger can use that topological map to quickly recognize what nodes must be avoided. Adding to that map geographic details would not increase our understanding of the subway system as a whole. In fact, it could be argued that adding such geographic details may obfuscate the understanding of the system. In a similar way, relying solely on linear algebra and stochastic calculus to study a system, such as the circulation of financial flows, may provide a level of detail that obfuscates some very relevant questions. For instance, linear algebra and stochastic calculus tell us very little about the number of paths and cycles in a financial network, the points of most likely congestion, what nodes could trigger a credit freeze should they shut down, etc. If statistical tests and numerical tables sufficed to understand the state of a complex system, the medical profession would not increasingly rely on CAT scans, MRI, ultrasounds and other visualization technologies to diagnose, monitor and treat patients. We are not suggesting that Statistical and Econometric applications are not useful, however we believe that Topology should be added to the Statistical and Econometric toolkit used to study systems.
The first goal of this paper is to introduce a new Graph Theory technique to visualize complex dynamic systems. This technique is general and can be applied to a wide variety of specifications and applications, not only econometric models or financial problems. Our second goal is to illustrate how this technique can help us simulate the system's response to a shock. For example, we will study how a shock can lead to a crash long after its occurrence, through the phenomenon of reverberation. Our third goal is to provide specific algorithms and computer code that carry out the calculations involved in our study.
The rest of the paper is organized as follows: Section 2 reviews the existing literature and outlines our contributions. Section 3 sets definitions and concepts useful to analyze a Time Series system. Section 4 describes how to generate topological representations of Time Series models. Section 5 discusses shock reverberation and equilibrium/disequilibrium dynamics. Section 6 presents our conclusions. The mathematical appendices explain in greater detail the arguments employed in this paper, and the Python code contains the implementation of some key aspects of our methodology. 1
Literature and contribution
Our contribution combines elements of Graph Theory and Time Series analysis. In this section we will cite a few essential references to these two broad subjects, and explain how this paper connects them.
Graph Theory is a well-established area of Mathematical research. Graphs are one of the prime objects of study in Discrete Mathematics, and an essential tool to solve problems in Combinatorial Mathematics. There is a growing literature of advanced papers presenting Topological and Graph Theory applications to computer science and operations research. A good general treatment of this subject can be found in Bollobás (2013) or Bondy and Murty (1976) . Specific treatment of random graph theory can be found in Durrett (2007) . Easley and Kleinberg (2010) and Jackson (2010) discuss applications of graphs to social and economic networks. Rebonato and Denev (2014) introduce a novel Bayesian networks approach to coherent asset allocation.
Excellent references for Econometric theory and Time Series analysis would include Greene (2008) , Hamilton (1994) , Muirhead (1982) or Tsay (2010) . Campbell, Lo and MacKinlay (1996) compile many great examples of Econometric approaches to practical financial problems.
Inspired by visualization techniquesà la Feynman, we introduce Stochastic Flow Diagrams (SFDs), a new mathematical approach to represent complex systems of Time Series models in Graph form. This topological representation provides a way to visualize what otherwise would be a morass of equations in differences. Our method combines elements of Graph Theory and Inferential Statistics to visualize the structure of a complex system, allowing for an intuitive interpretation of its state and future course.
The SFD method takes into consideration the dynamic properties of the system, determining the direction of the flows in terms of lead-lag and causality effects. SFD connectivity is determined by statistical significance of the graph's arcs, which are weighted based on the estimated parameters of the Time Series model. Because SFDs map dynamic systems, they incorporate a time dimension. This is made explicit in the design of the SFD, through the definitions of outbound arc and lagged vertex.
Outbound arcs and lagged vertices are essential features of our methodology. They allow us to model memory effects. Without them, the system would instantaneously adjust to a shock, and lead-lag effects, error-corrections, trends, momentum or crashes would not be possible. Examples of systems with memory effects are economic and financial systems, where the consequences of a shock can be observed for a long period after its occurrence. This phenomenon, called reverberation, is a feature of our approach that is not present in studies that use contemporaneous correlation as the criterion to establish connections (see Calkin and López de Prado (2014) for a review).
In a flow system, one component may receive flow from more than one other component. For example, suppose three components a, b and c, where a receives flow from b and c. Although all relationships in a graph are by definition established in pairs, their estimation cannot be carried out in pairwise terms (b → a, c → a), or flow would not be additive. In a flow system, each equation determines the value of a variable as a function of multiple other variables (not only one-toone). Accordingly, SFD connections are the solution to a full system of dynamic equations in multivariate form. Brualdi (2010) demonstrates the mutually beneficial relationship between Graph Theory and Linear Algebra. Accordingly, we believe that SFD will help policy makers, investors and researchers communicate and discuss better the complexity of dynamic systems. For a particular application of these methods, we refer the reader to Calkin and López de Prado (2014) , where we study Macro financial flows using SFDs.
Graph theory nomenclature
Graph Theory is a relatively new and rapidly growing subject. Its nomenclature is sometimes confusing, with different authors referring to the same concept with different names. In this section we will set out the key definitions and nomenclature used later in the paper.
Definitions
First, we begin with the definition of a graph as a set of system components (vertices), interrelated by connections (edges).
, where V G is a nonempty set of vertices, and E G is a subset of the set of unordered pairs of elements of V G , called edges. Then, an incidence function ψ G can be derived as the function that associates each element of E G with an unordered pair of vertices of G.
If e ∈ E G and (u, υ) ⊂ V G , then u and υ are connected by e if and only if ψ G [e] = (u, υ). Recall that (u, υ) is an unordered pair, which makes the graph undirected. This definition of a graph is not adequate for situations where the pair needs to be ordered, conveying information regarding the direction of flow. This is addressed in the next definition. 
Definition 3. (Weighted Digraph) A digraph D is weighted if it is endowed with a function in the real
where k is a real constant, then the weighted digraph can be reduced to an unweighted form. It is often useful to reduce the complexity of a digraph to a portion of it, a concept formally defined as subdigraph.
Given a digraph, we can use alternative definitions of routes crossing through its vertices and arcs. 
. . , u k , whose terms are alternately vertices and arcs, such that, for 1 ≤ i ≤ k, the ends of a i are u i−1 and u i . The length of the walk is the integer k. A trail is a walk where the arcs a 1 , . . . , a k are distinct. A path is a trail where the vertices u 0 , . . . , u k are also distinct. A cycle is a path where u 0 = u k .
A path with no repeated vertices is called a simple path, and a cycle with no repeated vertices or edges (aside from the necessary repetition of the start and end vertex) is a simple cycle. The vertices of a cycle are said to be strongly connected. A path that visits every arc exactly once is called an Eulerian path. An Eulerian cycle is an Eulerian path that starts and ends on the same vertex. A path that visits every vertex exactly once is called a Hamiltonian path. A Hamiltonian cycle is a Hamiltonian path that is a cycle. Thanks to the above concepts, we can establish a measure of distance. The notion behind this definition of density is to compute the average number of arcs per possible pair of vertices.
, and |.| is the function that counts the number of items in a set. Intuitively, the clustering coefficient gives us the proportion of arcs within its neighborhood divided by the number of possible arcs that could exist between them. This is a measure of the degree to which vertices tend to group together.
An example
Before we move forward, it may be helpful to see how these concepts can be applied to describe a Time Series system. Suppose a financial system with four variables: w, x, y and z. All variables are positively related. Flow can propagate following the path w → x → z or w → y → z. In terms of graph theory, this is repre-
Furthermore, we could assign some weights to the arcs, whereby Figure 1 pictures the associated weighted digraph. Consider the alternative digraph We make extensive use of these definitions in Calkin and López de Prado (2014), and refer the reader to that publication for further examples.
Topological representation of time series models
In this section we will demonstrate how to construct Stochastic Flow Diagrams (SFDs), which are complex systems of Time Series models topologically represented as weighted digraphs. We will concentrate on the type of topology needed for most applications, however the concept of SFDs can be extended to other types of Time Series.
Autoregressive processes
Let {y t } be a series of real-valued random variables, indexed by time t. An autoregressive model (AR) is a mathematical model of a random variable that is self-excited through a feedback mechanism. In its simplest form, it is characterized by a one-lag equation (or AR(1)),
where ϕ 1 is the real-valued factor that scales the lagged observation, c is a real-valued constant, and ε t is a random variable distributed as white noise. Without loss of generality, we shall assume that c = 0 after centering the variables. We would like to represent the information contained in Eq.
(1) into a graph. We create a weighted digraph
, where
The key concept to grasp is that vertices are associated with values (or states) of random variables. For example, vertex υ 0 is associated with value y t , and vertex υ 1 is associated with value y t−1 . The time structure is incorporated through the concept of lagged vertex.
Definition 10. (Lagged and Current vertices) Consider a vertex υ k ∈ V D that is associated with a variable lagged k times, y t−k , where k ≥ 0. If k > 0, υ k is a lagged vertex, and otherwise it is a current vertex.
There is one vertex for each variable, lagged or current. We will represent current variables with elliptical vertices, and lagged variables with diamond-shaped vertices. Vertices are connected by arcs, which can be outbound or inbound.
Definition 11. (Outbound arc) Given two vertices
Definition 12. (Inbound arc) Consider two vertices υ k , u 0 ∈ V D , such that vertex υ k is associated with variable y t−k , and vertex u 0 is associated with variable x t . Provided that x t and y t are different variables, an arc a k ∈ A D is inbound if it connects a vertex υ k to a vertex u 0 , with ω D [a k ] = ϕ k y t−k and k ≥ 0. If x t and y t are the same variable, then the condition is that k > 0, to avoid self-loops.
Arc o 0 is outbound because it takes flow away from υ 0 towards lagged vertex υ 1 at a weight 1, thus adding a lag. Outbound arcs always have unit weight, and there are as many as the number of lags required by the model. We will represent this type of arc with a dashed arrow. In contrast, arc a 1 is inbound because it goes from υ 1 to υ 0 , returning the flow to the current variable. There are as many inbound arcs as regression coefficients, which determine their weight, like ω D [a 1 ] = ϕ 1 in the case above. We will represent inbound arcs with a solid arrow. In other words, digraph D is replicating the lag structure in Eq. (1) by using vertex υ 1 as Lags beyond one can have an effect on y. Let's consider now the case with two lags, as expressed in the AR(2) equation
which leads to a weighted digraph
, where Figure 3 illustrates the representation of AR(2) as a weighted digraph, D.
In general terms, an AR(p) process is characterized by the p-lag equation
where p is the integer number of lags, ϕ k is the real-valued factor that scales the kth lagged observation, and ε t is a random variable distributed as white noise. We would like to represent the information contained in Eq. (4) into a graph. We construct a digraph
, where for k = 0, . . . , p − 1: Figure 4 draws the SFD associated with AR(3), AR(4), AR(5) and AR(10) processes. Appendix 2 contains the implementation of Eq. (5) in Python language.
Vector autoregressive systems
The concept of AR models is extended to a system of equations in Vector AutoRegression (VAR) models. Consider a VAR(1) model on 2 variables y 1,t = ϕ 1,1,1 y 1,t−1 + ϕ 1,2,1 y 2,t−1 + ε 1,t y 2,t = ϕ 2,1,1 y 1,t−1 + ϕ 2,2,1 y 2,t−1 + ε 2,t
where ϕ i,j,k is the regression coefficient associated with equation i, regressor j, after k lags. The error terms satisfy the conditions of a generalized white noise (in short, E[ε i,t ] = 0; E[ε i,t ε j,t ] = i,j such that the nxn matrix formed by { i,j } is symmetric positive definite; E[ε i,t ε j,t−δ ] = 0, ∀i, j = {1, . . . , n} and any non-zero integer δ. See Hamilton (1994, pp. 257-258) for details). Following the procedure introduced earlier, the topological representation of Eq. (6) consist in constructing a weighted digraph
where:
• 
In Section 4.1, we dealt with only one equation, which allowed us to simplify the notation. Working with 2 equations has required the adoption of a more compact notation. In Eq. (7) we denote as υ i,k the vertex associated with variable i and lag k (y i,t−k ). Arc o i,k denotes the connection that begins in vertex υ i,k and ends in vertex υ i,k+1 (outbound arc), thus lagging the variable. Once the flow has been sufficiently lagged, an inbound arc a i,k,j channels it back, from vertex υ i,k to vertex υ j,0 , where k > 0 and i and j may be equal or different (inbound arc). The topological representation of this system is charted in Fig. 5 .
Consider now a VAR(p) system on two equations, like the one in Eq. (8).
This system can be represented as a weighted digraph D = (V D , A D , ω D ), whereas for k = 0, . . . , p − 1 we set: •
. SFD representation of a VAR(1) system on two variables. Note: Without looking at the equation behind this diagram, it is obvious that it is a VAR system. AR processes cannot involve more than one elliptical vertex. We know that this is a VAR(1) system on two equations because there are two elliptical vertices, and only one diamond-shaped vertex lagging each contemporaneous variable.
• Figure 6 draws the SFD associated with VAR(2), VAR(3), VAR(5) and VAR(10) systems on two variables. As it can be appreciated, merely adding a lag to a VAR model substantially increases its complexity. Also, the architecture of SFD representations of VAR(p) models is much more complex and less hierarchical than the SFD representations of their AR(p) counterparts.
Finally, we will show how to translate into SFDs a VAR(p) model on any number n of equations, characterized by Eq. (10). Fig. 6 .1. SFD representation of a VAR(2) system on two variables. Note: As this diagram illustrates, simply adding one lag to a VAR system substantially increases the complexity of the model, much more so than it was in the case of AR(p) specifications.
The system can be represented as a weighted digraph
. . , n and k = 0, . . . , p − 1 we set: Figure 7 draws the SFD associated with VAR(1) and VAR(2) system on three variables. Figure 8 draws the SFD associated with a VAR(1) system on five variables. Appendix 3 contains the implementation of Eq. (11) in Python language. Because the left-hand side variables in each equation are not explanatory variables on any other equation, the system is not simultaneously determined, thus each equation can be fitted individually by ordinary least squares (OLS) (see Zellner (1962) , Greene (2008, p. 696) ).
Structural vector autoregression systems
Consider now a Structural Vector AutoRegression (SVAR) model. This is a system that combines synchronous variables with lagged variables, such as the one characterized by Equation (12): The system can be represented as a weighted digraph D = (V D , A D , ω D ). For i, j = 1, . . . , n and k = 0, . . . , p − 1 we set: Figure 9 displays the SFD associated with SVAR systems for (p, n) = (1, 2) and (p, n) = (2, 2). Inbound arcs connecting two elliptical vertices sig- (3) and VAR(5) systems on two variables. Note: Regardless of how complex a diagram may look, it is easy to recognize the system of equations behind it. The number of equations is given by the number of elliptical vertices, and looking at a particular variable, counting the number of diamond-shaped vertices tells us the lags involved. Here we represent all inbound arcs, but in practice these diagrams will be simpler as a result of statistically insignificant regression coefficients, thus highlighting what connections are truly relevant and which are not.
nal the presence of contemporaneous effects. To make these contemporary effects more obvious, we draw the involved inbound arcs with a flat arrowhead. Appendix 4 contains the implementation of Eq. (13) in Python language.
Appendix 5 summarizes the SFD symbology employed so far. Our procedure is not limited to AR, VAR or SVAR specifications. Many other dynamic specifications are also amenable to this approach. For example, Error Correction systems will have vertices associated with the difference between pairs of lagged variables. ARMA systems will have vertices holding the moving average components, with the relevant connections just as we did in this section with autoregressive components.
Shock propagation and reverberation
Each of the SFD's vertices represents a random variable. Their random nature derives from the unpredictability of the shocks that disturb them. Propagation is the transmission of the shock through the network, via inbound arcs. Because lagged vertices introduce memory effects, shocks are not instantaneously resolved. Reverberation is the persistence of the shock after its occurrence. A shock reverberates over time, generating waves of flows that further disturb the system, which result in complex interactions. Depending on the configuration of the system, reverberation can fade over time (stable state), persist indefinitely (steady) or generate a crash (explosive state). In this section we will illustrate how SFDs can help visualize the outcomes of these shocks.
A VAR(1) system on two equations provides us with the simplest case of reverberation. In Appendix 6 we have derived the conditions under which such system can be stable, steady or explosive. Solving the equivalent equations for large systems is not always practical, in which case SFDs constitute a valuable tool to study the response of a system to specific shocks.
Stable state
Consider a VAR(1) system on two equations, where each variable is positively correlated with its own lagged value, and negatively correlated with the lagged value of the other variable. One example would be a financial system where stocks and bonds have momentum, and each has a reverse effect on the other (if stocks go up today, bonds will tend to go down tomorrow, and vice versa). This situation can be characterized with the following parameters matrix:
Following our analysis in Appendix 6, this parameters matrix has eigenvalues
= 0. The conclusion is that, no matter how strong shocks are, this system should always stabilize and slowly converge to a new equilibrium. We can use SFDs to simulate shocks and observe how the system evolves over time. For instance, suppose that 'Stocks' experience a negative shock, ε 1,0 = − 1 2 . Figure 10 draws the corresponding SFDs after 1, 5 and 10 periods, following the same symbology discussed in Appendix 5.
In a stable state, the system absorbs the shock and new equilibrium levels are reached after a few periods. The rate of change fades over time, as indicated by the color of the vertices' left half. The cumulative effect converges to the new equilibrium level, as evidenced by the color of the vertices' right half. Note that stocks are much more affected than bonds.
Steady state
Consider a VAR(1) system on two equations, with the following parameters: This parameters matrix has eigenvalues
= 0. Like in the case earlier, suppose that 'Stocks' experience a negative shock, ε 1,0 = − 1 2 . Figure 11 draws the corresponding SFDs after 1, 5 and 10 periods.
In a steady state, the system is unable to absorb the shock, and a drift continues until another shock counters it. The rate of change does not fade over time, as indicated by the color of the vertices' left half. The cumulative effect grows indefinitely, as evidenced by the color of the vertices' right half. Because the drift continues, bonds also end up being significantly affected.
Explosive state
Consider a VAR(1) system on two equations, with the following parameters: Figure 12 draws the corresponding SFDs after 1, 5 and 10 Fig. 9 . SFDs associated with SVAR systems for (p, n) = (1, 2) and (p, n) = (2, 2). Note: It is evident from these diagrams that the systems of equations behind them cannot be VAR. The reason is, there are inbound arcs connecting two elliptical vertices, signaling the presence of contemporaneous effects. To make these more obvious, those inbound arcs are drawn with a flat arrowhead. Hence, these diagrams represent SVAR systems.
periods. In an explosive state, the system amplifies the shock over time. The rate of change increases after each period, as indicated by the color of the vertices' left half. The cumulative value explodes after a few periods, as evidenced by the color of the vertices' right half. The entire system is disrupted and eventually crashes.
SFDs make it easy to simulate alternative scenarios, like studying the effects of combined shocks, or shock propagation after manually adding or removing one of the arcs, based on the researcher's fundamental believe that such arc will play a different role going forward.
Conclusions
Visualization techniques have proven extremely valuable in advancing theoretical research in scientific disciplines, particularly in theoretical Physics. Easier visualization can help policy makers, investors and economists describe their models without having to resort to lengthy formulaic representations. They can help hedge fund managers identify early trends, Central Bankers design intervention tools, policy makers detect regime changes, among many other applications. As it relates to global macro trading, they can help monitor how financial flows propagate across various investment assets.
In this paper we propose a novel methodology to visualize the complex network of flows in a Time Series system, which we call Stochastic Flow Diagrams (SFDs). SFDs are topological representations of a system of equations in differences, such as those encountered in Time Series models. Our method combines elements of Graph Theory and inferential statistics to visualize the structure of a complex system, allowing for an intuitive interpretation of its state and future course. The SFD method takes into consideration the dynamic properties of the system, determining the direction of the flows in terms of lead-lag and causality effects. SFD connectivity is determined by statistical significance of the graph's arcs, which are weighted based on the estimated parameters of the Time Series model. Because SFDs map dynamic systems, they incorporate a time dimension. This is made explicit in the design of the SFD, through the definitions of outbound arc and lagged vertex.
We have shown that a small number of SFD attributes is able to describe a wide range of Time Series models. In the case of Macroeconomics, SFD allows researchers monitor flow dynamics, as the values adopted by the random variables change over time. One important practical application of this approach is to be able to visualize the status of the system, and anticipate the possibility of overflows. A second application is to simulate the propagation of shocks emanating from alternative vertices, with dramatically different consequences depending on whether the system is in a stable, steady or explosive state. The number of scenarios a researcher can simulate is enormous, and SFDs offer an intuitive way to compute, compare and communicate the alternative outcomes. We refer the reader to Calkin and López de Prado (2014) for a particular application of SFD to the study of Macro financial flows. Fig. 10 . Evolution of a system in a Stable state, after 1, 5 and 10 periods. Note: In a stable state, the system absorbs the shock and new equilibrium levels are reached after a few periods. The rate of change fades over time, as indicated by the color of the vertices' left half. The cumulative effect converges to the new equilibrium level, as evidenced by the color of the vertices' right half. Note that stocks are much more affected than bonds. Fig. 11 . Evolution of a system in a Steady state, after 1, 5 and 10 periods. Note: In a steady state, the system is unable to absorb the shock, and a drift continues until another shock counters it. The rate of change does not fade over time, as indicated by the color of the vertices' left half. The cumulative effect grows indefinitely, as evidenced by the color of the vertices' right half. Because the drift continues, bonds also end up being significantly affected. The function is instantiated as SFD AR(p), where p denotes the number of lags. All arcs are then generated, outbound and inbound. Weights are arbitrarily assigned a value of 1. The function returns the resulting weighted digraph as an object D. The reader can use this template to remove arcs that are statistically insignificant, and dynamically change the weights.
A.2. Algorithm for SFDs of VAR(p) system on n equations
Snippet 2 contains the algorithm, coded in Python, that creates the basic SFD architecture of a VAR(p) system on n equations. The function is instantiated as SFD VAR (p,n) , where p denotes the number of lags and n the number of equations. All arcs are then generated, outbound and inbound. Weights are arbitrarily Snippet 1. SFD of an AR(p) process. assigned a value of 1. The function returns the resulting weighted digraph as an object D. Like in the AR(p) case, the reader can use this template to remove arcs that are statistically insignificant, and dynamically change the weights.
A.3. Algorithm for SFDs of Svar systems
Snippet 3 contains the algorithm, coded in Python, that creates the basic SFD architecture of a SVAR system, which combines synchronous as well as Snippet 2. SFD of a VAR(p) system on n equations. lagged regressors. The function is instantiated as SFD SVAR (p,n) , where p denotes the number of lags and n the number of equations.
A.4. From estimated system parameters to SFDs
Snippet 4 shows how to build a SFD from a matrix of estimated system parameters. This is accomplished by function formGraphFromBetas(betas). The betas argument is a Pandas DataFrame object that contains all the estimated betas. Its structure is: One row vector per equation, where each column is associated with one regressor. The column names are the names of the regressors, and the index names are the names of the variable estimated by each equation. The aR2 argument is another Pandas DataFrame object, containing all the adjusted R-Squares (a single column, with one equation per row). Values in betas determine the weight and color of the outbound arcs, while values in aR2 determine their width. See Appendix 6 for additional details regarding the symbology employed.
A.5. SFDs glossary
In this section we will summarize how to read a SFD, and justify the symbology chosen. A small number of attributes is able to represent a wide variety of system architectures. These attributes can be further expanded to signal additional features in complex Time Series systems.
A.5.1. Vertices
Vertices have two shapes:
• Elliptical, for a current variable. There is only one in AR specifications, and multiple in VAR and SVAR systems.
• Diamond, for a lagged variable.
Vertices can have two colors:
• Red: The variable has a negative value (darker as more negative).
• Green: The variable has a positive value (darker as more positive).
If the variable expresses a change in value rather than a cumulative value (e.g., in an equation in differences), then the vertex is divided in two halves, where the left half is colored according to the change in value and the right according to the cumulative value.
The label inside the vertex indicates the variable name, and in the case of a lagged variable, also the order of the lag.
A.5.2. ARCS
Arcs can have three shapes:
• Dashed arc line, with unfilled arrowhead:
This denotes an outbound arc, i.e. an arc that carries flow to a diamond vertex (lagged variable). They appear in all Time Series models. This is a convenient representation, because these arcs can only have a unit weight, hence no colour is needed to convey the weight.
• Solid arrow, with pointed arrowhead: This denotes an inbound arc involved in a lead-lag effect (connecting a diamond vertex with an elliptical vertex), e.g. in AR processes and VAR systems.
• Solid arrow, with flat arrowhead: This denotes the inbound arc involved in a contemporaneous effect (connecting two elliptical vertices), e.g. in SVAR systems.
Inbound arcs can have two colors:
• Red: Negative weight (darker as more negative).
• Green: Positive value (darker as more positive).
The width of an inbound arc is a function of the goodness of fit associated with that equation.
A.6. System Reverberation
Consider a VAR(1) model on 2 variables y 1,t = ϕ 1,1,1 y 1,t−1 + ϕ 1,2,1 y 2,t−1 + ε 1,t y 2,t = ϕ 2,1,1 y 1,t−1 + ϕ 2,2,1 y 2,t−1 + ε 2,t
where ϕ i,j,k is the regression coefficient associated with equation i, regressor j, after k lags. The error terms satisfy the conditions of a generalized white noise. It is evident that each equation can forecast the variable on the left side of the equality for one step. However, each equation interacts with the other over horizons greater than one, thus forming a system. To see how, let's express this system in matrix form, , from where we obtain c 1 = y 2,0 − c 2 c 2 = y 1,0 − y 2,0 W 1,1 W 1,2 − W 1,1
Our solution is analytical and in closed-form. This means that the long-run forecast can be estimated in a single calculation for any horizon, without requiring a sequential estimation over a sufficiently large number of iterations. Now that we know how to estimate this dynamic system, we would like to understand what causes a crash from a mathematical standpoint. Looking at Eq. (24), we can identify the following states:
• Stable state: i,i < 1 for i = 1, 2. Both eigenvalues must be smaller than one in absolute value. If imaginary eigenvalues exist, their real part must be smaller than one in absolute value.
• Steady state: ∃i, j i,i = 1, j,j < 1 . The absolute value of one eigenvalue is equal to one, and the other is not greater than one in absolute value (or their real part, being imaginary).
• Explosive state: ∃i i,i > 1 . The absolute value of any eigenvalue is greater than one (or their real part, being imaginary).
