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Koleksi data pada database sistem informasi akademik 
Perguruan Tinggi sering tidak dimanfaatkan secara maksimal, 
padahal dari data tersebut dengan teknik data mining dapat 
memberikan pengetahuan yang belum diketahui sebelumnya. 
Tujuan dalam penelitian ini yaitu mengetahui cara membentuk 
model prediksi tingkat kelulusan mahasiswa tepat waktu pada 
Universitas Buddhi Dharma Tangerang melalui data kelulusan 
mahasiswa. Evaluasi kinerja klasifikasi dilakukan untuk 
mengetahui seberapa baik keakuratan dari suatu model yang 
terbentuk dengan perbandingan algoritma C4.5 dan K-NN. 
Pengujian dilakukan dengan Confusion Matrix dan kurva 
ROC. Hasil akurasi yang diperoleh membuktikan bahwa 
Algoritma C4.5 menghasilkan persentase akurasi 90%  dan K-
NN menghasilkan persentase akurasi 87%. Dengan demikian 
algoritma C4.5 memiliki nilai akurasi lebih tinggi dibanding 
K-NN. Algoritma C4.5 ini dapat digunakan untuk pembuatan 
aplikasi prediksi kelulusan mahasiswa tepat waktu pada 
Universitas Buddhi Dharma. 
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Perkembangan teknologi informasi yang 
begitu maju saat ini, menyebabkan tingkat 
akurasi suatu data sangat dibutuhkan dalam 
kehidupan sehari-hari. Setiap informasi yang 
ada menjadi suatu hal penting untuk 
menentukan setiap keputusan dalam situasi 
tertentu. Hal ini memyebabkan penyediaan 
informasi menjadi sarana untuk dianalisa dan 
diringkas menjadi suatu pengetahuan dari 
data yang bermanfaat ketika pengambilan 
suatu keputusan dilakukan. Dalam sistem 
pendidikan, mahasiswa adalah aset penting 
bagi sebuah institusi pendidikan dan untuk itu 
perlu diperhatikan tingkat kelulusan 
mahasiswa tepat pada waktunya. Prosentase 
naik turunnya kemampuan mahasiswa untuk 
menyelesaikan studi tepat waktu merupakan 
salah satu elemen penilaian akreditasi 
universitas. Untuk itu perlu adanya 
pemantauan maupun evaluasi terhadap 
kecenderungan mahasiswa lulus tepat waktu 
atau tidak. 
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Algoritma C4.5 didesain oleh J. Ross 
Quinlan, dinamakan C4.5 karena merupakan 
keturunan dari pendekatan ID3 untuk 
membangun pohon keputusan. C4.5 
merupakan algoritma yang cocok digunakan 
untuk masalah klasifikasi pada machine 
learning dan data mining[1]. C4.5 memetakan 
atribut dari kelas sehingga dapat digunakan 
untuk menemukan prediksi terhadap data 
yang belum muncul. Didalam pohon 
keputusan node pusat merupakan attribut dari 
data yang diuji (tuple), cabang merupakan 
hasil dari pengujian atribut, dan daun 
merupakan kelas yang terbentuk[2]. 
Tahapan dalam algoritma C4.5, yakni: 
a. Perhatikan label pada data, jika sudah sama 
semua, maka akan dibentuk daun dengan 
nilai label data keseluruhan. 
b. Menghitung nilai total informasi (Entropy) 












d. Menghitung nilai gain setiap atribut (Gain) 
Gain(A) = Entropy − InfoA(D) 
e. Setelah cabang pohon keputusan terbentuk, 
perhitungan dilakukan kembali seperti 
pada tahap a sampai d. Namun jika cabang 
telah mencapai maksimal cabang yang 
diperbolehkan, daun akan terbentuk 
dengan nilai mayoritas dari nilai data. 
 
Algoritma K-Nearest Neighbor (K-NN) 
Algoritma K-Nearest Neighbor (K-NN) 
adalah sebuah metode untuk melakukan 
klasifikasi terhadap objek berdasarkan data 
pembelajaran yang jaraknya paling dekat 
dengan obyek tersebut[5]. Algoritma K-NN 
menggunakan algoritma supervised. 
Perbedaan antara supervised learning dengan 
unsupervised learning adalah pada supervised 
learning bertujuan untuk menemukan pola 
baru dalam data dengan menghubungkan pola 
data yang sudah ada dengan data yang baru. 
Sedangkan pada unsupervised learning, data 
belum memiliki pola apapun, dan tujuan 
unsupervised learning untuk menemukan pola 
dalam sebuah data. Nearest Neighbor adalah 
suatu pendekatan untuk melakukan proses 
penghitungan kedekatan antara kasus baru 
dengan kasus lama, yaitu berdasarkan pada 
pencocokan dari sejumlah fitur yang ada. 
Untuk mendefinisikan jarak antara dua titik 
yaitu titik pada data training (x) dan titik pada 
data testing (y) maka digunakan rumus 
Euclidean, dengan persamaan: 





Tahapan dalam algoritma K-NN yakni: 
a. Menentukan parameter k (jumlah tetangga 
paling dekat). 
b. Menghitung kuadrat jarak Euclidean (queri 
instance) masing-masing objek terhadap 
data training yang telah diberikan. 
c.Kemudian mengurutkan objek-objek 
tersebut ke dalam kelompok yang 
mempunyai jarak Euclidean terkecil. 
d. Mengumpulkan kategori baru k (klasifikasi 
Nearest Neighbor) 
e. Dengan menggunakan kategori Nearest 
Neighbor yang paling mayoritas maka 
dapat diprediksi nilai queri instance yang 
dihitung. 
Penelitian yang akurat akan diperoleh jika 
suatu penelitian memiliki jumlah 
pengambilan sampel dalam jumlah yang besar 
didalam suatu populasi. Pada penelitian ini, 
pengujian aplikasi untuk prediksi ketepatan 
waktu lulus mahasiswa  dan metode 
pengambilan sampel menggunakan metode 
systematic sampling. Data kelulusan yang 
digunakan sebagai sampel dalam penelitian 
ini diperoleh dari database Sistem Informasi 
Akademik (SIA) Perguruan Tinggi. Data 
yang digunakan sejumlah 390 data mahasiswa 
yang telah lulus dengan 300 data sebagai data 
training dan 90 data sebagai data testing. 
Tujuan dari algoritma klasifikasi adalah untuk 
menemukan relasi antara beberapa variabel 
yang tergolong dalam kelas yang sama. Relasi 
tersebut akan digambarkan dengan aturan-
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aturan agar dapat memprediksi kelas dari data 
yang attributnya sudah diketahui. Klasifikasi 
C4.5 dan K-Nearest Neighbor dipilih karena 
metode ini memiliki tingkat ketelitian dan 
kecepatan yang tinggi saat diaplikasikan 
untuk jumlah data yang  besar dan dapat 
digunakan untuk memprediksi probabilitas 
keanggotaan suatu class. 
II. HASIL 
Langkah penting dalam penelitian ini adalah 
pemakaian algoritma C4.5 dan K-NN untuk 
membentuk sebuah model. Model yang 
dihasilkan akan dilakukan komparasi untuk 
menemukan tingkat akurasi yang paling baik 
yang akan digunakan untuk  mengetahui pola 
kemampuan mahasiswa yang memiliki 
kemampuan lulus tepat waktu atau tidaknya. 
Dalam penelitian ini dilakukan proses validasi 
untuk menemukan, dan mengkonversi data 
agar dapat digunakan dalam metode algoritma 
data mining dan memperoleh akurasi serta 
performasi yang baik. Dalam dataset yang 
akan digunakan ini, validasi data yang 
digunakan adalah dengan hapus data yang 
tidak lengkap atau kosong yang tidak 
memiliki nilai (null). Setelah itu dilakukan 
seleksi atribut untuk memilih atribut mana 
saja yang dibutuhkan dari dataset yang 
digunakan dalam proses menganalisis 
kelulusan mahasiswa tepat waktu pada 
Universitas Buddhi Dharma. 
 
Tabel 1. Daftar Atribut dan Keterangannya 
No Atribut 
Keterangan 









Ips Semester 1 
5 IPS2 
Ips Semester 2 
6 IPS3 
Ips Semester 3 
7 IPS4 
Ips Semester 4 
8 IPK_4 




Total SKS yang telah 












Status Pekerjaan Orang 
Tua 
13 Cuti 
Jumlah Cuti yang 
pernah diambil 
 
Data kelulusan untuk data latih dan data uji 
yang dikumpulkan memiliki 390 records dan 
13 atribut. Semua atribut tersebut 
dikumpulkan dan dianalisa untuk melihat pola 
data dan tipe data yang dominan untuk 
membantu dalam proses pemilihan metode 
dan algoritma data mining yang tepat. 
 
Tabel 2. Perbandingan tingkat akurasi dan AUC 
 
Dengan melihat perbandingan tingkat akurasi 
dan AUC, maka dapat diketahui bahwa 
algoritma C4.5 memiliki akurasi dan 
performansi terbaik, sehingga rule yang 
dihasilkan oleh algoritma C4.5 dijadikan 
sebagai rule untuk pembuatan prototipe yang 
dapat memudahkan dalam prediksi kelulusan 





















Tingkat Akurasi 90% 87.33% 
AUC 0,874 0,500 
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Gambar 5: Pohon Keputusan Algoritma C4.5 
 
Rule yang dihailkan dari pohon keputusan 
(decision tree) berdasarkan data training 




Salah satu hal yang paling penting untuk 
menentukan kesalahan-kesalahan atau 
kekurangan-kekurangan pada aplikasi  
prediksi yang dikembangkan adalah 
melakukan pengujian. Pengujian dilakukan 
sebanyak sembilan kali yang mana 
melibatkan 90 data selain data training dan 
mengunakan metode confusion matrix, yaitu 
tabel yang digunakan sebagai alat ukur yang 
berguna untuk melakukan analisis seberapa 
baik pengklasifikasian benar dan salah dari 
prediksi yang dilakukan. Accuracy yang 
didapat dapat dihitung dengan rumus: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
∑ 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑑 𝑖𝑛𝑐𝑜𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 
 
Sedangkan untuk menghitung Error rate dapat 
digitung dengan rumus: 
𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =
∑ 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
∑ 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑑 𝑖𝑛𝑐𝑜𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 
 
Tabel 3. Hasil Pengujian 
Pengujian ke- accuracy error rate 
K-1 80% 20% 
K-2 90% 10% 
K-3 100% 0% 
K-4 90% 10% 
K-5 100% 0% 
K-6 90% 10% 
K-7 100% 0% 
K-8 90% 10% 
K-9 80% 20% 
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Gambar 7: Activity Diagram 
 
 




Dari sembilan percobaan yang telah 
dilakukan, maka didapat summary yaitu: 
untuk tingkat accuracy sebesar: 
 
80 +  90 +  100 +  90 +  100 +  90 +  100 +  90 +  80 
9




 𝑥 100% 
 
=  𝟗𝟏, 𝟏𝟏% 
 
dan untuk tingkat error rate sebesar: 
 
20 +  10 +  0 +  10 +  0 +  10 +  0 +  10 +  20
9




 𝑥 100% 
 
=  𝟖, 𝟖𝟗% 
 
IV. KESIMPULAN 
Dari  pengukuran kinerja dan performasi yang 
telah dilakukan terhadap dua metode 
algoritma klasifikasi, maka hasil dari 
penelitian ini dapat disimpulkan bahwa: 
1. Metode klasifikasi data mining tepat untuk 
diimplementasikan kedalam prototipe 
sistem informasi prediksi kelulusan 
mahasiswa tepat waktu. 
2. Algoritma C4.5 memiliki tingkat akurasi 
paling baik diantara kedua algoritma 
klasifikasi tersebut. Sehingga algoritma 
inilah yang akan di implementasikan 
kedalam prototipe prediksi kelulusan 
mahasiswa tepat waktu. Hal ini dapat 
dilihat bahwa algoritma C4.5 memiliki 
nilai akurasi sebesar 90% dan nilai AUC 
0,874 yang termasuk kategori good 
classification. 
3. Dengan adanya penelitian ini membantu 
manajemen perguruan tinggi dalam 
melakukan evaluasi dan pemantauan 
terhadap mahasiswa yang lulus tepat 
waktu atau tidak. 
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