Abstract
Introduction
Since Razborov, based on the approximation method, succeeded to obtain a superpolynomial lower bound on the size of monotone circuits computing the clique function, much effort has been devoted to explore the method and derive good lower bounds [K, NM, R1, R2, RR] . Employing the approximation method, Alon and Boppana [AB] obtained an exponential lower bound for monotone circuits computing the clique function. Using seemingly different argument, called bottleneck counting, Haken [H] derived an exponential lower bound for monotone circuits computing a variant of the clique function. Furthermore, it was shown that the extended approximation method, in principle, can provide tight lower bounds for non-monotone circuits [R2] . In spite of these progress in proving lower bounds, the question of how to apply the method to obtain good lower bounds has remained largely unknown.
In this paper, we explore further the method in two ways. First, we use the bottleneck counting argument within the framework of approximation so as to obtain exponential lower bounds for monotone circuits computing the clique function as well as some other function defined in terms of polynomials. Denoting the clique function detecting cliques of size s in a graph with m vertices by CLIQUE(m; s), our lower bound for monotone circuits computing CLIQUE(m; s) is given by (1=2)1:8 min( p s01=2;m=(4s)) for 5 s m=4.
The best lower bound obtained so far for the clique function is (1=8)(m=(4s 3=2 log m)) p s+1=2 for 3 s (1=4)(m= log m) 2=3 due to Alon and Boppana [AB] . So as for the largest monotone lower bound for the clique function, our bound is exp((m 1=3 )) for s = dm 2=3 e, whereas the one due to Alon and Boppana is exp(((m= log m) 1=3 )) for s = (1=4)(m= log m) 2=3 .
As an another example of the first line, we obtain a lower bound for monotone circuits computing the polynomial problem and obtained the same lower bounds due to Alon and Boppana which is to this date the best lower bound for the monotone circuit complexity of a problem in NP. To derive these lower bounds, we define approximators, instead of relying on the sunflower contraction, in terms of DNF and CNF formulas such that the size (or the length) of terms and clauses in the formulas is limited appropriately. In this way, the proofs to obtain these bounds are greatly simplified using only elementary combinatorics.
Second, we explore the possibility of introducing approximate operations for non-monotone cases so as to obtain lower bounds for non-monotone circuits. To do so, we introduce a notion of restricting negation used in a circuit. For circuit C with input variables x 1 ; . . . x n ;x 1 ; . . .x n , let its monotone analogue, denoted C ex , be the monotone circuit obtained by replacing each negated variablex i in C with a new input variable y i . Then the maximum number of variables y 1 ; . . . ; y n appearing in a minterm computed by the monotone analogue C ex can be viewed as showing an amount of negation used in C. So setting the maximum number to an integer between 0 and n, we can get a variety of restrictions ranging from the restriction to monotone to no restriction. Based on the notion of restricting negation, we verify that if a non-monotone circuit C computes CLIQUE(m; m c ) and the maximum number of the new variables appearing in a minterm computed by the monotone analogue C ex is at most m c=20 , the the size of circuit C is given by m (m c=2
, where c and are any constants such that 0 < c 0:6 and 0 < < 0:5c. One might think of the result as showing the extent to which the proof along the line given by Alon et al. [AB] can be generalized to apply for non-monotone cases.
Preliminaries
A Boolean circuit is a directed acyclic graph. Any monotone circuit can be easily converted to the one satisfying these conditions by replacing, if necessarily, a line connecting gates by a dummy gate(that can be thought of as an _ gate or an^gate, appropriately) with their two inputs being connected to an output of the same gate, and hence by at most doubling the size of the circuit. The circuit complexity(monotone circuit complexity) of a function f is the size of the smallest circuit(monotone circuit) computing f .
Lower bounds for monotone circuit complexity based on size-based approximators
In this section, we derive lower bounds for the clique problem and also those for a problem defined in terms of polynomials. The clique function, denoted CLIQUE(m; s), of m(m 0 1)=2 variables fx i;j j 1 i < j mg is defined to take value 1 if and only if the undirected graph on m vertices represented in the obvious way by the input contains a clique of size s. The graphs will be identified with the assignments to the variables specifying the graphs. We now proceed to proving Theorem 1 in the framework of approximation. We define good and bad graphs which are used as test inputs to compare the circuit's behavior with the behavior of the clique function. A graph is called good if it consists of a clique on some set of s vertices, and no other edges. A graph is called bad if there exists a partition of the vertices into m mod (s 0 1) sets of size dm=(s 0 1)e and s 0 1 0 (m mod (s 0 1)) sets of size bm=(s 0 1)c such that any two vertices chosen from different sets have an edge between them, and no other edges exist. Note that the function CLIQUE(m; s) outputs value 1 on every good graph and outputs 0 on every bad graph.
Theorem 1

Fact 1
There are 2
Let t be a term or a clause. The endpoint set of t is a set of all endpoints of the edges corresponding to variables in t. The size of t is the cardinality of the endpoint set of t.
We are ready to define an approximator circuit to approximate a monotone circuit. An approximator circuit is just the same as a Boolean circuit except that _ and^gates are replaced with _ and^gates, respectively, which will be defined below. Approximators computed at the nodes in an approximator circuit are defined in bottom-up fashion, starting from the input nodes and then working up. The approximate gates, denoted _ gate and^gate, are defined to behave as follows. The approximator corresponding to input variable x i is defined to be x i itself. Since we assumed that no output of an _ (resp.^) gate is connected to an _ (resp.^) gate, an approximator computed at an _ gate is given by a monotone CNF formula, and an approximator computed at an^gate is given by a monotone DNF formula, where both formulas satisfy the size requirements. For Boolean functions f and g, let us denote f g if and only if f (x) g(x) holds for any input vector x. Note that by the definition (f 1 _ f 2 ) (f 1 _ f 2 ) holds for any monotone DNF formulas f 1 and f 2 . Similarly, (f 1^f2 ) (f 1^f2 ) holds for any monotone CNF formulas
Let C be a monotone circuit computing CLIQUE(m; s), and let C (called the approximator circuit corresponding to C) denote the circuit obtained by replacing all of the _ and gates in C by _ and^gates, respectively. Since the computation in C proceeds from bottom to top, it is easy to see that, for any good graph that makes approximator circuit C output 0, there exists an^gate that outputs 0 for the good graph because of taking the terms away in defining its output approximator. So, an^gate feeded the same input approximators as those to the^gate outputs 1. Similarly, for any bad graph that makes approximator circuit C outputs 1, there exists an _ gate that outputs 1 for the bad graph because of taking the clauses away in defining its output approximator. The proof of Theorem 1 proceeds as follows: First, show that either of the number of good graphs that are classified wrongly by the approximator circuit or the number of bad graphs classified wrongly is large (Lemma 1). Second, show that the number of bad graphs for which an approximate gate _ (i.e., _ gate) behaves differently from an _ gate is small (Lemma 2) and similarly the number of good graphs for which an approximate^gate (i.e.,^gate) behaves differently from a^gate is small (Lemma 3). Finally, calculate the numbers obtained by dividing the numbers of bad and good graphs classified wrongly by an approximator circuit by the numbers of graphs for which the corresponding approximate gates behaves differently, respectively, and show that the larger of the two numbers calculated becomes large, completing the proof of Theorem 1.
The parameters l and r are put as l = b p s 0 1=2c and r = bm=(4s)c.
Lemma 1
An approximator circuit either outputs identically 0 or outputs 1 on at least one half of the bad graphs.
Proof
Let f be the approximator function that an approx- 
above quantity is bounded from above by 1=2. Therefore, the ratio of bad graphs such that f outputs 1 on them is at least 1=2.
2
Lemma 2
Suppose that an _ gate and an _ gate are given as input the same monotone DNF formulas such that the size of terms in the formulas is equal to or less than l.
Then the number of bad graphs for which the _ and _ gates produce different outputs (the _ gate produces 0, whereas the _ gate produces 1) is at most (The latter number is independent of a bad graph chosen.) Since the latter is given by the denominator of (1), it suffices to estimate the former. The former is the number of mappings corresponding to bad graphs x that do not satisfy any of t 1 ; . . . ; t q but satisfy all clauses in f C . We count how many ways one could choose variables each from terms t 1 up to t q and assign pairs of integers to the endpoints associated with the variables chosen so that the corresponding bad graphs x satisfy f D (x) = 0 and f C (x) = 1.
Suppose that we proceed to term t i and hence some of the endpoints associated with variables from terms t 1 to t i01 are already assigned distinct pairs of integers. This partial assignment assigns 0 and 1 to some of variables in the way mentioned above. We first consider the extreme cases. If there exists a variable in term t i already assigned 0 by the partial assignment, we skip to the next term t i+1 . The other extreme case occurs when all the variables in term t i are assigned 1 so far. In this case term t i will never take value 0, hence we don't need to consider the case.
If neither of these extreme cases happens, choose a variable from term t i such that at least one of the vertices associated with the variable is not assigned a pair of integers. There are two cases to consider: If exactly one of the vertices is assigned so far, then assign to the remaining vertex a pair whose first component is identical to the first component of the pair of integers assigned to the other vertex so that the variable associated with the two vertices is assigned 0. In this case, there are at most dm=(s 0 1)e 0 1 m=(s 0 1) ways of assigning pairs of integers to the vertex. On the other hand, if both of the vertices are not chosen so far, assign to these vertices pairs of integers with their first components being the same so that the variable associated with the two vertices is assigned 0. So, for the two vertices, there are at most (s 0 1)(dm=(s 0 1)e)(dm=(s 0 1)e 0 1) 2m 2 =(s 0 1) ways of assigning pairs of integers. Suppose that there exist k variables in term t i such that exactly one of the vertices corresponding to the variables is assigned a pair of integers so far. Then there exist at most l(l 0 1)=2 0 k variables in term t i such that none of the vertices associated with the variables is assigned a pair of integers so far. So the number of ways of choosing an unassigned vertex in the endpoints of variables in t i and assigning a pair of integers to the chosen vertex is bounded from above by (2) where integer k ranges from 0 to l(l 01)=2. This is because doing something to two vertices in i ways can be regarded as doing something to a vertex appropriately in p i ways twice successively. Because of l p s 0 1=2, a simple calculation shows that the quantity above is maximized when k = 0, and is bounded from above by m=2.
By the definition of _ gate, it is easy to see that the graphs x corresponding to the mappings specified in this way satisfy f D (x) = 0 and f C (x) = 1 only if there exist more than r vertices assigned pairs of integers in the above procedure. So the number of mappings corresponding to such bad graphs is bounded from above by the number of mappings such that r + 1 vertices are assigned pairs of integers multiplied by the number of ways of assigning arbitrarily distinct pairs of integers to the remaining m0r01 vertices. The resulting number is given by the numerator of (1), completing the proof.
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Lemma 3
Suppose that an^gate and an^gate are given as input the same monotone CNF formulas such that the size of terms in the formulas is equal to or less than r. Then the number of good graphs for which the^gate and the^gate produce different outputs (the^gate produces 1, whereas the^gate produces 0) is at most
Proof
The proof is similar to that of Lemma 2. Suppose that an^gate and an^gate are given as input the same monotone CNF formulas, denoted f Instead of the mappings from vertices to the integer pairs in the case of Lemma 2, we consider one to one mappings from the vertex set fv 1 ; . . . ; v m g to the integer set f1; . . . ; mg. Such a mapping is thought of specifying a good graph such that the set of vertices assigned with integers from 1 to s forms a clique. The number mentioned in the lemma is at most the number of mappings corresponding to good graphs x that satisfy all clauses of c 1 ; . . . ; c q but do not satisfy any term in f D divided by the number of mappings corresponding to one good graph.
As in the case of Lemma 2, we count how many ways one could choose variables each from clauses of c 1 ; . . . ; c q and assign integers to the vertices associated with the variables chosen so that all of the clauses are satisfied but the disjunctive normal form formulas f C 1^f C 2 is not satisfied. Suppose that we proceed to clause c i and hence some of the vertices are assigned integers from 1 to s so that all of the clauses from c 1 to c i01 are satisfied. Such an assignment is called a partial assignment. If there exists a variable in c i assigned 1 by the partial assignment, we skip to the next clause c i+1 .
The variable x j;k is said to be incident to vertices v j and v k . To count the number of ways of making clause c i take value 1, there are two cases to consider: Choose a variable in c i incident to two vertices, one is assigned an integer by the partial assignment and the other is not; Choose a variable in c i incident to two vertices that are not assigned integers so far.
As in the proof of Lemma 2, the number of ways of choosing unassigned vertices and assigning integers to the vertices so as to make clause c i take value 1 is bounded from above by
Since r m=(4s), this quantity is bounded from above by m=2. The rest of the proof is similar to that of Lemma 2. 2
Proof of Theorem 1
In view of Fact 1, Lemmas 1, 2 and 3 the size of a monotone circuit that computes CLIQUE(m; s) is at least 
Since 5 s m=4, we have r m=10 and l m=10.
Hence m0r 9m=10 and m0l 9m=10 hold. Therefore, 
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Before proceeding to the next theorem we make some comments on alternative definitions for approximate operations. When defining approximate operations one might restrict "length", i.e., a number of variables appearing in each term and clause rather than "size" as we did to verify Theorem 1. As shown below it turns out that such a modification in definition only yields a weaker lower bound although it still works to obtain an exponential lower bound.
We define approximate operations based on "length" with suitable choices of l and r specifying length of each term and that of each clause, respectively, as in the previous case. By the same counting argument as in the proofs of Lemmas 2 and 3, the upper bound of the number of choices corresponding to (2) in the proof of Lemma 2 is given by max k fkm(s 0 1) + q (l 0 k)(2m 2 =(s 0 1))g; (5) whereas one corresponding to (3) in the proof of Lemma 3 is given by max k fk(s 0 1) + p (r 0 k)s(s 0 1)g:
It is easy to see that if r = bm=(4s)c and l = b(s 0 1)=8c, then the quantities of (5) and (6) are both smaller than m=2.
It is also easy to see that the Lemma 1 holds for such l.
But the rest of arguments in the proof of Lemmas 2 and 3 will be as follows. Suppose we follow the argument in the proof of Lemma 2. Because the counting of bad graphs for which _ and _ gates behave differently is based on vertices we have to fix size r 0 corresponding to size r in the proof. In order to bound from above the number of such bad graphs, length r has to be taken so that long clauses violating the length constraint given by r automatically violate the size constraint given by r 0 . So size r 0 has to satisfy inequality r 0 (r 0 0 1)=2 r. By a similar reason, we also have l 0 (l 0 0 1)=2 l where size constraint parameter l 0 corresponds to size l in the proof of Lemma 3. Let r 0 and l 0 be the largest integers satisfying r 0 (r 0 0 1)=2 r and l 0 (l 0 0 1)=2 l, respectively. Thus by following the arguments to verify Theorem 1, we can obtain a lower bound of exp((min(r 0 ; l 0 ))) = exp((min( p m=s; p s))) for the size of a monotone circuit computing CLIQUE(m; s). Although this lower bound is slightly weaker than the previous lower bound exp ((min(m=s; p s))) given by Theorem 1, it still gives an exponential bound in m for a suitable choice of s.
We now consider another problem to show that our size-based approximators make lower bound proofs simple.
Let n = q 2 and x = fx i;j j 1 i; j qg, where q is a prime. Let G(x) be the bipartite graph on V = fv 1 ; . . . ; v q g and W = fw 1 ; . . . ; w q g with edge set f(v i ; w j ) j x i;j = 1g. The next theorem gives the same lower bound as the one due to Alon and Boppana [AB] .
Theorem 2 [AB]
If s (1=2) p q= ln q, then any monotone circuit that computes the function POLY(q; s) contains q (s) gates.
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To prove Theorem 2, we needs a few lemmas. A graph is called good if there exists a polynomial p of degree at most s 0 1 such that the set of edges of the graph is given as f(v i ; w p(i) ) j 1 i qg. Notice that the number of good graphs is q s . For 0 1=2, let NG be the probability distribution on bipartite graphs with each edge appearing independently with probability 1 0 . We choose = (2s ln q)=q. It is easy to see that So x chosen according to NG becomes a negative graph with probability at least 3=4. These graphs serve as the bad graphs in the previous case.
Instead of defining approximators in terms of the size of terms and clauses, we define approximators this time in terms of the length of terms and clauses, i.e., the number of variables appearing in terms and clauses. Approximate operations of _ gate and^gate are defined exactly the same way as the previous case except that "size" is replaced with "length". As in the previous case, approximators are defined in bottom-up fashion, taking the approximator corresponding to input variable x i to be x i itself. The parameters l and r are put this time as l = s and r = d p q ln qe. To prove Theorem 2, we need Lemmas 4, 5 and 6, which correspond to Lemmas 1, 2 and 3, respectively.
We now proceed to the proof of the theorem.
Lemma 4
Let f be a function computed by an approximator circuit. Then f is identically 0 or 
Proof
If f is identically 0, then the first conclusion holds. If not, then there exists a term t of length at most l such that f t. Recall that the output gate is assumed to be an^gate, and hence f is given as a monotone DNF formula. 
Let f D denote the monotone DNF formula f
We construct a decision tree computing f D as follows. We start with a vertex associated with f D , which becomes the root of the decision tree we shall construct. Take a term whose length is, say i, out of terms in f D , and construct the path consisting of i vertices labeled with variables in the term and a leaf labeled 1. Furthermore, all the edges on the path is labeled with 1. Draw i edges out of all the vertices except the leaf together with distinct endpoints added and label these edges with 0. Each path from the root to one of the i vertices added specifies in the obvious way an assignment of 1 and 0 to the variables on the path except the endpoint of the path. Associate these endpoints with the functions obtained by substituting the Boolean values to the variables of f D according to the corresponding assignments. Then repeat the procedure mentioned above with the vertices added until all the vertices are assigned with the constant functions.
Let path x denote the path from the root to a leaf specified in the obvious way by assignment x. Let (u; v) be an arbitrary edge labeled with 0 on path x . Clearly, the probability that the path x doesn't pass any edge labeled with 0 after (u; v) on the condition that path x passes edge (u; v) is at least (10) l . This is because path x has at most l consecutive edges labeled with 1. Therefore the probability that path x passes more that r edges labeled with 0 is at 
Lemma 6
Let an^gate and an^gate be given as input the same monotone CNF formulas such that the length of clauses in the formulas is equal to or less than r. Then the number of good graphs for which the^gate and the^gate produce different outputs is at most r l .
Proof
The proof is similar to that of Lemma 2. Suppose that an^gate and an^gate are given as input the same monotone CNF formulas, denoted f 
Lower bounds for non-monotone circuit complexity based on negation-based approximators
Let P I(f ) denote the set of prime implicants of f . Similarly, P I(C) for circuit C denotes P I (f), where C computes the function f . Given a non-monotone circuit C with input literals x 1 ; . . . ; x n ;x 1 ; . . . ;x n , let C ex denote the monotone circuit obtained from circuit C by simply replacing each negated input variablex i in C with a new input variable y i for 1 i n without making any further modification.
In what follows C ex will be called the monotone analogue of the original circuit C. Let the input vectors to circuits C and C ex be denoted by (x 1 ; . . . ; x n ;x 1 ; . . . ;x n ) and (x 1 ; . . . ; x n ; y 1 ; . . . ; y n ), respectively. Obviously these circuits produce the same output values for inputs represented as (x 1 ; . . . ; x n ;x 1 ; . . . ;x n ).
Suppose that circuit C computes function f . When an input vector is given, all the wires in C are assigned 0 or 1 in the obvious way. Given a positive vector, i.e., a vector that makes circuit C output 1, we can specify the collection of wires assigned 1 in circuit C which contains a path from an input node to the output node. On the other hand, in the case of a negative vector, i.e., a vector that makes C output 0, such a collection of wires does not contain any path from an input node to the output node. Viewing the computation of a circuit like this, one might imagine that the more negated variables we are allowed to use, the more economically the collection of wires assigned 1 can reach the output node. In the non-monotone case, the collection of wires includes not only a path starting at node x i when x i = 1, but also one starting at nodex i when x i = 0, which is not the case for a monotone circuit. These considerations lead us to the following definition, which formalizes an amount of negation used in the process of computation in a circuit.
Definition 1
Let C be a circuit computing a monotone function f and let C ex be the monotone analogue of C. For 0 k n, we define P I k (C) as follows. 
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Note by the definition we have P I 0 (C) P I 1 (C) 1 1 1 P I n (C) = P I (f):
In particular, if C is monotone, then P I 0 (C) = P I(f ) holds. We can think of the minimum i satisfying P I i (C) = P I(f ) as a sort of measure indicating an amount of negation used in computing f . The condition P I m c=20 (C) = P I(CLIQUE(m; m c )) in the theorem below can be thought of as saying that C uses a small amount of negation in the sense of Definition 1 because m c=20 is much smaller than n = m(m 0 1)=2, namely the number of variables of CLIQUE. So roughly, the theorem says that if a nonmonotone circuit computes the clique function using a small amount of negation, then the circuit has an exponential number of gates.
Theorem 3
Let c and be constants such that 0 < c 0:6 and 0 < < 0:5c and suppose that a 
2
The proof is done by a generalized argument based on the approximation method. The key point of the generalization is to extend the operation used in the sunflower contraction in monotone cases so that one could deal with non-monotone cases.
Let V be a set of m vertices of the graph associated with CLIQUE. Let l 2, k and r be integers to be chosen later. Put X = fx 1 ; . . . ; x n g andX = fx 1 ; . . . ;x n g, where
is equal to the number of input variables of CLIQUE. Recall that x i in X is denoted by x j;k for some 1 j; k m in the previous section. Let V(l) denote a collection of subsets of V of size at most l, and N (k) denote a collection of subsets ofX of size at most k. For W V , a set of variables whose both endpoints are in W is denoted by dWe. In particular, we define dWe = ; for jWj 1. dWe can be thought of as a subset of X which corresponds to a clique on W . When a set L of variables is written as dWe for some W V , bLc denotes the set W . Note that bdWec = W for any W V . Let T n denote the class of subsets of X [X that doesn't contain both a variable and its negation. The collection of set L(l; k) is defined as follows. L(l; k) = fdWe [ N 2 T n j W 2 V(l) and N 2 N (k)g: 
Figure 2. Procedure Closure
An approximator is defined to be a collection L of subsets in L(l; k) which represents a formula _ L2LL
. In particular, let^L = 1 for L = ; and _ L2LL = 0 for L = ;. Approximate operations, denoted _ and^, on approximators are defined as follows: The approximate operation _ is simply defined as
On the other hand, the approximate operation is defined as L 1^L2 =Intersect(L 1 ; L 2 ) using the procedures given in Figures 1 and 2 . Once approximate operations for approximate gates are defined, approximators that approximate gates compute are determined from bottom to top in an approximator circuit. Let the approximator corresponding to input variable x i be fx i g, that is, the approximator consisting of the variable x i . Based on these approximate operations, the proof of Theorem 3 proceeds in a similar way to that in [AB, R1] for the parameters l, k and r chosen appropriately. A graph is called good if it consists of a clique on some set of s vertices, and has no other edges. Let g < s be an integer to be chosen later. A g-coloring on the set of vertices V is a mapping c from V to f0; . . . ; gg. We say that a graph G is induced by a g-coloring c when G has an edge between vertices u and v if and only if c(u) 6 = c(v), c(u) 6 = 0 and c(v) 6 = 0. A graph is called bad if it is induced by some g-coloring. Note that, since g < s, the function CLIQUE(m; s) takes the value 0 on bad graphs. Let U g be the probability distribution on bad graphs induced by a random g-coloring c where c is chosen uniformly from
The proof of Theorem 3 proceeds basically in a similar way to those in the previous section. We first prove that the total error in an approximator circuit is large (Lemma 7). Then we prove that local negative error at a single gate is small (Lemma 8) and that local positive error is small (Lemma 11). Using these lemmas, the theorem follows from a simple calculation. Let s = m c , g = s 0 1, l = m c=2 , k = m c=20 and r = m 3c=5 .
Lemma 7
Let f be a function computed by an approximator circuit. Then f is identically 0 or Proof The lemma will be proved by a similar argument to that due to Alon and Boppana [AB] . In the while loop of the procedure Closure, a collection L of sets of literals is replaced iteratively by another collection written The last inequality holds by a similar argument to that due to [AB] . On the other hand, since each W in V(l) is added to W N at most once for any N in N(k) in the procedure Closure, the number of the iterations in the procedure is bounded from above by jN(k)jjV(l)j = ( Thus, since (f 1^f2 )(u) = 0 and (f 1^f2 )(u) = 1 imply that f (u) = 0 and f 0 (u) = 1 for some iteration with f and f 0 , the lemma follows.
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We now proceed to estimating error of an approximate AND gate on good graphs. Let C be a circuit that computes the function CLIQUE(m; s) and C be the corresponding approximator circuit. In what follows, let C denote the function that C computes as well. Similarly, let C denote the function from f0; 1g n to f0;1g 
We first show that if an approximator circuit C computes incorrectly on a good graph v, then there exists on^gate in C that performs incorrectly on the vector v because of the size restriction in terms of l (Lemma 9). Then, we will show that the number of good graphs v violating such restriction at an^gate in C is small (Lemma 11). Combining these two lemmas, we can conclude that the local error that an^gate makes on good graphs is small.
Lemma 9
Let C compute the clique function. Let v be a good graph such that C(v) = 0 and jN C;v j k. Then there exists an^gate in C with two input approximators L 1 and L 2 such that there exist
Proof
Let v be as in the lemma. First assign value 1 to any input literal in L v . Then assign value 1 to wires in C in the obvious way according to Boolean operations.
In particular note that, if one of input wires of an _ gate is assigned value 1, then the output wire of the gate is assumed to have value 1 assigned even if the other input wire of the gate is assigned neither of values 0 nor 1. Similarly, we also have the corresponding wires assigned value 1 in the approximator circuit C. Since v is a good graph (hence C(v) = 1), the collection of wires assigned 1 includes the output wire in both cases of C
for any L computed by an^gate with its output wire assigned value 1, then we have C(v) = 1, contradicting the assumption. This is because we have
gate is closed by definition, so in the case of an^gate
We therefore claim that there exists an^gate such that its output wire is assigned 1 and that
computed by the gate. On the other hand,
becomes fx i g and fx j g when a literal assigned to an input node is x i andx j , respectively. Thus we conclude that there exists an^gate in C with two input approximators L 1 and L 2 such that there exist
satisfying the following conditions: 
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To prove Lemma 11, we need the following lemma due to Alon and Boppana.
Lemma 10 [AB] Let W be a subset of V(l). If W is closed, then for any l 0 l there are at most (r 0 1) l 0 elements of M in(W) of size at most l 0 .
Lemma 11
Let C compute the function CLIQUE(m; s). We now proceed to the proof of the theorem. Instead of proving Theorem 3, we prove Theorem 4 which is stronger than Theorem 3. Roughly speaking, Theorem 4 says that the condition "P I k (C) is identical to P I(CLIQUE(m; s))"
in Theorem 3 can be replaced by the weaker condition "the cardinality of P I k (C) is not too small". Theorem 3 can be immediately verified in view of Theorem 4.
Theorem 4
Let c and be constants such that 0 < c 0:6 and 0 < < 0:5c. Suppose that a circuit C computes the function CLIQUE(m; m 
Thus, from (9) and (11), we have 
