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Abstract
Let 1n(x) be the difference product of n variables:
1n(x) = 1(x1, . . . , xn) =
∏
1≤i< j≤n
(xi − x j )
and
x1 · · · xn = An,
n∏
i=1
(1+ xi ) = Bn, x1 + · · · + xn = nSn .
In this paper, constrained extremal problems of the difference product 1n(x) in which An, Bn or An, Sn
are assigned, and the extremal problem of Bn where An and 1n(x)2 are assigned are studied. In particular
limiting behaviour of the extremal values is found when the number of the variables goes to infinity.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let 1n(x) be the difference product of n variables:
1n(x) = 1(x1, . . . , xn) =
∏
1≤i< j≤n
(xi − x j ).
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Put
x1 · · · xn = An,
n∏
i=1
(1+ xi ) = Bn, x1 + · · · + xn = nSn .
In this paper we shall consider constrained extremal problems of the difference product
1n(x) in which An, Bn or An, Sn are assigned, and the extremal problem of Bn where An
and Dn := 1n(x)2 are assigned. This kind of problems had been studied by Schur [13] and
then by Blichfeldt [2] and Siegel [15] in relation to properties of totally real algebraic integers
(cf. [1, Chapter 8], [3]). Selberg [14] also was led to this type of problem in his study of integral-
valued entire functions. Our main concern here will be the limiting behaviour of the extremal val-
ues as n →∞. For this purpose we first note that, as in the unconstrained case, the extrema are
attained when x1, . . . , xn are the zeros of certain Jacobi or Laguerre polynomials whose param-
eters depend on the Lagrange multipliers, and then we shall invoke, in particular, explicit evalua-
tions of their discriminants [16, Sections 6.7–6.71], [1, Chapter 8] to obtain rational expressions
of the constants An, Bn , Sn or Dn in terms of the Lagrange multipliers. Once this is proved, it is
not difficult to deduce the relation of limiting behaviour of the Lagrange multipliers and those of
An, Bn , Sn or Dn by applying the Euler–Maclaurin summation formula to the logarithm of these
expressions, which in particular gives the desired limiting behaviour of the extremal values.
Let us describe our results more precisely. We should remark here that we will use the symbol
Dn in two different meanings: It denotes the maximum value of 1n(x)2 in Theorems 1.1 and
1.3, whereas it is an assigned value in Theorem 1.2. Similarly Bn in Theorem 1.1 is an assigned
value, while in Theorem 1.2 it denotes the minimum value of
∏n
i=1(1+ xi ).
First we treat the case where An and Bn are assigned with xi > 0 and seek the maximum Dn
of 1n(x)2. In view of the arithmetico-geometric mean inequality, we need to assume that
1+ A
1
n
n < B
1
n
n . (1.1)
Note that by change of variables xi = yi1−yi , i = 1, . . . , n, this problem is the same as the one
in which the conditions are y1 · · · yn = An/Bn, ∏ni=1(1− yi ) = B−1n , 0 < yi < 1.
To state our results, we need to define the functions ϕ(x), ψ(x) on [1,∞) by
ϕ(x) = x log x − (x − 1) log(x − 1), (1.2)
ψ(x) = x + log x − (x − 1)2 log x
x − 1 −
3
2
. (1.3)
Note that ϕ(1) = 0, ψ(1) = − 12 and both functions are strictly increasing on [1,∞) and
ϕ(x) = log x + 1 + O(1/x), ψ(x) = log x + O(1/x) as x → ∞. Note also that the function
ϕ(x + 1)− ϕ(x) is strictly decreasing and
ϕ(x + 1)− ϕ(x) < 2 log 2, x > 1, (1.4)
since ϕ(2) − ϕ(1) = 2 log 2. We shall write x¯ = ϕ−1(log x) for x ≥ 1. Then 1 < x¯ < x for
x > 1. The bar over a fraction will be applied to the whole quotient: BA = ϕ−1(log BA ).
Now we describe the limit D := limn→∞ D
1
n2
n assuming that the limits
lim
n→∞ A
1
n
n = A, lim
n→∞ B
1
n
n = B (1.5)
exist where A = ∞ and/or B = ∞ are admissible.
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Theorem 1.1. We have the following classification of the limit value D according to the limiting
behaviour of A
1
n
n and B
1
n
n .
(1) 1 ≤ A, A + 1 < B <∞.
(a) B¯ < A¯ + 1. Then
log D = ϕ(s0 + t0)− 2ϕ(s0)− 12 (ψ(s0 + t0)− ψ(s0)− ψ(t0))+
3
4
, (1.6)
where s0 > 1, t0 > 1 are determined by
ϕ(t0)− ϕ(s0) = log A, ϕ(s0 + t0)− ϕ(s0) = log B. (1.7)
(b) B¯ ≥ A¯ + 1
(i) BA < 4. Then
log D = 2 log A + ϕ(t0 + 1)− 2ϕ(t0)− 12 (ψ(t0 + 1)− ψ(t0))+
1
2
where t0 > 1 is determined by
ϕ(t0 + 1)− ϕ(t0) = log BA .
(ii) BA ≥ 4. Then
log D = 2 log B − 2 log 2.
(2) 0 < A < 1, A + 1 < B <∞.
(a) BA <
1
A + 1. Then log D is given by (1.6) with s0 > 1, t0 > 1 being determined by (1.7).
(b) BA ≥ 1A + 1.
(i) B < 4. Then
log D = ϕ(s0 + 1)− 2ϕ(s0)− 12 (ψ(s0 + 1)− ψ(s0))+
1
2
, (1.8)
where s0 is determined by
ϕ(s0 + 1)− ϕ(s0) = log B. (1.9)
(ii) B ≥ 4. Then
log D = 2 log B − 2 log 2.
(3) A = 0, 1 < B <∞.
(a) B < 4. Then log D is given by (1.8) with s0 being determined by (1.9).
(b) B ≥ 4. Then
log D = 2 log B − 2 log 2.
(4) A <∞, B = ∞. Then D = ∞.
(5) A + 1 = B, 1 ≤ B <∞. Then D = 0.
(6) A = ∞, B = ∞. Then D = ∞ unless limn→∞(B
1
n
n − A
1
n
n ) = 1, in which case we have
log D = lim
n→∞

1
n
log An + 12 log(B
1
n
n − A
1
n
n − 1)

− 1
2
log 2− 1
4
. (1.10)
Next we consider the minimum Bn of
∏n
i=1(1 + xi ) subject to the conditions x1 · · · xn =
An,1n(x)2 = Dn where An, Dn are fixed (but may vary with n). This problem was first treated
by Selberg [14] and then in our previous papers [7,8] for specific values of An, Dn . We describe
the limit B := limn→∞ B
1
n
n assuming that the limits
lim
n→∞ A
1
n
n = A, lim
n→∞ D
1
n2
n = D (1.11)
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exist (A = ∞ and/or D = ∞ are admissible). We denote the function ϕ(1 + x) −
1
2 (ψ(1+ x)− ψ(x))+ 12 by ω(x). Note that the function ω(x) is strictly increasing and goes to∞ as x →∞. Also note that ω(1) = 2 log 2 and for x > 1 the following inequality holds.
2 log 2 < ω(x¯) < 2 log 2+ log x . (1.12)
Theorem 1.2. We have the following classification of the limit value B according to the limit
values A and D.
(1) 1 ≤ A <∞.
(a) log D < ω( A¯). Then
log B = ϕ(s0 + t0)− ϕ(s0) (1.13)
where s0 > 1, t0 > 1 are determined by
ϕ(t0)− ϕ(s0) = log A, (1.14)
ϕ(s0 + t0)− 2ϕ(s0)− 12 (ψ(s0 + t0)− ψ(s0)− ψ(t0))+
3
4
= log D. (1.15)
(b) ω( A¯) ≤ log D < 2 log 2+ 2 log A. Then
log B = ϕ(t0 + 1)− ϕ(t0)+ log A = ϕ(t0 + 1)− 12 (ω(t0)− log D) (1.16)
where t0 is given by
ω(t0)− 2ϕ(t0) = log D
A2
(1.17)
(c) 2 log 2+ 2 log A ≤ log D. Then
log B = log 2+ 1
2
log D (1.18)
(d) D = 0. Then B = A + 1.
(e) D = ∞. Then B = ∞.
(2) 0 < A < 1.
(a) log D < 2 log A + ω

1
A

. Then log B is given by (1.13) with s0, t0 being determined by
(1.14) and (1.15).
(b) 2 log A + ω

1
A

≤ log D < 2 log 2. Then
log B = ϕ(s0 + 1)− ϕ(s0) (1.19)
where s0 is given by
ω(s0)− 2ϕ(s0) = log D. (1.20)
(c) 2 log 2 ≤ log D. Then log B is given by (1.18).
(d) D = 0. Then B = A + 1.
(e) D = ∞. Then B = ∞.
(3) A = 0.
(a) log D < 2 log 2. Then log B is given by (1.19) with s0 being given by (1.20).
(b) 2 log 2 ≤ log D. Then log B is given by (1.18).
(c) D = 0. Then B = 1.
(d) D = ∞. Then B = ∞.
(4) A = ∞. Then B = ∞.
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In Section 5, we shall consider the case of Siegel in which the maximum Dn of1n(x)2 subject
to the conditions x1 · · · xn = An, x1 + · · · + xn = nSn is treated. Our calculations in this case
are very much akin to those by Siegel except for details concerning the limiting behaviour of Dn .
Let us assume again that the limits A = limn→∞ A
1
n
n , S = limn→∞ Sn exist (A = ∞ and/or
S = ∞ are admissible) and write D = limn→∞ D
1
n2
n . We shall prove
Theorem 1.3. We have the following classification of the limit value D according to the limiting
behaviour of A
1
n
n and Sn .
(1) 0 ≤ A = S <∞. Then D = 0.
(2) A = 0, 0 < S <∞. Then D = e− 12 S.
(3) 0 ≤ A < S = ∞. Then D = e− 12 .
(4) 0 < A < S <∞, e ≤ SA . Then D = e−
1
2 S.
(5) 0 < A < S < ∞, SA < e. Then D = e
1
2ψ(t0)−log(s0−1)− 14 = e 12ψ(t0)−log(t0)− 14 S where s0, t0
are determined by
log S = log t0 − log(s0 − 1) (1.21)
log A = ϕ(t0)− log(s0 − 1)− 1. (1.22)
(6) A = S = ∞.
(a) 1 ≤ limn→∞

log Sn − 1n log An
 ≤ ∞. Then D = e− 12 .
(b) 0 < limn→∞

log Sn − 1n log An

< 1. Then D = e 12ψ(t0)− 14 where t0 is determined by
lim
n→∞

log Sn − 1n log An

= 1− (t0 − 1) log

1+ 1
t0 − 1

. (1.23)
(c) limn→∞

log Sn − 1n log An
 = 0, 0 < limn→∞(Sn − A 1nn ) ≤ ∞. Then D = ∞.
(d) limn→∞

log Sn − 1n log An
 = 0, limn→∞(Sn − A 1nn ) = 0. Write
L = lim
n→∞ Sn(Sn − A
1
n
n ) (1.24)
Then
D =

∞, L = ∞,
e−
1
4 (2L)
1
2 , 0 ≤ L <∞. (1.25)
As in the unconstrained case, the maximum or minimum occur when x1, . . . , xn are the zeros
of certain Jacobi or Laguerre polynomials whose parameters depend on An, Bn or Sn , and so
depend on the dimension n. In our proofs of above theorems, the limiting behaviour of these
parameters will be made explicit and which gives, in virtue of the results of [4,5,9], the limit
distribution functions of their zeros. In Section 6 we shall show that, in the case where the
product x1 · · · xn and ∏ni=1(1 + xi ) are assigned, the zero distribution function can be derived
heuristically but directly from the Lagrange multiplier equation: Take the limit of the Lagrange
multiplier equation as n → ∞. Then the limit equation, a singular integral equation, admit the
zero distribution function as a solution. This approach might be interesting because our derivation
here does not employ properties of Jacobi polynomials, and so it gives us a chance to treat
extremal problems with three or more constraints, although the limiting behaviour of Lagrange
multipliers remains to be considered. We note that our extremal problem might be considered as
a minimum energy problem of discrete charges (cf. [6] and references therein) and the singular
1884 J. Kaneko / Journal of Approximation Theory 162 (2010) 1879–1918
integral equation above is nothing but the one that determines the minimizing measure for a
suitable weighted energy functional in the potential theory with external field [11,12]. Finally
we verify that the integral expression of the limit D = limn→∞ D1/n
2
n in terms of the zero
distribution function coincides with our previous formula in Theorem 1.1.
Remark 1.4. The minimum of 1n(x)2 with the same constraints in Theorems 1.1 and 1.3, and
the supremum of
∏n
i=1(1 + xi ) in Theorem 1.2 are all trivial for n ≥ 3, i.e., minimum of
1n(x)2 = 0 and sup∏ni=1(1 + xi ) = ∞. To see this, in the case of the minimum of 1n(x)2
in Theorem 1.1, let
f (x) = (x + 1)n−1(xn−1 + An)− Bn xn−1.
Observe that the constraint
∏n
i=1(1 + xi ) = Bn on the point x1 = An/xn−1, x2 = · · · = xn = x
is nothing but the equation f (x) = 0. Hence, for the proof of minimum of1n(x)2 = 0, it suffices
to show that this equation has a positive root. But this follows at once from f (0) > 0 and, in
virtue of the inequality (1.1), f (A
1
n
n ) = A
n−1
n
n

(1 + A
1
n
n )
n − Bn

< 0. The case of the minimum
of 1n(x)2 in Theorem 1.3 can be proved similarly.
For the case of the supremum of
∏n
i=1(1+ xi ) in Theorem 1.2, we let the point
x1 = An
(n − 3)!Rx , x2 = x, x3 = R, x4 = 1, . . . , xn = n − 3
satisfy the constraint 1(x)2 = Dn , that is
x2 − An
(n − 3)!R

Rx − An
(n − 3)!R

x − R
 n−3∏
i=1

i x − An
(n − 3)!R

(x − i)
n−4∏
j=1
j !
2
− Dn x2(n−1) = 0.
Then the proof of sup
∏n
i=1(1 + xi ) = ∞ amounts to showing that this equation has a positive
root for sufficiently large R. Let g(x) be the polynomial in the left-hand side of the equation. We
set
c =

An
(n − 3)!R +
1
R3
 1
2
.
Since g(0) > 0, we only need to show that g(c) < 0. Let R be so large that
c < 1 < R,

(n − 3)!4n−4∏
j=1
j !
2
< Dn(Rc)
2.
Then
g(c) <

1
R3
(Rc)Rcn−3((n − 3)!)2
n−4∏
j=1
j !
2
− Dnc2(n−1)
= c
2(n−2)
R2

(n − 3)!4n−4∏
j=1
j !
2
− Dn(Rc)2

< 0,
as desired.
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2. Proof of Theorem 1.1. Part 1
We assume that An, Bn are fixed (but may vary with n) with 1 + A1/nn < B1/nn , and consider
the maximum of |1(x)| or 1(x)2 subject to the conditions x1 · · · xn = An,∏ni=1(1 + xi ) = Bn .
For any positive set of values of x3, . . . , xn the equations
x1x2 = An(x3 · · · xn)−1, (1+ x1)(1+ x2) = Bn((1+ x3) · · · (1+ xn))−1
have a unique solution pair that is positive if and only if
Bn((1+ x3) · · · (1+ xn))−1 − An(x3 · · · xn)−1 − 1 > 0 (2.1)
and
(Bn((1+ x3) · · · (1+ xn))−1 − An(x3 · · · xn)−1 − 1)2 ≥ 4An(x3 · · · xn)−1. (2.2)
Moreover x1 = x2 if and only if equality holds in (2.2). These conditions define a compact
domain in (n − 2)-dimensional space whose points have positive coordinates x3, . . . , xn . The
boundary of this domain is contained in the surface x1 = x2 and the domain certainly has
interior points, e.g., x3 = · · · = xn = A1/nn . Since 1(x) vanishes everywhere on the boundary,
its maximum occurs at interior points. By the method of Lagrange multipliers, at the maximum
point we have
∂φ′
∂xi
= 0, i = 1, . . . , n, (2.3)
where
φ′(x1, . . . , xn) = log |1(x)| − λ′
n−
i=1
log xi − µ′
n−
i=1
log(1+ xi ), (2.4)
and λ′ and µ′ are certain constants. Observe that the constant µ′ is not zero, so that one can
rewrite (2.3) as
∂φ
∂xi
= 0, i = 1, . . . , n, (2.5)
where
φ(x1, . . . , xn) =
n−
i=1
log(1+ xi )− λ
n−
i=1
log xi − µn − 1 log |1(x)|. (2.6)
We thus obtain
1
1+ xi −
λ
xi
− µ
n − 1
−
j≠i
1
xi − x j = 0, i = 1, . . . , n. (2.7)
We first assert that
0 < λ < 1, 0 < µ < 1− λ. (2.8)
In fact, it is readily seen from (2.7) that
n−
i=1
1
1+ xi = λ
p−
i=1
1
xi
,
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n−
i=1
x2i
1+ xi = (λ+ µ)
 n−
i=1
xi

.
These imply that 0 < λ < 1, 0 < λ+ µ < 1. Positivity of µ is a consequence of the inequality
n−
i=1
xi

n−
i=1
1
1+ xi

<

n−
i=1
x2i
1+ xi

n−
i=1
1
xi

, (2.9)
the proof of which is as follows. The inequality is clearly equivalent to−
1≤i< j≤n

x j
1+ xi +
xi
1+ x j

<
−
1≤i< j≤n

x2i
(1+ xi )x j +
x2j
(1+ x j )xi

.
But since
x j
1+ xi +
xi
1+ x j =
x j (1+ x j )+ xi (1+ xi )
(1+ xi )(1+ x j )
x2i
(1+ xi )x j +
x2j
(1+ x j )xi =
x3i (1+ x j )+ x3j (1+ xi )
(1+ xi )(1+ x j )xi x j ,
it suffices to show that
xi x
2
j (1+ x j )+ x2i x j (1+ xi ) < x3i (1+ x j )+ x3j (1+ xi )
for xi ≠ x j , and this is immediate.
We introduce the polynomial whose zeros xi , i = 1, . . . , n satisfy (2.7).
f (x) =
n∏
i=1
(x − xi ).
We show that
f (x) = (c)n
(b)n
2 F1(−n, b; c;−x), (2.10)
where the hypergeometric function 2 F1(a, b; c; x) is defined by
2 F1(a, b; c; x) =
∞−
n=0
(a)n(b)n
(c)nn! x
n
(a)n := a(a + 1) · · · (a + n − 1) for n > 0, (a)0 = 1
and
b = (n − 1)

1+ 2(λ− 1)
µ

, c = 2(n − 1)λ
µ
(2.11)
with b < −(n − 1), c > 0 by virtue of (2.8). Note first that (2.7) can be rewritten as
µ
2(n − 1)
f ′′(xi )
f ′(xi )
+ λ
xi
− 1
1+ xi = 0, i = 1, . . . , n,
or
xi (1+ xi ) f ′′(xi )+ 2(n − 1)
µ
[λ+ (λ− 1)xi ] f ′(xi ) = 0, i = 1, . . . , n.
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This means that the polynomial x(1 + x) f ′′(x) + 2(n−1)
µ
[λ + (λ − 1)x] f ′(x) vanishes for all
the zeros of f (x). Consequently this expression is a constant multiple of f (x) and we infer that
the constant factor is n(n − 1)(1 + 2(λ−1)
µ
). Thus, the polynomial f (x) satisfies the differential
equation
x(1+ x) f ′′(x)+ 2(n − 1)
µ
[λ+ (λ− 1)x] f ′(x)
− n(n − 1)

1+ 2(λ− 1)
µ

f (x) = 0. (2.12)
This is nothing but the hypergeometric equation
y(1− y) f ′′(y)+ [c − (a + b + 1)y] f ′(y)− ab f (y) = 0 (2.13)
with y = −x and
a = −n, b = (n − 1)

1+ 2(λ− 1)
µ

, c = 2(n − 1)λ
µ
, (2.14)
which has two independent solutions
2 F1(a, b; c; y) and y1−c2 F1(a + 1− c, b + 1− c; 2− c; y).
In our case the polynomial solution of degree n is (up to a constant factor) unique and we
conclude that
f (x) = k 2 F1(−n, b; c;−x), (2.15)
where the constant factor is inferred from comparison of the coefficients of xn , i.e.
k = (c)n
(b)n
. (2.16)
Now the equality (2.10) gives
x1x2 · · · xn = (−1)n f (0) = (−1)n (c)n
(b)n
, (2.17)
and
n∏
i=1
(1+ xi ) = (−1)n f (−1) = (−1)n (c − b)n
(b)n
, (2.18)
where the latter equality follows from the Chu–Vandermonde identity [1, Corollary 2.2.3]:
2 F1(−n, b; c; 1) = (c − b)n
(c)n
.
Proposition 2.1. The equations
(−1)n (c)n
(b)n
= An, (−1)n (c − b)n
(b)n
= Bn (2.19)
determine the pair b, c with b < −(n − 1), c > 0 in a unique way.
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Proof. The first equation determines c = c(b) > 0 as a differentiable function of b on
(−∞,−(n − 1)). Note first that c′(b) < 0 and limb→−∞ c(b) = ∞, limb→−(n−1) c(b) = 0.
Moreover it holds that limb→−∞ c(b)−b = A
1
n
n . On the other hand we see
lim
b→−∞(−1)
n (c − b)n
(b)n
= (1+ A
1
n
n )
n < Bn
and
lim
b→−(n−1)(−1)
n (c − b)n
(b)n
= ∞.
Hence it suffices to show that the left-hand side of the second equation is strictly increasing,
i.e. the logarithmic derivative of the left-hand side of the second equation is positive:
(c′(b)− 1)

n−1
k=0
1
c − b + k

−

n−1
k=0
1
b + k

> 0. (2.20)
Taking the logarithmic derivative of the first equation yields
c′(b) =
n−1∑
k=0
1
b+k
n−1∑
k=0
1
c+k
. (2.21)
Substituting this expression into (2.20), we reduce the problem to showing the following
inequality for b < −(n − 1) and c > 0.
n−1
k=0
1
b + k −

n−1
k=0
1
c + k

n−1
k=0
1
c − b + k

−

n−1
k=0
1
b + k

n−1
k=0
1
c + k

> 0. (2.22)
Writing x = −b − n + 1, y = c, this is equivalent to
n−1
k=0
1
x + k

n−1
k=0
1
y + k

>

n−1
k=0
1
x + k +
n−1
k=0
1
y + k

n−1
k=0
1
x + y + (n − 1)+ k

,
or
1 >
 1n−1∑
k=0
1
x+k
+ 1
n−1∑
k=0
1
y+k


n−1
k=0
1
x + y + (n − 1)+ k

. (2.23)
But by the well-known inequality
n
n∑
1
1
ak
<
n∑
1
ak
n
,
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we see that
1
n−1∑
k=0
1
x+k
+ 1
n−1∑
k=0
1
y+k
<
x + y + n − 1
n
,
which implies the inequality (2.23). 
We have thus proved that the Eq. (2.7) determine the pair b, c and so λ,µ in a unique way. This
means that the point (x1, . . . , xn) where 1(x)2 takes its maximum is unique up to permutation.
The discriminant of the hypergeometric polynomial 2 F1(−n, b; c;−x) has an explicit
evaluation [1, Theorem 8.5.3]:
1(xi )
2 =
n∏
j=1
j j (c + j − 1) j−1(b − c + j − n) j−1
(b + j − 1)n+ j−2 , (2.24)
so that our problem is reduced to estimating this expression under the conditions (2.19).
Put
α = 2(n − 1)

1− λ
µ
− 1
2

, β = 2(n − 1)

λ
µ
+ 1
2

,
γ = 2(n − 1)

1
µ

= α + β
(2.25)
so that
b = −α, c = β − n + 1,
and
(−1)n (c)n
(b)n
=
n∏
j=1
β − ( j − 1)
α − ( j − 1) , (−1)
n (c − b)n
(b)n
=
n∏
j=1
γ − ( j − 1)
α − ( j − 1) .
The inequalities (2.8) imply that
α > n − 1, β > n − 1. (2.26)
Since
n∏
j=1
(c + j − 1) j−1(b − c + j − n) j−1
(b + j − 1)n+ j−2
=
n∏
j=1
(c + j − 1)n−1
(b + j − 1)n−1
n∏
j=1
(c − b + n − j) j−1
(−b + 1− j) j−1(c + j − 1)n− j .
We see that
n∏
j=1
(c + j − 1) j−1(b − c + j − n) j−1
(b + j − 1)n+ j−2 = A
n−1
n
n∏
j=1

γ − ( j − 1)
(α − ( j − 1))(β − ( j − 1))
 j−1
.
Thus our problem reduces to considering the expression
Dn = An−1n
n∏
j=1
j j
n∏
j=1

γ − ( j − 1)
(α − ( j − 1))(β − ( j − 1))
 j−1
, (2.27)
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where α and β are determined by the constraints
n∏
j=1
β − ( j − 1)
α − ( j − 1) = An, (2.28)
n∏
j=1
γ − ( j − 1)
α − ( j − 1) = Bn . (2.29)
We shall write, if necessary, as λ = λn, b = bn, α = αn and so on to exhibit the dependence
on n.
3. Proof of Theorem 1.1. Part 2.
Define
s = α
n − 1 = 2

1− λ
µ
− 1
2

, t = β
n − 1 = 2

λ
µ
+ 1
2

(3.1)
so that s > 1, t > 1. We also write
α˜ = α − (n − 1) = (s − 1)(n − 1), β˜ = β − (n − 1) = (t − 1)(n − 1),
γ˜ = γ − (n − 1) = (n − 1)(s + t − 1). (3.2)
Since 0 < λ, µ < 1, we may assume that there exists a convergent subsequence of (λn, µn)
or, for simplicity, we assume that
lim
n→∞ λn = λ0, limn→∞µn = µ0. (3.3)
Let us first consider the relation of An, Bn, Dn and α˜, β˜, γ˜ or s, t more exactly by applying
the Euler–Maclaurin summation formula. Let B1(x) be the first Bernoulli polynomial: B1(x) =
x − 1/2 and put B˜1(x) = B1(x − [x]) where [x] is the integral part of x . We have
Proposition 3.1.
log An =
n−1
j=0
(log(β˜ + j)− log(α˜ + j))
= (n − 1)(ϕ(t)− ϕ(s))+ 1
2
(log t + log(t − 1)− log s − log(s − 1))
+
∫ n−1
0
B˜1(x)

1
β˜ + x −
1
α˜ + x

dx, (3.4)
log Bn =
n−1
j=0
(log(γ˜ + j)− log(α˜ + j))
= (n − 1)(ϕ(s + t)− ϕ(s))+ 1
2
(log(s + t)+ log(s + t − 1)− log s
− log(s − 1))+
∫ n−1
0
B˜1(x)

1
γ˜ + x −
1
α˜ + x

dx . (3.5)
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Proof. We apply the Euler–Maclaurin summation formula to logarithm of
∏n
j=1(α− ( j −1)) =∏n−1
j=0(α˜ + j). We have
n−1
j=0
log(α˜ + j) =
∫ n−1
0
log(α˜ + x)dx + log α˜ + log(α˜ + n − 1)
2
+
∫ n−1
0
B˜1(x)
α˜ + x dx, (3.6)
and similar formulas with α˜ replaced by β˜ or γ˜ . This gives
n−1
j=0
log(α˜ + j) = (n − 1)ϕ(s)+ n log(n − 1)− (n − 1)+ log s + log(s − 1)
2
+
∫ n−1
0
B˜1(x)
α˜ + x dx (3.7)
and similar formulas with α˜ and s replaced by β˜ and t or γ˜ and s+ t respectively. These formulas
imply our proposition. 
Next we consider the maximum Dn .
Proposition 3.2.
log Dn = (n − 1)2

ϕ(s + t)− 2ϕ(s)− 1
2
(ψ(s + t)− ψ(s)− ψ(t))

+ n − 1
2
(log(s + t − 1)+ log t − log s − 2 log(s − 1))+ Rn + Sn (3.8)
where
Rn =
∫ n−1
0
B˜1(x)

γ˜ + n − 1
γ˜ + x −
α˜ + 2(n − 1)
α˜ + x −
β˜
β˜ + x

dx
−
∫ n−1
0
B˜1(x)(log(γ˜ + x)− log(α˜ + x)− log(β˜ + x))dx (3.9)
Sn = 34 (n − 1)
2 + n log n + 1
4
+
∫ n−1
1
B˜1(x) log x dx . (3.10)
Proof. Taking logarithm of (2.27), we have
log Dn = (n − 1)
n−1
j=0
(log(β˜ + j)− log(α˜ + j))+
n−
j=1
j log j
+
n−1
j=0
(n − 1− j)(log(γ˜ + j)− (log(α˜ + j))− (log(β˜ + j))). (3.11)
Again by the Euler–Maclaurin summation formula, one has
n−1
j=0
j (log(α˜ + j)) =
∫ n−1
0
x log(α˜ + x)dx + 1
2
(n − 1) log(α˜ + n − 1)
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+
∫ n−1
0
B˜1(x)

log(α˜ + x)+ x
α˜ + x

dx,
and similar formulas with α˜ replaced by β˜ or γ˜ .
After some computations, this gives
n−1
j=0
j (log(α˜ + j)) = (n − 1)
2
2
ψ(s)+ n − 1
2
log s + n(n − 1)
2
log(n − 1)
+
∫ n−1
0
B˜1(x)

log(α˜ + x)+ x
α˜ + x

dx, (3.12)
and similar formulas with α˜ and s replaced by β˜ and t or γ˜ and s+ t respectively. Hence in view
of (3.7) we have
n−1
j=0
(n − 1− j)(log(γ˜ + j)− log(α˜ + j)− log(β˜ + j))
= (n − 1)2

ϕ(s + t)− ϕ(s)− ϕ(t)− 1
2
(ψ(s + t)− ψ(s)− ψ(t))

+ n − 1
2
(log(s + t)+ log(s + t − 1)− log s − log(s − 1)− log t
− log(t − 1))+ R′n + S′n, (3.13)
where
R′n = (n − 1)
∫ n−1
0
B˜1(x)

1
γ˜ + x −
1
α˜ + x −
1
β˜ + x

dx
−
∫ n−1
0
B˜1(x)

log(γ˜ + x)− log(α˜ + x)− log(β˜ + x)
+ x
γ˜ + x −
x
α˜ + x −
x
β˜ + x

dx (3.14)
and
S′n = (n − 1)2 −
n(n − 1)
2
log(n − 1). (3.15)
One has also
n−
j=1
j log j = n(n − 1)
2
log(n − 1)− 1
4
((n − 1)2 − 1)+ n log n
+
∫ n−1
1
B˜1(x) log x dx . (3.16)
Now by summing up (3.4), (3.13) and (3.16) and by noting that
 n−1
0 B˜1(x) dx = 0, we obtain
the desired formula (3.8). 
We need to calculate limn→∞ Rn/n2. We prepare
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Lemma 3.3. Let c˜ = c˜n be positive. Then
lim
n→∞
1
n
∫ n−1
1
B˜1(x)
c˜ + x dx = 0, (3.17)
lim
n→∞
1
n
∫ n−1
0
B˜1(x) log(c˜ + x)dx = 0. (3.18)
Proof. Since
∫ n−1
1
B˜1(x)
c˜ + x dx
 ≤ 12
∫ n−1
1
1
x
dx ≤ 1
2
log(n − 1),
(3.17) is clear. As for (3.18), we first show
∫ n−1
1
B˜1(x) log(c˜ + x)dx
 ≤ log(n − 1)4 . (3.19)
In fact we see
∫ k+1
k
B˜1(x) log(c˜ + x)dx
 =

∫ 1
0

t − 1
2

log(c˜ + t + k)dt

≤ 1
4
(log(c˜ + k + 1)− log(c˜ + k))
for k = 1, . . . , n − 2. This gives
∫ n−1
1
B˜1(x) log(c˜ + x)dx
 ≤ 14 log c˜ + n − 1c˜ + 1 ≤ 14 log(n − 1).
On the other hand we see∫ 1
0
B˜1(x) log(c˜ + x)dx =
∫ 1
0

x − 1
2

log(c˜ + x)dx
= − c˜(c˜ + 1)
2
(log(c˜ + 1)− log c˜)+ c˜
2
+ 1
4
.
Since the function f (x) = − x(x+1)2 (log(x + 1)− log x)+ x2 is bounded on x > 0, the proof of
Lemma 3.3 is complete. 
Lemma 3.4. We have
lim
n→∞
1
n
∫ 1
0
B˜1(x)
c˜n + x dx =
0, c˜n ≥ K > 0 for some constantK ,lim
n→∞
log c˜n
2n
, lim
n→∞
c˜n
n
= 0. (3.20)
Proof. The first case is clear. Suppose limn→∞ c˜nn = 0. We see∫ 1
0
B˜1(x)
c˜n + x dx = 1−

c˜n + 12

(log(c˜n + 1)− log c˜n)
= 1− c˜n log

1+ 1
c˜n

− 1
2
log(c˜n + 1)+ 12 log c˜n,
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Since the function x log(1+ 1x ) is bounded for x > 0, the proof is concluded by the inequality
0 < log(c˜n + 1) < log(n + 1)
for sufficiently large n. 
Let us turn to consider the relation of A, B and λ0, µ0 or s0 = limn→∞ sn, t0 = limn→∞ tn .
Recall that x¯ for x ≥ 1 is defined by x¯ = ϕ−1(log x), and 1 < x¯ < x for x > 1. We prepare
Lemma 3.5. For A > 0, B ≥ 1 we have
(1) If A ≥ 1, then A¯ + 1 ≤ B¯ implies A + 1 < B. If 0 < A ≤ 1, then 1A + 1 ≤ BA implies
A + 1 < B.
(2) If A ≥ 1, then B¯ ≤ A¯ + 1 implies BA ≤ 4. The equality holds only if A = 1, B = 4. If
0 < A ≤ 1, then BA ≤ 1A + 1 implies B ≤ 4. The equality occurs only if A = 1, B = 4
Proof. We first assert that for A ≥ 1
A + 1 < eϕ( A¯+1). (3.21)
Since A = eϕ( A¯), it is sufficient to show
eϕ( A¯) + 1 < eϕ( A¯+1),
that is
A¯

1+ 1
A¯ − 1
 A¯−1
+ 1 < ( A¯ + 1)

1+ 1
A¯
 A¯
.
But this is clear since the function (1 + 1x )x is increasing. The case 1 immediately follows from
(3.21) since, if A ≥ 1 then A + 1 < eϕ( A¯+1) < eϕ(B¯) = B. The latter part of the case 1 can be
reduced to the former one by taking A′ = 1A , B ′ = BA . For the case 2, if A ≥ 1, it suffices to note
that
B = eϕ(B¯) ≤ eϕ( A¯+1) = ( A¯ + 1)

1+ 1
A¯
 A¯
≤ A

1+ 1
A
A+1
,
since A¯ ≤ A. The equalities hold only if B¯ = A¯ + 1, A¯ = A i.e. A = 1, B = 4. If 0 < A ≤ 1,
one can reduce to the A ≥ 1 case again by taking A′ = 1A , B ′ = BA . 
Proposition 3.6. The system of transcendental equations
ϕ(t)− ϕ(s) = log A (3.22)
ϕ(s + t)− ϕ(s) = log B (3.23)
has a solution in the region t > s > 1 if and only if
1 < A, A + 1 < B, log B < ϕ( A¯ + 1). (3.24)
Moreover the solution is unique if it exists.
Proof. We assume A > 1 and let f (s) be the function defined for s ≥ 1 by (3.22):
f (s) = ϕ−1(ϕ(s)+ log A). (3.25)
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Then the Eq. (3.23) is written as
ϕ(s + f (s))− ϕ(s) = log B. (3.26)
We denote the function in the left-hand side by g(s). Note that g(1) = ϕ( A¯ + 1). We first assert
that lims→∞ g(s) = log(A+1). For this, as ϕ(x) = log x+1+O(1/x) when x →∞, it clearly
suffices to show that lims→∞ f (s)/s = A. Write A˜ = A˜(s) = f (s)/s. Then by the definition of
ϕ(x) one has
log A + log s + (s − 1) log

1+ 1
s − 1

= log A˜s + ( A˜s − 1) log

1+ 1
A˜s − 1

or
log
A
A˜
= ( A˜s − 1) log

1+ 1
A˜s − 1

− (s − 1) log

1+ 1
s − 1

.
But since lims→∞(s−1) log

1+ 1s−1
 = 1 and (s−1) log1+ 1s−1 < ( A˜s−1) log1+ 1A˜s−1 < e,
the assertion follows.
Next we show the function g(s) is strictly decreasing for s ≥ 1. We see
g′(s) = log

s + f (s)
s + f (s)− 1

log ss−1
log f (s)f (s)−1
+ 1

− log s
s − 1 .
Hence our proof will be concluded by the following general inequality
log
x
x − 1 + log
y
y − 1

log
x + y
x + y − 1 < log
x
x − 1 log
y
y − 1 (3.27)
for 1 < x, 1 < y. To prove this, we substitute the series expressions
log
x
x − 1 =
∞−
n=1
1
nxn
, log
y
y − 1 =
∞−
n=1
1
nyn
,
log
x + y
x + y − 1 =
∞−
n=1
1
n(x + y)n
into both sides. Then the inequality is
∞−
n>m≥1
1
mn

1
xn(x + y)m +
1
yn(x + y)m +
1
xm(x + y)n +
1
ym(x + y)n

+
∞−
n=1
1
n2

1
xn(x + y)n +
1
yn(x + y)n

<
∞−
n>m≥1
1
mn

1
xn ym
+ 1
xm yn

+
∞−
n=1
1
n2
1
xn yn
.
Since 1/xn(x + y)n + 1/yn(x + y)n < 1/xn yn , it remains only to show
1
xn(x + y)m +
1
yn(x + y)m +
1
xm(x + y)n +
1
ym(x + y)n ≤
1
xn ym
+ 1
xm yn
.
But this is easily verified by multiplying both sides by xn yn(x + y)n . 
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Corollary 3.7. The system of transcendental equations
ϕ(t)− ϕ(s) = log A (3.28)
ϕ(s + t)− ϕ(s) = log B (3.29)
has a solution in the region s > t > 1 if and only if
0 < A < 1, A + 1 < B, log B < log A + ϕ

1
A
+ 1

.
The solution is unique if it exists.
Proof. The Eqs. (3.28) and (3.29) can be rewritten as
ϕ(s)− ϕ(t) = − log A
ϕ(s + t)− ϕ(t) = log B − log A
so the corollary is a direct consequence of Proposition 3.6. 
We also state a degenerate case whose proof is straightforward.
Proposition 3.8. The equation
ϕ(2s)− ϕ(s) = log B (3.30)
has a solution s > 1 if and only if
2 < B < 4.
The solution is unique if it exists.
We now describe the precise relation of A, B, D and λ0, µ0 or s0, t0. There are seven possible
cases of (λ0, µ0). Namely
I 0 < λ0 < 1, 0 < µ0 < 1, 0 < λ0 + µ0 < 1.
II 0 < λ0 < 1, 0 < µ0 < 1, λ0 + µ0 = 1.
III λ0 = 0, 0 < µ0 < 1.
IV λ0 = 0, µ0 = 1.
V 0 < λ0 < 1, µ0 = 0.
VI λ0 = 0, µ0 = 0.
VII λ0 = 1, µ0 = 0.
We give the correspondence of the limits λ0 = limn→∞ λn, µ0 = limn→∞ µn with the
limiting behaviour of (sn, tn) and the associated value of log D.
Proposition 3.9. (1) I ⇐⇒ 1 < s0 < ∞, 1 < t0 < ∞. ϕ(t0) − ϕ(s0) = log A, ϕ(s0 + t0) −
ϕ(s0) = log B, so that A + 1 < B.
log D = ϕ(s0 + t0)− 2ϕ(s0)− 12 (ψ(s0 + t0)− ψ(s0)− ψ(t0))+
3
4
.
(2) II ⇐⇒ s0 = 1, 1 < t0 < ∞. ϕ(t0) − limn→∞ 1n log(sn − 1) = log A, ϕ(t0 + 1) −
limn→∞ 1n log(sn − 1) = log B, so that A ≥ 1, 0 < log B − log A < 2 log 2, A¯ + 1 ≤ B¯ or
A = ∞, B = ∞.
log D = ϕ(t0 + 1)− 12 (ψ(t0 + 1)− ψ(t0))+
1
2
− 2 lim
n→∞
1
n
log(sn − 1).
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(3) III ⇐⇒ 1 < s0 <∞, t0 = 1. limn→∞ 1n log(tn − 1)− ϕ(s0) = log A, ϕ(s0 + 1)− ϕ(s0) =
log B, so that 0 < log B < 2 log 2, 1¯A + 1 ≤ B¯A .
log D = ϕ(s0 + 1)− 2ϕ(s0)− 12 (ψ(s0 + 1)− ψ(s0))+
1
2
.
(4) IV ⇐⇒ s0 = 1, t0 = 1. limn→∞ 1n log(tn − 1) − limn→∞ 1n log(sn − 1) = log A, ϕ(2) −
limn→∞ 1n log(sn − 1) = log B, so that 2 log 2 ≤ log B − log A, A¯ + 1 ≤ B¯ if A ≥ 1,
2 log 2 ≤ log B, 1¯A + 1 ≤ B¯A if 0 < A ≤ 1 or A = ∞, B = ∞. A = 0 is also admissible.
log D = 2 log 2− 2 lim
n→∞
1
n
log(sn − 1).
(5) V ⇐⇒ s0 = ∞, t0 = ∞ and 0 < limn→∞ tn/sn <∞. A = limn→∞ tn/sn, B = 1+ A.
log D = −∞.
(6) VI ⇐⇒ s0 = ∞, 1 ≤ t0 ≤ ∞ and limn→∞ tn/sn = 0. A = 0, B = 1.
log D = −∞.
(7) VII ⇐⇒ t0 = ∞, 1 ≤ s0 ≤ ∞ and limn→∞ tn/sn = ∞. A = ∞, B = ∞.
log D =
∞, 1 ≤ s0 <∞,lim
n→∞

log tn − 32 log sn

− 1
4
, s0 = ∞.
Proof. Case 1. α˜n and β˜n are bounded below since s = 2( 1−λµ − 12 ), t = 2( λµ + 12 ). Therefore
Lemmas 3.3 and 3.4 imply
lim
n→∞
1
n
∫ n−1
0
B˜1(x)
α˜n + x dx = limn→∞
1
n
∫ n−1
0
B˜1(x)
β˜n + x
dx
= lim
n→∞
1
n
∫ n−1
0
B˜1(x)
γ˜n + x dx = 0.
The inequality A + 1 < B is implied by Proposition 3.6, Corollary 3.7 and Proposition 3.8. The
value of log D follows from Proposition 3.2.
Case 2. we note
lim
n→∞
1
n
∫ n−1
0
B˜1(x)
α˜n + x dx = limn→∞
log(sn − 1)
2n
.
If − limn→∞ 1n log(sn − 1) <∞, then
log B − log A = ϕ(t0 + 1)− ϕ(t0) < 2 log 2,
since the function ϕ(x)−ϕ(x) is strictly decreasing and ϕ(2) = 2 log 2, ϕ(1) = 0. For the proof
of A¯ + 1 < B¯ when A <∞, write − limn→∞ 1n log(sn − 1) = ε so that 0 ≤ ε <∞ and
log A = ϕ(t0)+ ε = ϕ(t0 + δ), log B = ϕ(t0 + 1)+ ε = ϕ(t0 + 1+ δ′)
for some non-negative δ, δ′. Then by the strict concavity of ϕ(x) we obtain δ < δ′ unless ε = 0,
which clearly implies the desired inequality. The value of log D follows from Proposition 3.2.
This concludes the case II. We note that the value of log D can also be written as
log D = 2 log A + ϕ(t0 + 1)− 2ϕ(t0)− 12 (ψ(t0 + 1)− ψ(t0))+
1
2
.
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The remaining cases except the case VII follow similarly from Proposition 3.1,
Proposition 3.2, Lemma 3.3 and Lemma 3.4 and the concavity of ϕ(x). We note again that the
value of log D in the case IV can also be written as
log D = 2 log B − 2 log 2.
The equality A + 1 = B in the case V is the consequence of
lim
n→∞(ϕ(tn)− ϕ(sn)) = limn→∞(log(tn)− log(sn)) = log
λ0
1− λ0 ,
lim
n→∞(ϕ(sn + tn)− ϕ(sn)) = limn→∞(log(sn + tn)− log(sn)) = log
1
1− λ0 .
We now treat the case VII. Since the case 1 ≤ s0 < ∞ can be managed in the same
way as above, we assume s0 = ∞ and calculate log D. It follows from Lemma 3.3 that
limn→∞ Rn/n2 = 0. Hence by (3.8) and the fact that ϕ(x) = log x + 1 + O(1/x), ψ(x) =
log x + O(1/x) as x →∞ we have
lim
n→∞
1
n2
log Dn = lim
n→∞

ϕ(sn + tn)− 2ϕ(sn)− 12 (ψ(sn + tn)− ψ(sn)− ψ(tn))

+ lim
n→∞
1
2n
(log(sn + tn − 1)+ log tn − log sn − 2 log(sn − 1))+ 34
= lim
n→∞
1
2
log
tn(sn + tn)
s3n
+ lim
n→∞
1
2n
log
tn(sn + tn − 1)
s3n
− 1
4
= lim
n→∞
1
2
log
t2n
s3n
− 1
4
as desired. 
We restate the above classification according to the limiting behaviour of An and Bn .
Proposition 3.10. (1) 1 < A, A + 1 < B <∞.
(a) B¯ < A¯ + 1 H⇒ I.
(b) B¯ ≥ A¯ + 1
(i) BA < 4 H⇒ II.
(ii) BA ≥ 4 H⇒ IV.
(2) A = 1, 2 < B <∞.
(a) B < 4 H⇒ I.
(b) B ≥ 4 H⇒ IV.
(3) 0 < A < 1, A + 1 < B <∞.
(a) BA <
1
A + 1 H⇒ I.
(b) BA ≥ 1A + 1
(i) B < 4 H⇒ III.
(ii) B ≥ 4 H⇒ IV.
(4) A = 0, 1 < B <∞.
(a) B < 4 H⇒ III.
(b) B ≥ 4 H⇒ IV.
(5) A <∞, B = ∞ H⇒ IV.
(6) A + 1 = B, 1 < B <∞ H⇒ V.
(7) A = 0, B = 1 H⇒ VI.
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Proof. Suppose that the case 1 holds, i.e., 1 < A, A + 1 < B < ∞. Then cases I, II or
IV hold, the case III being excluded since A < 1 in this case. Note that in the case I one
has B¯ < A¯ + 1 by virtue of Proposition 3.6 and A + 1 < B holds in the cases II and IV
by Lemma 3.5. The implications of the remaining cases can be proved in a similar way using
Lemma 3.5, Corollary 3.7 and Proposition 3.8 or are clear in the cases 6 and 7, and we omit their
proofs. 
The proof of Theorem 1.1 will be concluded by the following proposition.
Proposition 3.11. We assume A = ∞, B = ∞. Then
(1) limn→∞ B
1
n
n
A
1
n
n
= 1 H⇒ VII, t0 = ∞.
(a) limn→∞

B
1
n
n − A
1
n
n
 = 1 H⇒ s0 = ∞, and we have
lim
n→∞

log tn − 32 log sn

= lim
n→∞

1
n
log An + 12 log

B
1
n
n − A
1
n
n − 1

− 1
2
log 2.
(b) 1 < limn→∞

B
1
n
n − A
1
n
n

< e H⇒ s0 = r + 1 where r is defined by
lim
n→∞

B
1
n
n − A
1
n
n
 = e1+ 1
r
−r
.
(c) e ≤ limn→∞

B
1
n
n − A
1
n
n
 ≤ ∞ H⇒ s0 = 1, limn→∞(sn − 1) 1n = l where l is defined by
lim
n→∞

B
1
n
n − A
1
n
n
 = e
l
.
(2) 1 < limn→∞ B
1
n
n
A
1
n
n
< 4 H⇒ II, limn→∞ 1n log(sn − 1) = −∞, ϕ(t0 + 1) − ϕ(t0) =
limn→∞ 1n (log Bn − log An).
(3) 4 ≤ limn→∞ B
1
n
n
A
1
n
n
≤ ∞ H⇒ IV, limn→∞ 1n log(sn − 1) = −∞, ϕ(2) − limn→∞ 1n
log(tn − 1) = limn→∞ 1n (log Bn − log An).
Proof. We first rewrite (3.4) by using
ϕ(t)− ϕ(s) = log t − log s + (t − 1) log

1+ 1
t − 1

− (s − 1) log

1+ 1
s − 1

to get
1
n
log An = log t − log s +

1− 1
n

(t − 1) log

1+ 1
t − 1

− (s − 1) log

1+ 1
s − 1

+ 1
2n

log

1− 1
t

+ log

1+ 1
s − 1

+ 1
n
∫ n−1
0
B˜1(x)

1
β˜ + x −
1
α˜ + x

dx . (3.31)
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Similarly by (3.4) and (3.5) we have
1
n
log Bn = log(s + t)− log s +

1− 1
n

(s + t − 1) log

1+ 1
s + t − 1

− (s − 1) log

1+ 1
s − 1

+ 1
2n

log

1− 1
s + t

+ log

1+ 1
s − 1

+ 1
n
∫ n−1
0
B˜1(x)

1
γ˜ + x −
1
α˜ + x

dx (3.32)
and
1
n
(log Bn − log An) = log(s + t)− log t +

1− 1
n

(s + t − 1) log

1+ 1
s + t − 1

− (t − 1) log

1+ 1
t − 1

+ 1
2n

log

1− 1
s + t

+ log

1+ 1
t − 1

+ 1
n
∫ n−1
0
B˜1(x)

1
γ˜ + x −
1
β˜ + x

dx .
(3.33)
Case of limn→∞ 1n (log Bn − log An) = 0. Then t0 = ∞. For if 1 ≤ t0 < ∞, then by (3.32)
and Lemma 3.4 we infer that limn→∞ 1n log(sn − 1) = −∞ since B = ∞. But this implies in
view of (3.33) and Lemma 3.4 that 0 < limn→∞ 1n (log Bn − log An) ≤ ∞, a contradiction. In
this case it holds that limn→∞ sn/tn = 0 as can be inferred from (3.33). We assert
1
n
(log Bn − log An) = st −
s2
2t2
+ s
3
3t3
− s
4
4t4
+ o

s4
t4

+ s
2t2
+ o

s
t2

(3.34)
as n →∞. For this it suffices to note, in (3.33), that
∫ n−1
0
B˜1(x)

1
γ˜ + x −
1
β˜ + x

dx
 ≤ 12

log

1− 1
s + t

+ log

1+ 1
t − 1

and
(s + t − 1) log

1+ 1
s + t − 1

− (t − 1) log

1+ 1
t − 1

= s
2t2
+ o

s
t2

,
log

1− 1
s + t

+ log

1+ 1
t − 1

= s
t2
+ o

s
t2

.
This gives
e
1
n (log Bn−log An) − 1 = s
t
− 1
24
s4
t4
+ o

s4
t4

+ s
2t2
+ o

s
t2

. (3.35)
We argue separately according to the cases s0 = ∞, 1 < s0 <∞, s0 = 1.
Case s0 = ∞. Then (3.31) gives
1
n
log An =

1− 1
n

(log t − log s)+ 1
2(s − 1) + o

1
s

, (3.36)
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or
A
1
n
n = ts +
2t
s2
+ o

t
s2

. (3.37)
Hence
B
1
n
n − A
1
n
n − 1 = A
1
n
n (e
1
n (log Bn−log An) − 1)− 1
= 2
s
+ 1
2t
+ o

s2
t2

+ o

1
t

, (3.38)
which in particular implies limn→∞(B
1
n
n − A
1
n
n ) = 1. Moreover we see that
A
2
n
n (B
1
n
n − A
1
n
n − 1) = 2t
2
s3
+ o

t2
s3

. (3.39)
Consequently we obtain
lim
n→∞

log tn − 32 log sn

= lim
n→∞

1
n
log An + 12 log

B
1
n
n − A
1
n
n − 1

− 1
2
log 2.(3.40)
Case 1 < s0 <∞. In this case one can readily deduce from (3.31) that
lim
n→∞ A
1
n
n
sn
tn
= e

1+ 1
s0 − 1
−(s0−1)
.
Therefore
lim
n→∞(B
1
n
n − A
1
n
n ) = e

1+ 1
s0 − 1
−(s0−1)
. (3.41)
Case s0 = 1. It easily follows from (3.31) and Lemma 3.4 that
lim
n→∞ A
1
n
n
sn
tn
= e lim
n→∞(sn − 1)
− 1n ,
so that
lim
n→∞(B
1
n
n − A
1
n
n ) = e lim
n→∞(sn − 1)
− 1n . (3.42)
Case of 0 < limn→∞ 1n (log Bn − log An) ≤ ∞. Then 1 ≤ t0 < ∞ and limn→∞ 1n log(sn −
1) = −∞ hold. For if t0 = ∞, then it follows from (3.33) that 0 < limn→∞ sn/tn ≤ ∞, and this
forces limn→∞ 1n log An <∞ in view of (3.31), a contradiction. Now by taking limit n →∞ in
(3.32), one sees limn→∞ 1n log(sn − 1) = −∞. Finally taking limit n →∞ in (3.33) yields the
desired expressions of limn→∞ 1n (log Bn − log An) in terms of s0 and t0 = limn→∞ tn (note that
ϕ(2) = 2 log 2). 
4. Proof of Theorem 1.2
In this section we consider a variant of the problem in the previous sections, namely we seek
the minimum Bn of the product
∏n
i=1(1+ xi ) for positive xi under the constraints
x1 · · · xn = An, 1n(x)2 = Dn . (4.1)
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First, the minimum certainly exists in the region xi > 0, 1 = 1, . . . , n under the constraints
above. To see this take any point x0 = (x01 , . . . , x0n) in this region which satisfy the constraints
and put B0n =
∏n
i=1(1 + x0i ). Then xi > B0n − 1 for some i implies
∏n
i=1(1 + xi ) > B0n . Hence
the minimum certainly exists in the compact domain An
(B0n−1)n−1 ≤ xi ≤ B
0
n − 1.
As in the previous problem, at the minimum point we have
∂φ′
∂xi
= 0, i = 1, . . . , n, (4.2)
where
φ′(x1, . . . , xn) =
n−
i=1
log(1+ xi )− λ′
n−
i=1
log xi − µ′ log |1(x)|, (4.3)
and λ′ and µ′ are certain constants. Observe that the constant µ′ is not zero, so that one can
rewrite (4.2) as
∂φ
∂xi
= 0, i = 1, . . . , n, (4.4)
where
φ(x1, . . . , xn) =
n−
i=1
log(1+ xi )− λ
n−
i=1
log xi − µn − 1 log |1(x)|. (4.5)
Thus we obtain
1
1+ xi −
λ
xi
− µ
n − 1
−
j≠i
1
xi − x j = 0, i = 1, . . . , n. (4.6)
These equations are the same ones with those of the previous extremum problem, and only
the constraints are different. Therefore one can proceed as in the previous problem. We note
especially that 0 < λ < 1, 0 < µ < 1− λ. Recall (2.17), (2.18) and (2.24):
x1x2 · · · xn = (−1)n (c)n
(b)n
, (4.7)
n∏
i=1
(1+ xi ) = (−1)n (c − b)n
(b)n
, (4.8)
1(xi )
2 =
n∏
j=1
j j (c + j − 1) j−1(b − c + j − n) j−1
(b + j − 1)n+ j−2 , (4.9)
where
b = (n − 1)

1+ 2(λ− 1)
µ

, c = 2(n − 1)λ
µ
(4.10)
with b < −(n − 1), c > 0. We also recall
s = 2

1− λ
µ
− 1
2

, t = 2

λ
µ
+ 1
2

so that s > 1, t > 1.
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Proposition 4.1. The equations
(−1)n (c)n
(b)n
= An,
n∏
j=1
j j (c + j − 1) j−1(b − c + j − n) j−1
(b + j − 1)n+ j−2 = Dn (4.11)
determine the pair b, c with b < −(n − 1), c > 0 in a unique way.
Proof. The former equation determines c = c(b) > 0 as a differentiable function of b on
(−∞,−(n − 1)). Note again that c′(b) < 0 and limb→−∞ c(b) = ∞, limb→−(n−1) c(b) = 0.
Moreover it holds that limb→−∞ c(b)−b = A
1
n
n . On the other hand we see
lim
b→−∞
n∏
j=1
j j (c + j − 1) j−1(b − c + j − n) j−1
(b + j − 1)n+ j−2 = 0
and
lim
b→−(n−1)
n∏
j=1
j j (c + j − 1) j−1(b − c + j − n) j−1
(b + j − 1)n+ j−2 = ∞.
Hence it suffices to show that the left-hand side of the latter equation of (4.11) is strictly
increasing as a function of b, i.e. the logarithmic derivative of the left-hand side of the latter
equation is positive:
n−1
k=0
kc′(b)
c + k +
n−1
k=0
k(1− c′(b))
b − c + k − (n − 1) −
n−1
k=0
n − 1+ k
b + k > 0. (4.12)
Write x = −(b + n − 1), y = c so that x, y > 0. Then (4.12) can be rewritten as
n−1
k=0
k
y + k +
n−1
k=0
k
x + y + 2(n − 1)− k

c′(b)+
n−1
k=0
n − 1+ k
x + n − 1+ k
−
n−1
k=0
k
x + y + 2(n − 1)− k > 0. (4.13)
Taking logarithmic derivative of the first equation yields
c′(b) =
n−1∑
k=0
−1
x+k
n−1∑
k=0
1
y+k
. (4.14)
Substituting this into (4.13), we are reduced to showing
n−1
k=0
k
y + k +
n−1
k=0
k
x + y + 2(n − 1)− k

n−1
k=0
−1
x + k
+

n−1
k=0
n − 1+ k
x + n − 1+ k −
n−1
k=0
k
x + y + 2(n − 1)− k

n−1
k=0
1
y + k > 0
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or
n−1
k=0
2(n − 1)− k
x + k
n−1
k=0
1
y + k −
n−1
k=1
1
x + k
n−1
k=0
k
y + k
>

n−1
k=0
1
x + k +
n−1
k=0
1
y + k

n−1
k=1
k
x + y + 2(n − 1)− k ,
that is
n−1∑
k=0
2(n−1)−k
x+k
n−1∑
k=0
1
x+k
−
n−1∑
k=0
k
y+k
n−1∑
k=1
1
y+k
>
 1n−1∑
k=0
1
x+k
+ 1
n−1∑
k=0
1
y+k
 n−1
k=1
k
x + y + 2(n − 1)− k . (4.15)
We again apply the inequality (2.24) to the right-hand side (RHS) to get
RHS of (4.15) <
x + y + n − 1
n
n−1
k=1
k
x + y + 2(n − 1)− k
<
1
n
n−1
k=1
k = n − 1
2
.
On the other hand since
LHS of (4.15) = 2(n − 1)−
n−1∑
k=0
k
x+k
n−1∑
k=0
1
x+k
−
n−1∑
k=0
k
y+k
n−1∑
k=1
1
y+k
,
the proof is concluded by the following lemma. 
Lemma 4.2. For positive x, we have
n−1∑
k=0
k
x+k
n−1∑
k=0
1
x+k
<
n − 1
2
. (4.16)
Proof. Since
n−1
k=0
k
x + k = n − x
n−1
k=0
1
x + k ,
(4.16) is equivalent to
n
x + n−12
<
n−1
k=0
1
x + k .
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But this is immediate from the following inequality for positive a, b, in which the equality holds
only when a = b:
1
a
+ 1
b
≥ 4
a + b .
In fact this inequality clearly implies
1
x + k +
1
x + n − 1− k ≥
2
x + n−12
where the equality occurs only if k = n − 1 − k, and summing up from k = 0 to k = n − 1 in
both sides give the desired inequality. 
We next prove an analogue of Proposition 3.6. We consider the system of transcendental
equations
ϕ(t)− ϕ(s) = log A (4.17)
ϕ(s + t)− 2ϕ(s)− 1
2
(ψ(s + t)− ψ(s)− ψ(t))+ 3
4
= log D. (4.18)
Let us recall that ω(x) denote the function ϕ(1 + x)− 12 (ψ(1+ x)− ψ(x))+ 12 . Note that the
function ω(x) is strictly increasing and goes to ∞ and ω(1) = 2 log 2. Also note that for x > 1
there holds the following inequality.
2 log 2 < ω(x¯) < 2 log 2+ log x . (4.19)
Proposition 4.3. The system of transcendental equations (4.17) and (4.18) has a solution in the
region t > s > 1 if and only if
A > 1, log D < ω( A¯). (4.20)
Moreover the solution is unique if it exists.
Proof. First note that the Eq. (4.18) is written more symmetrically as
ϕ(s + t)− ϕ(s)− ϕ(t)− 1
2
(ψ(s + t)− ψ(s)− ψ(t))+ 3
4
= log D − log A. (4.21)
We denote the function on the left-hand side of (4.21) by G(s, t). Note that G(s, t) is strictly
decreasing with respect to s and t . We recall that the Eq. (4.17) can be solved as t = f (s) where
f (s) is defined by (3.25). Hence (4.21) is written as
G(s, f (s)) = log D − log A. (4.22)
Note that G(s, f (s)) goes to −∞ as s →∞. It is straightforward to see
d
ds
G(s, f (s)) = s + f (s)
log f (s)f (s)−1

log
s
s − 1 + log
f (s)
f (s)− 1

log
s + f (s)
s + f (s)− 1
− log s
s − 1 log
f (s)
f (s)− 1

. (4.23)
It suffices to show that the right-hand side is negative for s > 1. But this follows immediately
from the general inequality (3.27). Thus we have shown that the (unique) solution (s, t) of the
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system exists only if
log D − log A < G(1, f (1)).
Since (note that ϕ( f (1)) = ϕ( A¯) = log A)
G(1, f (1)) = ϕ(1+ A¯)− 1
2

ψ(1+ A¯)− ψ( A¯)+ 1
2
− log A,
the proof is complete. 
Corollary 4.4. The system of transcendental equations (4.17) and (4.18) has a solution in the
region s > t > 1 if and only if
0 < A < 1, log D < 2 log A + ω

1
A

. (4.24)
The solution is unique if it exists.
Corollary 4.5. The system of transcendental equations (4.17) and (4.18) has a solution
(s, s), s > 1 if and only if
A = 1, 0 < D < 4. (4.25)
The solution is unique if it exists.
Remark 4.6. As for the upper bounds of log D in the above propositions, the following
inequalities follow from (4.19).
2 log 2 < ω( A¯), A > 1 (4.26)
2 log 2 > 2 log A + ω

1
A

, 0 < A < 1. (4.27)
We now describe, as in Proposition 3.9, the precise relation of A, B, D and λ0, µ0 and
s0, t0. We give the correspondence of the limits λ0 = limn→∞ λn , µ0 = limn→∞ µn with
the limiting behaviour of (sn, tn) and the associated value of log B. We omit its proof since
one can argue as in the proof of Proposition 3.9 by using Propositions 3.1, 3.2 and 4.3, and
Corollaries 4.4 and 4.5.
Proposition 4.7. (1) I ⇐⇒ 1 < s0 < ∞, 1 < t0 < ∞ where (s0, t0) is the unique solution of
(4.17) and (4.18). Hence
log D <

ω( A¯), A > 1,
2 log A + ω

1
A

, 0 < A < 1,
2 log 2, A = 1,
and
log B = ϕ(s0 + t0)− ϕ(s0).
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(2) II ⇐⇒ s0 = 1, 1 < t0 <∞. t0 and limn→∞ 1n log(sn − 1) are given by
ϕ(t0)− lim
n→∞
1
n
log(sn − 1) = log A,
ω(t0)− 2 lim
n→∞
1
n
log(sn − 1) = log D.
Hence
A > 1, ω( A¯) ≤ log D < 2 log 2+ 2 log A,
or
A = ∞, D = ∞,
and
log B = ϕ(t0 + 1)− lim
n→∞
1
n
log(sn − 1).
(3) III ⇐⇒ 1 < s0 <∞, t0 = 1. s0 and limn→∞ 1n log(tn − 1) are given by
lim
n→∞
1
n
log(tn − 1)− ϕ(s0) = log A,
ω(s0)− 2ϕ(s0) = log D.
Hence
0 < A < 1, ω

1
A

+ 2 log A ≤ log D < 2 log 2
or
A = 0, log D < 2 log 2,
and
log B = ϕ(s0 + 1)− ϕ(s0).
(4) IV ⇐⇒ s0 = 1, t0 = 1. limn→∞ 1n log(sn − 1) and limn→∞ 1n log(tn − 1) are given by
lim
n→∞
1
n
log(tn − 1)− lim
n→∞
1
n
log(sn − 1) = log A,
ϕ(2)− 2 lim
n→∞
1
n
log(sn − 1) = log D.
Hence
0 ≤ A ≤ ∞, max{2 log 2, 2 log 2+ 2 log A} ≤ log D ≤ ∞
and
log B = 2 log 2− lim
n→∞
1
n
log(sn − 1).
(5) V ⇐⇒ s0 = ∞, t0 = ∞ and 0 < limn→∞ tn/sn <∞. Then
lim
n→∞ tn/sn = A, D = 0
and
B = 1+ A.
1908 J. Kaneko / Journal of Approximation Theory 162 (2010) 1879–1918
(6) VI ⇐⇒ s0 = ∞, 1 ≤ t0 ≤ ∞ and limn→∞ tn/sn = 0. Then
A = 0, D = 0
and
B = 1.
(7) VII ⇐⇒ t0 = ∞, 1 ≤ s0 ≤ ∞ and limn→∞ tn/sn = ∞. Then
A = ∞, log D =
∞, 1 ≤ s0 <∞,lim
n→∞

log tn − 32 log sn

− 1
4
, s0 = ∞.
and
B = ∞.
We note here that in the cases (2) and (3), the values t0 and s0 are determined by
ω(t0)− 2ϕ(t0) = log D
A2
, ω(s0)− 2ϕ(s0) = log D,
respectively.
We restate the above classification according to the limiting behaviour of An and Dn , which
concludes the proof of Theorem 1.2.
Proposition 4.8. (1) 1 < A <∞.
(a) log D < ω( A¯) H⇒ I.
(b) ω( A¯) ≤ log D < 2 log 2+ 2 log A H⇒ II.
(c) 2 log 2+ 2 log A ≤ log D H⇒ IV.
(d) D = 0 H⇒ V.
(e) D = ∞ H⇒ IV.
(2) A = 1.
(a) log D < 2 log 2 H⇒ I.
(b) 2 log 2 ≤ log D H⇒ IV.
(c) D = 0 H⇒ V.
(d) D = ∞ H⇒ IV.
(3) 0 < A < 1.
(a) log D < 2 log A + ω

1
A

H⇒ I.
(b) 2 log A + ω

1
A

≤ log D < 2 log 2 H⇒ III.
(c) 2 log 2 ≤ log D H⇒ IV.
(d) D = 0 H⇒ V.
(e) D = ∞ H⇒ IV.
(4) A = 0.
(a) log D < 2 log 2 H⇒ III.
(b) 2 log 2 ≤ log D H⇒ IV.
(c) D = 0 H⇒ VI.
(d) D = ∞ H⇒ IV.
(5) A = ∞.
(a) 0 ≤ D H⇒ VII.
(b) D = ∞ H⇒ II, IV or VII.
J. Kaneko / Journal of Approximation Theory 162 (2010) 1879–1918 1909
5. Proof of Theorem 1.3
In this section we treat the case of Siegel, that is, the constraints are
x1 · · · xn = An, x1 + · · · + xn = nSn,
where, in view of the arithmetico-geometric mean inequality, we need to assume
A
1
n
n < Sn . (5.1)
Our calculations in this case proceed in a fairly parallel way to those in Sections 2 and 3.
As in our previous cases, at the maximum point we have
∂φ
∂xi
= 0, i = 1, . . . , n, (5.2)
where
φ(x1, . . . , xn) = λ
n−
i=1
xi − µ
n−
i=1
log xi − 2 log |1(x)|, (5.3)
that is
λ− µ
xi
− 2
−
j≠i
1
xi − x j = 0, i = 1, . . . , n. (5.4)
We first assert that 0 < λ, 0 < µ. It is readily seen from (5.4) that
nλ = µ
n−
i=1
1
xi
, λ
n−
i=1
x2i = (µ+ 2(n − 1))
 n−
i=1
xi

.
Clearly λ and µ are nonzero and have same sign. For the positivity it is enough to show that
µ+ 2(n − 1) > 0. Suppose µ+ 2(n − 1) ≤ 0. Note that the following inequality holds.
n
n−
i=1
xi <
 n−
i=1
x2i
 n−
i=1
1
xi

.
This is nothing but a special case of (2.9): Replace xi with axi , i = 1, . . . , n in (2.9) and divide
both sides by a, and then put a = 0. By virtue of this inequality, one can clearly infer that
nλ
n−
i=1
x2i = n(µ+ 2(n − 1))
 n−
i=1
xi

≥ (µ+ 2(n − 1))
 n−
i=1
x2i
 n−
i=1
1
xi

.
Hence
µ
n−
i=1
1
xi
 n−
i=1
x2i

≥ (µ+ 2(n − 1))
 n−
i=1
x2i
 n−
i=1
1
xi

,
a contradiction.
Now as in the Section 2 the polynomial f (x) =∏ni=1(x − xi ) satisfies
f ′′(xi )
f ′(xi )
+ µ
xi
− λ = 0, (5.5)
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which implies that f (x) satisfies the differential equation
x f ′′(x)+ (µ− λx) f ′(x)+ nλ f (x) = 0. (5.6)
This means that the polynomial f (x) is expressed by the Laguerre polynomial Lµ−1n (λx):
f (x) = (−1)
nn!
λn
Lµ−1n (λx) =
(−1)n(µ)n
λn
1 F1(−n;µ; λx). (5.7)
Comparing the coefficient of xn−1 and the constant term of both sides, we see
An = (µ)n
λn
(5.8)
Sn = µ+ n − 1
λ
. (5.9)
The values of λ,µ are uniquely determined by these equalities, because
Snn
An
=
n−1∏
k=1

1+ n − k
µ+ k − 1

and the rational function Q(t) = ∏n−1k=1 1+ n−kt+k−1 is strictly decreasing and Q(0) = ∞,
Q(∞) = 0. This is an analogue of Proposition 2.1.
Let us write λ = (n − 1)(s − 1), µ = (n − 1)(t − 1). Like in Proposition 3.1 we have
log An = (n − 1)ϕ(t)− n log(s − 1)+ log t + log(t − 1)2
− (n − 1)+
∫ n−1
0
B˜1(x)
µ+ x dx, (5.10)
log Sn = log t − log(s − 1), (5.11)
where use is made of the Euler–Maclaurin summation formula for (5.10). Note that (5.10) and
(5.11) imply
log Sn − 1n log An =

1− 1
n

1− (tn − 1) log

1+ 1
tn − 1

+ log tn − log(tn − 1)
2n
− 1
n
∫ n−1
0
B˜1(x)
µ+ x dx . (5.12)
The maximum Dn is given by the discriminant of the polynomial f (x) [16, Theorem 6.71].
Dn = λ−n(n−1)
n−1∏
j=1
{(µ+ j) j ( j + 1) j+1}. (5.13)
Again applying the Euler–Maclaurin summation formula to the logarithm of this expression
yields (see (3.14) and (3.18))
log Dn = (n − 1)
2
2
ψ(t)+ n − 1
2
log t − n(n − 1) log s − (n − 1)
2
4
+ n log n +
∫ n−1
0
B˜1(x)

log(µ+ x)+ x
µ+ x + log x

dx . (5.14)
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We write A = limn→∞ A
1
n
n , S = limn→∞ Sn, D = limn→∞ D
1
n2
n (A = ∞, B = ∞, D = ∞
are admissible.)
Proof of Theorem 1.3. We classify the cases according to the limiting behaviour of s = sn, t =
tn . Put limn→∞ sn = s0, limn→∞ tn = t0.
I. s0 = 1, t0 = 1.
By (5.11) we clearly have log S = ∞. It also easily follows from Lemma 3.4 and (5.10) that
log A = lim
n→∞ log
(tn − 1) 1n
sn − 1 − 1. (5.15)
Hence
−∞ ≤ log A ≤ ∞. (5.16)
By virtue of (5.14) and ψ(1) = −3/2, we obtain D = e−1. We also infer from (5.12) and
Lemma 3.4 that
lim
n→∞

log Sn − 1n log An

= 1− lim
n→∞
1
n
log(tn − 1), (5.17)
so that
1 ≤ lim
n→∞

log Sn − 1n log An

≤ ∞. (5.18)
II. s0 = 1, 1 < t0 <∞.
One can easily verify that S = ∞, A = ∞ and log D = ψ(t0)/2− 1/4 in this case. One has by
(5.12) that
lim
n→∞

log Sn − 1n log An

= 1− (t0 − 1) log

1+ 1
t0 − 1

(5.19)
and, conversely, t0 is determined by this equation provided
0 < lim
n→∞

log Sn − 1n log An

< 1.
Note that D > e−1 holds since ψ(x) is strictly increasing and ψ(1) = −3/2.
III. s0 = 1, t0 = ∞.
Clearly one has S = ∞, A = ∞ and D = ∞. By (5.12) one sees
lim
n→∞

log Sn − 1n log An

= 0. (5.20)
We assert that
lim
n→∞

Sn − A
1
n
n

= ∞ (5.21)
in this case. In fact by (5.12)
log Sn − 1n log An =
1
2(tn − 1) + o

1
(tn − 1)

. (5.22)
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Consequently
lim
n→∞

Sn − A
1
n
n
 = lim
n→∞ Sn(1− e
1
n log An−log Sn )
= lim
n→∞
tn
2(sn − 1)(tn − 1)= ∞
as asserted.
IV. 1 < s0 <∞, t0 = 1.
We have by (5.10), (5.11), (5.14) and Lemma 3.4 that
log S = − log(s0 − 1)
log A = − log(s0 − 1)+ lim
n→∞
1
n
log(tn − 1)− 1
and
log D = − log(s0 − 1)− 12 = log S −
1
2
. (5.23)
Note that in this case there holds
1 ≤ log S − log A ≤ ∞. (5.24)
V. 1 < s0 <∞, 1 < t0 <∞.
It follows at once from (5.10), (5.11) and (5.14) that
log S = log t0 − log(s0 − 1) (5.25)
log A = ϕ(t0)− log(s0 − 1)− 1, (5.26)
and
log D = 1
2
ψ(t0)− log(s0 − 1)− 14 . (5.27)
(4.12) implies
log S − log A = 1− (t0 − 1) log

1+ 1
t0 − 1

. (5.28)
Conversely, t0 is determined by this equation provided
0 < log S − log A < 1,
and then s0 is determined by (5.25) or (5.26).
VI. 1 < s0 <∞, t0 = ∞.
One has S = ∞, A = ∞ and D = ∞. Note also that, as in the case III, in this case by (5.12)
and (5.22) we have
lim
n→∞

log Sn − 1n log An

= 0 (5.29)
lim
n→∞(Sn − A
1
n
n ) = 12(s0 − 1) . (5.30)
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VII. s0 = ∞, 1 ≤ t0 <∞.
It is immediate to see S = 0, A = 0, D = 0.
VIII. s0 = ∞, t0 = ∞.
It follows from (5.10), (5.11) and (5.14) that
log S = log A = lim
n→∞ log
tn
sn − 1 , (5.31)
and
log D = lim
n→∞ log
t
1
2
n
sn − 1 −
1
4
. (5.32)
From this we conclude that if−∞ ≤ log S = log A <∞ then D = 0. The case log S = log A =
∞ is more subtle. By (5.12) and (5.22)
lim
n→∞

log Sn − 1n log An

= 0 (5.33)
lim
n→∞(Sn − A
1
n
n ) = 0. (5.34)
Also by (5.12)
lim
n→∞ Sn(Sn − A
1
n
n ) = 12 limn→∞
tn
(sn − 1)2 , (5.35)
which was denoted by L . Hence by (5.32) we obtain
D =

∞, L = ∞,
e−
1
4 (2L)
1
2 , 0 ≤ L <∞. (5.36)
We restate the above classification according to the limiting behaviour of A
1
n
n , Sn .
1. A = S = 0.
This is Case VII or case VIII with limn→∞ log tnsn−1 = −∞ and we have D = 0.
2. A = 0, 0 < S <∞.
Case IV with limn→∞ 1n log(tn − 1) = −∞. We have log D = log S − 12 .
3. A = 0, S = ∞.
This is Case I with limn→∞ log (tn−1)
1
n
sn−1 = −∞. We have D = e−1.
4. 0 < A < S <∞, 1 ≤ log S − log A <∞.
Case IV with −∞ < limn→∞ 1n log(tn − 1) <∞. log D = log S − 12 holds.
5. 0 < A < S <∞, 0 < log S − log A < 1.
This is Case V.
6. 0 < A = S <∞.
This is Case VIII with −∞ < limn→∞ log tnsn−1 <∞. D = 0.
7. 0 < A < S = ∞.
This is Case I with −∞ < limn→∞ log (tn−1)
1
n
sn−1 <∞. D = e−1.
8. A = S = ∞.
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(a) 1 ≤ limn→∞

log Sn − 1n log An
 ≤ ∞. This is Case I.
(b) 0 < limn→∞

log Sn − 1n log An

< 1. This is Case II.
(c) limn→∞

log Sn − 1n log An
 = 0, limn→∞(Sn − A 1nn ) = ∞. This is Case III.
(d) limn→∞

log Sn − 1n log An
 = 0, 0 < limn→∞(Sn − A 1nn ) <∞. This is Case VI.
(e) limn→∞

log Sn − 1n log An
 = 0, limn→∞(Sn − A 1nn ) = 0. This is Case VIII and we have
shown that the value of D is classified according to the limit L = limn→∞ Sn(Sn − A
1
n
n ).
The proof of Theorem 1.3 is complete. 
6. Alternative approach
We have given the asymptotic behaviour of the discriminant (or the product
∏n
i=1(1 + xi ))
when the dimension n goes to ∞, where xi ’s are essentially the zeros of the Jacobi polynomial
or the Laguerre polynomial. In this section we show, in the case of the constraints x1 · · · xn =
An,
∏n
i=1(1 + xi ) = Bn , that the density function of these zeros as n → ∞ can be, at
least heuristically, inferred from the Lagrange multiplier equations provided that the limiting
behaviour of the Lagrange multipliers has been known. One can then deduce from the density
function the double integral formula of limit value D = limn→∞ D
1
n2
n , which in turn coincides
with our previous result.
Recall the Lagrange multiplier equation (2.7)
1
1+ xi −
λ
xi
− µ
n − 1
−
j≠i
1
xi − x j = 0, i = 1, . . . , n,
or in the variable t = 1−x1+x
1− µ− 2λ
1− ti −
µ
n − 1
−
j≠i
1+ ti
t j − ti = 0, i = 1, . . . , n, (6.1)
where−1 < ti < 1, i = 1, . . . , n. We now assume that the limits limn→∞ λ = λ0, limn→∞ µ =
µ0 exist and that µ0 ≠ 0, so that the Eq. (6.1) turns into the following singular integral equation
of the density function ρ(t) when n →∞:
µ0
∫ s
r
ρ(t)
x − t dt +
1− λ0 − µ0
1+ x −
λ0
1− x = 0, (6.2)
where we assume that the support of ρ(t) is [r, s] ⊂ [−1, 1]. Put
f (x) = 1
µ0

−1− λ0 − µ0
1+ x +
λ0
1− x

.
The solution of (6.2) bounded at r and s exists and is given by (see [10, Section 89])
ρ(x) =
√
(s − x)(x − r)
π2
∫ s
r
f (t)√
(s − t)(t − r)(x − t)dt (6.3)
provided that∫ s
r
f (t)√
(s − t)(t − r)dt = 0, (6.4)
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i.e.
1− λ0 − µ0√
(1+ r)(1+ s) −
λ0√
(1− r)(1− s) = 0. (6.5)
One can easily carry out the integral in (6.3) to get the explicit form of ρ(x):
ρ(x) = λ0
µ0
2
π
√
(1− r)(1− s)
√
(s − x)(x − r)
1− x2 . (6.6)
Hence the normalization condition∫ s
r
ρ(t)dt = 1
turns out to be
2−(1+ r)(1+ s)−(1− r)(1− s) λ0 = (1− r)(1− s) µ0, (6.7)
and one can derive from these conditions (6.5) and (6.7) the relation of the end points r, s and
the limits of Lagrange multipliers λ0, µ0:
λ0 =
√
(1− r)(1− s)
2
, µ0 = 2−
√
(1+ r)(1+ s)−√(1− r)(1− s)
2
, (6.8)
or writing
ν0 = 1− λ0 − µ0,
r = ν20 − λ20 −

(1+ λ0 + ν0)(1− λ0 − ν0)(1− λ0 + ν0)(1+ λ0 − ν0), (6.9)
s = ν20 − λ20 +

(1+ λ0 + ν0)(1− λ0 − ν0)(1− λ0 + ν0)(1+ λ0 − ν0).
The density function thus calculated coincides with that of zeros of the Jacobi polynomials
P(αn ,βn)n (x) with degree-dependent parameters αn > −1, βn > −1 obtained by Dette and
Studden [4] (see also [5]). In fact if we assume that the limits limn→∞(αn/n) = a′ and
limn→∞(βn/n) = b′ (a′, b′ ≥ 0) exit, their density function f (x) is given by
f (x) = (2+ a
′ + b′)√(r2 − x)(x − r1)
2π(1− x2) ,
where
r1,2 := b
′2 − a′2 ± 4√(a′ + 1)(b′ + 1)(a′ + b′ + 1)
(2+ a′ + b′)2 . (6.10)
On the other hand the discriminant 1n(x)2 takes its maximum Dn at the zeros x1, . . . , xn of the
polynomial P(c−1,b−c−n)n (1+2x)D. Here we make use of a transformation formula [S, (4.22.1)]:
P(c−1,b−c−n)n (1+ 2x) = (1+ x)n P(c−1,−b−n)n

1− x
1+ x

.
Note that
c − 1 = (n − 1)(tn − 1), −b − n = (n − 1)(sn − 1)− 1, (6.11)
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and that sn, tn are related to λn, µn by (see (3.1))
sn = 2

1− λn
µn
− 1
2

, tn = 2

λn
µn
+ 1
2

.
Hence in our case
a′ = lim
n→∞
c − 1
n
= 2λ0
µ0
, b′ = lim
n→∞ =
−b − n
n
= 2(1− λ0 − µ0)
µ0
. (6.12)
Note also that
a′ = t0 − 1, b′ = s0 − 1, (6.13)
provided that the limits s0, t0 exit. Now it is immediate to check that our density function ρ(x)
coincides with Dette and Studden’s f (x).
As n →∞ the constraints turn into the following equalities.∫ s
r
log(1− t)ρ(t)dt −
∫ s
r
log(1+ t)ρ(t)dt = log A, (6.14)
log 2−
∫ s
r
log(1+ t)ρ(t)dt = log B, (6.15)
provided log A = limn→∞ 1n log An, log B = limn→∞ 1n log Bn exist. Similarly since
1
n2
log Dn = 2
n2
log
 ∏
1<≤i< j≤n
2|t j − ti |
(1+ ti )(1+ t j )

= n − 1
n
log 2+ 2
n2
−
1<≤i< j≤n
log |ti − t j | − 2(n − 1)
n2
n−
i=1
log(1+ ti ),
we have
log D = log 2+
∫ s
r
∫ s
r
log |u − v|ρ(u)ρ(v)dudv − 2
∫ s
r
log(1+ t)ρ(t)dt. (6.16)
We now verify, in the case 1 ≤ A, A+ 1 < B <∞ and B¯ < A¯+ 1, that the equalities (6.14),
(6.15) are nothing but the Eq. (1.7) which determine the parameters s0, t0 uniquely. For this we
first note the following integral formula holds (we assume |a| ≤ 1), which can be proved first by
making the change of variable:
t = r + s
2
+ s − r
2
cos θ,
and then by invoking the Poisson’s integral formula. We omit the details of computation which
are tedious but straightforward.
2
π
∫ s
r
log(1+ at)√(s − t)(t − r)
1− t2 dt
= 2

log

a(r + s)+ 2+ 2(1+ ar)(1+ as)− log 4
+(1+ r)(1+ s) log2+ r + s + 2(1+ r)(1+ s)
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− log(r + s + 2rs)a + 2+ r + s + 2(1+ r)(1+ s)(1+ ar)(1+ as)
+(1− r)(1− s) log2− r − s + 2(1− r)(1− s)
− log(r + s − 2rs)a + 2− r − s + 2(1− r)(1− s)(1+ ar)(1+ as) . (6.17)
This implies
2
π
∫ s
r
(log(1− t)− log(1+ t))
√
(s − t)(t − r)
1− t2 dt
= 2

log
−(r + s)+ 2+ 2(1− r)(1− s)− logr + s + 2+ 2(1+ r)(1+ s)
+(1+ r)(1+ s) − log2− 2rs + 2(1+ r)(1+ s)(1− r)(1− s)
+ log 4(1+ r)(1+ s)

+(1− r)(1− s)
×

log

2− 2rs + 2(1+ r)(1+ s)(1− r)(1− s)− log 4(1− r)(1− s) . (6.18)
One can readily deduce from (6.10) that
r + s = 2(b
′2 − a′2)
(2+ a′ + b′)2 , rs =
2(a′2 + b′2)
(2+ a′ + b′)2 − 1,
(1+ r)(1+ s) = 2b
′
2+ a′ + b′ ,

(1− r)(1− s) = 2a
′
2+ a′ + b′ .
In view of this and (6.10), the right-hand side of (6.18) can be simplified to be
RHS of (6.18)
= 4
2+ a′ + b′

(a′ + 1) log(a′ + 1)− (b′ + 1) log(b′ + 1)
− (a′ log a′ − b′ log b′)
= 4
2+ a′ + b′

ϕ(a′ + 1)− ϕ(b′ + 1) . (6.19)
This shows that the Eq. (6.14) is nothing but the former equation of (1.7). Similarly it is
straightforward to see
− 2
π
∫ s
r
log(1+ t)√(s − t)(t − r)
1− t2 dt
= 4
2+ a′ + b′
− log 2+ ϕ(a′ + b′ + 2)− ϕ(b′ + 1) , (6.20)
which shows that the Eq. (6.15) is the latter equation of (1.7).
Finally it can be verified that the value log D given by (6.16) coincides with (1.6) using the
following integral formula. We omit the details of computation.
2
π2
∫ s
r
∫ s
r
log |u − v|
√
(s − u)(u − r)√(s − v)(v − r)
(1− u2)(1− v2) dudv
= (1+ r)(1+ s)

log

(1+ r)(1+ s)− 2 log√1+ r +√1+ s
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+ (1− r)(1− s)

log

(1− r)(1− s)− 2 log√1− r +√1− s
+ 2

1− r2

1− s2

log

(1+ r)(1− s)+(1− r)(1+ s)
− log√1+ r +√1+ s− log√1− r +√1− s
+1
2
log
√
s − r

2−(1+ r)(1+ s)−(1− r)(1− s)2
+ log 4

2

(1+ r)(1+ s)+ 2(1− r)(1− s)+ rs − 1 . (6.21)
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