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Abstract
In this paper an elliptic-parabolic coupled system arising from a two-phase ow
through a saturated porous medium is considered. The uniqueness and the existence
of classical solutions are proved. The asymptotic behavior of solutions for large time
is shown, too.
1
1 Introduction
We consider the following elliptic-parabolic coupled system:
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)ru B(v
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)rv
i
] = 0; i = 1; ::; N; in Q
(1.1)
with initial-boundary data
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1
; :::; v
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)rv
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]  
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
2
= 0;
(1.2)
where Q = 
  (0; T ); 
  R
n
; T > 0; 
1
=  
1
 [0; T ]; 
2
=  
2
 [0; T ];
 
1
 @
;  
2
= @
 n  
1
; 

0
= 
 f0g;  is the outward normal to @
:
The system (1.1) describes the uid-solute-heat ow through a saturated porous
medium (see [2]) where, apart from constants, u stands for the pressure, q for the
ux of the uid and v
i
for the temperature or the concentration of solutes in the
uid.
Equations (1.1) with N = 1 (see [1,7]) also include systems governing the ow of
two immiscible uids through a porous medium. Without loss of generality we can
take N = 1, and then problem (1.1)-(1.2) reduces to the following one:
(I)
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:
r  q = 0; in Q
q =  [A(v)ru+B(v)];
@v
@t
+ r  [vq D(v)rv] = 0; in Q
u
j

1
= u
1
; q  
j

2
= 0;
v
j

1
[

0
= v
1
; [vq  D(v)rv]  
j

2
= 0;
where A(s); B(s);D(s); u
1
and v
1
are known functions fullling the following condi-
tions:
(i) : A(s);D(s) 2 C
2
(R) are positive (scalar) functions satisfying
0 < A
0
 A(s)  A
1
0 < D
0
 D(s)  D
1
where A
0
; A
1
;D
0
;D
1
are constants;
2
(ii) : B(s) 2 C
2
(R) is an n-vector function;
(iii) : u
1
; v
1
2 C
3
(Q
1
) with Q
1
= 
 [0;1);
(iv) : 
  R
n
is a bounded, connected open set with C
3
-boundary @
, and  
1
 @

is open and non-empty in the sense of (n  1) dimensional Hausdor measure.
In [7], the existence, uniqueness and stability of classical solutions for a problem
similar to (I) are proved. However, the existence argument is restricted to the two
dimensional case; for higher dimensions it is required that function A is a small
perturbation of a continuous function depending only on x. In [1], a degenerate
elliptic parabolic system analogous to (I) is considered. Due to the degeneration
nature the existence and regularity results are established only for weak solutions.
In this paper we shall show the existence, uniqueness and asymptotic behavior of
classical solutions for problem (I) without restriction on dimension n.
The paper is divided as follows: In Section 2 we introduce weak solutions of problem
(I) and prove the uniqueness. Then in Section 3 the existence of weak solutions is
established. In Section 4 we give further regularity results implying that the weak
solution is also a classical one. Finally we show in Section 5 that under proper
conditions the solution converges to the unique steady solution of (I), as t!1.
2 Weak solution and uniqueness
First, we introduce weak solutions of problem (I). By a weak solution of problem (I)
we mean a pair of functions (u; v) satisfying
(i) : u 2 u
1
+ L
2
(0; T ;V ); v 2 v
1
+ L
2
(0; T ;V ) \ L
1
(Q),
where V = fw 2 H
1
(
) : w
j
 
1
= 0g;
(ii) : for any ' 2 C
1
(

Q) vanishing on 
1
[ (
 fTg) we have
Z

ftg
[A(v)ru+B(v)]  r' = 0 a.e. t 2 (0; T );
ZZ
Q
(
v
@'
@t
  [D(v)rv + v(A(v)ru+B(v))]  r'
)
+
Z

f0g
v
1
' = 0:
3
With some additional assumptions we get the uniqueness of the weak solutions.
Theorem 2.1: Let (u; v) be a weak solution with ru;rv 2 L
1
(Q). Then it is the
unique weak solution of problem (I).
Proof: Suppose that (~u; ~v) is another weak solution. Then for any
' 2 C
1
(

Q) vanishing on 
1
and 
 fTg we have
Z

ftg
[A(v)ru A(~v)r~u+B(v) B(~v)]  r' = 0 a.e. t 2 (0; T ); (2.1)
Z Z
Q
f(v   ~v)
@'
@t
  [D(v)rv  D(~v)r~v]  r'
(2.2)
  [v(A(v)ru+B(v))  ~v(A(~v)r~u+B(~v))]  r 'g = 0:
Taking ' = u  ~u in (2.1) and using the Cauchy inequality 2ab  a
2
+
1

b
2
,  > 0
we easily get
Z

ftg
jr(u  ~u)j
2

(2.3)

2
A
2
0
 
max
jsjM
1
jA
0
(s)j
2
sup
Q
jruj
2
+ max
jsjM
1
jB
0
(s)j
2
!
Z

ftg
jv   ~vj
2
;
where M
1
= maxfsup
Q
jvj; sup
Q
j~vjg:
On the other hand, we can take ' = v   ~v in (2.2) and obtain
1
2
Z

ftg
jv   ~vj
2
+
Z
t
0
Z


[D(v)rv  D(~v)r~v]  r(v   ~v)
(2.4)
+
Z
t
0
Z


[v(A(v)ru+B(v))  ~v(A(~v)r~u+B(~v))]  r(v   ~v) = 0:
Noting that
Z
t
0
Z


(v   ~v)(A(v)ru+B(v))  r(v   ~v) =
1
2
Z
t
0
Z


(A(v)ru+B(v))  r(jv  ~vj
2
) = 0
4
we get from (2.4)
Z

ftg
jv   ~vj
2
+ D
0
Z
t
0
Z


jr(v  ~v)j
2

4
D
0
Z
t
0
Z


f [D(v) D(~v)]
2
jrvj
2
+ j~vj
2
jA(v)ru A(~v)r~uj
2
+j~vj
2
jB(v) B(~v)j
2
g

4
D
0
"
max
jsjM
1
jD
0
(s)j
2
sup
Q
jrvj
2
+M
2
1
max
jsjM
1
jA
0
(s)j
2
sup
Q
jruj
2
+M
2
1
max
jsjM
1
jB
0
(s)j
2
#
Z
t
0
Z


jv   ~vj
2
+
4
D
0
M
2
1
A
2
1
Z
t
0
Z


jr(u  ~u)j
2
: (2.5)
Substituting (2.3) into (2.5) we arrive at
Z

ftg
jv   ~vj
2
+D
0
Z
t
0
Z


jr(v   ~v)j
2
 C
1
Z
t
0
Z


jv   ~vj
2
; (2.6)
where
C
1
=
4
D
0
"
max
jsjM
1
jD
0
(s)j
2
sup
Q
jrvj
2
+M
2
1
 
1 +
2A
2
1
A
2
0
!
max
jsjM
1
jA
0
(s)j
2
sup
Q
jruj
2
#
+
4M
2
1
D
0
 
1 +
2A
2
1
A
2
0
!
max
jsjM
1
jB
0
(s)j
2
:
Now a Gronwall argument applied to
R

ftg
jv   ~vj
2
yields v = ~v, and then u = ~u
almost everywhere.
Remark. The conditionru;rv 2 L
1
(Q) in the theorem is not restrictive. Lemmas
4.1 and 4.2 we will give later imply that any weak solution of problem (I) satises
this condition.
3 Existence of weak solution
Lemma 3.1: For a given v 2 L
1
(Q) there exists a unique u 2 u
1
+ L
1
(0; T ;V )
such that for any  2 V
Z

ftg
[A(v)ru+B(v)]  r = 0 a.e. t 2 (0; T ): (3.1)
5
Moreover, we have for almost all t 2 (0; T )
Z

ftg
jruj
2
 C; (3.2)
k u(; t) k
C

(


)
 C; (3.3)
where constants C > 0;  2 (0; 1) depend only on known data and sup
Q
jvj.
Proof: This is the standard result for an elliptic equation, cf.[5].
Lemma 3.2.: For a given v 2 L
1
(Q) let u 2 u
1
+L
1
(0; T ;V ) be the weak solution
of (3.1). Then there exists a unique ~v 2 v
1
+ L
2
(0; T ;V ) \ L
1
(Q) such that
ZZ
Q
(
~v
@'
@t
  [D(v)r~v + ~v(A(v)ru+B(v))]  r'
)
+
Z

f0g
v
1
' = 0 (3.4)
for any ' 2 C
1
(

Q) vanishing on 
1
and 
  fTg. In addition, ~v admits of the
following estimates:
sup
Q
j~vj  sup

1
[

0
jv
1
j; (3.5)
ZZ
Q
jr~vj
2
 C; (3.6)
k ~v k
C

(

Q)
 C; (3.7)
where constants C > 0;  2 (0; ) depend only on known data and sup
Q
jvj.
Proof: We rst modify equation (3.4): Let
p(s) = min
(
1;
M
jsj
)
 s; M > 0
and consider
ZZ
Q
(
~v
@'
@t
  [D(v)r~v + p(~v)(A(v)ru+B(v))]  r'
)
+
Z

f0g
v
1
' = 0: (3:4a)
Clearly there exists a unique ~v 2 v
1
+ L
2
(0; T ;V ) \ L
1
such that (3.4a) holds for
every ' 2 C
1
(

Q) vanishing on 
1
and 
  fTg:
6
Denote sup

1
[

0
jv
1
j = k and take ' = (~v   k)
+
in (3.4a). Thus we get
sup
0tT
Z

ftg
j(~v   k)
+
j
2
+
ZZ
Q
jr(~v   k)
+
j
2
(3.8)
 C




ZZ
Q
p(~v)(A(v)ru+B(v))  r(~v   k)
+




:
Set  =
Z
max(~v;k)
k
p(s)ds.
Then for almost all t 2 (0; T );
r (; t) = p(~v(; t))  r(~v   k)
+
2 L
2
(
):
So we can substitute this  into (3.1) and obtain
Z

ftg
p(~v)(A(v)ru+B(v))  r(~v   k)
+
= 0 a.e. t 2 (0; T ):
Hence (3.8) implies sup
Q
~v  k.
In the same way we obtain sup
Q
( ~v)  k.
Now by taking M > k in (3.4a) we see that p(~v) = ~v in Q, which shows the
equivalence of (3.4) and (3.4a). So far we have proved the existence of weak solutions
for (3.4) and obtained estimate (3.5). Obviously (3.6) follows.
To prove (3.7) we rst give some notations: For z
0
= (x
0
; t
0
) 2 Q; R  R
0
with
R
0
= min

t
1
2
0
; dist(x
0
; @
)

, set
B
R
(x
0
) = fx 2 R
n
: jx  x
0
j  Rg;

R
(t
0
) = (t
0
 R
2
; t
0
);
Q
R
(z
0
) = B
R
(x
0
) 
R
(t
0
);
u
x
0
;R
(t) =
1
jB
R
(x
0
)j
Z
B
R
(x
0
)ftg
u;
v
z
0
;R
=
1
jQ
R
(z
0
)j
Z
Q
R
(z
0
)
v:
We will omit z
0
; x
0
; t
0
henceforth.
By taking ' = (u   u
2R
(t))
2
in (3.1), where  is a cut-o function on B
2R
with
2R  R
0
we get an inequality of the Cacciopolli type:
Z
B
R
ftg
jruj
2

C
R
2
Z
B
2R
ftg
ju  u
2R
(t)j
2
+ CR
n
:
7
Combining it with estimate (3.3) we then obtain
Z
B
R
ftg
jruj
2
 CR
n 2+2
a.e. t 2 (0; T ): (3.9)
In Q
R
we write ~v = V +W where V 2 L
2
(
R
;H
1
(B
R
)) satisfying V
j
@Q
R
= ~v and
ZZ
Q
R
"
V
@'
@t
 D(v)rV  r'
#
= 0 8' 2 C
1
0
(Q
R
);
whereas W = ~v   V 2 L
2
(
R
;H
1
(B
R
)) with W
j
@Q
R
= 0 and
ZZ
Q
"
W
@'
@t
 D(v)rW  r'
#
=
ZZ
Q
R
~v[A(v)ru+B(v)]  r'
8' 2 C
1
0
(Q
R
):
From the De Giorgi - Nask theorem we can get (see [8] for detail)
ZZ
Q

jV   V

j
2
 C


R

n+2+2
ZZ
Q
R
jV   V
R
j
2
; 8  R; (3.10)
where constants C > 0;  2 (0; 1) depend only on D
0
;D
1
and u.
It is known (see [8]) that W 2 W
1;
1
2
2
(Q
R
) and
k W k
2
W
1;
1
2
2
(Q
R
)
 C
ZZ
Q
R
jA(v)ru+B(v)j
2
: (3.11)
On the other hand, we have (see [4])
ZZ
Q
R
jW  W
R
j
2
 CR
2
kW k
2
W
1;
1
2
2
(Q
R
)
: (3.12)
Putting (3.11) and (3.12) together and taking account of (3.9) we obtain
ZZ
Q
R
jW  W
R
j
2
 CR
n+2+2
; (3.13)
where constant C depends only on known data and sup
Q
jvj.
Because ~v = V +W , from (3.10) and (3.13) it follows that
ZZ
Q

j~v   ~v

j
2
 C


R

n+2+2
ZZ
Q
R
j~v   ~v
R
j
2
+ CR
n+2+2
(3.14)
for any   R with Q
2R
< Q. It is well known that (3.14) implies an interior
C

- estimate of ~v where 0 <  < minf; g.
8
We omit the estimation near the lateral boundary 
1
[ 
2
and the bottom 
0
. In
fact, as u
1
; v
1
and @
 are of C
3
- class, the above argument with a trivial modication
is valid for boundary estimation. The lemma is then proved.
Using the above two lemmas we can show
Theorem 3.1: Problem (I) has at least one weak solution.
Proof: Introduce the Banach space
X = L
2
(0; T ;H
1
(
)) \ C

(

Q)
equipped with the norm
k  k
X
=k  k
L
2
(0;T ;H
1
(
))
+ k  k
C

(

Q)
;
where  2 (0; ) and  is the Holder exponent in (3.7). Take a convex subset in X:
X
1
= fw 2 X : w
j

1
[

0
= v
1
g
and dene F : X
1
! X
1
as follows: For v 2 X
1
let F (v) = ~v which is given in
Lemma 3.2. In virtue of Lemma 3.2, F is well dened and there is an M > 0 such
that
F (X
1
)  fw 2 X
1
:k w k
X
Mg:
Take v
j
2 X
1
; j = 0; 1   , satisfying k v
j
  v
0
k
X
! 0 as j !1.
Correspondingly, we get u
j
and ~v
j
= F (v
j
); j = 0; 1;   .
Just as the derivation of (2.3) and (2.6) we have
Z

ftg
jr(u
j
  u
0
)j
2
 C sup

ftg
j ~v
j
  ~v
0
j
2
sup
0<t<T
Z

ftg
jv
j
  v
0
j
2
+
ZZ
Q
jr( ~v
j
  ~v
0
)j
2
 C
"
ZZ
Q
jr(u
j
  u
0
)j
2
+ sup
Q
jv
j
  v
0
j
2
#
:
Hence f ~v
j
g converges to ~v
j
in L
2
(0; T ;H
1
(
)) for j !1.
On the other hand, from estimate (3.7) we see that f ~v
j
g is relatively compact in
C

(

Q) and so in each subsequence of f ~v
j
g there exists a subsequence converging in
C

(

Q). Accounting the convergence of f ~v
j
g in L
2
(0; T ;H
1
(
)) we then obtain
k ~v
j
  ~v
0
k
X
! 0 as j !1;
9
which shows that F : X
1
! X
1
is continuous. Analogously, we can verify the
compactness of F (X
1
).
Now applying the Schauder xed point theorem to F we obtain a function v 2 X
1
such that F (v) = v. Furthermore, substituting v into (3.1) we get u. Then (u; v) is
just a weak solution of problem (I). The proof is completed.
Remark. From the proofs of Lemmas 3.1 and 3.2 we see that there exist constants
C > 0;  2 (0; 1) such that for any weak solution (u; v) of problem (I),
k u(; t) k
C

(


)
 C a.e. t 2 (0; T );
k v k
C

(


)
 C:
4 Smoothness of weak solutions. Classical solu-
tion
From now on we suppose

 
1
\

 
2
= ;.
Lemma 4.1: Let (u; v) be a weak solution of (I). Then there exists an  2 (0; 1)
such that ru 2 C

(

Q).
Proof: According to the last remark we have
k u(; t) k
C

(


)
 C a.e. t 2 (0; T );
k v k
C

(


)
 C:
Thus in virtue of the C
1+
- regularity theory of elliptic equations [5] we arrive at
ru(; t) 2 C

(


) and
k ru(; t) k
C

(


)
 C a.e. t 2 (0; T ): (4.1)
Now we turn to the continuity of u with respect to t. Dene

h
u(; t) = u(; t+ h)  u(; t) 0 < h < T; 0  t  T   h:
It is easy to see that for any ' 2 V
Z

ftg
[A(v)r
h
u+ 
h
B(v)]r' =  
Z



h
A(v(; t))  ru(; t+ h)r' (4.2)
10
for t 2 [0; T   h]: Regarding (4.2) as the equation for 
h
u and using L
1
- estimates
[5] we get
sup

ftg
j
h
uj  C
(
sup

ftg
j
h
u
1
j+ sup

ftg
j
h
A(v)j+ sup

ftg
j
h
B(v)j
)
 Ch

2
8t 2 [0; T   h]; h 2 [0; T ]: (4.3)
This indicates the Holder continuity of u with respect to t, with exponent

2
.
Now the lemma readily follows from an interpolation result given in [6]:
Proposition: If f(x; t) 2 C(

Q) satises
k f(; t) k
C
m+
(

Q)
 C
1
8t 2 [0; T ]
k f(x; ) k
C

([0;T ])
 C
2
8x 2



then D
m
x
f(x; ) 2 C

m+
([0; T ]) and
k D
m
x
f(x; ) k
C

m+
([0;T ])
 C
3
;
where constant C
3
depends only on C
1
; C
2
.
The proof of Lemma 4.1 is then completed.
Lemma 4.2: Let (u; v) be a weak solution of (I). Then there exists an  2 (0; 1)
such that rv 2 C

(

Q).
Proof: As in the proof of Lemma 3.2, we only give the interior estimate. We known
that v 2 C

(

Q). First we improve the Holder exponent . For any Q
2R
 Q split v
in Q
2R
as follows: v = V +W , where V 2 L
2
(
R
;H
1
(B
R
)); V
j
@Q
R
= v and
ZZ
Q
R
"
V
@'
@t
 D(v
R
)rV  r'
#
= 0 8' 2 C
1
0
(Q
R
);
whereas W = v   V 2 L
2
(
R
;H
1
(B
R
)); W
j
@Q
R
= 0 and
ZZ
Q
R
"
W
@'
@t
 D(v
R
)rW  r'
#
=
ZZ
Q
R
[(D(v) D(v
R
))rv  vq]  r'
11
for all ' 2 C
1
0
(Q
R
): It is known (see [4]) that
ZZ
Q

jv   v

j
2
 C


R

n+4
ZZ
Q
R
jv   v
R
j
2
8  R; (4.4)
ZZ
Q
R
jW  W
R
j
2
 CR
2

ZZ
Q
R
jD(v) D(v
R
)j
2
jrvj
2
(4.5)
+
ZZ
Q
R
jvqrW j

:
Taking account of
ZZ
Q
R
vq  rW =  
ZZ
Q
R
Wq  rv
and sup
Q
R
jW j  CR

; jqj  C we obtain




ZZ
Q
R
vq  rW




 R
2
ZZ
Q
R
jrvj
2
+ CR
n+2
: (4.6)
Substituting (4.6) into (4.5) and using the Cacciopolli inequality
ZZ
Q
R
jrvj
2

C
R
2
ZZ
Q
2R
jv   v
2R
j
2
+ CR
n+2
which can be derived from the equation, we get
ZZ
Q
R
jW  W
R
j
2
 CR
2
ZZ
Q
2R
jv   v
2R
j
2
+ CR
n+4
: (4.7)
From (4.4) and (4.7) we see
ZZ
Q

jv   v

j
2
 C
"


R

n+4
+R
2
#
ZZ
Q
2R
jv   v
2R
j
2
+ CR
n+4
: (4.8)
Obviously (4.8) holds not only for   R; but also for R <   2R, which implies
the C

-estimate of v, with arbitrary  2 (0; 1):
Now turn to the C

-estimate for rv. Write v = V +W as before, and then (see [4])
ZZ
Q

jrV   (rV )

j
2
 C


R

n+4
ZZ
Q
R
jrV   (rV )
R
j
2
(4.9)
for all   R;
ZZ
Q
R
jrW j
2


ZZ
Q
R
jD(v) D(v
R
)j
2
jrvj
2
(4.10)
+




ZZ
Q
R
vqrW





:
12
By the Cacciopolli inequality and the C

-estimate of v we have
ZZ
Q
R
jD(v) D(v
R
)j
2
jrvj
2
 CR
n+4
: (4.11)
Recalling the derivation of (4.6) we can get




ZZ
Q
R
vq  rW




 R
ZZ
Q
R
jrvj
2
+
1
4R
ZZ
Q
R
jW
q
j
2
 CR
n+1+2
: (4.12)
From (4.9) - (4.12) it follows that
ZZ
Q

jrv   (rv)

j
2
 C


R

n+4
ZZ
Q
R
jrv   (rv)
R
j
2
+ CR
n+2+2
where  2 (0;
1
2
).
Consequently, the C

-continuity of rv follows and the lemma is proved.
From Lemmas 4.1 and 4.2 we immediately obtain the existence of classical solutions
for problem (I). In fact, let (u; v) be a weak solution, hence ru;rv 2 C

(

Q).
Formally, we have
A(v)u+A
0
(v)rv  ru+B
0
(v)rv = 0
@v
@t
+ (q  D
0
(v)rv)  rv  D(v)v = 0:
By the standard theory on linear equations we get
u(; t) 2 C
2+
(


) 8t 2 [0; T ]
v 2 C
2+
(Q) \ C
1+
(

Q):
Combining these with Theorem 2.1 we then obtain:
Theorem 4.1: Problem (I) has a unique classical solution (u; v), where
u(; t) 2 C
2+
(


) 8t 2 [0; T ]
v 2 C
2+
(
~
Q) \ C
1+
(

Q);
~
Q =

Q n (@
 f0g);
in addition, u;ru 2 C

(

Q).
Since we have set up the Holder continuity of u in t and the uniform C
2+
-estimate
of u(; t), we claim that the rst two order x-derivatives of u are Holder continuous
in t. For the continuity of
@u
@t
we have the following:
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Theorem 4.2: Let (u; v) be the solution of (I). Then u 2 C
2+
(


  (0; T ]) with
some  2 (0; 1).
Proof: Recalling (4.2) as an equation of 
h
u we have
Z

ftg
jr@
h
t
uj
2
 C
Z

ftg

j@
h
t
B(v)j
2
+ j@
h
t
A(v)j
2
+ jr@
h
t
u
1
j
2

 C( )
for   t  T   h with 0 <  < T   h, where
@
h
t
u(; t) =
1
h

h
u(; t):
By the L
1
-estimate we get
sup


j@
h
t
u(; t)j  C( ); 80 <   t  T   h;
and so
@u
@t
2 L
1
(; T ;H
1
(
)) \ L
1
(
  (; T ))
for any  > 0. Moreover, we have
Z

ftg
A(v)r
@u
@t
 r' =  
Z

ftg
"
A
0
(v)
@v
@t
ru+B
0
(v)
@v
@t
#
 r';
8' 2 H
1
0
(
); t 2 (0; T ]: Now applying the C

-estimate to
@u
@t
we obtain





@u
@t
(; t)





C

(


)
 C( ); 0 <   t  T: (4.13)
As in the proof of Lemma 4.1, we nd
sup








h
@u
@t
(; t)





 C( )h

2
; 0 <   t  T: (4.14)
From (4.13) - (4.14) it follows that
@u
@t
2 C

(


 [; T ])
for any  > 0, thus completing the proof.
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Corollary 4.1: If all known data are C
1
-smooth, then the solution (u; v) of (I) is
also C
1
-smooth. To be more precise, we have
D
m
x
u 2 C(

Q); m  0;
D
m
x
D
k
t
u 2 C(


 (0; T ]); m  0; k  1;
D
m
x
v 2 C

(

Q); m = 0; 1;
D
m
x
D
k
t
v 2 C(
~
Q); m  0; k  0:
Note that in both Theorems 4.1, 4.2 and Corollary 4.1, the smoothness of higher
order for u and v is obtained only in


  (0; T ] or
~
Q, but not on the whole

Q. As
a matter of fact, it is easy to see from the proof of Theorem 4.2 that the continuity
of
@u
@t
depends on the continuity of D
2
x
v and
@v
@t
. On the other hand, v 2 C
2+
(

Q) if
and only if the following compatibility condition is satised:
@v
1
@t
 r[D(v
1
)rv
1
] A(v
1
)ru^+B(v
1
)]  rv
1
= 0 at  
1
 f0g; (4.15)
where u^ is determined by the following boundary value problem
8
<
:
r[A(v
1
(; 0))ru^+B(v
1
(; 0))] = 0 in 

u^
j
 
1
= u
1
(; 0); [A(v
1
(; 0))ru^+B(v
1
(; 0))]  
j
 
2
= 0:
(4.16)
Therefore we obtain
Corollary 4.2: Let (u; v) be the solution of (I) with (u
1
; v
1
) satisfying (4.15) and
(4.16). Then u; v 2 C
2+
(

Q).
5 Large time behavior
To start with, we dene the !-limit set of problem (I) as
! = f(w
1
; w
2
) : there exist a subsequence ft
k
g
such that t
k
!1 and lim
t
k
!1
u(x; t
k
) = w
1
(x);
lim
t
k
!1
v(x; t
k
) = w
2
(x) g ;
where (u; v) is the solution of (I).
Since the regularity estimates on


  [; T ] are independent of T; f(u(; t); v(; t))g
is relatively compact in [C
2+
(


)]
2
, where t is regarded as a parameter. Hence,
!  [C
2+
(


)]
2
is non-empty.
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In this section we assume
lim
t!1
u
1
(x; t) = u
0
(x)
lim
t!1
v
1
(x; t) = v
0
(x)
uniformly for x 2  
1
, and then we have
Theorem 5.1: All of the functions in ! are the steady solutions of problem (I), i.e.
for any (~u; ~v) 2 ! we have
(I
0
)
8
>
>
>
<
>
>
>
:
r[A(~v)r~u+B(~v] = 0 in 

r[D(~v)r~v + ~v(A(~v)r~u+B(~v))] = 0 in 

~u
j
 
1
= u
0
; [A(~v)r~u+B(~v]  
j
 
2
= 0
~v
j
 
1
= v
0
; [D(~v)r~v + ~v(A(~v)r~u+B(~v))]  
j
 
2
= 0 :
Proof: Let (~u; ~v) 2 ! such that
u(; t
k
)! ~u; v(; t
k
)! ~v
in the sense of C
2+
(

Q) as t
k
!1. From now on we simply write
u(t) = u(; t); v(t) = v(; t):
Thus we have
r  [A(v(t))ru(t)+B(v(t))] = 0 (5.1)
r  [A(v(t
k
))ru(t
k
) +B(v(t
k
))] = 0: (5.2)
Subtracting (5.2) from (5.1), multiplying by u(t)  u(t
k
), and integrating over 
 we
get
Z


jr(u(t)  u(t
k
))j
2
 C

Z


jv(t)  v(t
k
)j
2
+
Z
 
1
ju(t)  u(t
k
)j

: (5.3)
We also get in a similar way
Z


jv( )  v(t
k
)j
2
+
Z

t
k
Z


jr(v(t)  v(t
k
))j
2
 C

Z

t
k
Z


jv(t)  v(t
k
)j
2
+
Z

t
k
Z


jr(u(t)  u(t
k
))j
2
+
Z

t
k
Z
 
1
jv(t)  v(t
k
)j

(5.4)
16
where  > t
k
. From (5.3) and (5.4) it follows that
Z


jv( )  v(t
k
)j
2
+
Z

t
k
Z


jr(v(t)  v(t
k
))j
2
 C

Z

t
k
Z


jv(t)  v(t
k
)j
2
+
Z

t
k
Z
 
1
(ju(t)  u(t
k
)j+ jv(t)  v(t
k
)j)

: (5.5)
Applying the Gronwall inequality yields
Z


jv(t)  v(t
k
)j
2
 Ce
c(t t
k
)
Z

t
k
Z
 
1
(ju(t)  u(t
k
)j+ jv(t)  v(t
k
)j) (5.6)
for t
k
 t   . Fix  = t
k
+2 and then from (5.6) we see that for any t
k
 t  t
k
+2
v(t)! ~v as t
k
!1:
Furthermore, from (5.3) and (5.5) we nd
ru(t)!r~u; rv(t)! r~v:
Now for any ' 2 V and (t) 2 C
1
0
((0; 2)) satisfying
Z
2
0
(t) = 1;
Z
2
0

0
(t) = 0
we have
Z
t
k
+2
t
k
Z


@v(t)
@t
'(t  t
k
) =  
Z
t
k
+2
t
k
Z


'v(t)
0
(t  t
k
)
=  
Z
2
0
Z



0
(s)'v(t
k
+ s)
!  
Z
2
0

0
(s)
Z


'~v = 0 as t
k
!1:
On the other hand,
Z
t
k
+2
t
k
Z


r  [v(t)q(t) D(v(t))rv(t)]'(t  t
k
)
=  
Z
2
0
(s)
Z


[v(t
k
+ s)q(t
k
+ s) D(v(t
k
+ s))rv(t
k
+ s)]  r'
!  
Z


[~v~q  D(~v)r~v]  ' as t
k
!1:
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Thus we arrive at
Z


[D(~v)r~v + ~v(A(~v)r~u+B(~v))]  r' = 0 8' 2 V:
From this it immediately follows that
r[D(~v)r~v + ~v(A(~v)r~u+B(~v))] = 0 in 
:
Finally, letting t
k
!1 in (5.2), we then obtain
r  [A(~v)r~u+B(~v)] = 0:
As for the boundary conditions, they are obviously satised. Thus the theorem is
proved.
By imposing more conditions on the structure of the system or the boundary data,
we can prove
Theorem 5.2: Assume that one of the following conditions is satised
(i) : v
0
= const; or
(ii) : A(v) = A
0
; D(v) = D
0
and
C
0
j
j
1
n
(M  m) max
msM
jB
0
(s)jD
 1
0
< 1;
where C
0
is an absolute constant, M = max
 
1
v
0
; m = min
 
1
v
0
: Then the solution
of problem (I
0
) is unique, and consequently, the solution of (I) converges to the
solution of (I
0
) in the sense of C
2+
(


) as t!1.
Proof: If condition (ii) is satised, it needs only to check the proof of Theorem 2.1.
If condition (i) is satised, constant v
0
is the unique solution to
(
r[D(~v)r~v] + [A(~v)r~u+B(~v)]  r~v = 0
~v
j
 
1
= v
0
; r~v  
j
 
2
= 0
and thus the solution to
(
r  [A(v
0
)r~u] +B(v
0
)] = 0
~u
j
 
1
= u
0
; [A(v
0
)r~u+B(v
0
)]  
j
 
2
= 0
is unique.
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Remark: In general, condition (ii) in Theorem 5.2 is necessary for the uniqueness
of problem (I
0
). In the case of thermo-convection in porous media this condition is
called the small Rayleigh number condition (cf. [3]).
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