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NON-ERGODICITY FOR C
1
EXPANDING MAPS
Anthony N. Quas
Mathematics Institute, University of Warwick, Coventry, CV4 7AL, U.K.
In this paper, we use a remarkable recent result of Bramson and Kalikow, [BK], to
produce an example of a C1 expanding map of the circle which preserves more than one
absolutely continuous probability measure. We first introduce some abbreviations and
definitions.
An expanding map of the circle is a differentiable map f from the circle to itself such
that |Dxf
n| ≥ C for some fixed constants C > 1, n ∈ N, for all x ∈ S1. Such a map must
be an r-fold cover of the circle for some r ≥ 2. We will denote by Ek, the collection of Ck
expanding maps of the circle, where k ≥ 1. Note that if k is non-integral, then we mean
that the ⌊k⌋th derivative of the map is Ho¨lder with exponent k − ⌊k⌋.
An absolutely continuous invariant probability measure (abbreviated to ACIM) for a
map T : S1 → S1 is a Borel probability measure µ such that µ(T−1B) = µ(B) for all Borel
sets B and such that µ is absolutely continuous with respect to Lebesgue measure λ on S1
(that is λ(A) = 0⇒ µ(A) = 0).
The example which we describe will make use of symbolic dynamics. The central
object of the investigation will be the set Σs = {0, 1, . . . s − 1}
Z
+
. This is endowed with
the product topology by taking the metric
d(x, y) =
{
0 if x = y
2−n if xi = yi for i = 0, . . . , n− 1, but xn 6= yn.
In fact, we will only consider the space Σ2 in the remainder of this paper. We will then
consider those Borel probability measures on Σ2 which are invariant under the shift map
σ : Σ2 → Σ2, σ(x)n = xn+1. This map may be easily seen to be continuous. Such
measures are called shift-invariant. We will consider a particular class of such measures
known as g-measures. If x ∈ Σ2, and a = (a0, a1, . . . , as−1) ∈ {0, 1}
s is a finite word
(possibly empty), then by ax, we mean the sequence in Σ2 with first s terms, those of a
and succeeding terms those of x, that is
(ax)i =
{
ai if i < s;
xi−s if i ≥ s.
If x ∈ Σ2, then we define [x]
n to be the nth cylinder about x: [x]n = {y : d(x, y) <
2−n}. Let g be a continuous function Σ2 → (0, 1) such that g(0x) + g(1x) = 1 for all
x ∈ Σ2. Write G for the set of all such functions. A measure m is called a g-measure if it
is shift-invariant and it satisfies
m
(
[x]0|σ−1B
)
(x) = g(x) for almost all x ∈ Σ2 (wrt. m),
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where B is the Borel σ-algebra of the space Σ2. This is the statement that the conditional
probability of the first term of a sequence being x0 given that the succeeding terms are
x1, x2, . . . is given by g(x). By applying some theorems of martingale theory, we can deduce
the following equivalent statement: m is a g-measure if and only if m([x]n) > 0 for each
x ∈ Σ2, n ∈ Z
+, and
lim
n→∞
m([x]n)
m([σ(x)]n−1)
= g(x) for almost all x ∈ Σ2 (wrt. m).
Note that each g ∈ G must be strictly bounded away from 0 and 1, since the space Σ2 is
compact. For every g ∈ G, there is always at least one g-measure by a standard ergodic
theory argument. A g-measure is always non-atomic and of full support. For proofs of
these facts and other background information, the reader is referred to [Ke]. Note that the
g-measures form a convex set. The extreme points of this set are ergodic. It follows that
for a particular g, there is more than one g-measure if and only if there exists a non-ergodic
g-measure.
Let f be a continuous function Σ2 → R. The kth variation of f is vark(f) =
max{|f(x) − f(y)| : x, y ∈ Σ2; d(x, y) < 2
−k}. Note vark(f) → 0 as k → ∞. The
function f is defined to be Ho¨lder continuous if vark(f) < Cθ
k for some C > 0 and
0 < θ < 1, for all k ≥ 0.
Keane ([Ke]) showed that if g ∈ G satisfies strong continuity properties, then there is a
unique g-measure. Walters ([W]) improved this, showing that if g has summable variation,
or in particular, if g is Ho¨lder continuous, then there is a unique g-measure. They asked
whether this result could be extended to the case of g continuous, without any further
restriction. This question has attracted a very large amount of attention over the past 20
years with some recent partial results obtained in [H] and [B]. It has recently been shown
by Bramson and Kalikow (see [BK]) that there exist examples of continuous g ∈ G for
which there exist more than one g-measure, thus solving the problem.
This development largely mirrors the development of results concerning the existence
of ACIMs for expanding maps of the circle. It was shown by Krzyz˙ewski and Szlenk (see
[KS] and [Kr1]) that if f is in Ek with k ≥ 2, then f has a unique ACIM. A steady stream
of results has continued since the publication of this paper resulting in a refined version of
the result being known as the ‘Folklore Theorem’. In [Kr2], it was shown that there exists
f ∈ E1 for which there is no ACIM, and an explicit example was constructed in [GS]. This
however still leaves the question: Does there exist f ∈ E1 for which there is more than one
ACIM? It is this question which we answer in this paper, showing that there is an f ∈ E1
which preserves Lebesgue measure, but for which Lebesgue measure is not ergodic.
Theorem 1. There exists a C1 expanding map of the circle which preserves Lebesgue
measure λ, but for which λ is not ergodic.
The proof of the theorem is in three steps, which are separated out as lemmas. The
third step is an almost exact mimicking of the proof given in [BK].
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We start by defining an equivalence relation ∼ on Σ2.
x ∼ y if


x = y,
x = a0111 . . . and y = a1000 . . . where a is a finite sequence,
x = a1000 . . . and y = a0111 . . . where a is a finite sequence,
x = 0000 . . . and y = 1111 . . . or
x = 1111 . . . and y = 0000 . . .
Note that by a finite sequence, we are also allowing the possibility that the sequence be
empty.
Lemma 2. Suppose g ∈ G andm is a g-measure. Suppose further that g has the property
that
x ∼ y ⇒ g(x) = g(y).
Then there is a continuous surjection π : Σ2 → S
1 and an expanding C1 map T : S1 → S1
such that π is a measure-theoretic isomorphism between (σ,m) and (T, λ).
Proof. Define a total order  on Σ2, the lexicographic ordering:
x ≺ y ⇔ ∃n ≥ 0 such that x0 = y0, . . . , xn−1 = yn−1 and xn < yn.
Now, set [x, y] = {z : x  z  y} and define the open intervals analagously. We will at
this point record for later use the following equation, which follows from (1). Suppose x
and y lie in Σ2 and have the same first term. Suppose also x ≺ y. Then we have
m(x, y] =
∫
(σ(x),σ(y)]
g(x0z)dm(z).
We will regard the circle as the quotient of the interval [0,1] by the relation 0=1. Write
o for the sequence in Σ2 whose terms are all 0. Now define π : Σ2 → S
1 by π(x) = m[o, x]
(mod 1). Using elementary properties of g-measures (that they are non-atomic and of full
support), we have that π(x) = π(y)⇔ x ∼ y.
To check that π is surjective, note that π is continuous (since m has no atoms), so that
π(Σ2) is compact and hence closed. The set π(Σ2) also contains the set π({a000 . . . : a
is a finite sequence}), which is dense in S1, so π is surjective. We also want to check
that the metric topology on S1 coincides with the quotient topology it inherits from the
projection π : Σ2 → S
1. We have already noted that π is continuous with respect to the
metric topology on S1. This implies that the open sets in the metric topology are open in
the quotient topology. We have to check the converse. Suppose A is open in the quotient
topology on S1, that is π−1(A) is open in Σ2. This implies that π
−1(A) is a union of
cylinders in Σ2. Pick ζ ∈ A. Then π
−1(ζ) consists of a ∼ equivalence class. If this class
has only one member, then since π−1(A) consists of cylinders, it must contain a cylinder
which contains π−1(ζ). It is easy to see that ζ must be contained in the interior of the
image under π of this cylinder, hence ζ ∈ Int(A). If the class has two members, then each
member must be contained in a cylinder. These cylinders will project to a left- and a
right-neighbourhood of ζ, which implies, again that ζ ∈ Int(A). It follows that A is open
in the metric topology, which shows that the two topologies coincide.
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We can use this information to construct the map T . Note that if x ∼ y then σ(x) ∼
σ(y), so π◦σ(x) = π◦σ(y). Using the universal property of quotients, this implies that there
is a continuous map T : S1 → S1 such that T ◦ π = π ◦ σ. Now, π is a measure-theoretic
isomorphism between the pairs (σ,m) and (T, π∗m), where π∗m(A) = m(π−1(A)). Note
that π−1(ζ) consists of at most two points. Write ρ+(ζ) for max(π
−1(ζ)) and ρ−(ζ) for
min(π−1(ζ)). Now, we have
π∗m([0, ζ]) = m(π−1[0, ζ]) = m([o, ρ+(ζ)])
= π(ρ+(ζ)) = ζ = λ([0, ζ]).
It follows that π∗m = λ, so we have shown that π is a measure-theoretic isomorphism
between (σ,m) and (T, λ). It remains to show that T is a C1 expanding map. We will in
fact show that
T ′
(
π(x)
)
= 1/g(x).
We will evaluate
lim
y→x
T
(
π(y)
)
− T
(
π(x)
)
π(y)− π(x)
.
Since T ◦ π = π ◦ σ, this is equal to
lim
y→x
π
(
σ(y)
)
− π
(
σ(x)
)
π(y)− π(x)
.
If we now assume y ≻ x and that x and y lie in the same 0-cylinder, then the quotient
is just m(σ(x), σ(y)]/m(x, y]. By (4), this converges to 1/g(x) as y → x because of the
continuity of g. The same analysis can be performed in the case that y ≺ x. It is not hard
to see that this implies (5). Note that the requirement (3) on g is needed to ensure that the
left and right derivatives coincide at those points ζ of the form π(a0111 . . .) = π(a1000 . . .).
We have that 1/g is continuous on Σ2 and it collapses equivalence classes, so we can
write (1/g) = h ◦ π for some continuous function h : S1 → (1,∞). The above shows that
T ′(ζ) = h(ζ), which implies that T ∈ E1. 
This completes step 1 of the proof, and shows that in order to prove the theorem, it
is necessary only to exhibit a g satisfying (3), for which there is a non-ergodic g-measure,
as the isomorphism described above then implies that λ is non-ergodic with respect to T .
We now define a second equivalence relation ≈ on Σ2.
x ≈ y if
{x = y,
x = a01000 . . . and y = a11000 . . . where a is a finite sequence, or
x = a11000 . . . and x = a01000 . . . where a is a finite sequence.
Lemma 3. Suppose h ∈ G has the property that there is a non-ergodic h-measure and
x ≈ y ⇒ h(x) = h(y)
Then there is a g ∈ G satisfying (3), such that there is a non-ergodic g-measure.
Proof. Define the 2-1 map P : Σ2 → Σ2 by P (x)n = xn + xn+1. This map is certainly
continuous. It has two inverse branches τ0 and τ1 given by τ0(x)n = x0 + x1 + . . . +
4
xn−1 mod 2 and τ1(x)n = 1 + x0 + x1 + . . . + xn−1 mod 2. Note that
(
τi(x)
)
0
= i. Let
M denote the probability measures on Σ2 and define the map τ
∗ :M→M by τ∗µ(A) =
1
2µ(τ0
−1A) + 12µ(τ1
−1A). This is equal to 12µ
(
P (A ∩B0)
)
+ 12µ
(
P (A ∩B1)
)
, where Bi is
the 0-cylinder in Σ2 of those sequences whose first term is i. We will use (2) to show that
if µ is an h-measure, then τ∗µ is an h ◦ P -measure. We have for n ≥ 1,
τ∗µ
(
[x]n
)
τ∗µ
(
[σ(x)]n−1
) = 12µ
(
P ([x]n ∩B0)
)
+ 12µ
(
P ([x]n ∩B1)
)
1
2µ
(
P ([σ(x)]n−1 ∩B0)
)
+ 12µ
(
P ([σ(x)]n−1 ∩B1)
)
=
µ
(
P ([x]n)
)
µ
(
P ([σ(x)]n−1)
) .
Since P and σ commute and P ([x]n) = [P (x)]n−1, this is equal to µ
(
[P (x)]n−1
)
/
µ
(
[σ(Px)]n−2
)
. Since µ is an h-measure, we see that
lim
n→∞
τ∗µ
(
[x]n
)
τ∗µ
(
[σ(x)]n−1
) = h ◦ P (x).
It follows that τ∗µ is a g-measure, where g = h◦P as claimed. However, we see that x ∼ y
implies that P (x) ≈ P (y), so by the conditions on h, we have g(x) = g(y). This means
that g satisfies (3). It remains to check that if µ is non-ergodic, then τ∗µ is non-ergodic.
Suppose then that µ is non-ergodic. There exists a Borel set B such that σ−1B = B, with
µ(B) different from 0 and 1. Since P and σ commute, it follows that σ−1(P−1B) = P−1B.
Now, we have
τ∗µ(P−1B) = 12µ
(
P (B0 ∩ P
−1B)
)
+ 12µ
(
P (B1 ∩ P
−1B)
)
= 12µ(B) +
1
2µ(B) = µ(B),
so τ∗µ has a shift-invariant set of measure distinct from 0 and 1. It follows that τ∗µ is
also non-ergodic as required. 
Note that by combining Lemmas 2 and 3, it is now sufficient to exhibit a function
h ∈ G satisfying (6), for which there is a non-ergodic h-measure.
The third step is contained in the following Lemma.
Lemma 4. There exists an h ∈ G which satisfies (6) and for which there exists a non-
ergodic h-measure.
Proof. The proof of this fact is a minor modification of the proof contained in [BK]. In order
to appeal to [BK], however, we have to explain the relationship between the probabilistic
framework used in that paper and the dynamical framework which we use here.
Bramson and Kalikow consider sequences of random variables (Xn)n∈Z taking values
in the set {0, 1}. They give probabilities for the evolution of the random variables in the
form
P(Xn = 1|Xn−1 = a−1, Xn−2 = a−2, . . .) = P(X0 = 1|X−1 = a−1, X−2 = a−2, . . .)
= f(a−1, a−2, . . .).
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They consider stationary distributions for the above process. These are probabilities on
the space of events Ω for which the conditional probabilities (7) hold. The stationarity
condition is that P(Xn = a0, Xn+1 = a1, . . . , Xn+k = ak) is independent of n for a fixed
sequence a.
We now describe how these probabilities give rise to measures on the space S =∏
i∈Z{0, 1}, the space of bi-infinite sequences of 0s and 1s. Given P, define a measure µ
on S as follows: Given a cylinder [a]nm = {s ∈ S : si = ai, ∀m ≤ i ≤ n}, let µ([a]
n
m) =
P(X−i = ai, ∀m ≤ i ≤ n}. Note the reversal of the order. This is necessary because in the
probabilistic viewpoint the terms indexed by negative numbers indicate the past, whereas
in the dynamical viewpoint, the situation is reversed. The stationarity of P is equivalent
to the shift-invariance of µ.
There is a natural bijection between shift-invariant measures on S and shift-invariant
measures on Σ2. Given any measure on S, it restricts to a measure on Σ2 by composing
with the inverse image of the restriction map r : S → Σ2; x 7→ r(x), where r(x)i =
xi, ∀i ≥ 0. Conversely, given a shift-invariant measure ν on Σ2, define µ on S by ν˜([a]
n
m) =
ν(r(σ−m[a]nm)). Kolmogorov’s extension theorem may then be used to define the measure
ν˜ on the whole of S. These operations are inverse to one another. We may therefore regard
P as giving a shift-invariant measure on Σ2, the restriction, m, of µ defined above. The
condition (7) on P translates to a condition on m:
m([1]0|σ−1B)(1a−1a−2 . . .) = f(a−1, a−2, . . .) for almost all sequences a (wrt. m).
In other words, m is an h-measure, where
h(1x) = f(x1, x2, . . .)
h(0x) = 1− f(x1, x2, . . .).
We now proceed by adapting slightly the proof of [BK]. As in that paper, let N be an
integer-valued random variable independent of X−1, X−2, . . . taking even values mk (not
odd ones as previously) with probabilities pk. Now let α be a sequence (a−1, a−2, . . .) as
in [BK]. Using N , we define the modified random variable W as follows. Let t denote
those N − 3 terms of (a−1, a−2, . . . , a−(N−1)) which do not immediately precede the last
1 or the last 0 of (a−1, a−2, . . . , a−N ). That is t is the word which is obtained by starting
with (a−1, a−2, . . . , aN−1) and discarding the term which immediately precedes the last 1
of (a−1, . . . , a−N ) and similarly discarding the term preceding the last 0. Then W (α) is
given by
W (α) =
{
1− ǫ if the majority of the terms of t are 1s
ǫ otherwise.
As in [BK], we define f(α) = E[W (α)], so that h is given by (8). The choice of t in the
definition of W was made so as to ensure that h satisfies (6). The remainder of the proof
in [BK] applies almost verbatim showing that there exists a non-ergodic h-measure. This
completes the proof of the Lemma and hence of the Theorem. 
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