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ON AN ANISOTROPIC MINKOWSKI PROBLEM
CHAO XIA
Abstract. In this paper, we study the anisotropic Minkowski problem. It is
a problem of prescribing the anisotropic Gauss-Kronecker curvature for a closed
strongly convex hypersurface in Euclidean space as a function on its anisotropic
normals in relative or Minkowski geometry. We first formulate such problem to
a Monge-Ampe´re type equation on the anisotropic support function and then
prove the existence and uniqueness of the admissible solution to such equation. In
conclusion, we give an affirmative answer to the anisotropic Minkowski problem.
Keywords: Minkowski problem, relative geometry, Minkowski geometry, Monge-
Ampe´re equation, Wulff shape.
2010 AMS subject classification: 51B20, 35J96, 53C21.
1. Introduction
The Minkowski problem is a well known problem in the classical differential ge-
ometry: given a positive function K on Sn, can one find a closed strongly convex
hypersurface whose Gauss-Kronecker curvature is given by K as a function on its
normals? This problem has been solved by the works of Minkowski [Mi], Alexandrov
[Al], Lewy [Le], Nirenberg [Ni], Pogorelov [Po] and eventually Cheng-Yau [CY]. As
is well known, the solvability of the Minkowski problem is equivalent to that of a
Monge-Ampe´re equation. The analytic method of Nirenberg, Pogorelov and Cheng-
Yau to the Minkowski problem led to significant development of the theory of the
Monge-Ampe´re equation. Many generalized problems around convex hypersurfaces
with other prescribed curvature functions were considered intensively in recent years,
see e.g. [GG] and [GM]. Most of them can be formulated as fully nonlinear elliptic
equations. We refer to the lecture note of Guan [Gu] for a complete description of the
fully nonlinear elliptic equations arising from geometry, particularly the Minkowski
problem.
This paper aims at an analogous investigation on a Minkowski type problem which
incorporates some anisotropy, which we will call the anisotropic Minkowski problem.
Such anisotropy was considered in two aspects of research area. One can be dated
back to Wulff [Wu], who initiated the study of an anisotropic convex functional
in the theory of crystals and materials. The minimizer of the anisotropic convex
functional is called Wulff shape. After that, so many works appeared to study the
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crystalline variational problem and Wulff shape, see e.g. [Ta] and reference therein.
The other was first studied by Minkowski [Mi2] in so-called relative or Minkowski
differential geometry, where the role of sphere can be assumed by some other smooth
convex hypersurfaces, in contrast with Euclidean geometry. The questions arising
from relative or Minkowski geometry were intensively investigated by a number of
mathematicians, see e.g. [BF], [Bu], [Re], [G], [Th], [An] and so on.
In relative or Minkowski geometry, we are always given a Minkowski norm.
Definition 1.1. A function F : Rn+1 → [0,+∞) is called a Minkowski norm if
(i) F is a norm of Rn+1, i.e., F is a convex, 1-homogeneous function satisfying
F (x) > 0 when x 6= 0;
(ii) F ∈ C∞(Rn+1 \ {0});
(iii) F satisfies a uniformly elliptic condition: Hess(1
2
F 2) is positive definite in
R
n+1 \ {0}.
There is an important smooth convex hypersurface corresponding to F , the Wulff
shape WF = {x ∈ R
n+1|F (x) = 1}. We can view it as the unit sphere in the
Minkowski space (Rn, F ). It plays the role in relative geometry as the standard
sphere in classical Euclidean geometry.
For an n -dimensional oriented hypersurface M in Rn+1, the area in relative
geometry should be computed as
∫
M
dµF =
∫
M
F 0(ν¯)dHn, with ν¯ the standard
normal and F 0 the dual norm of F . The anisotropic Gauss map (anisotropic normal)
of M is a map from M to the Wulff shape WF . Using such anisotropic Gauss map,
the anisotropic curvatures can be well defined. The major difference between relative
geometry and Euclidean geometry lies on the fact that the metric we consider in
R
n+1 is not Euclidean metric any more, but a new one G instead, depending on
the second derivative of F (see (2.1) below), which varies from point to point. As
well, the metric on M is chosen as g, the restriction of G on M , but not that of the
Euclidean metric. This arises serious complications and difficulties for the geometric
problems. We will review the definitions and foundations of relative geometry in
Section 2. The setting here is largely motivated by the work of Andrews [An], though
the notations appear differently in this paper.
As in the classical differential geometry, when M is a closed strongly convex
hypersurface in Rn+1, the anisotropic Gauss map defines a diffeomorphism between
M and WF . Therefore, M can be reparametrized by the inverse anisotropic Gauss
map. In turn, the anisotropic curvatures can be viewed as functions on WF . In
particular, the anisotropic Gauss-Kronecker curvature K(z) for z ∈ WF must satisfy
(see (3.1) below)∫
WF
G(z)(z, Eα)
1
K(z)
dµF = 0, ∀α = 1, · · · , n+ 1,(1.1)
where Eα is the standard coordinate vectors in Rn+1 .
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The anisotropic Minkowski problem is the converse of the previous statement,
namely, given a positive function K on WF , can one find a closed strongly con-
vex hypersurface whose anisotropic Gauss-Kronecker curvature is given by K as a
function on its anisotropic normals?
In this paper, we solve the anisotropic Minkowski problem. The main result is
the following
Theorem 1.1. Let F be a Minkowski norm in Rn+1. Let K be a positive function
in Ck(W) with k ≥ 2 and satisfy the condition (1.1). Then there is a Ck+1,α(∀0 <
α < 1) closed strongly convex hypersurface M in Rn+1 whose anisotropic Gauss-
Kronecker curvature is K as a function on its anisotropic normals. Moreover, M is
unique up to translations.
Remark 1.1. It can be seen from the proof that the smoothness of F ,(ii) in Defini-
tion 1.1, can be assumed only in Ck+3(Rn+1 \ {0}).
As in the classical Minkowski problem, we can reduce Theorem 1.1 to the solv-
ability of a Monge-Ampe´re type equation on the anisotropic support function S,
det(Sij −
1
2
QijkSk + Sδij) =
1
K
on W.(1.2)
Here we give two remarks for (1.2). First, the covariant derivatives of S are all
corresponding to the Riemannian metric g, which is the restriction of G on WF ,
but not restriction of the Euclidean metric on WF . Second, Qijk is a 3-tensor on
WF , which corresponds to the third derivative of F . Hence in general, it does not
vanish. In fact, it vanishes if and only if F is quadratic, in which caseWF is ellipsoid.
This causes major difficulty when we prove a priori estimates for the Monge-Ampe´re
equation. For the detailed derivation of (1.2) and the reduction of the solvability of
the anisotropic Minkowski problem to that of (1.2), see Section 3.
As usual, we will apply the method of continuity to solve (1.2). The first issue
is the a priori estimates for solutions of (1.2). By modifying Cheng-Yau’s proof in
[CY], we are able to give a uniformly upper bound of the anisotropic outer radius of
M , which leads to the C0 estimate. To proceed to higher order estimates, it seems
necessary to derive a uniformly positive lower bound of the anisotropic inner radius
of M . Cheng-Yau’s proof is highly nontrivial and seems not applicable. We apply
instead a new idea, which combines an inequality of Andrews [An] and a uniformly
positive lower bound of the anisotropic outer radius, to give an explicit uniformly
positive lower bound of the anisotropic inner radius ofM . The difficulty arises when
we deal with the C2 estimate. In the classical one, there is no gradient term in the
equation. Also the simple representation of Gauss equation on the sphere makes
the C2 estimate possible without deriving C1 estimate. Our situation is much more
complicated due to both the gradient term in (1.2) and more complicated Gauss
equation (see Lemma 2.1). It seems indispensable to derive the C1 estimate first.
Fortunately, since we already have the positive lower and upper bound of S, we
can choose an auxiliary function as the sum of gradient part and some lower order
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part, explicitly, we choose W = log |∇S|2 + eα(m2−S), where m2 is the upper bound
of S, α is some large constant. With this choice, we are able to use the maximum
principle to obtain bounds for W and then bounds for |∇S|. The C2 estimate
cannot be proved as usual either. Here we adopt some idea of Yau’s proof in [Ya]
for Calabi conjecture and Guan-Li’s proof [GL] for more general complex Monge-
Ampe´re equation. We choose an auxiliary function Φ = log(a + ∆S) + eβ(m2−S),
where a, β are some constant. Then it is possible to derive bound for Φ and then
bound for |∇2S|.
Besides the a priori estimates for solutions of (1.2), we also need to prove the
openness of sets of solutions. Thus it is necessary to study the linearized operator
LS of S 7→ det(Sij −
1
2
QijkSk + Sδij). In the classical proof, the divergence free
property of Newton transformation
∂ det(uij)
∂uij
is quite important to prove the self-
adjointness of LS. Here such property fails. However, by using the explicit Gauss
equation, we still be able to prove the self-adjointness of LS with respect to the
anisotropic measure dµF (see Lemma 5.1). The kernel of LS is explicitly derived as
well (see Lemma 5.2). With these at hand, the openness can be proved in a standard
way. The uniqueness part in Theorem 1.1 follows easily from Lemma 5.1 and 5.2.
The organization of our paper is as follows. In Section 2, we first review some
basic concepts and foundations in relative geometry, such as the anisotropic Gauss
map, the anisotropic second fundamental form, the anisotropic curvatures and so on.
We then derive the anisotropic version of Gauss-Weingarten formulas and Gauss-
Codazzi equations. The relationship between the anisotropic volume form dµF and
the induced volume form of the metric g is also revealed. In Section 3, we formulate
the anisotropic Minkowski problem as the Monge-Ampe´re equation (1.2) on the
anisotropic support function in details. After such preparations, we shall establish
the a priori estimates for the equation (1.2) in Section 4. In the last section, we
derive the openness of the set of solutions and then give a complete proof of Theorem
1.1.
Notation: Throughout this paper, the Latin alphabet i, j, k, · · · denotes indices
from 1 to n and the Greek alphabet α, β, γ, · · · denotes indices from 1 to n+1. We
will always use the Einstein summation convention.
2. Relative geometry of hypersurface
Let F be a Minkowski norm in Rn+1. The dual norm of F is defined as
F 0(ξ) := sup
x 6=0
〈x, ξ〉
F (x)
, ξ ∈ Rn+1.
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By the assumption on F , we see that F 0 is a also norm that at least belongs
to C2(Rn+1 \ {0}). The following properties is quite simple consequences of 1-
homogeneous of F and F 0. We omit the proof here.
Proposition 2.1.
(i) ∂F
∂xα
(x)xα = F (x), ∂F
0
∂ξα
(ξ)ξα = F 0(ξ);
(ii) ∂
2F
∂xα∂xβ
(x)xα = 0, ∂
2F 0
∂ξα∂ξβ
(ξ)ξα = 0, for x, ξ 6= 0, ∀β = 1, · · · , n+ 1;
(iii) F (DF 0(ξ)) = 1, F 0(DF (x)) = 1, for x, ξ 6= 0;
(iv) F 0(ξ)DF (DF 0(ξ)) = ξ, F (x)DF 0(DF (x)) = x, for x, ξ 6= 0.
Here DF = ( ∂F
∂x1
, · · · , ∂F
∂xn+1
) and DF 0 = (∂F
0
∂ξ1
, · · · , ∂F
0
∂ξn+1
).
A smooth convex hypersurface in Rn+1 corresponding to F is the Wulff shape
WF := {x ∈ R
n+1|F (x) = 1}.
Conversely, a smooth convex hypersurfaceM in Rn+1 determines uniquely a convex
function F such that the Wulff shape corresponding to such F is M. Wulff shape
plays the fundamental role as a comparison body in the relative differential geometry.
For an oriented n-dimensional hypersurface M in Rn+1, The function F defines
an anisotropic area functional
|M |F :=
∫
M
F 0(ν¯)dHn,
where ν¯ and Hn denote the standard unit outer normal toM and the n-dimensional
Hausdorff measure respectively. We denote by dµF = F
0(ν¯)dHn and call it the
anisotropic measure.
The unit anisotropic outer normal is defined by
νF := DF
0(ν¯).
It is easy to see from Proposition 2.1 (iii) that νF ∈ WF . We call νF : M →WF the
anisotropic Gauss map.
From now on we will omit the subscript F for simplicity, i.e., dµ = dµF , ν = νF
and W =WF , etc..
Since Hess(1
2
F 2) is positive definite, we can consider Rn+1 as a Riemannian man-
ifold equipped with a metric
G(x)(ξ, η) :=
n+1∑
α,β=1
Gαβ(x)ξ
αηβ =
n+1∑
α,β=1
∂2(1
2
F 2)
∂xα∂xβ
(x)ξαηβ(2.1)
for x ∈ Rn+1, ξ, η ∈ TxR
n+1. It is easy to see from Proposition 2.1 (i) and (ii) that
G(x)(x, x) = 1, G(x)(x, ξ) = 0 for any x ∈ W ⊂ Rn+1, ξ ∈ TxW.(2.2)
Similarly, for an oriented n-dimensional hypersurface M in Rn+1, we have
G(ν)(ν, ν) = 1, G(ν)(ν, ξ) = 0 for x ∈M, ν = ν(x), ξ ∈ TxM.
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We define
g(x) := G(ν(x))|TxM , x ∈M
as a Riemannian metric on M ⊂ Rn+1. This Riemannian metric will play a funda-
mental role in relative geometry of hypersurface. Note that in classical Euclidean
geometry the metric on a hypersurface is the restriction of the Euclidean metric.
This is the major difference between the relative geometry and Euclidean geometry.
Since F is not quadratic, the third derivative of F does not vanish. We denote
Q(x)(ξ, η, ζ) :=
n+1∑
α,β,γ=1
Qαβγ(x)ξ
αηβζγ =
n+1∑
α,β,γ=1
∂3(1
2
F 2)
∂xα∂xβ∂xγ
(x)ξαηβζγ,
for x, ξ, η, ζ ∈ Rn+1. It follows again from Proposition 2.1 (i) and (ii) that
Q(x)(x, ξ, η) = 0.(2.3)
To study the relative geometry of hypersurface, it is indispensable to define the
anisotropic second fundamental form.
For X ∈M ⊂ Rn+1, choose local coordinate {yα}n+1α=1 in R
n+1, such that { ∂
∂yα
}n+1α=1
are tangent to M and ∂
∂yn+1
= ν is the unit anisotropic outer normal of M . By
identification ∂i =
∂
∂yi
= ∂iX for i = 1, · · · , n. Let gij(X) = g(ν)(∂iX, ∂jX) be the
Riemannian metric on M . Denote by gij the inverse of gij.
Given the standard volume form Ω (Lebesgue measure) in Rn+1, the anisotropic
measure on M can be interpreted as
dµ = Ω(ν, ∂1, · · · , ∂n)dy
1 · · · dyn.(2.4)
This follows from the fact that dµ = F 0(ν¯)Ω(ν¯, ∂1, · · · , ∂n)dy
1 · · · dyn and ν =
F 0(ν¯)ν¯ + tangent part, due to Proposition 2.1 (i).
The anisotropic second fundamental form is defined by
hij(X) = −G(ν)(ν, ∂i∂jX).
It is a symmetric 2-tensor on M .
With the Riemannian metric g and the anisotropic second fundamental form, we
can define the anisotropic principle curvatures and the Gauss-Kronecker curvature.
Definition 2.1. The eigenvalues of the anisotropic second fundamental form hij
with respect to the metric gij (i.e. the eigenvalues of the matrix g
jkhij) are called the
anisotropic principle curvatures. The inverse of the anisotropic principle curvatures
are called anisotropic principle radii.
Definition 2.2. The anisotropic mean curvature is H = gijhij. The anisotropic
Gauss-Kronecker curvature is K = det(gjkhij).
Proposition 2.2. A hypersurface M is convex (strongly convex resp.) if and only
if (hij) ≥ 0 (> 0 resp.).
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Proof. we just need to observe that
hij =
1
F 0(ν¯)
h¯ij ,
where h¯ij is the standard second fundamental form h¯ij = 〈ν¯, ∂i∂jX〉Rn+1.
Indeed, in view of ν = DF 0(ν¯), we have
hij = −G(ν)(ν, ∂i∂jX) = −DF (DF
0(ν¯)) · ∂i∂jX
= −
ν¯
F 0(ν¯)
· ∂i∂jX =
1
F 0(ν¯)
h¯ij .
Here we have used Proposition 2.1 (iii) and (iv). 
Similarly as in the classical theory of hypersurface, we have the following Gauss
and Weingarten formulas, Gauss and Codazzi equations.
Lemma 2.1.
∂i∂jX = −hijν +∇∂i∂j + A
k
ij∂kX ; (Gauss formula)(2.5)
∂iν = g
jkhij∂kX ; (Weingarten formula)(2.6)
Rijkl = hikhjl − hilhjk +∇∂lAjki −∇∂kAjli(2.7)
+AmjkAmli − A
m
jlAmki; (Gauss equation)
hijk + h
l
jAlki = hikj + h
l
kAlji. (Weingarten formula)(2.8)
Here ∇ is the Levi-Civita connection of the Riemannian metric g, R is the Rie-
mannian curvature tensor of g, A is a 3-tensor
Aijk = −
1
2
(
hliQjkl + h
l
jQilk − h
l
kQijl
)
,(2.9)
where Qijk = Q(ν)(∂iX, ∂jX, ∂kX).
Proof. Taking derivative of the equation G(ν)(ν, ν) = 1, G(ν)(ν, ∂jX) = 0 and using
(2.3) we have
G(ν)(∂iν, ν) = 0,
G(ν)(∂iν, ∂iX) +G(ν)(ν, ∂i∂jX) = 0,
which implies the Weingarten formula (2.6).
To verify the Gauss formula (2.5), it is sufficient to give the explicit formula (2.9)
for A. Denote Γkij the Christoffel symbol with respect to ∇. Taking derivative of
the equation gij = G(ν)(∂iX, ∂jX), we have
∂kgij = G(ν)(∂k∂iX, ∂jX) +G(ν)(∂iX, ∂k∂jX) +Q(ν)(∂kν, ∂iX, ∂jX)(2.10)
= (Γlik + A
l
ik)gjl + (Γ
l
jk + A
l
jk)gil + h
l
kQijl.
Note that Γkij =
1
2
gkl(∂igjl + ∂jgil − ∂lgij). Then (2.9) follows easily from (2.10).
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Taking covariant derivative of the Weingarten formula (2.6) , we have
∇∂j∇∂iν = (h
k
i,j + h
l
iA
k
jl)∂kX + anisotropic normal part .
Then the Codazzi equation (2.8) follows from the symmetry ∇∂j∇∂iν = ∇∂i∇∂jν.
We are remained with the verification of the Gauss equation (2.7). We choose the
normal coordinate at some point p0 with respect to g, such that gij(p0) = δij and
Γkij(p0) = 0. Taking derivative of the Gauss formula (2.5), we have at p0,
∂l∂j∂iX = ∇∂l
[
−hijν + (Γ
k
ij + A
k
ij)∂kX
]
=
[
−hijh
k
l + ∂l(Γ
k
ij + A
k
ij) + A
m
ijA
k
lm
]
∂kX + anisotropic normal part .
Hence
0 = ∂l∂j∂iX − ∂j∂l∂iX(2.11)
=
[
hilh
k
j − hijh
k
l + ∂lΓ
k
ij − ∂jΓ
k
il + ∂lA
k
ij − ∂jA
k
il + A
m
ijA
k
lm − A
m
il A
k
jm
]
∂kX
+ anisotropic normal part .
By definition of Riemannian curvature, at p0,
Rijkl = g(ν)(∇∂k∇∂l∂jX −∇∂l∇∂k∂jX, ∂iX)
= ∂kΓ
i
lj − ∂lΓ
i
kj.
Now it follows from (2.11) that
Rijkl = hikhjl − hilhjk + ∂lAjki − ∂kAjli + A
m
jkAmli −A
m
jlAmki.
Since both sides are tensors, (2.7) holds at every point. We complete the proof. 
Remark 2.1. We see from (2.9) that the 3-tensor A is symmetric in the first two in-
dices, namely, Aijk = Ajik. However, it is not totally symmetric in general. Indeed,
it can be shown that Aijk + Aikj = −h
l
iQljk.
We will compute in the following example the geometry quantities defined above
for the special case M = W. It shows that W plays the same role in relative
geometry as the standard sphere in classical Euclidean geometry.
Example 2.1. Consider the hypersurface M = W ⊂ Rn+1, the Wulff shape. In
this case, the position vector and the unit anisotropic outer normal coincide, i.e.,
X = ν(X) for X ∈ W. Hence ∂iX = ∂iν = h
j
i∂jX, which implies that h
j
i = δij and
in turn, hij = gij. In this case Aijk = −
1
2
Qijk and it is totally symmetric for all the
indices. It is easy to see that
∇∂lQijk = ∇∂kQijl.(2.12)
Hence the Gauss equation (2.7) can be easier written as
Rijkl = gikgjl − gilgjk +
1
4
QmjkQmli −
1
4
QmjlQmki.(2.13)
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The following lemma states that the difference between anisotropic volume form
and induced volume form by g has a natural relationship with the tensor A. It is a
simple but quite important observation in the relative geometry.
Lemma 2.2. Let dVg be the induced volume form of M equipped with g. Assume
that dµ = ϕdVg. Then
∂i logϕ = A
j
ij = g
jkAijk.
Proof. In local coordinates,
ϕ =
Ω(ν, ∂1X, · · · , ∂nX)√
det(g)
.
We compute that
∂i log Ω(ν, ∂1X, · · · , ∂nX)
=
1
Ω(ν, ∂1X, · · · , ∂nX)
n∑
j=1
Ω(ν, ∂1X, · · · , ∂i∂jX, · · · , ∂nX)
= (Γjij + A
j
ij).
On the other hand, since g is a Riemannian metric on M ,
∂i log
√
det(g) =
1
2
gjk∂igjk = Γ
j
ij .
Therefore, we have
∂i logϕ = A
j
ij .

3. Formulation of the anisotropic Minkowski problem
Let M be an n-dimensional closed, strongly convex hypersurface in Rn+1. Since
the map Sn → W : ν¯ 7→ ν = DF 0(ν¯) defines a nondegenerate diffeomorphism
between Sn and W, we easily see that the anisotropic Gauss map ν : M → W is
everywhere nondegenerate diffeomorphism. We can use it reparametrize the convex
hypersurface, i.e.
X :W → M ⊂ Rn+1, X(z) = X(ν−1(z)), z ∈ W.
By virtue of Proposition 2.2, the anisotropic Gauss-Kronecker curvature ofM is pos-
itive. With this parametrization, it can be viewed as a positive function K(ν−1(z))
on the Wulff shape W.
The anisotropic Minkowski problem is the anisotropic version of Minkowski prob-
lem in classical geometry. Namely, it is a problem of prescribing the anisotropic
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Gauss-Kronecker curvature on the anisotropic normals of a closed strongly convex
hypersurface. We state this problem as follows:
Anisotropic Minkowski problem: Given a positive function K on W, is there a
closed strongly convex hypersurface whose anisotropic Gauss-Kronecker curvature
is K as a function on its anisotropic normals?
A necessary condition to this problem is that K must satisfy∫
W
G(z)(z, Eα)
1
K(z)
dµ = 0, ∀α = 1, · · · , n+ 1,(3.1)
where Eα denote the standard α-th coordinate vector in Rn+1. In fact, in view of
(2.4) and by using divergence theorem, we have∫
W
G(z)(z, Eα)
1
K(z)
dµ
=
∫
M
G(ν)(ν, Eα)dµ(M) =
∫
M
G(ν)(ν, Eα)Ω(ν, ∂1, · · · , ∂n)dy
1 · · ·dyn
=
∫
M
Ω(Eα, ∂1, · · · , ∂n)dy
1 · · · dyn =
∫
M
〈ν¯, Eα〉Rn+1dvol(M)
=
∫
M¯
div(Eα)dHn+1 = 0.
Here M¯ is the body enclosed by M , and dvol(M) = Ω(ν¯, ∂1, · · · , ∂n)dy
1 · · · dyn is
the induced volume form of the Euclidean metric in Rn+1.
As in the classical Minkowski problem, we will reduce the solvability of the
anisotropic Minkowski problem to that of a fully nonlinear elliptic equation of a
suitable support function. First of all, let us introduce the anisotropic support
function.
The anisotropic support function of M is defined as
S(z) = sup
y∈M
G(z)(z, y) = G(z)(z,X(z)), for z ∈ W.
We will compute the metric g and the anisotropic second fundamental form h of
M in terms of the anisotropic support function S.
Let z ∈ W. Choose an orthonormal basis {ei}
n
i=1 of TzW = TX(z)M with respect
to the Riemannian metric g. Denote by ∇ the covariant derivative with respect to
g on W. Taking the first covariant derivative of S, we have
∇eiS(z) = G(z)(∇eiz,X(z)) +G(z)(z,∇eiX(z)) +Q(z)(∇eiz, z,X(z))
= G(z)(∇eiz,X(z)),
The last two terms vanish due to (2.2) and (2.3).
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Taking the second covariant derivative of S, by using Gauss formula (2.5) we have
(we compute at normal coordinate of g, namely, ∇eiej = 0)
∇ei∇ejS(z) = eiejG(z)(z,X(z)) = ei(G(z)(ejz,X))
= G(z)(eiejz,X(z)) +G(z)(ejz, eiX) +Q(eiz, ejz,X(z))
= −δijG(z)(z,X(z)) −
1
2
Q(eiz, ejz, ekz)G(z)(ek, X(z))
−G(z)(z, (−hij(X)z)) +Q(eiz, ejz, ekz)G(z)(ek, X(z))
= −δijS(z) + hij(X(z)) +
1
2
Qijk∇ekS(z).
Here we also used the observation in Example 2.1.
For simplicity, we use the abbreviation Si, Sij to denote the covariant derivative
of g. Thus it follows from previous computation that the anisotropic second funda-
mental form of M has the formula
hij(X(z)) = Sij(z)−
1
2
QijkSk(z) + δijS(z), ∀z ∈ W.
To compute the metric g of M , we use the Weingarten formula (2.6),
eiz = g
jk(X)hij(X)∇ekX,
from which we obtain
δij = g(z)(eiz, ejz) = hikg
klhjl.
In turn, we have
gij = hikhjk.
Therefore, the anisotropic principal radii of M are the eigenvalues of
gikh
jk = hij = Sij(z)−
1
2
QijkSk(z) + δijS(z), ∀z ∈ W.
The Gauss-Kronecker curvature is
K(z) =
1
det(Sij(z)−
1
2
QijkSk(z) + δijS(z))
, ∀z ∈ W.
In summary, we have proved the following proposition.
Proposition 3.1. Parametrizing a C2 strongly convex hypersurface M by the in-
verse anisotropic Gauss map overW, we have that the eigenvalue of Sij−
1
2
QijkSk+
Sδij is the anisotropic principle radii of M . In particular, the anisotropic Gauss-
Kronecker curvature of M satisfies
det(Sij −
1
2
QijkSk + Sδij) =
1
K
on W.(3.2)
Conversely, given S a C2 function on W with (Sij −
1
2
QijkSk + δijS) > 0, we
are able to find a strongly convex hypersurface such that its anisotropic support
function is S.
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Proposition 3.2. Any function S ∈ C2(W) with (Sij −
1
2
QijkSk + Sδij) > 0 is an
anisotropic support function of a C2 strongly convex hypersurface M in Rn+1.
Proof. We extend S to be a homogeneous function of degree one in Rn+1 \ {0} by
setting S(x) = F (x)S
(
x
F (x)
)
. Denote by ∇(Rn+1,G) be the covariant derivative of
R
n+1 equipped with the metric G. Define
M =
{
∇(Rn+1,G)S(x)|x ∈ R
n+1 \ {0}
}
.
Let en+1 = z be the position vector of W and {e1, · · · , en} is a local orthonormal
frame field with respect to g on W such that {e1, · · · , en+1} is a positive oriented
orthonormal frame field with respect to G in Rn+1. Then it follows from the homo-
geneity of S that for y ∈M , there exists z ∈ W, such that
y = y(z) = ∇(Rn+1,G)S(z) = ∇eiS(z)ei(z) + S(z)en+1(z).(3.3)
It is clear that
ei(en+1) = ei, ei(ej) = ∇eiej −
1
2
Qijkek − δijen+1.(3.4)
Using (3.4), we compute the derivative of y on W ( at normal coordinates, namely,
∇eiej = 0),
ej(y) = ejei(S)ei + viej(ei) + ej(S)en+1 + Sej(en+1)(3.5)
= Sijei + Si(−
1
2
Qijkek − δijen+1) + Sjen+1 + Sej
= (Sij −
1
2
QijkSk + δijS)ei.
Since (Sij −
1
2
QijkSk + δijS) > 0 by assumption, (3.5) implies that the tangent
space of M at y(z) is span{e1(z), · · · , en(z)}. Hence en+1(z) = z is the anisotropic
normal at y(x). Now {e1, · · · , en, z} gives an orientation of M . Also the map
y(z) = ∇eiS(z)ei(z) + S(z)en+1(z) is globally invertible and M is an embedded
hypersurface in Rn+1.
In view of (3.3), S(z) = G(z)(z, y(z)). It follows from the previous computation
that the anisotropic principle curvatures at y(z) are the reciprocals of the eigenvalues
of (Sij−
1
2
QijkSk+δijS) > 0. Therefore,M is strongly convex and S is its anisotropic
support function. 
By virtue of Proposition 3.1 and 3.2, the solvability of the anisotropic Minkowski
problem is reduced to that of the equation (3.2) on the Wulff shape W under the
condition thatK ∈ Ck(W), k ≥ 2, K > 0 and satisfies the equation (3.1). Therefore,
to prove Theorem 1.1, it is equivalent to prove the solvability of the equation (3.2).
Definition 3.1. We call a solution S of (3.2) is an admissible solution if the n×n
matrix Sij −
1
2
QijkSk + Sδij is positive definite.
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Theorem 3.1. Let F be a Minkowski norm in Rn+1. Let K be a positive function in
Ck(W) with k ≥ 2 and satisfy the condition (3.1). Then we can find an admissible
solution S ∈ Ck+1,α(W)(∀0 < α < 1) to the equation (3.2). If there exist two
admissible solutions S and S˜ to (3.2), then there exist some constants c1, · · · , cn+1,
such that
S(z)− S˜(z) =
n+1∑
α=1
cαG(z)(z, E
α).
We will use the method of continuity to find an admissible solution of (3.2). In
the next section, we prove the a priori estimates for the equation (3.2).
4. A priori estimates
In this section, we shall establish the a priori estimates for the admissible solution
to the equation (3.2). We will frequently use the symmetric function σn(uij) =
det(uij).
In view of the Gauss formula (2.5), we have for z ∈ W ⊂ Rn+1,
zij = −zδij −
1
2
Qijkzk.
Hence
(G(z)(z, Eα))ij =
1
2
Qijk(G(z)(z, E
α))k −G(z)(z, E
α)δij ,
which implies
LS(G(z)(z, E
α)) = 0.(4.1)
Hence for constants {aα}
n+1
α=1, the function L(z) = aαG(z)(z, E
α), z ∈ W ⊂ Rn+1,
satisfies
Lij −
1
2
QijkLk + Lδij = 0.
Thus for a solution S of (3.2), S + L is also a solution. Such an observation allows
us to restrict S to satisfy the following orthogonal condition∫
W
G(z)(z, Eα)S(z)dµ = 0 ∀α = 1, 2, · · · , n+ 1.(4.2)
This orthogonal condition means that the origin lies in the interior of the convex
body enclosed by M .
Under the restriction (4.2), we are able to prove the following a priori estimates.
Theorem 4.1. For each integral k ≥ 1 and α ∈ (0, 1), there exist a constant C,
depending on n, k, α, ‖K‖Ck(W), infWK, ‖F‖Ck+3(W), such that
‖S‖Ck+1,α(W) ≤ C,
for all admissible solutions of (3.2) satisfying the condition (4.2).
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We remark that the norm of S in this paper are all with respect to the metric
g = G|W on W.
4.1. C0 estimate. We first establish a uniform positive lower bound and upper
bound for S. Since (4.2) means that the origin lies in the interior of the convex
body enclosed by M , in order to obtain the bounds for S, it is sufficient to find the
bound for the anisotropic inner and outer radius of M relative to W.
The anisotropic inner radius of M relative to W is defined as
r(M) := sup{t > 0 : tW + y ⊂ K for some y ∈ Rn+1},
and the anisotropic outer radius of K relative to W is defined as
R(M) := inf{t > 0 : K ⊂ tW + y for some y ∈ Rn+1}.
Lemma 4.1. Let M be a compact convex C2 hypersurface in Rn+1 and K be its
anisotropic Gauss-Kronecker curvature function defined on W. Then
1
2
m1 ≤ r(M) ≤ R(M) ≤
1
2
m2,
where
m1 = 2|W|
− 1
n
(∫
W
1
K(z)
dµ
)n+1
n
(
inf
y∈W
∫
W
1
K(z)
max{0, G(z)(z, y)}dµ
)−1
,
m2 = 2
1
n+ 1
|W|−
1
n
(∫
W
1
K(z)
dµ
)−1
·
(
inf
y∈W
∫
W
1
K(z)
max{0, G(z)(z, y)}dµ
)n+1
n
,
and |W| is the standard n-dimensional volume of W. In particular, if S is an
admissible solution of (3.2) on W and satisfies (4.2), then
0 < m1 ≤ S ≤ m2.
Proof. Since the origin lies in the interior of M , we can find p0 ∈ M with R0 :=
F (p0) = maxp∈M F (p), set p¯0 =
p0
F (p0)
∈ W. It is easy to see that M ⊂ R0W. Hence
R(M) ≤ R0. The support function S at z ∈ W satisfies
S(z) = sup
y∈M
G(z)(z, y) ≥ max{0, G(z)(z, p0)} = R0max{0, G(z)(z, p¯0)}.
Denote f = 1
K
. By multiplying f and integrating over W, we have
R(M) ≤ R0 ≤
(∫
W
f(z)S(z)dµ
)(∫
W
f(z)max{0, G(z)(z, p¯0)}dµ
)−1
.(4.3)
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In view of (2.4), we have a Minkowski formula,∫
W
f(z)S(z)dµ =
∫
M
S(ν(X))dµ(M)(4.4)
=
∫
M
G(ν)(ν,X)Ω(ν, ∂1, · · · , ∂n)dy
1 · · · dyn
=
∫
M
Ω(X, ∂1, · · · , ∂n)dy
1 · · · dyn = (n+ 1)V ol(M¯).
The anisotropic isoperimetric inequality (see Busemann [Bu]) tells that
V ol(M¯) ≤
1
n + 1
|W|−
1
n |M |
n+1
n
F =
1
n + 1
|W|−
1
n
(∫
W
f(z)dµ
)n+1
n
.(4.5)
Combining (4.3), (4.4) and (4.5), we obtain the upper bound of R(M),
R(M) ≤ |W|−
1
n
(∫
W
f(z)dµ
)n+1
n
(
inf
y∈W
∫
W
f(z)max{0, G(z)(z, y)}dµ
)−1
.
Next we want to find the positive lower bound of r(M). Since M¯ is enclosed in a
rescaled Wulff shape with radius R(M), we have
V ol(M¯) ≤
1
n + 1
|W|R(M)n+1.(4.6)
It follows from (4.3), (4.4) and (4.6) that
R(M) ≥ |W|−
1
n
(
inf
y∈W
∫
W
f(z)max{0, G(z)(z, y)}dµ
) 1
n
,(4.7)
and then
V ol(M¯) ≥
1
n+ 1
|W|−
1
n
(
inf
y∈W
∫
W
f(z)max{0, G(z)(z, y)}dµ
)n+1
n
.(4.8)
Recalling an inequality by Ben Andrews [An], Proposition 5.1, which is a conse-
quence of the Diskant inequalities,
r(M) ≥
V ol(M¯)
|M |F
=
V ol(M¯)∫
W
f(z)dµ
.(4.9)
Combining (4.8) and (4.9), we get the positive lower bound of r(M),
r(M) ≥
1
n + 1
|W|−
1
n
(∫
W
f(z)dµ
)−1
·
(
inf
y∈W
∫
W
f(z)max{0, G(z)(z, y)}dµ
)n+1
n
.
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Now it is easy to derive the upper and positive lower bound of S in terms of r(M)
and R(M). In fact, it follows from Schwarz inequality that
S(z) = G(z)(z,X(z)) ≤ F (z)F (X(z)) ≤ 2R(M), ∀z ∈ W.(4.10)
On the other hand, for any z ∈ W, let t(z) > 0 be the number such that t(z)z ∈ M .
It follows from the difinition of r(M) that 2r(M) ≤ supz∈W t(z). Consequently,
S(z) = sup
y∈M
G(z)(z, y) ≥ G(z)(z, t(z)z) = t(z) ≥ 2r(M), ∀z ∈ W.(4.11)

4.2. C1 estimate. The next step is a priori C1 estimate for S. Such estimate is not
necessary in the classical Minkowski problem, since there the C2 estimate is more
direct. However, for the equation (3.2), the gradient term in the determinant causes
problem, which cannot be solved until we have the C1 estimate first. Therefore, in
the anisotropic Minkowski problem, the C1 estimate seems necessary.
Lemma 4.2. Let S be an admissible solution of (3.2) onW. Let f = 1
K
. Then there
exists a constant C, depending on n,m1, m2,max f,max |∇f
1
n |, ‖F‖C4(W), such that
|∇S| ≤ C.(4.12)
Proof. Suppose that |∇S| ≥ 1, otherwise, we are done. Denote uij = Sij−
1
2
QijkSk+
δijS and F
ij = ∂σn
∂uij
(uij). We know that F
ij is an elliptic operator at an admissible
solution.
Let W = log |∇S|2 + eα(m2−S), with α > 0 to be chosen later. Suppose that W
attains its maximum at point z0 ∈ W. Choose an orthonormal basis at z0 such that
uij is diagonal. It is clear that F
ij is also diagonal at z0.
Then at z0, we have
0 =Wi =
|∇S|2i
|∇S|2
− αeα(m2−S)Si =
2SkSki
|∇S|2
− αeα(m2−S)Si,(4.13)
0 ≥ F ijWij = F
ij 2SlSlij + 2SkiSkj
|∇S|2
−
F ij|∇S|2i |∇S|
2
j
|∇S|4
(4.14)
−αeα(m2−S)F ijSij + α
2eα(m2−S)F ijSiSj .
Notice that
F iiuii = f, F
iiuiik = fk.(4.15)
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Using (4.13) and (4.15), we estimate the second term in (4.14) as follows,
−
F ij|∇S|2i |∇S|
2
j
|∇S|4
= −F iiαeα(m2−S)Si
2SkSki
|∇S|2
(4.16)
= −2αeα(m2−S)
F iiSiSk(uki +
1
2
QiklSl − δkiS)
|∇S|2
≥ −2αeα(m2−S)(f + C1F
iiSi) + 2αe
α(m2−S)
SF iiS2i
|∇S|2
≥ −2αeα(m2−S)(f +
α
4
F iiS2i +
C2
α
∑
i
F ii),
where we dropped the term 2αeα(m2−S)
SF iiS2i
|∇S|2
since it is positive, while used the
Ho¨lder inequality for the term F iiSi.
Observe that
Slij = Sijl +RmijlSm,(4.17)
F ijSkiSkj ≥ 0.(4.18)
By employing (4.13), (4.15), (4.16), (4.17) and (4.18) in (4.14), we obtain that
0 ≥ F ijWij ≥
2F ijSl(uij +
1
2
QijkSk − δijS)l
|∇S|2
− C3e
α(m2−S)
∑
i
F ii(4.19)
−αeα(m2−S)F ij(uij +
1
2
QijkSk − δijS)
+
1
2
α2eα(m2−S)F iiS2i − 2αe
α(m2−S)f
≥ −2
|∇f |
|∇S|
− 3αeα(2m2−S)f + (αS − C4)e
α(m2−S)
∑
i
F ii
+
1
2
α2eα(m2−S)F iiS2i .
Choose α large, such that αm1 − C4 ≥ 1. Note that
∑
iF
ii ≥ 1 (see [Gu]). It
follows from (4.19) that
∑
i
F ii(1 + S2i ) ≤ 2
|∇f |
|∇S|
+ 3αeα(m2−S)f(4.20)
≤ 2max |∇f |+ 3αeαm2 max f.
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On the other hand, by using G˚arding inequality (see G˚arding [Ga]), we see that
∑
i
F ii(1 + S2i ) ≥ n
(∏
i
uii
)n−1
n
(∏
i
(1 + S2i )
) 1
n
(4.21)
≥ nf
n−1
n (1 + |∇S|2)
1
n .
Putting (4.21) into (4.20), we conclude that
|∇S| ≤ C(n,m1, m2,max f,max |∇f
1
n |, ‖F‖C4(W)).

4.3. C2 estimate. The C2 estimate for the classical Minkowski problem is somehow
direct and fine due to the structure of its equation. In particular, it involves the exact
formula of Gauss equation. In our problem the gradient term in the determinant also
brings troubles. We brings here some idea from Yau’s proof [Ya] in Calabi conjecture
and Guan-Li’s proof [GL] for more general complex Monge-Ampe´re equations to our
equation. It avoids the use of explicit formula for Gauss equation.
Lemma 4.3. Let S be an admissible solution of (3.2) on W . Let f = 1
K
. Then
there exists a constant C, depending on n,m1, m2, ‖f‖C2,min f, ‖F‖C5(W), such that
|∇2S| ≤ C.(4.22)
Proof. Let F¯(uij) = log σn(uij) and u
ij be the inverse matrix of uij. Then
F¯ ij = fuij, F¯ ij,kl = −uikujl.(4.23)
For an admissible solution S, 0 < 2σ2(uij) = (
∑
i uii)
2 −
∑
i,j |uij|
2. In view of
Lemma 4.1 and 4.2, to bound |∇2S|, it is sufficient to bound ∆S from above. Here
∆ denotes the Laplace operator with respect to g. We may assume that ∆S ≥ C
for some C > 0.
Let Φ = log(a + ∆S) + eβ(m2−S) with a = supW | −
1
2
QiikSk + nS|, β > 0 to be
chosen later. Suppose that Φ attains its maximum at point z0 ∈ W. Choose the
orthonormal basis at z0 such that uij is diagonal. Clearly F¯
ij is also diagonal at z0.
Then we have
Φi =
(∆S)i
a+∆S
− βeβ(m2−S)Si = 0,(4.24)
0 ≥ F¯ ijΦij =
F¯ ii(∆S)ii
a +∆S
−
F¯ ii(∆S)2i
(a+∆S)2
− βeβ(m2−S)F¯ iiSii + β
2eβ(m2−S)F¯ iiS2i(4.25)
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We estimate the term F¯ ii(∆S)ii and F¯
ii(∆S)2i by using (4.24) as follows.
F¯ ii(∆S)ii = F¯
ii(Siikk +Riem ∗ ∇
2S +∇Riem ∗ ∇S)(4.26)
≥ F¯ ii(uii +
1
2
QiilSl − S)kk − C5
∑
i
F¯ ii(|∇2S|+ |∇S|)
≥ ∆f − F¯ ij,rsuijkursk +
1
2
Qiil(∆S)l − C6
∑
i
F¯ ii(|∇2S|+ |∇S|)
≥ uiiujju2ijk + βe
β(m2−S)
1
2
QiilSl(a+∆S)− C7
∑
i
F¯ ii∆S − C8(1 +
∑
i
F¯ ii).
Here and in the following we use Riem to denote the Riemannian tensor of g and
the notation ∗ to denote scalar contraction of two tensors by g.
F¯ ii(∆S)2i = F¯
ii(Sikk +Riem ∗ ∇S)
2(4.27)
≤ F¯ iiS2ikk + C9F¯
ii|Sikk|+ C10
∑
i
F¯ ii
≤ F¯ iiS2ikk + C9F¯
ii
(
(a+∆S)|Si|βe
β(2m2−S) + |Riem ∗ ∇S|
)
+ C10
∑
i
F¯ ii
≤ F¯ iiS2ikk + C11(βe
β(m2−S)|Si|∆S + 1)
∑
i
F¯ ii.
Since
Sikk = uikk + (
1
2
QiklSl − Sδik)k,
we have
S2ikk − u
2
ikk = 2uikk(
1
2
QiklSl − Sδik)k + (
1
2
QiklSl − Sδik)
2
k(4.28)
= 2Sikk(
1
2
QiklSl − Sδik)k − (
1
2
QiklSl − Sδik)
2
k
= 2
(
(a+∆S)βeβ(m2−S)Si +Riem ∗ ∇S
)
(
1
2
QiklSl − Sδik)k − (
1
2
QiklSl − Sδik)
2
k
≤ C12(1 + βe
β(m2−S)|Si|)
(
(∆S)2 +∆S + 1
)
.
Now using (4.27) and (4.28), we obtain
F¯ ii(∆S)2i
(a +∆S)2
≤
F¯ iiS2ikk
(a+∆S)2
+ C13(βe
β(m2−S)|Si|+ 1)
∑
i
F¯ ii(4.29)
≤
F¯ iiu2ikk
(a +∆S)2
+ C14(βe
β(m2−S)|Si|+ 1)
∑
i
F¯ ii
≤
F¯ iiu2ikk
(a +∆S)2
+
1
2
C14β
3
2 eβ(m2−S)F¯ iiS2i +
1
2
C14β
1
2 eβ(m2−S)
∑
i
F¯ ii + C14
∑
i
F¯ ii.
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In the last inequality, we used the Ho¨lder inequality.
We estimate the term F¯ iiu2ikk by Cauchy-Schwarz inequality,
F¯ iiu2ikk ≤
∑
i,j,k
uii(ujju
jju2ijk)(4.30)
≤
∑
j
ujj
∑
i,j,k
uiiujju2ijk
≤ (a+∆S)
∑
i,j,k
uiiujju2ijk.
It follows from (4.26), (4.29) and (4.30) that
F¯ ii(∆S)ii
a+∆S
−
F¯ ii(∆S)2i
(a +∆S)2
≥ βeβ(m2−S)
1
2
F¯ iiQiilSl − C15β
3
2 eβ(m2−S)F¯ iiS2i(4.31)
−C16β
1
2 eβ(m2−S)
∑
i
F¯ ii − C17
∑
i
F¯ ii.
We also have
−βeβ(m2−S)F¯ ijSij = −βe
β(m2−S)F¯ ii(uii +
1
2
QiilSl − S)(4.32)
≥ −βeβ(m2−S)f − βeβ(m2−S)
1
2
F¯ iiQiilSl +m1βe
β(m2−S)
∑
i
F¯ ii,
where m1 is the uniform positive bound of S in Lemma 4.1.
Therefore, by combining (4.25), (4.31) and (4.32), we get
0 ≥ eβ(m2−S)(m1β − C16β
1
2 − C18)
∑
i
F¯ ii(4.33)
+eβ(m2−S)(β2 − C15β
3
2 )F¯ iiS2i − C19.
Choose β large enough in (4.33), we obtain∑
i
F¯ ii ≤ C,(4.34)
where C depends on m1, m2, ‖f‖C2, ‖S‖C1, ‖F‖C5(W).
Recall the following elementary inequality (see Yau [Ya]),∑
i λi∏
i λi
≤
(∑
i
λ−1i
)n−1
for λi > 0, ∀i = 1, · · · , n.
Since F¯ ii = uii = u−1ii , det(uii) = f we use the previous inequality by λi = uii and
(4.34) to get ∑
i
uii ≤ C20
∏
i
uii ≤ C21
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which implies
∆S ≤ C
where C depends on m,M, ‖f‖C2, ‖S‖C1, ‖F‖C5(W). Note that our computation is
only valid at the maximum point z0 of Φ. Nevertheless, we have
Φ ≤ Φ(z0) = log(a+∆S(z0)) + βe
β(m2−S(z0)) ≤ C,
which yields the C2 estimate for S at every point. 
Proof of Theorem 4.1: Once we have C2 estimate, Theorem 4.1 follows from the
Evans-Krylov theorem and the standard elliptic theory. 
5. Openness and proof of Theorem 3.1
By virtue of Theorem 4.1, we can assume that K ∈ C∞(W). We will use the
method of continuity to prove Theorem 3.1. To be precise, let
1
Kt
=
t
K
+ (1− t) ∀0 ≤ t ≤ 1.
It is easy to see that Kt > 0 and satisfies (3.1). Define
S = {t ∈ [0, 1]| det(Sij −
1
2
QijkSk + Sδij) =
1
Kt
has an admissible solution on W}.
Clearly, 0 ∈ S since W has anisotropic Gauss curvature 1 (see Example 2.1). We
will apply the implicit function theorem to (3.2) to prove the openness of the set S.
Proposition 5.1. The set S is open in [0, 1].
To prove the openness of S, we shall study the linearized operator of S 7→ det(Sij−
1
2
QijkSk + Sδij).
Denote uij = Sij −
1
2
QijkSk + Sδij . Let LS be the linearized operator of S 7→
det(uij), namely,
LS(v) =
∂σn
∂uij
(uij)(vij −
1
2
Qijkvk + vδij)
for any v ∈ C∞(W). The following proposition shows that LS is a self-adjoint
operator.
Lemma 5.1. For any S, v, w ∈ C2(W), we have∫
W
wLS(v)dµ =
∫
W
vLS(w)dµ.
Proof. From the Gauss equation (2.13), we have
Sijk − Sikj = RpijkSp = Sjδik − Skδij +
1
4
(QijmQmkp −QikmQmjp)Sp.(5.1)
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By using (2.12), namely Qijk,l = Qilk,j and (5.1), we see that
uijk − uikj =
1
4
(QijmQmkp −QikmQmjp)Sp −
1
2
QijmSmk +
1
2
QikmSmj(5.2)
= −
1
2
Qijm(umk − Smk − Sδmk) +
1
2
Qikm(umj − Smj − Sδmj)
−
1
2
QijmSmk +
1
2
QikmSmj
=
1
2
Qikmumj −
1
2
Qijmumk.
By definition,
σn(uij) =
1
n!
n∑
i1,···in=1,
j1,··· ,jn=1
δi1···inj1···jnui1j1 · · ·uinjn.
∂σn
∂uij
(uij) =
1
(n− 1)!
n∑
i1,···in−1=1,
j1,··· ,jn−1=1
δ
i1···in−1i
j1···jn−1j
ui1j1 · · ·uin−1jn−1 .
Here δi1···inj1···jn denotes the Kronecker symbols, i.e., it equals to 1 (−1 reps.) if (i1 · · · in)
is an even (odd reps.) permutation of (j1 · · · jn) and it equals to 0 in other cases.
Thus using the antisymmetry of the Kronecker symbols and (5.2), we obtain
n∑
j=1
(
∂σn
∂uij
(uij)
)
j
(5.3)
=
1
2(n− 1)!
n∑
i1,···in−1=1,
j,j1,··· ,jn−1=1
(n− 1)δ
i1···in−1i
j1···jn−1j
(ui1j1j − ui1jj1)ui2j2 · · ·uin−1jn−1
=
1
2(n− 2)!
n∑
i1,···in−1=1,
j,j1,··· ,jn−1=1
δ
i1···in−1i
j1···jn−1j
(
1
2
Qi1jmumj1 −
1
2
Qi1j1mumj
)
ui2j2 · · ·uin−1jn−1 .
We assume uij is diagonal at some point p0, i.e., uij = λiδij . We will use the
notation P (1, · · · , n) to denote the permutation group of {1, · · · , n} and similarly,
P (1, · · · , iˆ, · · · , n) the permutation group of {1, · · · , n} without index i.
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Then at the point p0, (5.3) reduces to
n∑
j=1
(
∂σn
∂uij
(uij)
)
j
(5.4)
=
1
2(n− 2)!
n∑
j,i1,j1=1
δi1ij1j
(
1
2
Qi1jj1λj1 −
1
2
Qi1j1jλj
) ∑
(i2,··· ,in−1)∈
P (1,··· ,ˆi,iˆ1,··· ,n)
λi2 · · ·λin−1
=
1
2(n− 2)!
n∑
j=i,j1=i1 6=i
(
1
2
Qi1ii1λi1 −
1
2
Qi1i1iλi
) ∑
(i2,··· ,in−1)∈
P (1,··· ,ˆi,iˆ1,··· ,n)
λi2 · · ·λin−1
+
1
2(n− 2)!
∑
j1=i,j=i1 6=i
(−1)
(
1
2
Qi1i1iλi −
1
2
Qi1ii1λi1
) ∑
(i2,··· ,in−1)∈
P (1,··· ,ˆi,iˆ1,··· ,n)
λi2 · · ·λin−1
=
1
(n− 2)!
∑
(i2,··· ,in−1)∈
P (1,··· ,ˆi,iˆ1,··· ,n)
(
1
2
Qi1ii1λi1 · · ·λin−1 −
1
2
Qi1i1iλiλi2 · · ·λin−1
)
.
On the other hand, at p0, we have
∂σn
∂uij
(uij) =
1
(n− 1)!
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
λi1 · · ·λin−1δij .(5.5)
Recall from Lemma 2.2 that dµ = ϕdVg and ϕi =
1
2
∑n
k=1Qikkϕ. By combining
(5.4) and (5.5), we obtain at p0,(
∂σn
∂uij
(uij)
)
j
viϕ+
∂σn
∂uij
(uij)
(
viϕj +
1
2
Qijkvkϕ
)
(5.6)
=
1
(n− 2)!
n∑
i=1
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
(
1
2
Qi1ii1λi1 · · ·λin−1 −
1
2
Qi1i1iλiλi2 · · ·λin−1
)
viϕ
+
1
(n− 1)!
n∑
i=1
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
λi1 · · ·λin−1
(
vi(−
1
2
n∑
k=1
Qikkϕ) +
n∑
k=1
1
2
Qiikvkϕ
)
.
It is easy to see that the second term in the right hand side of (5.6) can be viewed
as
1
(n− 1)!
n∑
i=1
∑
k 6=i
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
λi1 · · ·λin−1
(
vi(−
1
2
n∑
k=1
Qikkϕ) +
n∑
k=1
1
2
Qiikvkϕ
)
.(5.7)
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A simple computation shows that
(n− 1)
n∑
i=1
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
1
2
Qi1ii1λi1 · · ·λin−1viϕ(5.8)
=
n∑
i=1
∑
k 6=i
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
1
2
Qikkλi1 · · ·λin−1viϕ.
(n− 1)
n∑
i=1
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
1
2
Qi1i1iλiλi2 · · ·λin−1viϕ(5.9)
=
n∑
i=1
∑
k 6=i
∑
(i1,··· ,in−1)∈
P (1,··· ,ˆi,··· ,n)
1
2
Qiikλi1 · · ·λin−1vkϕ.
Substituting (5.7), (5.8) and (5.9) into (5.6), we see that(
∂σn
∂uij
(uij)
)
j
viϕ+
∂σn
∂uij
(uij)
(
viϕj +
1
2
Qijkvkϕ
)
= 0.(5.10)
Since at every point we can choose a local normal coordinate such that uij is diagonal,
(5.10) holds for any points in W.
With the help of (5.10), we are easy to achieve the lemma. Indeed, integrating
by parts, we have∫
W
wLS(v)dµ
=
∫
W
w
∂σn
∂uij
(uij)(vij −
1
2
Qijkvk + vδij)ϕdVg
= −
∫
W
∂σn
∂uij
(uij)wivjϕdVg +
∫
W
∂σn
∂uij
(uij)δijwvϕdVg
−
∫
W
w
{(
∂σn
∂uij
(uij)
)
j
viϕ+
∂σn
∂uij
(uij)
(
viϕj +
1
2
Qijkvkϕ
)}
dVg
= −
∫
W
∂σn
∂uij
(uij)wivjdµ+
∫
W
∂σn
∂uij
(uij)δijwvdµ,
which is symmetric in w and v. We finish the proof of Lemma 5.1. 
The following is an immediate consequence of Lemma 5.1. It also generalizes
the necessary condition (3.1) to any functions S ∈ C2(W), not just the anisotropic
support function for some convex hypersurface.
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Corollary 5.1. Let S ∈ C2(W). Let Eα denote the standard α-th coordinate vector
of Rn+1. For the position vector z ∈ W ⊂ Rn+1, we have∫
W
G(z)(z, Eα) det(Sij −
1
2
QijkSk + Sδij)dµ = 0, ∀α = 1, · · · , n+ 1.
Proof. Recall the equation (4.1),
LS(G(z)(z, E
α)) = 0.
Then it follows from Proposition 5.1 that∫
W
G(z)(z, Eα) det(Sij −
1
2
QijkSk + Sδij)dµ
=
1
n
∫
W
G(z)(z, Eα)LS(S)dµ =
1
n
∫
W
LS(G(z)(z, E
α))Sdµ = 0.

We observe from (4.1) that the function space span{G(z)(z, E1), · · · , G(z)(z, En+1)}
lies in the kernel of LS. Next we show that the kernel of LS contains only the func-
tions in span{G(z)(z, E1), · · · , G(z)(z, En+1)}.
Lemma 5.2. Let v ∈ C2(W) be a function such that LS(v) = 0. Then, v =∑n+1
α=1 aαG(z)(z, E
α) for some constants a1, · · · , an+1.
Proof. We follow the idea of Cheng-Yau’s proof. Let en+1 = z be the position vector
ofW and {e1, · · · , en} is a local orthonormal frame field with respect to g onW such
that {e1, · · · , en+1} is a positive oriented orthonormal frame field with respect to G
in Rn+1. Let {ω1, · · · , ωn+1} be the dual 1-form of {e1, · · · , en+1}, i.e., ω
α(eβ) = δαβ.
Clearly we have
ωn+1|W = 0, ei(en+1) = ei,
ei(ej) = ∇eiej −
1
2
Qijkek − δijen+1.
Consider the vector valued function Z =
∑n
i=1 viei + ven+1. Then v = G(z)(z, Z)
and on W ( we compute at normal coordinates, namely, ∇eiej = 0),
dZ = ej(Z)ω
j = [ejei(v)ei + viej(ei) + ej(v)en+1 + vej(en+1)]ω
j(5.11)
=
[
vijei + vi(−
1
2
Qijkek − δijen+1) + vjen+1 + vej
]
ωj
=
[
(vij −
1
2
Qijkvk + δijv)ei
]
ωj.
Let X =
∑n
i=1 Siei + Sen+1, then the same computation as (5.11) gives
dX =
[
(Sij −
1
2
QijkSk + δijS)ei
]
ωj.
26 CHAO XIA
Consider the (n− 1)-form Ω¯ = X ∧ Z ∧ dZ ∧ dX ∧ · · · ∧ dX , where dX appears
(n− 2) times. Since LS(v) = 0, we see that
dX ∧ Z ∧ dZ ∧ dX ∧ · · · ∧ dX
=
[
∂σn
uij
(uij)(vij −
1
2
Qijkvk + δijv)
]
(Z ∧ e1 ∧ · · · ∧ en)⊗ (ω
1 ∧ · · · ∧ ωn) = 0.
Hence we have
0 =
∫
W
dΩ¯ =
∫
W
X ∧ dZ ∧ dZ ∧ dX ∧ · · · ∧ dX.
The same argument as in [CY], Page 507, leads to the conclusion that
vij −
1
2
Qijkvk + δijv = 0 ∀i, j = 1, · · · , n.
Thus Z is constant due to (5.11) and can be written as Z = aαE
α for some constants
aα. Consequently,
v = G(z)(z, Z) = aαG(z)(z, E
α).

Now we are ready to prove Proposition 5.1 and then Theorem 3.1 and 1.1.
Proof of Proposition 5.1: Without loss of generality, we assume that S satisfies
(4.2). By virtue of Proposition 4.1 we may further assume that K ∈ C∞(W).
Let Hm(W) be the Sobolev space of W with the Riemannian metric g. Choose
m sufficient large such that Hm(W) ⊂ C4(W). Consider LS as a bounded lin-
ear map from Hm+2(W) to Hm(W). It follows from Lemma 5.2 that Ker(LS) =
span{G(z)(z, E1), · · · , G(z)(z, En+1)}. On the other hand, LS is self-adjoint due to
Lemma 5.1. Hence by the standard Hilbert space theory, we have
Image(LS) = Ker(L
∗
S)
⊥ = span{G(z)(z, E1), · · · , G(z)(z, En+1)}⊥.
Consequently, for any f ∈ Hm(W) with
∫
G(z)(z, Eα)f(z)dµ = 0, ∀α = 1, · · · , n+
1, we have f ∈ Image(LS), which means LS : H
m+2(W) → Hm(W) is surjective.
The standard implicit function theorem yields that the operator S 7→ det(Sij −
1
2
QijkSk + Sδij) is locally invertible near S, which implies the set S is open. 
Proof of Theorem 3.1: We see from Theorem 4.1 that S is closed. Since S is also open
and non-empty, we conclude that S = [0, 1]. In particular, (3.2) has an admissible
solution on W.
We now turn to the uniqueness part. Assume S and S˜ are two solutions to (3.2).
Denote by U = (uij) = (Sij−
1
2
QijkSk+Sδij) and U˜ = (u˜ij) = (S˜ij−
1
2
QijkS˜k+ S˜δij).
For any n × n symmetric matrices W1, · · · ,Wn. Let σn(W1, · · · ,Wn) denote the
complete polarization of σn, i.e.,
σn(W1, · · · ,Wn) =
1
n!
∂n
∂λ1 · · ·∂λn
∣∣
λ1=···=λn=0
(σn(λ1W1 + · · ·+ λnWn)) .
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Clearly,
∂σn
∂uij
(uij)u˜ij = nσn( U, · · · , U,︸ ︷︷ ︸
(n−1) times
U˜).
It follows from Lemma 5.1 that∫
W
Sσn(U˜)dµ =
∫
W
S ·
1
n
LS˜(S˜)dµ(5.12)
=
∫
W
1
n
LS˜(S)S˜dµ =
∫
W
S˜σn(U˜ , · · · , U˜ , U)dµ.
In the same way, we have∫
W
S˜σn(U)dµ =
∫
W
Sσn(U, · · · , U, U˜)dµ.(5.13)
Combining (5.12) and (5.13), we obtain
2
∫
W
S
(
σn(U˜)− σn(U, · · · , U, U˜)
)
dµ(5.14)
=
∫
W
[
S˜
(
σn(U, U˜, · · · , U˜)− σn(U)
)
− S
(
σn(U, · · · , U, U˜)− σn(U˜)
)]
dµ.
Recall the G˚arding inequality for the polarizations of σn (see G˚arding [Ga]),
σn(U, · · · , U, U˜) ≥ σ
1
n
n (U˜)σ
n−1
n
n (U),(5.15)
with the equality holds if and only if U and U˜ are proportional. In view of the
assumption that σn(U) = σn(U˜), we see from (5.15) that the left hand side of (5.14)
is non-positive, whence the right hand side is also non-positive. However, the right
hand side of (5.14) is anti-symmetric with respect to S and S˜, we conclude that
it vanishes. This implies the equality holds in (5.15), and in turn, U and U˜ are
proportional. Since σn(U) = σn(U˜), we obtain that U = U˜ for every point in W. In
particular,
LS(S − S˜) = n(σn(U)− σn(U, · · · , U, U˜)) = 0.
By Lemma 5.2, we conclude that S−S˜ = cαG(z)(z, E
α). The proof is completed. 
Proof of Theorem 1.1: The existence part follows directly from Theorem 3.1 and
Propostion 3.1 and 3.2. Notice that for two hypersurface M and M˜ with the same
anisotropic Gauss-Kronecker curvature,
G(z)(z,M(z) − M˜(z)) = S(M(z))− S˜(M(z)) = cαG(z)(z, E
α).
Therefore, M(z) − M˜(z) = cαE
α, which is a constant vector in Rn+1, namely, M
and M˜ coincide up to a translation. 
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