Introduction
Understanding semiconductor clusters is quite important as they can represent limiting cases in terms of nanotechnologies. The electronic and structural properties of these clusters are often remarkably different from those of bulk materials. However, predicting the properties of these clusters provide strong theoretical challenges. Even moderately sized clusters, e.g. clusters of a dozen atoms or so, can possess a large number of degrees of freedom. As such, numerous possible structures exist, far more than can be inventoried. Moreover, the ground state structures for clusters such as Si n are believed to possess coordination numbers and structures that do not resemble the macroscopic crystal. 1, 2 This follows from an examination of semiconductor surfaces. For example, the (111) cleavage plane of silicon is known to reconstruct to a complex 7 × 7 surface structure. Since silicon clusters of moderate size can be thought of as consisting of all "surface atoms," it is not surprising that they would possess structures far removed from the crystal. Semiconductor clusters like silicon are especially difficult to model as the interatomic potentials cannot be represented by pairwise forces.
3 Since one does not expect a crystalline environment to be an appropriate starting point, determining the ground state structure involves searching large configuration spaces. Because the number of possible configurations grow exponentially with the number of atoms, there are no computationally tractable techniques for determining the ground state for a cluster of more than a few dozen atoms.
Unfortunately, one cannot look to experimental probes for predicting the structure of clusters. At present, few experimental techniques are available for the direct measurement of the structural properties of clusters; only indirect methods exist. For example, one can compare theoretical spectra for given candidate structures to experimental spectra. Provided an accurate theory is used, this approach can often rule out, or rule in, a particular structure. Traditionally, more has been learned about the properties of matter using photon probes than any other means. One might expect this to be true of clusters. For example, photoemission and Raman techniques have been performed on clusters 4, 5 and the analysis of these measurements have been used to predict possible structures by comparing a simulated spectra to the measured spectra. By performing accurate calculations for optical properties, it should also be possible to couple calculations to photoabsorption spectra.
Here we predict the optical response function of Si n clusters for n = 3−10. Initially, we determine the structural properties using a simulated annealing technique with quantum interatomic forces. 7 The forces required in this approach are obtained from the pseudopotential method. Then, we use linear response theory within the time dependent local density approximation (TDLDA) to determine the optical response for the cluster of interest.
8 TDLDA is a natural extension of density functional theory to time dependent processes. Within this approach, the system of interest is allowed to respond to a uniform electric field varying periodically in time. The chief approximation made within TDLDA is the adiabatic approximation, i.e. the electronic coordinates are allowed to respond instantaneously to the applied field.
Structural Properties of Si n Clusters
We use a simulated annealing method based on Langevin dynamics to investigate the structure of Si n clusters. 7 In this form of dynamics, the ionic positions, R j , evolve according to
where F({R j }) is the interatomic force on the j-th particle, and {M j } are the ionic masses. The last two terms on the right hand side of Eq. ( 1) are the dissipation and fluctuation forces, respectively. The dissipative forces are defined by the friction coefficient, γ. The fluctuation forces are defined by random Gaussian variables, {G i }, with a white noise spectrum. Langevin molecular dynamics coupled to the simulated annealing procedure can provide a general tool for complex structural optimization. 7 The temperature can be controlled without rescaling the velocities as is often done in Newtonian molecular dynamics. Energy can exchange into and out of the system as required by the temperature of the heat bath. Simulated annealing need not follow each time step of the "natural evolution" of the physical system. Annealing rates can be significantly faster if the dynamics lead to acceptable "shortcuts" relative to the true evolution of a cluster anneal.
Determining realistic interatomic forces, F, in Eq. (1) is the most demanding issue in implementing Langevin dynamics. We have chosen to determine the forces using density functional theory and pseudopotentials. Within the local density approximation, 9,10 the total ground state energy may be expressed as follows:
where
is the ground state valence charge density where the sum is over occupied states, and ψ n (r) are the ground state wave functions. The force, F α a , on an atom located at R a in the α direction for a finite system is obtained using the Hellmann-Feynman theorem,
The inter-ionic core interaction is simply the point-charge point-charge interaction. A complicating issue is the nonlocality of the pseudopotential. This issue has been discussed elsewhere.
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To obtain quantum forces, we need to compute eigenvalues and eigenvectors of a one-electron Schrödinger equation or the Kohn-Sham equation. 10 We impose a simple uniform grid on our system where the points are described in a finite domain by (
where h is the grid spacing and N is a positive integer. This approximation is accurate to O(h 2N +2 ) upon the assumption that ψ can be approximated accurately by a power series in h around a grid point. Algorithms are available 12 to compute the coefficients C n for an arbitrary order in h.
With the kinetic energy operator expanded as in Eq. 4, one can set up the Schrödinger equation over a grid. A uniform grid over the three dimensions is n = 6 (I) n = 3 n = 4 n = 5 n = 6 (II) n = 7 n = 8 n = 10 n = 9 employed for this purpose, but this is not a necessary assumption. One can obtain ψ(x i , y j , z k ) on the grid by solving the eigenvalue equation:
If there are M grid points, the size of the full matrix resulting from the above eigenvalue problem is M ×M . Here, V ion is the nonlocal ionic pseudopotential, V H is the Hartree potential, and V xc is the local density expression for the exchange and correlation potential. Two parameters used in setting up the matrix are the grid spacing h and the order N .
The full matrix H for these isolated systems is real, symmetric, and sparse. These attributes can be exploited in expediting the diagonalization procedure.
The sparsity of the matrix is a function of the order N to which the kinetic energy is expanded. To solve this eigenvalue problem, we can utilize one of several iterative procedures developed in the literature for sparse matrices.
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Once the electronic structure problem is solved and the interatomic forces are determined, it is straightforward to implement simulated annealing. An initial atomic configuration is chosen and the system is then heated to a high temperature. As the system is cooled, only lower energy structures form. If the anneal is done slowly, one hopes to achieve the ground state structure. Unfortunately, as the cluster size increases the number of configurations with nearly equal energy increases exponentially. In practice, once the size of the cluster exceeds a few dozen atoms, it is quite difficult to anneal to the definitive ground state. In Figure 1 , we present the ground state structures for Si n for n = 3 − 10.
Time Dependent Local Density Approximation Applied to Si n Clusters
To determine the optical spectra of the silicon clusters, we use TDLDA. As compared to other theoretical methods, the TDLDA formalism requires much less computational effort. It can be easily implemented on top of the conventional ab initio electronic structure code. The calculated TDLDA excitation energies and absorption spectra for atoms and metallic clusters are in very good agreement with experiment.
14 However, only a few attempts of TDLDA calculations for semiconductor clusters have been reported.
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Within TDLDA, the electronic transition energies Ω n are obtained from the solution of the following eigenvalue problem:
where ω ijσ = jσ − iσ are the Kohn-Sham transition energies, f ijσ = n iσ − n jσ are the differences between the occupation numbers of the i-th and j-th states, the eigenvectors F n are related to the transition oscillator strengths, and K ijσ,klτ is a coupling matrix given by:
where i, j, σ are the occupied state, unoccupied state, and spin indices respectively, φ(r) are the Kohn-Sham wave functions, and v xc (r) is the LDA exchange-correlation potential.
In all stages of our calculations, we carefully tested convergence with respect to the size of the boundary domain, the grid spacing, and the total number of one-electron states included. During structural annealing clusters were deposited inside a spherical domain with a radius of R = 13 a.u. The mesh size of the imposed real-space grid was chosen to be h = 0.7 a.u. Since TDLDA calculations are sensitive to the boundary conditions, 14 for calculations of absorption spectra we increased the radius of the boundary sphere up to R = 21 a.u., and used a grid spacing of h = 0.8 a.u. For all clusters considered, the number of unoccupied one-electron states included in the TDLDA calculations was taken to be at least 3 to 5 times greater than the number of occupied states.
The calculated TDLDA absorption spectra for Si n clusters with n = 3− 10 are shown in Fig. 2 . To simulate finite temperature, we applied a Gaussian broadening of 0.1 eV. For comparison, we also included in Fig. 2 the spectra of time-independent Kohn-Sham eigenvalues. In all cases we found that the TDLDA spectra display a significant "blue shift" with respect to the KohnSham eigenvalue spectra. The difference becomes more profound as the size of the cluster increases. Our calculations also predict a substantial variety of the spectral shapes and peak positions for different Si n clusters. It implies that clusters can be identified by their absorption spectra. Similar observations have recently been made elsewhere.
15,16
We find that the TDLDA spectra for Si n clusters exhibit long absorption tails, which extend deep into the region of the lower transition energies. This is also true for GaAs clusters. 16 Such behavior is noticeably absent in the optical absorption of semiconductor quantum dots 17, 18 and cannot be described in terms of a simple quantum confinement theory.
19 Quantum dots are truncated fragments of the bulk structure which are passivated at the boundaries.
18
Unlike clusters considered in this work, they do not possess free surfaces. On this basis, and by comparisons to other bare clusters, 16 we believe that the low energy absorption can be attributed to the existence of free surfaces in clusters. These results appear to be consistent with the calculations for the static polarizabilities of semiconductor clusters, which also show a significant contribution to the cluster polarizabilities from surface effects. 
