Abstract-Sparse digital filters are of importance as they offer improved implementation efficiency relative to their nonsparse counterparts. This paper examines the design of minimax sparse IIR filters from a sparse representation point of view. The result is a new algorithm that accomplishes a design with three phasesidentification of the whereabouts of zero coefficients; optimal design subject to the sparsity constraint; and performance enhancement by further dimension reduction of the working subspace. A design example is presented for illustrating the new algorithm. To date, most of the work in this area has been focused on sparse FIR filters, except that of [9] . This paper presents a new algorithm for minimax design of stable sparse IIR filters. The method is different from that of [9] in several ways. First, the new algorithm is built on a linear sparse representation framework. This linear representation is made possible due to the fact that the poles of a sparse IIR filter are very close to those of a nonsparse IIR counterpart as long as both filters approximate the same frequency response, which is in a certain sense similar to an observation made in [16] . Second, here we adopt a constrained formulation to avoid the use of a regularization parameter as in [9] . In this way, the filter's sparsity is explicitly related to the minimax error of the filter, which in turn makes sparsity tuning easier and more intuitive. Third, the new algorithm includes an additional phase to enhance performance by further reduction of the working subspace's dimension and re-optimization. A design example is presented to illustrate the new algorithm.
I. INTRODUCTION
Digital filters with sparse coefficients are of practical importance as they offer improved implementation efficiency relative to their nonsparse counterparts. Research in this area has been active since 1990's [1] - [4] . The surge of research in compressive sensing (CS) over the past several years is largely responsible for the recent renewed activities in sparse filters [5] - [13] due primarily to the fact that sparsity plays a key role in the CS theory [14] and methods developed in CS based on l 1 -minimization and matching pursuit [15] for the recovery of sparse signals are applicable to sparse filter designs.
To date, most of the work in this area has been focused on sparse FIR filters, except that of [9] . This paper presents a new algorithm for minimax design of stable sparse IIR filters. The method is different from that of [9] in several ways. First, the new algorithm is built on a linear sparse representation framework. This linear representation is made possible due to the fact that the poles of a sparse IIR filter are very close to those of a nonsparse IIR counterpart as long as both filters approximate the same frequency response, which is in a certain sense similar to an observation made in [16] . Second, here we adopt a constrained formulation to avoid the use of a regularization parameter as in [9] . In this way, the filter's sparsity is explicitly related to the minimax error of the filter, which in turn makes sparsity tuning easier and more intuitive. Third, the new algorithm includes an additional phase to enhance performance by further reduction of the working subspace's dimension and re-optimization. A design example is presented to illustrate the new algorithm.
II. DESIGN FROM A SPARSE REPRESENTATION

PERSPECTIVE
Consider an IIR transfer function of order (n, r), which assumes the form
If we temporarily fix b(z), we can write the filter's frequency response as
where w k (ω) are known functions and given by
When it comes to sparse IIR filters, the designer is primarily interested in having a sparse set of coefficients {a k } while {b k } remains nonsparse because the denominator b(z) is often of relatively low order and is too critical to impose additional constraints such as sparsity in addition to stability. In the light of (2), therefore, designing a sparse IIR filter amounts to finding a sparse representation of frequency response H(e jω ) in the space spanned by "basis" functions {w k (ω), k = 0, 1, . . . , n} so as to best approximate a desired frequency response
For a minimax design of order (n, r) and a lower bound of sparsity K, one seeks to find an H(z) in (1) that solves the problem
T , and H(e jω ) in (4a) assumes the form of (2).
III. THE DESIGN METHOD
A. Linear representation of H(e jω )
Given a desired frequency response H d (ω) and order (n, r), minimax design of a conventional (i.e. nonsparse) stable IIR filter can readily be carried out [15, Ch. 16] . In our design, the denominator obtained, denoted by b(z), is utilized in (3) to generate the basis functions {w k (ω), k = 0, 1, . . . , n} in (2). There are two reasons for using a fixed denominator in our design: First, from (3a)-(3e) it follows that a fixed b(z) leads to a fixed set of basis functions {w k (ω)}, hence a linear representation of frequency response H(e jω ) in terms of {w k (ω)} as seen in (2) . This linear representation is the foundation on which the new design method is developed, see the rest of the section for details. Second, our design practice based on the new algorithm has indicated that the poles of the sparse filter designed (with both the coefficients of a(z) and b(z) being treated as design variables) practically do not move when compared with the poles of b(z) obtained from a nonsparse design, especially when the order of b(z) is not high. We remark that this phenomenon coincides with an observation made in [16] , although [16] does not deal with sparse filters.
B. Phase 1-Identifying indices of zero coefficients
With a linear representation of H(e jω ) in the space spanned by {w k (ω)} in place, phase 1 of the design identifies an index set I * with length |I * | ≥ K for coefficients {a k } that are most appropriate to be set to zero. Here the term "most appropriate" is understood in a design context, thus it refers to those coefficients whose nullification shall lead to least degradation in the filter's performance. To this end, we seek a sparse {a k } subject to sufficient closeness between H(e jω ) and H d (ω) across the entire region Ω. Note that stability is not an issue here because a stable and fixed b(z) has been used in constructing the basis functions {w k (ω)} (see Sec. 3.A). The index identification problem at hand is formulated as minimize a 1 (5a)
Subjiect to:
where δ > 0 is a small constant to be specified later and a 1 = n i=0 |a i | is the l 1 -norm of a whose minimization promotes a sparse coefficient vector a subject to constraint (5b) [14] .
Since a 1 is a convex function of a and the constraints in (5b) are linear, (5) is a convex problem which can be solved as a second-order cone programming (SOCP) problem as argured below.
Let
where
. . , ω L } be a dense and evenly distributed frequency grids over Ω, it follows from (6) that constraint (5b) may be realistically replaced by
The objective function a 1 is convex but non-differentiable.
To deal with this nonsmoothness, an upper bound σ i for the magnitude of each component of a is introduced as a new design variable. In this way, problem (5) can be re-formulated as
which is a standard SOCP problem [17] that can be solved by using an efficient convex programming solver such as SeDuMi.
The solution of problem (8) is sparse in general, as long as the feasible region defined by (8b) and (8c) is nonempty. The question is whether or not the sparsity constraint (4b) is met by the solution of (8) . It is in this regard the error bound δ in (8c) plays a role: a greater δ defines a larger feasible region which includes increasing number of sparser solutions. Therefore, the designer may use δ as a means to control the degree of sparsity in coefficients {a k } so as to satisfy (4b).
We remark that, in addition to using δ to control solution's sparsity, hard-thresholding with an appropriate threshold value may be applied to the solution of (8) as a final step for fine tuning the exact number of zero coefficients in {a k }. In summary, the result of design phase 1 is an index set
C. Phase 2-Optimum design of sparse IIR filters
With index I * identified, we now revisit problem (4) which can now be expressed more specifically as
subject to:
By substituting (9b) into H(e jω ) in (9a), (9b) is eliminated and the numerator of H(e jω ) becomes
where vectorâ collects the nonzero coefficients of a, and c(ω) andŝ(ω) are vectors respectively with cosine and sine components associated with the nonzero a k 's. Note that the coefficients of denominator b(z) are now treated as a part of design variables. With the notation in (3e), we can write b(e jω ) = b r (ω) − jb i (ω), and the problem at hand becomes
Note that vectorâ is essentially the same as vector a, but with sparsity removed hence its dimension is reduced at least 
D. Phase 3-Performance enhacement
The design may be considered complete as long as both phases 1 and 2 are done. But is there a simple "follow-up" step that for instance generates a filter having more sparse coefficients without considerably degrading approximation accuracy? To address the question, let us take a look at the linear representation of H(e jω ) given by (2) in connection with the design steps in phases 1 and 2: Phase 1 essentially identifies a low-dimensional subspace spanned by basis functions {w k (ω), k ∈ I * } and claims that the design of a stable IIR filter with satisfactory performance can be carried out in that low-dimensional subspace; and Phase 2 actually carries out the design that yields a sparse IIR filter. From this perspective, the question arised above becomes one of identifying a subspace of even lower dimension in which the final design shall be performed. A natural way to further reduce the dimension of the working subspace is to examine the design result from phase 2, namely the optimized coefficient vectorâ, and approximate it with a sparse vectorâ * so as to increase the sparsity of the IIR filter. Evidently, additional steps need to be done to ensure the filter's optimality within the reduced subspace. Specifically, design phase 3 consists of two steps as follows.
1) Apply hard-thresholding with an appropriate threshold to vectorâ obtained from phase 2 to generate more zero coefficients. Bear in mind there is always a tradeoff between the degree of sparsity and performance of the filter in terms of approximation accuracy in both magnitude and phase responses. The critical result of this step is an augmented index set I * * that contains set I * (obtained from phase 1) as a subset. 2) Redo optimization (9) with I * in (9b) replaced by I * * .
IV. A DESIGN EXAMPLE
We illustrate the algorithm described in Sec. III with an example of designing a lowpass IIR filter of order (n, r) = (26, 2) with a sparsity lower bound K = 6 for coefficients {a k }. The desired frequency response is given in terms of normalized passband edge ω p = 0.4π, stopband edge ω a = 0.45π and passband group delay 16. The largest magnitude of poles is required to be less than 0.95.
To prepare basis functions {w k (ω)}, a nonsparse IIR filter of order (26, 2) with the same design specifications was designed using the method in Ch. 16 of [17] . The denominator obtained is given by
which was used to construct {w k (ω)} using (3a)-(3e). A total of L = 200 grid points evenly placed over [0,
were used to form set Ω. With δ = 0.05, SeDuMi was used to solve problem (8) . The solution vector a contains six coefficients whose magnitudes are less than 10 −8 . The indices of these practically zero coefficients are identified to form the index set I * = {2, 4, 9, 11, 23, 25}. We stress that in case the number of (practically) zero coefficients does not meet the required sparsity bound K, constant δ in (8c) may be adjusted to expand the feasible region so as to include more sparse solutions. With I * identified, phase 2 was performed to design a sparse IIR filter with K = 6. The coefficients of numerator a(z) are shown in the left column in Table 1 , the denominator was found to bê
To carry out phase 3, a hard-thresholding with threshold 0.0035 was applied to the coefficients {a k } obtained from phase 2 that yielded two more zeros as seen in the augmented index set I * * = {2, 4, 6, 7, 9, 11, 23, 25}. This index set was used in the second step in phase 3 to solve problem (9) where I * was replaced by I * * . The optimized a * (z) with 8 zero coefficients is shown in the right column in Table 1 , and the optimized denominator is given by
The magnitude of the two poles of the optimized H * (z) = a * (z)/b * (z) was found to be 0.9497, hence the filter is stable. The maximum passband ripple, minimum stopband attenuation, and relative maximum ripple in passband group delay were found to be 0.0255, 31.7625 dB, and 0.1416, respectively. The performance of the IIR filter obtained from phase 2 was quite comparable with that of H * (z), hence H * (z) is considered a favorable design as it is more sparse. The amplitude response of sparse IIR filter H * (z) (solid line) is depicted in Fig. 1 . For comparison, an equivalent nonspase lowpass IIR filter of order (n = 18, r = 2) with the same design specifications (except the passband group delay which was set to 13 for best performance) was designed using a wellestablished method described in Ch. 16 of [17] . The reason to compare H * (z) with a nonsparse IIR filter of order (18, 2) is because they have same number of nonzero coefficients . The maximum passband ripple, minimum stopband attenuation, and relative maximum ripple in passband group delay of the nonsparse IIR filter were found to be 0.0444, 27.0292 dB, and 0.2557. The largest magnitude of the poles was 0.9466. The amplitude response of the equivalent nonsparse IIR filter (dashed line) is shown in Fig. 1 .
It is interesting to note that the denominator b(z) in (11) produced by a nonsparse design for constructing basis functions is practically the same as the denominators obtained in phases 2 and 3 as seen in (12) Comparison of the sparse IIR filter with a minimax linearphase FIR was also made. With ω p = 0.4π and ω a = 0.45π, a 59-tap equiripple FIR filter was designed using the ParksMcClellan algorithm to achieve an amplitude response comparable to that of H * (z) designed above. The phase response of the FIR filter is perfectly linear, but its group delay is 29 compared with 16 offered by the sparse IIR filter. Moreover, with 59 taps the FIR filter requires more multiplications and additions per output relative to the sparse IIR filter which has only 18 nonzero coefficients in a * (z) and 2 non-unity coefficients in b * (z). Based on the numerical evidence given above, we see that sparse IIR filters have the potential to offer good filtering performance as well as implementation efficiency.
V. CONCLUSIONS
We have presented a linear representation for stable IIR filters and, based on this, developed a new algorithm for the design of sparse IIR filters with guaranteed stability. An example is presented to illustrate the design steps of the proposed algorithm and demonstrate its good performance relative to its nonsparse IIR and FIR counterparts. 
