we show that classic error-signaling dopamine neurons also respond to changes in value-neutral sensory features of an expected reward. This suggests that dopamine neurons have access to a wider variety of information than contemplated by the models currently used to interpret their activity and that, while their firing may conform to predictions of these models in some cases, they are not restricted to signaling errors in the prediction of value.
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In the current study, Takahashi et al. show that dopamine neurons signal errors in predicting the sensory features of reward independent of value. These data indicate a broader role for dopaminergic errors in learning than currently proposed.
INTRODUCTION
Midbrain dopamine neurons have been proposed to signal the reward prediction errors defined in model-free reinforcement learning algorithms (Schultz et al., 1997; Sutton, 1988) . This proposal was initially based on observations that these neurons fired more strongly to unpredicted than to predicted reward, suppressed firing on omission of a predicted reward, and developed firing to reward-paired cues with learning (Mirenowicz and Schultz, 1994) . Further work has shown that dopaminergic activity obeys formal predictions for model-free error signals under more complex conditions (Bayer and Glimcher, 2005; Hart et al., 2014; Hollerman and Schultz, 1998; Lak et al., 2014; Pan et al., 2005; Tobler et al., 2003; Waelti et al., 2001) , including in tasks such as blocking and conditioned inhibition, in which experimental conditions are arranged to distinguish between prediction error signals and other possible explanations of such activity. Further, artificially stimulating or inhibiting dopamine neurons for very brief periods is sufficient to mimic the effects of endogenous positive or negative prediction errors (Chang et al., 2016; Steinberg et al., 2013) . This body of work leaves little doubt that brief phasic changes in the activity of dopamine neurons can act like reward prediction errors, at least in some downstream targets and behavioral paradigms (Glimcher, 2011; Schultz, 2002 Schultz, , 2016 .
But are these neurons restricted to signaling the cached-value prediction error proposed to drive model-free reinforcement learning (Clark et al., 2012; Glimcher, 2011; Niv and Schoenbaum, 2008; Schultz, 2002) , or might they signal errors in event prediction more broadly? This is an important question because the cached-value errors in model-free reinforcement learning algorithms support only a relatively limited subset of error-driven learning. For example, cached-value errors would not occur in situations in which value remains the same but the specific properties of the predicted event change. Such learning occurs commonly in our daily lives and can be isolated in experimental procedures such as identity or transreinforcer unblocking and sensory preconditioning (Brogden, 1947; Burke et al., 2008; Jones et al., 2012; Rescorla, 1999) , the latter recently shown to depend on dopamine transients (Sharpe et al., 2017) . The existence of these value-neutral forms of learning (and the fact that they can be blocked) suggests that there must be some mechanism for signaling the underlying sensory or identity prediction errors. Here we tested whether the dopamine neurons might signal such errors and whether such signals would be dissociable from classic value-based prediction errors at the level of individual dopamine neurons.
RESULTS
We recorded single-unit activity from the ventral tegmental area (VTA) of awake, behaving rats. Dopamine neurons were identified by means of a cluster analysis based on spike duration and amplitude ratio, features similar to those used to distinguish dopamine neurons in primates (Bromberg-Martin et al., 2010b; Fiorillo et al., 2008; Hollerman and Schultz, 1998; Kobayashi and Schultz, 2008; Matsumoto and Hikosaka, 2009; Mirenowicz and Schultz, 1994; Morris et al., 2006; Waelti et al., 2001 ). The cluster analysis identified 81 of 473 neurons recorded in the VTA of the experimental group as dopaminergic (n = 8; Figure 1A ). These neurons had a significantly lower amplitude ratio (Figure 1B) and longer spike duration ( Figure 1C ) than neurons in other clusters (amplitude ratio, t test, t 471 = 15.84, p < 0.01; spike duration, t test, t 471 = 24.55, p < 0.01). This cluster analysis has been shown previously to isolate wide-waveform neurons in rat VTA whose firing is sensitive to intravenous infusion of apomorphine or quinpirole (Jo et al., 2013; Roesch et al., 2007) , and nigral neurons identified by a similar cluster analysis in mice are selectively activated by optical stimulation in tyrosine hydroxylase channelrhodopsin-2 mutants and show reduced bursting in tyrosine hydroxylase striatal-specific NMDAR1 knockouts (Jin and Costa, 2010) . These features suggest that the widewaveform neurons identified in this manner are dopamine neurons, an assertion further confirmed here by the selective elimination of nearly all wide-waveform neurons from recordings made in a separate group of TH-Cre rats that received ipsilateral infusions of a Casp3 neurotoxin (AAV1-Flex-taCasp3-TEVp) into VTA immediately prior to electrode implantation to destroy TH+ neurons (n = 5; Figures 1A-1C, red) .
Neurons in the experimental group ( Figure 1A ) were recorded during performance of an odor-guided choice task in which the rats sampled one of three different odor cues at a central port and then had to respond at either a left or right well to receive a big (three drop) or a small (one drop) amount of one of two equally preferred flavored milk solutions (chocolate or vanilla; Figures 2A-2C) . One odor signaled reward in the left well (forced choice left), a second odor signaled reward in the right well (forced choice right), and a third odor signaled the availability of reward at either well (free choice). Rats were trained on the task prior to the start of recording, and during the recording sessions, we independently manipulated value or identity across blocks of trials by switching either the number or flavor of the reward delivered at each well ( Figure 2B ). The rats responded to these manipulations by selecting the high value reward more often on free choice trials (Figures 2D and 2E) and by responding faster and more accurately when the high value reward was at stake on forced choice trials (Figures 2F and 2G) . Notably, these large changes in behavior were observed irrespective of reward identity. Accordingly, ANOVAs revealed main effects of changes in number on each of these measures (F's > 91.9, p's < 0.0001), but there were no main effects or any interactions with changes in flavor (F's < 2.1, p's > 0.15). We also monitored licking behavior during reward delivery, which did not differ based on number or flavor ( Figure 2H ).
Given the apparent lack of any effect of reward identity on the rats' behavior, we also examined these measures immediately before versus after changes in reward to make certain that the rats were attending to the feature (number or flavor) that was shifted (see STAR Methods for details). Neural data acquired in blocks in which none of these measures showed any significant change in the initial trials after a shift were excluded from the subsequent analysis. This amounted to 10 number shift blocks and 100 identity shift blocks. Importantly, the value-based behaviors illustrated in Figure 2A did not differ in these blocks ( Figure S1 ). 
Dopamine Neurons Respond to Errors in the Prediction of Reward Value
Sixty neurons out of 81 putative dopamine neurons in the experimental group increased firing to reward. As in prior studies (Roesch et al., 2007; Takahashi et al., 2011 Takahashi et al., , 2016 , classic valuebased prediction error signaling was observed almost exclusively in these reward-responsive putative dopamine neurons. These reward-responsive neurons (n = 60) changed firing in response to shifts in reward number at the start of blocks 2 and 4, increasing specifically to unexpected delivery of the second drop of reward at one well ( Figure 3A ) and decreasing to omission of the expected second drop of reward at the other well ( Figure 3B ). Changes in firing were not observed to the delivery or omission of the third drop of reward. This is consistent with signaling of the underlying prediction error, since in this experiment (unlike our prior studies) the third drop was always delivered after the second drop, so its occurrence or omission was fully predicted by the presence or absence of the second drop. To quantify these changes, we computed difference scores for each neuron, comparing the average firing at the beginning versus the end of the number shift blocks at the time of delivery or omission of each potential drop of reward. Distributions of these scores were shifted above zero when an unexpected second reward was delivered ( Figure 3C , middle) and below zero when an expected second reward was omitted (Figure 3D, middle) , but remained unchanged in the time windows related to the first ( Figures 3C and 3D , left) and third drops of reward (Figures 3C and 3D, right) . Changes in firing to second reward were maximal at the beginning of the block and then diminished with learning ( Figure 3E ; ANOVAs, F's > 2.00, At the start of each recording session, one well was randomly designated to deliver the big reward, which consisted of three drops of flavored milk (chocolate or vanilla). One drop of the other flavored milk was delivered in the other well (block 1). In the second and fourth blocks, number of drops delivered in the two wells was switched without changing the flavors (value shift). In the third and fifth blocks, the flavors delivered in the two wells were switched without changing the number of drops (identity shift). p's < 0.05), and the changes in firing to unexpected delivery and omission of the second drop were inversely correlated in individual neurons ( Figure 3F ). There were no changes in firing across trials at the time of delivery or omission of the other drops of reward ( Figure 3E ; ANOVAs, F's < 1.80, p's > 0.05).
Dopamine Neurons Respond to Errors in the Prediction of Reward Features
The above findings are consistent with current proposals that dopamine neurons signal a bidirectional prediction error reflecting changes in value ( Figure 5A ). Yet clearly many other features that are independent of value change when a new reward is delivered or an expected reward is omitted. To test whether dopamine neurons might also reflect errors in the prediction of these other features, we analyzed activity in the reward-responsive dopamine neurons in response to shifts in reward identity in blocks 3 and 5 ( Figure 2B ). We quantified changes in firing to the identity shifts by again computing difference scores for each neuron, in this case comparing firing in response to the new reward at the start of the new block versus the old reward at the end of the prior block. This analysis revealed marked changes in the population responses, which increased to the new reward (Figures 4A and 4B) , and in the distributions of scores comparing firing before and after the identity shift, which were shifted significantly above zero for both the first and second drops of the big reward ( Figure 4C , left and middle) and for the single drop of the small reward ( Figure 4D , left). These increases were generally maximal immediately after the identity shift, and diminished rapidly on subsequent trials ( Figure 4E , black line; ANOVA, F = 2.40, p = 0.01), as would be expected if the firing changes reflected errors in prediction of the new reward. Notably, there was no change in firing to the third drop of the big reward ( Figure 4C , right), which again was fully predicted in both value and identity by the preceding second drop.
What Are the Dopamine Neurons Signaling? What do these changes mean? Are dopamine neurons signaling something other than cached-value errors, or is there another explanation for the apparent error signals in the identity blocks in the current design? One alternative explanation is that the signals reflect salience or perhaps a value ''bonus'' due to the novelty of the new reward (Bromberg-Martin et al., 2010a; Horvitz, 2000; Kakade and Dayan, 2002; Matsumoto and Hikosaka, 2009; Schultz, 2016) . If the new flavor is novel or highly salient compared to the old reward, then each drop would induce a cached-value error or salience signal ( Figure 5B ). Yet on its face, this does not seem likely. The rats have had extensive experience with the two rewards in each well, the blocks are short and interspersed daily, and the rewards are available on interleaved trials within each block. Thus, it seems unlikely that such large differences in firing (as large or larger than elicited by additional reward) would be driven by such trivial differences in moment-to-moment exposure. In addition, at least two pieces of evidence contradict this account. First, while we did observe increased firing to the small reward and to the first and second drops of the big reward, we did not observe increased firing to the third drop of the big reward. This drop should be equally imbued with novelty or salience due to flavor, so the data do not completely match the predictions of this account. Second, the changes in firing in the identity shift blocks were correlated with the reward-prediction error signals in the number shift blocks ( Figure 4F ). This relationship-especially the inverse correlation with the negative error signals ( Figure 4F , red)-is not consistent with the proposal that these neurons are signaling salience in response to changes in reward identity, since reward omission is also a salient event.
A second and more interesting alternative explanation for the apparent error signals in the identity blocks is that the rats might be using the identity of the rewards themselves as predictors of the number of drops that will be delivered. While this is not possible when different amounts of the same reward are used at both wells, when two different rewards are used, then the identity of the initial drop can be used to predict whether subsequent drops are likely to follow (NB: this mechanism does not apply if the two wells deliver similar amounts of different reward, and as illustrated in Figure S2 , dopamine neurons also exhibited correlated changes in firing in response to number and identity shifts under these conditions). If the rats attend to this information, then by the end of a trial block, the flavor of the initial drop of the big reward should have a higher value than the flavor of the initial drop of the small reward because the former predicts two more rewarding drops, while the latter signals the absence of any further drops of reward. Any difference in value carried by the initial drop of the two rewards would induce cached-value errors ( Figure 5C ), which would confound the identity errors that were the a priori target of the current design. This mechanism would explain the increased firing to the small reward after an identity shift as unexpected increase in its value ( Figure 5C ). The lack of suppression of firing thereafter to the missing subsequent drops could reflect the relative weakness of the underlying prediction and the difficulty measuring suppression of firing in neurons with such low firing rates.
However, by the same logic, the first drop of the big reward should initially be less valuable because its flavor predicted no further reward in the prior block ( Figure 5C , red box). Thus, a negative value-prediction error should occur in response to the first drop, followed by positive errors to the subsequent, unexpected drops. The firing of the dopamine neurons complied with these predictions for the second drop, but not for the first drop. Instead, rather than showing suppression, as these same neurons did when reward was omitted in the number shift blocks, they did the opposite in identity shift blocks, showing a dramatic increase in firing to the critical first drop of the new big reward (Figures 4A and 4C) . Indeed, the increase in firing to the first drop of the small reward was positively correlated with the increase in firing to the first drop of the big reward for individual neurons in individual blocks (r = 0.35, p < 0.01).
While increased firing to the first drop of the big reward is the opposite of what is predicted for a cached-value error computed using outcome flavor as a predictor of subsequent reward, it is exactly what is expected for a prediction error based on changes in identity or sensory information. In fact, the first drop of the large reward turns out to be the only place in the design where the predictions for a cached-value error unambiguously diverge from those for a sensory or identity prediction error ( Figure 5D , red box). Elsewhere, the predictions of the two accounts are arguably similar, if not identical. For example, in the identity shift blocks, both a sensory-based and a value-based account predict increased firing when the small reward is presented and when the second drop of the big reward is delivered because in both cases there is novel sensory information and excess, unpredicted value. Both also predict no change in firing to the third drop, as its flavor and value are as expected based on the preceding drops. The predictions of the two accounts are also aligned in the number shift blocks; each predicts increased firing to the additional second drop of reward in these blocks, since again there is excess value but also substantial unpredicted sensory information. Further, both predict decreased firing upon omission of the second drop of reward since there is less value than expected but also a loss of expected sensory input that is not offset by the addition of a new reward.
DISCUSSION
Midbrain dopamine neurons have been proposed to signal prediction errors as defined in model-free reinforcement learning algorithms (Schultz et al., 1997; Sutton, 1988) . While these algorithms have been extremely powerful in interpreting dopaminergic activity (Bayer and Glimcher, 2005; Hart et al., 2014; Hollerman and Schultz, 1998 (B) If dopamine neuron firing reflects errors in cached value plus a novelty bonus or salience, then the prediction is for the same cached-value errors shown in (A) on number shifts, plus increased firing to each drop of reward after an identity shift, assuming the unexpected flavor of each drop is salient or novel. (C) If dopamine neuron firing reflects errors in cached value, based on both the odor cues and also the sensory features of the first drop of each reward, then the prediction is for the same cached-value errors shown in (A) for number shifts, plus a mixture of increased and decreased firing to identity shifts dependent on cached value accrued by the first drop's flavor in the prior block. For example, when chocolate was the small reward previously and becomes the large reward, one would expect the first drop to evoke decreased firing because it would be less valuable than expected (since its flavor predicts no more drops), followed by increased firing to subsequent drops because they would be unexpected. This again assumes the rat is using the flavor of the first drop to make predictions about subsequent drops. Note this does not apply if the two wells deliver similar amounts of different reward, and as illustrated in Figure S2 , dopamine neurons also exhibited errors in response to identity shifts under these conditions. (D) Finally, if dopamine neuron firing reflects errors in the prediction of sensory information or features, either instead of or in addition to cached-value errors, then the predictions are for increased firing to unexpected events generally and decreased firing to their omission. See text for full description (green, positive errors; red, negative errors; red boxes highlight only place of divergence of predictions between C and D). Schultz, 1994; Pan et al., 2005; Tobler et al., 2003; Waelti et al., 2001) , the errors are exclusively value based. Here we have shown that dopamine neurons that exhibit classic error-like responses to changes in reward value show similar signals to changes in its sensory features. The changes in firing to value and identity did not occur in unique populations of neurons, nor were the identity-based changes in firing easily explicable as reflecting novelty or salience. Further, in the one area of the task design in which the identity and value accounts cannot be reconciled, the first drop of the large reward ( Figures 5C and  5D , red boxes), the firing of the dopamine neurons did the opposite of what a cached-value hypothesis would predict. Thus, at a minimum, these results contradict the proposal that dopamine errors only reflect cached-value errors, even if one amends this idea to include modulation by salience or novelty. In fact, value alone, whether cached or model based, cannot explain the increased firing to the first drop of the big reward, given the rats' behavior on these trials. The most parsimonious account is that the neurons are responding to the unexpected sensory features of the reward, at least in some trial blocks.
Before considering the possible implications of these findings, there are several important caveats to point out. First, our analysis has focused on classic wide-waveform dopamine neurons. While these are the dopamine neurons thought to signal value errors in primates (Bromberg-Martin et al., 2010b; Fiorillo et al., 2008; Hollerman and Schultz, 1998; Kobayashi and Schultz, 2008; Matsumoto and Hikosaka, 2009; Mirenowicz and Schultz, 1994; Morris et al., 2006; Waelti et al., 2001) , evidence from a variety of sources suggest there may be TH+ neurons in the other populations (Margolis et al., 2006; Ungless and Grace, 2012) . These neurons do not signal errors in the current task in appreciable numbers (Roesch et al., 2007; Takahashi et al., 2011 Takahashi et al., , 2016 , but it is possible they do so in other settings in ways we cannot address here (Cohen et al., 2012) . Second, recordings here were made in rats and in VTA, whereas much of the data showing that dopamine signaling complies with predictions for a cached-value error come from recordings made in primate substantia nigra (Glimcher, 2011; Schultz, 2002 Schultz, , 2016 . It is possible that the correlates isolated here reflect a specialized function of rat midbrain generally or of VTA in particular. Finally, we have considered single-unit firing patterns of VTA neurons without knowledge of their inputs or downstream targets. While we did not observe unique populations of value-and identityerror responsive dopamine neurons, it is possible that if the dopamine neurons were segregated by their inputs or outputs, subpopulations could be resolved. In this regard, it is worth noting that identity errors have not been observed in studies using fast-scan cyclic voltammetry to monitor dopamine release in nucleus accumbens (Collins et al., 2016; Papageorgiou et al., 2016) .
Caveats aside, how can these data be reconciled with existing evidence that dopamine neurons respond to changes in reward value? One possibility is that dopamine neurons are signaling multiple forms of information, performing different functions in different situations and at different timescales, perhaps for different downstream targets. Indeed, value and identity prediction errors have been reported to coexist in midbrain BOLD response (Boorman et al., 2016) , and the general idea that other signals coexist in the activity of dopamine neurons alongside cached-value errors has been suggested for functions as diverse as reward rate (Niv et al., 2007) , incentive motivation (Saddoris et al., 2015) , value (Hamid et al., 2016) , salience (BrombergMartin et al., 2010a; Schultz, 2016) , and information (Bromberg-Martin and Hikosaka, 2009 ). The current findings may simply add another component-identity or sensory prediction errors-to this multiplexed signal.
However, another possibility, made explicit by the close correspondence between the predictions of the two models ( Figures  5C and 5D ), is that value errors may be a special case of a more general function in which dopamine neurons signal errors in event prediction. One might think of this error signal as equivalent to displacement in physics, except in a high-dimensional feature space in which expected and actual events are positions represented by neural activity. Value would be only one dimension (or combination of dimensions) along which actual events might differ from expectations. The distance between the actual and expected positions in feature space would be represented by the magnitude of the phasic dopamine signal, with its sign perhaps signaling the presence or absence of information. This formulation is similar in some regards to the aforementioned proposal that dopamine transients reflect information (Bromberg-Martin and Hikosaka, 2009). However, rather than reflecting information's value (or salience), these responses may be evidence of a richer function in which the neurons are signaling the displacement in a high-dimensional neural space that the unexpected information represents-whether it be information about an event's value or its number, probability, timing, temperature, texture, location, color, flavor, or other attribute. This would provide a parsimonious explanation for the current data as well as most prior reports, including those showing that midbrain BOLD signal (Iglesias et al., 2013) and dopamine neuron activity (Horvitz, 2000; Schultz, 2016) increase in response to completely neutral cues in some situations.
But if dopamine neurons signal errors in the prediction of events that are not tied to value, why has this not been evident previously? One reason is that few attempts have been made to manipulate features to isolate errors in their prediction that are orthogonal to value. Instead, as a rule, most studies manipulate value-relevant features, like size, probability, and timing, to demonstrate value errors, while ignoring the confounding changes in the underlying sensory features. By contrast, we held the variable proposed to be encoded by dopaminergic errors (e.g., value) constant while overtly manipulating other information not thought to be registered by this signal (e.g., sensory or other predicted features).
Rarely have single-unit recording studies manipulated the value of different rewards. In the two cases of which we are aware, there were no effects of identity on dopaminergic errors Stauffer et al., 2014) . In one exemplar , monkeys were presented with cues that predicted fixed or variable amounts of a single or two different juice rewards. The monkeys exhibited stable, ordered preferences among the predictive cues when allowed to make choices between them, and the activity of dopamine neurons at the time of cue presentation and reward delivery on forced choice trials varied linearly with errors in the prediction of utility or economic value. There was no difference in the dopamine response based on which juice was predicted or delivered, unless the monkey preferred one of the two juices.
While this sounds like strong evidence against identity or sensory prediction error signaling, the identity predictions were never systematically violated to reveal sensory errors. For example, firing at the time of reward was examined when a larger or smaller than expected amount of two different juices was delivered, and activity reflected the value error, independent of juice type  Figure 5A ). While this may show that the phasic response does not encode juice type, it does not rule out encoding of errors in the prediction of juice type, since the juice type expectation was not violated. Similarly when the predicted juice type was uncertain, the juice-evoked response of the dopamine neurons did not differ according to which juice was delivered ; Figure 5B ). Here again, the data do not rule out a juice type prediction error, since the uncertainty in the expected sensory features of the juice did not differ depending on which juice was delivered. Additionally, cues predictive of multiple outcomes may actually represent each outcome quite strongly (Esber and Haselgrove, 2011) , so sensory errors may be difficult to demonstrate using this approach.
These studies also failed to observe differences in dopaminergic activity to the cues predicting different rewards, unless the predicted values were different. While these data show that dopamine transients do not encode the actual specifics of the prediction (i.e., the prediction that chocolate will be delivered), they do not rule out encoding of errors in the prediction, since any sensory prediction error (i.e., the difference between the prediction before versus after the cue appears) would be the same for each cue versus an average baseline prediction. Notably, this is also true in the current study. As expected, the dopamine neurons fired to the cues on the forced choice trials, and this response was stronger for the high value cue than the low value cue, whereas there was no difference in firing to the cues that predicted the same amount of different reward, chocolate versus vanilla ( Figure S3 ). The similar firing to these two cues is what one would expect, since the size of this error for a chocolate-predictive cue should not be significantly different than its size for a vanilla-predictive cue.
Lastly, failure to observe sensory prediction errors in these previous studies may simply reflect relative inattention to reward identity in the face of large value differences. Value is overwhelming. This is evident in identity unblocking, which is weaker when rats are trained with different amounts of the two rewards than when they receive only a single amount (McDannald et al., 2011) . Indeed, in the current study, the rats sometimes failed to show even small, transient changes in their established behavior (choice, percent correct, reaction time, or licking) when we switched the chocolate and vanilla milk reward. Interestingly, when the rats treated the change in reward identity as irrelevant, showing no fluctuations in behavior at the point of the switch, dopamine neurons did not show changes in firing to the identity changes ( Figure S4) . A dependence on internal beliefs has also been observed for more conventional value-based error signals (Lak et al., 2017; Schwartenbeck et al., 2016 ).
In conclusion, the current findings show that reward-prediction error signaling dopamine neurons respond to errors in the prediction of sensory features of expected reward. These responses cannot be easily explained as reflecting value or salience or any other construct that is currently applied to explain phasic changes in the firing of dopamine neurons. One possible interpretation of these findings is that dopamine neurons serve a more general function of signaling errors in event prediction in which value is just one dimension. This reconceptualization would be an important extension of our current understanding of these important signals because it would open the potential for them to support a much wider array of learning than is possible within the current modelfree reinforcement learning algorithms applied to interpret them.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Eight male, experimentally-naive, Long-Evans rats (Charles River Labs, Wilmington, MA) and five male transgenic rats that carried a TH-dependent Cre expression system in a Long-Evans background (NIDA animal breeding facility) were used in this study. Rats were of normal immune function and aged approximately 3 months at the start of the study (175-200 g). Rats were singly housed in a facility accredited by the Association for Assessment and Accreditation of Laboratory Animal Care (AAALAC), and maintained on a 12-h light-dark cycle. All experimental and animal care procedures complied with US National Institutes of Health guidelines and were approved by that National Institutes on Drug Abuse Intramural Research Program Animal Care and Use Committee.
METHOD DETAILS

Surgical procedures
All surgical procedures adhered to guidelines for aseptic technique. For electrode implantation, a drivable bundle of eight 25-um diameter FeNiCr wires (Stablohm 675, California Fine Wire, Grover Beach, CA) chronically implanted dorsal to VTA in the left or right hemisphere at 5.2 mm posterior to bregma, 0.7 mm laterally, and 7.5 mm ventral to the brain surface at an angle of 5 toward the midline from vertical. Wires were cut with surgical scissors to extend 2.0 mm beyond the cannula and electroplated with platinum (H 2 PtCl 6 , Aldrich, Milwaukee, WI) to an impedance of 300800 kOhms. Five TH-Cre transgenic rats received unilateral infusion of AAV1-Flex-taCasp3-TEVp into the VTA at 5.5 mm posterior, 0.2 mm lateral and 8.35 mm ventral from bregma as the REAGENT 
Histology
All rats were perfused with phosphate-buffered saline (PBS) followed by 4% paraformaldehyde (Santa Cruz Biotechnology, CA).
Brains that received only electrode implantation were cut in 40 mm sections and stained with thionin. Brains from the 5 Casp3 rats that had received viral infusions were processed for TH immunolabeling as described previously. Coronal free-floating sections (14 mm in thickness) were rinsed with 0.1 M phosphate buffer (PB, pH 7.4) and incubated for 1 hr in PB supplemented with 4% bovine serum albumin (BSA) and 0.3% Triton X-100. This was followed by the overnight incubation at 4 C with an anti-TH mouse monoclonal antibody (1:500). After rinsing 3 3 10 min in PB, sections were processed with an ABC kit (Vector Laboratories, Burlingame, CA). The material was incubated for 1 hr at room temperature in a 1:200 dilution of the biotinylated secondary antibody, rinsed with PB, and incubated with avidin-biotinylated horseradish peroxidase for 1 hr. Sections were rinsed and the peroxidase reaction was then developed with 0.05% DAB and 0.003% H 2 O 2 . Free-floating sections were mounted on coated slides.
Odor-guided choice task
Recording was conducted in aluminum chambers approximately 18'' on each side with sloping walls narrowing to an area of 12'' x 12'' at the bottom. A central odor port was located above two fluid wells (Figure 2A ). Two lights were located above the panel. The odor port was connected to an air flow dilution olfactometer to allow the rapid delivery of olfactory cues. Odors where chosen from compounds obtained from International Flavors and Fragrances (New York, NY). Trials were signaled by illumination of the panel lights inside the box. When these lights were on, nosepoke into the odor port resulted in delivery of the odor cue to a small hemicylinder located behind this opening. One of three different odors was delivered to the port on each trial, in a pseudorandom order. At odor offset, the rat had 3 s to make a response at one of the two fluid wells. One odor instructed the rat to go to the left to get reward, a second odor instructed the rat to go to the right to get reward, and a third odor indicated that the rat could obtain reward at either well. Odors were presented in a pseudorandom sequence such that the free-choice odor was presented on 7/20 trials and the left/right odors were presented in equal numbers. In addition, the same odor could be presented on no more than 3 consecutive trials. Once the rats were shaped to perform this basic task, we introduced blocks in which we independently manipulated the size of the reward or the identity of the reward ( Figure 2B ). For recording, one well was randomly designated as big reward condition in which three boli of chocolate or vanilla milk were delivered, and the other as small reward condition in which one bolus of the other flavored milk was delivered at the start of the session (Block 1, Figure 2B ). The bolus size was 0.05 mL and between boli was 500 ms apart. In the second block of trials the reward value was switched by changing the number of reward without changing flavors. (Block 2, Figure 2B ). In the third block of trials, the reward identity was switched by changing the flavor of the reward without changing the number of reward (Block 3, Figure 2B ). The value and identity changes were repeated one more time in Block 4 and Block 5, respectively ( Figure 2B ). The block 1 was 30-50 trial long and all subsequent blocks were 60-100 trials long. Block switches occurred when rats chose high value side more than 60% in last 10 free-choice trials.
Flavor preference testing After all recording sessions, 2 sessions of consumption tests were given in the rats with experimental group. We compared consumption of two flavored milks in a housing cage separate from their home cage and experimental chamber, using procedures similar to those normally used to give water to the rats after training. In these tests, the rats were allowed to adapt the testing cage for 3-5 min. Then, bottles containing chocolate or vanilla flavored milk solution identical to that used in the recording sessions were placed onto the wire lid so that the spouts were accessible to the rat for 2 min. The initial location of the bottles (left or right) was randomized across rats and switched between the consumption tests. In addition, the location of the bottles was swapped roughly every 20 s during each test to equate time on each side. The total amount of consumption was measured and averaged across the two tests.
Single-unit recording Wires were screened for activity daily; if no activity was detected, the rat was removed, 4 and the electrode assembly was advanced 40 or 80 mm. Otherwise active wires were selected to be recorded, a session was conducted, and the electrode was advanced at the end of the session. Neural activity was recorded using Plexon Multichannel Acquisition Processor systems (Dallas, TX). Signals from the electrode wires were amplified 20X by an op-amp headstage (Plexon, HST/8o50-G20-GR), located on the electrode array. Immediately outside the training chamber, the signals were passed through a differential pre-amplifier (Plexon, PBX2/16sp-r-G50/16fp-G50), where the single unit signals were amplified 50X and filtered at 150-9000 Hz. The single unit signals were then sent to the Multichannel Acquisition Processor box, where they were further filtered at 250-8000 Hz, digitized at 40 kHz and amplified at 1-32X. Waveforms (> 2.5:1 signal-to-noise) were extracted from active channels and recorded to disk by an associated workstation.
QUANTIFICATION AND STATISTICAL ANALYSIS
All data were analyzed using MATLAB. Instances of multiple comparisons were corrected for with the Benjamini-Hochberg procedure. Error bars in figures denote the standard error of the mean. The number of subjects were chosen based on previous similar single-unit recording studies in rats.
Data analysis
Units were sorted using Offline Sorter software from Plexon (Dallas, TX). Sorted files were then processed and analyzed in Neuroexplorer and MATLAB (Natick, MA). Dopamine neurons were identified via a waveform analysis. Briefly cluster analysis was performed based on the half time of the spike duration and the ratio comparing the amplitude of the first positive and negative waveform segments. The center and variance of each cluster was computed without data from the neuron of interest, and then that neuron was assigned to a cluster if it was within 3 s.d. of the cluster's center. Neurons that met this criterion for more than one cluster were not classified. This process was repeated for each neuron. The putative dopamine neurons that showed increase in firing to reward compared to baseline (400ms before reward) were further classified as reward-responsive (t test, p < 0.05).
Prior to analyzing single unit activity for error correlates, we also eliminated blocks in which there was no effect of the changes in reward on behavior on the initial trials. For this, we examined % correct, reaction time, and licking behavior on forced choice trials, comparing values in each well on the 10 trials immediately before and after the change in reward. We also calculated the probability of selecting the large reward on free choice trials in these trial blocks. If none of these comparisons yielded a significant effect across the shift (p < 0.05), the block was excluded. This analysis eliminated 10 out of 204 number shift blocks and 100 out of 204 blocks identity shift blocks.
To analyze neural activity to reward, we examined firing rate in the 400 ms beginning 100 ms after reward delivery. Reward activity was normalized by subtracting average baseline firing (400 ms before light on). Difference scores for each neuron in the number shift blocks in Figure 3 were computed by subtracting average firing during 100 -500 ms after reward or omission on the last 5 trials from that on the first 5 trials. Difference scores for each neuron in the identity shift blocks in Figure 4 were computed by subtracting average firing during 100 -500 ms on the last 5 trials before identity shift from that on the first 5 trials after identity shift.
