Using the notion of a higher adjugate of a matrix, we generalize the eigenvector-eigenvalue formula surveyed in [4] to arbitrary square matrices over C and their possibly multiple eigenvalues.
Introduction
Very recently the following relation between eigenvectors and eigenvalues of a Hermitian matrix (called "the eigenvector-eigenvalue identity") gained attention: Theorem 1.1. ( [4] ) If A is an n × n Hermitian matrix with eigenvalues λ 1 (A), ..., λ n (A) and i, j = 1, ..., n, then the jth component v i,j of a unit eigenvector v i associated to the eigenvalue λ i (A) is related to the eigenvalues λ 1 (M j ), ..., λ n−1 (M j ) of the minor M j of A formed by removing the jth row and column by the formula
The survey paper ( [4] ) presents several proofs and some generalizations of this identity, along with its many variants encountered in the modern literature, while also commenting on some sociology-of-science aspects of its jump in popularity. It should be pointed out that for symmetric matrices over R this formula was established already in 1834 by Carl Gustav Jacob Jacobi as formula 30 in his paper [9] (in the process of proving that every real quadratic form has an orthogonal diagonalization). In this note, dealing with one eigenvalue at a time, we prove Date: December 13, 2019. an analogous formula for an arbitrary (not necessarily Hermitian or normal) square matrix over C. Our approach works also for the case of an eigenvalue of multiplicity higher than one. The result is as follows: Theorem 1.2. Let A be an n × n matrix over C, n ≥ 1, and let λ be an eigenvalue of A. Assume that the geometric multiplicity k of λ equals its algebraic multiplicity, 1 ≤ k ≤ n − 1. Let v 1 , ..., v k be a basis of eigenvectors for ker (A − λI) and let w 1 , ..., w k ∈ ker (A − λI) * be such that w i (v j ) = δ ij , i, j = 1, ..., k. Then
The analogy with the the identity in [4] for the eigenvectors of a Hermitian matrix A can be easily seen: if we fix an i ∈ {1, ..., n} and take λ = λ i , then the product of differences of eigenvalues of A on the left-hand side is the derivative of the characteristic polynomial of A evaluated at λ = λ i . Recall that for a Hermitian matrix the left eigenvector can be chosen to be the complex conjugate of the right eigenvector: w = u. The expression on the right-hand side involving eigenvalues of the minor M j is the characteristic polynomial of the matrix M j evaluated at λ i , that is, an entry of the adjugate matrix of A − λ i I. We use the (general) relation between the derivative of a determinant and the trace of the corresponding adjugate matrix, which is also due to Jacobi ([10] ). Our method is first to prove the identity for k = 1 and then use this case to prove the general one. All notions and facts used in our proof will be recalled (in some cases, proved) below. In general, we refer the reader to [2] , [3] , [5] , [6, Chapter 5] , and [13] .
Preliminaries
2.1. Vectors, linear transformations and matrices. Throughout, K will denote the field of either real or complex numbers. For finitedimensional vector spaces V, U over K denote by L(V, U) the linear space of all linear transformations T :
It is easily seen that V is isomorphic to K n , the vector space of column vectors
.., n} corresponds to the standard basis e i = (δ i1 , . . . , δ in ) ⊤ , i ∈ {1, ..., n}. V * can also be identified with K n , where b * i corresponds to e i for i ∈ {1, ..., n}. Thus u * (v) corresponds to x ⊤ y.
The fundamental theorem of linear algebra says that ker(T ) ≃ (im(T * )) ⊥ and ker(T * ) ≃ (im(T )) ⊥ . Here
the second definition reduces to the first one if we canonically identify V with its double dual V * * ).
We will use the following easy result:
Assume now that dim V = n, dim U = m. Fix bases {b 1 , . . . , b n } and {a 1 , . . . , a m } in V and U respectively. Then L(V, U) and L(U * , V * ) are isomorphic to K m×n and K n×m respectively. Further, T ∈ L(V, U) is represented by a matrix A ∈ K m×n with entries a ij ∈ K as T (x) = Ax, and T * ∈ L(U * , V * ) is represented by A ⊤ . The vector space of m × n matrices A = [a ij ] with entries in K will be denoted by M m×n (K) ≃ K m×n . By a k × k minor of a matrix A ∈ M m×n (K) we mean the determinant of a k ×k submatrix obtained from A by deleting m − k rows and n − k columns. For an A = [a ij ] ∈ K n×n we define the trace of A as tr A := n i=1 a ii .
Denote by rank T and null T the dimension of imT and ker T respectively. The rank-nullity theorem says that dim V = rank T + null T . Recall that for a matrix A ∈ K m×n rank A = r, viewed as the rank of the linear transformation induced by A, is equal to the size of the largest nonzero minor of A. Furthermore, there exists two sets of r linearly independent vectors v 1 , . . . , v r ∈ K n and u 1 , . . . ,
For r > 1 there are other rank r decomposition of A.
Assume that A ∈ K n×n has rank A = 1. Then the decomposition
If tr A = 0, then the dual bases of im A and im A ⊤ can be chosen as u and 1 tr A v.
2.2.
Compound and adjugate matrices. Assume that V is an ndimensional vector space over K. For k ∈ {1, ..., n} denote by k V the k-wedge product space of V. This is a space spanned by the k-wedge products
Then this basis induces the basis in k V:
We arrange the elements of this basis in the lexicographical order. In K n we choose the standard basis {e 1 , . . . , e n }.
For T ∈ L(V) we have ( n T ) (v 1 ∧ · · · ∧ v n ) =: det(T )·v 1 ∧· · ·∧v n . If T is represented by a matrix A, then the scalar det(T ) is the same as the determinant of A (independent of the choice of a basis).
Suppose W is an l-dimensional vector space over K and let S ∈ L(W, V). The T S ∈ L(W, U). Furthermore for 1 ≤ k ≤ min(l, m, n) we have the equality k (T S) = ( k T )( k S). Let x 1 , . . . , x k ∈ K n . Then x 1 ∧ · · · ∧ x k ∈ K ( n k ) is a vector which is obtained as follows: Let X = [x 1 · · · x n ] ∈ K n×k be the matrix whose columns are x 1 , . . . , x k . Denote by c k (X) the vector whose coordinates are (determinants of) all k × k minors of X, arranged in the lexicographical order. Then x 1 ∧ · · · ∧ x k = c k (X) ∈ K ( n k ) . The coordinates of c k (X) are the Plücker coordinates of x 1 ∧ · · · ∧ x k (for more information, see e.g. [7] ). Note that if x 1 , . . . , x k are linearly independent, then x 1 ∧ · · · ∧ x k is a basis in k span(x 1 , . . . , x k ).
It now follows that if T ∈ L(V, U) is represented by A ∈ K m×n then ∧ k T is represented by the k-th compound matrix C k (A) ∈ K ( m k ) ×( n k ) , whose entries are the k × k minors of A arranged in the lexicographical order. Assume that S ∈ L(W, V) is represented by B ∈ K n×l . Then the above arguments show that C k (AB) represents k (T S), and C k (AB) = C k (A)C k (B). Furthermore, C k (aA) = a k C k (A), and C k (I n ) = I ( n k ) , where I n ∈ K n×n is the identity matrix. It is convenient to adopt the definition C 0 (A) = 1 ∈ K for an arbitrary A = 0.
Recall the definition of the adjugate of A = [a ij ], denoted by adj A = [b ij ] ∈ K n×n . Then b ij is (−1) i+j times the (n − 1)st minor of A obtained by deleting the j-th row and i-th column of A. Let ∆ n ∈ K n×n be the matrix whose (i, j) entry is (−1) i δ i(n−j+1) . (Note that ∆ n is an orthogonal matrix.) It is straightforward to show that adj A = ∆ n C n−1 (A)∆ ⊤ n . Recall the fundamental identity A adj A = (adj A)A = (det A)I n . Hence if det A = 0 it follows that A −1 = (det A) −1 adj A. Similarly we deduce adj AB = (adj B)(adj A).
More generally, for 1 ≤ k ≤ n−1 one can introduce the k-th adjugate of A, denoted by adj k A ∈ K ( n k )×( n k ) , as follows (cf. [1] , [12] , [13] ):
k l=1 i l +j l times the k-minor of A obtained from A by deleting rows i 1 , . . . , i k and colums j 1 , . . . , j k . It is straightforward to show that that adj k A = C k (∆ n )C n−k (A)C k (∆ n ) ⊤ . Note that adj A = adj 1 A. We have the following identities:
, adj k (AB) = (adj k B)(adj k A). Compounds and adjugates occur in the following important determinantal formula, which was proved in [12] . The following lemma is straightforward, but we present its proof for completeness: Lemma 2.3. Let A ∈ K n×n and assume that rank A = n − k for some 1 ≤ k ≤ n − 1. Then for an integer j ∈ {1, .., n − 1} the following conditions hold:
(1) If j < k, then adj j A = 0.
(2) If j ≥ k, then rank adj j A = n−k n−j . In particular, rank adj k A = 1.
Proof. (1) Since rank A = n − k all n − j minors of A are zero for j < k. Hence adj j A = 0.
(2) As adj j A = C j (∆ n )C n−j (A)C k (∆ n ) ⊤ it follows that rank adj k A = rank C n−j (A). Let V be the column space of A. Hence dim V = n − k. Assume that j ≥ k. Then the columns of C n−j (A) span n−j V, whose dimension is n−k n−j . Hence rank C n−j (A) = n−k n−j .
Eigenvectors from eigenvalues
Let A ∈ K n×n . A vector x = 0 is an eigenvector of A ⊤ if and only if A ⊤ x = λx if and only if x ⊤ A = λx ⊤ for some λ ∈ K. The scalar λ is then called an eigenvalue of A. In the literature sometimes the eigenvectors of A ⊤ are call the left eigenvectors of A, while the eigenvectors of A are also referred to as the right eigenvectors of A. Note that λ is an eigenvalue of A if and only if rank(A − λI n ) < n.
The characteristic polynomial of A is P (λ) = P A (λ) := det(A − λI n ) ∈ K[λ] (we identify the polynomial function with an underlying polynomial). From Proposition 2.2 and smoothness of polynomials we get the following: Part (ii) is a useful generalization of the the well known Jacobi formula det((A − λI n )) ′ = tr adj(A − λI n ).
For A ∈ K n×n with K ∈ {R, C} the characteristic polynomial det(A− λI n ) of A splits in C: det(A − λI n ) = n i=1 (λ − λ i ), where λ i ∈ C for i = 1, ..., n. If {µ 1 , . . . , µ l } is the set of distinct eigenvalues of A (called the spectrum of A), then det(λI n − A) = l j=1 (λ − µ j ) n j with l j=1 n j = n. The number n j is called the algebraic multiplicity of µ j . The geometric multiplicity of µ j is null (A − µ j I). Recall that 1 ≤ null(A−µ j I) ≤ n j . The eigenvalue µ j is called simple, (or algebraically simple), if n j = 1, and geometrically simple if null (A − µ j I = 1. As det(A − λI n ) = det(A ⊤ − λI) we see that the spectrum of A ⊤ is the same as the spectrum of A, and moreover the respective algebraic and geometric multiplicities of µ j are the same for A and A ⊤ .
Let U(λ), V(λ) ⊂ K n be the subspaces spanned by the right and the left eigenvectors of A corresponding to the eigenvalue λ. From Corollary 3.1 it follows that λ is a simple eigenvalue if and only if tr adj A(λ) = 0. Now we are ready to prove the eigenvectors-from-eigenvalues formula: Theorem 3.2. Let A be an n × n matrix over C, n ≥ 1, and let λ be an eigenvalue of A. Assume that the geometric multiplicity k of λ equals its algebraic multiplicity, 1 ≤ k ≤ n. Let v 1 , ..., v k be a basis of eigenvectors for ker (A − λI) and let w 1 , ..., w k ∈ ker (A − λI) * be such that w i (v j ) = δ ij , i, j = 1, ..., k. Then implies that there is no generalized eigenvector (for definition, see e.g. [11] , Definition 11.4) associated to λ as an eigenvalue of A, and so the algebraic multiplicity of λ is also 1.
Assume now that λ is an eigenvalue of A with geometric multiplicity k ≥ 1. We can reduce this case to the previous one, by the use of multilinear algebra, as follows:
Recall that rank(adj k (B)) = rank(C n−k (B)). Further, rank(C n−k (B)) equals 1 if rank(B) = n − k. As above, we can represent adj k (A − λI) as adj k (A − λI n ) = xy T , where x and y are vectors in K ( n r ) \ {0}. From the relation between the compound and adjugate matrix it follows that C k (A − λI)x = 0 and C k (A − λI) T y = 0. Let now v 1 , ..., v k be a basis of eigenvectors for ker (A − λI). Then v 1 ∧ ... ∧ v k is an eigenvector for C k (A) corresponding to the eigenvalue λ k , which has geometric multiplicity 1 (see [2] , [5] about eigenvalues of compound matrices). We can take v = v 1 ∧...∧v k as a basis for kerC k (A−λI), so x = αv, α = 0. Let u := (1/α)y. Then adj k (A−λI) = vu T . If the algebraic multiplicity of λ as the eigenvalue of A is also k, there exist w 1 , ..., w k ∈ ker (A − λI) * such that w i (v j ) = δ ij , i, j = 1, ..., k Taking w = w 1 ∧ ... ∧ w k we get
Note that instead of using the information on eigenvalues of compound matrices we could apply the following proposition: Proposition 3.3. Let A ∈ K n×n and assume that rank A = n − k for some 1 ≤ k ≤ n − 1. Then adj k A = uv ⊤ , u, v ∈ K ( n k ) \ {0}, and u and v is are bases in k ker A and k ker A ⊤ respectively.
Proof. Let B ∈ K n×n be the diagonal matrix whose first n − k diagonal entries are 1 and the remaining diagonal entries are zero. So rank B = n − k. Clearly, ker B is spanned by e n−k+1 , . . . , e n . Hence u = e n−k+1 ∧ · · · ∧ e n is a basis in ker B. As B ⊤ = B it follows that v = e n−k+1 ∧ · · · ∧ e n is a basis in ker B ⊤ . A straightforward calculation shows that adj k B = uv ⊤ . Hence the claim of the lemma holds for B. If rank A = n − k, then A = P BQ with two invertible P, Q ∈ K n×n . Hence ker A = Q −1 ker B, Next recall adj k A = (adj k Q)(adj k B)adj k P = ((det Q det P ) −1 C k (Q −1 )uu ⊤ C k (P −1 ).
This establishes the claim for A.
Note also that the proof of Theorem 3.2 can be adapted (with the aid of Lemma 2.3) to establish the following corollary, which can be useful in its own right. Unlike Theorem 3.2, this corollary does not require any assumption on the algebraic multiplicity of the eigenvalue in question. (b) More generally, let A ∈ K n×n and assume that λ ∈ K is an eigenvalue of A. Then (1) the geometric multiplicity of λ is n if and only if A = λI n ;
(2) the geometric multiplicity of λ is k ∈ {1, ..., n − 1} if and only if rank adj k (A − λI n ) = 1.
We will not repeat the details.
The case of normal matrices
Recall that A ∈ C n×n is called normal if A * A = AA * . A normal matrix A can be diagonalized by a unitary matrix U ∈ C n×n : C = UΛU * , where Λ is a diagonal matrix whose diagonal entries are the eigenvalues of A. Thus if x is the right eigenvector of A thenx is the left eigenvector of A. Thus if λ is an eigenvalue of algebraic multiplicity k ∈ 1, ..., n − 1 we obtain the formula for uu * in terms of adj k (A−λI n ) as in [4] .
