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Abstract
A closure endomorphism of a Hilbert algebra A is a mapping that is si-
multaneously an endomorphism of and a closure operator on A. It is
known that the set CE of all closure endomorphisms of A is a distribu-
tive lattice where the meet of two elements is defined pointwise and their
join is given by their composition. This lattice is shown in the paper to
be isomorphic to the lattice of certain filters of A, anti-isomorphic to the
lattice of certain closure retracts of A, and compactly generated. The
set of compact elements of CE coincides with the adjoint semilattice of
A; conditions under which two Hilbert algebras have isomorphic adjoint
semilattices (equivalently, minimal Brouwerian extensions) are discussed.
Several consequences are drawn also for implication algebras.
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1 Introduction
In the literature, several notions of closure endomorphism of an algebra have
been in use. We assume the following definition: an endomorphism of an ordered
algebra is its closure endomorphism if it is also a closure operator on the algebra.
Closure endomorphisms of implicative (alias Brouwerian) semilattices were
introduced and shown to be useful by Tsinakis in [25] and further studied by
the present author in [26]; see also [5]. It is known, in particular, that the set
CE of these endomorphisms is closed under composition ◦ and forms even a
distributive lattice (CE, ◦,∧) (with meet defined pointwise) embeddable in the
filter lattice of A and that closure endomorphisms are precisely the Glivenko
operators corresponding to quasi-decompositions of A.
∗This work was supported by Latvian Science Council, Grant No. 27/2012
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Remarkably, closure endomorphisms of implicative semilattices can be de-
scribed in terms of implication only. This suggests that they could likewise be
considered also in Hilbert algebras (known also as positive implication algebras),
which are implication subreducts of implicative semilattices. Closure endomor-
phisms on Hilbert algebras were first mentioned in [6]. More extensively they
have been studied by the present author in [7, 9] and, recently, by Gaita´n in
[14]. It has turned out that several general properties of closure endomorphisms
of implicative semilattices, as well as of the whole set CE, can be transferred
to Hilbert algebras, in part, owing to the view on these algebras as implicative
partial semilattices, see [8]. We continue this line on investigation in the present
paper.
In the next section we collect some necessary information on Hilbert algebras;
however, we assume that the reader is already familiar with the very notion
of Hilbert algebra and with elementary arithmetics in these algebras. This
information can be found, e.g., in [3, 7, 8, 12, 17, 21]. General information
about closure endomorphisms on Hilbert algebras, including a few new results,
is presented in Section 3. In particular, the closure endomorphisms form a
distributive lattice also in this case. In Section 4, this lattice is shown to be
isomorphic to the lattice of monomial filters, and anti-isomorphic to the lattice
of certain closure retracts of the underlying Hilbert algebra. In the last section
attention is paid to the so called finitely generated closure endomorphisms,
which form the adjoint semilattice of a Hilbert algebra in the sense of [9]. The
lattice CE (though not necessary complete) turns out to be compactly generated
by the finitely generated closure endomorphisms, and the adjoint semilattices
of two Hilbert algebras are isomorphic if either the filter lattices or the the
endomorphism monoids of these algebras are isomorphic.
Like [7, 8], the so called dot notation is used in the paper to reduce the
number of grouping parentheses in expressions (terms of Hilbert algebras). For
instance, any of the expressions
x→ y.→ .z → x:→ .(x→ :y → .z → x)→ y,
(x→ y.→ .z → x)→ (x→ :y → .z → x∴→ y)
is a condensed version of
((x→ y)→ (z → x))→ ((x→ (y → (z → x)))→ y) .
2 Hilbert algebras
A Hilbert algebra (A,→, 1) may be treated as a poset with the greatest element
1 equipped with a binary operation → such that
x→ y = 1 if and only if x ≤ 1,
x ≤ y → x, x→ .y → z ≤ x→ y.→ .x→ z .
The join and the meet of elements a, b ∈ A, when they exist, will be denoted by
a∨b, resp., a∧b. A Hilbert algebra is said to be commutative, or an implication
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(or Tarski) algebra, if it satisfies any of the equivalent identities
x→ y.→ x = x, x→ y.→ y = y → x.→ x .
In an implication algebra, always x→ y.→ y = x∨y, and x∧y exists whenever
the pair x, y has a lower bound. A block of a Hilbert algebra A is any its
subalgebra that itself happens to be a bounded implication algebra. By [8,
Theorem 2.1], a subset B of A is a block if and only if, for some subalgebra X
and an element p ∈ A, B = {x→ p : x ∈ X}.
An implicative (or Brouwerian) semilattice (A,∧,→, 1) is a lower semilattice
with the greatest element 1 in which a→ b is the pseudocomplementation of a
relative to b:
a→ b ≤ c if and only if a ∧ b ≤ c;
see [11, 19]. An implicative semilattice is always a Hilbert algebra; more ex-
actly, Hilbert algebras are just (→, 1)-subreducts of implicative semilattices [8,
Proposition 2.2].
Let (A,→, 1) be a Hilbert algebra, and let ≤ be its natural order relation.
The compatibility relation on Hilbert algebras was introduced in [17]. An equiv-
alent definition is used in [7, 8]: elements a, b ∈ A are said to be compatible (in
symbols, a C b) if they have a lower bound c such that a ≤ b → c. This lower
bound is necessary a meet of a and b; we call also a meet arising in this way com-
patible. A subset of A is its relative subsemilattice if it is closed under existing
compatible meets. To emphasize that the meet of a and b is compatible, it will,
following [9], occasionally be written as a ∧ b. A is an implicative semilattice if
and only if all meets in A exist and are compatible (see [18, Theorem 11], also
[8, Section 3]); defined in this way, implicative semilattices have been called also
(H)-Hilbert algebras and Hertz algebras. Compatibility of sets containing more
than two elements is discussed in [9]. See [8, Proposition 3.1] for the following
property of blocks.
Proposition 2.1. Any two elements of a block of an implication algebra A are
compatible, and their meet in A coincides with their meet in the block.
A filter (an implicative filter, a deductive system) of A is a subset J con-
taining 1 and such that y ∈ J whenever x, x → y ∈ J . In particular, the sets
{1} and A are filters. According to [8, Lemma 3.2], J is a filter if and only if
it is a semilattice filter, i.e., an upwards closed relative subsemilattice of A. An
essentially equivalent characteristic of filters is the one given, e.g., in Theorem
3.4 of [15]: a filter is a non-empty subset J of A such that x ≤ y → z implies
z ∈ J for all x, y ∈ J .
Let [X) stand for the filter generated by a subset X , i.e. the least filter
including X . All filters of a Hilbert algebra form a (complete, hence, bounded)
distributive lattice with intersection as meet; we denote by ⊔ the join operation
of filters.
Every filter J induces a congruence θJ defined by
(a, b) ∈ θJ if and only if b→ a ∈ J and a→ b ∈ J.
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We denote by a/J the congruence class of θJ containing a. A filter J is said
to be monomial if every class a/J has the greatest element. For instance, the
filters {1} and A are monomial.
Remark 2.2. In [22], Schmidt introduced the notion of monomial congruence
for join semilattices. Katrinˇa´k in the dual situation of meet semilattices termed
filters corresponding to congruences with greatest element in every congruence
class comonomial [16]; we followed this definition in [5, 26]. However, latter
(e.g., in [23]) Schmidt used the term ‘comonomial’ for those equivalences (on
arbitrary posets), where every equivalence class had the least element. This
meaning of the term now seems to be more common; so, we assume in the
present paper Schmidt’s definition of a monomial congruence.
Let Ja stand for the set {x : x→ a ∈ J}; then a/J = {x ∈ Ja : a→ x ∈ J}.
By an ideal in A we mean a hereditary, i.e, downwards closed set (or down-set),
which is closed also under existing joins.
Lemma 2.3. If J is a filter, then the set Ja is an ideal of A. Moreover, if one
of the maxima max a/J and maxJa exists, then the other one exists and both
are equal.
Proof. Evidently, Ja is hereditary: if x ∈ Ja and y ≤ x, then x→ a ≤ y → a ∈ J
and y ∈ Ja. If x, y ∈ Ja and x ∨ y exists, then z := x → a. ∧ .y → a ∈ J .
Further, z ≤ x → a, y → a and x → a. → a, y → a. → a ≤ z → a; so,
x, y ≤ z → a, x ∨ y ≤ z → a and z ≤ z → a. → a ≤ x ∨ y → a. Thus
x∨ y → a ∈ J and x∨ y ∈ Ja. Moreover, a/J is a cofinal subset of Ja: if x ∈ Ja
and x′ := x → a. → a, then x′ → a ∈ J , a → x′ = 1 ∈ J and, consequently,
x′ ∈ a/J ; in addition, x ≤ x′. Therefore, if one of the subsets a/J and Ja has
the greatest element, then it is the greatest one also in the other.
Following [6, 7], we call a (right) multiplier on A any mapping ϕ : A → A
which satisfies the condition
ϕ(x→ y) = x→ ϕy. (2.1)
For example, the identity mapping ε : x 7→ x and the unit mapping ι : x 7→ 1
are multipliers. Also, for every p ∈ A, the mappings αp, βp and δp defined by
αpx := p→ x, βpx := x→ p.→ x, δpx := p→ x.→ x
are multipliers. Therefore, multipliers are just operations on A commuting with
every translation αp. The following list of properties of multipliers goes back to
[7, Lemma 3.1]
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Proposition 2.4. For all multipliers ϕ, ψ,
(a) ϕ1 = 1,
(b) x ≤ ϕx,
(c) ϕx = ϕx→ x.→ x,
(d) ϕx = ϕx→ x.→ ϕx,
(e) ϕϕx = ϕx,
(f) ϕx = ϕx→ ψx.→ ϕx,
(g) ψϕx = ϕx→ x.→ ψx,
(h) ψϕx = ϕψx,
(i) ψϕx = ϕx→ ψx.→ ψx.
Notice that, in virtue of (e), the fixpoint set Fϕ of a multiplier coincides with
its range and is a subalgebra of A. Its kernel {x ∈ A : ϕx = 1} will be denoted
by Kϕ. Evidently, Fϕ = {x ∈ A : ϕx ≤ x} and Kϕ ∩ Fϕ = {1}.
The setM of all multipliers may by ordered pointwise; moreover, it is closed
under composition ◦ and pointwise defined implication. According to Theorem
3.2 of [7], the algebra (M,→, ι) is a bounded implication algebra with the least
element ε, where
ϕ ≤ ψ if and only if ϕ ◦ ψ = ψ.
For any x, the subsetM(x) := {ϕ(x) : ϕ ∈M} is a block; in particular, elements
ϕx and ψx of A with ϕ, ψ ∈ M always are compatible. In effect, (M, ◦,∧, ε, ι)
is a Boolean lattice with pointwise defined meet and complementation defined
by −ϕ := ϕ→ ε ([7, Corollary 3.3]).
3 Closure endomorphisms
In what follows, let A be some fixed Hilbert algebra.
The multipliers ε, ι, αp, βp are also examples of closure endomorphisms. On
the other hand, every closure operator on A is a multiplier; see Proposition 3.1
below. The set CE of all closure endomorphism is closed under composition
and meet; thus, it becomes a sublattice of the lattice of multipliers [7, Corollary
3.5]. Therefore, the bounded lattice (CE, ◦,∧, ε, ι) is distributive.
Being an endomorphism, every mapping ϕ ∈ CE satisfies the conditions
if x ≤ y, then ϕx ≤ ϕy, (3.1)
ϕ(x→ y) = ϕx→ ψx, (3.2)
if x ≤ y → z, then ϕx ≤ ϕy → ϕz. (3.3)
Like implication-preserving mappings on implicative semilattices, ϕ is also meet-
preserving (multiplicative) in the following sense:
if x C y, then ϕx C ϕy and ϕ(x ∧ y) = ϕx ∧ ϕy. (3.4)
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Indeed, if x C y, then, (i) ϕ(x ∧ y) is a lower bound of ϕx and ϕy; (ii) x ≤ y →
.x ∧ y and, furthermore, ϕx ≤ ϕy → ϕ(x ∧ y) by Equation (3.3). Therefore,
ϕ(x ∧ y) = ϕx ∧ ϕy. Due to this property, every fixpoint set Fϕ is an example
of a relative subsemilattice of A.
We list two more conditions on a mapping ϕ:
ϕx→ ϕy = x→ ϕy, (3.5)
ϕx = αpx for an appropriate p (dependent on x). (3.6)
The following observation is a part of Theorem 4.1 in [7] (and goes back to [6,
Theorem 3]).
Proposition 3.1. A mapping ϕ : A→ A is a closure endomorphism if and only
if any of the following conditions is fulfilled:
(a) ϕ is an isotonic multiplier,
(b) any two of the identities (2.1), (3.2) and (3.5) hold,
(c) conditions (3.3) and (3.6) are satisfied.
The subsequent characteristics of kernels and fixpoint sets of isotonic mul-
tipliers also were announced in [6]. A subset S of A was said to be special in
[5, 6], if
to every a ∈ A and b ∈ S, there is p ∈ A such that αpa ∈ S and αpb = b.
(3.7)
Theorem 3.2. The following assertions about a multiplier ϕ are equivalent:
(a) ϕ is isotonic, hence, a closure endomorphism,
(b) the kernel Kϕ of ϕ is a filter,
(c) the fixpoint set Fϕ of ϕ is special.
Proof. Assume that ϕ is a multiplier on A. If it is isotonic, then, by the preced-
ing proposition, it is a closure endomorphism; hence, Kϕ is a filter. Moreover,
Fϕ is special: if b ∈ Fϕ and p := ϕa → a for some a, then, in virtue of Propo-
sition 2.4(c), p → a = ϕa ∈ Fϕ, while p → b = ϕa → a. → ϕb = ϕ(ϕa → a. →
b) = ϕa → ϕa. → ϕb = ϕb = b; see Equations (2.1) and (3.2). If, conversely,
Kϕ is a filter and a ≤ b, then x → a ≤ x → b for every x ∈ A and, further,
x → a ∈ Kϕ only if x → b ∈ Kϕ. It follows that x ≤ ϕa only if x ≤ ϕb; thus,
ϕa ≤ ϕb, as needed. At last, if the set Fϕ is special and a ≤ b, then a ≤ ϕb
(Proposition 2.4(b)) and, for an appropriate p, p → a ∈ Fϕ and p → ϕb = ϕb.
But then ϕa ≤ p→ ϕa = ϕ(p→ a) = p→ a ≤ p→ ϕb = ϕb.
The kernel of every closure endomorphism αp is the principal filter [p), and
conversely. For this reason, we, following [6, 9], call these closure endomorphisms
principal. Let CEα stand for the set of all such closure endomorphisms. We
say that a subset of A is α-closed if it is closed under all principal closure
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endomorphisms. For example, every filter of A is α-closed. Observe that an
α-closed subset of A is always a subalgebra of A.
The next characteristic of closure endomorphisms and the corollary to it are
suggested by similar observations in [25] for implicative semilattices (Lemma 3.3
and Corollary 3.4 therein). They were extended to Hilbert algebras in Lemma
5 and, respectively, Proposition 6 of [14]. We provide a more compact proof of
the first result.
Lemma 3.3. An endomorphism ϕ of A is a closure operator if and only if, for
every idempotent endomorphism τ , the endomorphism τϕ also is idempotent.
Proof. Assume that ϕ ∈ CE. If τ is an idempotent endomorphism, then, using
(2.1), τϕτϕa→ τϕa = τϕ(τϕa → a) = τ(τϕa → ϕa) = ττϕa → τϕa = 1, from
where (τϕ)2 ≤ τϕ. Similarly, τϕa→ τϕτϕa = τϕ(a→ τϕa) = τ(a→ ϕτϕa) =
τa→ τϕτϕa = 1, for
a ≤ ϕa, τa ≤ τϕa ≤ ϕτϕa and τa = τ2a ≤ τϕτϕa;
hence, τϕ ≤ (τϕ)2. Thus τϕ is idempotent. Now assume that the condition of
the lemma is fulfilled. Putting τ = ε, we conclude that the endomorphism ϕ is
idempotent. With τ = αa, we then obtain:
a→ ϕa = a→ ϕ(a→ ϕa) = a→ (ϕa→ ϕϕa) = a→ 1 = 1,
from where a ≤ ϕa. As ϕ is isotonic, it follows that it is a closure operator.
Corollary 3.4. If two Hilbert algebras have isomorphic endomorphism mono-
ids, then they have isomorphic submonoids of closure endomorphisms.
We can say more about closure endomorphisms of implication algebras. The
items (b), (c), (e) in the theorem below were proved in [26] for commutative
implicative semilattices; see Theorem 11 therein.
Theorem 3.5. If A is an implication algebra, then
(a) every multiplier of A is isotonic, i.e., CE =M ,
(b) for every ϕ ∈ CE, ϕ(x ∨ y) = ϕx ∨ ϕy = x ∨ ϕy = ϕx ∨ y,
(c) join in CE is defined pointwise,
(d) for every ϕ ∈ CE, its fixpoint set Fϕ is a filter,
(e) CEα is a hereditary subset of CE: if ϕ ∈ CE and ϕ ≤ αp, then ϕ = αϕp→p.
Proof. We shall apply Proposition 2.4.
(a) Assume that ϕ is a multiplier. If a ≤ b, then a ≤ ϕb, i.e., a ∨ ϕb = ϕb
and, further, ϕa ∨ ϕb = ϕb→ ϕa.→ ϕa ≤ ϕb→ a.→ ϕa = ϕ(ϕb → a.→ a) =
ϕ(a ∨ ϕb) = ϕb. Thus, ϕ is isotonic.
(b) At first, ϕ(a ∨ b) = ϕ(a → b. → b) = ϕa → ϕb. → ϕb = ϕa ∨ ϕb. Also,
ϕa→ ϕb.→ ϕb = a→ ϕb.→ ϕb = a ∨ ϕb, and likewise ϕ(b ∨ a) = ϕa ∨ b.
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(c) By Proposition 2.4(b), ψϕx = ϕx ∨ ψx (in A).
(d) We already have noticed that, owing to Equation (3.4), the subset Fϕ is
a relative subsemilattice of A. It is also upwards closed: if x ∈ Fϕ and x ≤ y,
then ϕy = ϕ(x ∨ y) = ϕx ∨ y = x ∨ y = y.
(e) Suppose that ϕ ∈ CE and ϕ ≤ αp. Notice that ϕa ≤ p → a and,
hence, p ≤ ϕa → a for every a. Then 1 = ϕ(ϕa → a) = ϕ(p ∨ .ϕa → a) =
ϕp ∨ (ϕa → a) = ϕp → (ϕa → a). → (ϕa → a) ≤ ϕp → p. → .ϕa →
a = ϕa → :ϕp → p. → a, from where ϕa ≤ ϕp → p. → a. Conversely,
ϕp→ p.→ a:→ ϕa = ϕ(ϕp→ p.→ a :→ a) = ϕp→ ϕp.→ ϕa:→ ϕa = 1 and
ϕp→ p.→ a ≤ ϕa. Thus, ϕa = ϕp→ p.→ a (for every a), and ϕ = αϕp→p, as
required.
We conclude from (a) that, in an implication algebra, CE is a Boolean
lattice, where the complement −ϕ of a closure endomorphism ϕ is given by
−ϕx = ϕx → x; see the final paragraph of Section 2. This observation allows
us to improve (d) observing that Fϕ = K−ϕ: for any a, a ∈ Fϕ iff ϕa ≤ a iff
ϕa → a = 1 iff −ϕa = 1 iff a ∈ K−ϕ. Of course, CE is also closed under the
pointwise defined implication and is even a bounded implication algebra.
In particular, every multiplier δp is a closure endomorphism of any implica-
tion algebra A, and δpx = (−αp)x = p ∨ x. Let CE
δ := {δp : p ∈ A}. The item
(e) of the theorem immediately implies that CEδ is an upwards closed subset of
CE: if δp ≤ ϕ, then −ϕ ≤ αp and −ϕ = α(−ϕ)p, i.e., ϕ = δ(−ϕ)p.
4 Two characteristics of the lattice CE
The two theorems of this section are analogues of Theorems 2 and 3 respectively
in the abstract [5] stated for implicative semilattices; the results announced there
were proved in [26] leaning upon the presence of the total meet operation. A
part of the subsequent theorem (its first and third statements) was announced
for Hilbert algebras in [6]; see Theorem 4 therein and the discussion following
it.
Let again A be an arbitrary Hilbert algebra.
Theorem 4.1. The transformation k : ϕ 7→ Kϕ is an embedding of the bounded
lattice CE into the lattice of filters of A. Its range k(CE) consists precisely of
monomial filters. If J = Kϕ, then, for all a ∈ A, ϕa = max a/J .
Proof. It consists of several steps. Assume that ϕ, ψ ∈ CE.
(a) Kϕ is a filter, for ϕ is an endomorphism.
(b) k is a homomorphism:
(b1) Kε = {1} and Kι = A,
(b2) Kϕ∧ψ = Kϕ ∩Kψ, for ϕa ∧ ψa = 1 iff ϕa = 1 = ψa,
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(b3) Kϕ◦ψ = Kϕ ⊔Kψ: evidently, both Kϕ and Kψ are subsets of Kϕ◦ψ
by Proposition 2.4(b) and (3.1), and then Kϕ ⊔Kψ ⊆ Kϕ◦ψ. Further, choose
any a ∈ Kϕ◦ψ. So, ψϕa = 1 and, by Proposition 2.4(g,c), ϕa → a. → :ψa →
a. → a = 1. As ϕa → a ∈ Kϕ and ψa → a ∈ Kψ, these elements both belong
to Kϕ ⊔Kψ, and we conclude by the definition of filter that a ∈ Kϕ ⊔Kψ. So
Kϕ◦ψ ⊆ Kϕ ⊔Kψ.
(c) k is injective: if Kϕ = Kψ, then ϕa = 1 iff ψa = 1 for every a; by (2.1),
this implies that, for all a, ψ(ϕa → a) = 1 and, further, ϕa ≤ ψa; likewise
ψa ≤ ϕa. Hence, ϕ = ψ.
(d) Kϕ is monomial: for every a, ϕa is the maximal element in a/Kϕ. Indeed,
ϕa ∈ a/Kϕ, as ϕ(ϕa → a) = 1 = ϕ(a → ϕa). Also, if x ∈ a/Kϕ, then
ϕ(x→ a) = 1 and ϕa ≥ ϕx ≥ x.
(e) if J is a monomial filter, then J ∈ k(CE): the mapping ϕ : A→ A defined
by
ϕa := max(a/J) = max Ja (4.1)
(see Lemma 2.3) is a closure endomorphism and J = Kϕ. At first,
(e1) a ≤ ϕa, ϕϕa = ϕa.
Also, by the definition of ϕ,
ϕa→ a ∈ J, and if b→ a ∈ J, then b ≤ ϕa.
In particular, a → ϕb. → .a → b = a → .ϕb → b ∈ J (for J is α-closed), i.e.,
a→ ϕb ∈ Ja→b, and then a → ϕb ≤ ϕ(a → b). From (e1), ϕa → ϕb ≤ a→ ϕb;
therefore,
(e2) ϕa→ ϕb ≤ ϕ(a→ b).
To prove the reverse inequality, we first note that
(e3) ϕ(a→ b)→ .ϕa→ a ∈ J ,
as J is α-closed. Further,
(e4) (ϕ(a→ b)→ .ϕa→ a)→ (ϕ(a→ b)→ .ϕa→ b)
= ϕ(a→ b)→ .ϕa→ (a→ b) = ϕa→ (ϕ(a→ b)→ (a→ b)) ∈ J ,
since ϕ(a→ b)→ (a→ b) ∈ J . As J is a filter, from (e3) and (e4),
(e5) ϕ(a→ b)→ .ϕa→ b ∈ J .
Now let u := ϕ(a→ b)→ .ϕa→ b:→ b. Then (e5) implies that u ∈ Jb, i.e.,
u ≤ ϕb, from where ϕ → u ≤ ϕa → ϕb. On the other hand, ϕa → u = ϕ(a →
b)→ .ϕa→ b:→ .ϕa→ b; so, ϕ(a→ b) ≤ ϕa→ u. Thus,
(e6) ϕ(a→ b) ≤ ϕa→ ϕb.
Eventually, (e1), (e2) and (e7) show that ϕ is a closure endomorphism, indeed.
In addition, a ∈ Kϕ iff ϕa = 1 iff 1 ∈ Ja iff 1→ a ∈ J iff a ∈ J .
(f) The last assertion of the theorem follows from (d), (e) and (c).
By Theorem 3.2, fixpoint sets of closure endomorphisms are special subal-
gebras of A. It was proved in [26] that the special subalgebras of an implicative
semilattice form a lattice (which is a sublattice of the lattice of all subalgebras)
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and that the lattice of closure endomorphisms is dually embedded in it. We
have been able to extend this result to Hilbert algebras only with a generalized
version of the property of being special and with (Hilbert) subalgebras closed
under compatible meets. As a full exposition of these matters would take us
aside from the main topic of the paper, we present below a reduced version of
the corresponding theorem. It nevertheless improves some results announced
without proof in [6], see Theorem 6 and the subsequent discussion therein.
Notice that, in a Hilbert algebra A, every special subset is α-closed and is
therefore a subalgebra of A. Indeed, let S be a special subset of A, and choose
b ∈ S and a ∈ A. Then, for some p, αp(a → b) in S and αpb = b. Hence,
a→ b = a→ αpb = αp(a→ b) ∈ S.
We shall also need a counterpart of Lemma 2.3. Let S be any subset of A,
and let Sa stand for the subset {x → a ∈ S : x ∈ A}. Evidently, Sa ⊆ [a)S :=
{x ∈ S : a ≤ x}.
Lemma 4.2. Suppose that the subset S is special. If one of the minima min(a]S
and minSa exists, then the other exists and both are equal.
Proof. For S special, Sa is a coinitial subset of [a)S : if y ∈ [a)S , then there
is y′ ∈ Sa such that y′ ≤ y. Indeed, suppose that y ∈ S and a ≤ y. By the
supposition, there is an element p such that p → a ∈ S and p → y = y. Put
y′ := p→ a, then y′ ∈ Sa and y′ ≤ y as p→ a ≤ p→ y.
Recall that a poset R is a closure retract if every its subset [a)R has the least
element. The range of any closure operator is a closure retract, and conversely
(see, e.g., [23]).
Theorem 4.3. The transformation f : ϕ 7→ Fϕ is an order embedding of the
bounded poset CE into the dual of the poset of special subalgebras of A. Its
range f(CE) consists exactly of special closure retracts, which form a lattice
with meet ∩ and join ∇, where S∇T = {x ∧ y : x ∈ S, y ∈ T }. If R = Fϕ,
then, for all a, ϕa = min(a]R.
Proof. consists of several steps. Assume that ϕ, ψ ∈ CE.
(a) Every subset Fϕ is a closure retract and a subalgebra of A. By Theorem
3.2, it is also special.
(b) f is order reversing: if ϕ ≤ ψ, then, for b ∈ Fψ, ϕb ≤ ψb ≤ b, so that
b ∈ Fϕ; thus, Fψ ⊆ Fϕ. More fully,
(b1) Fε = A and Fι = {1},
(b2) Fϕ◦ψ = Fϕ ∩ Fψ, for ψϕx = x iff ψϕx ≤ x iff ϕx ≤ x and ψx ≤ x iff
ϕx = x = ψx.
(b3) Fϕ∧ψ = Fϕ∇Fψ : at first, if z ∈ Fϕ∧ψ, then z = (ϕ ∧ ψ)z = ϕz ∧ ψz
with ϕz ∈ Fϕ, ψz ∈ Fψ , i.e., z ∈ Fϕ∇Fψ; at second, if a ∈ Fϕ∇Fψ , then
a = a1 ∧ a2 with a1 ∈ Fϕ, a2 ∈ Fψ and a1, a2 ∈ Fϕ∧ψ, so that (ϕ ∧ ψ)a =
(ϕ ∧ ψ)(a1 ∧ a2) = (ϕ ∧ ψ)a1 ∧ (ϕ ∧ ψ)a2 = a1 ∧ a2 = a, i.e., a ∈ Fϕ∧ψ.
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(c) f is injective: a closure operator is uniquely determined by its range.
Then Fϕ ⊆ Fψ (i.e., Fϕ◦ψ = Fϕ) implies that ψ ≤ ϕ. Together with (b), this
shows that f dually transfers the order structure of CE to f(CE).
(d) If a closure retract R is special, then R ∈ f(CE): R is the range of the
closure operator ϕ defined by
ϕa := min[a)R = minR
a (4.2)
(see Lemma 4.2), and it remains only to demonstrate that ϕ is an endomorphism.
We actually shall prove more—that Proposition 3.1(c) applies. Indeed, suppose
that a ≤ b → c. Being special, R is α-closed, so a ≤ b → ϕc ∈ R. Hence,
ϕa ≤ b → ϕc by Equation (4.2), from where b ≤ ϕa → ϕc ∈ R and again
ϕb ≤ ϕa→ ϕc by the definition of ϕ. We thus have proved the condition (3.3).
On the other hand, it follows from Equation (4.2) that ϕa = x → a for an
appropriate p. Therefore, by Proposition 3.1, ϕ is a (closure) endomorphism.
(e) The last assertion of the theorem follows from (a), (d) and (c).
Corollary 4.4. The monomial filters of a Hilbert algebra form a sublattice of
the lattice of filters, which is order-dual to the lattice of special closure retracts.
It also follows from Theorems 3.5(a,d) and 4.1 that, in an implication algebra,
a monomial filter bounded from below is principal.
Corollary 4.5. If A is an implication algebra, then
(a) the transformation f is an embedding of the lattice CE into the dual lattice
of filters of A,
(b) k(CE) and f(CE) are mutually dual Boolean lattices, where Fϕ and Kϕ
are the complements of each other for every ϕ ∈ CE.
Proof. Assume that A be an implication algebra.
(a) By Theorem 3.5, each Fϕ is a filter, and, owing to item (b) in the proof
of Theorem 4.3, it remains to prove that Fϕ∇Fψ = Fϕ ⊔ Fψ in the filter lattice
of A. At first, Fϕ∇Fψ is indeed a filter, for it coincides with the filter Fϕ∧ψ.
Next, due to this coincidence, Fϕ, Fψ ⊆ Fϕ∇Fψ . At last, if Fϕ, Fψ ⊆ J for
some filter J and a ∈ Fϕ∇Fψ , then a = a1 ∧ a2 for some a1 ∈ Fϕ, a2 ∈ Fψ , so
that a1, a2 ∈ J and a ∈ J (recall that a filter is a relative subsemilattice of A);
hence, Fϕ∇Fψ ⊆ J . Therefore, Fϕ∇Fψ is indeed the least upper bound of Fϕ
and Fψ .
(b) This follows from the fact that CE is a Boolean lattice (see Theorem
impla1(a)), the preceding corollary and the identity Fϕ = K−ϕ noticed after
the proof of Theorem impla1.
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5 On finitely generated closure endomorphisms
Every closure endomorphism is a join of principal closure endomorphisms; more
exactly,
ϕ =
∨
(αp : p ∈ Kϕ) (5.1)
([9, Proposition 2]). A closure endomorphism was said in [9] to be finitely
generated if it is a join (i.e., composition) of a finite number of principal closure
endomorphisms. Equivalently, ϕ is finitely generated ifKϕ is a finitely generated
filter. For a finite subset P = {p1, p2, . . . , pn} of A, let αP be the closure
endomorphism αp1 ◦ αp2 ◦ · · · ◦ αpn ; for P = ∅, we set αP = ε. Evidently,
αP = αQ iff P and Q generate the same filter; in particular, α∅ = α1.
The set CEf of all finitely generated closure endomorphisms is an upper
subsemilattice of CE, named the adjoint semilattice of A in [9]. See Proposition
3 of that paper for the following observation, which implies by virtue of Theorem
4.1 that every finitely generated filter is monomial.
Proposition 5.1. The transformation k is an isomorphism of CEf onto the
upper semilattice of finitely generated filters of A.
Both semilattices are even subtractive (i.e., they are dual implicative semi-
lattices); see [9, Theorem 4], resp., [8, Theorem 2.3]. The subset of principal
closure endomorphisms of A is closed under subtraction and form an algebra
anti-isomorphic to A (by [9, Theorem 7], the transformation p 7→ αp is an
order-reversing mapping of A into CE, naturally, with the range CEα, and
αp→q = αq − αp). Therefore, any implicative semilattice of which A is a reduct
and which itself is anti-isomorphic to CEf is a minimal Brouwerian extension
of A; see Section 5 of [9].
Remark 5.2. We take the opportunity to correct a sad misprint on p. 49 in
[9]: a Brouwerian extension B of a Hilbert algebra A is minimal, i.e., generated
by A, if and only if every element of B can be presented as a meet of a finite
subset of A, not a join, as mistakenly said there on line 3 (the subsequent
demonstration is correct). Actually, a minimal Brouwerian extension of A is a
particular implicative semilattice envelope of A in the sense of [3] and, hence, a
free implicative semilattice extension of A [3, Section 6]. See also [20].
Also, in the proof of Theorem 12, line 4, the attribute ‘finitely generated’
should be inserted before ‘closure endomorphisms’.
Recall that an element a of a lattice L is said to be compact if every set
X ⊆ L such that a ≤
∨
X has a finite subset with the same property. (The
lattice in the definition is commonly assumed to be complete; we take the liberty
to apply the notion of compactness also to arbitrary lattices, as in [1]). The
lattice L is said to be compactly generated or algebraic, if every its element is
a join of compact elements. In the filter lattice of A, the compact elements are
precisely the finitely generated filters (see [4, Theorem 2] or, for more details,
Section 1 in [2]). As were noticed above, all finitely generated filters of A are
monomial; therefore, they remain to be compact in the lattice of monomial
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filters of A. The converse also holds: by a standard argument, any compact
element J of the lattice of monomial filters is finitely generated. Indeed, J
is the join of those principal filters (all monomial) that are included in J ; by
compactness, we can choose a finite number x1, x2, . . . , xn of elements of J so
that J = [x1)⊔ [x2)⊔· · · ⊔ [xn) = [x1, x2, . . . , xn). Theorem 4.1, Proposition 5.1
and the equality (5.1) now lead us to the following conclusion.
Corollary 5.3. The lattice CE is compactly generated, and CEf is its set of
compact elements.
We now move to the question which Hilbert algebras have isomorphic adjoint
semilattices.
Theorem 5.4. Two Hilbert algebras have isomorphic adjoint semilattices if and
only if their filter lattices are isomorphic.
Proof. Suppose that f is an isomorphism between filter lattices of Hilbert alge-
bras A and B. Then f yields a bijective connection between the sets of compact
elements of both lattices and, consequently, establishes an isomorphism between
their semilattices of finitely generated filters, so that the adjoint semilattices of
A and B are indeed isomorphic.
The converse follows from Theorem 6 in [9], which states that the filter
lattice of a Hilbert algebra is isomorphic to the lattice of ideals of its adjoint
semilattice.
Theorem 5.5. Two Hilbert algebras have isomorphic adjoint semilattices if
they have isomorphic endomorphism monoids.
Proof. It immediately follows from Corollary 3.4 that Hilbert algebras with
isomorphic monoids of endomorphisms have also isomorphic lattices of closure
endomorphisms and, further, lattices of monomial filters (Theorem 4.1). Just as
in the proof of Theorem 5.4, this implies isomorphism of the respective adjoint
semilattices.
If a Hilbert algebra is actually an implicative semilattice (this is the case if
and only if all its finitely generated filters are principal), then it is dually iso-
morphic to its adjoint semilattice ([9, Corollary 9]). We thus come to a corollary
that essentially improves the main result (Theorem 3.3) of [25] stated, in the ter-
minology of the present paper, for implicative semilattices having only principal
closure endomorphisms or, equivalently, only principal monomial filters.
Corollary 5.6. Two implicative semilattices are isomorphic if and only if their
endomorphism monoids are isomorphic.
Theorem 1 of [13], which is proved using topological (duality theory) meth-
ods, states a similar result for implication algebras. As every implication algebra
is an implicative semilattice, the theorem is a particular case of the above result.
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We end with some more results on implication algebras. At first, it imme-
diately follows from (5.1) that, for every ϕ ∈ CE,
ϕ =
∧
(δp : p ∈ Fϕ).
Indeed, −ϕ =
∧
(−αp : p ∈ Kϕ) =
∧
(δp : p ∈ F−ϕ); see the paragraph subse-
quent to Theorem 3.5. Further, the discussion subsequent to Proposition 5.1
and Theorem 3.5(e) lead us to the conclusion that the transformation p 7→ δp is
an embedding of A into the implication algebra CE, while its range CEδ is an
upwards closed subalgebra of CE.
The subsequent characterization of implication algebras is suggested by The-
orem 2.3 in [27], stated for BCK-algebras.
Theorem 5.7. Let A be a Hilbert algebra. The following statements are equiv-
alent:
(a) A is an implication algebra,
(b) the fixpoint set of every ϕ ∈ CE is a filter,
(c) the fixpoint set of every ϕ ∈ CEf is a filter,
(d) the fixpoint set of every ϕ ∈ CEα is a filter.
Proof. For (a)→(b), see Theorem 3.5(d). The transfers (b)→(c)→(d) are trivial.
Now assume (d) and choose any a, b ∈ A. At first, a ≤ a → b. → a. Further,
let ϕ := αa and c := a → b. → a: → a. Clearly, a → b ∈ Fϕ and a → b. →
c = 1 ∈ Fϕ. By the assumption, then c ∈ Fϕ, i.e., c = a → c = 1. Hence,
a → b. → a ≤ a and, eventually, a → b. → a = a. As a and b are arbitrary, it
follows that A is an implication algebra.
Theorem 5.8. If A is an implication algebra, then CEf is an ideal of the lattice
CE.
Proof. As the set CEf is closed under compositions, i.e., joins, it remains only
to prove that CEf is hereditary in CE. Suppose that ϕ ∈ CE, and assume that
ϕ ≤ αP for some finite P ⊆ A. Let Q := {ϕp → p : p ∈ P}; we shall show that
ϕ = αQ.
If P = ∅, then ϕx ≤ x for all x, and ϕ = α1. Now consider the general case
P = {p1, p2, . . . , pn} with n > 0. As the lattice CE is distributive,
ϕ = ϕ ∧ αP = ϕ ∧ (αp1 ◦ αp2 ◦ · · · ◦ αpn) = ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕn,
where ϕi = ϕ∧αpi for i = 1, 2, . . . , pn. Since ϕi ≤ αpi , it follows from Theorem
3.5(e) that all closure endomorphisms ϕi are principal; therefore, ϕ ∈ CE
f .
More specifically (see the proof of the mentioned theorem), ϕi = αϕipi→pi =
αϕpi→pi ; if qi := ϕpi → pi, then ϕ = αq1 ◦ αq2 ◦ · · ·αqn = αQ, as needed.
Therefore, the adjoint semilattice of an implication algebra is in fact a sub-
lattice of CE, generated by the principal closure endomorphisms.
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