Método sem malha hp-clouds na análise de placas Reissner-Mindlin / by Garcia, Oscar Alfredo
Universidade Federal de Santa Catarina 
Programa de Pós Graduação em Engenharia Mecânica
Método sem malha hp-Clouds 
ná análise de placas de Reissner-Mindlin
Dissertação Submetida à Universidade Federal de Santa 
Catarina para Obtenção do Grau de Mestre em 
Engenharia Mecânica
Oscar Alfredo Garcia
Florianópolis, Março de 1999
Método sem malha hp-CIouds 
na análise de placas de Reissner-Mindlin
Oscar Alfredo Garcia
Esta Dissertação foi Julgada Adequada para Obtenção do Título de
Mestre em Engenharia
Especialidade Engenharia Mecânica, Área de Concentração Projeto e 
Análise de Componentes Mecânicos, e Aprovada em sua Forma F inal pelo 
Curso de Pós-Graduação em Engenharia Mecânica
Clovis S ^ rb  deEduardo Alberto F^ijíello, D.Sc.
Orientador Coo^ntador




Paulo de Tarso R- Mendonça, Ph.D.
Presidente da Banca




é Carlos Pereira, Ph.D.
Adriano Scremin, D.Sc.
A meus pais, Aramir e Esther, que com sua 
simplicidade e espírito de luta sempre me apoiaram e 
incentivaram nas horas mais difíceis desta trajetória.
A meu cunhado Hipólito, minha irmã Adriana e meus 
sobrinhos Hipólito, Adriana (Gorda) e Vinícius (Vini), 
com gratidão pelo constante incentivo, pelos longos 
papos e pelo indispensável apoio logístico.
A meu irmão Marcial, com todo o carinho e 
admiração.
A meu querido irmão Aramir (Gordo), velho soldado 
de tantas batalhas que juntos enfrentamos, pelo 
exemplo de coragem e determinação que de ti recebi.
AGRADECIMENTOS
A meu orientador, Prof. Eduardo Alberto Fancello , pela paciência e dedicação que me 
dispensou durante o andamento desta pesquisa.
Ao Prof. Clovis Sperb de Barcellos, pela sua indispensável contribuição nas etapas 
fundamentais deste trabalho.
Ao Prof. Lauro Nicolazzi, pela amizade e coperação dispensadas.
A todos os amigos e colegas de trabalho, Valdir Mendes Cardoso, Raimundo Matos, 
Maichael Fernandes, Lauro Junior, Nederson da Silva, Jucelio Pereira, Andre A. 
Novotny e Eriberto Nascente Silveira, pela amizade e colaboração recebidas.
Ao CNPq pelo apoio financeiro a esta pesquisa através da bolsa de estudos concedida.
Resumo
O conteúdo deste trabalho trata da aplicação do método sem malha hp-Clouds ou 
simplesmente método de nuvens (C. A. Duarte e J. T. Oden [8]) à solução de problemas de 
placas de Reissner-M indlin.
Inicia-se o mesmo fazendo um abordagem sucinta das técnicas sem malha precursoras da 
metodologia adotada, destacando suas potencialidades e limitações. A seguir é apresentado 
o princípio variacional modificado dos Trabalhos Virtuais, proposto por Y .Y. Lu, T. 
Belytschko e L. Gu [4], adaptado ao problema de placas semi espessas de Reissner- 
Mindlin.
São estabelecidos os alicerces matemáticos necessários na construção do espaço de 
aproximação, que se fundamentam na partição da imidade e nas funções denominadas 
Moving Least Square (MLS). É definida a função de Shepard como um caso especial 
das funções MLS bem como seu caráter de partição da unidade. Posteriormente, são 
construídas as bases, do espaço de aproximação por meio de produto tensorial com 
polinómios de Legendre ou por produtos com conjuntos completos de polinómios. 
Culmina-se o trabalho apresentando resultados numéricos, onde se verifica o 
comportamento do espaço de aproximação quanto ao fenômeno de Travamento (Locking) e 
quanto à convergência de deslocamento transversal e esforços (momentos e cortantes). 
Como item anexo é feita a comparação de resultados, entre a metodologia utilizada e MEF.
Abstract
The content o f this w ork consists on the application o f the mesh less hp-Clouds 
method (C. A. Duarte and J. T. Oden [8]) to the solution o f  problems o f the Reissner- 
Mindlin thick plates.
It begins with a brief approach o f the mesh less techniques o f the adopted 
methodology, emphasizing its potentialities and restraints. Then, the modified variational 
principle o f the Virtual Works is presented, as proposed by Y . Y . Lu, T. Belytschko and 
L. Gu [4], adapted to the problem o f the Reissner-Mindlin plates.
The necessary mathematical foimdations for the construction o f the 
approximation space are set, which are based on the partition o f the unity and the 
functions named Moving Least Square (MLS). The fraction o f Shepard is defined as a 
special case o f the MLS function, as well as its character o f  partition o f unity.
Afterwards, the bases o f  the approximation space are built through tensorial 
products with Legendre's polynomials or through complete set o f polynom ials.
The work finishes presenting numerical results, vdiere one verifies the behavior o f  
the approximation space in relation to the phenomenon o f locking and to the convergence 
of transversal dislocation and efforts (moments and shear).
As an annexed item, the comparison o f results is done between the methodology 
used and FEM.
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Introdução
Dentre os grandes avanços nos métodos numéricos do século vinte, temos o surgimento 
do Método dos Elementos Finitos (MEF) que, juntamente com o avanço da ciência da 
computação, marcam uma nova era na física na matemática e na Engenharia através da 
simulação numérica de problemas reais. Nos últimos vinte anos, vemse delineando uma 
nova geração de métodos numéricos, sendo o objetivo principal destas pesquisas modificar 
a estrutura interna do método tradicional de elementos finitos, de forma a torná-lo mais 
flexível, versátil e robusto. Os trabalhos têmse concentrado naqueles pontos onde o MEF 
tradicional apresenta limitações tais como movimentos descontínuos, fraturas ou choques, 
malhas complexas, adaptativ idade, etc . Por exemplo, o caráter estruturado dos elementos 
finitos encontra sua aplicação limitada em problemas de simulação de impactos de alta 
velocidade, problemas de erosão, problemas de dano do material e falha estrutural e 
problemas de mudança de fase. Em mioitos destes casos, os chamados métodos sem 
malha mostram sua eficiência e versatilidade, proveniente da independência das funções 
de aproximação de uma malha, evitando problemas de distorção da mesma e à diminuição 
do custo computacional devido à não-necessidade de remalhamento.
Entre as primeiras propostas dos métodos sem malha temse a de R .A.Gingold e 
J.J.Monaghan com Smooth Particles Hydrodynamics (SPH)[27], e o método Moving Least 
Square (MLS), de P. Lancaster e K . Salkaushkas[26]. Recentemente a importância dada 
aos métodos sem malha temse refletido no surgimento de uma série de outros métodos, 
tais como:
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• Difuse Element Method (DEM) (Nayroles, Touzot e Villon) [29]
•  Element Free Galerkin (EFG) (T.Belytschko e co-autores) [2J
•  Reproducing Kernel Particle Method (RKPM) (Liu e co-autores) [30]
•  hp-Clouds (J.T.Oden e C.A.Duarte) / 8 /
•  Partition of Unity Finite Element Method (PUFEM) (Babuska e Melenk) [12]
O método SPH, representa a forma mais ilexivel dos métodos sem malha, sendo de 
simples implementação. Este usa o conceito de colocação para construir o conjunto de 
equações discretizadas que governam o problema. O processo de integração usado em é 
a regra do trapézio que, além de não ser vima regra ótima, integra exatamente, no máximo, 
funções lineares. As funções de interpolação usadas nos núcleos das equações integrais 
têm  a mesma forma que as funções de grau zero do método MLS, conhecida como função 
de Shepard. O inconveniente de sua utilização é a baixa precisão de aproximação. Além 
disto, o método SPH apresenta inconsistência linear quando são usadas determinadas 
funções de interpolação (funções spline cúbicas) . Situação similar acontece nas fronteiras, 
onde não se tem como garantir a consistência nem para funções lineares, nem para as 
constantes. Portanto, embora seja um  método muito simples de ser implementado, ele 
apresenta a limitação de usar funções de aproximação de baixa precisão e um processo 
de integração pouco adequado, exigindo um número elevado de pontos integração para 
obter-se uma precisão satisfatória.
Os métodos EFG e DEM, ao contrário do SPH, usam a formulação de Bubnov Galerkin 
para obter o conjunto de equações discretizadas jim to a técnica de Moving Least Square 
(MLS) para a construção das funções de aproximação. Entretanto, o DEM mostra baixa 
precisão, principalmente devido à consideração inadequada das condições de contorno na 
fronteira de Dirichlet, ao emprego de regras de integreição de baixa ordem no conjunto de 
células suportes de integração e, principalmente, à omissão de certos termos das derivadas 
das funções de interpolação.
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o  EFG vem como uma forma de aprimorar o DEM, i:isando regras de quadratura 
de alta ordem, incluindo certos termos nas derivadas das funções de aproximação que 
não são considerados por Nayroles, e o emprego de multiplicadores de Lagrange para 
forçar condições de contorno essenciais. As taxas de convergência bem como a precisão 
atingidas são, em muitas situações, melhores do que em MEF, como é o caso de problemas 
de dinâmica de fratura, mostrado por Y .Y L u, T. Belytschko, M.Tãbbara [5], já  que as 
funções não apresentam sensibilidade que comprometa a precisão para uma distribuição 
não uniforme de nós. Eísta característica torna este método muito atraente para refinos 
” /i ” adaptativos, não correndo o risco de malhas distorcidas para ajustar-se a geometria 
do problema. Por outro lado, o refino " p ” adaptativo torna-se mais simples que em 
MEF, já  que não se tem a dificuldade da descontinuidade de funções nas fronteiras entre 
os elementos.
Embora o método EFG apresente uma excelente linha a ser seguida para contornar 
problemas onde os métodos tradicionais com malha apresentam limitações, o custo com­
putacional na etapa de processamento é alto, já que para calcular as funções de aproxi­
mação é necessário inverter uma matriz em cada ponto de integração. Uma forma de evitar 
a inversão desta matriz foi apresentada no trabalho de Y.Y.Lu, T . Belytschko, M.Tabbara 
5], no qual é usado um processo de ortonormalização das funções peso-polinomiais resul­
tando uma matriz diagonal. Porém o custo computacional do processo de ortonormaliza­
ção é tão caro quanto inverter a matriz. O método EFG, quando aplicado a problemas 
regulares, não oferece vantagens em relação ao MEF convencional, já  que nestas cicun- 
stâncias a etapa de pré-processamento para gerar a malha é de baixo custo computacional, 
se comparada com a etapa de processamento utilizando o método EFG. Portanto, um pro­
cedimento com o qual se consegue elevada precisão de resultados em regiões críticas, e ao 
mesmo tempo, baixo custo computacional, é conseguido, co a divisão do domínio em duas 
regiões: uma crítica, onde se aplica o método EFG, e outra regular, no qual se aplica MEF 
convecional, conforme apresentado por D . Hegen [7]. Uma outra dificuldade que surge em 
EFG convencional está intimamente relacionada com a forma de impor as condições de
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contorno essenciais, utilizando multiplicadores de Lagrange. Este procedimento, quando 
usado de forma direta no princípio variacional clássico, resxilta numa matriz de rigidez 
que não é positiva definida, apresentando problemas de mal condicionamento quando se 
traba lha com bases polinomiais de grau elevado.
Uma forma de contornar os problemas relacionados aos multiplicadores de Lagrange 
é apresentada por Y.Y.Lu, T  Belytscho e L.Gu [4], empregando o princípio variacional 
modificado. Neste caso, é usado o significado físico dos multiplicadores de Lagrange, que 
correspondem aos vetores tração sobre a fronteira de Dirchlet necessários para forçar as 
condições de contorno prescritas. A grande vantagem do emprego desta técnica consiste 
na diminuição do número de graus de liberdade e no surgimento de uma matriz sem 
grandes problemas de mal condicionamento.
o  emprego do método EFG é estendido ao tratam ento de domínios constituídos de 
materiais diferentes de L.W.Cordes, B . Moran[6 ], onde novamente é usado o significado 
físico dos multiplicadores de Lagrange para forçar condições de contorno essenciais e na 
fronteira definida entre os materiais. Outra variação do método é o tratam ento do EFG 
com integração nodal, ou seja, onde não é preciso o conjunto de células para integração 
numérica Sephen Beissel e Ted Belytscho[3]. Neste caso, o problema da sub-integração, 
também chamado de instabilidade tensorial é contornado incorporando na equação do 
princípio variacional o quadrado do resíduo de energia.
Como uma sequência natural ao método EFG, surgem os métodos que constróem o 
espaço de aproximação por enriquecimento externo da partição da unidade, como o hp 
Clouds, de C. A. Duarte e J. T. Oden [8 ], e o Partition of Unity Finite Element Method 
(PUFEM), de J.M. Melenk e I .Babuska [12 .
No método hp^-Clouds, aqui denominado Método das Nuvens, o espaço de aproximação 
é construído por enriquecimento da função partição da unidade com sinal. Este enriquec­
imento podese dar por produto tensorial destas funções com polinómios de Legendre, ou 
por conjuntos completos de polinómios.
Embora não tenha sido adotado neste trabalho, no qual as condições de contorno
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essenciais são impostas de forma fraca, nesta metodologia, as funções de aproximação 
podem ser construídas de forma a possuir a propriedade delta de Kronecker (C. A . Duarte 
e J . T. Oden [11]). Nestes casos, as condções de contorno são impostas de forma similar 
a do MEF, em que são utilizados elementos hierárquicos.
A principal vantagem deste método sobre o EFG é o de poder usar partições de unidade 
de grau zero (funções de Shepard ). Esta característica tom a este método muito atrativo 
para o uso de estratégias adaptativas, devido ao baixo custo computacional necessário 
para obter o espaço de aproximação. O emprego de funções de Shepard na construção do 
espaço de aproximação representa uma economia de tempo de processamento, já  que não 
há vantagem em construir funções partição da unidade usando bases polinomiais de grau 
maior do que zero, como provado numérica e matematicamente por C . A. Duarte e J . T. 
Oden [8],
o  Partition of Unity Finite Element Methd (PUFEM) se caracteriza por constm ir o 
seu espaço de aproximação por enriquecimento das funções partição da unidade do tipo 
LipscWtz com funções que apresentam boas propriedades de aproximação (polinómios de 
Legendre, polinómios de Lagrange e funções que fazem parte do PVC). Dentro das funções 
partição da unidade possíveis de serem usadas se encontram as funções globais de MEF.
As principais características do método são:
• Habilidade de incluir, a priori, conhecimento sobre o comportamento local da solução 
no espaço de elementos finitos. Isto o torna apropriado na abordagem de proble­
mas em que as soluções são fortemente oscilatórias e o uso de bases polinomiais 
não resolve as características principais da solução. Um exemplo de problemas com 
soluções fortemente oscilatórias são os problemas de elasticidade para materiais lam­
inados, materiais endurecidos e a equação de Helmholtz para pequeno comprimento 
de onda;
• habilidade de construir o espaço de aproximação de regularidade desejada;
• pelo fato de não precisare de uma malha no sentido clássico de elementos finitos, o
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método se torna sem malha;
• pode ser entendido como uma generalização das versões h p e hp de MEF.
Dentre as dificuldades encontradas podem ser citadas as seguintes:
— A escolha da base do espaço de interpolação, pois dela depende o número de 
condicionamento da matriz de rigidez;
— A incorporação das condições de contorno essenciais no problema, já  que as 
funções de interpolação podem não te r a propridedade seletiva do Delta de 
Kronecker, tendo que forçar as condições de contorno por meio de funções de 
penalização ou outras técnicas;
— o  processo de integração numérica toma-se mais difícil do que o M EF conven­
cional, já  que as funções não estão amarradas à malha, tendo que determinar 
para cada ponto de integração o número de patch (domínios da partição da 
unidade) que o cobre, bem como os valores das funções e seus gradientes cor­
respondentes no ponto de integração.
1.1 Objetivos do Trabalho
A finalidade deste trabalho é a análise do comportamento do espaço de aproximação 
constrm'do mediante o Método das Nuvens na resolução de problemas de elasticidade, 
especificamente na análise de problemas de placas de Mindlin. Para tal, foram executadas 
as seguintes tarefas:
• Implementação de uma estrutura computacional para a solução numérica de prob­
lemas de elasticidade, segundo os métodos sem malha, em particular o método hp 
Clouds, ou simplesmente método das nuvens. A estrutura computacional foi con- 
strm'da em POO ( programação orientada a objetos ), com arquitetura aberta, ou 
seja, elaborada de forma tal que permita a implementção de problemas específicos, 
usando a estrutura já  existente. Este é o caso da estrutura computacional específica
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para o problema de placas de Mindlin (que é o problema específico a ser abordado), 
problemas de elasticidade plana etc;
• verificação do desempenho do método para o problema de placas de Mindlin, através 
da análise de:
-  Fenômeno de travamento (Locking);
-  Convergência em termos de erro relativo na norma
-  Convergência local avaliada em termos de valores máximos normalizados em 
relação à solução analítica.
Como complemento anexo as verificações citadas é feita uma análise comparativa com 
resultados obtidos utilizando MEF.
1.2 Descrição do Trabalho
1.2.1 Capítiilo 1.
Constiui-se de uma introdução à metodologia sem malha apresentada anteriormente.
1.2.2 Capítulo 2.
Este capítulo analisa o problema estático de placas, considerando a deformação cisal­
hante. Nesta abordagem são apresentadas as hipóteses cinemáticas e as correspondentes 
equações de deslocamento para teoria de primeira ordem, caracterizando, desta forma, o 
modelo de placas de Reissner-Mindlin. São definidos para o modelo apresentado o tensor 
de deformações de Green para pequenos deslocamentos e as equações constitutivas para 
material elástico linear isotrópico. O princípio da energia potencial conforme K. Washizu 
16] é utilizado como ponto de partida para determinar o princípio variacional dos tra ­
balhos virtuais (PTV). São definidas as equações de PTV incorporando as condições de 
contorno essenciais por meio de funções de penalização (multiplicadores de Lagrange) e 
pelo Princípio Variacional Modificado, que usa o significado físico dos multiplicadores de
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Lagrange conforme Y .Y. Lu, T . Belytscliko e L. Gu [4], adaptado ao problema de placas 
de Mindlin.
1.2.3 Capítulo 3.
Apresentam-se neste capítulo as características fundamentais do espaço de aproximação no 
método das nuvens. São definidos os fundamentos matemáticos dos métodos precursores 
do EFG, hp-Clouds e PUFEM, como Moving Least Square(MLS) e o Método da Partição 
da Unidade. É comentada de forma sucinta a construção do espaço de aproximação do 
EFG e do PUFEM, ressaltando suas potencialidades e limitações. Finalmente é abor­
dada de forma detalhada a construção do espaço de aproximação do método hp-Clouds, 
conforme C . A. Duarte e J. T. Oden [8 .
1.2.4 Capítulo 4
Neste capítulo se estabelece a formulação de Bubnov Galerkin para o campo de deslo­
camentos e, a partir destas, a equação integral do Princípio Variacional Clássico com 
variáveis discretizadas, no qual surgem as matrizes e Ng, e os vetores de parâmetros 
de Lagrange A, responsáveis por introduzir as condições de contorno essenciais.
Como uma forma alternativa de contornar as dificuldades de impor as condições de 
contorno essencias é apresentada a equação com variáveis discretizadas para o Princípio 
Variacional Modificado. Como complemento deste capítido são apresentadas de forma 
sucinta as características fundamentais da programação orientada a objetos (OOP), bem 
como a estrutura básica do código CLOUDS-h+ utilizado neste trabalho .
1.2.5 Capítulo 5
São apresentados e discutidos aqui os resultados numéricos, através dos quais se verifica 
o comportamento do espaço de aproximação, a influência da geometria e das condições 
de contorno. São utilizadas nesta análise placas quadradas com apoios rígidos e placas 
quadradas e circulares engastadas, todas sujeitas a carregamento uniformemente distribuí­
do no domínio. É analisado o fenômeno de travamento (locking), assim como o resultado
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de convergência em termos de erro relativo na norma e de valor local máximo normal­
izado, para os campos de deslocamento transversal e esforços (momentos e cortantes).
Encerra-se o capítulo comparando os resultados obtidos para convergência local do 
deslocamento transversal com MEF, para os seguintes casos:
•  Placa quadrada simplesmente apoiada no contorno (apoio rígido, ’’hard ” );
• Placa circular engastada no contorno;
•  Placa triangular ( triângulo equilátero ) simplesmente apoiada no contorno;
• Placa anular simplesmente apoiada no contorno;
•  Placa rômbica simplesmente apoiada no contorno.
1.2.6 Capítiilo 6
São discutidas as potencialidades e limitações desta metodologia na abordagem do prob­
lema de placas de Mindlin, em função dos resultados numéricos dos exemplos analisados 
no capítulo cinco. Finalmente são apresentadas sugestões de linhas de pesquisa futuras.
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C apítu lo 2 
P lacas de IVIindlin
As placas são elementos estruturais que se caracterizam por apresentar uma dimensão 
(espessura) muito menor que as outras duas e rádio de curvatura infinito, conforme Figura 
2.1. Assim, o domínio da placa f ié  definido como
-í t
2 ’ 2 ,{x ,y )  e
onde S representa o plano médio da placa, 5Q o seu contorno e í a espessura.
Figura 2.1. Elemento estrutural de placa 
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o  modelo de primeira ordem, também conhecido como modelo de Reissner-Mindlin 
para placas semi-espessas, não mais considera a rigidez no cisalhamento infinita, como 
na teoria clássica de Kirchhoff. Neste caso, depois da estrutura deformada, as fibras não 
permanecem perpendiculares ao plano médio, e sim defasadas de um ângulo 7  em re­
lação à perpendicular, correspondente à rotação devida ao cisalhamento. Neste modelo, o 
campo cinemático é construído em função dos deslocamentos transversais e das rotações 
de pontos no plano médio da placa e é representado por funções lineares com relação 
à coordenada 2: da espessura, o que caracteriza o modelo cinemático de primeira ordem. 
Partindo da definição do próprio ceanpo de deslocamento, pode-se constatar que as ten­
sões cisalhantes r^z e Tyz são constantes ao longo da espessura. Este fato caracteriza 
uma limitação desta teoria já  que se sabe que a tensão cisalhante se distribue de forma 
aproximadamente parabólica ao longo da espessura da placa. Esta limitação foi contor­
nada por Mindlin e Reissner através de um fator de correção da distribuição de tensões 
de cisalhamento transversais. Este fator de correção foi calculado em comparação com a 
solução analítica apresentada pela teoria da elasticidade trid imensional, sendo o primeiro
valor determindado por Reissner (1945) com /Sg =  |  , e posteriormente por Mindlin (1951)
2
define A:,. =  ^ .
2.1 Hipóteses Cinemáticas.
As hipóteses simplificativas básicas para o modelo cinemático de 1“ ordem são:
(a) Espessura t< < L /1 0  no qual L é a largura média da placa;
(b) azz =  0 ;
(c) As fibras retas continuam retas após a deformação;
(d) As fibras perpendiculares ao plano médio não variam de dimensão após a de­
formação.
Na presente abordagem não são levadas em consideração as deformações de membrana. 
Isto pode ser feito sem perda da generalidade, já  que no modelo de placa de Mindlin os
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mecanismos de deformação de esforços de membrana e flexão se encontram desacoplados. 
Assim, pode-se descrever o deslocamento de um ponto qualquer P  (x, y, z)  da placa em 
função do deslocamento vertical w e dos giros 9^ e 9y do ponto Pq {x , y )  da superficie 
média como :
' ui{x,y,z)  I  ( - z 9^{x,y) 
V i{x ,y ,z )= l  U2{x,y,z) V =  ■; - z 9y{x,y)
. J [ w{x,y)
onde ui, U2 e U3 são os deslocamentos nas direções x,y e z respectivEimente. 
o  gradiente de deslocamento é dado por
(2.1)
Z 9 y^X
V u  = — z 9 ^ y W , y ( 2 .2 )
. 0
e o tensor de deformações de Green é definido como:
e ( u ) = i ( V u  +  V u ^ )
Substituindo 2.2 em 2.3,






Devido à simetria do tensor de deformações de Green, pode-se escrever o mesmo como 
um vetor de cinco componentes como segue:
e  ( u )  =  .
z 9x ^
^yy — ZBy^y
I x y ► =  . — z{B x ,y  -|- 9y^x) *
(W jx B x )
. '^yz . ( ^ jy  ~ B y )
(2.5)
o  vetor acima pode ser decomposto em função dos mecanismos de formação atuantes, 












onde 9 ^  — {^x^^y} ■
2.2 Equações constitutivas
Devido ao fato de se considerar uma espessura í < <  ^  , admite-se que as tensões normais 
são desprezíveis em relação as outras. Esta hipótese incorporada na relação cinemática 
de um sólido elástico linear isotrôpico ( Lei de Hooke ) permite obter a seguinte equação:




( l - r . 2)
1 i/ 0 0
ly 1 0 0
0 0 ^  0
0 0 0
0 0 0 0
0
0 ^yy0 Ix y0 Txz
(1-z.)2 ^
(2.8)
Esta equação constitutiva pode ser expressa levando em consideração os diferentes 









1 V 0 ■ fV 1 0
0 0 (1-^ )2 J 1 'Txy




ou em forma compacta,
<Ts (u) =  iC 'e i  (u) (2.11)
onde:
(T, (u) =  (u) (2.12)
E
E
(1 -  ..2)
1 u 0
u  1 0
0  0 (l-I/ )2




F igura 2.2. Estado de tensões de um elemento de placa em equilíbrio estático 
Dado o estado de tensões de um elemento da placa com dimensões dx  e dy  mostrado na 
Figura 2.2, os esforços internos estão relacionados aos momentcs e esforços de cisalhamento 




M,xy /■ ==  / Z T ^ Z (2.17)
e T:,zd2: (2.18)
Q y = f  T y z d z  (2.19)
*^“ 2
Desta forma, utilizando a Eq. 2.11 e integrando os momentos de primeira ordem na 
espessura define-se:
= J  zcTb (u) dz =  y  z^C^Eb (u )  dz = (u ) =  Ci,£b (u) (2 .2 0 )yy
xy
onde pode-se escrever C í como:
Q  = - C ' = D (2.21)
Na Eq. 2.21 D  o coeficiente de rigidez à flexão da placa é definido por:
t^E
1 2 (1 - 1/2)
De forma análoga, a partir da Eq. 2.12, define-se:
(2 .22)
Q =  I I  = y  '  k ,as  (u) dz = y '  {u)dz = k^tC^e^ (u) =  (u) (2.23)
2 * ' 2  
A matriz C „ de coeficientes elásticos tem  a forma:







o  Coeficiente ks é denominado de coeficiente de correção de cisalhamento, sendo ado­
tado o valor de /ís =  I  (Reissner 1945)
2.3 Princípio da energia potencial
o  princípio da energia potencial mínima estabelece que a função u  (x ) , que minimiza o 
funcional 11 (energia de deformação total) corresponde a uma configuração de equilíbrio 
do sistema.Partindo da expressão da energia potencial de deformação interna, pode-se 
determinar o sistema de cargas compatíveis com o modelo cinemático como observa-se a 
seguir:
Conforme K .Washizu[16], a energia potencial interna de deformação fica definida como:
Ili (u) =  ^  y (M  (u) • £i (u) +  Q (ií) • £s (u))dS (2.25)
Por motivos de comodidade no formalismo matemático, define-se a seguir a seguinte 
igualdade (ver expressão 2 .6b)
M  (u) ■ £b (u) =  - M  (u) • (2.26)
onde,
M ( m) = Mxx ^ x y  




Substitmndo as Eqs. 2.26 e 2.7 na Eq. 2.25, pode-se escrever a energia potencial 
interna de deformação como:




As parcelas do integrando 2.29, que se constituem de produtos internos com gradientes 
de rotações e gradientes de deslocamentos transversais, podem ser desdobradas, com a 
intenção de reduzir a ordem da integral.
Parte-se, inicialmente, da definição do Gradiente VO como uma soma da parcela 
simétrica definido em 2.28 responsável pelas deformações, e da parcela anti-simétrica 
responsável pela rotação de corpo rígido,
V 0  = (V^0+V“0) (2.30)
na qual representa a parte anti-simétrica do gradiente com a seguinte forma matricial:
= (2.31)
Com a finalidade de expressar M  (u) • do integrando de 2.29 em função de diver­
gentes, emprega-se a seguinte identidade da álgebra tensorial:
div{M  (u) 0) =  M  (u) ■ V0 +  6> • d iv M  (u ) . (2.32)
Substituindo a Eq. 2.30 em 2.32, obtem-se:
div{M  (u) d) = M  (u) • ( V "0+V “0) + 6  ■ d ivM  (u) (2.33)
ou,
dw (M  (u) d) = M  (u) • V "0+M  (u) ■ +  0 ■ divM  ( u ) . (2.34)
Como M  (u) • =  0 em 2.34, já  que o produto interno de uma matriz simétrica por
uma anti-simétrica é nulo, chega-se à seguinte expressão para —M (u )  • V®0 :
- M  (u) ■ = -d iv { M  (u) 0) + 0 -  d ivM  (u) (2.35)
Para determinar Q (u) • Vto em função de divergentes procede-se de forma similar à 
anterior e obtem-se a seguinte expressão para Q (u) ■ Vio:
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Q ( u )  • Vtü =  div{Q  (u) w) — w divQ  (u) 
Substituindo as Eqs. 2.35 e 2.36 em 2.29 obtem-se:
(2.36)
I ^ [ - d M M i u ) 0 )  + 0 . d i v M { u ) ) ] d i : - J ^ Q i u ) - 0 d E  1 . . 
2 [  +  jj, [dí'y(Q (u)u() -  todiüQ (u)] dE J v • /
Rescrevendo a Eq. 2.37 chega-se a:
Ui{n) = ^ Í ^ J  - d iv { M { u ) e ) d E  + j  9 ■ d ivM  (u)di: -  J  Q ( u ) - 0 dE (2.38)
+ J  div{Q{u) w)dT, — J  w divQ {u)  dE
Aplicando o teorema da divergência às integrais primeira e quarta de 2.38, conclui-se
que:
n  /„'i =  i  /  i s  {divM {u)  -  Q (u)) .0dE  -  J^w d iv Q  (u)
Portanto, a equação completa do Funcional II (u) pode ser escrita como:
i) dE- 
;dôE (2.39)
rí( ) -  / s  [ ( d i v M ( u ) - Q ( u ) )  ■ 0 - i ü d w Q ( u ) ] d E  
“  2 i  + [ - M (u) n  ■ 0 +  Q (u)-nit;] dSE
— I  qwdH — /  m  ■ 0 d E  — /  qwddH — /
Je  Jt, JdT.N JdT,N
Na Éq. 2.40, tem-se que;
(2.40)
m  ■ 0d(9E
n ( u )  =  n ( u ) - n , ( u )  (2.41)
no qual Ilj (u) corresponde à Eq. 2.39, e Ilg (u) ao trabalho realizado pelas forças externas, 
ou seja:
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r i e ( u ) =  f qwdT,+ í m - 0 d E +  í qwddH + í m  -0dõl2  (2.42)
JS JS JdHN Jd^N
Minimizando este funcional, chega-se à equação de trabalhos virtuais em que o prob­
lema consiste em determinar u  ElCin que satisfaz a equação abaixo:
<5n (u) =  J  [(divM  (u) -  Q (u)) ■ e* -  w*divQ] dE +  (2.43)
IdE
—M  (u) n  • 0* -I- Q (u) • nií;*] ddH
-  [  qw*di: -  /  m  • e*dE -  [  qw*ddE -  [  m  • e*dd'£ =  0 
JT, J t. JdT.N JdEif
MO* e Vw* G V a r
Kin  =  {0,w  : d,w  € ( E ) , 6  =0, w = w Vx G (2.44)
Var = {0 \w *  : 0\w *  G (E) ,0*=O, w* = 0 Vx G (2-45)
2.3.1 Ekjuações de Eiquilibrio
Partindo da Eq. 2.43 obtem-se a seguinte configuração de equilíbrio:
E m E  :
d ivM  (u) -  Q (u) =  m (2.46)
divQ  (u) -f- q =  0
Considerando uma base cartesiana, essas equeições podem ser escritas como:
(2.47)
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d M ^^ jd x  -t- dM yxjdy  - Q x ^ r n ^  (2.48)
d M y j ./ d x  -h d M y y jd y  -  Q y  =  rriy (2 .49)
dQ xldx  -h dQ y/dy  +  g =  0 (2.50)
Em <9Siv, tem-se:
M ( u ) - n  =  - n i 5 (2.51)
Q ( u ) - n  =  g^  (2.52) 
Procedendo de forma similar para as Eqs. 2.51 e 2.52, chega-se a:
M^xy'^y — ^^sx (2.53)
M y x U x  - I-  M y y U y  =  - T T l s y  ( 2 . 5 4 )
Q x ^ x  +  Q y r i y  =  q s  ( 2 . 5 5 )
2.4 Uso de Multiplicadores de Lagrange para imposição 
das condições de contorno essenciais
No MEF tradicional as funções de interpolação apresentam a propriedade delta de Kro­
necker permitindo, desta forma, impor condições de contorno essenciais de forma forte. No 
procedimento aqui adotado, não se conta com esta propriedade. Portanto, as condições 
de contorno devem ser incorporadas através da combinação linear dos parâmetros das
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funções que têm  valores não-nulos nesta fronteira.Esta combinação pode ser obtida me­
diante a utilizaç ão de multiplicadores de Lagrange, como indicado a seguir. O problema 
de equilíbrio pode ser expresso mediante a minimização do funcional 11 (u), ou seja:
m in  n ( u ) = - ^ a  (u ,u )  — 1 ( u ) . (2.56)
u&Kin "
Na Eq. 2.56, o funcional bilinear | a  (u, u ) e linear 1 (u) tem  as segiiintes formas para
o problema de placas,
a (u, u) =  y  (M  (u) • Sj, (u) 4- Q  (lí) ■ £s (u)) dS  (2-57)
l { u ) =  íq w d T ,+  í i n d d T , +  í qwddT,+ í m -ô d d T ,  (2.58)
Observe-se que a Eq. 2.56 corresponde ao problema de minimização de um funcional 
convexo em u, dentro do conjunto restrito
?Cin = {u {6 ,w) : 0,w e {T) , d =0, u; =  ÜJ V x  e d ^ o ]  (2.59)
As propriedades de H (u) assim como da restrição sobre u  garantem, pelo teorema de 
Lax-Migram ( Oden [33])
a existência e unicidade da solução.
Por outro lado, a utilização de multiplicadores de Lagrange permite eliminar a restrição 
explicita sobre u  na fronteira de Dirichlet. Se u  é a solução do problema 2.56, isto é.
u  =  arg min 11 (u) (2.60)u&Kin
então existem as funções Aj G (^Ep)  e G (5Ep) tal que o lagrangeano
£ ( u , A j, A^) =  n ( u )  +  [Aj, (0 - 0 )]^2 a +  [A^,(w-«;)]  (2.61)
é estacionário em, u, Aj e A^ü (Luenberger[31]):
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(<§u£(u,A i„A^),u*) = 0  V u * G Í Í ^ ( S )  (2.62)
{6\ , C  (u, Aj, A^) , A,*) +  {6K C  (u, X „ K ) ,X * J  = 0 (2.63)
\/XleX*^ e  {d^D)
Operando as Eqs 2.62 e 2.63 chega-se às seguintes condições de estacionário:
a ( u , u * ) - Z ( u * ) -  /  Xi 0 * d d E -  [  \,w*ddE = Q (2.64)
Jasc Jasx,
f  x ;  ■ { e d d j :  + [  x i { w - w ) d d i :  = Q. (2.65)
Jd^D
Assim, as Eqs. 2.64 e 2.65 definem o equilíbrio do corpo já  incorporadas às condições 
de contorno. Colocando estas em forma explicita, é possivel afirmar que o problema de 
equilíbrio consiste em determinar 9 e w (E) e Aj e XgEL‘^{dHj:)), de forma que:
I [M (u) • £6 (u*) +  Q  (u) • Ê, (u*)] dE -  Í  qw*dE -  í m  ■ 0 *dE (2 .6 6 )
t/S */s »/s
-  f  qw*ddY.- f  m  -0 *ddE 
Jasjv JaEjv
-  í  Xb d*ddn -  [  XsW*ddT. =  0 
JdT^ D JdT,D
í  A*  • ( 0 - 0 ) d 5 E +  /  A*(u;-ú7)daE =  0 (2.67)
J  BTjq
V 6>* e e H ^  (E) e x ;  e X^ e  l2(5Ez>).
o  sistema de equações formado por 2.66 e 2.67 constitue o princípio variacional clássi­
co, forçando as condições de contorno essenciais através de multiplicadores de Lagrange.
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Este princípio variacional tem  o inconveniente de gerar uma matriz de rigidez que não é 
positiva definida, além de apresentar problemas de mal condicionamento quando se tra ­
balha com funções de aproximação obtidas por enriquecimento. Como no caso de placas 
é comum trabalhar com funções de interpolação de ordem p=3 e p=4 para obter uma 
boa precisão, optou-se por usar o princípio variacional modificado, no qual é utilizado o 
significado físico dos multiplicadores de Lagrange que, no problema de placas, correspon­
dem as componentes de momento e forças cortantes nas fronteiras de Dirichlet. Através 
deste procedimento se obtem uma matriz de rigidez similar à utilizada em MEF con­
vencional, sem problemas graves de mal condicionamento e com redução do número de 
graus de liberdade do problema. Entretanto, como no Princípio Variacional Modificado 
os multiplicadores de Lagrange são colocados em função dos deslocamentos, a qualidade 
de resultados é inferior ao procedimento anterior.
2.5 Princípio Variacional Modificado
Subtraindo a Eq.2.67 da Eq. 2.66, resulta:
í  [M (u) • £i (u*) +  Q (u) •£, (u*)] dE -  í  qto*dE -  í  m  • 0*dE (2.68)
•/ S «/s  s
-  f  qw*dd^ -  í  m  ■ e*ddi: -  [  Xb 6>*dôE 
JdJ^ N Jd'SN Jd^D
-  [  Xsw^ddn -  í  x;  ■ { d - 0 ) ddE -  [  X, (w -  w) ddn  = 0
J8T,d Jd^D Jb'^d
\/ e* e w* (S) e X; e X*, e  L^(ôEp)
Substituindo as identidades 2.35 e 2.36 na primeira integral de 2.68, obtém-se:
J  [ -d iv  (M  (u) d*) +  d ivM  (u) • 0 * -  Q (u) • 0 *] dE
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+ J  [dít;(Q (u)w*‘) —divQ {u)  w*]dH — J  qw*d'E
-  /  m  • e*dE -  [  qw* -  [  m  • e*dd^ -  í  Aj ■ B*ddE 
J t. JdT.N J8T.N JdT,D
-  í  XsW*ddE -  í  x ;  { 0 - 0 )  ddE -  [  x ; { w - w )  dd'E = 0 
iâEo JdSn JdHn
V 0* e w* e H ^  (S) e A* e A* G L^idEo)
Aplicando o teorema da divergência às primeiras parcelas do primeiro e segundo inte­
grando e agrupando os termos em função de 0 * e tü*, a equação toma a forma:
J  {divM. (u) — Q (u) — m ) • 0 *dT, — J  {divQ (u) -H g) w*d'E
+ [  (Q „ (u )-q )u ;* d ô E +  [  { -M n  {u) -  fn ) ■ 0*ddE
+  í  ( - M ,  (u) -Aj)  • 0*ddE +  /  (Q„ (u) -A ,)d<9E 
JdSo JdllD
- [  x ; - ( 0 - 0) d d i : -  í  \ ,{w~w)dd^ = o 
J  0*S jQ J  £)
V 0* e (S) e A^* e G
Esta última expressão permite evidenciar o conjunto de equações diferenciais de equílib- 
rio e as condições de contorno a que está submetida a placa. Ou seja: 
em S
d ivM  (u) — Q (u) = m  (2.69)
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em <9Sjv
divQ  (u) + q = 0 (2.70)
M „ (u) =  - m (2.71)
em
Qn (u) =q (2.72)
M , ( u ) = - A j (2.73)
Q . (u) -A , (2.74)
d  =  e (2.75)
w = w (2.76)
As Eqs. 2.73 e 2.74, mostram o significado físico dos multiplicadores A j e A^ . Assim, 
substituindo 2.73 e 2.74 em 2.68 se obtém a seguinte expressão para o princípio variacional 
modificado:
j  [M (u) • Ê6 (u*) +  Q (u) -Ê, (u*)] d B -  J  qw*di: -  y  n i ■ 0 *dS (2.77)
-  í  qw*ddi: -  /  m  ■ d*dd'E + [  Mn  (u) ■ 0 * d d ^ - 
Jd^N
f  Q r,{u)w*ddE+ [  M n { u * ) - { 0 - ã ) d d E -  [  (u*) ( « ; - « ; ) dôE =  0
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M e* e w* (E )
Na Eq. 2.77 se tem:
M „=  riiM  - Tlx 0  Thy














As formulações e definições apresentadas neste capítulo fundamentam as 
diretrizes teóricas para o capítulo quatro, onde será empregado o método de 
Bobnov-Galerkin para obter o sistema de equações discretizadas.
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C apítulo 3 
IVlétodo das N u ven s hp
o  método ”hp-Clouds ” , ou Método das Nuvens, igualmente ao Método de Elementos 
Finitos (MEF), é orientado à construção automática de uma base de funções capazes de 
aproximar a solução de problemas de valores no contorno.
Esta família de funções, denominadas simplesmente de Nuvens hp, estão definidas 
igualmente ao MEF em suportes compactos dentro do domínio. EIstes suportes, denomi­
nados nuvens, diferenciam-se dos suportes do MEF convencional por não estarem ligados 
a uma conectividade específica. Por este motivo, desaparecem os conceitos de malha e el­
emento, e permanece o de funções globais de aproximação (Galerkin). A malha se resume 
a um conjunto de células de integração, sendo, portanto, desnecessário construí-la com os 
cuidados que seriam necessários em MEF. A unica exigência é a distribuição adequada de 
pontos sobre o domínio, o que dependera do prob lema a ser analisado.
Como será visto, este método permite com relativa facilidade, a incorporação de 
funções de enriquecimento adequadas ao problema em análise, inclusive de funções que 
fazem parte da solução do P.V.C (problema de valores no contorno).
Inicia-se este capítulo apresentando os fundamentos matemáticos da construção do 
espaço de aproximação do método Moving Least Square (MLS) da versão de P. Lankaster 
e K.Salkauska [26], e das funções partição da unidade, que correspondem ao ponto de 
partida do Método de Nuvens usado neste trabalho.
A seguir, são mostrados os métodos que constróem seus espaços de aproximação com 
funções MLS, como é o caso do método Element Free Galerkin ( EFGM ), de T.Belytsko,
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Y .Y. Lu e L. Gu[2], e os métodos que constróem a base do espaço de aproximação por 
produto da partição de unidade com funções que apresentam boas propriedades de in­
terpolação. Dentre estes últimos são citados o método Partition of Unity Finit Element 
(PUFEM), de I . Babuska e J. M. Melenk[12], e o método hp Clouds, de C.Armando 
Duarte e J.Tinsley Oden[8 ]. Este último é apresentado de forma mais detalhada por ser 
o tema principal deste trabalho.
3.1 Partição da Unidade
o  método da partição da unidade de uso difundido em simulações numéricas por ap­
resentar exelentes propriedades de interpolação, constrói o seu espaço a partir de um 
conjunto de funções {(p^ associadas à cobertura para a  = 1, . . . ,N  (N  é
o número de sub-domínios Qq. que cobrem fi). Assim, que para um domínio Cl definido 
pelo PVC(problema de valores no contorno) se tem  que íí C As funções (p  ^(x) se
caracterizam por serem não nulas unicamente dentro de uma região compacta supp(p^ (x) 
(supp representa o suporte da função), e por ser a soma dos valores das funções e cada 
ponto do domínio ft. igual à unidade.
As características citadas anteriormente são as que definem uma partição da unidade 
independentemente do espaço ao qual suas funções pertencera. Quanto ao espaço no qual 
estas funções são definidas, elas são classificadas em partições de unidade com sinal e do 
tipo Lipschitz, cujas propriedas são dadas a seguir.
3.1.1 Funções partição da unidade com sinal
As funções que caracterizam uma partição de unidade com sinal não necessitam satisfazer 
a condição 93^ , (x) > 0 V ar € e apresentam as seguintes propriedades:
1 . (x) e  Co“  (fi.)
2 . E ¥ ’a(x)  =  l, V a : e n
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3.1.2 Punçoes partição da unidade tipo Lipschitz
Estas funções se caracterizara por G (Õq.) ,em que para n = 1,2,3 apresenta as 
seguintes propriedades:
1 . supp e  ÍÍq., isto é, cada função está definida no fecharaento da cobertura Çl -^
2. =  1
—  O^O
4- \\^<fii\\Lo-(w”)< C G /d iam {Q ^)
5. A partição é de grau m se {9?Q,}a=i C C"”
Era função das características acima citadas, a escolha de uma partição de unidade é 
baseado em alguns aspectos, tais como:
• Complexidade da geometria do domínio;
•  regularidade requerida a partir da aproximação C®, C^, ou ordens maiores;
• a importância do caráter sem malha da aproximação.
Os fundamentos materaáticos das funções partição da unidade e das funções MLS 
lançam as bases para a construção dos espaços de aproximação dos métodos EFGM, 
PUFEM e hp-Clouds, os quais são comentados a seguir.
3.2 Funções Moving Least Square (MLS).
As funções Moving Least Square (MLS) foram usadas pela priraeira vez por Nayroles, que 
as desenvolveu partindo das noções dos Diffuse Eleraents. Posteriorraente, P. Lankaster 
e K.Salkauska [26] propoera um novo enfoque, que é usado neste trabalho .
Antes, porém, de entrar na construção das funções MLS, será apresentado como con­
hecimento básico indispensável na compreensão deste procedimento o raétodo de aproxi- 
raação dos Míniraos Quadrados e Mínimos Quadrados Móveis para
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3.2.1 M étodo dos M ínimctô Quadrados
A idéia fundamental do método é obter o polinómio que minimiza o erro quadrático com 
relação a um conjunto de valores conhecidos da função a ser aproximada, que pode ser 
descrito pela seguinte abordagem matemática.
Sejam N  pares de valores {xa, fa)  onde e Q = {x i,X2, x ^ }  e G f^  =  { /i, /qj 
..,/iv} que corresponde ao vetor de valores conhecidos da função a ser aproximada nos 
pontos do conjunto Q . A  finalidade do problema é determinar o polinómio p{x) = 
{ao 4- axx + de grau m, com m  < N  que melhor represente o valor da função
nestes pontos. Para tal, define-se o erro quadrático a ser minimizado pela expressão,
N
m = = (3-1)
ct=0
onde =  {po,Pi, -,P n }-
Definindo os vetores sJ" — {ao,ai, ..,0 ^}  e =  { l ,x ,x ^ ,  o polinómio p(x)
pode ser escrito como
p{x) =  X  • a.
o  melhor polinómio é aquele cujo a  minimiza E, isto é,
N  ^  N
=  ± 2\ p M  -  = 2 Y . 4 Í P M - U
3 a=0da
=  0
í 0 = 0  
onde j  =  0 , m, ct =  1 ,





■ ■ E a
•• E . ^ r ^
f  ■sOo
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r E J a  ’
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No método dos rauínimos quadrados o vetor a  é constituído de valores constantes, 
sendo o erro, em qualquer ponto x  do domínio de aproximação, influenciado igualmente 
por todos os pontos de Q . Uma proposta para aumentar a  precisão da aproximação é 
comentada a seguir no Método dos Mínimos Quadrados Móveis.
3.2.2 Método dos Mínimos Quadrados Móveis.
O método dos mínimos quadrados móveis introduz uma função peso Wa (x) no cálculo 
do erro, de tal forma que reduza ou elimine a influência dos pontos X/s E Q fora de uma 
certa vizinhança do ponto x  e  [xi, onde se quer determinar o erro. Portanto, o erro 




Aplicando as condições necessárias de mínimo dE fda j = 0  determinam-se os coefi­
cientes üj correspondentes ao polinómio que minimiza o erro no ponto x, como segue:
N




E  (^) [p (^a) -  /«I <  =  0 (3-9)
i— Q
onde j  =  0 , m, a  = 1,
Partindo da definição 3.2 e da equação 3 .9, chega-se ao seguinte sistema de equações 
algébricas:
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.... E ^ O
E l o W ^ x i  E l o > V a 4  • -  E l o W . x r ^
-  E a = 0 >^ c.a;™ E a = 0 >Va<.AT „m+l
ao
»1< ► =  .
^^ rvi= (i^VE .= o W .rr i/„
Z ^ W ^ < f .  J
(3,10)
l E f =
Definindo W(a:) =  Diag [Wq ( x )  , Wi ( x ) , W2 (íc) , ........ , Wjv (a:)], pode-se escrever o
sistema na forma matricial a segiiir:
(æ) V a =  V ^W  (x) f (3.11)
Observa-se agora que os coeficientes =  Oj (x) com i = 1, ..,m  são funções de x, ao 
contrário dos mínimos quadrados, nos quais estes eram constantes.
Usando como ponto de partida o método dos mínimos quadrados móveis, constróem- 
se as funções MLS, provando posteriormente o caráter de partição de imidade com sinal 
destas. Para tal, define-se o seguinte problema:
Seja f l  um domínio aberto em M” n  =  1,2,3 limitado p'or uma fronteira d Ü , como 
mostrado na Figura 3.1, e um conjunto arbitrário de N  pontos x ,^ G H, definido por 
Qjv = {xi,X2,......,Xiv}-, onde é o fechamento de ü.
Figura 3.1. Cobertura aberta do domino Q pelo conjunto
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Seja cobertura aberta finita de O constituída de N  nuvens Qq.,
com centros em a  = 1, 2, . . . ,N  e tendo as seguintes propriedades:
n C (3.12)
Uma nuvem Qq, pode te r qualquer formato, sendo que nesta abordagem é usado o 
domínio esférico definido por:
=  {y e M ” | | y - x ^ | |  < (3. 13a) 
Seja Wa :  ^M com n = 1,2, 3. uma função peso com as propriedades:
• Wa (y) >  0 Vy
•  W , ( y )  =  W - , ( y - x J
em que a função Wq. G Cq isto é, Wq, pertence ao espaço de funções que são
contínuas de suporte compacto e que possuem as s  >  0  derivadas contínuas, definidas 
numa bola B  de rádio h, com centro no ponto x«.
Seja, ainda, o produto interno ponderado num ponto y  definido por
N
f , g e c ‘ ( n ) , i > 0  (s .isb )
tt=l
e atrelado à seguinte proposição:
Proposição 1: Dado um conjunto de funções p  =  {pi,p2, onde para i — 1, m.
Pi : Q, Pi e  (fí) l > 0 , diz-se que se a função peso Wa definida acima e as funções
Pi são tais que Vx Gíl se tem;
m
X] (^i{PiiVk)y^ =  0  para k  =  l , . . . ,m  se e somente se o* =  0  para i =  l , . . . ,m  a
i=Q
expressão 3.13b é um produto interno no espaço definido por p.
Às condições necessárias e suficientes para satisfazer a proposição 1 são apresentadas 
em C . A. Duarte e J. T. Oden Í8 .
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Portanto, para uma função contínua u :Q ^  M, com C R ” , n = 1,2,3  define-se a 
aproximação num ponto y  E fl  por mínimos quadrados móveis por
m
{Lyu) {x} = ' ^ a i  {y)pi (x) , Pi e  = {pi}Z:^ (3-14)
í=i
onde os coeficientes a (y )  =  {aj (y )} ^ i são determinados com a resolução do problema 
abaixo.
Encontrar a* (y) G que minimiza o funcional J  no ponto y, onde:
( m m \
u - ' ^ a i P i , u - ' Y ^ a i P i  (3.15)
i=l i^l /  y
o  funcional J  definido em 3.15 nada mais é que o produto interno ponderado definido 
em 3.13b.
Aplicando condições necessárias de mínimo ao funcional definido em 3.15, chega-se a:
m
5 ]  , i  =  1, rn (3.16)
t=:l
Já que a proposição 1 é satisfeita, a matriz Aij correspondente ao produto interno
m
(Pi Pj) ® singular e, portanto, pode-se escrever 3.16 na forma do seguinte sistemai=i ’ ^
linear:
A ja *  =  bj
em que os são obtidos invertendo a matriz A  =  (A j ) como segue:
m
<  (y) =  i ^ ’Pí)y (3-17)j= l
Substituindo a* (y) definido em 3.17 na expressão 3.14 se obtem
m m  N
{Lyu) (x) = Y 1 p í { ^ ) Y 1 Pj







Se se movimenta o ponto de aproximação y  junto com a variável x  de avaliação da 
função, isto é, y =  X, chega-se a
í= i  j —i
A expressão 3.21 pode ser escrita na seguinte forma matricial:
(3.21)
¥>„ (x) =  p ’’ (x) A ■ (x) B„ (x)
na qual,




P i (a:;i) P2 (® i)  
P i M  P2 M
W { ^ )  =
P l Í ^ n ) P2 {x n ) • 
W { x - x i )
0  W { x -  X2)
Pm ( « i )  
Pm {X2)
Pm {x n )
0
(x) =  W„ (x) p  (Xc,)
0
0
W  {x — æjv)
Nesta equação Xq, G e corresponde ao centro da nuvem. Será provado a seguir que 
3.22 satisfaz as propriedades 1 e 2 das funções partição da unidade com sinal.
L em a 3.1
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1. Se Pi i =  1, 2 , ........ , m. e  cr^ (n)  e W a a  ^  1 , ..... , N  G (Q) , então:
(x) € c T ' ” -'’ ( í í ) .
P rova:
Partindo das seguintes definições abaixo,
(3.23)
(x) =  A  ^(x) (x) (3.24)
(x) C e, (x) (3.25)
A ( x ) C „ ( x ) = B , ( x )  
e usando a fórmula de Leibnitz se obtem:
(AC „) =  (?) D^AD^-'^C„ =  JD^B^
J<l3








A expressão 3.27 faz sentido desde que A~^ exista . Assumindo a diferenciabilidade 
de W q,, D^Bq. e D ^A  igualmente existem se \P\ < l. As derivadas de baixa ordem de 
Cq, que aparecem do lado direito podem ser determinadas usando a expressão acima. 
Desta forma, chega-se a que C q, E (Q) e a conclusão do Lema é imediata.
1 . Se 1 e  p, já  que as funções 93q, (x) definidas em 3.21 são p  redutíveis no conjunto 
Qj^, a segunda condição das funções partição de unidade com sinal é satisfeita.
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Prova:
Sendo pi E p  então,
N  N  m  m
' ^ P i  M  (x) =  ^ V i  (x«) 5 ^  (x) A l]  (x) V14 (x) Pj (x«)
a=l a=l j —1 k=l
m m N
=  i^)Pk (x)
j=l k=l a=l
m m
= Y1Y1 (x)pft (x).
jí=l k=l
como a matriz A (x) é simétrica por construção, já  que P ^ W  ( x )P  = (P ^W  ( x ) P ) ^ ,  
pode-se escrever na forma indiciai que A^j (x) =  Ajk (x) , e ainda Aij (x) A j^  (x) =  
Aij (x) (x) =  6ik. Portanto, chega-se a
N  m
Pi M  (x) =  ^  ÔikPk (x) =  pz (x) . (3.28)
0=1 A=1




A identidade 3.29 comprova a segunda propriedade da partição da unidade.
As partições de unidade que serão apresentadas a seguir são funções de aproximação 
ML S (Moving Least Square) obtidas com base polinomial p  =  {1} , ta mbém conhecidas 
como funções de  S h ep ard . Para p  =  {1}, 3.21 tom a as formas,
( x ) - W , ( x )
-4-‘ W  =








Um componente fundamental na construção das funções M L S,  são as funções peso W  (x), 
pois delas é herdada a regularidade das primeiras. A segmr são comentados alguns exem­
plos de funções peso de uso mais difundido, juntam ente com as características das funções 
de aproximação com elas obtidas em .
1 .Funções peso  exponencia is: estas funções são usadas para construir
o espaço de aproximação no método Element Fcee Galerkin (EFG), conferindo 
às funções MLS obtidas a partir delas regularidade infinita. Um exemplo das 
mesmas é dado a seguir:
W.
r - { x - x c f f d
(3.31)
Na fimção 3.31, d é uma constante real e arbitrária que limita o suporte da função.
2. Funções peso  S p lin e : São aquelas construídas com funções spline cúbicas e 
de quarta ordem. A seguir são mostrados dois exemplos desta classe de funções, sendo o 
primeiro uma função peso spline cúbica usada no método Smooth Partycles Hydrodynam­
ics (SPH) para construir as funções de aproximação, e o segundo corresponde a função 
peso spline de quarta ordem usada neste trabalho.
1 -  -I- \q^ para q < 1
para I < q < 2  
para q > 2
(3.32a)
N a função definida em 3 .32(a) se tem que s =  j j æ  — Xajj , h é o raio do suppWa [s, h) 
e q — s/h .
0 ,




3. Funções p eso  co m  sin g u la rid ad es  : estas funções se caracaterizam por apre­
sentar singularidade no ponto x  =  Xo,^  como as funções mostradas a seguir:
W . {x) =  ---------- ^  (3.33)
{x -  x^)
Wa (x) =  /  ^ > 11=^ ^ “ 1 -  ^ (3.34)
[ 0 , \ \ ^ - x 4  < d   ^ ’
A constante d pode ser estendida ao infinito; a&k  são também constantes pré-determinadas 
de forma a alterar o comportamento da curva.
Para eliminar o inconveniente da singularidade é usado o processo da normalização no 
qual para um conjunto de funções {VV^  estas são redefinidas da seguinte forma:
=  (3.35)
ÍS=1
onde os são as novas funções.
As funções definidas em 3.34 gozam das seguintes propriedades:
•  Z4 (xfi) = 6^13, Va, 1 3 = 1 , .....,N .
• Q <Ua < Uoc = ^ ^  X  = X j3, a  ^  p.
.  f : u ^ { x )  =  l .
i—ct
•  Hm Ua (x) = 1 /Ncí—>oo
3.3 Element Ftee Galerkin M ethod ( EFGM )
A idéia fundamental do método é o emprego de funções de aproximação MLS associadas 
a uma distribuição de nós sobre o domínio. Nesta metodologia o espaço de aproximação é 
enriquecido com o aumento da ordem da base polinomial usada para construir as funções 
definidas em 3.21.
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Não obstante o conjunto de aproximação construído com funções MLS confira ao 
EFGM excelentes propriedades, tais como, não evidenciar locking volumétrico e altas 
taxas de convergência, este apresenta limitações na construção das funções de aproxi­
mação, que estão intimamente ligadas a forma de obtenção destas últimas. Estas re­
strições são comentadas no teorema 2.3 do trabalho de C. Armando Duarte e J. Tinsley 
Oden[8], e estão ligadas à singularidade da matriz A  definida anteriormente.
No entanto, o que tom a este método computacionalmente caro é a necessidade de ter 
que inverter a matriz A  em cada ponto de integração. Esta dificuldade apresentada pelo 
método exige que para bases polinomiais de grau elevado, usadas para construir as funções 
de aproximação, seja necessário uma cardinalidade também elevada da cobertura para 
garantir a não singularidade da matriz A. Esta cardinalidade elevada pode ser traduzida 
num exesso de cobertura que ocasiona diminuição das taxas de convergência.
Pode-se citar ainda como limitações apresentadas por este método:
• malha suporte de integração numérica não adaptada à geometria do problema, po­
dendo, portanto, ocorrer sub-integração nas regiões próximas às fronteiras;
• utiliza unicamente refino ”p " homogêneo;
Com base na dificuldade anteriormente citada, surgem os métodos que constróem 
seus campos de aproximação através do enriquecimento da partição da unidade por fora, 
ou seja, por produto destas funções com outras que apresentam boas propriedades de 
aproximação. Entre estes métodos encontram-se o Partition of Unity Finite Element ( 
PUFEM ) e o hp Clouds, que são comentados a seguir.
3.4 Partit ion of Unity Finite Element M ethod (PUFEM )
O espaço de aproximação do Partition of Unity Finite Element Method (PUFEM) se 
caracteriza por apresentar uma técnica para construção do espaço de aproximação V C
(Q) usando funções partição da unidade do tipo Lipschitz subordinadas a iima cober­
tura
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Seja n  C M” com n — 1,2,3 , um conjunto aberto, e uma cobertura aberta
do domínio que satisfaz as condições de fechamento
3 M  G N : Vx €f2 card{o: : x  eOa} < M  (3.36)
e uma partição da unidade do tipo Lipschitz em que
su p p ip ^  C fiaVa. (3.37)
Igualmente ao que acontece em MEF, o espaço de aproximação é definido pela com­
binação linear das funções partição da unidade, subordinadas a sub-espaços locais 0 ^^ , de 
forma que:
V = Y .  <PaV<. =  | e  VaV. ■ V, € v„| C i / '  ( n ) (3.38)
onde,
C (Q^ n  rt) (3.39)
Em 3.38 V é chamado de espaço de PUFEM, o qual é, considerado de grau m G N se
V C (Q), e é definido pelo teorema 2.1 do trabalho de I. Babuska e J . M. Melenk [12 .
A constante M  controla a cobertura dos patches, isto é não mais do que M  patches 
cobrem um determinado ponto x  G ^  (os patches correspondem às coberturas fio.).
As funções lineares do elemento triangular em utilizado em FEM satisfaz as pro­
priedades da partição da unidade de Lipschitz, em que M  =  3 e C^o = 1- Para o caso de 
elementos quadrangulares se tem M =  4, e Coo = 1-
Já que o espaço de aproximação do PUFEM se fundamenta na partição da unidade, 
são comentadas a seguir algumas formas de obtenção destas funções.
Uma possível escolha para um domínio Q G são as funções lineares globais asso­
ciadas a elementos finitos triangulares ou retangulares, como comentado anteriormente, 
sendo que uma escolha mais geral é dada pela técnica de normalização como segue:
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Seja uma cobertura sobre e sejam {9?q; } ^ i °  conjimto de funções que tem




com as características de uma partição da unidade subordinada à cobertura 
Note-se que para um dado a  o somatório em 3.40 se estende sobre os j3 ta is que satisfazem 
fia n  ^  0. As funções obtidas por este procedimento herdam a regularidade das 
funções Desta foma, a técnica de normalização fornece uma possível construção de 
espaços de elementos íinitos de grande regularidade como, por exemplo, subespaços H^.
O método do PUFEM é muito similar à versão h e p  adaptativos se os espaços são 
escolhidos como espaços polinomiais. De fato, mantendo-se o grau da polinomial fixo, a 
convergência é atingida aumentando o número de p>atches h. Por outro lado, fixando-se 
h, a aproximação local é feita aumentando-se p.
Um exemplo da aplicação do PUFEM é apresentado por Babuska e Melenk na res­
olução da equação de Helmholtz em uma dimensão, na qual é introduzida uma aproxi­
mação da forma:
u ‘ ( . )  (-)  ( t
a  ^ /





~  ,^0a) ^ la) ^la; ^2q: (3.43)
51
p  =  [l,a;, ,sinhrza;,cosh7ia;] (3.44)
Na expressão 3.41 (®) é uma função MLS de ordem zero (função de Stiepard). 
Os coeficientes aoa,aiQ., ...,aj[5a, 6 iQ., 62a, correspondem às coordenadas generalizadas que 
podem ser obtidas pelo processo de Galerk in ou por Colocação. As funções coshna; e 
sinh/ía;, também conhecidas como base extrínseca, são responsáveis pelo aumento da 
precisão de resultados para o problema específico.
Babuska e Melenk também introduzem uma aproximação usando polinómios de La­
grange, com o objetivo de construir ura carapo de aproximação onde as funções apresentem 
a propriedade do delta de Kronecker. Portanto, se tera





^ 7 (® )=  «Pa (aí) 1-0.7 (a )^- (3-47)
7;E-,eQa
As funções definidas era 3.47 apresentara a propriedade (®a) =  6ja- 
Cora este exeraplo se encerra esta abordagera sucinta do raétodo, curaprindo com o 
objetivo de comentar os seus fundamentos matemáticos essenciais. A seguir, como uma 
continuação dos métodos que se baseiara na partição da unidade para construção do espaço 
de aproximação, é feita uma abordagera detalhada do método Hp Clouds, de Carlos A . 
Duarte e J. Tinsley Oden.
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3.5 M étodo das Nuvens hp
A idéia fundamental do método das nuvens consiste na construção do espaço de aproxi­
mação por enriquecimento das funções MLS (Moving Least Square).
Este enriquecimento é feito por meio de produto de funções que apresentam boas pro­
priedades de aproximação, como é o caso de polinómios de Legendre, polinómios definidos 
no suporte real da nuvem, ou funções que fazem parte da solução de problemas específicos 
(soluções de placas, soluções singulares, etc.).
3.5.1 Construção das famílias
o  passo mais importante no método das nuvens hp é a construção da família usando a 
partição de unidade com sinal {y3a.}^=i > definida em 3.21. Esta classe de funções pode ser 
construída a baixo custo e tem  a propriedade de que Vp C span em que Vp denota
o espaço vetorial dos polinómios de grau g < p. Esta família de funções é construída por 
produto com o conjuto Cp, que representa o produto tensorial de polinómios de Legendre 
Lij ( x ) , definido em px)r
Lij (x) =  Li (xi) Lj {x2) (3.48)
onde
0  < í, J < p i ou j  > k, p > k
ou por enriquecimento da partição da unidade com conjuntos completos de polinómios 
II/5 e ITp, que podem ser de Legendre ou funções polinomiais definidas no domínio real 
í 2q., em ambos os casos com grau g < p.
Para definir span deve-se levar em consideração que os elementos do produto
tensorial Cit são linearmente dependentes da função (x ) , conforme indicado em 3.28. 
Sendo assim, a familia de funções é definida em  caso de produto tensorial por
= {{^« (>í)} U {•fiÍLij (x)} : 1 <  a  < AT. 0 < i,y <  p (3.49a)
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o u i o u  j  > k; k  < p }  .
Se for construído o espaço s p a n ^ J ^ ^ ^  através de enriquecimento por conjuntos com­
pletos de plinômios IIa e IIp, a família é definida como:
(x)} U { i f iL y  (x)} : 1 <  O! < 0 < í, j  <  p  (3.49b)
k  < i  + j  <p] k  < p }
Este tipo de enriquecimento permite que a nova base , obtida a partir das funções
I possa representar polinómios de grau maior do que k.
Quando o enriquecimento é feito usando base polinomial de Legendre é necessário 
mapear o domínio da nuvem Qa para Q a, já  que nossas funções Lij ficam definidas em 
—1,1]^ . Sendo assim,
Ha =  {x  e  : 1|Xq, -  X||jj2 < /ia} (3.50)
fia =  {£ G : HÊHk. <  1} , 
onde Fa : Qa —+ fia é uma função de mapeamento definida por:
(3.61)
P<x (^) — ^
Portanto, as funções de nuvens hp ficam finalmente definidas por.
(3.52)
(Pc^ Lij (x) := (x) L ij o (x)
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(x ) - (3.53)
em que Lij {$) é o produto tensorial de polinómios de Legendre em [—1,1] .^ A segmr será
1 oapresentado um exemplo de obtenção da família ■
A família é construída inicialmente enriquecendo a partição da unidade com 
produtos tensoriais de polinómios de Legendre £fc=ie jCp^s, como se observa abaixo:
Xi\x2 Lq {X2) L i  (X2) L2 (aí2) ■^3 (2:2)
L q (xi) L q (Xi) L q (x2) Lq(x i ) L i (x2) Lq (oTi) L2 ÍX2) L q (Xi) L3 (X2)
Li (xi) Li {x í ) L q{x2) Li ( x i )L i  (X2) Li {xí)L2 {X2) {xi)Ls (X2)
L2 (xi) L 2 (Xi) Lq {x2} 1/2 (x i )L i  (X2) L 2 {xi)L2{x2) L>2 {xi)Lz  (X2)
L 3 (xx) I /3 (xi) Lq (x2) L3 (x i )L i  (X2) L i  {x i )L2 (x2) L3 {xi)Lz (X2)
(3.54)
Deve-se observar que Lij (x i, X2) =  Li ) Lj {X2) com i , j  =  0,1 constituem o conjunto 
£*=1, cujos elementos reduzem a partição da unidade em Q2- Sendo assim, cada partição 
de unidade é multiplicada por 12 produtos, perfazendo um total de 26 funções para a 
família
Em forma compacta pode-se definir esta base como:
^ 2  ^ =  {{<PÍ (a^ i",a:2)} U {if’l  {xi,X2)Lij  {X1X2)} : I <oc < < i , j  <p-, 
o u i  ou j  > k] k < p }  onde k = 1, p = 3, N  = 2, a  = 1, . . . ,N  i , j  =  0, ...,3.
Uma outra forma de construir a família J 2^ ® usar os conjuntos de polinómios com­
pletos e 11^=3 .
Lo {xi) Lo (x2) 
L q{Xí ) L i {x2) L i {Xí ) L q{x2)
(3.55)
L q{x i )L2{x2) L i {x i ) L i {x2) I /2 (^i) Lq (^q)
L q {x i )L 3 { x 2) L i {x i ) L 2 { x 2) L2{x i ) L i {x 2) L3 (aTi) Lq (^2)
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Novamente neste exemplo IIíj=i reduz a partição da unidade em Q2- Portanto os
1 ^Lij {X\X2) , i + j  > 1 não multiplicam a jjartição da unidade, e a família J^ 2 ® constituída 
de 16 funções, que são definidas como:
^ 2  ^= {{v^a (^1, ^ 2)} U {ípi (x) Lij (X1X2)} : l < a < N , Q  < i , j  <p;  
k < i + j  < p; k  < p} onde k  = 1, p = 3, N  = 2, a  — 1, . . . ,N  i , j  = Q,..,3 
É importante observar que a dimensão destas famílias corresponde ao número de 
funções que aproximam cada grau de liberdade do modelo correspondente ao problema 
de contorno em questão.
As famílias representam a generalização de algumas classes de funções usadas 
para aproximar soluções de diversos tipos de problemas de contorno. Apresentamos, a 
seguir, algumas delas.
Rinções de Shepard
...............< f i % ]
Técnica de aproximação desenvolvida por Liszka
Rinções MLS usadas por Belitschko em EFGM






onde, se for usado produto tensorial com polinómios de Legendre, o número de produtos
para cada função partição da lonidade é dado por
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(3.57)
Observando a expressão 3.57, confirma-se o que foi mostrado pelos exemplos anteriores, 
nos quais o número total de funções que enriquecem cada partição da unidade é 12 para o 
caso de produto tensorial. Quando é \Jsado enriquecimento com conjuntos completos 11* 
e Hp, o valor de M  é dado por
M = ( n  - (3.58)
onde ri =  2 , já  que se tra ta  de
A seguir são apresentados dois teoremas que justificam o uso das famílias para 
aproximar funções.
T eo rem a  3.3: O conjunto tem  as seguintes propriedades;
1. Se o conjunto de MLS é linearmente independente em o conjunto 
é também um conjunto de funções linearmente independentes em
2. dim = N  + N{{p +  1)^ — (A: -I- 1)^), se o enriquecimento for feito  por produto 
tensorial.
3. dim = J V + W  ( ( » « ) - ( ;+ " ) )  , se for enriquecida através de produto com o 
conjuto de polinómios com 11;^  e Hp para n — 1, 2 ,3.












0< íj<p  
\  i or j  >k
=  0 (3.60)
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Já  que é linearmente independente resulta que
^   ^ (x) — 0
0<tJ<P 
i  or j  >k
(3.61)
para a  = 1, . . . ,N
Como o conjunto {L^} é linearmente independente e não há combinação linear possível 
das funções Lÿ  (x) que forneçam uma constante, conclui-se que:
ü a  — 0, Òaij =  0 (3.62)
As identidades 3.62 comprovam o primeiro item do teorema. As confirmações dos 
itens posteriores são verificadas partindo das definições 3 .49(a) e 3.49(b), e das Eqs. 3.57 
e 3.58, ambas decorrentes da conclusão 3.28.
T eo rem a  3.4: Ly € span^JT]^^^ , para 0 < i , j  < p.
P ro v a :
í  kv\Se Lrs, 0 <  r, s < p e span então 3 ao. e baij tal que:
V
N {
a 0 < i j< p
\  iorj>k
Se r, s < k  então:
(3.63)
«Q. =  L r s  ( X a )  a  =  1 , ................... , N (3.64)
(3.65)
Por outro lado, como as funções são Ck redutíveis, se r,ou s >  k,  então se obtem:
<3/v — 0 (3.66)
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r I s e i  = r, 3 = s
0  do œntrârio
para ce =  1,..., N.  Aplicando 3.66 e 3.67 em 3.63 chega-se finalmente à expressão
N
E (x) +  ^cdj^ÎLij (x)
Q<ij< p  




= Lrs (X) ^  (fi  (x) = Lrs (x)
a
A seguir será apresentado um exemplo prático de construção da base São
considerados os casos de construção da base citada por produto tensorial da partição da 
unidade (neste exemplo funções de Shepard ) com os conjuntos C^-q e £p=2  definidos 
em [—1,1] e posteriormente, por produto com polinómios completos llyt=:0 e Este
último corresponde à base polinomial definida no domínio real da nuvem 3.50. 
o  domínio do PVC utilizado no exemplo apresenta as seguintes características:
“0 =  {(x,?/) g K 7 - 2  < o: < 2, e -  2 <  y < 2} (3.69)
A cobertura aberta para 3.69 é definida pelo conjunto , e um conjunto
Qn  àe centros de subdomínios locais definido por:
Q n  = {(-0.85, -0 .85), (0.85, -0 .8 5 ), (0.85,0.85), (-0 .85 ,0 .85), (0 , 0 )} e representa­
do na Figura 3.2.
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Figura 3 .2. Cobertura aberta do domínio fi pelo conjunto .
A função peso Wa utilizada no exemplo é uma spline de quarta ordem e foi escolhida 
em detrimento das funções peso exponenciais por não apresentar problemas de integração 
numérica.
A função peso apresentada a seguir servirá de base para a construção das funções 
partição de unidade, e é definida pela expressão.




|y  - x ^ l l  <  K  
y  -  Xa j >  ha
(3.70)
onde,
y = y (aj, y)
Xa = y^{x^,yoc)
ha =  2, para a  =  1,..., 5.






para a  =  1 , 5  e ^  =  1,..., 5.
Definida a função de Shepard para cada nuvem, o próximo passo é a construção do es­
paço span , inicialmente usando enriquecimento da função partição da unidade 
(funções de Shepard) por produto tensorial com polinómios de Legendre como mostrado 
abaixo.
Sejam os conjuntos p i =  |Z o  (^ ) , Li (^ ) , £ 2  ( 0  } ^ P2 =  | í o  ( v ) , Li  (??), I 2 (r/) | con­
stituídos de polinómios de Legendre, em que através do seu produto tensorial, chega-se
• 2aos conjuntos Ck-Q e £^= 2  definidos em [—1 , 1] , e cuja técnica de construção é dada a 
seguir:
x \ y Lo (x) L ,  (x) L2 (x)
Loiy) Lq (y) Lq (x) Lo { y ) L i  (x) Lq (y) L2 (x)
Li[y) L i  (y) Lq (x ) Li (y )L i (ar) Li {y)L2 {x)
L2 Íy) L2 (y) Lq (x) L2 {y) Li (x) L2 {y)L2 {x)
(3.72)
onde L i (x) L j  {y) = L i {Q °  ^{x) L j  (r?) o  ^ (y) com i , j  =  0,..., 2 tal que L* ( 0  € Pi 
e L j  (77) G P2.
Neste caso, observando 3.72 verifica-se que L q (x ) L q {y) é linearmente dependente da 
partição da unidade. Portanto M  =  8 , como confirmado por 3.57 e =  45, de
acordo com a propriedade 2 do teorema 3.3.
Definindo agora Ls G Cp^2 de forma que Ls {x, y) =  Li (x) Lj ( y ) , sendo que 0 < i , j  <




Se, ao contrário de produto tensorial, forem usados os conjuntos II*=o e IIp=2  de 
polinómios completos definidos no domínio real 3.50 se tem:
r
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Lq ( x )  Lq (y) (3.74)
L o {x) Li [y) Li [x) L q (y)
L o {x )L2 Íy) L i { x ) L i ( y )  L 2 {x)Lo{y) .
Novamente verifica-se que L q (x) L q (y) reduz a partição da unidade. Assim M  = b, 
conforme a expressão 3.58 e a =  30, de acordo còm a propriedade 3 do
teorema 3 .3. Portanto, a base ^ ^ s ’^ ^ d o  espaço de aproximação, neste caso, fica definida 
como:
^k^0j,=2 _  
■^ N=5 — (3.75)
(piLs^i <p2^s=i .... (PbL s=i
<filLs=,s y^2^S=5 ‘fi5^3=5 ^
Será feita  a seguir a exploração gráfica de algumas das funções que formam a base
e suas respectivas derivadas, dando uma idéia do tipo de funções e do gradiente 
do espaço de aproximação.
Um dos aspectos a serem constatados é a suavidade destas e de seus gradientes para 
alguns elementos de 3.73 e de 3.75, e para as nuvens f2a=:4(—0.85,—0.85) e r2ct=5 (0 , 0 ) 
respectivamente.
Figura 3.3. Função partição da unidade 935 
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Figura 3.4. Componentes do gradiente da função partição da unidade e
Figura 3.5. Função partição da unidade enriquecida L\ {x)L\  (y) 93° {x, y)
Se, ao contrário de usar polinómios de Legendre, forem losados produtos com conjun­
tos completos definidos no domínio real como em 3.50, se tem  as segmntes formas para 
algumas das funções e suas derivadas de 3.75. As funções graficadas agora correspondem 
à nuvem com centro (—0.85,0.85).
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Figura 3 .6. Função partição da unidade (p^
Figura 3.7. Componentes do gradiente da função partição da unidade
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Figura 3.8. Partição da unidade enriquecida (0.85 -I- x) (0.85 — y)
Com os exemplos acima citados encerra-se este capítulo, sendo os alicerces 
lançados para um a futirra implementação computacional. Além disso, foram 
mostradas as idéias e fundamentos matemáticos básicos existentes por trás 
das metodologias precursoras à usada neste trabalho.
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C apítu lo  4 
Form ulação de G alerkin &: 
P roced im entos C om putacionais
Nos capítulos 2 e 3 foram introduzidas a teoria de placas para o modelo de Mindlin e 
a teoria básica de construção das funções do espaço de aproximação, formando a base 
necessária para a montagem das equações de Galerkin e a posterior implementação do 
código computacional. O objetivo deste capítulo é u tilizar o espaço das funções de aprox­
imação no modelo de placas de Mindlin. A montagem de matriz de rigidez e vetor de carga 
para pontos de integração localizados no domínio e na fronteira de Dirichleté é abordada 
através de um exemplo. Embora, aqui, seja usado o princípio variacional modificado, 
será visto, a título ilustrativo, o princípio variacional clássico usando multiplicadores de 
Lagrange para forçar condições de contorno na fronteira de Dirichlet, com comentários a 
respeito das as vantagens e desvantagens do emprego de cada um deles. Finalmente são 
comentadas as características da programação orientada a objeto (POO) juntamente com 
os aspectos computacionais fundamentais do código CLOUDS++.
4.1 M étodo de Bubnov-Galerkin
o  método de Galerkin consiste na aproximação de grandezas de um espaço vetorial de 
dimensão infinita por um espaço vetorial de dimensão finita. Neste problema pretende- 
se aproximar o campo de deslocamentos reais, que pertence a um conjunto ou variedade 
linear de dimensão infinita, pela combinação linear das funções da base de um espaço veto-
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rial de dimensão finita, que corresponde ao espaço das funções d.e interpolação de nuvens. 
Este vetor, nada mais é do que a projeção da solução real no espaço de aproximação.
Seja u  e  V o  campo de deslocamentos real, e o campo de deslocamentos aprox­
imado Uft (0fj,Wh) € span (espaço vetorial de aproximação definido em 3.49). O 




w {x, y)  = Wh {x, y)  =  (4.3)
o n d e (æ, y) € span^!F’^ ^ ^  e i = 1 ,..., dim onde d im |.? ^ ’^ |  é determinado
conforme os itens 2 e 3 do teorema 3.3. Definindo o vetor de parâmetros de deslocamentos 
U  como
v ^ = [ w \ e l , e \ , .................









Substituindo as Eqs. 4.4 e 4.5 nas Eqs. 2.6 e 2.7, é possível obter as expressões 
discretas das deformações êj ( u )  e (u), e os tensores de momento e cortante M  (u) e 
Q  ( u ) , como segue:
£b (u) ^  B jU , (4.8)
e , (u ) ^ B 3 U , (4.9)
(4.10)
onde











B" - 0 ............  0
L 4  0 .............  0 - i ^ \ (4.13)
Na discretização dos multiplicadores de Lagrange é preciso levar em consideração os 
graus de liberdades que estão sendo prescritos. Desta forma, são usadas as matrizes Ng 
ao invés de Ng e sendo obtidas as seguintes expressões matriciais para Aj e A^ :
(4.14)
A* Sí N,„A
em que, sendo m a dimensão do espaço de aproximação na fronteira
(4 .1S)
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A^ =  [ Aj A2 A3 \m \m \m ■ ' ^^ 2 ^3 (4.16)
0  0
0 0 S.i>^ ■■■ 0 0 S e , ty^m
(4.17)
Niü =  [ Swipi 0 0 ■ • • Sjj,'(p  ^ 0 0
O operador Soof, sendo Sdof =  {Sex, Sgy, 5^} , é definido da seguinte forma:
(4.18)
S d o f
1 se 3 condições de contorno prescritas em ôEd 
0  se não 3 condições de contorno prescritas em
Partindo das Eqs. 4.4 a 4.18, e substituindo nas Eqs. 2.66 e 2.67 do princípio varia- 
cional clássico, o problema de equilíbrio consiste em determinar U  G e A e R^"*, de 
forma que:
U* j y  (B ^ C iB i+ B f C.B^) U  dE -  y  N^q dS  -  J  N jm  dS  (4. 19)
f N^ qdaS -  / N jm  daE
V U* e R 3iV




N ^N ^U  d5E -  í
JdT,D
U  dôE V =  0
(4.20)
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V A* e R 3m
Pela arbitrariedade dos vetores U* e A*, as Eqs. 4.19 e 4.20 coníiguram o seguinte 
sistema linear a ser resolvido:
K G ^ U F
__ __ __ __ __ _ __
G 0 A H
(4.21)
A matriz de rigidez é assim constituída da matriz K, correspondente ao trabalho vir­
tual no domínio, e a matriz G , correspondente ao trabalho virtual na fronteira, na qual 
são prescritas as condições de contorno essenciais. Os vetores U  e A correspondem aos 
parâmetros de deslocamentos e parâmetros de Lagrange, respectivamente, sendo estes úl­
timos equivalentes às reações de apoio na fronteira dEr,. O vetor F  é o vetor de esforços 
equivalentes correspondentes ao carregamento no domínio e na fronteira Final­
mente, o vetor H  considera a parcela de carregamento correspondente a deslocamentos 
prescritos em dEr> ■
K ^ í  dS ,
J t,
G = [  (n J N o  +  N ^ n J  ddB,
JdY.D  ^ ^
F =  j  N^g 




H N ^N e + N 4 N ^  U d a S . (4.26)
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A formulação estabelecida nas Eqs. de 4.22 a 4.26 apresenta limitações decorrentes 
de sua própria formulação, como a matriz de rigidez global que não é positiva definida, 
podendo apresentar problemas de mal condicionamento, já  que as matrizes G e G ^ podem 
ter valores muito diferentes comparados com os da matriz K .
o  procedimento de montagem da matriz de rigidez global é feita de forma similar 
como em elementos finitos, com a diferença que era MEF clássico, o número de funções é 
o tipo de funções que cobrem cada ponto de integração dentro de um elemento, é sempre 
o mesmo. Isto permite realizar o cálculo da matriz de rigidez e termos independentes 
mediante o conceito de matriz elementar, produto da integração parcial em cada elemento 
e sua posterior incorporeição na matriz global.
No presente caso, ao haver uma independência entre região de integração e função 
de aproximação é necessário verificar quais são as funções de aproximação diferentes de 
zero no ponto de integração. Este número depende do número de nuvens e do número de 
funções associadas a estas nuvens.
Assim, nasce o conceito de m a tr iz  de  rig idez do  p o n to  d e  in tegração . Feita uma 
partição do domínio em células de integração, para cada ponto de integração é construída 
uraa matriz que contém as contribuições das funções de aproximação diferentes de zero 
neste ponto, sendo incorporada a matriz de rigidez global via conectividade, na forma 
usual.
Já que, o procedimento não é o clássico do MEF, é mostrado, a seguir um exemplo de 
obtenção da matriz de rigidez e do vetor de cargas para pontos de integração no domínio 
e na fronteira <9So.
E xem plo  1:
Seja uma placa retangular simplesmente apoiada, sujeita a uraa carga distribuída no 
domínio, como mostrado na Figura 4.1(a) e 4.1(b), coberta por 5 nuvens e apresentando 
um conjunto de 4 células triangulares de integração no domínio. São usadas unicamente 
funções partição da unidade associadeis a cada nuvem, enriquecidas por polinômios de 
Legendre num segundo exemplo.
71
Quando se aplica o princípio variacional clássico, no qual os multiplicadores de La- 
grange são introduzidos de forma direta, a matriz de rigidez global para o exemplo da 
Figura 4.1 apresenta uma parcela correspondente a pontos de integração localizados no 
domínio, e outra associada a pontos de integração sobre a fronteira. Na primeira abor­
dagem, ao serem usadas unicamente funções de Shepard, cada grau de liberdade do modelo 
é aproximado por uma função. Desta forma, a parcela K  da matriz de rigidez correspon­
dente ao domínio tem dimensão (15X15), já  que se tem  5 nuvens e 3 graus de liberdade 
característicos do modelo, correspondentes ao vetor {w,6x,&y} de coordenadas general­
izadas. Na parcela correspondente à fronteira, são usados apenas os graus de liberdade 
prescritos na determinação da matriz G. Como se tra ta , nesse caso, de uma placa sim­
plesmente apoiada no contorno, o único grau de liberdade prescrito é o deslocamento 
transversal w. Assim, a matriz G tem  dimensão de (4X 15).
o  vetor de carregamento equivalente tem um tratam ento análogo à matriz de rigidez, 
e uma parcela deste corresponde às cargas no domínio (no exemplo, uma carga uniforme­
mente distribuída no domínio) e outra, à fronteira, que neste exemplo é nula, já  que o 














\  \  /  - » P d /
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( h ) Q 2
Figura 4.1: (a) Conjunto de células de integração, (b)cobertura 
A seguir é feita a montagem da matriz de rigidez e do vetor de cargas equivalentes
para os pontos ipd sobre o domínio e ipb sobre a fronteira, com suas correspondentes
contribuições na construção da matriz de rigidez e do vetor de carga equivalente.
A matriz de rigidez do ponto de integração ipd é definida a seguir:
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=  (B fC iB à +  B rC sB ^) Wíp^ Jei  (4.27)
Como somente duas nuvens ( 2 e 5) cobrem o ponto de integração, i. e, uma xinica 














B . = ^2,x -<P2 0 <fz,x - ^ 5  0 
. ^2,y 0 - ^ 2  ^h,y 0 “ ¥^ 5 .
(4.29)
O sub índices associados às funções de Shepard nas Matrizes 4.28 e 4.29 indicam a 
nuvem envolvida.
Os termos Ci e Cs na Eq. 4.27 são as matrizes de coeficientes elásticos referentes à 
flexão e ao cisalhamento, respectivamente correspondentes ás expressões 2.21 e 2.24. Na 
expressão 4.27, Wipd e Jei correspondem ao peso referente à regra de integração de Gauss 
específica e o jacobiano do elemento E l .  Para o vetor de cargas tem-se a seguinte forma 
matricial:
Fíprf — ^ipdQ^ipd'^El (4.31)
em que
0 0 ^ 5  0 0 ] (4.32)
e q corresponde à carga distribuída no domínio.
A superposição da matriz de rigidez e do vetor de cargas equivalentes do ponto de 
integração é efetuada mediante a informação da conectividade, deste ponto. Para obter 
esta conectividade é preciso definir a matriz ID  do domínio e, a partir dela, a matriz LM  
para o ponto de integração. A matriz ID , ou matriz de identificação, indica os índices
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das equações associadas a cada nuvem. A matriz LM  obtida a partir da matriz ID  em 
função das nuvens que cobrem o ponto de integração indica o índice das equações para as 
quais ponto de integração tem contribuição.
No caso do exemplo, a matriz DD é dada por:
ID  =
Nuv\GL 1 2 3
1 1 2 3
2 4 5 6
3 7 8 9
4 10 11 12
5 13 14 15
(4.33)
Olhando a matriz de 4.33 verifica-se que os graus de liberdade 1,2 e 3 estão associadas 
à nuvem fJi, e os graus de liberdade 4,5 e 6  à nuvem Q2> e assim por diante. A matriz 
L M  correspondente ao ponto de integração ipd é constituída pelos graus de liberdade 
associados as nuvens 2 e 5, como indicado a seguir:
L M i^ =  [ 4 5 6  13 14 15 ] (4.34)
A posição da matriz e vetor de carga local e Fjpd é assim dada por:
Kipíi —
L\C 4 5 6 13 14 15
4 k u ki2 fcl3 k u ki5 ^16
5 koi k22 k23 k2i ^25 k2ò
6 ki2 ks3 k u ^35 km
13 k^i ki2 ki3 ^44 ^45 ki6
14 5^1 ^52 ^53 ^55 ^56
15 6^1 ^62 ko5 ^66
(4.35)
pT _ C \L 4 5 6 13 14 15
1 F2 Fs Fi Fs
(4.36)
A montagem da matriz de rigidez e do vetor de cargas equivalentes para pontos na 
fronteira, bem como sua contribuição na matriz de rigidez e no vetor de cargas equiv­
alentes globais, é feita de forma análoga àquela construída no domínio para pontos no 
domínio. Ela é exemplificada através da montagem da matriz de rigidez e do vetor de 
cargas equivalentes para o ponto ipb da Figura 4.1.
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Considerando apenas uma nuvem f24 cobrindo o ponto ipb, a matriz Gipt, e o vetor 
Hpif têm dimensão(3X3) e (3X 1), respectivamente.
^DA (4,37)
Hi,» =  ( n 2’Ns +  n J n . )  u w , ^ (4.38)
Na equação 4 .37, novamente Wpif corresponde ao peso do ponto de integração e
ao jacobiano do elemento linear AD.  As matrizes Ng, N^, e N^o têm a seguinte forma:
=  0 (4.39)
Dado que a placa do exemplo é simplesmente apoiada, não são prescritas rotações e, 
portanto, =  Sgy =  0. O deslocamento transversal é prescrito. Portanto, = 1:
0 0 ] =  r 9?4 0 0' (4.39)
N« = 0 <^ 4 0 0 0 (4.40)
(4.41)
O vetor H  é um vetor nulo, o que se deve ao fato de que üJ =  0
Para acoplar estas matrizes é preciso definir uma nova matriz de identificação, que 
indica os índices dos parâmetros de Lagrange associados a cada função de aproximação, 
por sua vez relacionadas ao grau de liberdade prescrito. Esta matriz é denominada ED L, 
ou matriz de identificação de parâmetros de Lagrange. Os índices nesta matriz são nu­
merados seguindo a sequência do último índice da matriz ED.
Para determinar as conectividades dos pontos de integração sobre as fronteiras será 
usada a matiz LM L, construída de forma semelhante à matriz LM , que indica os índices
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de parâmetros de Lagrange associados a um ponto de integração específico. A seguir, 
define-se a matriz ID L  para o exemplo como
ID L =
Nuv\GL 1 2 3
1 16 0 0
2 17 0 0
3 18 0 0
4 19 0 0
(4.42)
As linhas da matriz acima correspondem as nuvens 1, 2, 3 e 4, respectivamente.Observando- 
se 4.42 verifica-se que a matriz EDL é numerada a partir do último valor da matirz H ), 
como comentado anteriormente, e apresenta valores diferentes de zero unicamente nas 
posições correspondentes a condições de contorno prescritas. A matriz LM L para ipb tem 
a seguinte forma:
LMLipb= 19 0 0 (4.43)
Partindo da matriz LM L para o ponto de integração ipb, pode-se determinar a con­
tribuição da matriz Gjpi na parcela da matriz de rigidez global K , correspondente ao 
contorno de Dirichlet.
Gipb —
C /L 19 0 0
19 Gn Gi2 Ci3
0 C21 G22 G23
0 G31 G32 G33
(4.44)
A única contribuição para a matriz de rigidez global é o elemento G n ,  o qual vai 
para a posição (19,19) na matriz de rigidez global K . As outras posições da matriz LM L 
são nulas devido ao deslocamento transversal ser o único grau de liberdade prescrito. O 
















=  [uiU2, U3...........,«13,«14, «15] (4.46)
A =  [AiA2,A3,A4] (4.47)
No exemplo correspondente a Figura 4 .1, foi feita à montagem detalhada das matrizes 
de rigidez e vetores de cargas equivalentes, para pontos de integração no domínio e na 
fronteira de Dirichlet. Foi montado o sistema 4.45 como resultado das equações inte­
grais do princípio variacional clássico, usando multiplicadores de Lagrange para forçar 
condições de contorno na fronteira de Dirichlet.Como comentado anteriormente, este pro­
cedimento apresenta boa precisão numérica, embora as condições de contorno essenciais 
sejam impostas de forma fraca. Porém apresenta o inconveniente de ter uma matriz de 
rigidez que não é positiva definida e, frequentemente, mal condicionada (geralmente para 
espaços de aproximação obtidos com p > 2). Uma das fqrmas de contornar este prob­
lema é utilizar o princípio variacional modificado, apresentado por T. Belytschko, Y.Y. 
Lu e L.Gu [4], adaptado para o problema de placas de Mindlin. Com isto se obtém uma 
m atriz de rigidez similar à obtida em FEM, sem grandes problemas de condicionamento 
e com redução do número de graus de liberdade do problema. A seguir são apresentadas 
as equações integrais com variáveis discretizadas para princípio variacional modificado, 
juntam ente com aplicação destes nos exemplos da figura 4.1.
Partindo das Eqs 2.73 e 2.74, as variáveis M n  e Q n têm as seguintes formas dis­
cretizadas:
M n  ^  Hà (CàBiU) (4.48)
Q n ^  n , (C ,B ,U ) (4.49)
cujas matrizes nj e n^ são apresentadas nas Eqs. 2.78 e 2.79.
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Discretizando as variáveis da Eq. 2.77, obtem-se:
L C jB jU  BiU* +  C ,B ,U  - B^U *] dE (4.50)
-  f  çN ^U *dE -  /  m  • NeU*dS -  [  gN^U*ddE -  [  m  ■ N^U ^d^S 
J s  7s Jd^N JdEN
+ f  UbCbBbU - N e U ^ d d E -  f  nsCsBsU -ISÍ^U^ddE 
JdT.D JdUD
+ [  n jC iB iU * • fNflU -  NflU) dôE -  f  n ,C ,B ,U *  ■ f e u  -  N ^ u )  =  0 
^aSD  ^  ^ JdJlD ^ ^
V U* e R 3iV
Colocando em evidência U*,chega-se à equação:
U* | y  (B j^ C jB i+ B fC .B j u  rfS (4.51)
IJ+ I ( B f  C jn fN 0+ nJnèC õB ^) U  d<9E -  ['  J8.ÔE£» B fC s n jN ^ + N ^ n .C .B .)  U  d5E
-  /  N^q dE -  [  N jm  dE -  í  N^q d5E -  [Jt. Jt. JdT,N JdT.N N jm d a E/ (-1+  /  B ^ C ftnfNfl +  B fC .n fN ^  ) U  dôE |> =  0-  \
V U* G R 3iV
Denominando
K  = j í  (B ’’Q B ,+ B fC ,B .)< iS (4.62)
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+  [  fB ^ C jn fN e + N jn i ,C iB f t)d a S -  í  Í B jC .n J -N -^ + N ln s C .B , )  ddH, 
JdT.D ^ '  J 9 T D  ^ ^
F =  [  N^qdS +  /  N jm d S  +  í  N^qdaS (4.53)
J e  J e  J d E N
+ [  Njmdas- / f-BlC,njNg+B'^C,nJ-N^)TjdõE,
J d H N  J d E D  ^  '
a equação 4.51 pode ser escrita como:
U* {K U  -  F} =  0 (4.54a)
Devido a U* ser um valor arbitrário, o equilíbrio do sistema implica satisfazer o sistema 
de equações.
K U  =  F  , (4.54b)
o  procedimento de cálculo de K  e F  é feito de forma análoga à já  vista. São calculados 
matrizes e vetores de carga para cada ponto de integração e, posteriormente, inseridos 
nos termos globais.
Assim a matriz K  é composta pela parcela K s  do domínio e da fronteira, sendo
K s =  ^  { B j C iB j+ B fC ,B .)  dS (4.55)
K a E D ^  í  fB fC 6 n ^ N fl+ N jn iC 6B6)dôE (4.56)
J d E D  ^  '
la iIdED 
E xem plo  2:
No segundo exemplo apresentado a seguir, é usado um espaço de aproximação obtido 
pelo enriquecimento da partição da unidade{y3Q,}^i conjuntos completos de polinómios
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de Legendre II/i=o e Hp=i, apresentados no capítulo 3. Isto equivale a ter três funções 
aproximando cada grau de liberdade do modelo, indicadas a seguir:
1. ilj^{x,y) = íp^{x,y)
2. (x, y) = ( 0  o iT-1 (x) (p  ^(x, y)
3 . ipl {x, y) =  Li (ri) o F~^ {y) {x, y)
Nas funções tp {x, y)definidas acima, o supra-índice a  indica a nuvem envolvida, e os 
sub-índice, a função envolvida.
Como o enriquecimento é feito com polinómios de Legendre, tem-se que ^ e r/ € [—1,1] 
e as funções F~^ (x) e F~^ {y) são funções de mapeamento de domínio, como definidas no 
capítulo três.
Considerando, no presente exemplo, um ponto de integração no domínio ipd (o da 
Figura 4 .1), as matrizes de deformação discretas B j [3X18] e Bs [2X18] são:
" 0 - 0 .. 0 - 0 .. 0 - 0
B , = 0 0 •• 0 0 -^ iy • 0 0 -<y
.  0 -<y • • • 0 -<y .. 0 -<y
R — - ^ 0 0 • •• - ^ 2 0 • ■■ ~V’2 0rjs — .<y 0 - ^ 0  ■•• l^y 0 -i’1 ■■■ '^ 2,y 0
(4.57)
(4.58)
Por outro lado, as matrizes ID  da cobertura e L M  do ponto de integração ipd têm  as 
seguintes formas:
ID
N uv\CL 1 2 3 4 5 6 7 8 9
1 ! 1 2 3 4 5 6 7 8 9
2 10 11 12 13 14 15 16 17 18
3 19 20 21 22 23 24 25 26 27
4 28 29 30 31 32 33 34 35 36
5 37 38 38 39 40 41 42 43 44
(4.59)
A matriz LM  para o ponto de integração é dada pelas equações associadas às nuvens 
1^2 e ^ 5) respectivamente:
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LM ,„,=  10 11 12 13 14 15 16 17 18 37 38 39 40 41 42 43 44 45
A partir da matriz LM^pd pode-se efetuar o acoplamento da matriz ,que é calcu­
lada, como em 4 .27, na matriz de rigidez global.
A parcela da matriz de rigidez correspondente a pontos sobre a fronteira de Dirichlet 
leA/a em consideração o efeito do significado físico dos multiplicadores de Lagrange, isto 
é, o valor das reações de vínculo (momentos e cortantes) necessários para garantir as 
condições de contorno prescritas.
No cálculo da ~Kipb são levadas em consideração as funções de aproximação diferentes 
de zero no ponto ipb. A seguir são apresentadas a expressão para a matriz de rigidez para 
o ponto ipb e as formas das matrizes componentes B j, B^, e Ni„:
Kipb = ( B r Q n r N ,+ N [ n íC íB ,) (4.60)
B r c ,n J ’N ,+ N ^ n ,C ,B3 ) j
B , =
B . = 0Í ’o,x -^ 0  0 i ’ i x  0
y t , y  0 il^ly 0 0
(4.61)
(4.62)
N , - 0 Sexi^t 0 0 Sgx^í 0 0 Sexi^í 0 
0 0 Seyijt 0 0 0 0 (4.63)
= [ ^^^0 0 0 0 0 0 0
A dimensão da matriz será, portanto, de (9X9).





ipt = [ - B f Q n f N ,  +  B fC ^ n rN ^ ) (4.65)
Como U  =  0 para o presente exemplo, resulta que Fí^j s  0 também. Isto perm ite  
verificar que sempre que o vetor U  =  0, for nulo sejam quais forem as condições de 
contorno prescitas (deslocamento trasversal ou rotações), o vetor Fa^i, que é a parcela do 
vetor de cargas referente as condições de contorno na fronteira de Dirichlet, será nulo.
4.2 Resultados de Pós Processamento:
Resolvendo o sistema linear 4.54b determina-se o vetor de parâmetros de deslocamento 
U. A partir deste vetor e da matriz de conectividades L M  correspondente a um ponto 
qualquer do domínio ou da fronteira, pode-se determinar as coordenadas generalizadas, 
isto é, o deslocamento transversal w e as rotações e By no ponto. Da mesma forma, 
podem ser calculados o tensor de deformações, assim como as reações de apoio, quando 
for o caso. Optando por uma abordagem prática para esta matéria, já  que as equações 
foram estabelecidas, são usados os pontos vpã e zpè do exemplo anterior na determinação 
destes resultados.
• D eternn inação  do cam po  d e  deslocam entos




'  ^0 0 0 . . . 0 0 ■■■ íA 0 0 ■
3X18] = 0 ^0 0 . . .  0 0 ■ 0 i ’1 0 (4.69)
_ 0 0 i ’1 . . .  0 0 ^2 ■■• 0 0 i ’1 .
u j . =  {«10, • ,U45>. (4.69)
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O vetor é recuperado do vetor U  global com auxílio da matriz LM *^
Determinado o vetor de parâmetros de deslocamento para o ponto, o campo de deslo­
camento fica definido em função deste vetror de parâmetros, como segue:
=  I  I  (4.70)
iri l  J (,<1
A expressão 4.70 corresponde à equação do modelo cinemático de primeira ordem 2.1, 
através do qual se define o campo de deslocamento em qualquer ponto da placa.
• Tensor de M om entos e  C ortantes num P onto
Na determinação do vetor de momentos e do vetor de cortantes para o ponto ipd, 
parte-se das matrizes 4.57 e 4.58 e do vetor de parâmetros de deslocamentos obtido 
em função da matriz hM^pd para o ponto. Portanto, aplicando-se as definições 4.10 e 4.11 
chega-se a:
(u) =  (4.71)
(u) =  (4.72)
• R eações de Apoio:
As reações de apoio na fronteira de D irichlet correspondem às forças necessárias para 
forçar as condições de contorno nesta fronteira, que nada mais são que os multiplicadores 
de Lagrange. Para determinar as reações no ponto ipb da figura 4.1, partimos das matrizes 
4 .61, 4.62, e da matriz LMjpj, definida abaixo:
LMípi =  [ 28 29 30 31 32 33 34 35 36 ] (4.73)
através da qual obtem-se o vetor de parâmetros de deslocamento para o ponto 
definido por
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U ípi =  { «28 ■ ■ • «36} (4.74)
As matrizes n* e na fronteira do ponto ipb tem  a forma:
- 1 0  0 0 0 - 1
=
(4.74)
- 1 0  0 ]  (4.75)
Substituindo-se as Eqs.4.71, 4.72 e 4.73 nas Eqs. 4.48 e 4.49 obtém-se:
M rn ,,=  n ‘ (4.76) 
n* (4.77)
Estabelecidas as equações de Galerkin, o passo seguinte é asua implementação com­
putacional através do código CLOUDS++, cuja estrutura é abordada a seguir.
4.3 Aspectos Computacionais
Antes de comentar o código CLOUDS+-I- é necessário, como ferramenta indispensável 
a sua compreensão do mesmo rever, os conceitos básicos da filosofia da Programação 
Orientada a Objetos, que são apresentados a seguir.
A característica fundamental da linguagen orientada a objeto consiste na forma de 
ordenar e modularizar os seus códigos, agrupando dados e procedimentos (funções) numa 
mesma estrutura, chamada classe. O emprego deste tipo de estrutura computacional 
torna esta linguagem muito vantajosa em relação as linguagens estruturadas.
Na Programação Orientada a Objeto, as classes são definiç ões do tipo variáveis, com 
dados e procedimentos próprios. Juntamente com a classe, surge o conceito de objeto, 
que está intrinsecamente ligado a esta e corresponde a uma instância ou variável da classe 
definida. Esta filosofia de programação permite a atualização e incorporação de novos 
procedimentos, usando as classes já  existentes, o que constitui uma das grandes vantagens
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em relação à programação estruturada convencional e à programação procédural. Existem 
três propriedades fundamentais que caracterizam uma linguagem orientada a objetos, a 
saber:
• Encapsulam ento
É a propriedade de se implementar dados e procedimentos correlacionados em uma 
mesma entidade (classe), tomando esta independente de sua implementação interna, mas 
não de sua interface. Portanto, a organização de dados, sua estrutura , posição física na 
memória e detalhes de implementação são alheios ao código que utiliza o objeto. Por 
outro lado, a não interferência do código extemo nos dados da classe confere proteção a 
estes.
• H erança
A herança constitui o mecanismo pelo qual se pode compartilhar automaticamente 
métodos e dados entre diferentes classes, subclasses e objetos. Esta é fruto de um mecan­
ismo de hierarquia entre classes, em que uma classe mais especializada(classe filha) herda 
as propriedades da classe mais geral (classe pai), a qual ela está imediatamente subordina­
da na hierarquia. A herança permite ao programador criar uma nova classe programando 
somente as diferenças para a classe pai.
• P o lim orfism o
É usado para indicar a propriedade de se usar o mesmo nome para métodos difer­
entes, implementados em distintos níveis de uma hierarquia de classes. Neste caso, para 
cada classe tem-se um comportamento específico para o método.Portanto, pode-se definir 
polimorfismo como a propriedade de um programa orientado a objetos de discernir, entre 
os métodos homônimos, aquele que deve ser executado. A chave para esse discernimento 
é o objeto receptor da mensagem. O polimorfismo é o responsável pela facilidade de ex­
ecução de um Programa Orientado a Objetos . Para se modificar um programa que usa
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polimorfismo, basta desvieir novas subclasses de uma classe herdada. Se os métodos da 
superclasse são suficientes para a subclasse, não se fará necessária uma nova implemen­
tação de código. Caso contrário, o caráter polimórfico do programa permite a implentação 
das exceções no próprio nível da nova classe. A fim de diminuir o volume de extensões de 
um programa, uma das estratégias usadas na Programação Orientada a Objetos é a de 
implentação dos métodos o mais alto possível na hierarquia de classes. Com o polimorfis­
mo, os objetos estarão prontos a responder a métodos que estão implementados em seu 
próprio mvel ou mais acima na hiererquia das classes. Outra vantagem do polimorfismo 
é a relativa facilidade de manutenção, já  que uma vez eliminados os erros nos métodos 
já  implementados, o surgimento de novos erros podem estar associados aos métodos de 
novas subclasses adicionais.
4.3.1 Código CLOUDS+-f
O código desenvolvido na linguagem orientada o objetos C+-f- (CLOUDS-I—1-) contém 
todos os procedimentos para a resolução do problema de ílexão de placas de Reissner- 
Mindlin, utilizando método das nuvens nas versões h , p e hp homogêneos. Durante o 
processo interativo,-a estrutura computacional faz o gerenciamento de:
a)Incremento de graus de liberdade do problema, através do aumento do número de 
parâmetros de deslocamento associado a cada grau de liberdade do modelo;
b)Incremento da matriz de rigidez e do vetor de cargas para um ponto de integração 
e consequente aumento da matriz de rigidez e do vetor de cargas globais;
c)Construção automática do espaço das funções de aproximação;
d)Imposição automática das condições de contorno para pontos de integração sobre 
a fironteira de Dirichlet através do significado físico dos multiplicadores de Lagrange, 
incorporados na matriz de rigidez e vetor de cargas destes pontos;
e )Determinação de resultados de pós-processamento (deslocamentos, esforços e reações 
de apoio).
Os itens citados acima definem de forma resumida as potencialidades do código, sem
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debcar de citar que, devido às características modulares da Programação Orientada a 
Objetos, ele pode ser usado para a análise de outro tipo de problemas. Devido à pro­
priedade de modularidade acima citada, o código CLOUDS-I—f- foi constrm'do por áreas 
de gerenciamento como:
M alha Suporte de Integração
Classe:
•  acCoord2D
Procedimentos: leitura de coordenadas e funções auxiliares
D om ín io
Classe:
• acDomain
Procedimentos: gerenciamento de dados do domínio de integração e montagem da 
matriz de rigidez e do vetor de cargas globais correspondentes às parcelas do domínio.





Procedimentos: leitura e gerenciamento de definição geométrica das fronteiras, bem 
como montagem das parcelas correspondentes à fronteira da matriz de rigidez e do vetor 
de cargas globais. A classe acBoundary é uma classe virtual, ou seja, possue unicamente 
os protocolos das classes filhas, nas quais será implementado o corpo da função.Nesta 
classe pode-se evidenciar de forma clara o emprego do conceito de isomorfismo, no qual 
as funções têm a mesma forma para as classes acLine, acArch e acBSpline, as que são 
acessadas pelos objetos do vetor de fronteira.
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• C obertura A b erta  do D om ínio
Classe:
• acClouds
Procedimentos: construção e gerenciamento da cobertura e do espaço de aproximação. 
Esta classe possue as funções responsáveis por:
-  leitura e geração de nuvens de forma a garantir que o ponto do domínio ou da 
fronteira seja coberto pelo menos por duas nuvens;
-  montagem de estrutiira Qaud- Tree, utilizada para diminuir o tempo de procura 
das nuvens que cobrem um determinado ponto de integração.
-  cálculo da partição da unidade, gradiente e enriquecimento.




Procedimentos: gerenciamento de dados de material e constantes geométricas. 




Procedimentos: leitura e gerenciamento dos tipos de graus de liberdade do problema 
e condições de contorno nas fronteiras.




Procedimentos: gerenciamento dos graus de liberdade (equações) do problema necessários 





Procedimentos: leitura e gerenciamento de informações, bem como construção da 
matriz de rigidez e vetor de cargas para o ponto de integração. A classe acIP é, igualmente 
a acBoundary, uma classe virtual. Portanto, temos unicamente, os protocolos das funções 
filhas (acIPPlates, acIPPlStrs, acIPPlstrn, ect), sendo o corpo destas definidas dentro de 
cada classe, respectivamente, como já foi citado.Novamente, as funções das classes são 
acionadas pelos objetos correspondentes.
Finalmente fecha-se este capítulo, que mostrou de forma clara e detalhada a montagem 
das equações de Galerkin para o problema analizada, bem como um resumo da estrutura 
básica do código computacional utilizado. Encerra-se aqui a etapa correspondente aos 
fundamentos teóricos do trabalho, ficando desta forma o caminho delineado para a etapa 
conclusiva da pesquisa que tra ta  dos resultados numéricos, abordados no próximo capítulo.
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C apítu lo 5 
R esu ltad os N um éricos
Neste capítulo são analisados de forma objetiva os resioltados numéricos para desloca­
mentos e esforços na resolução do problema de flexão de placas de Mindlin, provenientes 
da metodologia abordada neste trabalho. Os objetivos principais desta análise recaem 
sobre o comportamento do espaço de aproximação quanto ao fenômeno de travamento 
(locking), e quanto à convergência de deslocamentos e tensões com relação às soluções 
analíticas para as placas semi-espessas do Capítulo 2.
í
Como se tra ta  de um novo campo de aproximação, onde as funções apresentam 
domínios que não estão amarrados a uma malha, aparecendo agora o conceito de matriz 
de r igidez e vetor dè cargas equivalentes do p o n to  de in tegração , surge a necessidade 
de verificar a influência da cobertura sobre estes pontos, através do número de condi­
cionamento da matriz de rigidez global. Por se tra ta r  de um método sem malha, no qual 
esta é usada apenas como conjunto de células de integração e pelo fato de as funções de 
aproximação serem altamente regulares, é feita uma análise de verificação de convergência 
de deslocamentos transversais com relação ao número de pontos de integração no domínio 
e na fronteira.
Inicia-se este capítulo com o comentário do processo de integração numérica utilizado, 
por ser considerado conhecimento indispensável nas análises que seguem.
Os primeiros resultados numéricos são referentes a placas quadradas simplesmente 
apoiadas e placas quadradas e circulares engastadas no contorno, estando todas elas su­
jeitas a uma carga uniformemente distribuída, já  que estes modelos apresentam solução
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analítica que leva em consideração as deformações cisalhantes. Encerra-se o capítulo 
fazendo uma verificação de proximidade dos resultados obtidos utilizando o método das 
nuvens e MEF. Nesta última análise são acrescentados os casos de placa triangular, placa 
anelar e placa rômbica.
Os resultados numéricos referentes às análises acima são, para uma melhor apreciação, 
apresentados por meio de gráficos, tabelas e diagramas de isocemiadas de deslocamentos 
e esforços para os seguintes exemplos:
• fenômeno de travamento (locking) para placas quadradas simplesmente apoiadas e 
placas quadradas e circulares engastadas no contorno;
• verificação para placa quadrada simplesmente apoiada a influência da cobertura e 
da ordem polinomial do campo de aproximação no número de condicionamento da 
matriz N C (K);
• verificação para placa quadrada siplesmente apoiada a influência da cobertura na 
convergência da norma L“ do erro relativo do deslocamento transversal;
•  Verificação para a placa quadrada simplesmente apoiada a influência do número de 
pontos de integração por célula e por fronteira de Dirichlet nas convergências globais 
e locais do deslocamento transversal;
• convergência da norma LF' do erro relativo do deslocamento transversal e esforços 
(Momentos e Cortantes);
• convergência em relação a valores máximos normalizados com relação às soluções 
analíticas de placas semi-espessas, para os campos de deslocamento transversal e 
esforços (Momentos e Cortantes);
• análise comparativa de proximidade de resultados entre o deslocamento transver­
sal normalizado obtidos com o uso do MEF e do método das Nuvens para a placa
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quadrada simplesmente apoiada, placa circular engasatada no contorno, placa triân- 
gular, placa anelar e placa rômbica, sendo estas três últimas simplesmente apoiadas, 
e todas as cinco sujeitas a um carregamento uniformemente distribuído no domínio.
5.1 Integração Numérica
Neste trabalho, para efetuar a integração numérica é utilizada, no domínio, uma mailha 
suporte de integração constituída de elementos triangulares (esta malha é chamada aqui 
de conjunto de células de integração) ajustada à geometria da estrutura em análise. Nas 
fronteiras de Dirichlet, já  que não temos conectividade entre os suportes das nuvens, a 
integração numérica se faz separadamente do domínio. Para tal, são utilizados elementos 
lineares (aqui chamados de células lineares), com regras de Gauss íixa de 3 pontos de inte­
gração por elemento, na qual o aumento das taxas de convergência é atingido aumentando 
o número de elementos na fronteira.
Esta malha não precisa ser construída com os cuidados necessários em MEF, já  que 
nossas funções não estão associadas ao suporte da malha, e as regras de quadratura são 
associadas a cada célula dependente da regularidade das funções de aproximação, de forma 
a garantir taxas de convergência satisfatórias. Na Figura 5a é mostrado um exemplo de 
malha suporte e cobertura associada à esta cobertura.
( a )
Figura 5a. (a) Malha suporte de integração, (b) cobertura.
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Verificação de Ttavam ento (Locking)
o  fenômeno de travamento (Locking) ocorre devido à incapacidade do espaço de aprox­
imação de cumprir a restrição de deformação cisalhante nula quando a espessura da placa 
tende a zero. Ele se manifesta através de um aumento de rigidez da placa à medida que 
sua espessura é diminuída. Esta limitação do espaço de aproximação tem  sido contor­
nada em MEF usando processos de sub-integração da parcela da matriz de rigidez do 
elemento correspondente ao cisalhamento.Esta técnica foi apresentada primeiramente por 
MIakus and Huges (1978) e, posteriormente, num contexto mais geral, por Zienkiewicz e 
Nakazawa (1984) (ambos referenciados em L. Delia Croce e T. Scapolla [22]). Entretanto 
este procedimento tem a dificuldade de apresentar modos espúrics de deformação (modos 
de energia de deformação nula e matriz de rigidez elementar singular ), podendo ocorrer 
oscilação nos resultados e, em certos casos, até mesmo m atriz de rigidez global singular. 
Outros procedimentos têm  dado bons resultdos em MEF, como o apresentado por L. Della 
Croce e T . Scapolla [22], em que elementos de ordem superior são capazes de absorver 
o locking para as espessuras de interesse prático. Utilizando um procedimento similar, 
Novotny e Fancello [21] contornam este problema usando refino p homogêneo de quarta 
ordem. O objetivo desta análise é verificar o comportamento do espaço de aproximação 
obtido pelo método das nuvens quanto ao locking. Para tal, são u tilizados três exemp­
los, nos quais pretende-se também verificar a influência da geometria e das condições de 
contorno.
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Figura 5 .1: Placa quadrada simplesmente apoiada: (a) modelo e (b) cobertura.
A primeira análise é feita para uma placa quadrada simplesmente apoiada no con­
torno cujas dimensões, propriedades elásticas, carregamento e cobertura são indicadas 
nas Figuras 5 .1(a) e 5.1(b). A verificação de travamento (locking) será realizada através 
do deslocamento central normalizado em relação à solução de Kirchhoíf, dada pela ex­
pressão:
IVcentral = 0.004062 D
(5.1)
em que D é o coeficiente de rigidez à flexão da placa correspondente à expressão 2.22. A 
análise é feita para uma variação de j  definidas pelo intervalo 10 < j  < 10^, sendo os 
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F igura 5.2. Verificação de Locking: Deslocamento transversal centreil normalizado para 
a placa quadrada sob condições de apoio rígido (hard).
Através da análise do gráfico da Figura 5 .2, constata-se que a partir da 
relação j  > 10  ^ se tem um comportamento assintôtico das soluções numéricas 
para p — 3 e p = 4 em relação aos valores da solução analítica de Kirchhoíf.
Para p = 3 ocorre travamento (locking) a partir de j  >  10'*,e para p =  4, 
como era esperado, não se constata travamento (locking), embora ocorra um 
pequeno decréscimo da solução, decorrente de problemas de condicionamento 
da m atriz de rigidez. Um resultado semelhante é verificado em MEF quando 
se emprega um enriquecimento p, como constatado por Novotny e Fancello[21 .
Nos exemplos acima se tem para p = 3 N G L  = 750 e, para p =  4, N G L  =
1125, respectivamente.
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5.1.2 Placa quadrada engastada no contorno
Relação Ut
Figura 5.3. Verificação de Locking: Deslocamento transversal normalizado para o ponto 
central da placa quadrada engastada no contorno.
A placa quadrada engastada no contorno, com as mesmas características 
elásticas, de carregamento e geométricas que a apresentada na Figura 5.1, é 
usada para mostrar a influência das condições de contorno quanto ao locking.
Neste exemplo pode ser constatado que a placa engastada constitui um caso 
crítico no estudo de locking, como será evidenciado através do gráfico da Figura 
5.3. Novamente aqui os resultados numéricos para o deslocamento transversal 
central da placa são normalizados com relação à solução analítica de Kirchhoff 
dada pela Eq. 5.3, para um intervalo da relação j  apresentado anteriormente.
Nesta análise, igualmente à anterior, são verificados os comportamentos das 
bases de aproximação obtidas por enriquecimento da função de Shepard por 
meio de produto de polinómios completos e 11^ =4, sendo o N G L  envolvido 
para cada caso idêntico à análise anterior.
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'^ cen tra l = 0.00126 D (6.3)
Constata-se através da análise do gráfico da Figvira 5.3 que, ao contrário do 
que ocorria com a placa simplesmente apoiada, não se tem  mais um comporta­
m ento assintótico para j? =  3, no qual a curva da solução ntim érica apresenta 
oscilações em tom o da solução analítica. Novamente o espaço de aproximação 
para satisfazer a restrição de deformação cisalhante nula não é adequado, 
evidenciando-se, como pode ser visto, o travamento (locMng) para j  >  10 .^ 
Para o espaço de aproximação obtido com =  4 obtém-se uma convergência 
assintótica para a solução analítica até valores de j  <  10“^, a partir dos quais 
começam a ocorrer oscilações devido a problemas de mal condicionamento da 
matriz de rigidez.
5.1.3 Placa circiilar engastada no contorno






Figura 5.4. Placa circular engastada, (a) modelo e (b) cobertura.
Os exemplos apresentados anteriormente mostraram a influência das condições 
de contorno com relação ao fenômeno de travamento (locking). Pretende-se
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agora verificar a influência da geometria. Para tal, é empregada uma placa cir­
cular com características elásticas, geométricas, de carregamento e cobertura 
mostradas na Figura 5.4.
No gráfico da Figura 5.5 são mostrados os valores normalizados de deslo­
camento transversal no centro da placa com relação à solução analítica dada 
na Eq. 1.106 do Apêndice. A análise será feita para um intervalo da relação 
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Figura 5:5. Verificação de Locking: Deslocamento transversal central normalizado para
a placa circular engastada no contorno.
Observa-se aqui um comportamento assintótico das soluções numéricas até 
^  < 10"*, a partir do qual começam a surgir oscilações na solução para =  3 e, 
finalmente, o surgimento de travamento (locking) para uma relação ^  >  10^.
Para os espaços de aproximação construídos por enriquecimento da partição da 
unidade com base polinomial de quarta ordem não ocorre travamento, além de 
apresentar um comportamento assintótico até ^  ^  10®, correspondente ao fim
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da análise. O número de graus de liberdade usados para estes resultados foram 
N G L  =  630, para í? =  3, e N G L  =  945, para p — A. Pode-se concluir, em 
princípio, que para espaços obtidos por enriquecimento da partição da unidade 
por bases polinomiais de quarta ordem, não temos surgimento de travamento 
(locking), o que converge para as conclusões obtidas em MEF para reíinos p 
homogêneos, como mostrado no trabalho de Novotny e Fancello[21].
5.2 Análise de Convergência
A análise de convergência será levada a cabo para dois casos dos quais se conhecem 
as soluções analíticas para o modelo de M indlin. Estes modelos correspondem à placa 
retangular simplesmente apoiada no contorno, sujeita a um carregamento de pressão uni­
formemente distribuído no domínio, e a placa circular engastada no contorno, sujeita ao 
mesmo tipo de carregamento. Esta análise tem como objetivo verificar os seguintes itens:
1. influência da cobertura e da ordem polinomial do espaço de aproximação no Número 
de Condicionamento da matriz N C (K );
2. influência da cobertura na convergência da Norma do erro relativo do Desloca­
mento 'IDransversal;
3. convergência do Deslocamento Ttansversal central normalizado com relação ao 
número de pontos de integração por célula do domínio e por fronteira de Dirichlet;
4 . convergência da Norma L^do Erro Relativo para o Deslocamento Trasverseil;
5. convergência local do Deslocamento Ttansversal no centro da placa para valores 
normalizados com relação à solução analítica de placas semi-espessas;
6. convergência da Norma L^do Erro Relativo em Momentos;
7 . convergência local de Momentos para valores normalizados em relação à solução 
analítica de placas semi-espessas;
8. convergência da Norma L^do Erro Relativo para Esforços Corteuites;
9. convergência para valores normalizados do Esforço Cortante nos pontos médios dos 
apoios.
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5.2.1 Resultados numéricos p>ara a placa quadrada
Os itens acima relacionados serão analisados para uma placa quadrada com as caracaterís- 
ticas geométricas e elásticas apresentadas na figura 5.1. Neste exemplo é adotada uma 
espessura de O.lmm, sujeita a um carregamento de pressão, uniformemente distribuído 
no domínio, de 0.1 M P a  .
In flu ên c ia  d a  c o b e r tu ra  e  d a  o rd e m  p o linom ia l do  espaço  de ap ro x im ação  no 
N ú m ero  de C o n d ic io n am en to  d a  M a tr iz  N C (K )
No método de nuvens, como a malha de quadratura não necessariamente coincide com o 
domínio de definição das funções de aproximação, pode ocorrer, dependendo das dimen­
sões do suporte de cada nuvem, uma cobertura excessiva num ponto de integração. Isto 
produz uma matriz de rigidez muito povoada e geralmente, mal condicionada.
Um problema similar ocorre quando se incrementa a ordem polinomial da base de 
aproximação, o que significa, em última análise, aumentar o número de coordenadas 
generalizadas do problema, causando um efeito idêntico aq anterior.
Para esta análise são utilizadas coberturas de 5 e 25 nuvens e uma ordem polinomial 
da base de aproximação p = 2. Como suporte de integração é utilizado, no domínio, um 
conjunto de 4 e 32 células triangulares, com regras de Gauss de 79 pontos. Nas fronteiras 
de Dirichlet são utilizados conjimtos de 20 e 60 células lineares por fronteira, com regra 
de Gauss de 3 pontos de integração.
O número de condição utilizado é calculado pela expressão definida por Cook et al, 
(1984), referenciado em Pablo Andrés Munoz Rojas [24], que corresponde aquela encon­
trada  usualmente na bibliografia de MEF e que tem a forma:
N C (K) =  log •^ max
■^TniTi
(5.4)
em que A^ax e Amin correspondem ao maior e ao menor autovalor em valores absolutos 
da matriz K.
Na análise da influência da cobertura no condicionamento da matriz, surge o conceito
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de fator de rádio (R F ), o qual é dado pela expressão
R F  =  — (5.5)
e.
\ nV \  /  \
Figura 5b. Raio da nirvem determinado pelo software 
CLOUDS-j-+ para malha de elementos triangulares
Observando a Figura 5b, é tomado o ponto Xq. como centro de uma nuvem. O valor 
de Tn corresponde ao raio do suporte da nuvem, enquanto Tc é determinado pela maior 
dimensão dos lados dos elementos triangulares que têm  conectividade com o ponto Xa- 
Os resultados destas análises são mostrados nos gráficos das Figuras 5.7 e 5.8
9M —,
Coberturaf NC( k ) pata 
t  Cíb«itur»6 nuw iis 
-  CebeitunZS nuvans
' I ' I ' I ' I ' I ' I ' i '
0.60 0.70 0j60 030 1.00 1.10 120 1^  140 RF
Figura 5 .6. Número de Condicionamento N C (K ) em função de F R .
Através da análise do gráfico da Figura 5.6, confirma-se um aumento com  algumas 
oscilações de N C (K ), com o incremento do fator de rádio (R F). Estes resultados indicam
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ura crescimneto da largura de banda da matriz K  à medida que se aumenta a cobertura, 
de forma que se incrementar excessivamente R F , a matriz pode ficar mal condicionada a 
ponto de se tornar quase singular.
Um efeito similar ao excesso de cobertura pode ser obtido quando se incrementa a 
ordem polinomial da base de aproximação para as mesmas coberturas e as mesmas regras 















7.00 -  






zoo I I I I I  n i l  I I I 11 n i l  I I 111I I
10 100 1000 10000 Número de Gr aus de L ib e r dade
Figura 5.7. Número de Condicionamento N C (K ) em função de N G L  
A través dos resultados do gráfico da Figura 5.7. constata-se um aumento acentuado 
do N C (K )  com o incremento de p para o intervalo 0 < p < 4. Pode-se também observar 
que há uma melhora em termos de condicionamento da matriz de rigidez para a cobertura 
de 25 nuvens em relação à cobertura de 5 nuvens.
In flu ên c ia  d a  c o b e r tu ra  n a  convergência  d a  N o rm a  do E rro  R e la tiv o  de  
D eslocam en tos T tansversais .
Esta análise tem por objetivo verificar a convergência de Deslocamento Transversal com as 
variações de fator de rádio (R F) , e é feita para um campo de aproximação correspondente 
à jo =  4, fator de rádio definido no intervalo 0.6 < R F  < 1.3,suporte de integração
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constituído por 32 células trieingu lares, cora regras de Gauss de 79 pontos no domínio, e 
60 células lineares, com regra de Gauss de 3 pontos nas fronteiras de Dirichlet. O resultado 
é mostrado no gráfico da Figura 5.8.
R e l a ç ã o  RF
Figura 5 .8. Placa quadrada sob apoio rígido (hard): Convergência da norma do erro
relativo em w
Através da análise do gráfico da Figura 5.6 constata-se que, para coberturas
com R F  <0.8, ocorre um aumento brusco na norma do erro relativo er^ o 1,2 •
Este fato não se verifica para R F  >0.9, no qual não se observam variações sen-
síveis de er„ 1,2
Para este exemplo pode-se concluir que o aumento de R F  de 0.9 até 1.30 
apresenta resultados menos desfavoráveis em termos de ||eri,;||£^ 2 do que a sua 
diminuição do mesmo para valores menores do que 0 .9.
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Convergência do deslocam ento transver sal com  relação ao núm ero de pontos  
de integração por célu la no dom fnio e  por fix)nteira de D irich let.
A procura de um número ótimo de pontos de integração, tanto no domínio como na 
fronteira, torna-se indispensável nos métodos sem malha, nos quais as próprias funções 
partição da unidade são altamente regulares. Isto leva a procurar uma regra de integração 
que não torne o processo computacional muito demorado e que ao mesmo tem po, possa 
atingir a precisão de resultados desejada. A seguir mostram-se nos gráficos das Figuras 
5 .9(a) e 5.9(b), os resultados de convergência para valores máximos normalizados e Norma 
L^áo Erro Raltivo, ambas para deslocamento transversal. Para esta análise são usadas 
regras de Gauss de 12, 16, 25 e 79 pontos de integração por célula, bases de aproximação 
de ordem polinomial p =  3 e p  =  4 e 6 0  céluleis lineares com regras de Gauss de 3 pontos 
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F igura 5 .9. Placa quadrada sob apoio rígido (hard); Convergência em função do número 
de pontos de integração por célula no domínio, (a) valores normalizados do 
deslocamento transversal para o ponto central da placa, (b) convergência da norma
do erro relativo de W
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Figura 5.10. Placa quadrada sob apoio rígido (hard): Convergência em função de 
número de pontos de integração na fronteira de Dirichlet, (a) convergência da norma L 2 
do erro relativo de W, (b) valores normalizados do deslocamento transversal no ponto
central da placa.
Já  que o domínio e a fronteira são integrados separadamente, pois as 
funções não estão associadas à malha e por isso, não se pode garantir que 
cada ponto de integração da fronteira será coberto pelo mesmo número de
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nuvens, é feita uma análise análoga à anterior, com os resultados mostrados 
nos gráficos das Figuras 5.10(a) e 5.10(b).
Convergência da norm a L^do erro relativo para o d eslocam ento trasversal
Devido à simetria da geometria e do carregamento, é analisado o quadrante 
inferior da placa sujeita a condições de contorno ’’r ígidas” (hard).
Pelo método de nuvens ser ”p” adaptativo, é feita uma análise de refino p 
homogêneo para as seguintes situações:
•  cobertura do quadrante inferior com 5 núvens para 0 <  p  <  4;
•  cobertura do quadrante inferior cora 25 núvens para 0 <  p <  4;
• cobertura do quadrante inferior com 87 núvens para 0 <  p < 2;
Para as coberturas definidas anteriormente são estabelecidos os seguintes suportes de 
integração para o donunio e fronteira de Dirichlet:
• conjunto de 4 células triangulares, com regras de Gauss de 79 pontos de integração 
por célula no domínio e 20 células lineares, com regra de Gauss de 3 pontos em cada 
fronteira de Dirichlet;
•  conjunto de 32 células triangulares, com regras de Gauss de 79 pontos de integração 
por célula no domínio e 20 células lineares, com regra de Gauss de 3 pontos em cada 
fronteira de Dirichlet;
A verificação da convergência global é feita através da Norma do erro 
relativo em cada ponto de integração, dada pela expressão;
er„ Wh -
w
£ 2  — W L 2
\
iVip
Y^iwhi -W ifW i  
i=i
Nip (8.9)
E  wfW í
i=l
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Na Expressão 5.9, Wh é o valor do deslocamenteo transversal aproximado, 
w corresponde à Eq. 1.71 do Apêndice e Wi ao fator peso de integração 
num érica.
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Figura 5 .11. Placa quadrada sob apoio rígido (hard): Resultados de convergência da 
norma do erro relativo do deslocamento treinsversal w .
O gráfico da Figura 5.11 mostra os resultados numéricos vistos do ponto 
de vista qualitativo, podendo-se constatar algumas características do espaço 
de aproximação, tais como:
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•  baixa precissão das funções de Shepard, nas quais não se tem  nenhuma melhora 
aparente de resultados quando se aumenta o número de nuvens da cobertura, ou 
seja, um refino h\
•  taxas de convergência elevadas para refinos p  homogêneos, que aumentam brusca­
mente com a variação de p  = 2 para p = 3, como pode ser constatado no gráfico.
• alta precisão com número reduzido de graus de liberdade, como pode ser constatado 
na Tabela 5.1.
Norma I?  do Erro Relativo no Deslocamento Ttansversal W
NGL\C 5 nuvens 25 nuvens 87 nuvens
15 1.0Q1886 [p =  0)
45 0.871606 {p := 1)
75 0.999622 (p =  0)
90
150 0.003474 {p =  3)
225 0.000101 {p ^  4) 0.835231 \p =  1)
261 0.999388 {j> =  0)
450 0.01975 {p =  2)
750 0.000067 (í> =  3)
783 0.811751 {p =  1)
1125 0.000044 (p =  4)
1566 0.002395 (í> =  2)
Tabela 5.1: Resultados da Norma L2 do Erro Relativo em w em função do número de 
graus de liberdade para as coberturas de 5, 25 e 87 nuvens.
Um comportamento local da convergência do deslocamento transversal é 
mostrado através dos valores do deslocamento central normalizado em relação 
à solução analítica da Eq. 1.70 do Apêndice. Para os mesmos casos de cober­
turas e refino ” p ” da análise anterior se obtiveram-se os seguintes resultados, 
representados graficamente nas Figuras 5.12(a) e 5.12(b) .
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1.2000  -  
1.1000 -  
1.0000 
0.9000 -  
0.8000 -  
0.7000 -  
OÆOOO -  
OÆOOO -  
0.4000 -  
0.3000 
0.2000  -  
0.1000 -  
0i)000
Resultados de Convergência Local 
— 0 —  Cobertura 6 Nuven«
— $ —  Cobertura 26 Nuvem 
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Figura 5.12. Placa quadrada sob apoio rígido (hard): Resultados do deslocamento 
transversal no centro da placa, (a) resultado na escala de [0,1.2], (b) ampliação do 
resultado anterior para a escala [0.998,1.004
109
Novamente aqui são observadas as altas taxas de convergência e elevada 
precisão de resultados, como indicado no gráfico da Figura 5.12(b). Pode-se 
constatar, entretanto, pequenas oscilações à solução próximo da convergência, 
decorrentes do processo de penalizações usando multiplicadores de Lagrange.
C onvergência de M om entos e  Esforços C ortantes
A análise de convergência de momentcs será feita de forma global através 
da Norma L? do Erro Relativo e local em função do momento M^a; normalizado 
em relação à Expressão 1.74 do Apêndice para o centro da placa nas seguintes 
situações:
• cobertura do quadrante inferior com 5 núvens para 1 <  p <  4;
• cobertura do quadrante inferior com 25 núvens para 1 <  p <  4;
Para as cobertxiras definidas anteriormente são estabelecidos os seguintes suportes 
de integração:
•  para o domínio é utilizado um conjunto de 4 células triangulares, com regra de 
Gauss de 79 pontos de integração por célula, e para a fronteira de Dirichlet é usado 
um conjunto de 20 elementos lineares, com 3 pontos de integração por célula;
• no domínio é utilizado um conjunto de 32 células triangulares, com regra de Gauss 
de 79 pontos de integração por célula, e para a fronteira de Dirichlet é usado um 
conjunto de 60 células lineares, com 3 pontos de integração por célula.
A Norma L? do Erro Relativo é determinada em relação as Eqs. 1.74, 1.75 




em que Nip é o número de pontos de integração.
Na Expressão 5.10, e representam valores da solução numéri­
ca, e Mxx, e os correspondentes valores das soluções analíticas para 
cada ponto de integração.
A seguir são apresentados os resultados numéricos através dos gráficos das 
Figuras 5.13(a) e 5 .13(b) de análises de convergências global e local, respec­
tivamente. Os valores da Norma L? do Erro Relativo são dados na Tabela
5.2
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Figura 5.13. Placa quadrada sob apoio rígido (hard): Resultados de momentos, (a) 
norma L~ do erro relativo em momentos, (b) valores normalizados de para o ponto
central da placa.
Analisando os resultados do gráfico da Figura 5 .13(a) constata-se altas 
taxas de convergência já  esperadas, dados os resultados obtidos nos desloca­
mentos transversais e rotações e pelo fato do campo de aproximação te r alta 
regularidade para o exemplo analisado. Além disto, pode-se ver a elevada pre­
cisão de resultados mesmo para um pequeno número de graus de liberdade.
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como pode ser constatado na Tábela 5.2. As curvas da Figura 5.13(b) eviden­
ciam também elevadas taxas de convergência e uma pequena perda de precisão 
para p = 3. Isto ocorre porque a solução é uma função par, sendo que para 
valores ímpares de p  não é acrescentada nenhuma melhora na convergência 
para um refino p homogêneo.



















Tabela 5.2. Resultados da norma do erro relativo de momentos em função do número 
de graus de liberdade para as coberturas de 5 e 25 nuvens.
Os valores de Esforço Cortante encontrados são pouco precisos comparados 
com os de Momento. Isto se deve ao fato de penalizar a fronteira onde os 
valores de cortante são máximos, além das limitações apresentadas pelo modelo 
cinemático de Mindlin. O gráfico da Figura 5.14(a) mostra a variação da 
Norma do Erro Relativo do Esforço Cortante, mantendo-se p =  4 e variando 
as coberturas de 5, 13 e 25 nuvens.No gráfico da Figura 5.14(b) é analisada a 
convergência do valor normalizado em relação às Eqs. 1.77 e 1.78 do Apêndice 
para um ponto no meio do apoio. A Norma do erro relativo para esforços 
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Na Expressão 5 .11, Q ^eQ y  correspondem aos valores determinados numéri- 
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Figura 5.14. Placa quadrada sob apoio rígido (hard): Resultados de esforço cortante, (a) 
norma do erro relativo em cortantes, (b) valores normalizados de Qx para o ponto
m édio do lado.
5.2.2 Resultados numéricos para a placa circular
A análise de convergência neste caso será levada a cabo para uma placa circular com 
os dados apresentadas na Figura 5.4. Para este caso específico, adota-se uma espessura
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í =  O.lmm e uma carga de pressão q =  O .lM Pa. Os resultados numéricos para desloca­
mento transversal e momentos são determ inados para o quadrante superior adotando uma 
cobertura de 23 nuvens dispostas obedecendo à simetria radial da estrutiira, onde, desta 
vez, os centros das nuvens não coincidem com os nós da malha.Os resultados apresentados 
são obtidos para um refino p homogêneo, dado pela variação 1 <  p <  4.
o  suporte de integração utilizado é constituído de 101 células triangulares no domínio, 
com regra de Gauss de 79 pontos de integração p>or célula e, na fronteira, 1(X) células 
lineares, com regra de Gauss de 3 pontos de integração por célula no contorno circular e 
60 células lineares, também com regra de Gauss de 3 pontos de integração por célula nos 
contornos retos.
C onvergência do deslocam ento transversal
A primeira análise tem  como finalidade uma avaliação global do erro e será feita através 
da norma do erro relativo do deslocamento transversal definido na Expressão 5.6. 
Este erro é determinado em relação à solução analítica da Eq. 1.104 do Apêndice. Os 
resultados obtidcs são mostrados no gráfico da Figvura 5.15 e na Tãbela 5.3.
N ú m e r o  d e  G r a u s  d i
Figura 5 .15. Placa circular engastada: Norma do erro relativo do deslocamento transversal.
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Tab ela 5.3. Resultados da Norma L  do Erro Relativo em w para uma cobertura de 23
nuvens.
Constata-se novamente aqui altas taxas de convergência de p =  1 para 
p =  2, porém convergindo para um erro de 0.016428, como indicado na Tabela 
5.3. Isto deve-se, provavelmente, às limitações apresentadas na integração 
do contorno, que é feito separadamente do domínio. Foram usadas células 
triangulares lineares para integração no domínio, e isto provoca um erro devido 
ao mal mapeamento geométirco. Além disto, deve ser considerado o erro 
proveniente do processo de penalização das condições de contorno.
A análise de convergência local é feita para o Deslocamento Central Nor­
malizado com relação à Eq. 1.106 do Apêndice, com resultados apresentados 
no gráfico da Figura 5.16.
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Figura 5.16. Placa circular engastada: Deslocamento transversal normalizado para o
ponto central da placa.
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Observa-se novamente aqui a baixa precisão para p =  I  e a alta convergên­
cia atingida quando p — 2 , a qual se deve evidentemente ao fato de estar 
aproximando uma solução par a uma base tam bém par.
Também nesta análise se constata a convergência para valores de 1.0157 
devido aos fatos anteriormente citados.
C o n v erg ên c ia  de M o m en to s
A análise de convergência de momentos é feita para uma placa com as 
mesmas características usadas na análise anterior, e a norma do erro relativo 
dos momentos radiais será dada pela expressão
Í = 1__________________________
E  {M ratW i
(5.8)
Na Eq. 5.8, Mra e Mr correspondem aos componentes radiais no ponto de 
integração do momento, dado pela expressão 2.171, e do Tensor de Momentos 
M , definido pela seguinte expressão:
Mr =  n ^M n
Escrevendo 5.9 por extenso se obtem:
(5.9)
T í y
M x x  M x y  
M y x  M y y U y
(5.10)
em que, n  é o vetor normal à curva de circunferência com o mesmo centro 
da placa e que passa pelo ponto de integração.
Os resultados desta análise são apresentados no gráfico da Figura 5 .17.
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Figura 5.17. Placa circular engastada: Norma do Erro Relativo em momentos.
Observa-se novamente as altas taxas de convergência da Norma L? do erro 
relativo em momentos, fato já  visto nas análises anteriores. Constata-se tam ­
bém um aumento do erro para p =  4. Esta perda de precisão é resultante, 
provavelmente, de uma falta de cobertura na fronteira, onde o erro é incor­
porado pela forma fraca de impor condições de contorno, associado àquele 
decorrente do mapeamento geométrico. Isto fica evidenciado na análise de 
convergência local que prossegue.
Na convergência local observam-se os melhores resultados correspondentes 
à base de aproximação com p =  4, como mostrado no gráfico da Figura 5.18.
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Figura 5.18. Placa circular engastada; Momento Mr normalizado no ponto central da
placa.
5.3 Comparação de Resultados com MEF.
Para finalizar o capítulo, será verificada a proximidade de resultados com 
relação ao M EF e as soluções analíticas de placas finas, juntamente com re­
sultados de visualização para campos de deslocamento momentos e cortantes 
para os seguintes exemplos.
As soluções analíticas para placa fina têm  apenas a função de comparação 
de resultados e não de critério de convergência, já  que se constituem de modelos 
diferentes.
a) Placa quadrada simplesmente apoiada da Figura 5.1.
b) Placa circular engastada no contorno da Figura 5.4.
c) Placa triangular (triângulo equilátero) simplesmente apoiada (condições 
de contorno de simples apoio ) no contorno e sujeita a uma carga uniforme­
mente distribuída no domínio.
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d) Placa em anel simplesmente apoiada (condições de contorno de simples 
apoio ) no contorno e com carga uniformemente distribuída no domínio.
e) Placa rômbica simplesmente apoiada (condições de contorno de simples 
apoio ) no contorno, com carga uniformemente distribuída no domínio.
Esta análise é feita conforme os critérios que seguem:
• são comparados im icamente resultados locais máximos de deslocamento transversal 
normalizado em relação à solução analítica de placa semi-espessa para os casos a e 
b, placa fina para c e d e  valores absolutos de deslocamento w em e;
• as soluções analíticas de placa fina para a placa triangular e a placa anelar foram 
obtidas do trabalho de Raymond J . Roark e Warren C . Young [32];
• Os resultados correspondentes a MEF são obtidos através do software Ansys 5.3 
para o elemneto Shell 93 (Elemento quadrático de Serendipty com 8 nós), sendo a 
convergência atingida po meio de refino h .
5.3.1 Placa Quadrada
Na análise de placa quadrada, são observados resultados próximos aos encontrados em 
MEF. No entanto, neste exemplo em que a geometria da peça é bem reproduzida devido a 
sua simplicidade, é obtida, para o caso de valores normalizados de Deslocamento Transver­
sal máximo, precisão muito alta com um número reduzido de graus de liberdade, como é 
mostrado no gráfico da Figura 5.19. Estes resultados são obtidos para uma placa simples­
mente apoiada com características geométricas e propriedades elásticas dadas na Figura 
5.1, sendo que neste exemplo é utilizado um carregamento uniformemente distribuído no 
domínio de q =  O.lM Pa  e uma espessura de O.lmm.
O suporte de integração para esta análise é constituído de 32 células triangulares, com 
regra de Gauss de 79 pontos de integração por célula no domínio e 60 células lineares, 
com regra de Gauss de 3 pontos por célula em cada fronteira de Dirichlet.
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Os resultados de deslocamento transversal central provenientes do método de nuvens 
e de MEF são normalizados com  relação à solução anaKtica da placa semi-espessa dada 
pela Eq. 1.71 do Apêndice.
Os resultados referentes a MEF tem  a finalidade apenas de constatar a sua proximidade 
com relação aos obtidos pela metologia usada neste trabalho, não devendo se fazer nenhum 
tipo de comparação quanto as taxas de convergência, já  que no caso de nuvens temos refino 
”p” homogêneo onde estas taxas são reconhecidamente m ais altas do que no refino ”7i”
I
utilizado em MEF.
Para finalizar as análises feitas para a placa quadrada é mostrado a seguir através 
dos diagramas de isocamadas correspondentes às Figuras 5.20, 5.21 e 5.22, os resultados 
de distribuição para os campos de deslocamento transversal w, e componentes Mxx de 
momentos e Qx de esforço cortante:
=2 P=“
26 Nuvens p(1,4]
Solução Anarrtica placa semi-espessa 
FEM(Ansys Shell 93)
 ^ ------ i-------1.....r r i ' t l T j ------------1-------r - T T T T T T j
1.00E+2 1.00E+3 1.00E+4 lOOE-«N ú m e r o  de G r a u s  de L i b e r d a d e
Figura 5.19. Placa quadrada sob apoio rígido (hard): Deslocamento transversal 
normalizado para o ponto central da placa, obtidos pelo método de nuvens hp e por
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Figura 5.20. Placa quadrada sob apoio rígido (hard): Diagrama de isocamadas do 
terceiro quadrante da placa para o campo de deslocamento transversal .
INFOEaiaTION;
F ie ld :Nana: MxMax. V a lu e : 1 . 2Z6S08E+00 Node: 9 K in . V a lue : - 1 . 350000E-02 Node: 5
P a le t te ;Il , 22S608E+00 1.14 9861E+00 1 . 073113E+00 9. 963659E-01 9. 19S185E-01 , 8 ,J)28711E-01 ■ 7 .S 61237E-01 e 6. 893764E-01 “  S .125290E-01 5 , 3S8816E-01 4 ,S 91343E-01 3 . 823869E-01 3 . 05S395E-01 2 - 288921B-01 1 . 521448E-01 7 . 539738E-02 -1.3SOOOOE-03
Figura 5.21. Placa quadrada sob apoio rígido (hard): Diagrama de isocamadas do 
terceiro quadrante da placa para a componente M^x do campo de momentos.
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INFORMATICfJ:
P le ld :
Name: Qx
Max. Value: 5.697120E-01 
Node: 13 
Min- V alue: -1.O301Q0E-02 
Node: 6
P a le t te :
■ 5 .697120E-01 
|s.334612E-01 















Figura 5.22. Placa quadrada sob apoio rígido (hard): Diagrama de isocamadas do 
terceiro quadrante da p laca para a componente Qx do campo de esforços cortantes.
5.3.2 Placa Circular
Estes resultados são obtidos para a  placa circular engastada no contorno, com caracterís­
ticas geométricas e elásticas indicadas na Figura 5.4, sujeita a imia carga uniformemente 
distribm'da no domínio de O.lM Pa  e uma epessinra de O.lmm.
O suporte de integração utilizado aqui é o mesmo utilizado na análise da placa circular 
feita anteriormente.
Nesta análise é observada uma diminuição da precisão de resultados quando com­
parados com a placa quadrada, onde o contorno é reproduzido com mais precisão. Os 
resultados encontrados para valores normalizados de Deslocamento Transversal no centro 
da placa são próximos aos obtidos por MEF. Porém estes são computacionahnente mais 
caros, já  que são usadas regras de integração niunérica de alta ordem, aumentando con­
sideravelmente o tempo de processamento, mesmo com um número menor de graus de 
liberdade, como mostrado no gráfico da Figma 5.23.
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N ú m e r o  d e  O r a u s  d e L i b e r d a d e
Figura 5.23. Plaça circular engastada: Deslocamento transversal normalizado para o 
ponto central da placa obtidos pelo método de nuvens hp e MEF para o elemento shell
93.
São mostrados a seguir os resultados em diagragramas de visualização em isocamadas 
para os campos de deslocamento transversal w e componente de momentos Mxx nas 
Figvuras 5.24 e 5.25.
INFOeMA.TIOK:
E -ia ld :
NAJto: N
Ma x . VaXoa: 3 .346440E -0 I 
N o d «: 66 
M in . V a la a :  -4 .500000B>0S 
Noda: 26
P a la t t o :
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Figura 5.24. Placa circular engastada: Diagrama de isocamadas do primeiro quadranate 
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K in .  V a iü * :  - 8 . 518530E-0 1 
Node: S9
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Figura  5.25. Placa circular engastada: Diagram a de isocamadas do primeiro quadrante 
para a componente M^x do campo de mom entos.
5.3.3 Plaça Triangular
A plaça triangular simplesmente apoiada, objeto desta análise, é consti- 
tiiída por um tiângulo equilátero com dimensões, carregamento, propriedades 
elásticas e cobertmra dadas pela F igura 5.26:
(a)
E=2.10 10 N/mm2
q = 0.1 N/mm 
v = 0.3 
L = 12mm 
t = 0.1mm







Figura 5.26. Placa triangular simplesmente apoiada, (a) Modelo, (b) cobertiura de 10
nuvens, (c) cobertura de 28 nuvens
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Os resultados de deslocamento transversal normalizado no centróide do 
triângulo obtido para as coberturas (b) e (c) indicadas na Figura 5.26 e para 
p[2,4], são comparados ao valor também normalizado com relação à placa fina 
obtido em MEF, já  que não se dispõe de solução analítica para o modelo de 
placa semi-espessa para esta geometria.
Como suporte de integraçao são utilizados p>ara cada cobertura os seguintes 
conjimtos:
•  para a cobertura de 10 nuvens é utilizado, no domínio, um conjunto de 9 células 
triangulares com regra de Gauss de 79 pontos de integração e 20 células lineares, 
com regra de Gauss de 3 pontos de integração por fronteira de Dirichlet;
•  para a cobertiura de 28 nuvens é utilizado, no donunio, um conjunto de 36 células 
triangulares de integração, com regras de Gauss de 79 pontos de integração por 
célula e 60 células lineares, com regras de Gauss de 3 pontos de integração por 
fronteira de Dirichlet;
Estes resultados, jimtamente com a análise de convergência de momentos 
para valores normalizados em relação à solução anahtica de placa fina, são 
mostrados nos gráficos das Figiu-as 5.27 e 5.28.
125
-  Solução Analítica para placa fina 
Cobertura de 28 nuvens 
Cobertura de 10 Nuvens 
FEM (Ansys Shell 93)
I ' 'I ■'
200 400 600 800 1000 1200 1400 1600 N ú m e r o  d e  G r a u s  d e  L i b e r d a d e
Figura 5.27. Placa triangular simplesmente apoiada: Deslocamento Transversal 
Normalizado para o ponto C G(centróide da placa triangular) obtidos pelo método de 
nuvens hp para as coberturas de 10 e 28 nuvens e por MEF para o elemento shell 93.
Solução analítica para piaca fina 
Cobertura 28 nuvens P[2,4] 
Cobertura de 10 nuvens P[2,4]
200.00 400.00 eoo.oo 800.00 1000.00 1200.00 1400.00 Núm<
Figura 5.28. Placa triangular simplesmente apoiada: Momento Myy normalizado no 
ponto CG(centróide da placa triangular) obtido para as coberturas de 10 e 28 nuvens
respectivamente.
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A seguir são mostrados os resultados de visualização em isocamadas para 
os campos de Deslocamento w e de componente de momentos nas Figuras 
5.29 e 5.30, respectivamente.
INFORMATION:
Field:Ndiue: K
Max, Value; 6.274600E-02 
Node: 16 
Min. Value: -3.OOOOOOB-06 
Node: 4
Palette:












Figura 5.29. Placa triangular simplesmente apoiada: Diagrama de isocamadas para o




Max. Value; 2.6Q0380E-01 
Node: 16 


















-4 . 632575B-02 
-6 . 675000E-02
Figura 5.30.Placa triangular simplesmente apoiada: Diagrama de isocamadas para a
componente Myy do campo de momentos.
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Na análise da F igura 5.30 nota-se que os momentos, embora muito pe­
quenos, não se tornaram núlos no contorno. Isto se deve, evidentemenste, 
ao processo de imposição de condições de contorno de forma fraca, na qual 
para obter melhiores resultados, deve-se aumentar o número de nuvens nestas 
fronteiras.
5.3.4 Placa em A nel
A p laca anelar simplesmente apoiada, constitui o primeiro resultado do 
método em problemas nos quais ocorre concentração de tensões. Os valores 
obtidos correspondem à placa anelar, com dimensões, propriedades elásticas, 
carregamento e cobertiira indicadas na figvira 5.31.
■MJJ tS ff l
E =  2.1 lO N /m  ^
v =  0.3 
R = 8 mm 
r =  2 mm 
t = 0 .1 mm 
q =  0.1 N/ m iíí
Figura 5.31: Placa anelar simplesmente apoiada, sob uma cobertura de 36 nuvens para o
setor de Trrad.
Será inicialmente feita uma análise do Deslocamento Transversal Normal­
izado em relação à solução analítica de placa fina para o ponto A, e os re-
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sultados, comparados com aqueles obtidos por MEF correspondentes ao software An- 
sys para o elemeneto Shell 93. Numa segunda análise, procura-se verifiacar os valores 
de momentos Myy no ponto A e compara-lhos com aqueles determinados pela solução 
analítica de placa fina.
o  suporte de integração é formado por 211 células triangulares no domínio com regra 
de Gauss de 79 pontos de integração por célula, 100 células lineares na fronteira corre­
spondente à curva de circumferência e 60 células lineares nos contornos retUineos, todos 
com regras de Gauss de 3 pontos de integração por célula.
Os resultados destas análises serão mostrados através dos gráficos das Figuras 5.32 e 
5.33 e das visualizações em isocamadas do campo de Deslocamento w e da componente 
Myy do campo de Momentos dada nas Figuras 5.34 e 5.35.
€9
100 1000 10000 
N ú m e r o  de  G r a u s  de  L i b e r d a d e
Figura 5.32. Placa anelar simplesmente apoiada: Deslocamento transversal normalizado 
para o ponto A  obtidos pelo método de nuvens para uma cobertura de 36 nuvens do 
setor de Tcrad e por MEF para o elemento shell93 .
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INFOHMftTION:
F ie ld :
Name: H
Max. V a lu e : 1.607071E+00 
Node: 33 
M in . Va lu e :  - 5 . 600000E-05 
N ode: 99
P a l e t t e :
1 .607071E+00 
1.506626E+00 
1 . 4061800+00 
1.305735E+00 





7 . 030621E-01 






- 5 . 60Q0OOE-05
Figura 5.33. Placa anelar simplesmente apoiada: Diagrama de isocamadas do setor ivrad
para o campo de deslocamento transversal.
INFORMATION:
F ie ld :
Name: My
Max, ValDS: 2.394355E+00 
Node: 4 9 
M in. V a lu e: -2,250000E-03 
Node: 2


















Figura 5.34. Placa anelar simplesmente apoiada: Diagrama de isocamadas d.o setor Ttrad 
para a componente Myy do campo de momentos.
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Este exemplo consta de uma placa rômbica com dados indicados na Figura 
5.35.
O resultado do deslocamento transversal máximo é comparado com aquele 
obtido por MEF e mostrado no gráfico da Figiu-a 5.36.
o  suporte de integração para esta análise é constituído de 32 células tri­
angulares no domínio, com regra de Gaviss de 79 pontos de integração por 
célula e 60 células lineares, com regra de Gauss de 3 pontos de integração por 
fronteira de Dirichlet.
5.3.5 P laca Rômbica
E - 2 1 0 .  10* M P a  
v-0.3 
L = 1 0 m  
q = 10’ Pa
(c)
(b)
Figiura 5.35. Placa rômbica simplesmente apoiada, (a) geometria, (b) carga, (c)
cobertura de 25 nuvens.
Nesta análise fica evidenciada a elevada convergência para valores locais 
afastados dos contornos, como é o caso do exemplo analisado. Porém ocorre 
uma perda acentuada da precisão para valores próximos do contorno, já  que, 
sobre os apoios, o deslocamento transversal deveria ser praticamente zero, o 
que não é constatado nesta análise de acordo com o diagrama de visualização 
de isocamadas para o deslocamento transversal da Figura 5.37.
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N ú m e r o  d e  G r a u s  d e  L i b e r d a d e
Figura 5.37. Placa rômbica simplesmente apoiada: Deslocamento transversal para o 





Max. Value: 1.3S0240E-Oi 
Node: 13 




















Figura 5.38. Placa rômbica simplesmente apoiada: Diagrama d.e isocamadas para o
campo de deslocamento transversal.
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Encerra-se este capítulo de resultados ntmiéricos acreditando que se tenha 
mostrado, através destes exemplos, as potencialidades e limitações do método, 
sem ter a pretensão, no momento, de ressaltar qualquer tipo de vantagem sobre 
os métodos tradicionais com malha, por se tra ta r de exemplos com geometrias 
regulares, nas quais a malha é constrm'da com custo computacional baixo.
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C apítu lo 6 
C onclusões &; Sugestões
Os resultados apresentados neste trabalho evidenciam as características dO método de 
nuvens hp inerentes da sua própria estrutura, tais como as altas taxas de convergência, 
elevada precisão de resultados da norma do erro relativo e da convergência local para 
valores normalizados em relação à solução analítica. Finalmente, pode-se citar a facilidade 
de construção da base de aproximação obtida por enriquecimento da função partição da 
unidade (função de Shepard), com funções que apresentam boas propriedades de aproxi­
m ação. No caso específico deste trabalho, foram usados polinómios definidos no domínio 
real da nuvem e polinómios de Legendre.
Embora as características citadas acima constituEim pontos positivos desta metodolo-
I
gia, não foram constatadas vantagens na resolução de problemas regulares de placas em 
relação ao MEF. Dentre as dificuldades encontradas pode-se citar:
•  imposição de condições de contorno de forma fraca por meio do processo de penal- 
ização , já que as funções de aproximação associadas a cada nuvem não possuem a 
propriedade seletiva delta de Kronecker.
Como na realidade não se consegue atingir precisamente a condição de contorno, o erro 
remanescente ocasiona perda de precisão dos campos sobre estas fronteiras, principalmente 
aqueles que tem seus valores máximos sobre ela, como é o caso dos esforços cortantes.
•  o  emprego de funções de alta regularidade, como é o caso das funções usadas neste 
trabalho, requer regras elevadas de quadratura numérica, aumentando considerav-
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elmente o tempo de processamento, mesmo para problemas envolvendo um número 
reduzido de graus de liberdade.
Outros fatores que merecem atenção e devem ser levados em consideração, com pe­
na de perda acentuada de precisão de resultados, referem-se ao aumento do N C  (K) 
(Número de Condição da Matriz de Rigidez). Para uma cobertura excessiva, ou um au­
mento exagerado de p, normalmente para p  >  4, obtem-se uma matriz de rigidez K  mal 
condicionada, postulando regras de integração numéricas muito altas, o que eleva o tem po 
de processamento e diminui a precisão.
Levando em consideração os pontos positivos e negativos encontrados, conclui-se que, 
para o problema de placas, o método não oferece vantagens na resolução de problemas 
regulares, sendo sua aplicação aconselhada nas situações em que se tome nuito complexo 
e demorado o processo de geração de malha.
Em face às dificuldades encontradas, surgem algumas sugestões que podem fazer parte 
de linhas futuras de pesquisa. Estas estão relacionadas às tentativas de solucionar dois 
problemas básicos, o que pode tornar o método mais versátil para a abordagem de qualquer 
tipo de problema, como:
1. Melhorar a forma de impor condições de contorno, usando a projeção da semi- 
norma L^ {dD) e {dD ) , conforme apresentado no item 8.22 da Dissertação de 
C. A. D uarte[ll]. Neste caso são empregadas funções peso tais que as partições de 
unidade construídas com elas possuem a propriedade delta de Kronecker.
2. Reduzir o tempo de integração usando o processo de integração numérica nodal 
proposto por Stephen Beissel, Ted Belytschko[3], no qual o inconveniente de uma 
subintegração é contornado somando à equação do princípio variacional o quadrado 
do resíduo da equação da energia.
Dentre outras propostas de grande relevância pode-se ainda citar;
• implementação de Estratégias hp adaptativas usando a técnica desenvolvida
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por Novotny e Fancello[22], que otimiza o número de interações, na determi­
nação dos valores finais para h e p;
• emprego do método misto, conforme D. Hegen [7], em que seria usado o MEF 
convencional nas regiões de contorno regular e de geometrias adequadas e o 
método sem malha neste caso, método de nuvens nas regiões consideradas 
críticas ou pouco adequadas para uma abordagem com malha ( caso típico de 
problemas de concentração de tensões e firaturas );
• resolução de problemas de otimização para placas e cascas, nas quais esta 
tecnologia pode se tom ar atrativa devido à economia computacional decorrente 
da não necessideide de geração de uma malha;
• utilizar como partição da unidade as funções tradicionais de MEF, enriquecendo- 
as segundo a filosofia proposta no método hp-Clouds.
Pode-se citar ainda outras linhas de pesquisa devido à potencialidade do 
método. Entretanto foram citadas apenas aquelas que serão objeto de estudos 
futuros.
Encerra-se finalmente este trabalho atingindo os objetivos pré-estabelecidos 
e mostrando de forma transparente as potencialidades e dificuldades encon­
tradas na aplicação desta tecnologia na resolução do problema de placas de 
Mindlin e, principalmente, expandindo-se o conhecimento nimia nova área de 
métodos numéricos.
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C apítu lo  1 
Solução A nalíticas de P lacas 
Sem i-E spessas
A determinação da solução análitica proporciona um valioso m étodo de comparação de 
resultados, e é obtida através de expansão em série para placas retangulares, ou através de 
uma solução fechada, como no caso de placas circulares. Uma proposta para determinar 
a  solução analítica do problema de placas com deformação cisalhante é transformar um 
problema de oito incógnitas {it;, dx,^y, M ^,M y, M^y, Qx, Qy} num problema de trés incóg­
nitas, formulado em função do deslocamento transversal da placa e dos invariantes das 
rotações, conforme Karl Marguerre & Hans-Theo Woernie[15]. Em outras palavras, deter­
minar as equações de equilíbrio da placa em termos de deslocamentos, como é mostrado 
a seguir.
1.1 Equações de Equilíbrio
Partindo das Eqs. 2.20 e 2.23 obtem-se, para um ponto da placa, as seguintes expressões 
para as componentes do tensor de momentos e do vetor de esforços cortantes:
M x x= D {ex , .+ l 'e y ,y ) (Ll)
Myy =  D{dy,y +  Udx,x) (1.2)
Qx =  C?ÍS { & X  +  W,x ) (1.5)
Q y ^ G ts { e y + W ,y )  (l.6)
Nas Eqs 1.1 a 1.6, D, G, e ts correspondem respectivamente ao coeficiente de rigidez à 
flexão da placa dado na Eq.2.22, módulo de elasticidade transversal G = ® espessiora 
corrigida pelo fator de deformação cisalhante de Reissner (1945), ts  =  | í .
Considerando, como carregamento externo somente cargas distribuídas no domínio, 
têm-se as Equações de Equilíbrio:
d ivM  -  Q  =  0 (1.7)
dwQ-f-q =  0 (1.8)
Substituindo 1.7 em 1.8, obtem-se:
div (divM.) =  —q (1.9)
Com a finalidade de reduzir o número de variáveis do problema de oito para três, como 
citado anteriormente, são definidos os invariantes das rotações e correspondentes a 
div 6 e curlO, como indicado nas expressões abaixo:
d iv 0 = $ = ^  + ^  (1.10)
dx dy
ca rie  = (LU )
d x  dy  V  ^
Partindo das Equações Constitutivas 1.1 a 1.4 e substituindo estes resultados na Eq. 
1.9, escreve-se a equação de equilíbrio em função do invariante cuja demonstração é 
realizada a seguir.
Escrevendo a Eq. 1.9 por extenso, obtém-se:
yx
Na Eq. 1.12, se tem  as seguintes expressões para as componentes da equação, escrita 
em função de derivadas parciais das rotações:
dx^
= D








=  D (1 -  v) í  8^9y 8^ dx ^  2 \ d x ‘^ dy  ^  d x d y '^ )
Substituindo as Eqs. de 1.14 a 1.17 em 1.12 chega-se a:
(1.17)
D + v +dx^ dydx^ dy^ dxdy“^
(1.18)
^ 2 + +dxdy“^ dx^dy dx^dy dxdy"^
-t- + +2 \d x d y ^  d x “^dy dx^dy dxdy^J  
Agrupando os termos da Eq. 1.18 obtém-se:
=  - 9
D
íc^e^
+ + +\  da^ dxdy^ dx^dy dy r  =  -9 (1.19)
Ou ainda:
D + +  ■y dx^ ' dy^ )  \  dx  ' dy J  ^
Corno em 1.20 o primeiro termo entre parênteses corresponde ao operador Laplaciano 
de um escalar definido por A  =  ® °  segundo, ao invariante $  chega-se finalmente
à seguinte equação de equilíbrio:
D A $  =  - q (1.21)
Por outro lado, substituindo as Eqs. 1.1 a 1.6 na equação de equilíbrio 1.7 e colocando- 
a em função dos invariantes $  e í ',  pode-se obter V^.





dy = Q. (1.22)
dM y, dM,
+ = Qy (1.23)dx dy
Substituindo os momentos na Eq. 1.22 pelas Eqs. 1.1 e 1.3 e o cortante por 1.5 
chega-se a:
D ( i - t / )  í si^ey d ^ e A




Isolando o termo ^  se obtem:
dH^ æ e £
dx'^ dydx  ^
(1.25)
+  2
fd^ey  U (cf^dy
[dxdy dy-  ^ )  2 \dxdy  Ôy2 )
Somando e subtraindo o termo 53^  em 1.25 chega-se a:
dw D
d x  G t. + vdx^ d yd x (1.26)
+ - + ■ +
í/ ícf^9y
-  +
2 \ d 3,dy dy^ dxdy dxdyj 2 \dxdy dy“^
Em que, agrupando os termos de 1.26, obtem-se:
dx ^ Gtg \  dx^ dxdy  2 dydx (1.27)
1 d^dy u çpdx '





=  —6x -Hd x G t,
d fdd  ^ de A
dx \ d x  dy - 2 (1 - )
^
dy \ d x  dy /  J
(1.28)
Analizando a Eq. 1.28 pode-se verificar que o primeiro parênteses corre­
sponde a $  e o segundo, a í '.  Portanto, a expressão acima pode ser escrita 
como:
dw D 'a$
dx +  GU d x 2 , ' dy_
(1.29)







Derivando a Eq. 1.29 em relação a æ e a Eq.1.30 em relação a y  e somando as memas, 
obtem-se o Laplaciano de w em função do invariante Isto é:
A w  = - ^  + (1.31)
Gt^
Derivando a Eq. 1.29 em  relação a y  e a Eq.1.30 em relação a x , trocando de sinal a 
primeira e somando com a segunda, obtem-se a última equação de equilíbrio, agora em  
função do invariante ou seja,
0 =  ^  (1-32)
As Eqs. 1.21, 1.31 e 1.32 constituem as equações diferenciais da placa em função do 
campo de deslocamentos. As mesmas podem ser agrupadas e reescritas como segue:
a ) A Í ' = - é
i.)Aw =  - S  -  *  /  D G t,
(1.33)
=  (1.36)
1.2 Solução Analítica para Placas Retanguleires
Na determinação da solução analítica será usada uma placa de dimensão a ao longo do 
eixo X e b ao longo do eixo y, como indicado na Figura 2.2(a), sujeita a um carregamento 
uniformemente distribuído no domínio. Inicialmente serão analisadas as condições de 
contorno que devem ser impostas ao longo dos eixos y =  0 e ^  =  6, de forma que se 
possa usar uma expansão trigonométrica para o campo de deslocamento. Sendo assim, as 
condições de contorno para a placa com apoio do tipo rígido (hard) são satisfeitas pela 
expansão em senos para w e ^  e pela expansão em cossenos para como indicado a 
seguir:
7
w =  0 M ^ =  0
M iy
( b )
Figura 1.1. Placa retangular apoiada sob condições de contorno ngidas (Hard)
w {x, y) = E  w (x) sin
n=:l








A terceira condição de contorno compatível com esta expansão é, obviamente, =  0. 
Impor as condições de contorno anteriores implica que a placa está travada no sentido 
da espessura, como indicado na figura 2.2(b), permitindo rotações By mas impedindo as 
rotações 9^ devido ao momento torçor
Definida a forma geral da solução dada pelas E^ qs. 1.36 a 1.38, é estabelecida a parcela 
da solução em y. Parte-se agora, em função das condições de contorno definidas anterior­
mente, para a determinação das parcelas da solução geral com variável independente em 
x.
Pela teoria das equações diferenciais lineares, a  solução geral em  x  é constituída por 
uma parcela correspondente à solução da homogênea, e outra que tem  a mesma ordem do 
termo independente, que constitue a solução particular. Portanto, pode-se escrever w (x), 
$  (rr) e 'I' {x) como:
w {x) = w (x)^ +  w {x)f^ (1.39)
í> (a:) =  $  (a:)  ^+  $  (a;);, (1.40)
¥ ( x ) = ' ^ ( x ) p  +  '^(x)^ (1.41)
Partindo da Eq. 1.33(a), da definição 1.37 e do fato que a equação não é homogênea,
o carregamento também precisa ser expandido em. Para o carregamento uniformemente 




2 f ’ . TiTzy 4ço f-
qn=^qo- /  s m -— d? /= — . (1.43)b Jq b mz
Incorporando este carregamento na Eq . 1.33(a) se obtem:
^  ¥  (x)” -  ¥  (a:) +  ^  s i n ( ^ y ) y  =  0 (1.44)
n=l  ^ -*
A Eq. 1.44 é verdadeira se o termo entre chaves se anula para qualqer valor de x, 
ficando desta forma definida a equação diferencial em função de $  (a:), como segue:
^  ^ ( ^ )  +  ^  =  0 (1.45)
Para determinar a solução particular é utilizado o método dos coeficientes a determi­




dx"  ^ \  6 >
(1.46)
onde a solução da Eq. 1.46 tem a forma:
C, + C2e~“^ ‘ + Cae-“™'» (1.47)
Como pode-se verificar, a única parcela da solução 1.47 que não se anula quando 
substituída em 1.45 é Ci. Portanto, Ci corresponde à solução particular que satisfaz 1.45 
e tem  a forma:
qn
(1.48)^  \m z  J  D
Na determinação da solução particular de w ( x ) , substitue-se 1.48 na equação difer­
encial 1.33(b) obtendo
O O  r  r t  “ I o o—/ X , /n7r\ r—, . Çtz 1 . f r iK \  .
^  (^)” -  ( - y )  Vt )  ^ “  z J  g íI  ( t )  ^  ^  ^  ^»1=1 l- -*
sendo que para satisfazer a Eq.1.49 deve-se cumprir,
qn qn
D G ts (1.50)
que corresponde à equação diferencial para a variável w{x).  Aplicando novamente o 
método dos coeficientes a determinar, se obtem:
w {x) -
í  b \
\n7Tj
f  b \  qn qn 





Determinadas as soluções particulares wJ (a:)  ^e $  (a:)  ^, precisa-se adiciona-las às soluções 
homogêneas $  (a:)^ e w (a:)  ^ e ainda determinar í '  (a;)^, para a qual somente existe a 
parcela homogênea já  que 1.34 é homogênea. Não será comentado aqxii o processo de res­
olução de equações diferenciais lineares homogêneas, por ser considerado um procedimento 
trivial abordado em cursos de equações diferenciais lineares, apresentando vmicamente os 
resultados a seguir:
/727T \  ^
$  (r)^ =  —2 j  [^2 Si nhx  +  B 2C oshx]. (1.53)
Substituindo 1.53 em 1.33(b) se obtem,
w {x)^ =  A iC oshx  +  B i Si nhx  +  A 2xC oshx + B 2X Si nhx. (1-54)
Para 1.34 tem-se:
h -  h. (1.52)
__  / 777r \ ^ —  ^ ___
* ( ® ) - ( r r 7 ) P * ( ^  =  o (!•“ )
A Eq. 1.55 tem a solução homogênea:
'^{x) = AsCosh {'y^x) +  B3 Si nh ( j ^x)  (1.56)
Nas soluções 1.53, 1.54 e 1.56 tem-se as seguintes expressões para 2^  e 7 „ respectiva­
mente:
x ^ Y ^  (1.57) 
7 ^ =  1 +  , ^ =  1 + ------(1-58)
Uma vez determinadas as formas gerais das soluções para w (x), (x), e í ' (a:), aplicam- 
se as condições de contorno para a determinação da solução específica do PVC (problema
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de valores no contorno). Já  que o sistema de equações tem  seis constantes a ser determi­
nadas, é necessário prescrever três condições de contorno em cada um dos eixos a; =  0 e 
X = a. Juntam ente com as condições de contorno ly =  0 e M^x — deve-se prescrever 
uma terceira condição de contorno relativa ao apoio tipo rígido (hard), que é
By=Q (1.59)
Na aplicação das condições de contorno, primeiramente, considera-se a placa pivotada 
nos eixos a; =  0 e a; =  a, de forma tal que os giros 9y =  0.
A partir da condição de contorno definida em 1.59 tem-se que dy^ =  0. Portanto, 
partindo da Eq. 1.1 de que dy^ y =  0 e M^x =  0 conclui-se que dj.,x = 0. Assim, se obtem:
$  -- 9x,X +  By^ y -- 0 em  X =  0 e X = a (1.60)
Introduzindo agora as condições de contorno =  0 e 3> =  0 na expressão
By — -w^y +
que nada mais é do que a Eq. 1.30, e colocando agora a rotação 9y em termos dos 
invariantes ^  e da derivada do deslocamento w em relação a y  , conclui-se que:
=  0 em æ =  0 e x  = a (1.61)
Já  que a Eq. 1.55 é homogênea e tem condições de contorno homogêneas, a única 
solução possível é a solução trivial;
Utilizando a condição de contorno 1.60 se obtem, finalmente:
(1.62)
( - y\ 7 Z 7 r  / / 7 Z 7 T \  ^— 2 j  {^2 Si nhx + B 2Coshx) 1 = 0 (1.63)
peira x  — 0^
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B2 = -- (—X2 \m r h J (1.64)
e para æ =  a, e a =  ^ a , obtem-se:
4 1 — Cosha
2 \n7ch ) sinha
(1.66)
Assim a solução análitica para 3> {x, y) tem a forma:
1
»1=1,3,5
(  Cosfía — 1'
L\
, Si nhx — -C o sh x  -\-1 
Si nha )  2 sm í = )  (1.66)
Substituindo os valores de A i e B2 em 1.54 e aplicando as condições de contorno w =  0 
em a; =  0 e a: =  a, conclui-se que
— i \ í'*w{x)-= — TiTry A\C oshx  -h B \ Si nhx  +  (1-67)2 Si nha
para x  = Q-.
e para x = a:
(1.68)
-
Si nha — %
(1.69)
{Coshã -H 1)
introduzindo 1.68 e 1.69 em 1.67 e fazendo algumas simplificações algébricas se obtem:
-- / \ Ww(x)  = —q n í  b V\n7Tj
(1.70)
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-  (x Si nh {a — x) + (a — x)  Si nhx)
Finalmente, se tem  a seguinte forma para a solução análitica de w {x, y):
11=1,3,5..
(1.71)
Cosha + 1 ^1 +  {Cosh { a - x )  + Coshx) - 1-
-  (æ Si nh  (a — í )  -I- (a — x) Si nhx) } - (7 )
As soluções 1.62, 1.66 e 1.71 constituem a solução analítica em termos de deslocamento 
transversal e invariantes de rotações para placas retangulares simplesmente apoiadas, 
sujeitas a cargas uniformemente distribuídas no domínio.
Uma vez determinadas as soluções correspondentes aos invariantes de rotações, e ao 
deslocamento transversal para a placa, pode-se, em função de w {x, y) , ^ ( x , y )  , e ^  (x, y)e 
das Eqs. 1.29, 1.30 e 1.1 a 1.6 recuperar as rotações o tensor de momentos e de esforços 
cortantes, como indicado a seguir:
(1.72)
O y  =  - W ^ y  +  h ^ (1.73)
Mxx =  - D  W^ xx +  ~  h^ (1.74)
^ y y  = - ^ \  -  h^ (1.75)
14
= - D  (1 w ^ - h ^ 4 ^,yy) ] (1.76)
Q.  = D (1.77)
Qy = D (1.78)
Ma:x + M y y ^ D { l  + u ) ^
1.3 Solução A nalítica para Placas Circulares.
(1.79)
Por motivos de simplicidade de formulação são utilizadas coordenadas polares na deter­
minação da solução analítica. A solução da placa circular engastada no contorno e sujeita 
a uma carga uniformemente distribuída no domínio, conforme Figura 2.3, representa lun 
excelente meio para comparar resultados numéricos por tér solução fechada, a qual será 
demonstrada a seguir.
(b)
Figura 1.2. Placa circular engastada no contorno, (a) geometria, (b) carregamento
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Em  coordenadas polares tem-se as seguintes expressões para os invariantes $  e ^
dOr 1 dOe 1 
ar r oB r
(1.80)
æ e  IdOr 1^ =  curl e  =—  -  + -Bg ar r o9 r (1.81)
As rotações, momentos e forças cortantes são determinados em função de w  (r, 9), 
$  (r, 0) , (r, 9) como segue:
9r = — (1.82)
9g — —Wjs + (1.83)
■ ( .  i . M^r,r + +  -9r  ).
(1.84)
M g g  — D  9 g a  +  u9rjr  +  ~ 9 . (1.85)




Q r = D (1.88)
Q g = D (1.89)
Restringindo o nosso problema para o caso de carregamento e condições de contorno 
com simetria rotacional, tem-se que todas as derivadas com respeito a 9 são nulas. Desrta 
forma, por razões de simetria, 9g, M^g e Qg devem ser nulos.Sendo assim, tem-se que:
16
í ' = 0 (1.90)
o  conjunto de equações diferenciais parciais pode ser transformado num sistema de 
equações diferenciais ordinárias em r, como segue:
(1.91)
1 q
W^ rr +  -W.r =  - $  -  — -r  Gts (1.92)
Aplicando o operador em ambos os lados da Eq. 1.92, e substituindo 1.91
na expressão resultante, obtem-se:
w W r r  +  -1V ,rr  / Gts
(1.93)
A solução da equação de Euler de quarta ordem homogênea correspondente a 1.93 é:
Wh (r) =  A  -h vilnr  + Br^  -f- S r ^ l n r
Substituindo 1.94 na equação homogênea de 1.92 obtem-se:
( r )  =  -  ( ^ h , r r  +  =  - 4  ( S  -  4 S  I n r
(1.94)
(L95)




Para obter a solução particular 1.92 foi usado novamente o método dos coeficientes a 
determinar.
Substituindo 1.96 na Eq. 1.92 obtem-se:
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qtír'* goî'i*Êj —  __
^ 64D AGts 64D 1 - 1 6 ^ (1.97)
Levando em consideração condições de regularidade, isto é, assumindo-se valores finitos 
para o deslocamente transversal, conclui-se que A = B  = 0 na parcela correspondente à 
equação homogênea. Portanto, a solução geral adota a forma:
$  ( r )  =  - A B  - 9oT2
4D (1.98)
w{r)  = A  + B r  +
64D 1 - 1 6 ^ (1.99)
Considerando uma placa de raio a, as condições de contorno são escritas como:
lü (o) =  0 6r (ú) =  —W^r (ú) + («) =  0
Aplicando as condições de contorno 1.100 em 1.98 e 1.99, chega-se a:
(1.100)








64£> V “V  V
(1.104)




Pode-se verificar na Eq. 1.105 que 9^ independe das deformações cisalhantes, já  que 
^  (r, 9) = 0, para problemas com simetria rotacional.
A deformação no centro da placa é dada pca::
qoa
Wmax = 64D
As Eqs. 1.103,1.104, 1.105 e 1.106 correspondem à solução analítica da placa circular 
engastada no contorno e sujeita a uma carga uniformemente distribuída no domínio.
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