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Abstract
The purpose of this survey paper is to give a brief review of certain aspects of stabil-
ity of norms and subnorms acting on algebras over a field F, either R or C. A norm N
on an associative algebra A over F shall be called stable if for some positive constant σ ,
N(am)  σN(a)m for all a ∈ A, m = 1, 2, 3, . . .
A norm shall be called strongly stable if the above inequality holds with σ = 1.
We begin the paper by discussing several results regarding norm stability, including con-
ditions under which norms on certain algebras are stable. The second part of the paper is
devoted to applications, where we employ the notion of norm stability to obtain criteria for the
convergence of a well-known family of finite-difference schemes for the initial-value problem
associated with the parabolic system
u(x, t)
t
=
∑
1jks
Ajk
2u(x, t)
xjxk
+
∑
1js
Bj
u(x, t)
xj
+ Cu(x, t),
where Ajk , Bj and C are constant matrices, Ajk being Hermitian. The third and last part
of the paper deals with the question of stability for subnorms acting on subsets of power-
associative algebras that are closed under scalar multiplication and under raising to powers.
E-mail address: goldberg@math.technion.ac.il
0024-3795/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2005.02.018
224 M. Goldberg / Linear Algebra and its Applications 404 (2005) 223–250
A subnorm f on such a set S is a real-valued function satisfying f (a) > 0 for all 0 /= a ∈ S,
and f (αa) = |α|f (a) for all a ∈ S and α ∈ F.
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1. Stable norms
Let A be an associative algebra over a field F, either R or C. As usual, a real-
valued function
N : A→ R
is called a norm if for all a, b ∈ A and α ∈ F,
N(a) > 0, a /= 0,
N(αa) = |α|N(a),
N(a + b)  N(a) + N(b).
(1.1)
Following familiar terminology, we say that a norm N on A is stable if for some
positive constant σ ,
N(am)  σN(a)m for all a ∈ A, m = 1, 2, 3, . . . (1.2)
We say that N is strongly stable if (1.2) holds with σ = 1; that is,
N(am)  N(a)m for all a ∈ A, m = 1, 2, 3, . . .
Strong stability means, of course, that if a belongs to the unit ball of N , then so
do all the powers of a. Similarly, if N satisfies (1.2) and a is an element of A that
belongs to the unit ball of N , then all the powers of a are contained in a ball of radius
σ .
We recall that a norm N is submultiplicative if
N(ab)  N(a)N(b) for all a, b ∈ A.
Hence, submultiplicativity implies strong stability. The converse is usually false. One
example that comes to mind is the numerical radius,
r(T ) = sup {|(T x, x)| : x ∈ H, (x, x) = 1},
defined on B(H), the algebra of bounded linear operators on a finite- or infinite-
dimensional Hilbert space H over C. Whereas r is a nonsubmultiplicative norm on
B(H), it is strongly stable, since by Berger’s renowned inequality [12,32,25],
r(T m)  r(T )m, T ∈ B(H), m = 1, 2, 3 . . . (1.3)
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While a norm N may fail to be strongly stable, it may have weaker, yet related
properties. For example, we say that N is quadrative if
N(a2)  N(a)2 for all a ∈ A.
Surely, submultiplicativity implies strong stability, which in turn implies quadr-
ativity. Under certain conditions, however, these three properties are equivalent. For
instance, consulting Theorem 1.4 in [7], we obtain:
Theorem 1.1. Let A be an algebra of F-valued functions
f : T → F
defined on a given set T, with pointwise multiplication
(fg)(t) = f (t)g(t), f, g ∈ A, t ∈ T.
Let A be closed under forming of absolute values, i.e.,
f ∈ A implies |f | ∈ A;
and let N be a monotone norm on A, that is,
|f |  |g| implies N(f )  N(g).
Then the following are equivalent:
(a) N is submultiplicative.
(b) N is strongly stable.
(c) N is quadrative.
Here, |f | is the function defined by |f |(t) = |f (t)|, and f  g means f (t) 
g(t) for all t ∈ T.
Theorem 1.1 applies, for example, to the algebra of bounded, F-valued functions
on a set T, with pointwise multiplication and a weighted sup norm of the form
‖f ‖w,∞ = sup
t∈T
w(t)|f (t)|, (1.4)
where w is a fixed positive function in A. In this case, we may strengthen our asser-
tion by recording:
Theorem 1.2 (compare [2, Theorem 3.1(a)]). Let A be the algebra of bounded,
F-valued functions defined on a given set T with pointwise multiplication, and let
‖ · ‖w,∞ be the norm in (1.4). Then the following are equivalent:
(a) ‖ · ‖w,∞ is submultiplicative.
(b) ‖ · ‖w,∞ is strongly stable.
(c) ‖ · ‖w,∞ is quadrative.
(d) w(t)  1 for all t in T.
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Proof. Since A is closed under forming of absolute values and ‖ · ‖w,∞ is mono-
tone, the equivalence of the first three parts of our theorem follows by Theorem
1.1.
To complete the proof, assume (d). Then for every f ∈ A,
‖f 2‖w,∞ = sup
t∈T
w(t)|f (t)2|  sup
t∈T
w(t)2|f (t)|2 = ‖f ‖2w,∞, (1.5)
hence ‖ · ‖w,∞ is quadrative.
Conversely, suppose ‖ · ‖w,∞ is quadrative, so that (1.5) holds. Let t0 ∈ T be an
arbitrary point, and define
g(t) =
{
1, t = t0,
0, t ∈ T \ t0.
Then obviously, g ∈ A; so by (1.5)
w(t0) = ‖g2‖w,∞  ‖g‖2w,∞ = w(t0)2,
and (d) follows.
To illustrate Theorem 1.2, consider ∞, the algebra of bounded, F-valued se-
quences a = {αj }∞j=1, with the usual pointwise multiplication
ab = {αjβj }∞j=1, a = {αj }∞j=1, b = {βj }∞j=1. (1.6)
Identifying ∞ with the algebra of bounded, F-valued functions on
T = N ≡ {1, 2, 3, . . .},
we fix an element c = {γj }∞j=1 ∈ ∞, γj > 0, j = 1, 2, 3, . . . , and define
‖a‖c,∞ = sup
j
γj |αj |, a = {αj }∞j=1 ∈ ∞. (1.7)
By Theorem 1.2, ‖ · ‖c,∞ is submultiplicative (strongly stable, quadrative) if and
only if
γj  1, j = 1, 2, 3, . . .
Hence (compare [1, Example 3.1]), the selections
γj = 1, j = 1, 2, 3, . . . ,
γj = j−1, j = 1, 2, 3, . . . ,
show that norms of the form (1.7) may or may not be submultiplicative (strongly
stable, quadrative) on ∞.
A more intricate situation arises when one considers a measure space (T, ,µ),
where T is a given set,  a σ -algebra of subsets of T, and µ a countably additive,
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nonnegative measure. Let M =M(T, ,µ) denote the class of F-valued, -mea-
surable functions on T. Then (e.g., [35]) it follows thatM is a function algebra with
respect to the usual pointwise operations.
Following [31], we call a mapping
η :M→ [0,R]
a function norm onM if for all f, g ∈M and α ∈ F,
η(f ) = 0 if and only if f = 0 a.e.,
η(αf ) = |α|η(f ),
η(f + g)  η(f ) + η(g),
|f (t)|  |g(t)| a.e. implies η(f )  η(g),
where a.e. stands for almost everywhere.
In [7] we studied the space
Lη ≡ Lη(T, ,µ) = {f ∈M : η(f ) < ∞}
of functions on which η is finite, where, as customary, we identify in Lη the equiv-
alence classes of functions equal a.e. on T. Evidently, η is a monotone norm on Lη,
and without going into further definitions, we state:
Theorem 1.3 [7,Theorem 2.5]. Let η be a σ -subadditive function norm. Then the
following are equivalent:
(a) Lη is closed under multiplication, hence an algebra.
(b) Lη is closed under squaring.
(c) Lη ⊆ L∞, where L∞ ≡ L∞(T, ,µ) is the algebra of equivalence classes of
all F-valued, m-essentially bounded functions on T.
With Theorem 1.3 at hand, we leave it to the reader to deduce from Theorem 2.9
in [7] the following result that takes us back to the realm of norm stability:
Theorem 1.4. Let (T, ,µ) be free of infinite atoms, and let η be a σ -subadditive,
saturated function norm. If Lη satisfies any of the conditions (a)–(c) in Theorem 1.3,
then the following are equivalent:
(a) η is submultiplicative.
(b) η is strongly stable.
(c) η is quadrative.
(d) sup{‖f ‖∞ : f ∈ Lη, η(f )  1}  1,
where
‖f ‖∞ ≡ inf
{
γ > 0 : µ{t ∈ T : |f (t)| > γ } = 0}
is the norm in L∞.
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Theorems 1.3 and 1.4 were applied in [8] to Orlicz space function norms, a case
that includes all Lp spaces. In particular, we showed that if µ is the Lebesgue or any
other nonatomic measure, then for 1  p < ∞, the corresponding Lp space is not
an algebra; hence the question of submultiplicativity (strong stability, quadrativity)
is irrelevant. On the other hand, if T = N ≡ {1, 2, 3, . . .}, and µ is the counting
measure assigning to each subset in N its cardinality, then p, the corresponding
space of all bounded sequences a = {αj }∞j=1 satisfying
‖a‖p ≡

 ∞∑
j=1
|αj |p


1/p
< ∞, (1.8)
is an algebra with respect to the pointwise multiplication in (1.6), and the norm in
(1.8) is submultiplicative, hence strongly stable.
Reflecting back on Theorem 1.1 we realize that it does not apply to norms on
Fn×n, the algebra of n × n matrices over F with respect to usual matrix multiplica-
tion. The reason is that while any matrix A ∈ Fn×n may be viewed as an F-valued
function on the set
T = {(j, k) : j, k = 1, . . . , n},
the standard matrix multiplication
A,B → AB = (γjk), γjk =
n∑
l=1
αjlβlk, A = (αjk), B = (βjk) ∈ Fn×n,
is not pointwise for n > 1.
In order to address this important case, let W = (ωjk) be a fixed n × n matrix of
positive entries, and consider the W -weighted sup norm on Fn×n,
‖A‖W,∞ = max
j,k
ωjk|αjk|, A = (αjk) ∈ Fn×n, (1.9)
for which we can quote:
Theorem 1.5 [3,Theorem 1]. Let ‖ · ‖W,∞ be the norm on Fn×n in (1.9). Then the
following are equivalent:
(a) ‖ · ‖W,∞ is submultiplicative.
(b) ‖ · ‖W,∞ is strongly stable.
(c) ‖ · ‖W,∞ is quadrative.
(d) (W−1)2  W−1,
where W−1, the Hadamard inverse of W, is the matrix of reciprocals W−1 =
(ω−1jk ), (W−1)2 is the usual squaring of W−1, and the inequality (W−1)2  W−1
is construed entrywise.
In contrast with Theorem 1.5, we note that submultiplicativity, strong stability and
quadrativity are not equivalent for all W -weighted p norms (1  p ∞) on Fn×n.
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For instance, it was shown in [5] that for certain positive weight matrices W = (ωjk),
the W -weighted 1 norm
‖A‖W,1 =
∑
j,k
ωjk|αjk|, A = (αjk) ∈ Fn×n,
is quadrative but not submultiplicative. The question of whether strong stability of
‖ · ‖W,1 on Fn×n is equivalent to either quadrativity or submultiplicativity, remains
open.
If A is an associative algebra of bounded, F-valued functions defined on a set T,
we can adapt the definition in (2.6) of [4] and say that A is homotonic if A is closed
under forming of absolute values and
|f1|  g1, |f2|  g2 implies |f1f2|  g1g2, f1, f2, g1, g2 ∈ A.
With this definition, we may post:
Theorem 1.6 [4,Theorem 4.2]. LetA be a homotonic algebra of bounded, F-valued
functions defined on a set T. Consider the weighted sup norm
‖f ‖w,∞ = sup
t∈T
w(t)|f (t)|, f ∈ A, (1.10)
where w ∈ A is a fixed positive function. Let w−1, the reciprocal function given by
w−1(t) = w(t)−1, t ∈ T,
belong to A. Then the following are equivalent:
(a) ‖ · ‖w,∞ is submultiplicative.
(b) ‖ · ‖w,∞ is strongly stable.
(c) ‖ · ‖w,∞ is quadrative.
(d) w−2  w−1,
where w−2 = (w−1)2 is the square of w−1 in A.
We remark that the proofs of Theorems 1.5 and 1.6, given in [3,4] for F = C, hold
verbatim for F = R as well.
Further, we note that Fn×n with the standard multiplication is homotonic. Observ-
ing that ‖ · ‖W,∞ in (1.9) coincides in this case with the norm in (1.10), we deduce
that Theorem 1.5 is nothing more than a special case of Theorem 1.6.
To further illustrate Theorem 1.6, fix p, p > 0, and let Cp(F) be the linear space
of all continuous, p-periodic, F-valued functions on R. Select a positive constant κ
and define multiplication in Cp(F) by the convolution
(f ∗ g)(t) = κ
∫ p
0
f (t − x)g(x) dx, f, g ∈ Cp(F), t ∈ R,
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thus making Cp(F) into an associative (even commutative) algebra over F. Surely,
if f belongs to Cp(F), then so does |f |. Moreover, for f1, f2, g1, g2 ∈ Cp(F) with
|f1|  g1 and |f2|  g2, we get
|(f1 ∗ f2)(t)|  κ
∫ p
0
|f1(t − x)f2(x)| dx
 κ
∫ p
0
g1(t − x)g2(x) dx = (g1 ∗ g2)(t), t ∈ R,
so Cp(F) is homotonic. Hence, if w ∈ Cp(F) is a fixed positive function, then
by Theorem 1.6, the w-weighted sup norm
‖f ‖w,∞ = max
0tp
w(t)|f (t)|, f ∈ Cp(F),
is submultiplicative (strongly stable, quadrative) on Cp(F) if and only if w−1 ∗ w−1
w−1; that is, precisely when
κ
∫ p
0
dx
w(t − x)w(x) 
1
w(t)
, 0  t  p.
In particular, we find that the usual sup norm
‖f ‖∞ = max
0tp
|f (t)|, f ∈ Cp(F),
is submultiplicative (strongly stable, quadrative) on Cp(F) if and only if κp  1.
Given a positive integer m  2, we follow [3] and say that a norm N on an algebra
A is m-bounded if
N(am)  N(a)m for all a ∈ A.
Thus, N is quadrative if it is 2-bounded, and strongly stable if it is m-bounded for all
m = 2, 3, 4, . . .
We point out that m-boundedness for a particular m does not usually ensure strong
stability. For example, let ‖ · ‖W,∞ be the weighted sup norm in (1.9). Select m  3,
and consider the n × n matrix W = ωI + nωE where E is the matrix whose entries
are all 1 and ω is the positive constant satisfying ω = (2m − 1)1/(m−1). Then, [3,
Theorem 2], ‖ · ‖W,∞ is m-bounded but not strongly stable, not even quadrative on
Fn×n.
For m = 2 (where the above example fails) consider, for instance, the 3-dimen-
sional, commutative matrix-algebra over F,
A =




0 α β γ
0 0 α β
0 0 0 α
0 0 0 0

 : α, β, γ ∈ F

 .
Fix positive constants u, v, w, and introduce the weighted 1 norm
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N(A) = u|α| + v|β| + w|γ |, A =


0 α β γ
0 0 α β
0 0 0 α
0 0 0 0

 ∈ A.
Then, [19, Theorem 2(b)], N is quadrative but not strongly stable on A whenever
v  u2 and u3 < w  uv + v
√
u2 − v;
e.g., u = 2, v = 3, w = 9.
This last example can be extended to include a unit at the expense of raising the
dimension of the underlying algebra from 3 to 4, [19, Theorem 3(b)].
One of the most fundamental results associated with stability of norms on matri-
ces is the Kreiss Matrix Theorem:
Theorem 1.7 [29; 33, Section 4.9; 28,Theorem 7.1]. Let N be a norm onCn×n, and
let S be a subset of Cn×n. Then the following are equivalent:
(a) (The Power Condition) There exists a constant KP such that
N(Am)  KP for all A ∈ S, m = 1, 2, 3, . . .
(b) (The Resolvent Condition) There exist a constant KR such that for all A ∈ S and
all z ∈ C with |z| > 1, the inverse (A − zI)−1 exists and
N((A − zI)−1)  KR|z| − 1 .
Using Kreiss’ powerful result, Friedland and Zenger established the following
important characterization of stable norms on Cn×n:
Theorem 1.8 [15,Theorem 1]. Let N be a norm on Cn×n. Then N is stable on Cn×n
if and only if N is spectrally dominant on Cn×n.
Here, we follow conventional nomenclature and call a norm N onCn×n spectrally
dominant if
N(A)  ρ(A) for all A ∈ Cn×n,
where
ρ(A) = max {|ν| : ν eigenvalue of A}
is the spectral radius of A.
Theorem 1.8 can be illustrated in many ways. For example, fix p, 1  p ∞,
and consider the norm
Np(A) = max
1jn
(
n∑
k=1
|αjk|p
)1/p
, A = (αjk) ∈ Cn×n.
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For p > 1 we have
Np(E) = n1/p < n = ρ(E)
(E being the matrix all whose entries are 1); hence Np is not spectrally dominant,
and consequently it is unstable on Cn×n. On the other hand, recalling the classical
Gershgorin Theorem, we get, [26, Corollary 6.1.5],
N1(A)  ρ(A), A ∈ Cn×n;
so N1 is spectrally dominant and thus stable on Cn×n.
A simple corollary of Theorem 1.8 reads:
Theorem 1.9 [9,Theorem 8]. If N, a norm on Cn×n, is m-bounded for some m  2,
then N is stable on Cn×n.
Contrary to what one might expect, the converse of Theorem 1.9 is false; i.e.,
stability does not imply m-boundedness. This can be demonstrated by the action of
the weighted sup norm ‖ · ‖W,∞ in (1.9) on C2×2, where the weight matrix is
W =
( 2
1+θ
2
1−θ
2
1−θ
2
1+θ
)
, 0 < θ < 1.
For this choice of W , it was shown in [3] that the least m-factor for ‖ · ‖W,∞, i.e.,
the smallest constant κm for which
‖Am‖W,∞  κm‖A‖mW,∞ for all A ∈ C2×2,
is
κm = 1 − θ
m
1 − θ , m = 1, 2, 3, . . .
Hence, ‖ · ‖W,∞ is not m-bounded for any m  2; yet ‖ · ‖W,∞ is stable since
‖Am‖W,∞  11 − θ ‖A‖
m
W,∞, A ∈ C2×2, m = 1, 2, 3, . . .
Similar examples, exhibiting norms on the complex numbers and on the quater-
nions that are stable but not m-bounded, can be found in Theorems 2.3 and 3.3 of
[10].
Such examples give rise to the following simple observation that hardly requires
a proof:
Theorem 1.10. Let N be a norm on an associative algebra A over F. Then:
(a) N is m-bounded for some m  2 if and only if
κm ≡ sup
{
N(am) : a ∈ A, N(a) = 1}  1.
(b) N is stable if and only if κsup ≡ supm2 κm < ∞, and strongly stable if and only
if κsup  1.
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(c) If N is stable, then σ = σinf ≡ max{1, κsup} is the smallest constant for which
(1.2) holds.
We note that if N is a norm on A with κm < ∞ for some m  2, then all suffi-
ciently large multiples of N are m-bounded. Indeed, if κ is a positive constant such
that
κ  κ1/(m−1)m ,
then Nκ ≡ κN is an m-bounded norm because
Nκ(a
m) = κN(am)  κκmN(a)m  κmN(a)m = Nκ(a)m, a ∈ A.
Similarly, if σinf < ∞, and σ is a constant satisfying σ  σinf, then Nσ ≡ σN is
strongly stable, since for all a ∈ A and m = 2, 3, 4, . . . ,
Nσ (a
m) = σN(am)  σσinfN(a)m  σ 2N(a)m  σmN(a)m = Nσ (a)m.
Further remarks regarding submultiplicativity and quadrativity of norms (and
seminorms) on various algebras can be found in [6].
2. Stable difference schemes for parabolic systems
Stable norms have a number of important applications both in pure and applied
mathematics. In this section we illustrate this statement by discussing the crucial
role norm stability plays in investigating the behavior of finite-difference schemes
for time-dependent systems of partial differential equations. We shall do so by pro-
viding a brief account concerning a family of finite-difference schemes for parabolic
initial-value problems of the form
u(x, t)
t
=
∑
1jks
Ajk
2u(x, t)
xjxk
+
∑
1js
Bj
u(x, t)
xj
+ Cu(x, t), (2.1a)
u(x, 0) ∈ L2, x ≡ (x1, . . . , xs) ∈ Rs , 0  t  T , (2.1b)
where u(x, t) = (u(1)(x, t), . . . , u(n)(x, t))T (T denoting the transpose) is the un-
known n-vector, and Ajk , Bj and C are constant n × n matrices, Ajk being Hermi-
tian.
We shall always assume that our initial-value problem is well posed in the classi-
cal sense of Petrowski (e.g., [16]); that is, for some fixed η > 0 and all ζ1, . . . , ζs ∈ R
with ζ 21 + · · · + ζ 2s = 1, the eigenvalues
αl ≡ αl(ζ1, . . . , ζs), l = 1, . . . , n,
of the matrix∑
1jks
ζj ζkAjk
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satisfy
Reαl  η, l = 1, . . . , n.
Since
∑
jk ζj ζkAjk is Hermitian, the αl are real, and it can be verified that Pet-
rowski’s condition amounts in our case to the existence of a fixed η > 0 such that∑
1jks
ζj ζkAjk  η
∑
1js
ζ 2j I for all ζ1, . . . , ζs ∈ R, (2.2)
where, for Hermitian matrices A and B, we write A  B if A − B is positive semi-
definite.
Usually, the initial-value problem in (2.1) cannot be solved by analytic means,
so one must resort to numerical methods. To that end, we shall consider a well-
known family of finite-difference schemes where the time derivative u(x, t)/t is
approximated by a forward difference in time, and the right-hand side of (2.1a) is
approximated by a convex combination of centered space-differences taken at two
adjacent time levels.
More precisely, setting a mesh size xj > 0, j = 1, . . . , s, and t > 0, so that
the ratios
λj ≡ t
x2j
, j = 1, . . . , s, (2.3)
are kept fixed, we consider the translation operators Ej , defined by
Eju(x1, . . . , xs, t) = u(x1, . . . , xj−1, xj + xj , xj+1, . . . , xs, t), j = 1, . . . , s,
and approximate the right-hand side of (2.1a) by
u(x, t) =
∑
1js
Ajj
x2j
(Ej − 2I + E−1j )u(x, t)
+
∑
1j<ks
Ajk
4xjxk
(Ej − E−1j )(Ek − E−1k )u(x, t)
+
∑
1js
Bj
2xj
(Ej − E−1j )u(x, t) + Cu(x, t).
Now, selecting θ , 0  θ  1, we approximate the system in (2.1a) by
v(x, t + t) − v(x, t)
t
= θv(x, t + t) + (1 − θ)v(x, t), (2.4)
where, hopefully, v(x, t) is a decent approximation for the unknown vector u(x, t).
Employing the ratios λj , we may put our scheme (2.4), often referred to as the
θ-method, in the familiar form
[I − θQ(t)]v(x, t + t) = [I + (1 − θ)Q(t)]v(x, t), (2.5a)
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where Q(t) is the finite-difference operator defined on L2 by
Q(t)v(x, t) = tv(x, t) (2.5b)
=
∑
1js
λjAjj (Ej − 2I + E−1j )v(x, t)
+
∑
1j<ks
1
4
√
λjλkAjk(Ej − E−1j )(Ek − E−1k )v(x, t)
+
∑
1js
1
2
√
λjtBj (Ej − E−1j )v(x, t) + tCv(x, t).
Using Petrowski’s condition (2.2), it can be shown, [17, Section 2], that I −
θQ(t) is an invertible operator for all sufficiently small t > 0. Hence, for such
t we can write
v(x, t + t) = [I − θQ(t)]−1[I + (1 − θ)Q(t)]v(x, t) (2.6)
which, in theory, allows us to march forward in time and compute the vector function
v(x, t) at all time levels
t = tm ≡ mt, m = 1, 2, 3, . . . ,
where the initial values are given by
v(x, 0) = u(x, 0).
In practice, however, for each m = 1, 2, 3, . . . , v is computed only on a finite
number of grid points of the form
(x, t) = (j1x1, . . . , jsxs,mt),
where the jp, p = 1, . . . , s, are integers, and the scheme is augmented by appropri-
ate numerical boundary conditions—a subject that will not be discussed here.
For θ = 0 the scheme (2.5) is the explicit Euler scheme, whereas for each 0 <
θ  1 we get an implicit scheme. For θ = 12 we obtain the Crank-Nicholson scheme
[13], and θ = 1 provides the Laasonen scheme [30].
We mention that for each θ our scheme is consistent with the initial-value problem
in (2.1). By this we essentially mean that smooth solutions of (2.1) satisfy our scheme
up to an error that tends to zero as t → 0 (e.g., [33, Section 3.2]).
Having completed our construction, we are now faced with the problem of pro-
viding conditions under which the solution v(x, t) of the finite-difference scheme
will converge to the solution u(x, t) of the initial-value problem as the grid becomes
finer and finer. Indeed, following standard terminology (e.g., [33, Section 3.3]), we
say that the scheme (2.5) is convergent if, roughly speaking, for every sufficiently
smooth solution u(x, t) of (2.1), and every fixed t with 0 < t  T , the corresponding
solution v(x, t) of (2.5) satisfies
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‖u(·, t) − v(·, t)‖L2 → 0 as t → 0,
where ‖ · ‖L2 denotes the L2-norm.
Further (e.g., [33, Section 3.4]), we say that the scheme (2.5) is stable (for 0 
t  T ) if there exist constants δ > 0, K > 0, such that for each t with 0 < t  δ
and all positive integers m with mt  T , the finite-difference operator
S(t) = [I − θQ(t)]−1[I + (1 − θ)Q(t)], (2.7)
acting on v(x, t) in (2.6), satisfies
‖S(t)m‖L2  K.
Equipped with these definitions, we can now invoke the Lax Equivalence Theo-
rem (e.g., [33, Section 3.5]) to obtain:
Theorem 2.1. The scheme (2.5) is convergent if and only if it is stable.
Lax’s seminal result converts the question of convergence to a much simpler ques-
tion, namely that of stability. With Theorem 2.1 in mind, Goldberg [17,18], followed
by Sun and Yuan [34], addressed the question of convergence for the scheme (2.5)
by providing the following stability analysis:
Theorem 2.2 [17,Theorem 1.1; 18,Theorem 1.2; 34,Theorem 1.2]. Let the initial-
value problem (2.1) be well posed in the sense of Petrowski. Then:
(a) For 1/2  θ  1 the scheme (2.5) is unconditionally stable.
(b) For 0  θ < 1/2 the scheme is stable if∑
1js
λjρ(Ajj ) 
(s)
2(1 − 2θ) (2.8)
where the λj are the ratios in (2.3), ρ(Ajj ) is the spectral radius of Ajj , and
(s) =
{
1, s = 1,
4(s − 1)s−2, s  2.
In part (a) of the theorem, the term unconditionally stable means that the finite-
difference scheme is well behaved regardless of the choice of the ratios λj . On the
other hand, given space increments xj > 0, j = 1, . . . , s, the condition in (2.8)
imposes a restriction on the size of the allowed time step by demanding that t be
kept small enough so that
t
∑
1js
ρ(Ajj )
x2j
 (s)
2(1 − 2θ) .
We remark that the inequality in (2.8) is optimal in the sense that it could not be
improved by increasing its right-hand side. In other words, [24, Theorems 2.3 and
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2.4], given ε > 0, there exist Petrowski well-posed initial-value problems of the form
(2.1) such that, for each 0  θ < 12 , the corresponding scheme with appropriate λj ,
satisfies∑
1js
λjρ(Ajj ) 
(s)
2(1 − 2θ) + ε,
yet fails to be stable.
Admittedly, so far the role of stable norms in investigating our finite-difference
schemes remains very much in the dark. In order to shed light on this issue, we shall
now proceed to furnish an outline of the proof of Theorem 2.2, from which the link
between norm stability and difference scheme stability should become evident.
We begin by considering
G(t, ξ), ξ ≡ (ξ1, . . . , ξs) ∈ Rs ,
the Fourier transform of the operator S(t) in (2.7). A straightforward calculation,
[17], implies that G(t, ξ), the amplification matrix of our scheme, is the n × n
matrix
G(t, ξ) = [I − θH(t, ξ)]−1[I + (1 − θ)H(t, ξ)], (2.9)
where H(t, ξ), the Fourier transform of Q(t), is given by
H(t, ξ) =
∑
1js
2λj (cos ξj − 1)Ajj −
∑
1j<ks
√
λjλk sin ξj sin ξkAjk
+ i
∑
1js
√
λjt sin ξjBj + tC.
It is well known (e.g., [33, Section 4.6]) that
‖S(t)m‖L2 = sup
ξ∈Rs
‖G(t, ξ)m‖2, m = 1, 2, 3, . . . , (2.10)
where ‖ · ‖2, the spectral norm on Cn×n, is given by
‖M‖2 = max
{|My|2 : y ∈ Cn, |y|2 = 1}, M ∈ Cn×n, (2.11)
| · |2 denoting the Euclidean norm on Cn. Thus, by the definition of stability and by
(2.10), our scheme is stable if and only if there exist constants δ > 0, K > 0, such
that
‖G(t, ξ)m‖2  K for all 0 < t  δ, mt  T , ξ ∈ Rs . (2.12)
Consider I − θH(t, ξ), the invertible factor of G(t, ξ) in (2.9). Let
P(ξ) = I +
∑
1js
2θλj (1 − cos ξj )Ajj +
∑
1j<ks
θ
√
λjλk sin ξj sin ξkAjk
be the principal part of this factor, namely, the Hermitian matrix obtained from I −
θH(t, ξ) by truncating all terms associated with the first- and zero-order coeffi-
cient matrices Bj and C. Aided by Petrowski’s well-posedness condition in (2.2),
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one can show, [17], that P(ξ) is a positive-definite matrix for every ξ ∈ Rs . Conse-
quently, for each fixed ξ ∈ Rs ,
(y, z)ξ ≡ z∗P(ξ)y, y, z ∈ Cn, (2.13)
constitutes an inner product on Cn; and so,
rξ (M) = max
{|(My, y)ξ | : y ∈ Cn, (y, y)ξ = 1}, M ∈ Cn×n,
the numerical radius associated with the inner product in (2.13), is a norm on Cn×n.
With rξ at hand, it can be shown, [17, Lemma 2.1; 34, Lemma 2.2], that under
the hypotheses of Theorem 2.2, there exist constants δ > 0, γ > 0, so that
rξ (G(t, ξ))  1 + γt for all t  δ, ξ ∈ Rs . (2.14)
Further, [17, Lemma 2.2], there exists a constant µ > 0 such that the spectral
norm in (2.11) satisfies
‖M‖2  µrξ (M) for all M ∈ Cn×n, ξ ∈ Rs . (2.15)
Hence, the proof of Theorem 2.2 is only a short step away: By Berger’s inequality
in (1.3), rξ is a strongly stable norm on Cn×n, namely,
rξ (M
m)  rξ (M)m for all M ∈ Cn×n, m = 1, 2, 3, . . . (2.16)
Therefore, by (2.14)–(2.16), for all 0 < t  δ, all positive integers m with mt 
T , and all ξ ∈ Rs ,
‖G(t, ξ)m‖2 µrξ (G(t, ξ)m)
µrξ (G(t, ξ))m
µ(1 + γt)m
µeγmt
µeγT .
Whence, (2.12) holds with K = µeγT and we are done.
3. Stable subnorms
With the long detour in Section 2 behind us, we turn now to ideas which, in certain
ways, extend those discussed in Section 1.
Throughout the present section, letA be a finite-dimensional algebra over F, either
R or C. While we may occasionally weaken the assumption of associativity, we shall
henceforth assume thatA is power-associative, i.e., that the subalgebra generated by
any one element of A is associative; thus ensuring that powers of every element in
A are uniquely defined.
Let S be a subset ofA, closed under scalar multiplication (so that a ∈ S and α ∈ F
imply αa ∈ S). Following [21], we call a real-valued function
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f : S→ R
a subnorm on S if for all a ∈ S and α ∈ F,
f (a) > 0, a /= 0,
f (αa) = |α|f (a).
If in addition, S is closed under raising to powers (i.e., a ∈ S implies am ∈ S,
m = 1, 2, 3, . . .), then a subnorm f on S shall be called a submodulus if
f (am) = f (a)m for all a ∈ S, m = 1, 2, 3, . . .
Finally, if S is also closed under multiplication, we say that a submodulus f on S
is a modulus if it is strictly multiplicative, i.e.,
f (ab) = f (a)f (b) for all a, b ∈ S.
We recall that if S, a subset of A, is closed under scalar multiplication and under
addition, then a real-valued function N is a norm on S if (1.1) holds for all a ∈ S and
α ∈ F; hence, in our finite-dimensional context, a norm is a subadditive, continuous
subnorm on S.
Naturally, a subnorm on a subset S ofA is said to be continuous if it is continuous
with respect to the (unique) finite-dimensional norm-topology on A.
Examples of subnorms, submoduli, even moduli, are not hard to come by. For
instance, fix p, 0 < p ∞, and consider the function
|A|p =

∑
j,k
|αjk|p


1/p
, A = (αjk) ∈ Fn×n (n > 1).
Then evidently, | · |p is a continuous subnorm on Fn×n for all 0 < p ∞, a norm
if and only if 1  p ∞, but never a modulus. Note that |A|0 ≡ limp→0+ |A|p is
nothing but the number of nonzero entries in A; hence | · |0 is not a subnorm on Fn×n.
Another example is obtained by viewing the complex numbers,
C = {z = α + iβ : α, β ∈ R},
as a 2-dimensional algebra over the reals where, for each fixed p, 0 < p ∞,
|z|p = (|α|p + |β|p)1/p (3.1)
is a continuous subnorm on C. Surely, | · |p is a norm if and only if 1  p ∞, and
a submodulus—in fact, a modulus—only for p = 2 where we get
|z| ≡ |z|2 =
√
|α|2 + |β|2. (3.2)
Similarly, regarding the quaternions,
H = {q = α + iβ + jγ + kδ : α, β, γ, δ ∈ R}, i2 = j2 = k2 = ijk = −1,
as a 4-dimensional algebra over R, we observe that
|q|p = (|α|p + |β|p + |γ |p + |δ|p)1/p (3.3)
240 M. Goldberg / Linear Algebra and its Applications 404 (2005) 223–250
is a continuous subnorm for 0 < p ∞, a norm for 1  p ∞, and a modulus,
|q| ≡ |q|2 =
√
|α|2 + |β|2 + |γ |2 + |δ|2, (3.4)
for p = 2.
In the same way, we may consider the 8-dimensional, power-associative algebra
of the octonions,
O = {c = γ1 + γ2e2 + · · · + γ8e8 : γj ∈ R},
with its intricate multiplication rule (e.g., [11]). As in the previous two examples,
|c|p = (|γ1|p + · · · + |γ8|p)1/p (3.5)
is a continuous subnorm for 0 < p ∞, a norm if and only if 1  p ∞, and a
modulus,
|c| ≡ |c|2 =
√
γ 21 + · · · + γ 28 , (3.6)
only for p = 2 (a fact that stems from the Eight Square Theorem, [14], which implies
that |cd| = |c||d| for all c, d ∈ O).
Another interesting example is attained by considering ρ, the spectral radius.
Since ρ vanishes on nonzero nilpotent matrices, ρ is not a subnorm on Fn×n. How-
ever, ρ is a subnorm, in fact a continuous submodulus (but not a modulus), on any
subset of Fn×n that is void of nonzero nilpotent matrices and is closed under scalar
multiplication and under raising to powers; for instance, Nn(F), the set of normal
n × n matrices over F.
We emphasize that contrary to norms, subnorms and even submoduli are often dis-
continuous. An example supporting this statement is given in [20], where the under-
lying set is Nn(F). Indeed, defining
τ(A) = min{|ν| : ν eigenvalue of A}, A ∈ Nn(F),
we observe that for all A ∈ Nn(F) and α ∈ F,
τ(αA) = |α|τ(A),
τ (Am) = τ(A)m, m = 1, 2, 3, . . .
Hence,
gκ(A) =
{
ρ(A)κ+1τ(A)−κ , τ (A) > 0,
ρ(A), τ (A) = 0, (3.7)
is a submodulus onNn(F) for every real constant κ . For κ = 0 we obtain the contin-
uous spectral radius. For κ /= 0, however, we find that gκ is discontinuous, since by
appealing to the normal matrix
Aε = diag(1, . . . , 1, ε), ε > 0,
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we get
lim
ε→0 gκ(Aε) =
{∞, κ > 0,
0, κ < 0,
whereas gκ(A0) = 1.
In order to present our next example, we recall that the linear functional equation
h(x + y) = h(x) + h(y), x, y ∈ R, (3.8)
has discontinuous solutions, [27, Section 3.20]. It is well known (e.g., [22, Section
2]) that if h is such a solution, then it is discontinuous everywhere; and further, given
a constant p > 0, one can choose a discontinuous solution h with
h(x + p) = h(x) for all x ∈ R,
hence h can be made p-periodic. Assisted by these facts, it was shown, [22, Theorem
2.1], that if f is a subnorm on C, the 2-dimensional algebra of the complex numbers
over the reals, and if h is a discontinuous, π-periodic solution of (3.8), then:
(a) The real-valued function
g(z) = f (z)eh(arg z), z ∈ C,
is a subnorm on C.
(b) If f is a submodulus or modulus on C, then so is g.
(c) If f is a continuous subnorm on C, then g is discontinuous everywhere in C.
Similar pathological constructions, where the resulting subnorms and submoduli
lack any shred of continuity, were obtained in [22] for the quaternions as well as for
certain sets of matrices, including Nn(F).
With this host of examples in the bag, we continue by posting an elementary result
that pertains to continuous subnorms:
Proposition 3.1 [21,Lemma 1.2]. Let S, a closed subset of a finite-dimensional,
power-associative algebra A over F, be closed under scalar multiplication and
under raising to powers. Let f be a continuous subnorm on S and let g be a contin-
uous submodulus on S. Then
lim
m→∞ f (a
m)1/m = g(a) for all a ∈ S.
Since the limit above is unique, we may register:
Corollary 3.1 [21,Corollary 1.1]. Let A, S and g be as in Proposition 3.1. Then g
is the only continuous submodulus on S.
The definition of submodulus gives birth to another simple, yet helpful result:
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Proposition 3.2 [20, Proposition 3]. Let S, a subset of a power-associative algebra
A over F, be closed under scalar multiplication and under raising to powers. If S
contains nonzero nilpotent elements, then S has no submodulus.
This observation (which holds for finite- as well as infinite-dimensional algebras)
implies, for instance, that Fn×n has no submodulus.
Following our terminology for norms, we say that a subnorm f on S, a subset of
a power-associative algebra A that is closed under scalar multiplication and under
raising to powers, is stable on S if for some positive constant σ ,
f (am)  σf (a)m for all a ∈ S, m = 1, 2, 3, . . .
With this we can quote:
Theorem 3.1 [21,Theorem 1.1(a)]. Let S, a closed subset of a finite-dimensional,
power-associative algebra A over F, be closed under scalar multiplication and un-
der raising to powers. Let f be a continuous subnorm on S, and let g be a continuous
submodulus on S. Then f is stable on S if and only if f  g on S.
Since a submodulus is always stable, we realize that Theorem 3.1 provides a
second short proof of Corollary 3.1. Indeed, if g′ is a continuous submodulus on S,
then by the theorem, g  g′ and g′  g, so g = g′ on S and our corollary follows.
Another immediate consequence of Theorem 3.1 is the following:
Corollary 3.2 [21,Corollary 1.2]. Let A, S and g be as in Theorem 3.1. Then g is
the smallest of all stable, continuous subnorms on S.
Using Corollary 3.1 we find, for example, that the modulus functions in (3.2),
(3.4) and (3.6) are the only continuous submoduli on C, H and O, respectively.
Further, by Theorem 3.1, a continuous subnorm f is stable on C,H orO if and only
if f majorizes the corresponding modulus function in either (3.2), (3.4) or (3.6);
so in particular, the subnorms in (3.1), (3.3) and (3.5) are stable precisely when
0 < p  2.
By Proposition 3.2, the set S in Theorem 3.1 must not contain nonzero nilpotent
elements. If S is closed and consists only of nilpotents, then the question of stability
for continuous subnorms becomes a triviality:
Theorem 3.2 [20, Proposition 4]. Let S, a closed subset of nilpotent elements in a
finite-dimensional, power-associative algebraA, be closed under scalar multiplica-
tion and under raising to powers. Then all continuous subnorms on S are stable.
The following assertion may sometimes prove useful, especially when a submod-
ulus is not available:
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Theorem 3.3 [20, Proposition 5]. Let S, a closed subset of a finite-dimensional,
power-associative algebra A over F, be closed under scalar multiplication and
under raising to powers. Let f and g be continuous subnorms on S such that f
is stable and f  g on S. Then g is stable on S.
In passing, we adapt the nomenclature in Section 1 and say that a subnorm f on a
subset S of a power-associative algebra A that is closed under scalar multiplication
and under raising to powers, is m-bounded for some fixed integer m  2 if
f (am)  f (a)m for all a ∈ S.
By analogy to Theorem 1.9, we thus get:
Theorem 3.4 [21,Theorem 1.1(b)]. Let A and S be as in Theorem 3.3. If f, a con-
tinuous subnorm on S, is m-bounded for some m  2, then f is stable on S.
Of special interest is the algebra of n × n matrices over F, where we recall that
the spectral radius is a submodulus on any subset that is void of nonzero nilpotents
and closed under scalar multiplication and under raising to powers. Combining this
fact with Proposition 3.2 and Corollary 3.1, we obtain:
Theorem 3.5 [21,Theorem 1.2]. Let S, a subset of Fn×n, be closed under scalar
multiplication and under raising to powers. Then:
(a) S has a submodulus if and only if S is void of nonzero nilpotents.
(b) If S is void of nonzero nilpotents, then ρ, the spectral radius, is a submodulus
on S.
(c) If S is closed and void of nonzero nilpotents, then ρ is the only continuous sub-
modulus on S.
As for norms, a subnorm f on a subset S of Fn×n shall be called spectrally dom-
inant if f majorizes the spectral radius, namely,
f (A)  ρ(A) for all A ∈ S.
Hence, Theorems 3.1 and 3.5(c) yield:
Theorem 3.6 [21,Theorem 1.3(a)]. Let S, a closed subset of Fn×n, be closed under
scalar multiplication and under raising to powers. If S is void of nonzero nilpotents
and f is a continuous subnorm on S, then f is stable if and only if it is spectrally
dominant on S.
The last two theorems can be illustrated by noting that Nn(F), the set of normal
n × n matrices over F, satisfies the assumptions in Theorem 3.6. It follows that the
spectral radius is the only continuous submodulus on Nn(F), and that a continuous
subnorm is stable on this set if and only if it is spectrally dominant there.
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Another example is obtained by considering
A2(R) =
{(
α β
−β α
)
: α, β ∈ R
}
. (3.9)
This well-known 2-dimensional subalgebra of R2×2 contains no nonzero nilpotents.
Hence, by Theorems 3.5 and 3.6, ρ is the only continuous submodulus on A2(R),
and a continuous subnorm on this algebra is stable if and only if it majorizes ρ.
We remark that if S in Theorem 3.5 is not closed, then S may have more than one
continuous submodulus. For example, if S is the union of GLn(F) (the general linear
group of invertible n × n matrices over F) and the zero matrix, then clearly, both ρ
and
τ(A) = min{|ν| : ν eigenvalue of A}, A ∈ S,
are continuous submoduli on S.
When S is closed and void of nilpotents, Theorem 3.5 tells us that S has a unique
continuous submodulus. Yet, S may have in this case infinitely many discontinuous
submoduli, as was illustrated by the action of gκ in (3.7) on Nn(F).
Theorem 3.6 reminds us of the Friedland–Zenger Theorem (Theorem 1.8). There
is, however, an important difference between the two: While Theorem 1.8 deals with
norms (not subnorms) on Cn×n including its nonzero nilpotent members, Theorem
3.6 deals with subnorms (not necessarily norms) on proper subsets of either Rn×n or
Cn×n that are void of nonzero nilpotents.
It is not hard to see that half of Theorem 3.6 can be achieved without assuming
that S contains no nonzero nilpotents:
Proposition 3.3 [22,Theorem 1.5(b)]. Let S, a closed subset of Fn×n, be closed
under scalar multiplication and under raising to powers, and let f be a continuous
stable subnorm on S. Then f is spectrally dominant on S.
As for the other half of Theorem 3.6, it was shown in [20] (compare [23]) that the
assumption that S is void of nonzero nilpotents cannot be dropped. This assertion
was established by exhibiting a subalgebra of Fn×n that contains nonzero nilpotents
as well as matrices which are not nilpotent, and a norm that is spectrally dominant
but not stable. More specifically, consider the 2-dimensional algebra
A = {αI + βB : α, β ∈ F},
where B is a fixed nonzero nilpotent matrix in Fn×n with B2 = 0. Define
N(αI + βB) = max{|α|, |β|}, αI + βB ∈ A.
Surely, N is a spectrally dominant norm on A; however, a short calculation yields
limm→∞ N((I + B)m) = ∞, exploding the possibility that N is stable.
This example can be modified so that the underlying set will still satisfy the
assumptions in Proposition 3.3 without being an algebra and the operating function
will be a subnorm, not necessarily a norm. For instance, [20], consider the closed set
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S = {αI + A : α ∈ F, A ∈ Ln(F)},
where Ln(F) denotes the class of nilpotent matrices in Fn×n. Clearly, S is closed
under scalar multiplication (but not under addition or multiplication). Further, it can
be shown that S is closed under raising to powers, hence S is of the desired type. It
is not hard to verify that each member of S has a unique decomposition of the form
αI + A with A ∈ Ln(F). Thus, if f is a continuous subnorm on Ln, then
g(αI + A) = max{|α|, f (A)}, αI + A ∈ S, A ∈ Ln(F),
is a well-defined, spectrally dominant subnorm on S. Now pick a nonzero matrix
B ∈ Ln(F) with B2 = 0 and f (B) = 1. Then g(I + B) = 1, whereas
limm→∞ g((I + B)m) = ∞, rendering g unstable.
We remark that Proposition 3.3 can be augmented by the following special case
of Proposition 3.1:
Proposition 3.4. Let S, a closed subset of Fn×n, be closed under scalar multiplica-
tion and under raising to powers, and let f be a continuous subnorm on S. Then
lim
m→∞ f (A
m)1/m = ρ(A), A ∈ S.
Theorem 3.5 provides a rather comprehensive account regarding the existence
and uniqueness of submoduli on subsets of Fn×n. As it turns out, this theorem can
be adapted almost verbatim to describe the situation for arbitrary finite-dimensional,
associative algebras.
Indeed, let A be a finite-dimensional, associative algebra over F. Then it is well
known that every element a ∈ A possesses a unique minimal polynomial, i.e., a
monic pa of positive degree, with coefficients in F, satisfying pa(a) = 0 and dividing
every other polynomial that annihilates a. Hence, for each a ∈ A, we may define
ρ′(a) = max{|ν| : ν root of pa}. (3.10)
SinceA is finite-dimensional and associative, we recall thatA is algebraically iso-
morphic to a matrix algebra over F, so the operations (scalar multiplication, addition
and multiplication) and the topology are preserved. Let ϕ be such an isomorphism,
and let Aϕ be the corresponding matrix algebra so that
ϕ : A→ Aϕ, ϕ(a) ≡ Aa ∈ Aϕ, a ∈ A. (3.11)
It follows that if a is an element in A with minimal polynomial pa , then pa is the
minimal polynomial of the corresponding matrix Aa = ϕ(a). So ρ′(a) and the spec-
tral radius of Aa coincide, i.e.,
ρ′(a) = ρ(ϕ(a)) = ρ(Aa), a ∈ A. (3.12)
Using the definition of ρ′ in (3.10) as well as the common properties of the iso-
morphism ϕ in (3.11) and the spectral radius on Aϕ , we readily find that for every
a ∈ A and α ∈ F,
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ρ′(a)  0, a /= 0,
ρ′(αa) = |α|ρ′(a),
ρ′(am) = ρ′(a)m, m = 1, 2, 3, . . .
(3.13)
Further, we obtain that ρ′ is a continuous function on A that vanishes only on nil-
potent elements.
Aided by this argument and by Proposition 3.2 and Corollary 3.1, we can now
post the following generalization of Theorem 3.5:
Theorem 3.7 [23,Theorem 2.1]. Let S, a subset of a finite-dimensional, associative
algebraA over F, be closed under scalar multiplication and under raising to powers.
Then:
(a) S has a submodulus if and only if S has no nonzero nilpotent elements.
(b) If S has no nonzero nilpotents, then the continuous function ρ′ in (3.10) is a
submodulus on S.
(c) If S is closed and has no nonzero nilpotents, then ρ′ is the only continuous sub-
modulus on S.
With Theorem 3.7(c) at hand, Theorem 3.1 immediately implies the following
analogue of Theorem 3.6:
Theorem 3.8 (compare [23, Proposition 2.1]). Let S, a closed subset of a finite-
dimensional, associative algebra A over F, be closed under scalar multiplication
and under raising to powers. If S is void of nonzero nilpotents and f is a continuous
subnorm on S, then f is stable on S if and only if f majorizes the function ρ′ in
(3.10).
To illustrate the construction of ρ′, let us revisit C, the 2-dimensional algebra of
complex numbers over R, and note that the minimal polynomial of z = α + iβ ∈ C
is
pz(λ) = λ2 − 2αλ + α2 + β2.
Since the roots of pz are z and z¯, we get
ρ′(z) = |z|. (3.14)
Furthermore, as C contains no nonzero nilpotents, Theorem 3.7(c) reminds us that
ρ′ in (3.14) is the only continuous submodulus on C.
We note that Eq. (3.14) can also be obtained, [21], by considering the familiar
mapping
z → Az ≡
(
α β
−β α
)
, z = α + iβ ∈ C.
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Since for every z, w ∈ C and α, β ∈ R, we have
αz + βw → αAz + βAw, zw → AzAw,
it follows that C is algebraically isomorphic to the 2-dimensional matrix algebra
A2(R) in (3.9); so by (3.12),
ρ′(z) = ρ(Az) = ρ
(
α β
−β α
)
=
√
|α|2 + |β|2 = |z|, z = α + iβ ∈ C.
A similar observation can be made for the quaternions by employing the mapping
q → Aq ≡


α −β −γ −δ
β α −δ γ
γ δ α −β
δ −γ β α

 , q = α + iβ + jγ + kδ ∈ H,
which preserves scalar multiplication, addition and multiplication; thus showing that
H is algebraically isomorphic to the 4-dimensional real matrix algebra
A4(R) = {Aq : q ∈ H}.
For q = α + iβ + jγ + kδ ∈ H, the eigenvalues of the corresponding matrix Aq are
α ±√β2 + γ 2 + δ2 (each with multiplicity 2). Hence, by (3.12),
ρ′(q) = ρ(Aq) =
√
α2 + β2 + γ 2 + δ2 = |q|, q = α + iβ + jγ + kδ ∈ H.
WhenA is merely power-associative, the questions regarding submoduli are more
demanding, and it seems that only parts (a) and (b) of Theorem 3.7 can be salvaged.
Indeed, examining this case, we observe that power-associativity is enough to
force the existence of a minimal polynomial for every element of A; hence the defi-
nition of ρ′ in (3.10) remains valid. Now let a be an arbitrary element of A, and
let Aa denote the subalgebra of A generated by a. Since A is power-associative,
Aa is associative; so by the argument preceding Theorem 3.7, we find that for every
a ∈ A and α ∈ F, ρ′ satisfies the relations in (3.13) and ρ′(a) = 0 if and only if a is
nilpotent. Therefore, supported by Proposition 3.2, we may record:
Theorem 3.9 [23,Theorem 2.2]. Let S, a subset of a finite-dimensional, power-asso-
ciative algebraA over F, be closed under scalar multiplication and under raising to
powers. Then:
(a) S has a submodulus if and only if S has no nonzero nilpotent elements.
(b) If S has no nonzero nilpotents, then ρ′ defined in (3.10) is a submodulus on S.
As it stands, we are unable to determine whether, in the finite-dimensional, power-
associative case, ρ′ is always continuous onA. This drawback can be mended if one
is willing to assume more than just power-associativity; for example, that A is an
248 M. Goldberg / Linear Algebra and its Applications 404 (2005) 223–250
alternative algebra, i.e., that the subalgebra generated by any two elements in A is
associative.
Assuming that A is alternative, consider the regular left representation of A,
where with each element a ∈ A we associate the mapping Ta defined by
Tax = ax, x ∈ A.
Since Ta is a linear transformation on a finite-dimensional vector space, its spectral
radius,
ρ(Ta) = max{|ν| : ν eigenvalue of Ta},
is well defined. Set
ρ′′(a) = ρ(Ta), a ∈ A. (3.15)
Then, surely, for every a ∈ A and α ∈ F, ρ′′ satisfies
ρ′′(a)  0,
ρ′′(αa) = |α|ρ′′(a).
Further, ρ′′ is continuous on A since the matrix coefficients of Ta relative to any
basis of A are continuous; and moreover, it can be shown, [23], that
ρ′′(am) = ρ′′(a)m, m = 1, 2, 3, . . . ,
and that ρ′′ vanishes only on nilpotent elements of A.
With these findings, and by Proposition 3.2 and Corollary 3.1, we have therefore
established:
Theorem 3.10 [23,Theorem 2.3]. Let S, a subset of a finite-dimensional, alternative
algebraA over F, be closed under scalar multiplication and under raising to powers.
Then:
(a) S has a submodulus if and only if S has no nonzero nilpotent elements.
(b) If S has no nonzero nilpotents, then the continuous function ρ′′ in (3.15) is a
submodulus on S.
(c) If S is closed and has no nonzero nilpotents, then ρ′′ is the only continuous
submodulus on S.
In the same way we obtained Theorems 3.6 and 3.8, Theorems 3.1 and 3.10(c)
yield now:
Theorem 3.11. Let S, a closed subset of a finite-dimensional, alternative algebra
A over F, be closed under scalar multiplication and under raising to powers. If S is
void of nonzero nilpotents and f is a continuous subnorm on S, then f is stable on
S if and only if it majorizes the function ρ′′ in (3.15).
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For example, we recall (e.g., [11, Theorem 2]) that the octonions constitute an
alternative algebra over the reals. Hence, Theorems 3.10(c) and 3.11 tell us that ρ′′
is the only continuous submodulus on O, and that a continuous subnorm f on O
is stable if and only if f  ρ′′. As we already know, however, the absolute-value
function in (3.6) is the only continuous submodulus on O. Hence, it follows that
ρ′′(c) = |c|, c ∈ O.
By Theorems 3.7(c) and 3.10(c), we observe that if A is a finite-dimensional,
associative algebra over F, then ρ′ in (3.10) and ρ′′ in (3.15) coincide onA. Another
way of obtaining this fact is by verifying that the roots of the minimal polynomial of
each element a ∈ A are precisely those of the characteristic polynomial of the left
representative Ta associated with a.
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