OATAO is an open access repository that collects the work of Toulouse researchers and makes it freely available over the web where possible. In the present study, numerical simulations for smoldering in a horizontal channel are performed for both compressible and incompressible flows. The reactant gas is passing through the char surface, where the chemical reaction is going to take place. For the sake of simplicity, the smoldering is treated to be a single step chemical reaction. In the incompressible flow, a set of governing parameters are discussed to elucidate their influences on the process of smoldering. Furthermore, the variations of density and dynamic viscosity of gaseous mixture are taken into account in the compressible flow. The comparison between the compressible and incompressible flows reveals that the effects of local compressibility and gaseous mixture on the propagation of smoldering wave are striking.
INTRODUCTION
Smoldering is the flameless combustion of a liquid or solid fuel that derives heat from surface oxidation reactions. In a porous material, the local pore structure allows a gaseous reactant to filter through the solid to the reaction site. This pore scale geometry affects the flow structure and, consequently, the local mass fluxes of reactant conveyed to the sites of reaction. When the local heat content is large enough to ensure a combustion reaction, a smoldering wave can propogate through the porous medium. Due to its vast potential applications, such as porous media burner, waste incineration, catalyst regeneration, oil recovery enhancement, and many others applications (Ohlemiller, 1985; Oliveira and Kaviany, 2001; Sarathi, 1999) , smoldering in porous media has attracted substantial interest.
In the open literature, there are a tremendous number of publications relevant to the smoldering in porous media. Aldushin et al. (1976) did pioneering work by conducting a one-dimensional (1D) theoretical analysis of combustion propagation wave in a porous media. Based on the asymptotic method, the structure of solution was determined for the first time. For two different structures, Schult et al. (1996) discussed solutions for reaction leading and reaction trailing wave structures by virtue of the asymptotic method. A socalled "reaction leading structure" occurs when the velocity of combustion front overcomes that of the heat transfer layer. In the case of a reaction trailing structure, the velocity of combustion front is slower than that of the heat transfer layer. Several experimental studies were conducted in order to prove the existence of these two reaction structures. We can report the one of Torero and Fernandez Pello (1996) , where a forced forward smolder wave propagates in the reaction leading structure. A series of experiments were also done recently in the reaction trailing structure by Sennoune et al. (2012) . They were able to propagate a smoldering front in reaction-trailing mode throughout an oil shale semicoke porous medium in this regime.
Regarding the numerical simulations in the microscopic geometry of porous media, two simple structure arrays of either horizontal channels or staggered cylinders are usually utilized for the computational analysis. Lu and Yortsos (2005) have studied at the local scale, the combustion in a simple dual capillary network. Gas flows through the pore network in the sites of which chemical reaction takes place. The concentrations and the temperature are kept uniform in the network sites. Furthermore, all of the transfers and couplings are modeled by effective coefficients. Hence, this cannot be regarded as a truly microscopic approach but like a mixed macroscopic and microscopic approach. We can also mention some works in filtration combustion in porous burners but only in 2D configurations once again. Uniform reactions are used inside the gas phase but no one concerns the possible heterogeneous reaction on the surface between solid and gas phases. Pioneering works can be found in Hackert et al. (1999) or Brenner et al. (2000) . Debenest et al. (2005a) proposed a 3D microscale numerical model for the simulation of smoldering in fixed beds of solid fuels. In light of a dimensional analysis, Debenest et al. (2005b) identified a set of governing parameters. Furthermore, direct and detailed numerical simulations on the microscale were performed to elucidate their influences.
However, to the best of our knowledge, microscale calculations associated with the smoldering in a porous media have yet to be done in the case of compressible flow. Most of the studies related to multicomponent and variations of density are done at the macroscopic scale.
In this case, the medium is an effective one; the entire mathematical model is built by using some effective parameters (permeability, conduction, or dispersion). Several studies were conducted in the last two decades. For instance, Moallemi et al. (1993) and Aldushin et al. (1999) have made use of the macroscale model to study the combustion of solid materials. More recently, Rein et al. (2007) presented an interesting approach to determine the kinetic scheme, which not only can be used in a smoldering process but also on combustion dynamics in porous media with and without gravity effects.
However, the effective coefficients depend on both the medium microstructure, and the flow and reaction regimes (Davit et al., 2010) . Hence, their determination generally requires the solution of the full set of microscale equations in a representative sample. In addition, the validity of homogenized equations is also questionable, in view of the strong gradients on the microscopic scale (Debenest et al., 2008) . As evidenced, it is necessary to investigate the effects of dilatation and gas composition on both density and viscosity to determine if an upscaled description is possible. All of the cases treated will concern both the incompressible and compositional formulas.
In this study, smoldering in the array of horizontal channels shall be revisited to investigate the effects of a set of governing equations for the incompressible flow. Then, based on the same geometry, we shall consider the variations of density and dynamic viscosity of gaseous mixture to discuss the independent local effects of both compressibility and gaseous mixture in the compressible flow.
MATHEMATICAL MODEL AND GOVERNING EQUATIONS
As illustrated in Figure 1a , the gas is passing through the array of horizontal channels. The gray area is the char for combustion, and the other section is the passage for gas. As a matter of fact, the realistic smoldering process in the oil shale is complex and consists of drying, devolatilization, fixed carbon oxidation, and carbonate decarbonation as pointed out by Martins et al. (2010a) . Based on the relevant experimental observations conducted by Martins et al. (2010b) , these reaction zones coexist and overlap with other ones. Therefore, the one-step assumption used in the present study would reduce the multiple reaction fronts to one single region. For the sake of simplicity, however, the smoldering that occurs at the interface between these two phases is treated as one single-step chemical reaction. Moreover, we make use of a 'black-box' approach to represent both the chemical reactions and the intragranular transfers of the various species involved. In this model, transposed from the 'one-film model' (Turns, 1996) , the whole reaction scheme is given by a global exothermal heterogeneous reaction taking place on the surface of the reactive solid phase. This is a strong assumption in terms of chemical model, because several other studies related to the determination of kinetic scheme for oil shales, give usually a 3-or 4-step scheme. In Martins et al. (2010a) , a global one-step reaction is obtained for the reaction regarding the global reaction scheme. This could be the result of a multiple reaction scheme, integrated with other front regions. A discussion with respect to all of the possible reaction schemes and scales was done in Elayeb et al. (2007) . Furthermore, the combustion of a carbon residue is often treated by using a 4-effective reactions scheme, such as the one determined in Zajdlik et al. (2001) .
As we would first like to investigate the differences between an incompressible and a full multicomponent approach in terms of local behaviors (maximum temperatures, front length), we choose to simplify the reactive part and focus on the transport equations model coupled with the heterogeneous reaction.
Due to the periodicity of the geometry, a unit cell would be adequate to capture the characteristics of smoldering. Moreover, for the sake of simplicity, half of a unit cell as shown in Figure 1b is chosen for the calculations in this study.
Based on the mathematical model given by Debenest et al. (2005a) , the governing equations used in this study for incompressible flow are indicated as follows. Note that the radiative exchange between the grains that face each other is not taken into account, although they could be significant near the reaction region. Moreover, we will consider the case of low-Reynolds models to describe the flow inside the channel. This could lead to Stokes flow, but the inertial part of Navier-Stokes equations will be taken into account:
where c o 2 is the concentration of oxygen, T g and T s are the temperature of gas and solid phases, respectively. Moreover, C g and C s are the volumetric heat capacities for gas and solid phases. Correspondingly, the boundary conditions for incompressible flow are set as follows: For t = 0 and inlet:
For t = 0 and outlet:
whereas the interfacial conditions between two phases are given by:
where c c is the concentration of char, h c is the carbon-oxygen heat of combustion, υ g is the grain volume, ∂υ g is its surface, and ds is a surface element. In addition, the reaction rate S O 2 given by Arrhenius law is indicated as follows:
where A = 10 is the pre-exponential factor, E a = 8314J mol is the activation energy, and R u is the universal gas constant. Note that the activation energy is presumed to be constant in the wide range of temperature considered in this study. For the combustion of carbon and oxygen, however, the activation energy decreases drastically with the rise of temperature as reported by Tesner (1961) . It can be found that the activation energy used for calculations has the same order of magnitude with the experimental data when the temperature is beyond 1300
• C. The choice of low activation energy is to guarantee that the reaction rate we used depends on the oxygen concentration rather than both temperature and oxygen concentration. Moreover, as we expect a quasi-steady regime when smoldering wave is developed, namely, the combustion front temperature reaches to the plateau temperature (Aldushin et al., 1999) , the reactivity is affected in this case only by the presence of oxygen in a temperature range where heterogeneous combustion occurs. Then as we maintain high Damköhler values, our situation will remain similar to the realistic case with higher activation energies and pre-exponential factors.
Furthermore, the properties used in the incompressible flow are listed in Table 1 . In the case of incompressible flow, all properties of both gas and solid phases are taken to be uniform and constant. However, in the compressible flow, the variations of density and dynamic viscosity of gas phase are considered in the present study. In addition, the incoming gas is the mixture of oxygen and nitrogen in compressible flow rather than a tracer approximation for oxygen as in the incompressible flow. Owing to the utilization of a single-step chemical reaction, the generation of carbon dioxide is also considered in the compressible flow.
Based on the difference between the compressible and incompressible flows as described above, the governing equations associated with the compressible flow modified from Eqs. (1)- (5) are presented below: 
where the Y i is the mass fraction of pure gas, and the variations of density and dynamic viscosity of gas phase are achieved by the following two equations:
and
where M W i and X i are the molecular weight and molar fraction of pure gas, respectively. In addition, the dynamic viscosity of pure gas µ i can be calculated as follows:
The corresponding coefficients for the pure gas in Eq. (19) referred from Chapman and Cowling (1939) are listed in Table 2 .
The boundary conditions for compressible flow are set as follows: For t = 0 and inlet: For t = 0 and outlet, a no-flux condition is imposed for all transport equations:
In the present study, a set of governing parameters used for the analysis are presented as follows:
where ε g and ε s are porosities of gas and solid phases, T ad and T p are the adiabatic temperature and plateau temperature, respectively. In addition, the adiabatic temperatures used for both compressible and incompressible flows are indicated in Table 3 . In the case of incompressible approach, we change values by adjusting the carbon content, c c . As the temperature level will not change any gas phase properties, the variation of has no impact on the solution. However, the variations of temperature and composition will modify all physical properties of the gas phase in the case of compressible approach. Thus, changing value is a major problem concerned in this study. We choose to adjust by changing c O 2 . Consequently, no modifications of adiabatic temperature appear in the compressible approach. Hence, we define a temperature level of 911.69 K for all values. This is only done to define a reference point, and then to have a comparison between all compressible cases (temperature profiles and concentrations depending on values) but also to be able to compare compressible and incompressible approaches. It can be shown by a simple 1D continuous model from Dosanjh et al. (1987) or in Debenest et al. (2005b) that if > 1 (large fuel or low oxidizer concentrations), heat is transferred from the upstream to the downstream region. An asymptotic temperature profile with a plateau T p on the downstream side is expected. In the opposite case < 1, the plateau is expected on the upstream side. The intermediate case = 1 corresponds to the ultimate superadiabatic situation, where heat remains in the vicinity of the reaction front. Note that can also be expressed as a function of the heat capacities and of the volumetric concentrations of carbon (c c , in the solid) and oxidizer (c O 2 , in the gas).
CODE VERIFICATIONS
The foregoing sets of governing equations are solved numerically by using the OpenFOAM Version 2.1.1 package. Since the process of smoldering is transient, PIMPLE algorithm designed for the large time-step computations is chosen to be the numerical scheme. The transient terms of the foregoing sets of governing equations were discretized using the first-order Euler implicit scheme. For the convergence criteria, the residuals of all variables are less than 10 −12 . Moreover, we have performed a sensitivity analysis to the grid size. Then, all of the calculation results in the present study are independent of the grid size. The grid size utilized in this study is 300 × 100.
As depicted in Figure 2 , the fully developed velocity profile of a cross-section of the channel is compared with the corresponding exact solution, which is expressed as
2 . It can be seen that the agreement between two velocity profiles is good. According to the prediction of Debenest et al. (2005b) , the transversally averaged temperature is supposed to reach the plateau temperature calculated by Eq. (23d). In Figure 3 , the transversally averaged temperature comes to the plateau temperature when the location of the combustion front is 70 W at the estimated time, which can be easily deduced from the formulation of combustion front velocity U F = ε g c O 2 ε s c c u in proposed by Debenest et al. (2005b) . Moreover, as shown in Figure 4 , the increase of maxmuim transversally averaged temperature for the case of = 1 is linear to the square root of time, which is consistent with the conclusion addressed by Aldushin et al. (1999) . In summary, the sets of governing equations are verified and are suitable for the calculations in this study.
RESULTS AND DISCUSSION
Several tests were made in order to check the accuracy of the model. These are summarized in Table 4 .
For all of the calculations, Pe and reported in Table 4 are the results obtained for averaged temperature divided by the adiabatic one. If the results are correct, it should converge to the value of 1 | − 1|, according to Aldushin et al. (1976) . We see a good agreement with the theory for Pe = 1, 10; = 0.1 with a profile of averaged temperature coming to the expected temperature. But, for values equal to 0.5 and 1.5, a difference of less than 3% is observed. This is the asymptotic value reached numerically and several things could explain that. The main direction we have today is the grid size in y direction as the reaction term depends strongly on the concentration of oxygen. But, as evidenced, we can assume that the numerical tool is valid, and could be a starting point for further investigations. We are now going to see more details of the results.
As illustrated in Figures 5, 6 , and 7, the profiles of transversally averaged temperatures of gas and solid phases are presented for three different s. The Peclet number, Pe, is kept constant and equal to 10. Different s can be interpreted as different char concentration in the solid or different oxidizer concentration in the gas. In these three figures, it Figure 4 The relationship between the increase of maximum transversally averaged temperature and square root of time for the case of = 1. can clearly be seen that the smoldering wave propagates as the time goes by, and eventually reaches a steady regime. The amount of time depends on the flow regime as seen in Debenest et al. (2005b) . In Figure 5 , the steady regime is obtained after 40 W. We can see a difference in the averaged temperature profiles between the gas and solid phase. At the inlet, the gas phase needs several W before being at the equilibrium with the solid phase. A peak is observed in the gas phase in the reaction region. Then, the gas phase appears to be hotter than the solid phase. This is due to the convective part in Eq. (4a).
In Figure 6 , the steady regime is obtained after 160 W. The maximum averaged temperature is really close to the analytical solutions. We also observe that the heat content stays closer to the reaction region than in the previous case. This is coming from the increasing value. Heat transport velocity is now close to the reaction front velocity and the two waves propagate at nearly the same speed. In Figure 7 , the steady regime is obtained after 220 W. The maximum temperature is close to 2T ad . The thermal wave propagates quicker than the reaction wave, so the heat content accumulates after the reaction region.
In these two preceding cases, we see the differences in transversally averaged temperature profiles between gas and solid phases by analogy with that indicated in Figure 5 . Moreover, propagation waves of these two cases reach the same plateau temperature calculated from Eq. (23d), yet the difference between smoldering structures of two cases are obvious. For the case of = 0.5 and Pe = 10, enough heat is left behind to preheat the incoming gas since the velocity of heat transport is close to that of reaction front. As the further increase of , the reaction front velocity overwhelms the heat transport velocity, which explains that most of heat is taken to the downstream as shown in Figure 7 for the case = 1.5 and Pe = 10. It also should be noted that it is the first time to obtain the stationary regimes for both the cases of = 0.5 and = 1.5 in the literature.
In Figure 8 , the case Pe = 1 and = 0.1 is given. After 50 W, the steady regime is observed and the averaged temperature reaches the expected value. When the combustion front comes to 70 W, the averaged profiles of gas temperature and solid temperature are plotted. No significant differences exist, except in the inlet zone where the gas phase enters at 500 K. In the front region, a peak temperature exists in the gas phase. This comes from the reaction at the interface; a small amount of heat released to the gas phase leads to an increase of temperature due to small gas heat capacity. After a short distance equal to 1 or 2 W, the averaged gas temperature rapidly approaches to the averaged one of the solid phase. The same value with a Pe = 10, gives us a strong difference in space between the two temperatures. Because of the small value of Pe and especially of thermal Pe value as explained in Debenest et al. (2008) , in this case there are no differences. (10) to (16). The last part of this article will be dedicated to the comparison between incompressible and compressible flows and quantification of the effects of composition and temperature with respect to density and dynamic viscosity. Several tests will be made to be compared with our incompressible case by varying the Pe number and values.
In Figures 9 and 10, the cases of Pe = 1 and 10 for the = 0.1 are presented for compressible flow. By comparing these two figures with Figures 5 and 8 , it can be seen that the variations of density and dynamic viscosity of the gas phase have no remarkable influence on the propagation of smoldering wave for the case of Pe = 10 and = 0.1. Further investigations seem to be necessary, such as more accurate chemical reaction schemes, variation of thermal capacity of gas phase, etc.
As shown in Figures 11 and 12 , differences of density and dynamic viscosity of the gas phase between compressible and incompressible flows are plotted in the direction of smoldering wave propagation. The comparison results clearly indicate that the difference is significant; especially in the chemical reaction region. This is because the variations of density and dynamic viscosity of the gas phase are highly temperature and compositiondependent.
In Figures13-15, the profiles of the transversally averaged temperature of solid phase for Pe = 10 in the incompressible and compressible flows are presented. Three different cases, namely, = 0.1, 0.5, and 1.5, are discussed. As illustrated in these three figures, the differences between the incompressible and compressible flows are significant. It can be clearly seen that the cases of compressible flow require longer distance to reach the equilibrium regime. Moreover, the maximum temperature of compressible flow in the direction of smoldering propagation wave is lower than that of incompressible flow. The temperature difference in the macroscale steps from the variation of global effective thermal diffusivity of porous media, which is related to the thermal dispersion and Peclet number etc. More details can be found in Debenest et al. (2005b) . The comparisons between the incompressible and compressible flows indicate that the ignorance of the variations of density and dynamic viscosity could result in the obvious discrepancy. Nevertheless, it should be noted that for the low values of , for instance, = 0.1 and 0.5, the agreement between the incompressible and compressible results are acceptable. Since the computations based on the compressible model give rise to the dramatic increase of computation time and complexity, the results based on the incompressible model can be used as the first guess of estimation. Furthermore, the microscopic temperature and oxygen concentration fields are indicated in Figures 17 and 18 , for x F = 160W, = 0.5, and Pe = 10 in the incompressible and compressible flows. Incidentally, Figure 16 shows the color codes used for temperature and oxygen concentration fields for the subsequent figures. As can be seen in these figures, the compressible flow has the larger reaction zone than the incompressible flow does. This phenomenon could be explained by the decay length of oxidizer concentration, which increases with the Peclet number. It should also be noticed that the oxygen concentration of compressible flow is much lower than that of incompressible flow. This is because the temperature increase in the compressible flow would result into the decrease of the mixture density based on Eq. (16).
CONCLUSIONS
In the present study, numerical simulations were made to investigate the effects of a set of governing parameters on the smoldering process in a horizontal channel. The calculations were carried out for both the compressible and incompressible flows. In the incompressible flow, it was found that a so-called reaction leading structure appears for < 1, and > 1 results in the reacting trailing structure. Moreover, it should also be noted that for the same , the case of Pe = 1 has a smaller temperature difference between the gas and solid phases than Pe = 10 does, which implies that the local thermal equilibrium assumption could be valid in the case of Pe = 1. By varying the density and dynamic viscosity of the gas phase, the calculations were conducted in the compressible flow to examine the effects of local compressibility and gaseous mixture on the propagation of the smoldering wave. The comparison between the compressible and incompressible flows demonstrates that the variations of pressure, density, and dynamic viscosity of the gas phase in the direction of the smoldering propagation wave are significant. Furthermore, the effects of local compressibility and gaseous mixture on the propagation of smoldering wave are negligible only for the small value, such as = 0.1. As the value increases, the difference of smoldering propagation wave between the compressible and incompressible flows are becoming more noticeable. It can be found that the compressible flow needs a longer distance to reach the equilibrium regime and has the larger reaction zone than the incompressible flow does. Therefore, the considerations of effects of local compressibility and gaseous mixture are necessary to obtain the more realistic and reliable results. As evidenced, the treatment of radiative transfers could buffer some of the conclusions made in this study by decreasing the differences of temperature obtained at the local scale.
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