Abstract-Regression-based tasks have been the forerunner regarding the application of machine learning tools in the context of data mining. Problems related to price and stock prediction, selling estimation, and weather forecasting are commonly used as benchmarking for the comparison of regression techniques, just to name a few. Neural Networks, Decision Trees and Support Vector Machines are the most widely used approaches concerning regression-oriented applications, since they can generalize well in a number of different applications. In this work, we propose an efficient and effective regression technique based on the Finite Element Method (FEM) theory, hereinafter called Finite Element Machine for Regression (FEMaR). The proposed approach has only one parameter and it has a quadratic complexity for both training and classification phases when we use basis functions that obey some properties, as well as we show the proposed approach can obtain very competitive results when compared against some state-of-the-art regression techniques.
I. INTRODUCTION Machine learning techniques have been actively pursued in the last decades, since there is a growing number of applications that require some sort of intelligent-based decisionmaking mechanism. Recently, deep learning-oriented works have pushed machine learning to the cutting-edge research related to unsupervised learning features from large datasets. For some applications, deeply learnable features work much better than handcrafted ones, but at the price of needing a considerable amount of data for learning purposes, otherwise the model can get overfitted.
Similarly to pattern classification, regression techniques aim at learning a function that can predict outputs given some input data, being the output not a single label, but any real-valued outcome instead. Problems related to weather forecasting, selling price and stock prediction are the most related ones when one talks about regression applications. As such, the reader can refer to a number of techniques to handle such problem, such as Neural Networks [1] , Support Vector Regression (SVR) [2] , Gaussian Processes [3] , and Bayesian regression [4] , just to name a few.
Although we can refer to a number of regression techniques in the literature, there is still room for improvements. Support Vector Regression, for instance, might be one of the most effective ones, but at the price of a high computational load to find out suitable parameters related to the kernel mapping process. On the other hand, Decision Trees are usually quite fast, but they may not generalize well for some complex problems. Such side effects, among others, have motivated us to think about alternatives and new solutions for regressionlike problems.
Moving from machine learning to numerical analysis, one of the most widely used approaches for finding approximate solutions to boundary-value problems in partial differential equations is the Finite Element Method (FEM) [5] , [6] . Roughly speaking, FEM divides the original problem into smaller pieces called finite elements, and the simple equations that describe each element are assembled in a complex one that should describe the whole problem. Therefore, given a set of points, FEM can interpolate them using basis functions in order to build a manifold that contains all these points. In this paper, we borrow some ideas related to FEM to propose FEMaR -Finite Element Machine for Regression, a new framework for the design of pattern classifiers based on finite element analysis. Depending on the basis function used, FEMaR can be parameterless. It also features a quadratic complexity for both training and classification phases, which turns out to be its main advantage when dealing with massive amount of data. In short, FEMaR learns a probabilistic manifold built over the training samples, which are the center of a finite element basis. Therefore, the problem of learning a manifold using one finite element basis is broken into a surface composed of several bases, centered at each training sample. In this paper, we show that FEMaR can obtain very competitive results when compared against some state-of-theart regression techniques.
The remainder of this paper is organized as follows. Sections II and III introduce the theoretical background related to FEM and FEMaR, respectively. Section IV presents the methodology and experiments used to evaluate FEMa in the context of regression problems, and Section V states conclusions and future works.
II. FINITE ELEMENT METHOD
In this section, we present the main concepts related to the Finite Element Method. Broadly speaking, FEM aims at approximating functions given a set of sampled points by means of basis functions. In a first step, the basis functions are used to interpolate the manifold based on the sampled points (domain) and their respective responses to that functions (image). Further, the approximation step aims at interpolating new points to the learned manifold.
A. Function Approximation
Let D and V be an infinite and a non-trivial set, respectively, and F : D → V be a function that contains an infinite number of mappings. Therefore, F can not be represented as a generic element in computers, and thus one needs to replace F by an approximation functionF in some finite subspace. Additionally, the quality of the approximation functionF can be measured by the norm F − F , where · can be any norm defined on some finite space. Also, that norm is often called approximation error.
1) Approximation Basis: A basis φ of the space V is an array φ = [φ 1 , φ 2 , . . . , φ n ] of functions whose elements are linearly independent. Also, every element v ∈ V can be obtained by a linear combination of those functions as follows:
where a = [a 1 , a 2 , . . . , a n ] such that a i ∈ . Notice the approximation functionF can be represented in computers by the real coefficients a when φ is a basis of some finite space.
2) Interpolation: One basic application of approximation spaces is the interpolation of discrete data. In this context, given a set of points X = {x 1 , x 2 , . . . , x n } such that X ⊂ D, and their respective set of associated values Y = {y 1 , y 2 , . . . , y n }, such that Y ⊂ V, the goal is to find an approximation functionF that interpolates the pairs (x i , y i ) such that:F
In order to describeF by the basis φ one needs to find the coefficients a such that:
The above equation means each element y i ∈ Y is generated from the linear combination between all basis functions and their respective coefficients. The above formulation is equivalent to solve the following linear system in the matrix notation:
where y = [y 1 , y 2 , . . . , y n ] T , and Z is an n × n matrix that stores the influence of each basis element φ i concerning the point x j , as follows:
3) Interpolating Bases: A basis φ is an interpolating basis regarding the points in X iff:
For such a basis, Z stands for the identity matrix, which means a i = y i , ∀i ∈ {1, 2, . . . , n}. However, one can face bases that are not interpolating natively. In this case, given a non-interpolating basis, we can obtain a new interpolating oneφ where each elementφ i is a linear combination of the elements φ i , as follows:
where Z −1 is the inverse of matrix Z.
B. Partition of Unity Basis
A basis φ is a partition of unity iff:
and
Such basis has smoothing properties, as follows:
where a l and a h stand for the minimum and maximum coefficients of a. The smoothness in interpolation-driven computations is often desired to avoid discontinuities. Given a basis φ that satisfies Equation 8 only, we can easily define a new basisφ in order to satisfy Equation 9 either. Such new basis can be obtained by means of the following normalization step:φ
C. Finite Element Basis
Let S(φ(x)) be the support of a given basis φ(x), which represents the set of points x ∈ D such that φ(x) = 0. A finite element basis φ for an approximation space requires S(φ(x)) be small and compact enough. The meaning of "small" depends on the context, but usually means the value (e.g. length, area, and volume) of S(φ(x)) is about 1/n of the measurements of D.
The union of all supports of basis φ should cover the entire domain D of the points where the function F (function to be approximated) is nonzero. The use of such bases of finite elements to the approximation of functions concerns the socalled Finite Element Method.
In this work, we use a special class of finite element bases, which are defined by points (meshless) [7] , [8] . In such basis, each finite element φ i has a central point x i located at the center of S(φ(x i )). In other words, we are just centering the basis at the point x i . Next, we present the basis used in this work, which is quite popular in the context FEM.
1) Shepard Basis:
In the Shepard basis [9] , each element is defined as follows:
where w : D × D → is a non-negative function, such that w(x, x i ) → ∞ when x → x i . Roughly speaking, the closer is x from x i , the larger is the value of function w. Such property implies that a Shepard basis holds the interpolating and partition of unity assumptions.
Usually, function w is chosen as a power k ≥ 1 of the inverse of the Euclidean distance, as follows:
where |x, x i | denotes the Euclidean distance between x and x i . Notice parameter k controls the smoothness of the interpolation process, and it should be chosen according to the user needs. 
III. FINITE ELEMENT MACHINE FOR REGRESSION

A. Background Theory
Let Z = Z 1 ∪ Z 2 be a dataset partitioned into a training (Z 1 ) and a test (Z 2 ) set. In this case, the pair (x i , y i ) ∈ Z denotes the feature vector (independent variables) x i ∈ m extracted from sample i, and y i ∈ stands for the value of dependent variables (output). Notice we adopted the very same formulation used in the previous section, i.e. a point in FEM formulation stands for a sample in FEMaR.
B. Manifold Learning
Depending on the basis function used to interpolate points, FEMaR does not require a training step, which turns out to be quite interesting when dealing with big data. Precisely, this assumption is true concerning bases that are natively interpolating, such as Shepard basis. On the other hand, with respect to non-interpolating basis, e.g. radial functions, one needs to compute Z −1 in Equation 7 . Also, if the basis function does not hold the partition of unity property, one shall compute Equation 11 either. Therefore, although FEMaR can be used with any basis function, we shed light over that bases holding both the interpolating and partition of unity properties are much more appealing when dealing with massive amount of data. As such, we can consider the calculation of Z −1 and Equation 11 as the training steps when using non-interpolating and non-partition of units bases.
Assuming we are using an interpolating and partition of unity basis (e.g Shepard), we can move to the testing step. Given a sample x ∈ Z 2 , we need to compute its dependent variable y, as follows:
where y j stands for the sampled value of x j . Roughly speaking, the estimation (testing) phase of FEMaR aims at assigning a real value to each test sample that is basically a weighted combination of all bases centered at the training samples. As a matter of fact, the weights are, essentially, the output of each training sample.
C. Toy Example
In this section, we present the FEMaR working mechanism on a bidimensional classification problem. Figure 3a shows a training set with samples distributed over a feature space. Concerning this example, we consider three different values to be estimated, which are represented by three different colors (i.e. red, green and blue). The task is to verify the influence region of each training sample in the image domain, i.e. we want "to interpolate" the remaining points (white ones) in the image frame displayed in Figure 3a . In this case, each sample (point) is described by its (x, y)-position, and the dependent value (output to be predicted) is a different color. The regression outputs of different regression methods are displayed in Figures 3b-g .
One can observe a very much clear difference among the methods: while decision trees generate discrete influence regions, SVR with Linear kernel and Bayesian Ridge regression seem to get confused, since the influence region of each training sample is not clearly defined. On the other hand, SVR with a Radial Basis Function kernel and FEMaR are capable to generate well-bounded influence regions for each training sample (colored points). However, FEMaR can also cover a larger area of the feature space, thus being able to generalize better when one lacks data.
Figures 4b, 4c and 4d depict the image frame after regression by FEMaR using the Shepard basis with k = 1, k = 3 and k = 5, respectively. Since we are using the (x, y) coordinates to describe each sample, the image refers to the influence of the training samples and their estimated values (color). Notice that FEMaR can obtain quite good and smooth functions for different values of k (Equation 13). As matter of fact, the larger the value of k, the less points will influence the regression process.
D. Complexity Analysis
As aforementioned, depending on the basis function used to build the manifold function (i.e. interpolating and partition of unity properties), FEMaR does not require an explicit training step, since we just need to place the training points, thus taking θ(1). However, if one uses a non-interpolating basis function, we need to compute the inverse matrix Z −1 in Equation 7, which requires θ(|Z 1 | 2.37 ) using the Coppersmith-Winograd algorithm [10] . In regard to the regression phase, for each test sample x, we need to compute Equation 12 , which requires θ(|Z 1 |). However, the denominator of such equation considers all training samples, thus becoming a constant, and we need to compute it only once. Since the test set contains |Z 2 | samples, the overall regression phase takes θ( Therefore, by using an interpolating basis function, the whole FEMaR learning and classification processes require a quadratic complexity with respect to the training/testing set size (i.e. when |Z 1 | = |Z 2 |).
IV. EXPERIMENTS
In this section, we present the methodology and the experimental setup used to asses the robustness and efficiency of FEMaR against four other regression methods: (i) Bayesian Ridge Regression (Bayes-R), (ii) Decision Trees (DT), (iii) Support Vector Regression with Linear basis function (SVR-L), and (iv) Support Vector Regression with Radial Basis Function (SVR-RBF). Such approaches were selected for comparison purposes since they have been commonly applied in a wide number of applications in the literature.
Concerning Decision Trees, we used two distinct versions: one composed of trees with maximum depth of 2, and another composed of trees with maximum depth 5. With respect to SVR-L, the parameter C was set to 0.0001, and concerning SVR-RBM the parameter C was defined as 0.001, and γ as 0.1. Finally, with respect to FEMaR, parameter k was defined as 3 1 . In regard to the implementation, the four regression techniques used in this work come from scikitlearning toolbox [11] , and concerning FEMaR we used our own implementation.
In order to validate the experiments, we employed 14 public benchmarking datasets 2 that have been frequently used for the evaluation of regression methods. Table I presents the main characteristics of the datasets, which were selected in order to model distinct scenarios, which comprise datasets with different number of features, sizes and normalized/nonnormalized features. The datasets were partitioned at random using 25%, 50% and 75% for training purposes, being the remaining samples for testing purposes. Notice the aforementioned protocol was repeated under 15 runnings for the computation of the Mean Squared Error (MSE) and computational load in seconds. The idea is to verify the behavior of FEMaR under training sets with different sizes. Additionally, the Wilcoxon signed-rank statistical test [12] with significance of 0.05 was used to validate the results. Table II presents the MSE results concerning a training set with 25% of the entire image for learning purposes. The most accurate results according to the statistical test are in bold. FEMaR obtained the best results in 6 out 14 datasets, Bayes-1 All parameters were empirically defined by means of a cross-validation procedure.
2 http://www.csie.ntu.edu.tw/ ∼ cjlin/libsvmtools/datasets R obtained and SVR-RBF achieved the best results in 10 and 8 datasets, respectively. However, for some situations (i.e. "abalone-scale" and "housing-scale") FEMaR obtained much better results than all techniques, as the opposite has happened either (e.g. "bodyfat-scale" and "mpg-scale"). In regard to normalized/non-normalized datasets, some techniques seem to be highly affected, such as SVR-L in "housing" and "mpg" datasets, for instance. In our case, FEMaR does not appear to be considerably affected by non-normalized features. Table III presents the mean computational load in seconds concerning the training and testing steps. The fastest techniques where Bayes-R and the ones based on Decision Trees, followed by FEMaR and SVR-RBF. SVR-L took longer in the situations where its results were the worst ones in Table II . Since SVR is essentially an optimization problem, SVR-L did not find a reasonable result for some datasets, thus taking longer in the search for better solutions (e.g. "housing" and "mpg").
Tables IV and V present the MSE values concerning training sets with 50% and 75% of the entire dataset, respectively. Concerning 50% of the dataset for training purposes, FEMaR obtained the best results in 6 out of 14 datasets, and with respect to 75%, the proposed approach obtained the best results in 7 out of 14 datasets. Roughly speaking, FEMaR also benefit from larger datasets, which is usually expected in machine learning applications. Figure 5 depicts the robustness of FEMaR with respect to different values of k concerning "triazines" dataset. One can observe that FEMaR gets little affected by different values of k, which is interesting, since we can save time when looking for the k-nearest neighbors of a given testing sample. We opted to use that dataset due to their small size, thus requiring low computational burden. 
V. CONCLUSIONS AND FUTURE WORKS
Supervised pattern recognition techniques have been paramount in the last years, mainly due to the increasing number of applications that make use of some decision-making mechanism. In this paper, we proposed FEMaR -A Finite Element Machine for Regression problems based on the Finite Element Method theory, which has been extensively used
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Experiments against five other well-known regression techniques in 14 datasets showed that FEMaR can obtain very competitive results, though being considerably fast and, in practice, it does not have a training phase. In regard to future works, we aim at extending FEMaR for clustering problems, as well as to evaluate the influence of other basis functions.
In addition, we shall implement its optimized version based on kd-trees to estimate the parameter k.
