fields (fields of flow velocities, fields of temperature and sea surface level, sea water density and salinity fields , etc.), in problems of statistical radio engineering and image modeling, as well as in many other engineering tasks.
Method of least squares (LSE), weighted or generalized LSE (WLSE, GLSE) methods, Kalman-Bucy filter and other techniques are commonly used in estimation, filtering and interpolation problems of random fields based on field measurements. When physical random fields being studied are Markov random fields in a wide sense (in other words, GaussMarkov random fields), or they can be approximated by Markov fields, we come to the computational schemes where we can meet the covariance matrices of measurements, inversions of which have diagonal structure: a) tridiagonal structure, in case of a simple (onedimensional, ordinary connected) Markov field; b) band-diagonal structure for m-connected Markov field (in literature they are also called the Gauss-Markov fields of m-th order (M-th order Gauss-Markov field); c) block-tridiagonal structure, in the case of vector ordinary connected Markov field; d) block-band-diagonal structure, in the case of mconnected vector Markov field.
A lot of papers are dedicated to the studies of matrices with diagonal structure, for example [1-5, 13, 19-21] . We should especially single out the most general article by G. Meurant, 1992 [19] , which represents in-depth review and analysis of the results of the study of the properties of inversions in respect of symmetric tridiagonal, block-tridiagonal and band matrices. The article summarizes a lot of results and gives full enough (34 titles) bibliography of publications in this field, in the period of 1944 -1992 . The review starts with the first publication by D. Moskovitz, 1944 [20] , which gives analytical expressions for the problems, considering 1D and 2D Poisson models.
Matrices connectivity, inversion of which have diagonal structure with Gauss-Markov Markov processes, were studied in works [1] [2] [3] [4] [5] [15] [16] [17] . In work [1] , devoted to the assimilation of data during study of large, multi-dimensional, timedependent fields by taking into account the structure of the matrix of measurements, it was managed to develop 4 efficient algorithms of Kalman-Bucy filter, reducing computing costs Accuracy of Discrete Markov Approximation in the Problems of Estimation of Random Field Characteristics by 2 orders in comparison with known algorithms. This possibility appears in the case where the measurement errors are approximated by Markov random field. In this case, the inverse of covariance matrix of field measurement errors has a band structure that allows to develop efficient algorithms in the sense of computing. Taking into account the sparseness of measurements, typical for the problems, reviewed in this article (e.g., results of satellite scanning), makes it possible to obtain algorithms that are even more effective. Matrices, inversion of which are band like, are considered in work [2] . In the paper, tridiagonal matrix is represented as the Hadamard product of three matrices. This leads to a very interesting result, when a random Gauss-Markov process is represented as the product of three independent processes: direct and inverse processes with independent increments and a process with stationary dispersion. Here we can see the connection between the matrices appearing in the expansion of tridiagonal matrix and the processes occurring in the decomposition of a random Gauss-Markov process. In this sense, the positively defined symmetric matrices with band inversions could be considered as a form of representation of Gauss-Markov random processes.
In paper [3] there were obtained algorithms of inversion of L -block band matrices, inversions of which also are L -block band ones. These inversion algorithms are applicable to problems of signal processing when Kalman-Bucy filter (KBF) is used. At the same time, these covariance matrices are approximated by block-band matrix. This gives an opportunity to reduce the computational complexity of the algorithms by 2 order and make KBF algorithms feasible for solving largescale problems.
In paper [19] there is a reference to the work of Barret, 1979 [21] , which introduced the concept of "triangle property" (matrix R has a "triangle property" if R ij = (R ik R kj )/R kk ); matrix, having "triangle property" and non-zero diagonal elements, has tridiagonal inversion and vice versa). It should be noted that "triangle property", introduced in [21] , coincides with a discrete form of the condition for the form of the covariance function of Markov process in a wide sense, given in the book by Dub, 1953, Theorem 8.1 [9] . We underline this, as results of Theorem 8.1 serve as a basis to many of the results given in Appendix 1, which are related to the study of the connectivity of matrices, inversions of which are tridiagonal, block, or block-tridiagonal matrices with the covariance matrix of the ordinary (simple) Markov processes, multiply connected Markov processes and vector Markov random processes.
Summarizing content of the above articles it may be noted that all these works study signal processing algorithms, having Markov property. At the same time, the structure of the matrix included in algorithms for processing such signals allows to obtain efficient computational algorithms to solve large-scale problems.
Unfortunately, when dealing with many real problems, we are dealing with the analysis of random processes, not having Markov property. Inversions of covariance matrices of measurements of such processes do not have a diagonal structure and are general type matrices. While processing observations of such processes, it does not give a possibility to use efficient computational schemes, obtained with the structure of diagonal covariance matrices of Markov processes taken into account.
Therefore, there exists an urgent problem of approximating arbitrary random processes by Markov processes. In this regard, works [2, 3, 5] are of interest, which address the problem of approximating the covariance matrix of a random Gaussian process by covariance matrix, inversion of which is a band matrix. Information loss of such approximation were estimated in [6] . These studies also showed that inversion of these matrices requires knowledge of direct matrix elements only lying inside the band of 2m +1 width.
Questions of non-Markov processes approximation by Markov processes were considered in [7, 8, 15, 16, [22] [23] [24] , as well.
Work [7] , dedicated to development of optimal detectors of sequences, presented several new classes of new suboptimal detectors of sequences obtained by replacing the covariance matrix of the process being studied by the covariance matrix of Markov process. Article [8] also considered Markov approximation of non-Markov processes.
Regardless of the results obtained in the works above, we in 1988-1992 obtained the results that overlap with the results of the reviewed papers. Unfortunately, our results are presented only in the form of manuscripts published in Russian (see, e.g. [15] ). There is only one article that was translated into English [16] and article [17] , which was published recently.
II. THE PROBLEM OF ESTIMATING CHARACTERISTICS OF A RANDOM FIELD ON THE BASIS OF MEASUREMENT OF ITS REALIZATION
Let us consider one of the well-known problems of the study of random fields -task of finding Linear Unbiased Estimates (LUE) of unknown parameters of the mathematical expectation model (deterministic component) of a random field.
Let the random field being observed is described by the model:
where 
to find the LUE of unknown parameters B . This problem is solved with the help of GLSE, which are defined by the formula (see, for example, [11, 12] ): The accuracy of estimates (2) is characterized by the covariance (dispersion) matrix defined by formula 
Highest accuracy of linear GLSE estimates is obtained at [11, 12] 1   n n K W (4) At the same time, GLSE estimates coincide with the BLUE. Thus, if the covariance matrix K n is known or can be calculated using functions k(s,t), we can develop the optimal GLSE estimates coinciding with BLUE:
for the dispersion matrix of which from (3), substituting (4) we obtain
Estimates (5) Although estimates are optimal (5), usage of them at a large number of measurements becomes difficult or impossible. This is due to the fact that the expressions (5) and (6) The same matrix 1  n K is part of the expressions to calculate the optimal estimates for more general tasks of processing of random processes on the basis of measurements. For example, the formulas of filtering, interpolation and extrapolation of a random field on the basis of measurements also include matrix 1  n K . We do not present here the well-known results, which could be found in numerous papers.
III. DISCRETE APPROXIMATION OF RANDOM PROCESSES BY M-

CONNECTED MARKOV PROCESSES
In many cases, we are dealing with observations of random processes, which do not possess the Markov property. Covariance matrix of the measurement of these fields do not have diagonal structure, i.e. they are matrices of general type. It does not allow, while processing observations of such processes, to use efficient computational schemes, typical for Markov fields.
Let us introduce the following notations for covariance matrices of Markov fields: Here two approaches could be offered, allowing to use results, obtained for Gauss-Markov Markov fields, for processing of observations of non-Markov fields.
1) Approximation of the covariance function of the test field by the covariance function of the Markov field, on the basis of any criterion of proximity of these functions. The problems of approximating other characteristics of a random field could be also considered: distribution law, other momental functions, spectral density, etc. This task for the Kullback-Leibler criterion or criteria of entropy maximum was solved in [2, 23] . Here the best criterion would be one that takes into account the ultimate objective of approximation, that is, for example, in the problems of estimation -the accuracy of the estimates.
2) Approximation of the covariance matrix of measurements of the observed field by covariance matrix of m-connected Markov field.
In solving problems of covariant statistics fields on the basis of a finite number of discrete measurements, probabilistic properties of the field are completely determined by dispersion setting at the measurement points and coefficients of the covariance predetrmination between these points. In other words, the covariance matrix of the measurements completely characterizes the probabilistic properties of the covariance field for discrete tasks (see, also similar conclusion in [2] Let us consider the problem of estimating a random field by means of discrete GLSE (see. Section 2). As already noted, the properties of GLSE estimates strongly depend on the type of weight matrix selected for development of estimates. If evaluated model is linear with respect to the estimated parameters, and matrix 1  n K is used as the weight matrix GLSE, the GLSE estimates coincide with the BLUE (see (4) 
At the same time, observed (approximated) random field can be either a non-Markov, or Markov field of higher connectivity than approximating Markov field. There can be offered a lot of different ways of Discrete Markov Approximation (DMA) of random fields. Below there is shown one possible way of such approximation, which guarantees (for the tasks related to GLSE estimation) that the resulting estimates are:
 no worse than weighted GLS estimates, at connectivity of approximating Markov equal to zero (m = 0);  coinciding with BLUE at connectivity of approximating field equal to n-1 (m = n-1), where nthe number of measurements. Such approximation actually means that the measurements of non-Markov field are replaced by Markov field measurements of connectivity m. This makes it possible to use cost-effective computational schemes, used for Markov fields. 2) The elements of K n matrix outside of band with width 2m+1 are replaced by new elements, calculated using formula
Thus, a matrix m n K is obtained, in which the elements within the band with width 2m +1 coincide with the corresponding elements of the original matrix K n , and the elements outside of the band are calculated with formula (7) with the help of elements situated inside the band. Note 1. In many cases it is sufficient to perform the first step only, because for many purposes it is not necessary to know the off-diagonal elements To investigate issues of accuracy of GLSE estimates obtained using the DMA algorithm, there have been carried large series of numerical experiments (computer simulation) with the covariance functions of non-Markov processes,which are widely used in the practice of engineering studies. The results of these experiments are presented in the following section.
V. COMPUTER SIMULATION OF THE ACCURACY OF THE DMA ALGORITHM FOR THE PROBLEM OF PARAMETRIC IDENTIFICATION OF MATHEMATICAL EXPECTATION OF THE RANDOM PROCESS
To assess accuracy of the DMA algorithm, the problem, given above in expressions (1) -(6) for a random field with one-dimensional argument t (random process), has been considered.
Let us assume that in points 3) n I -identity matrix of order n.
In the first case, the estimates of GLSE coincide with BLUE of the observed process, in the second case, these are estimates of GLSE for approximated process and, in the latter case, estimates of GLSE coincide with ordinary LSE estimates. The dispersion matrix of GLSE estimates of the parameters B considered for weight matrix has the following form (see formulas (3) and (6) of section 2):
2)
3)
Comparing the matrices In the experiments, the parameters 3 1    and the parameter θ were varied over a wide range, permitting to cover a large range of real experimental situations. 2. For clarity, the curve corresponding to  = 20, is multiplied by a factor of 1.71, and the curve corresponding to  = 50, by a factor of 2.43. 
VI. CONCLUSIONS
The results of computer simulation of DMA accuracy permit to make the following general conclusions about the possibility of using DMA in problems of GLSE estimation of random fields. 1) If measurements are weakly correlated in the area of the field observed, in other words, if the correlation interval is small relative to the interval of data removal, the use of optimal GLSE (BLUE) estimates provides light gain compared with conventional LSE estimates. In this case, it is advisable to abandon the optimal GLSE estimates in favor of the more computationally simple LSE estimates, even with well-known correlation properties of the process.
2) If observations are strongly correlated, particularly in cases where the covariance function contains a periodic component, the use of GLSE estimates provides a significant gain in accuracy of obtained estimates. For example, in some modeling situations, the value of the determinant of the dispersion matrix BLUE was dozens and hundreds of times less than the value of the determinant of the dispersion matrix of the LSE estimates (see. Appendix B). Obviously, in such situations the use of GLSE estimates with a weight matrix 3) The results of numerical experiments show that in all model cases the approximation of the covariance measurements matrix by matrix m n K , even at small values of connectivity m of approximating process allows to obtain GLSE estimates, whose dispersion matrix is virtually identical to the dispersion matrix BLUE. In experiments, such value of connectivity m is not greater than 4.
4) Of particular interest is the fact, that for the covariance functions 1 and 3, containing a periodic component, the value of connectivity m, at which the dispersion matrix of GLSE estimates becomes scarcely distinguishable from the dispersion matrix BLUE, was equal 2, regardless of the model, of mathematical expectation of the process and of the experiment plan. Obviously, this is due to the fact that these functions are defined by two parameters and at connectivity of approximating Markov process equal to 2, all information about the covariance properties of the field may be obtained by the elements of the covariance measurements matrix, existing in half band with width m. 5) To sum up, it could be said that in case of strongly correlated measurements, use of optimal GLSE provides large gain in accuracy of obtained estimates. At the same time, to simplify the calculation of such estimates it could be recommended to use a discrete approximation process observed by Markov process of a small connectivity. As the results of numerical experiments show, at least for the polynomial regression functions and for covariance functions of the types 1-4, the discrete Markov approximation allows to achieve a good compromise between the accuracy of obtained estimates and the complexity of calculating them.
VII. RESUME 4. On this basis, it is recommended, in order to simplify the processing of strongly correlated measurements in problems of parametric identification, filtering and interpolation of random fields with GLSE to use DMA algorithm. This allows to achieve a good compromise between the accuracy of the estimates and the complexity of calculating them.
5. For weakly correlated measurements, as always, the best method of estimation, in terms of simplicity, is the usual LSE.
APPENDIX A STRUCTURE OF COVARIANCE MEASUREMENTS MATRIX OF MARKOV PROCESS IN A WIDE SENSE (GAUSS-MARKOV RANDOM PROCESS)
A. An ordinary-connected (simple) Markov process Let the observed process Z (t) be a Markov process in a wide sense or Gauss-Markov random process (hereinafter everywhere it will be simply called "Markov process"). This means that the covariance function of Z (t) satisfies the condition of [8] 
From Dub's theorem it also follows that the condition (11) is not only necessary but also sufficient, i.e. positive definite function k(s,t) is the covariance function of the Markov process if and only if it satisfies condition (11) or, in other words, if the covariance function of a random process satisfies condition (11) , then such process is a Markov process in a wide sense.
Let the values γi (i = 1,2, ...) are defined as follows: Taking into account (11) and (12) the following theorem can be formulated. 
The matrix is
3. The elements are defined by the following expressions: 
B. Multiply connected (m-connected) Markov process
Let Z(t) be an m-connected Markov process. This means that the covariance between the discrete measurements of the Z(t) process meets the condition 
where
. Condition (15) can be obtained from (11) 
Graphic illustration of notations in formula (15) is shown at Figure 8 . Taking into account introduced notations the following theorem could be formulated. 3. The elements are defined as follows
