Abstract. In this note, we characterize maximal invariant subspaces for a class of operators. Let T be a Fredholm operator and 1−T T * ∈Sp for some p≥1. It is shown that if M is an invariant subspace for T such that dim M T M <∞, then every maximal invariant subspace of M is of codimension 1 in M . As an immediate consequence, we obtain that if M is a shift invariant subspace of the Bergman space and dim M zM <∞, then every maximal invariant subspace of M is of codimension 1 in M . We also apply the result to translation operators and their invariant subspaces.
Introduction
Let H be a separable Hilbert space, and let T ∈B(H), the set of bounded linear operators acting on H. A subspace M of H is called invariant for T if it is closed and T M ⊆M . The well-known invariant subspace problem is the following. Question 1. Does every bounded linear operator on a separable Hilbert space have a nontrivial invariant subspace?
The invariant subspace problem has an equivalent form on the Bergman space. Recall that the Bergman space L 2 a (D) over the unit disk D is the closed subspace of L 2 (D, dA) consisting of analytic functions, where dA is the normalized area measure on D. Let M z be the Bergman shift, i.e., the operator of multiplication by the coordinate function z. The invariant subspace problem is equivalent to the following question (cf. [2] and [8] ). Using methods from function theory and operator theory, Hedenmalm [6] got an affirmative answer to Question 2 in the case M =L Using completely different methods from classical operator theory, Trent [10] obtained the same result and generalized that result to the C n -valued Bergman space. The result was also obtained in Atzmon's paper [1] .
In this note, enlightened by [6] and [10] , we will study the invariant subspace problem in a much more general setting. Let T ∈B(H) and let M be an invariant subspace for
One motivation for studying maximal invariant subspaces lies in the analogy between maximal invariant subspaces and maximal ideals of commutative Banach algebras in the Gelfand theory. Another motivation is that, if for any invariant subspace M for the Bergman shift M z , the maximal invariant subspaces of M are of codimension 1 in M , then Question 2 will be answered affirmatively.
Our main result is as follows.
Theorem 1.1. Suppose T is a Fredholm operator and 1−T T
Applying the above theorem to the Bergman shift M z , we get an affirmative answer to Question 2 in the case dim M zM <∞. This covers the result of Hedenmalm [6] . In a sense, our result provides weak support for the invariant subspace problem. Obviously, the case dim M zM =∞ is the obstacle to the invariant subspace problem.
In Section 2, we will give the proof of the main theorem. It is worth mentioning that the proof will make essential use of a classical result from operator theory (see Lemma 2.2 below), which was brought into our sight by Trent's paper [10] . We also use some techniques in Trent's paper [10] .
In Section 3, we will apply the main theorem to concrete operators, which are closely related to the invariant subspace problem.
Proof of the main theorem
In this section, we will give the proof of the main theorem. To this end, we first establish some lemmas. Proof. Since R is Fredholm, there is an operator Q∈B(H) and a finite-rank operator F such that RQ=1+F . Then
As In the following, we use the notation P M to denote the orthogonal projection form H to the closed subspace M . 
and then 
Since ker R⊆ker T , we have dim ker R<∞ and
So R is Fredholm. Using Lemma 2.1 again, we have 1−RR
As we have proved that 1−RR * ∈S p , we obtain that 1−SS * ∈S p . So Claim 2 is true and the proof is complete. Now the main theorem is a direct consequence of the above lemma. For the convenience of the reader, we restate it here.
Theorem 2.4. Suppose T is a Fredholm operator and 1−T T
Remark 2.5. In Theorem 2.4, if the conditions on the operator T is replaced by 1−T * T ∈S p for some p≥1, and T has a finite generating set, then the conclusion still holds. In fact, the assumption that 1−T * T ∈S p implies that the range of T * is closed and has finite codimension. Thus T is left semi-Fredholm. Moreover, the fact that T has a finite generating set implies that the range of T has finite codimension. Therefore, T is Fredholm. This reasoning is essentially due to [3] . By Lemma 2.1, 1−T T * ∈S p . Thus the conditions on T in Theorem 2.4 are satisfied and the conclusion follows.
Applications
In this section, we will apply the main theorem to concrete operators on separable Hilbert spaces, which are closely related to the invariant subspace problem. In fact, since dim M zM <∞, σ e (M z | M )=∂D (cf. [11] ). Hence for any λ∈D, λ−M z is Fredholm. Thus 
As ψ is multiplicative, there is a λ 0 ∈D such that ψ(f ) = fe, e = f (λ 0 ).
We claim that λ 0 ∈D. To complete the proof, suppose that |λ 0 |=1. Put
For any f ∈B, we have
Since B is weak-star dense in H ∞ (D), we have
and hence D |e| 2 dA=0, a contradiction. Therefore, we have λ 0 ∈D as desired.
As ϕ λ0 e, e =ϕ λ0 (λ 0 )=0, we have ϕ λ0 e⊥e, and thus ϕ λ0 e∈N . Hence
Noting that as dim M ϕ λ0 M =1 and N is maximal in M , we have N =ϕ λ0 M , completing the proof.
If M =L 2 a (D), the above theorem is Hedenmalm's result [6] . Now consider the case dim M zM =n>1. By the fact preceding Theorem 3.2, for any λ∈D, dim M ϕ λ M =n, and thus ϕ λ M is not maximal in M . Given λ∈D, for any f ∈M , there is a nonnegative integer n f such that f =ϕ n f λ g for some analytic function g with g(λ) =0. Let [5] or [7, Lemma 6.3] ). This can be used to construct an invariant subspace I such that dim I zI =n. Assume without loss of generality that 0 / ∈A, for if 0∈A, we can replace A with ϕ λ (A) for some λ / ∈A. For 1≤j ≤n, let I j be the set of functions in L 2 a (D) vanishing on A\A j , then I j is a zero-based invariant subspace. Let G j be the extremal function of I j , by [7, Theorem 3 .31 and Corollary 6.16], we have G j (0) =0 and I j =[G j ], the invariant subspace generated by G j . Let I =I 1 ∨...∨I n , then I is an invariant subspace with the property dim I zI =n [7, Theorem 6.4] .
Let N =zI ∨CG 2 ∨...∨CG n . Since I =zI ∨CG 1 ∨CG 2 ∨...∨CG n and G 1 , ..., G n are linearly independent [7, Theorem 6.4] , N is of codimension 1 in I and thus maximal in I. Note that the functions in I have no common zeros, so n 0 =0, where n 0 is as defined in (3.1). We claim that N is a maximal invariant subspace of I that cannot be written as {f ∈I :f (λ)=0} for any λ∈D. In fact, since G 2 (0) =0, N cannot be written as {f ∈I :f (0)=0}. Moreover, N cannot be written as {f ∈I :f (λ 0 )=0} for any 0 =λ 0 ∈D either, because the functions in zI have no other common zeros except 0. Now we turn to another operator whose invariant subspaces are also closely related to the invariant subspace problem, and see what the main theorem tells us about this operator.
Let F 1 denote the Fock type space
where dA is the area measure over the complex plane C. The translation operator
Let D=d/dz be the differential operator. By [4] , both T b and D are bounded on F 1 . A closed subspace M of F 1 is called translation invariant if it is invariant for all the translation operators. Since T b =e bD , one can verify that a closed subspace M is translation invariant if and only if it is invariant for D [4] .
It is shown in [4] that the invariant subspace problem is equivalent to the following question on translation invariant subspaces of F 1 . e n ⊗e n .
So 1−DD * ∈S p for any p>1. Note that dim F 1 DF 1 =0<∞, and hence if there exists a maximal invariant subspace, say N , then by Theorem 1.1, N is of codimension
To reach a contradiction, let
Then M z is a bounded multiplication operator defined by the coordinate function. By [4] , there is an invertible operator S :
Since N is invariant for D and N =F 1 , SN ⊥ is a nontrivial invariant subspace for M z , and thus dim SN ⊥ =∞. This implies that dim N ⊥ =∞, a contradiction. Therefore, the space F 1 has no maximal translation invariant subspace, which is the desired conclusion.
In view of the above theorem, it is not feasible to study maximal translation invariant subspaces of F 1 . However, the following definition is natural in this setting. Let T ∈B(H) and let N be an invariant subspace for T . A T -invariant subspace M is called minimal over N if N M and there is no T -invariant subspace L such that N L M . We have the following proposition which is a direct consequence of Theorem 1.1. 
where Λ={λ k } ∞ k=1 is a sequence of distinct points in the unit disk D, {n k } ∞ k=1 is a sequence of nonnegative integers and P n k is the set of polynomials of degree less than or equal to n k . Suppose N =F 1 . We will describe all the minimal translation invariant subspaces over N .
To this end, recall that in the proof of Theorem 3.4, there is an invertible operator S : F 1 →F 2 (D) such that
One can also verify that
By the above equality, we can deduce that if N is a translation invariant subspace of the form (3.2), then 
If λ∈Λ, say λ=λ k0 for some k 0 , then
Applying equality (3.3) again, we get that if λ / ∈Λ, then the minimal translation invariant subspace M over N is
If λ=λ k0 for some k 0 , the minimal translation invariant subspace M over N is
