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ABSTRACT 
  
Various aspects of the catalytic synthesis of single-walled carbon nanotubes 
(SWCNTs) on transition metal nanoparticles were studied by combining atomistic 
simulations: reactive molecular dynamics (RMD), density functional theory (DFT), and 
ab initio molecular dynamics (AIMD), with in situ high-resolution environmental 
transmission electron microscope (ETEM) imaging. SWCNTs are carbon allotropes with 
applications in many technological fields owing to their exceptional properties that 
depend on their structural features. Understanding the nucleation and growth of 
SWCNTs can provide the tools to devise strategies to control their structure from the 
synthesis, thus allowing further development and implementation of nanotube-based 
technologies. 
The interactions of supported and unsupported carbon-philic and noble transition metal 
catalytic nanoparticles with adsorbed or dissolved carbon and nanotube seeds were 
investigated using DFT and AIMD simulations. These studies revealed differences in 
solubility and nucleation mechanisms on the different particles due to interactions with 
added C and the support. A cooperative nucleation mechanism was demonstrated using 
ETEM measurements and DFT, in which different facets of the catalyst with 
stronger/weaker adhesion facilitate nucleation/lift-off of the seed to form the nanotube. 
ETEM and RMD of supported Co catalyst during nanotube growth revealed structural 
changes in the nanoparticle and the coexistence of metal and carbide regions of 
fluctuating size directly affecting the growth rate and catalyst structure.  
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CHAPTER I  
INTRODUCTION AND LITERATURE REVIEW 
 
Carbon nanotubes are among the first materials that attracted a significant active 
interest in the nascent field of nanotechnology. Their discovery is attributed to Iijima in 
1991,
1
 and since then they have been the focus of intensive research due to their 
remarkable properties and the potential to be used in technological applications. Carbon 
nanotubes are being implemented in a vast number of fields
2
 including renewable 
energy
3
 and energy storage,
4
 high-performance electronics technology,
5
 flexible 
electronics,
6
 nanocomposite materials,
7
 environmental science,
8
 biotechnology,
9
 and 
nanomedicine.
10
 New and ingenious applications continue to be explored in order to 
exploit their outstanding properties: mechanical strength, great surface area, high 
thermal conductivity, and tunable optical and electrical properties.
11
 Suitability of carbon 
nanotubes for particular applications sometimes requires specific structural features of 
the nanotubes such as diameter and chirality to be uniform as well as low concentration 
of defects and alignment of nanotube arrays.
2
 Based on their structure, carbon nanotubes 
can be classified according to the number of concentric tubes into single- and multi-
walled and according to their helicity into zig-zag, armchair and chiral.  
The structure of a single-walled carbon nanotube (SWCNT) is typically described as 
that of a graphene sheet rolled up into a seamless tube. Graphene, having a 2-D 
honeycomb crystal lattice structure of sp
2
 carbon, is a semimetal with its valence and 
conduction bands touching each other at the Dirac points. Additional quantum 
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confinement is created when the graphene structure is rolled up into a nanotube, and 
therefore a SWCNT can exhibit metallic or semiconducting behavior depending on its 
helicity and diameter.
12
 The chirality or helicity of a SWCNT can be uniquely defined by 
a chiral vector Cn,m = na + mb, where a and b are the unit vectors of the honeycomb 
lattice, and n and m are the chiral indices. Depending on the chiral indices (n,m) or chiral 
angle θc (eq 1.1) formed between the unit vectors, different types of nanotubes such as 
zig-zag with (n,0) indices and θc= 0°, arm-chair with (n,n) indices and θc= 30°, and 
chiral with chiral angles between 0° and 30° can be obtained with diameter given by eq 
1.2, where acc is the nearest-neighbor carbon distance. 
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The electronic and optical properties of a SWCNT are dependent on its structure, as 
diameter and chiral indices affect the electronic structure and combinations of these 
parameters produce tubes with band gaps ranging from zero to a few eV.
13
  In terms of 
electrical conductivity, nanotubes with indices that follow the rule n – m = 3∙x (where x 
is a nonnegative integer) exhibit metallic behavior, or semiconducting behavior 
otherwise, based on the analysis of the electronic structure.
14
 Accordingly, as-
synthesized SWCNTs are expected to be typically a mixture of ~66% semiconducting 
and ~33% metallic tubes,
5
 thus posing a challenge for their use in some applications that 
require nanotubes with uniform properties and structure. Other structural factors such as 
 3 
 
density of defects, vertical or horizontal alignment, and overall quality of nanotubes 
affect how effectively their properties can be exploited and their use in specific 
applications.
15
  
Further development of technologies, which can be enabled and benefited by 
incorporating nanotubes, requires the formulation and implementation of strategies that 
allow producing SWCNTs with properties and characteristics as desired. One promising 
approach to achieve this goal is via templated synthesis, which in the context of catalytic 
synthesis of SWCNTs, seeks to use the structure of the catalyst as a template to guide the 
structure of the resulting nanotube.
16
 Current research efforts aim to attain a better 
understanding of the nucleation and growth mechanisms, which in turn can provide 
fundamental knowledge to devise strategies leading to a controlled SWCNT synthesis. 
The present work seeks to contribute to the understanding of the nucleation and growth 
mechanisms of SWCNTs via catalyzed synthesis and the nature of the interactions 
between the nascent nanotube structure and the catalyst. The challenges associated with 
this endeavor are manifold, with a considerably wide parameter space of process 
variables, and the resolution required to investigate phenomena occurring at short-time 
and small-size scales intrinsic of the nanotube growth process. Therefore, the approach 
presented here is focused on specific stages and conditions of the synthesis process using 
molecular modeling at different levels of theory. Density functional theory (DFT) and 
reactive molecular dynamics simulations (RMD) are combined with in-situ experimental 
observation from high-resolution environmental transmission electron microscopy 
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(HRTEM) in a collaborative effort with the National Institute of Standards and 
Technology (NIST) to better understand SWCNT growth from its early stages. 
 
1.1 Selective Synthesis of SWCNTs   
One of the first techniques used to produce carbon nanotubes was arc discharge 
evaporation, where a direct current (DC) arc voltage is established across two graphite 
electrodes with carbon vaporizing from the positive electrode in an inert atmosphere to 
produce multi-walled carbon nanotubes deposited on the negative electrode.
1
 Single-
walled carbon nanotubes can also be obtained when the anode contains metals such as 
Ni, Co or Y.
17
  Carbon nanotubes were also initially synthesized by laser ablation, a 
method in which carbon and metal atoms are vaporized using a laser source to produce 
self-assembled carbon nanotubes deposited on metal nanoparticles.
18
 Variations of these 
strategies generally included a source of carbon evaporated from a source through 
heating by laser pulses, electric arcs or radiative fluxes, which made them high energy-
consuming processes.  
Among the most successful methods, due to its scalability, higher degree of control 
and lower energy requirements than methods previously used is catalytic chemical vapor 
deposition (CVD). The process consists of the catalytic conversion of a carbon precursor 
gas into carbon nanotubes on the surface of catalyst nanoparticles. The most common 
metals used as catalysts in the CVD process are Ni, Fe, and Co, however nanotube 
growth on noble metals (Cu, Ag, and Au), late transition metals (Pd, Pt, and Ru) and 
early transition metals (Mn, Cr, and Mo) has also been reported.
15
 Typical CVD 
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processes for the growth of carbon nanotubes require temperatures ranging from 600°C 
to 1000°C and low to moderate pressures (1-10 bar).
19-20
 Catalyst nanoparticles used in 
CVD can be either floating or supported, both of which offer different possibilities to 
influence the structure of the synthesized nanotube, for example, by changing the 
synthesis conditions
21
 or the interactions between the nanotube and the support.
22
  
Synthesis strategies such as the CoMoCAT process proposed by Resasco et al.
23-24
 
initially achieved a narrow distribution of nanotubes with 57% semiconducting 
SWCNTs from a product containing a mostly (6, 5) and (7, 5) nanotubes
23
 and 55% of 
pure (6, 5) nanotubes after modifying the gaseous feed composition and support 
morphology.
24
 This degree of control of the SWCNT structure is attributed to two key 
aspects of the CoMoCAT process: the presence of a second metal in the catalytic particle 
(Mo + Co), and the effect of the support, both of which exert influence on the particle 
morphology and stability.  
The selective growth of (6, 5) nanotubes was also achieved by Fouquet et al. from 
monometallic Co supported on an oxidized Si wafer. In-situ x-ray photoelectron 
spectroscopy of this system revealed that the interfacial Co-Si interactions play a role in 
both stabilizing the nanoparticle/nanotube diameter and producing a narrow diameter 
distribution.
25
 Preferential growth of semiconducting SWCNT (~90%) was later reported 
on supported monometallic Co nanoparticles, which possessed a well-defined crystal 
structure.  High-resolution transmission electron microscope imaging analysis of the 
supported nanoparticles indicated an epitaxial relationship between the nanoparticle and 
the MgO support, which conferred structural uniformity to the Co nanoparticles and the 
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ability to selectively grow nanotubes with (6, 5) chirality (~53%). Interestingly, 
decreasing the growth temperature shifted the selectivity toward nanotubes with (7, 6) 
and (9, 4) chiral indices with slightly larger diameters.
26
 In addition, a number of 
experimental strategies to achieve high selectivity toward other chiralities has been 
explored and reported, where connections can be established between a crystalline 
particle and narrow distributions of nanotube chirality, for example, high content of (9, 
8) SWCNTs grown on Co nanoparticles supported on mesoporous silica, and bimetallic 
WCo catalysts to selectively produce (12, 6),
27
 (16, 0)
28
 or (14, 4).
29
  
Significant progress has been made to obtain carbon nanotubes with desired structures, 
high yield, purity, and alignment using CVD.
15-16
 Many experimental efforts to achieve 
these goals have been focused on seeking combinations of synthesis parameters such as 
choice of catalyst and support, type of carbon precursor gas and additives, temperature, 
and pressure.
15
 In retrospect, the state of the catalyst, its structure and composition, and 
the changes that it undergoes during the catalytic process under the synthesis conditions 
seem to have a deterministic role on accomplishing control of the SWCNT structure. 
Therefore, significant efforts have been devoted to elucidate and understand the 
transformations of the catalyst particle during the nucleation and growth stages of 
SWCNTs. A summary of the current knowledge on these mechanisms and an overview 
of the present work are discussed next. 
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1.2 Nucleation and Growth Mechanisms of SWCNTs 
The synthesis of carbon nanotubes according to the CVD process begins with the 
decomposition of the carbon precursor gas on the surface of the catalyst, which consists 
of a transition metal particle previously synthesized and typically deposited on a metal 
oxide support
30
 or formed in situ during the nanotube synthesis process as a floating 
catalyst.
31
 The importance of the structural features of the catalyst particle stems from its 
role as nucleation site and regulator of the tube diameter.
25
 Early TEM studies of 
postsynthezised SWCNTs attached to Mo and Ni/Co catalysts provided information 
leading to the formulation of the yarmulke hypothesis, which proposes that the carbon 
atoms, resulting from the decomposition of the precursor gas, assemble into a graphene 
cap on the catalyst surface while lowering the surface energy of the metal nanoparticle.
30
 
In more general terms, this stage is known as nucleation and it is followed by partial 
detachment of the nanotube cap from the catalyst, while carbon atoms at the rim remain 
attached to it, and elongation or growth of the nanotube. 
Two of the main factors affecting the structure of the nanotube cap as it forms are: 1) 
the relative stability of the cap on the catalyst surface, and 2) the mechanism for the 
continued addition of carbon atoms diffusing on the surface and from the carbon interior 
to form hexagonal rings at the reactive edges of the existing cap.
32-35
 It has been 
suggested that such factors and the nanotube cap topology can be influenced during 
nucleation by controlling epitaxial relationships between the growing nanotube cap and 
the catalyst surface, and therefore control of the overall nanotube structure can be 
achieved as long as the base structure of the nanotube cap does not change during 
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elongation.
36-38
 Changes on the nanotube structure occurring after the cap is formed have 
been reported from molecular simulations and seem to be influenced by the state of the 
catalyst particle and its stability.
39
 
The vapor-liquid-solid (VLS) model is one of the most generally accepted mechanisms 
to describe the growth of SWCNTs by CVD. It was first proposed by Wagner and Ellis 
for the growth of Si whiskers
40
 and in the context of carbon nanostructures Baker et al. 
used it to describe the growth of carbon filaments.
41-42
  According to the original model, 
atoms or molecules in the vapor phase deposit on the catalytic particle, which behaves as 
a liquid droplet, and later precipitate after supersaturation of the particle to form a solid 
filament. The main ideas proposed by this model are a) that the particle is liquid and b) 
that atomic diffusion of the reacting species occurs inside the particle. Baker et al. 
estimated activation energies that correspond to diffusion barriers of carbon through the 
metals studied, thus demonstrating the second hypothesis of VLS and indicating that 
diffusion inside the particle is the rate determining step of carbon filament growth.
42
 
Nevertheless, agreement was found for diffusion of carbon in a solid nanoparticle, which 
contradicts the first hypothesis of VLS. TEM observations of a variety of nickel 
nanoparticle morphologies after nanotube growth initially supported the idea of a liquid 
particle,
43
 however it was later demonstrated via in-situ TEM observations that despite 
deformation, Ni and Fe nanoparticles maintained a crystalline structure during growth.
44
  
Further evidence supporting hypotheses about the catalyst being a liquid particle,
45-47
 a 
solid particle,
26-27, 48-49
 and a fluctuating-solid particle, which exhibits changes in shape 
based on a creep mechanism induced by capillary forces exerted by the nanotube,
50-51
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has been presented. This seems to indicate that under favorable conditions, which may 
vary from one catalytic system to another, either type of particle can sustain SWCNT 
growth. Transitions between a solid and liquid state of the catalyst are affected by 
particle size, carbon content, and interactions with the support. 
For small transition metal nanoparticles with diameters under 10 nm, a depression of 
the melting point is observed due to higher surface-to-volume ratio and the larger 
contribution of the surface atoms to the total energy of the system.
52
 SEM analyses of Fe 
and Co nanoparticles showed differences in the reduction of the melting point of 
particles exposed to different atmospheres from 1535°C and 1495°C in the bulk phase to 
900°C and 650°C in Ar atmosphere and 650°C and 600°C in CH4 atmosphere, for Fe 
and Co respectively. This observation indicates the formation of a eutectic compound in 
a methane atmosphere, which occurs at a lower temperature than the eutectic point of the 
bulk material.
53
 In addition to affecting the solid-liquid transition, the dissolution of 
carbon into the particle structure can further affect the nanoparticle structure and 
interaction with the nanotube.
54-55
 
Solubility in nanoparticles is different than solubility in bulk systems, with many 
nanosized systems showing a significant increase in solubility as size decreases.
56-57
 
Theoretical studies of carbon solubility in metals, which are known to dissolve carbon in 
the bulk phase, such as Fe and Ni have predicted a significant increase in solubility 
compared to that of the bulk phase at the melting temperature.
19
 Even metals with a lack 
of carbon solubility in the bulk phase, such as Au, have shown the ability to dissolve 
carbon for particles at the nanometric scale.
58-59
 The dissolution of carbon in transition 
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metal nanoparticles may result in the formation of stable and metastable carbides. 
However, the existence, stability and role of a carbide phase on the growth of SWCNTs 
remain a subject of debate. Formation of carbides in nanoparticles at SWCNT growth 
conditions has been found to be favorable
46, 50
 and unfavorable
44, 60-61
. In addition, 
distinguishing between metal and carbide structures can be challenging in some cases 
due to similarities of lattice constant and distortion of the structures due to size effects.
62
 
Evidence and arguments have been presented to demonstrate the inactivity of transition 
metal carbide nanoparticles for SWCNT growth, based on their stability,
63
 higher bulk 
diffusion barriers
15, 64
 and weaker interaction with carbon on the surface
65-66
. Conversely, 
successful nanotube growth on carbide nanoparticles has been reported,
50, 67-68
 thus 
indicating that nanotube growth may occur on both metal and metal-carbide 
nanoparticles, possibly at different rates and mechanisms.
69
 
Overall, the nanoparticle structural features and catalytic activity are susceptible to 
change during nucleation and growth due to an interplay of both internal and external 
factors. Interactions of transition metal catalytic surfaces with the nucleating carbon 
nanostructures seem to have a determining role in the type and quality of structure 
formed and the continuity of the growth process. For example, transition metal catalysts 
that bind the nanotube more strongly such as Fe, Co and Ni exhibit a better nanotube 
growth performance than Pd, Cu and Au.
70
 Investigations of the interactions of chiral 
nanotube caps in contact with Ni(111) flat surfaces revealed small differences depending 
on lattice match.
37
 Structures other than nanotubes such as C flakes and flat nanotubes 
caps are expected to form when the interactions with the catalyst are weak, while 
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stronger interactions promote the formation of pentagons and the curvature needed to 
form a nanotube.
71
 Furthermore, the morphology and activity of supported nanoparticles 
in a variety of catalytic systems have been found to be influenced by the nature 
metal/support interactions.
72
 Despite the lack of understanding of the role that such 
interactions can play in SWCNTs synthesis, experimental and theoretical evidence 
seems to indicate the possibility of using the catalyst-support interactions to influence 
the structure of the nanotube.
24, 38, 55
 
Efforts to understand the complex dynamic interactions between the growing nanotube 
structure, the catalyst, and the support during nanotube nucleation and growth have 
greatly benefited from imaging and spectroscopy as well as molecular simulation 
techniques.
62, 73-74
 The purpose of this work is to advance the understanding of SWCNTs 
nucleation and growth mechanisms using DFT and RMD simulations combined with 
HRTEM analyses, while providing clues about key factors where further research should 
be focused. The outcome of this investigation will contribute to building a clearer picture 
of the molecular phenomena occurring during the CVD synthesis of SWCNTs and 
provide sufficient knowledge to aid in devising selective growth strategies.  
 
1.3 Outline and Summary of Research 
Understanding and defining the role of the catalyst structural and electronic features in 
the CVD synthesis of single-walled carbon nanotubes is a critical step to achieve 
controlled growth. The approach taken in this work to investigate the nucleation and 
growth of SWCNTs consists of DFT and AIMD simulations to study interactions 
 12 
 
between carbon, the catalytic nanoparticle, and the support, and a combination of RMD 
simulations and ETEM measurements to determine the evolution of the interactions and 
structure of the nanoparticle and the nanotube. 
In Chapter III and Chapter IV, carbon adsorption and dissolution in the catalyst and the 
adhesion of model nanotube seeds on metal clusters were investigated. The early stages 
of the synthesis process were studied using two types of catalyst nanoparticles: a carbon-
philic transition metal, namely Ni in Chapter III and Rh, a noble metal in Chapter IV. In 
Chapter III, the energy of interaction between dissolved carbon and Ni indicates an 
energetically favorable dissolution process. The interactions of the nanoparticle with 
model nanotube caps were characterized by an electron density transfer between the 
particle and the tube, and revealed differences in the interactions between metal and 
carburized nanoparticles in contact with the nanotube. In Chapter IV, the dissolution of 
carbon on Rh was found to be limited and affected by particle size and the presence of 
an MgO support. The effects of two different surface facet terminations of the support, 
namely the (100) Mg- and O-terminated surface and the (111) OH-terminated surface, as 
well as a graphene seed representing the nascent nanotube on the catalyst particle and 
their interactions are discussed. 
Chapter V describes the nucleation of a SWCNT on a Co nanoparticle supported on 
MgO. ETEM images indicated the presence of stable surface facets in the catalyst 
particle. The nucleating nanotube was observed to adhere more closely to the Co-
terminated (020) facet and detach from the Co- and C- terminated (210) facet. DFT 
calculations confirmed differences in the energy of adhesion of the nascent nanotube on 
 13 
 
the two different facets. It was concluded that the presence of surfaces with different 
terminations and local composition aids in the process of nucleation of the carbon 
structure and lift-off that allows elongation of the nanotube. 
In Chapter VI and VII, the nucleation and growth of SWCNTs on Co were 
investigated by combining RMD simulations and ETEM measurements. Chapter VI 
discusses the evolution of the catalyst structure and composition during carbon 
dissolution and nucleation. These early stages are characterized by fluctuations of the 
catalytic nanoparticle shape and the establishment of a carbon gradient observed in both 
simulations and experiments. Chapter VII focuses on the growth stage, when the 
nanotube cap is fully formed, followed by lift-off and nanotube elongation. ETEM 
images revealed the presence of coexisting metal and carbide regions in the nanoparticle 
that fluctuate during SWCNT growth. Similar fluctuations in the C concentration profile 
of the nanoparticle were identified from RMD simulations and a correlation between 
them and the nanotube growth rate was determined. The contribution to the overall 
growth rate from surface diffusion was found to be constant, while the rate due to C bulk 
diffusion from the nanoparticle interior exhibited an oscillatory behavior that was 
attributed to fluctuations in the size of metal and carbide regions in the nanoparticle. 
Finally, Chapter VIII summarizes the findings presented and discussed in previous 
chapters, while providing recommendations and research directions for the continuation 
of this work.   
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CHAPTER II  
METHODOLOGY 
 
A brief overview of the computational methods used in this work, DFT, RMD and 
AIMD, is presented in the following subsections. 
 
2.1 Density Functional Theory 
DFT is a computational quantum mechanical method that serves as an approximation 
to solve the Schrödinger equation
75
 and determine the energy levels of quantum 
mechanical systems. 





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t
i         (2.1)  
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
        (2.2) 
Eq 2.1 corresponds to the time-dependent form of the Schrödinger equation and eq 2.2 
corresponds to the time-independent form. The Hamiltonian operator Ĥ is an energy 
operator and the wave function Ψ is a function that contains information about the 
quantum state of system. When the Hamiltonian operator is applied to the wave function, 
it yields the energy of the system multiplied by the wave function. Therefore, the time 
independent Schrödinger Equation (eq 2.1) is an example of an eigenvalue equation. The 
Hamiltonian operator for a system with K nuclei and N atoms is described as:  
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The kinetic energy of electrons and nuclei are described by the first and second terms, 
respectively in eq 2.3. The electron-electron, electron-nuclei, and nuclei-nuclei 
coulombic interactions are represented by the third, fourth, and fifth terms, respectively. 
According to the Born-Oppenheimer approximation,
76
 the Schrödinger equation can be 
simplified by neglecting the kinetics of the nuclei, considering that the nuclei are 
considerably heavier and slower than the electrons. After applying this approximation, 
the Schrödinger equation becomes:  
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The many-body problem represented by eq 2.4 still requires a significant numerical 
computational effort. Further simplification is provided by density functional theory, 
which focuses on calculation of the electron density. The basis of DFT was proposed by 
Hohenberg, Kohn, and Sham,
77
 and was built around the idea that the ground-state 
energy of the system is a unique functional of the electron density. Although the exact 
form of the functional is unknown (more specifically, the Vxc term in eq 2.5), it must 
fulfill the condition that the electron density minimizes the energy of the overall 
functional. According to the DFT approach Schrödinger equation can be expressed as: 
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The kinetic energy of the electron and its interaction with the nuclei are represented by 
the first and second term, respectively in eq 2.5. The third term is the Hartree potential,
78
 
which corresponds to the electron-electron coulombic repulsion, and it is given by eq 
2.6. 
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The fourth term in eq 2.5 representing the correction due to self-contribution 
interactions and the exchange and correlation effects is defined in eq 2.7. 
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The Perdew-Burke-Ernzerhof functional (PBE)
79
 based on the generalized gradient 
approximation (GGA)
80
 as implemented in the VASP software was used in all the 
systems simulated in this work. The use of a “frozen core” approximation and the 
projected augmented wave method (PAW)
81
 are appropriate to describe the systems due 
to their periodicity. A detailed description of the parameters used for each simulation is 
presented in the computational methods section of each chapter. The real wave function 
of the system can be approximated as using a linear combination. For periodic systems, 
such as those considered in this work, wave functions that can account for the periodicity 
of the simulation cell are required. Bloch plane waves
82
 were used to describe those 
systems as shown in eq 2.8. 
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2.2 Reactive Molecular Dynamics Simulations 
The evolution of the atomic positions of the models studied, including the effect of 
time and reaction conditions, is described using reactive molecular dynamics simulations 
(RMD). In general, classical molecular dynamics simulations describe the time evolution 
of a system in terms of classical Newtonian mechanics. The energy expression for 
according to MD is given by: 
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Each term of eq 2.9, in order of appearance, represents: Van der Waals interactions, 
Coulombic interactions, energy of interaction due to bonds between two atoms, energy 
due to angular interactions between three atoms, energy due to torsion interactions 
between four atoms, and finally the kinetic energy, which reflects the temperature of the 
system. The set of functions used to describe each type of interaction is known as a force 
field. Force fields can be constructed based on experimental information or quantum 
mechanics calculations. A force field that allows formation and breaking of bonds is 
known as a “reactive force field” and is the basis of RMD simulations. Force fields 
dictate how each particle (atom or molecule) represented in the model interacts with one 
another via the calculation of the force between them at each step of the simulation. The 
force on particle (i) due to interactions with each particle (j) is described by eq 2.10:     
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The algorithm used to model the dynamics in our simulations was the predictor-
corrector algorithm (PC).
83
 According to this methodology, the positions ri, velocities vi 
and accelerations (ai = Fi/Mi) at a given time t are used to predict the same variables at a 
time t + Δt using a series expansion. At each step, a new force and acceleration between 
atoms are calculated, and the difference between the previous and current step is used as 
a proportionality factor to correct the new variables describing the system. 
The simulations in this work were conducted at constant temperature. Scaling of the 
velocities is necessary after each step to maintain constant temperature
84
. The 
temperature at each step is calculated according to eq 2.11 and the scaling is shown in eq 
2.12. 
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The simulation temperature is controlled using a thermostat algorithm. Typical 
thermostats used in MD simulations include Berendsen,
85
 Nosé-Hoover,
86
 and 
Langevin
87
. In this work, Langevin dynamics was used to control the simulation 
temperature by introducing corrections to the force that are random and temperature-
dependent, and corrections that consider frictional forces. Eq 2.13 shows the expression 
for corrected forces according to the Langevin thermostat.  
randomiBiicorrectedi nTMVMFF  2                 (2.13) 
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The nucleation and growth of single-walled carbon nanotubes in a CVD process is 
simulated using RMD simulations as implemented in the SIMCAT code developed at 
Prof. Balbuena’s research group at Texas A&M University.32 This code allows the 
simulation of SWCNT growth on Ni, Co or Cu particles deposited on a model support. A 
typical RMD simulation to model SWCNT growth consists of a periodic orthorhombic 
simulation cell of appropriate size containing a metallic nanoparticle deposited on a 
model support represented by a fixed graphene layer. Periodicity in the Z direction is 
eliminated by placing a hard wall that prevents the interactions of the growing nanotube 
with the support in the contiguous cell. The carbon precursor gas corresponds to 
monoatomic carbon atoms (representing gases such as CO or CH4) randomly added to 
the box to maintain a constant gas density, as specified at the beginning of the 
simulation. Once a gas particle comes in contact with the catalyst nanoparticle, it is said 
that the particle has been “catalyzed”. The addition of carbon to the nanoparticle for a 
period of time and the C-C interactions dictated by a reactive force field allow the 
formation of carbon chains and hexagons that create the nanotube cap and its elongation 
to form the nanotube. 
The force field used to describe atomic interactions in SIMCAT consists of a 
combination of equations to describe each type of atomic interactions. The metal-metal 
interactions in the catalyst particle are described by the Sutton-Chen potential,
88
 
according to eqs 2.14 and 2.15.   
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The parameter ρ calculated according to eq 2.15 describes the local density around 
each metal atom and determines how it interacts with other metal atoms, according to eq 
2.14. The metal-carbon and metal-support interactions are dictated by the force field 
developed by Balbuena et al
89
 based on the Tersoff-Brenner potential
90
. The energy of 
interaction in these cases is described according to eq 2.16 with contributions due to 
repulsion from eq 2.17 and attraction from eq 2.18. 
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The pre-exponential factor in eqs 2.17 and 2.18 is a weighting factor that describes the 
distance dependence of the attractive and repulsive interactions. The αij parameter in eq 
2.16 determines the interactions between the metal atoms in the particle and the support. 
The carbon-carbon and carbon –support interactions are described by eq 2.16 as well 
with contributions from repulsion between atoms given by eq 2.19 and attraction by eq 
2.20.  
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Repulsion and attraction for carbon-carbon interactions are modeled using equations 
that differ from those presented for the metal-carbon interactions to account for the 
weakened C-C bond strength due to interactions of carbon with metal atoms. Some of 
the advantages of using RMD are that it allows the consideration of time evolution of the 
system, and incorporation of the reactions conditions for relatively large numbers of 
atoms at the expense of not considering the electronic interactions explicitly. For a DFT 
level description of the dynamic behavior of the system, smaller systems were simulated 
using ab initio molecular dynamics simulations (AIMD). 
 
2.3 Ab Initio Molecular Dynamics Simulations 
AIMD simulations combine the rigorous treatment to determine the energy states of 
the system using DFT with classical equations to allow predictions of dynamic trajectory 
of the particles. Among the various approaches to implement this combination, the Born-
Oppenheimer molecular dynamics
91-92
 approach is utilized here. According to this 
methodology, the potential energy of the system calculated at each time step corresponds 
to the Born-Oppenheimer potential energy, which described the quantum state of atoms 
whose positions are updated using a classical molecular dynamics scheme.   
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CHAPTER III  
STRUCTURE AND DYNAMICS OF METALLIC AND CARBURIZED 
CATALYTIC NI NANOPARTICLES: EFFECTS ON GROWTH OF SINGLE-
WALLED CARBON NANOTUBES

 
 
3.1 Summary 
Understanding the evolution of the catalyst structure and interactions with the nascent 
nanotube at typical chemical vapor deposition (CVD) conditions for the synthesis of 
single-walled carbon nanotubes is an essential step to discover a way to guide growth 
toward desired chiralities. We use density functional theory (DFT) and ab initio 
molecular dynamics (AIMD) simulations on model metallic and carburized Ni clusters 
to explore changes in the fundamental features of the nanocatalyst: geometric and 
electronic structure, dynamics and stability of the carburized nanocatalyst, and 
interactions with nascent nanotube caps at two different temperatures (750 and 1000 K) 
and different carbon composition ratios. This allows us to gain insight about the 
evolution of these aspects during the pre-growth and growth stages of CVD synthesis of 
single-walled carbon nanotubes and their implications for reactivity and control of the 
nanotube structure. 
 
                                                 

 Reprinted with permission from “Structure and Dynamics of Metallic and Carburized Catalytic Ni 
Nanoparticles: Effects on Growth of Single-Walled Carbon Nanotubes” by J. L. Gomez-Ballesteros, and 
P. B. Balbuena, 2015. Phys. Chem. Chem. Phys. 17, 15056-15064, Copyright 2015 by The Royal Society 
of Chemistry.  
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3.2 Introduction 
A significant and sustained interest in finding ways to synthesize nanomaterials has 
emerged a couple of decades ago. Motivation for this was nourished by predictions of 
materials with extraordinary properties conferred by their nanometric dimensions. 
Among the ample variety of nano-sized novel materials that continue to cause 
fascination, carbon nanotubes maintain interest as new exciting applications emerge, and 
efforts to produce them in a selective and efficient manner continue to increase
15
. 
Potential uses of single-walled carbon nanotubes (SWCNTs) range from nanoelectronic 
devices such as electron field transistors
93
, to biomedical
94
, separations
95
, 
electrochemistry
96
 and other innovative energy-related applications
2
. The attractiveness 
of SWCNTs for these and other emerging applications is derived from their outstanding 
properties including excellent thermal conductivity
97
, electron mobility
98
, electron 
transfer in electrodes
99
, optical properties
100
 and mechanical stability
101
.  
A number of synthesis techniques have been developed to fabricate SWCNTs at low 
cost and large-scale
102
. However, the lack of control of the nanotube structure (and 
associated chirality) remains to be one of the main obstacles for the selective synthesis 
of SWCNTs. Structural features such as diameter, length, defect density, and chiral 
angle are fundamental to determine the suitability of SWCNTs for each particular 
application due to the strong structural dependence of their properties
103
. Despite the 
existence of complex separation techniques that can achieve a high degree of purity of 
SWCNT with specific features
104-106
, developing methodologies to selectively produce 
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SWCNT stays in the spotlight of researchers as a more efficient and economically viable 
option. 
Catalytic chemical vapor deposition (CVD) is currently one of the most commonly 
used methods for the synthesis of SWCNTs. Some of its main advantages are a relatively 
low cost and high degree of control and scalability
15
. A typical CVD scheme operates at 
temperatures ranging from 600 to 1300 K, and pressure between 1 and 5 atmospheres. 
Supported or floating transition metal nanoparticles in a gas phase reactor are used as 
catalysts and hydrocarbons, ethanol, methanol, CO2 or CO are usually the carbon 
sources
107-108
.  Experimental
109-110
 and theoretical studies
38, 111-113
 aiming to reveal the 
growth mechanisms at the atomic scale have allowed the elucidation of important 
features of the catalyst and the nanotube during the nucleation and growth stages and 
continue to bring questions that motivate further research into each aspect. One example 
in particular is the observation of SWCNT growth on pure transition metal catalysts
114
 
and on carbide nanocatalysts
51, 115
, raising questions such as what is the role of C atoms 
dissolved in the nanoparticle? How can they affect the structure and activity of the 
catalyst? And how does the structure of the catalyst influence the type of carbon 
nanostructure grown on its surface?  
A fundamental aspect that may be crucial to determine the final nanotube structure 
during CVD is the correlation between the nascent nanotube and the structure of the 
nanocatalyst. Among proposed growth mechanisms, a template effect in which the 
nucleation process of the nascent cap structure is guided by the structure of the 
supported nanocatalyst has been predicted and observed
36, 113, 116
. The opposite case 
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where the nanocatalyst accommodates its shape to the growing carbon nanostructure has 
also been observed and is known as inverse template effect
117
. The second case is more 
likely to be observed during synthesis using a floating catalyst
118-120
. Current 
experimental techniques such as electron scanning microscopy have allowed in situ 
atomic scale observations, providing evidence of the influence that the nanoparticle 
structure can have on the nascent nanotube
116, 121
. Such observations can be further 
examined and interpreted with the use of quantum mechanical calculations. 
Computational tools such as density functional theory (DFT) and ab initio molecular 
dynamics (AIMD) are helpful providing relevant information to elucidate the key 
aspects of the catalyst that may be determinant of the nanotube structure. Consequently, 
exploring and understanding the structure and chemical nature of the nanocatalyst 
becomes a required step toward elucidating growth mechanisms and using them as tools 
to devise control strategies over the structure of SWCNTs.  
Ni, Co, and Fe are the most common catalysts in SWCNT synthesis. DFT calculations 
of Ni nanoparticles in contact with model nanotubes have been previously studied and 
reported in the literature. Borjesson et al. investigated the effect of the Ni55Cx carbide 
composition on SWCNTs growth by estimating the binding energies between SWCNTs 
with specific chiralities (namely (3,3), (5,5), (9,1) and (10,0)) and both Ni and Ni carbide 
particles. They concluded that nanotubes interact more strongly with the pure metal than 
with the carbide; however the difference was reported as small compared with the total 
adhesion energies
122
. Wang et al. also studied adhesion energies, chemical potential and 
charge distribution between Ni55 clusters and selected nanotube caps with chiralities 
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(5,5), (6,5) and (9,0).  The energetics of the different carbon structures in contact with 
the nanoparticle showed small differences and were characterized by electron transfers 
between the nanoparticle and the nanotube
123
.  
The dynamics and stability of a carburized nanocatalyst at the synthesis temperature, 
its local composition, shape, electronic structure, and interactions with nascent nanotube 
caps are the focus of the present work. Although the dynamic evolution of the catalyst 
and the nanotube has been studied in the past using reactive classical molecular 
dynamics providing a step-by-step picture of the catalytic process, diffusion in the 
nanoparticle, and incorporation into the growing nanotube of the precursor carbon,
55,54
 it 
is important to gain further insights of the effects of electronic distribution without the 
bias imposed by effective force fields. Here we use AIMD to study the dynamics of a 
carburized Ni nanoparticle at typical CVD synthesis conditions and the same 
nanoparticle in contact with model nanotube caps resembling the early stages of 
nanotube growth. Because the extension of the simulated time frame is limited and 
phenomena such as the incorporation of C atoms to the nanotube rim are not included, 
this study resembles growth in the limit of low pressure of precursor gas. Comparisons 
between the pure metallic particle and the carburized particle help to elucidate the 
interactions of these catalysts with the growing carbon nanotube. 
 
3.3 Computational Methodology 
We use spin-polarized DFT calculations with the Perdew-Burke-Ernzerhof exchange-
correlation functional
79
 implemented in the Vienna ab initio simulation package 
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(VASP)
124-128
. The electron-ion core interactions are treated with the projector 
augmented wave (PAW) pseudo-potentials
81, 129
 and the valence charge density with a 
plane wave basis set with a cutoff energy of 400 eV. The geometry relaxations were 
performed using the conjugate gradient algorithm with an energy stopping criterion of 
10
-3
 eV, and for the electronic self-consistent loop 10
-4
 eV was employed.  A Gaussian 
smearing with a 0.05 eV width was used. AIMD simulations were performed using the 
NVT ensemble at 750 and 1000 K with the Nosé thermostat and a time step of 1 fs. A Γ-
point Brillouin zone sampling for integration in the reciprocal space was used for energy 
relaxations and in AIMD simulations. Estimation of atomic charges was performed 
using the Bader charge analysis scheme, in which the electronic charge density enclosed 
within an atom defined by zero flux surfaces corresponds to the total electronic charge of 
said atom
130-131
. The base model in our simulations is a 55-atom Ni nanoparticle in a 
cubic box with side length of 3 nm, allowing sufficient space to avoid interactions with 
periodic images in any direction. Modifications to our model include the successive 
addition of C atoms into octahedral sites to resemble carbon dissolution and carbide 
formation, followed by attachment of chiral nanotube caps over the nanocatalyst 
structure.  
Our initial model consists of a 55-atom unsupported Ni nanoparticle constructed using 
Materials Studio®
132
. The nanostructure was built taking a Ni face-centered cubic (fcc) 
crystal as a base. After relaxation of the initial structure, a progressive addition of C 
atoms into octahedral sites within the nanoparticle structure was performed. For each C 
addition the nanoparticle structure was allowed to relax. C atoms were added until 
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saturation of the octahedral sites inside the nanoparticle was reached while maintaining a 
stable structure (Figure 3.1).  The energy of interaction of the individual carbon atoms 
was estimated by subtracting the sum of energies of the nanoparticle without carbon 
(ENi55) and number of C atoms (n) times the energy of an isolated carbon (EC) atom from 
the energy of the system (ENi55Cn). The result was normalized dividing by the number of 
carbon atoms added.  
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Figure 3.1 Side view of the structure of Ni55C14 after locating C atoms in the inner 
octahedral interstitial sites of a Ni55 unsupported cluster. Gray and brown spheres 
represent Ni and C atoms, respectively. 
 
 
In order to study the interactions of the nickel nanoparticle and the carbon atoms 
dissolved within its structure with the nascent nanotube, model nanotube caps were 
constructed using the software CaGE
133
. Nanotube caps were built taking into account 
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the isolated pentagon rule, according to which the stability of the cap is favored when 
the six pentagons needed in the structure are isolated from one another
134
. Figure 3.2 
illustrates the model carburized nanoparticle in contact with the nanotube caps. Four 
model nanotube caps were considered for nanotubes with chiral indexes (8,7), (9,6), 
(11,5), and (13,0) in representation of chiral nanotubes with semiconducting (Figure 
3.2a) and metallic character (Figures 3.2b and 3.2c) and zigzag nanotubes with 
semiconducting character (Figure 3.2d). The cap indexes were selected to obtain 
nanotubes with a diameter slightly larger than the nanoparticle diameter. The caps were 
placed in contact with relaxed structures of Ni55C14 nanoparticles. 
 
 
Figure 3.2 Side view of the structure of the carburized Ni55C14 in contact with four 
different nanotube cap models with chiral indexes (n,m): a. (8,7), b. (9,6), c. (11,5) and 
d.(13,0). Gray and brown spheres represent Ni and C atoms, respectively. 
 
The dynamics of the carbon atoms inside the unsupported Ni nanoparticle at two 
different temperatures, 750 K and 1000 K, was studied during 8 ps for two different 
compositions Ni55C10 and Ni55C14 using AIMD simulations. Further AIMD for the 
Ni55C14 nanoparticles in contact with four different model nanotube caps was carried out 
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for a simulation time of 3 ps. The individual trajectories of carbon were followed to 
obtain useful information about the dynamic evolution of the nanocatalyst structure, the 
influence of the nascent nanotube and the occurrence of carbon association.  
 
3.4 Results and Discussion 
3.4.1 Energetics of Carbon Dissolution and Evolution of Atomic Interactions  
Table 3.1 shows that for each successive addition of C atoms to the Ni nanoparticle, 
the energy of the carburized particle is lower than the sum of the energies of the Ni 
nanoparticle and C atoms separately. Thus, the incorporation of C atoms into the 
nanoparticle structure is thermodynamically favorable, as expected for transition metals 
capable of dissolving carbon. Across additions the energy of interaction is consistent 
(mean=-6.49, standard deviation=0.12). 
 
Table 3.1 Energy of the system and energy of interaction for each successive addition of 
carbon into the Ni nanoparticle as defined in eq 3.1. 
 
#C atoms 0 1 2 4 6 8 10 14 
E_int. (eV) 0.0 -6.48 -6.40 -6.57 -6.59 -6.57 -6.55 -6.27 
 
The composition of the particle once the octahedral sites were occupied without 
deformation of the particle shape and structure was Ni3.92C. This C concentration is 
lower than those of stable or metastable carbides such as Ni3C and Ni2C. The ability of a 
Ni nanoparticle to dissolve C is dependent on its size and the conditions it is exposed to 
(temperature and C chemical potential). Systematic analyses of the stability of 
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carburized Ni nanoparticles have been performed using computational tools such as tight 
binding and Monte Carlo simulations
135-136
 reporting that carbon solubility tends to 
increase with: a) decreasing particle size, b) increasing temperature, c) increasing 
chemical potential (pressure of precursor gas). Similar behavior has also been observed 
for other transition metals
137
. Generally, a nanoparticle has a much higher limit of C 
dissolution than a bulk metal has, which in turn affects the melting temperature by 
decreasing it at growth conditions
137
. Thus, it is expected for the particle morphology to 
change dramatically from that shown in Figure 3.1. This has been clearly observed using 
classical molecular dynamics simulations at the CVD temperatures (~ 1000 K)
54-55
 and 
in situ experimental techniques such as environmental transmission electron microscopy 
(ETEM) imaging of SWCNT growth on Ni and transition metals, in which structural 
fluctuations and reshaping effects are present with
50
 and without
138
 (negligible) carbon 
dissolution Though carbide phases have been identified in nanoparticles at growth 
conditions
121, 138
, there is still a debate regarding the formation and stability of carbide or 
surface carbide during the SWCNT process.  Here minimum distances between C-C, Ni-
C and Ni-Ni atoms were monitored throughout the AIMD simulations to observe 
variations in the nanoparticle structure and evaluate whether association among C atoms 
dissolved in the nanoparticle would be possible.  
Figure 3.3a illustrates the minimum distances between  Ni and C atoms in the 
carburized Ni nanoparticle of composition Ni55C14 at 1000 K. Ni-Ni distances were 
observed to be maintained about an average value of 2.27 Å, which is in fair agreement 
with typical Ni interlayer distances in Ni carbides
139-140
. Ni-C minimum distances show 
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little variation around an average value of 1.76, in agreement also with distances found 
in Ni carbides
139-140
. C-C minimum distances were found to be kept out of range for C-C 
bond formation, with a lowest minimum distance of 2.29 Å. Therefore C-C association 
inside the nanoparticle is not found. The average minimum C-C distance is 3.11 Å with a 
standard deviation of 0.22 Å, showing greater variability with respect to Ni-C and C-C.  
Higher variation of the C-C minimum distance accompanied by a gradual increase in 
its value is a reflection of the dynamics of C atoms migrating from their original 
octahedral positions towards the subsurface of the nanoparticle. Such migration process 
is further illustrated in the analyses of individual atom-pair distances followed 
throughout the simulation time. The effect of varying nanoparticle composition and 
temperature was found to be practically insignificant for Ni-Ni and Ni-C minimum 
distances. Variations in C-C minimum distances for different compositions and 
temperature can be attributed to statistical variability within each set of conditions.  
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Figure 3.3 Monitoring of minimum distances found during the simulated time between 
Ni-Ni, Ni-C, C-C and C-CN, where C-C refers to distances between C atoms inside the 
nanoparticle and C-CN are distances between C in the nanotube cap rim and C atoms 
dissolved in the nanoparticle. a) Ni55C14 at 1000 K and b) Ni55C14 in contact with the 
nanotube cap of indexes (8,7) at 750 K. 
 
3.4.2 Interactions Between a Carbon Cap and the Carbide Nanoparticle  
Figure 3.3b shows the dynamic evolution of the minimum distances between Ni and C 
atoms for the carburized nanoparticle having a (8, 7) nanotube cap attached to its surface 
(shown in Figure 3.2a). Ni-Ni and Ni-C minimum distances showed little variation with 
respect to the type of cap in contact with the nanoparticle, with average distances of 2.33 
Å and 1.79 Å respectively. These values remained almost constant throughout the 
simulation time. The C-C minimum distances increased as the simulation progressed as a 
result of the bulk diffusion of the C atoms inside the nanoparticle and migration toward 
the subsurface. In Figure 3.3b we analyze the minimum distances between C atoms in 
the rim of the nanotube cap and the C atoms inside the nanoparticle (named C-CN). In 
all four cases of caps studied, minimum C-CN distances were out of range for bonding 
interactions between C atoms during the extension of the simulation.  
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Thus, chemical association between the C atoms dissolved in the nanoparticle and the 
C atoms in the cap rim was not observed. Nevertheless, the occurrence of such 
association has been reported for nanoparticles with higher C content, where the 
incorporation of diffusing C atoms from the bulk of the nanoparticle into the nanotube 
rim has been observed for longer simulation times in classical molecular dynamics
141
. 
Although the migration of C atoms from the inner octahedral positions to the subsurface 
of the nanoparticle was evident, segregation to the exterior of the nanoparticle was never 
observed. This lack of carbon nanostructure growing pattern is attributed to a C 
concentration below that corresponding to saturation of the nanoparticle; i.e., even 
though all the octahedral sites were occupied (as it would be in the case of carbide 
formation), the nanoparticle may still dissolve more C atoms adopting a non-carbide 
structure, as observed in classical MD simulations of the SWCNT growth
46, 54-55
 before it 
becomes saturated and C atoms are segregated to the surface. This suggests that a 
particle with the pure carbide structure wouldn’t facilitate the precipitation of C atoms to 
the surface, because their Ni-C interaction energies are too strong (Table 3.1).  However, 
during SWCNT growth, the particle is under additional carbon pressure (not included in 
our simulations) that would facilitate saturation of the catalytic nanoparticle and 
subsequent carbon segregation to the surface and formation of carbon nanostructures. 
 
3.4.3 Dynamics of the Atomic Pair Interactions 
Further insights can be obtained from the analysis of individual pairs of adjacent C 
atoms, Ni atoms, and Ni and C atoms that were randomly selected to be monitored 
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throughout the simulation. The analysis reveals structural and chemical changes in the 
nanostructure of the carburized nanoparticles. A minimum of ten pairs of atoms for each 
pair type was considered in each simulation. The bars depicted in Figures 3.4a, 3.4b, and 
3.4c represent the number of distances between pairs that fall within a specific range of 
distances (Δd = 0.2 Å). Figure 3.4a illustrates the behavior of the selected atom pairs in 
the carburized Ni55C14 nanoparticle at the beginning of the simulation, with C atoms 
located in octahedral sites at 1000 K. Distances between pairs of Ni atoms and Ni-C in 
the inner and outer layers of the nanoparticle show a narrow distribution, reflecting the 
initial state of order of the C atoms with respect to Ni and Ni within the original 
structure. The wider distribution of C-C distances arises from the fact that C atoms were 
initially located spread across the extension of the nanoparticle in octahedral positions. 
As the simulation progresses, the most significant changes observed in Figure 3.4b are 
the inner and outer distances of Ni-Ni pairs, which become wider as the Ni atoms in the 
nanoparticle fluctuate their position as a result of the high temperature dynamics. The 
distribution of C-C distances becomes even wider as some C atoms begin migrating 
towards the subsurface. Evidence of this C migration process is also observed from the 
inner Ni-C distribution becoming considerably flatter and wider than other distributions, 
thus indicating changes in the nanoparticle internal structure and the relative position of 
C atoms inside the Ni cluster. In contrast, the overall dynamic effects on the outer Ni and 
C atoms are balanced in such a way that the outer Ni-C distances maintain a narrow 
distribution approximately in the same range. 
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Figure 3.4c shows the distribution of pair distances after 8 ps of simulation. At this 
point the nanoparticle structure is closer to an equilibrium state evidenced by narrower 
distributions of Ni-Ni and Ni-C with defined peaks located at 2.5- and 1.9-Å, 
respectively. Although the C-C distribution is wider here than at an intermediate stage, 
the presence of a peak at 3.6 Å indicates a relative ordering of the C atoms to some 
extent after migrating from their initial octahedral location to the subsurface. These 
results are in conformity with the pair radial distribution function (RDF) of all pairs of 
atoms in the nanoparticle with peaks located at 2.45-, 1.85-, and 3.45-Å for Ni-Ni, Ni-C 
and C-C respectively and comparable relative width (Figure A.1 in Appendix A).  
An increment in the width of the distribution of C-C peaks is observed for the 
nanoparticles with higher C content due to an increased driving force for the migration 
of the C atoms dissolved in the nanoparticle toward the subsurface. At low temperature 
the distribution of Ni-Ni and Ni-C distances tends to be narrower for the nanoparticles 
with higher C content as the arrangement of atoms is more structured, whereas the 
opposite occurs at higher temperature where the dynamics plays a more important role in 
the relative motion of the atoms in the nanoparticle. Estimation of the C diffusion 
coefficients supports these ideas, as the motion is increased with increasing temperature 
and increasing carbon content (Table A.1 in the Appendix A information). In turn, a 
reduction in the sharpness of the C-C peaks is observed for the nanoparticles with lower 
C content. In all cases, the differences between inner and outer Ni-C and Ni-Ni distances 
are insignificant.  
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Figure 3.4 Histograms indicating the absolute frequency of atom pairs separated by a 
specific distance in the Ni55C14 carburized nanoparticle at 1000 K at a given simulation 
time: a) initial ~ 0 ps b) intermediate ~ 4 ps and c) final ~ 8 ps. Bar color code: C-C 
(blue), Ni-Ni(o) (purple), Ni-Ni(i) (green), Ni-C(i) (blue) and Ni-C(o) (red). The legend 
in parenthesis indicates whether the atoms were initially located at the nanoparticle 
surface (o) or the interior of the nanoparticle (i).  
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3.4.4 Nanoparticle Morphology  
Small changes in the overall shape of the nanoparticle are observed throughout the 
simulation. The unsupported carburized nanoparticles maintained a spherical shape 
characterized by the absence of stable, well-defined facets as the positions of the surface 
atoms presented small fluctuations due to the temperature-induced dynamics. Typical 
catalysts used in the synthesis of single walled carbon nanotubes that may exhibit well-
defined facets have been reported
121
. Such structural features of the catalyst are believed 
to play an important role in the adsorption and lift off of the nascent nanotube cap. A 
significant factor that influences shape in real catalysts is the presence of a substrate, 
which depending on the strength of the metal-support interaction, may exhibit a more 
defined structure and thus may have a significant influence on the nanotube structure 
(template effect)
55, 116-117, 142
. In our model systems, the absence of a substrate leads to a 
moldable structure of the nanoparticle that can accommodate to the growing nanotube 
shape. This effect is known as inverse template effect
117
 and can be observed in Figure 
3.5.  Round caps such as those of (8,7) and (9,6) help maintain a spherical shape in the 
nanoparticle; narrower and more elongated caps such as those of (11,5) and (13,0) cause 
the nanoparticle to adapt its shape to match more closely the shape of the nascent 
nanotube (Figures 3.5c and 3.5d). Similar reshaping effects have been observed from 
ETEM studies of SWCNT tip growth, a mode of growth in which the nanoparticle 
detaches from the substrate and remains attached to the nanotube tip, allowing greater 
mobility of the metal atoms and accommodation of the nanoparticle to the nanotube 
structure via capillary-driven surface diffusion.
143
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Figure 3.5 Electron density maps for the carburized nanoparticle with a cap of chiral 
indexes a. (8,7), b. (9,6), c. (11,5), and d. (13,0). The color images were obtained using 
the software XCrySDen
144
. 
 
3.4.5 Electronic Distribution  
Changes in the electronic structure of the different nanoparticles considered in this 
study are examined by estimating partial atomic charges and charge differences using a 
grid-based Bader analysis algorithm
131
, plotting electron density maps, and calculating 
the electron density of states. The distribution of charges between Ni and C atoms in the 
carburized nanoparticle is slightly shifted with increasing carbon content and is not 
affected by changes in temperature. The average magnitude of the Ni and C atomic 
charges are +0.12 e and -0.68 e respectively for Ni55C10, whereas for Ni55C14 the Ni and 
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C average charges are +0.18 e and -0.69 e respectively. Thus, the addition of C atoms to 
the carburized nanoparticle causes a stronger attraction between Ni and C evidenced by a 
slight increase in the magnitude of the average charges in both cases. This may also be a 
contributing factor to the wider distributions observed for the Ni-Ni and C-C distances in 
Ni55C14. 
The electron density of the nanoparticles with and without model nanotube caps, after 
3 and 8 ps of AIMD respectively, was mapped on planes parallel to the z direction. 
These planes were located to intersect rich regions of electron density in the nanoparticle 
and bonding between the nanotube C atoms as illustrated in Figure 3.5. The regions in 
red indicate the absence of electron density. The space around the nanoparticle is devoid 
of electron density showing that the size of the simulation box is sufficiently large to 
prevent interactions with periodic images. The electron density is localized around the 
closest contacts between C atoms in the nanotube cap and the Ni atoms at the 
nanoparticle surface, where catalyzed addition of C to atoms to the nanotube rim occurs. 
In all cases, high population of electron density is concentrated around C atoms both in 
the nanoparticle and the nanotube cap with electron densities of around 1 e/Å
3
(pink 
regions), whereas an intermediate electron density population is found around Ni atoms 
(green regions). This suggests the occurrence of interactions involving charge transfer 
between Ni and C atoms, as revealed by their respective charges. Similar results have 
been reported in previous studies with pure Ni55 clusters indicating an electronic charge 
transfer from Ni atoms to C atoms at the nanotube edge
123
. In order to visualize and 
describe such interactions, further calculations of charge differences were performed for 
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the nanoparticle with nanotube caps (combined system) and each individual component 
of the system (nanoparticle and nanotube cap); they are discussed in the next section.  
To further understand the role of C atoms dissolved in the nanocatalyst structure, an 
estimation of the energy of adhesion of the nanotube cap to the nanoparticle was 
performed on both pure Ni55 and the Ni55C14 carbide nanoparticles in contact with the 
four model nanotube caps, after running in AIMD for a time sufficiently long to reach 
equilibration. The energy of adhesion (depicted in Figure A1.3) per carbon atom at the 
nanotube rim is fairly similar between metal and carbide nanoparticles. The maximum 
difference between energy of adhesion for a particular nanotube cap is 0.14 eV/C atom 
and no apparent preference for the nanotube models studied to attach to either 
nanoparticle were found.  
 
3.4.6 Reactivity of the Nanoparticle  
Regions of electron accumulation and depletion were calculated for the four nanotube 
caps in contact with the Ni55C14 nanoparticle to display an isosurface with an isovalue of 
0.03 e/Å
3
. Figures 3.6a and 3.6b illustrate the accumulation and depletion of electron 
density as result of the interaction between the carburized nanoparticle Ni55C14 and the 
nanotube cap of indexes (9,6). Regions of electron accumulation are mainly localized at 
the space between the C atoms of the nanotube cap rim and the surface Ni atoms in 
direct contact with them. 
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Figure 3.6 Charge density difference analysis for Ni55C14 (a and b) and Ni55 (c and d) 
nanoparticles in contact with a nanotube cap with chiral indexes (9,6). Green regions in a 
and c correspond to electron accumulation. Blue regions in b and d correspond to 
electron depletion. 
 
This region of confined electron density provides an adequate reactive environment for 
the continuous incorporation of C atoms from the precursor environment in a typical 
CVD scheme. 
145-146
 Other regions of electron accumulation are located at the hexagons 
closest to the nanotube rim which may provide an environment that allows bond 
flexibility in the growing carbon lattice. This reasoning is consistent with previous 
observations indicating that C atoms in the vicinity of the rim are able to relocate within 
the nanotube network allowing the healing of defects
147
. Regions of electron depletion 
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are mainly located in two types of regions: 1. Ni atoms in close contact with the 
nanotube cap. 2. Around C-C bonds located at the nanotube rim. This suggests that once 
C atoms have been incorporated into the nanotube rim, they partially donate their 
electron “share” to their neighbor Ni and C atoms in the vicinity of the rim, thus 
contributing to the reactivity of the nanotube-nanoparticle interface region and flexibility 
of the nanotube lattice near the cap rim. 
146
 
 
 
Figure 3.7 Average partial atomic charges for Ni atoms in Ni55C14 and Ni55 placed in 
contact with nanotube caps. Distinction is made between Ni atoms at the surface in 
contact with the cap (blue) and the remainder of Ni atoms (red).  
 
The accumulation and depletion of electron density as result of the interaction between 
the Ni55 nanoparticle and the nanotube cap of indexes (9, 6) is depicted in Figures 3.7c 
and 3.7d. Regions of electron accumulation and depletion are located analogously in the 
metallic cluster Ni55 as in the carburized nanoparticle Ni55C14, however the degree of 
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accumulation or depletion of electron density is notoriously larger in the carburized 
nanoparticle. The smaller individual regions of accumulation between the Ni surface 
atoms and the C atoms of the cap rim observed in Ni55 appear as a larger and more 
continuous region extended along the nanotube rim for Ni55C14. Similarly, disconnected 
depletion regions in the former appear merged in the latter. The implications of this 
observation may be significant in terms of reactivity, as electron rich environments are 
known to provide favorable conditions for sustained catalytic activity
148
. The presence of 
dissolved C atoms affects the electronic structure in the catalytic nanoparticle, increasing 
the strength of its interaction with the nascent nanotube and leading to larger electron 
accumulation and depletion regions. Evidence for the differences in the electronic 
structure of the two types of nanoparticles is found from the charge analysis of Bader 
and electron density of states. The density of states of Ni55 exhibits a population of 
electronic states concentrated in a smaller range of energies, and a lower density of 
unoccupied states above the Fermi level than Ni55C14, which is in agreement with 
electron accumulation and depletion diagrams and may be indicative of a higher 
reactivity of the Ni55C14 nanoparticle. Figure A.3 shows a comparison of DOS for both 
nanoparticles in contact with the (8, 7) cap. The analysis of charges summarized in 
Figure 3.7 also suggests a difference between the electronic structures of the two 
nanoparticles. Each Ni atom in both nanoparticles was classified as either “interface”, if 
the atom was in direct contact with the nanotube rim, or “other” if it was located 
anywhere else. Regardless of the type of cap, all interfacial Ni atoms had an average 
partial charge of 0.4e
-
 for the carburized nanoparticle whereas the same for the metal 
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nanoparticle was close to around 0.2e
-
. Other internal and peripheral Ni atoms had an 
average close to 0.23e
-
 for the first case, whereas for the second it was close to 0.0e
-
. 
Thus, the presence of C atoms in the nanoparticle affects also Ni atoms not interacting 
directly with the rim, which may be exposed at the surface and may also contribute to 
the catalysis by virtue of a partial charge as opposed to being neutral as in the case of the 
pure Ni55. It is worth mentioning that caps with different chiral indexes behaved in a 
similar fashion concerning the electronic structure description presented above. 
 
3.5 Conclusions 
The dynamic evolution of unsupported carburized Ni nanoparticles during the pre-
growth and growth stages of single-walled carbon nanotubes was studied using density 
functional theory and ab initio molecular dynamics simulations. Carbon dissolution and 
stability of the carburized metal nanoparticle are observed throughout the simulation. 
Structural changes in the nanocatalyst structure are monitored through the extension of 
the simulation showing that in the absence of a substrate, the nanocatalyst fails to 
maintain a defined faceted structure. However, the floating catalyst accommodates to the 
shape of the nanotube in accordance with what is known as an “inverse template 
effect”117. The lack of association of carbon atoms inside the nanoparticle and evidence 
of short-range ordering from distance- and radial distribution function analyses may be 
indicators of the stability and potential for evolution of the nanoparticle system into a 
more thermodynamically stable phase such as that of a carbide phase. Moreover, lack of 
incorporation of C atoms from the nanoparticle into the nanotube rim may support the 
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idea that a state of saturation or supersaturation of the nanoparticle is needed for 
precipitation of C from the stable Ni-C core to the surface, and incorporation to the 
nanotube rim to occur, leaving the most of the catalytic growth to the surface-diffusing C 
species as reported in previous studies
54
. Analyses of the electronic structure of the 
nanoparticle during growth reveal that a charge transfer process occurs from the surface 
Ni atoms and rim C atoms to the interfacial region between the growing nanotube and 
the nanoparticle. This process leaves an interfacial region rich in electron density, where 
incorporation of precursor C may continue the growth process, and electron-depleted 
regions in the vicinity of the nanotube rim that may allow rearrangement of the C atoms 
near the rim and healing of defects. A comparison between the charge transfer in a 
carburized nanoparticle and a pure metal nanoparticle reveals that the process occurs 
similarly in both systems, but in the case of the carburized nanoparticle the interfacial 
region is larger and almost continuous along the nanotube rim, whereas the metal 
nanoparticle displays a smaller and more localized accumulation region. Surface Ni 
atoms that are not in direct contact with the cap are also affected: a neutral charge 
characterizes surface Ni atoms in the pure nanoparticle, and positively charged Ni atoms 
are found at the carburized nanoparticle surface. These observations suggest that the 
carburized nanoparticle may be able to offer a more reactive environment for nanotube 
growth than the metallic one. Altogether, continued exploration of the structural and 
electronic characteristics of the nanocatalyst and its interactions with the growing 
nanotube in SWCNT synthesis may contribute with valuable insight that will eventually 
allow us to control the structure and properties of SWCNT. 
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CHAPTER IV  
STRUCTURE OF SUPPORTED AND UNSUPPORTED CATALYTIC RH 
NANOPARTICLES: EFFECTS ON NUCLEATION OF SINGLE-WALLED 
CARBON NANOTUBES 
 
4.1 Summary 
Achieving a better control of the nucleation and growth of single-walled carbon 
nanotubes requires understanding of the changes in the catalyst structure and the 
interfacial phenomena occurring at the solid surface and the gaseous phase from the 
early stages of the synthesis process. Carbon nanotubes produced by chemical vapor 
deposition typically use carbon-philic metal catalysts such as Fe, Ni and Co, in which 
both surface C and dissolved C atoms contribute to the nanotube formation. In the 
present work, we use density functional theory to investigate the interactions of Rh, a 
noble metal, with carbon both as individual atoms gradually deposited on the catalyst 
surface from the precursor gas decomposition and as a nucleating seed adhered to the 
catalyst. Adsorption and limited dissolution of carbon atoms in the subsurface are found 
to be favorable in unsupported clusters of various sizes (Rh38, Rh55 and Rh68) and in Rh32 
clusters supported on MgO(100) and MgO(111) surfaces. Changes in solubility, electron 
density transfer, and interactions of the Rh clusters with the support and the nascent 
nanotube are explored for increasing contents of carbon adsorbed on or dissolved inside 
the particles. A discussion on how such factors affect the lattice and electronic structure 
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of the catalyst particles is presented in the interest of obtaining insight that will allow the 
design of improved catalysts for controlled nanotube synthesis.  
 
4.2 Introduction 
The catalytic synthesis of carbon nanomaterials such as single-walled carbon 
nanotubes (SWCNTs) is typically carried out by chemical vapor deposition (CVD) using 
iron-group metal nanoparticles (Fe, Co, and Ni).
15
 However, successful synthesis of 
carbon nanotubes has also been recently achieved on noble metal catalysts including 
Au
149-150
, Pt
151-152
 and Rh
153-154
. The interest in SWCNTs stems from their ample variety 
of applications
2
 including electronic devices
6
, biomedical applications
94
, coatings
155
, 
energy
4
 and separations
156
. The possibility of producing nanotubes with specific 
structural features and properties requires achieving a high degree of control during the 
synthesis process. Therefore, it is important to understand the nucleation and growth 
mechanisms of SWCNTs to develop controlled synthesis strategies. In the current work, 
we use quantum mechanical simulations to look at the early stages of SWCNTs 
nucleation on Rh nanoparticles, beginning with carbon adsorption and dissolution, and 
seeking to discern the interactions between the catalyst particle with carbon and a metal 
oxide support. 
Single-walled carbon nanotubes with a narrow diameter distribution between 1.1 and 
1.4 nm have been grown on Rh/SiO2 supported nanoparticles with the same range of 
diameter distribution. The narrow distribution observed was attributed to the high 
melting point of pure Rh catalyst.
154
 High control of nanotube alignment and diameter 
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distribution has been reported for Rh particles supported on silica and alumina,
157
 and 
SWCNTs with preferential metallic behavior were synthesized on Rh/Si3N4 for various 
carbon sources, suggesting that the selectivity toward metallic nanotubes is due to 
structural features in the Rh particles.
153
 However, the nucleation mechanisms of 
SWCNTs on noble metals such as Rh remain poorly understood and require further 
exploration.  
On the interactions of noble transition metals and carbon, early studies of the structure 
and stability of transition metal carbides pointed at ‘outlying’ carbides with metals from 
the Pt-group (Ru, Rh, Pd, Os, Ir, and Pt) being highly unstable or non-existent.
158
 
Subsequently, estimation of the energy of formation and cohesion for various 
stoichiometries of bulk Rh carbides using ab initio calculations showed that particles 
with low C content have higher stability (RhCx ≤ 0.25).
159
 Other studies have looked at 
molecular orbital analyses of the Rh-C molecular bond revealing the possible electronic 
states and high bond dissociation energy due to contributions from σ and π bonds; 
however, when considering interactions with other Rh atoms in the crystal, the bonding 
energy and electron transfer have been observed to depend on the structure and surface 
coordination number of Rh.
159-160
 For small Rhn metal nanoparticles (n < 55 atoms), 
high-density and close-packed configurations of Rh clusters are reportedly stable.
160
 In 
general, low- energy transition metal nanoparticle structures include octahedrons, 
dodecahedrons, and icosahedrons, which represent low-energy structures depending on 
the particle size, with cases where more than one structure may have similar energy for a 
given size.
161
 For instance, both icosahedral and octahedral structures of 55-atom Rh 
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nanoparticles have been found to be stable, with the first type being slightly more stable 
than the latter.
160
   
The structure, stability, and reactivity of nanoparticles can also be determined by the 
type of interactions of the catalyst particle with the support from the deposition of the 
catalyst on the substrate
162
 and through the catalytic process.
163
 For instance, 
modifications to alter the acidity/basicity of the support have been explored in 
Fe2Co/Al2O3 and have been found to affect the activity and selectivity of the catalyst, 
with basic supports showing better performance.
22
 Such behavior is attributed to 
involvement of the support in the reaction; however, it is believed that catalyst-support 
interactions and charge transfer at the interface may also influence the metal particle 
structure and properties.
163
  
In this work, we seek to model the early stages of the nanotube nucleation process on 
unsupported and supported RhCx nanoparticles with overall composition of carbon in the 
range of x = 0 to x = 0.5, using density functional theory (DFT). Rh particles with sizes 
ranging between 0.8 and 1.1 nm with low-energy structures
161
 were considered as 
models. Two surface terminations of the MgO support are considered: MgO(100) and 
MgO(111). A description of the changes in the nanoparticle and nascent nanotube during 
nucleation is presented in terms the particle structure, energy of interaction with 
nanotube and support, and atomic charges of Rh and C atoms for increasing carbon 
content of the particle. 
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4.3 Computational Methodology 
Density functional theory calculations as implemented in the Vienna ab initio 
simulation package (VASP)
124-128
 were used to estimate the free energy of the system. 
The generalized gradient approximation (GGA) implemented in the exchange-
correlation energy functional proposed by Perdew, Burke and Ernzerhof (PBE) was 
selected.
79
 Valence electronic wave functions with a cutoff energy of 400 eV and 
projector augmented wave (PAW) pseudopotentials for the interactions between ionic 
cores and valence electrons were considered.
81, 129
 Integration in the Brillouin zone was 
carried out with a Γ-point sampling. Electron partial occupancies were accounted for 
with a Gaussian smearing width of 0.05 eV.  Geometry optimizations were performed 
using a conjugate gradient algorithm with convergence criterion of 10
-3
 eV. Electronic 
self-consistent iterations used a criterion of 10
-4
 eV. Atomic charges were estimated 
using the Bader charge analysis as implemented by Henkelman et al., where the 
electronic charge density is delimited by zero flux surfaces between atoms.
130, 164
  
 
 
Figure 4.1 Models representing the unsupported (a) Rh38-Oh, (b) Rh55-Oh, (c) Rh55-ih, 
(d) Rh68-C3v, and (e) 68-Oh nanoparticles, Rh32 nanoparticles supported on (f) the (111) 
facet and (g) the (100) facet of MgO, and (h) Rh32 nanoparticle supported on MgO(111) 
with a graphene fragment adsorbed on its surface. 
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Two main models were considered to represent the catalytic Rh nanoparticles: (1) an 
unsupported model and (2) a supported model. The unsupported model consists of 
crystalline spherical Rh nanoparticles of different sizes: 38, 55, and 68 atoms 
corresponding to 0.8, 1.0, and 1.1 nm, respectively. The supported model consists of 32-
atom hemispherical Rh nanoparticles deposited on a 5-layered MgO slab with either a 
hydroxylated (111) surface termination or a stoichiometric (100) surface termination. 
Unsupported nanoparticles representing low energy geometries
161
 such as cubic 
octahedral symmetry (Oh), icosahedral (ih), and trigonal C3v (C3v) and octahedral 
supported nanoparticles, as illustrated in Figure 4.1, were built using the Materials 
Studio package.
165
 The adsorption and dissolution of carbon after dissociation of the 
precursor gas on the catalyst surface were simulated in the model nanoparticles by 
progressively adding C atoms at energetically favorable locations: (a) hollow sites on the 
particle surface and (b) in octahedral sites of the particle subsurface, and allowing the 
system to relax between each addition. C atoms were placed in positions that allowed 
enough space between newly added atoms and previously added atoms in their relaxed 
positions. Incorporation of carbon into the nanoparticle proceeded until a composition of 
Rh2C was reached. The change in free energy as a result of each carbon addition (energy 
of interaction, Eint) was estimated by subtracting the energy of an isolated C atom (Ec) 
multiplied by the number of C atoms added (n) and the particle system without carbon 
(ERh for the usupported particle, or ERh/MgO for the supported particle) from the energy of 
the combined system (RhCx or RhCx/MgO), where x is the overall C composition 
expressed as the total number of C added divided by the number of Rh atoms. The final 
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value of Eint is normalized dividing by the number of carbon atoms as described by eq 
4.1 for the unsupported case and eq 4.2 for the supported case.  
 
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The adhesion energy of the cluster to the MgO support (Eadh) with increasing carbon 
content is estimated similarly by subtracting the sum of the energy of the carburized 
particle (ERhCx) and the energy of the MgO slab (EMgO) from the energy of the supported 
carburized nanoparticle (ERhCx/MgO). The result is normalized dividing by the number of 
atoms in the particle located near the interface (ni) with the support according to eq 4.2. 
Rh particles with different relative orientations with respect to the lattice of two MgO 
facets initially favoring: a) a high degree and b) a low degree of epitaxial match between 
particle and support are considered.  
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The stability of the carbon atoms dissolved in the particle is assessed by determining 
the ratio of the number of carbon atoms that remain dissolved to the total number of 
carbon atoms added at a given C addition step. The state of a carbon atom as ‘dissolved’ 
or ‘adsorbed’ is determined by the number of nearest neighbors using a Rh-C cutoff 
distance of 2.20 Å
166
. C atoms with 5 or more metal nearest neighbors are considered to 
be dissolved, whereas C atoms with less than 5 metal-nearest neighbors are defined as 
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adsorbed. Electron density maps and electron transfer are visualized using the 
XCrysDen
167
 and VESTA
168
 software. 
The interactions between the supported Rh nanoparticles in their pure metal state and 
carburized state (selected overall composition of Rh2C) with the nascent carbon 
nanotube nucleating on the nanoparticle’s surface are modeled by placing a graphene 
fragment, consisting of 19 C atoms conforming 5 interconnected hexagons, on the 
surface of the supported Rh nanoparticles at a distance of 2.4 Å.  The energy of adhesion 
of graphene to the supported Rh nanoparticle is calculated according to eq 4.4 by 
subtracting the energy of the supported nanoparticle and the energy of the graphene 
fragment from the energy of the combined system with graphene adhered on the 
supported Rh nanoparticle. 
 MgORhCgMgORhCgadh xx EEEE //          (4.4) 
 
4.4 Results and Discussion  
4.4.1 Adsorption and Dissolution of Carbon in Unsupported Rh Nanoparticles 
The sequential adsorption and dissolution of carbon in the model unsupported 
nanoparticles are described in terms of the energy of interaction for each C addition in 
Figure 4.2. For each carbon addition on the surface or subsurface of the Rh 
nanoparticles, the energy of the carburized particle is lower than the sum of the energy 
of the pure Rh nanoparticle and the number of C atoms separately. This result indicates 
that the incorporation of carbon into the structure of unsupported Rh nanoparticles is 
thermodynamically favored. The energy of interaction between the C added and the 
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nanoparticle after each C addition is approximately constant with overall average values 
of -8.84 ± 0.08 eV for Rh38Cx, -8.74 ± 0.12 eV for Rh55Cx, and -8.82 ± 0.23 eV for 
Rh68Cx, and showed negligible variation among the different particle sizes considered in 
this study. Carbon addition was conducted either on the surface only or in the subsurface 
only of the nanoparticles; however, it was noted that the initial position of the added C 
atoms was susceptible to change after relaxation. Studies on the nucleation of graphene 
on the (111) facet of Rh using in situ scanning transmission microscopy have indicated 
that the estimated growth rate from surface diffusion alone does not match the overall 
rate, and therefore another contribution, namely from C dissolved in the Rh lattice, 
would also provide C for the formation of graphene.
169
 Growth of mono- and multi-layer 
graphene on a monocrystalline Rh(111) surface required temperatures of 1170 K to 
allow dissolution of carbon to facilitate the growth of multiple layers.
170-171
 Interestingly, 
Auger electron spectroscopy studies on Rh(111) have indicated the potential formation 
of an overlayer carbide phase starting at 750 K.
172
  
 
 
Figure 4.2 Energy of interaction for each successive addition of carbon atoms to the 
unsupported Rh nanoparticles of various sizes (38, 55 and 68 atoms).  
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Figure 4.3 shows the fraction of atoms dissolved from the total number of C added to 
each size of unsupported nanoparticles, which is calculated for increasing overall 
composition (x) of the nanoparticle (RhCx). For the smallest particle size, C atoms tend 
to remain at or move to the particle surface at values of the particle C composition lower 
than 0.2. At higher composition, the two Rh38 particles seem to behave differently with 
one maintaining approximately 10% of its C dissolved in the subsurface for a 
composition range x between 0.2 and 0.4 and no carbon dissolved at x = 0.5. 
Contrastingly, the percentage of dissolved C in the other particle tends to increase and 
vary from 10% to 40% for C atoms initially placed in the subsurface. Distortion of the 
particle’s crystal lattice is observed as a result of the addition of carbon atoms is shown 
in Figure B.1. The structural changes in the nanoparticle may facilitate displacement of 
C atoms initially placed on the particle surface into the subsurface. The amount of C 
dissolved in those cases can reach up to 30% of the total C added. The largest particles 
considered here exhibit a low number of C atoms dissolved with 10% C atoms in the 
subsurface on average and little variation across values of overall C composition for both 
C3V and Oh particle structures. Particles of intermediate size consisting of 55 Rh atoms 
follow a different trend from other particle sizes. A higher amount of subsurface carbon 
remains in the particle with 62.5% C dissolved at low composition (x = 0.15) for the Oh 
particle, which further decreases to 50% at 0.27 and stabilizes at approximately 25% for 
0.36 < x < 0.5. A similar trend is observed for the Ih structure starting at a composition 
of 0.18 with 40% of subsurface carbon remaining dissolved, which further decreases and 
stabilizes at 25% for 0.27 < x < 0.5. C atoms added on the surface of both types of Rh55 
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particles dissolve in a lower proportion with 0 % C at low composition, rising to 20% at 
x = 0.18 and decreasing again to 5% at x = 0.5 for the Oh particle.  In contrast, the Ih case 
starts dissolving carbon at x = 0.27 with 20 % C, slightly decreasing to 15 % at 0.5 
composition. The different behavior observed for the particles containing 55 atoms may 
be attributed to their high stability and specific characteristics found in metal clusters 
with highly symmetric structures following series of particular sizes and geometries.
173-
174
 For example, Rh55 clusters with cuboctahedron and icosahedron structures reportedly 
exhibit a strong adsorption of CO than other particle geometries.
173
 The composition (y) 
of dissolved carbon in the nanoparticle (RhCy) subsurface, defined as the ratio of 
dissolved C to the number of Rh atoms, can be as high as 0.15 for the Rh38 
nanoparticles, 0.13 for the Rh55 nanoparticles and 0.09 for the Rh68 nanoparticles. This 
result indicates possible variations in composition of stable subsurface carbide with 
particle size.         
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Figure 4.3 Fraction of added C atoms that dissolve or remain dissolved in the Rh 
particle for different overall C composition of nanoparticles with (a) 38, (b) 55 and (c) 
68 Rh atoms with structures of octahedral (Oh), icosahedral (Ih) and trigonal C3V (C3v) 
symmetry. Distinction between C atoms initially added on the surface (ads) and those 
dissolved in the subsurface (dis) is made. 
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The addition of carbon to the particles in this study proceeded until carburized 
particles with an overall composition of Rh2C (or x = 0.5 in RhCx) resembling a typical 
transition metal carbide stoichiometry were obtained. The amount of carbon added is 
below the saturation level of the particles’ surface and insufficient to allow observation 
of carbon chains forming on the particle surface. Similar studies of carburization of Cu 
clusters have revealed early association of C atoms forming dimers, trimers and 4-
membered C chains well below saturation with C.
175
 This contrasting behavior between 
Rh and Cu may be indicative of different nucleation mechanisms with nucleation on Cu 
being predominantly driven by surface diffusion and Rh involving diffusion to and from 
the subsurface.   
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Figure 4.4 Calculated atomic charges and electron density maps in Rh38 particles. (a) 
Variation of atomic charges of Rh atoms located inside (in) and at the surface (sur) of 
Rh38 nanoparticles with increasing carbon composition. Electron density maps of 
unsupported Rh38 nanoparticles with varying overall carbon composition: (b) RhC0.025, 
(c) RhC0.25, and (d) RhC0.5. Rh atoms are shown in grey and C atoms are shown in 
brown. 
 
Changes in the atomic charges of Rh atoms were monitored as the overall C 
composition of the particles changed. Figure 4.4a shows the calculated atomic charges of 
Rh atoms located at the surface of the particle (sur) and the particle interior (in) for C 
composition of the RhCx particle in the range of 0.0 < x < 0.5. Inner Rh atoms possess 
average charges in the range of 0 e
-
 to +0.15 e
-
 for the range of compositions that were 
studied and showed little variation, which is similar to estimated atomic charges in Rh 
cluster reported in the literature (between + 0.05 e
-
 and +0.02 e
-
).
160
 The charges of 
surface Rh atoms in both pristine Rh38 structures (x = 0) tend to increase from neutral to 
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+0.2 e
-
 and +0.5 e
-
 , respectively at x = 0.5, thus indicating an electron transfer from 
surface Rh atoms to the C atoms added. This difference in average charges between 
surface Rh of the two Oh Rh38 particles seems to be correlated with differences in the 
fraction of C dissolved, with the second particle having as much as a 20% to 30% higher 
amount of dissolved C than the first particle, as observed in Figure 4.3. The electron 
density maps depicted in Figures 4.4b and 4.4c show areas surrounding C atoms in the 
particle with a higher electron density coming from the surface Rh atoms. The 68-atom 
nanoparticles follow similar trends as shown in Figure B.2 with increasing average 
charges from 0 e- to +0.2 e- for surface Rh atoms and approximately constant neutral 
charge for inner Rh atoms. Surface Rh atoms in Rh55 show a slightly different trend with 
increasing average atomic charges of inner atoms up to +0.2 e- and minimal charge 
increase up to 0.05 e
-
 for surface atoms. Atomic charges of carbon atoms remain almost 
constant at an average of -0.4 e
-
 for different particle sizes and C composition (Figure 
B.2d). Charge transfer from Rh to C has been observed and reported in electronic 
structure studies of bonding between individual Rh and C atoms, with electrons being 
transferred from both the 4d
8
 and 5s
1
 orbitals of Rh.
176
 Electron density maps projected 
on cross section planes of 55- and 68-atom particles with RhC0.5 composition show areas 
of higher electron density around C atoms on the particle surface as a result of the partial 
electron transfer (Figure B.3). 
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4.4.2 Adsorption and Dissolution of Carbon in Supported Rh Nanoparticles 
The energy required to add a C atom to a supported Rh32 nanoparticle is calculated 
according to eq 4.3 and shown in Figure 4.5. The calculated energy of interaction is 
compared among unsupported, supported on MgO(111) and supported on MgO(100) 
nanoparticles revealing values of energy for the different types of particles that converge 
with increasing C addition. The first addition of carbon to the Rh/MgO(100) 
nanoparticle entails on average a stronger interaction (-10.23 ± 1.75 eV/C atom) than 
Rh/MgO(111) (-9.41 ± 0.29 eV/ C atom) and the unsupported particle (-8.95 ± 0.01 
eV/C atom). However, continued addition of carbon involves an amount of energy that 
converges for the three types of nanoparticles to approximately -9 eV/C atom at a 
composition of x = 0.5. Therefore, the presence and type of termination, either (111) or 
(100), of an MgO support does not seem to affect the energy of interaction between the 
carbon added and the Rh nanoparticle. 
 
 
Figure 4.5 Energy of interaction for each successive addition of carbon atoms to the 
Rh32 nanoparticles supported on the (111) and (100) facets of MgO versus the 
unsupported case. 
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Figure 4.6 Variation of the fraction of the total number of C added that remain or 
become dissolved in the supported Rh nanoparticle with C overall composition. 
Distinction between the support termination, either (100) or (111), and initial location of 
each newly added C adsorbed on the surface (ads) or dissolved in the subsurface (dis).  
 
Despite the similar energy associated with each C addition initially on the surface or 
subsurface, it is important to consider the location of carbon after relaxation. Figure 4.6 
shows the fraction of carbon atoms that stay in or move into the subsurface after 
relaxation of the initial position as a function of the overall composition of the particle 
(x). The initial addition of carbon into the nanoparticle supported on MgO(100) remains 
dissolved in a high proportion (> 87 %) for x < 0.09, in contrast with the nanoparticle 
supported on MgO(111) which retains approximately 50% of C dissolved in the 
subsurface for x < 0.19. At C composition higher than 0.19, a steady decrease in the 
percentage of dissolved C atoms is observed for nanoparticles supported on both (100) 
and (111) facets of MgO, while a small amount of C begins to dissolve in the subsurface 
of particles with adsorbed C. These trends lead to a convergence at x = 0.5  among the 
different particles to approximately 15 % of the total C added staying dissolved or 
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dissolving into the particle subsurface. The overall composition of carbon located inside 
the particle (y), described as the fraction of dissolved C with respect to the number of Rh 
atoms in the supported particles (RhCy/MgO), does not exceed 0.10 and has a value of 
approximately y = 0.08 at the convergence point (x = 0.5). These composition values 
indicate a lower capacity of the supported Rh nanoparticles to dissolve C compared to 
unsupported particles of a similar size. For example, unsupported Rh38 particles reach a 
maximum value of y = 0.15 as discussed in the previous section.  
 
4.4.3 Adhesion of Rh Nanoparticles on MgO During C Addition 
The energy of adhesion of the Rh nanoparticle to the MgO support was estimated 
according to equation 3 for each C addition step as shown in Figure 4.7. The location of 
the carbon added to the nanoparticle (i.e. on the surface or in the subsurface) did not 
seem to affect the adhesion energy, and therefore distinction of initial C location is not 
shown. Instead, the effect of the relative orientation of the particle on the support was 
considered as a factor potentially affecting how strongly the particle interacts with the 
support. Two initial configurations of Rh deposited on the (100) and (111) facets of an 
MgO support with different degrees of lattice matching between the particle and the 
support were considered. The first configuration has a higher degree of epitaxial 
matching than the second configuration, and they are labeled as ‘1’ and ‘2’, respectively. 
The degree of lattice match was calculated by dividing the number or Rh atoms 
matching the MgO lattice divided by the total number of Rh in the layer in contact with 
the support. This ratio was determined after structural relaxation upon each C addition, 
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and it is shown in Figure B.4. The presence of C atoms near the nanoparticle-support 
interface as a factor that may also influence the interaction between the two surfaces is 
monitored and showed in Figure B.5.  
 
 
Figure 4.7 Energy of adhesion of Rh nanoparticles to an MgO support with facets (100) 
and (111) per Rh atom at the interface for two initial configurations of the nanoparticle 
with respect to each support facet with a high (or intermediate) and a low degree of 
lattice match labeled as ‘1’ and ‘2’, respectively. 
 
The adhesion of the nanoparticle to the support in the absence of C atoms shows a 
stronger interaction for the particle with the lower degree of lattice match on the 
MgO(100) support with 1 eV per Rh atom at the interface, followed by the lattice-
matched particle supported on MgO(100) with 0.8 eV per Rh atom. Particles supported 
on the MgO(111) facet show a weaker interaction of approximately 0.6 eV per Rh atom 
at the interface for the different relative configurations on the support. The overall trends 
indicate a negligible effect of the individual addition of C atoms to the particle and the 
initial particle-support relative position in the energy of adhesion. For example, the 
energy of the nanoparticles supported on MgO(100) varies between -0.8 eV/Rh and -1 
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eV/Rh as C addition progresses and finally converges to 0.87 eV/Rh. A similar behavior 
is observed for the particles supported on MgO(111) with small fluctuations between -
0.4 and -0.9 eV/Rh converging at 0.7 eV/Rh. Previous DFT studies of the adhesion Co2C 
nanoparticles supported on MgO(100) show slightly stronger adhesion energy in the 
range of -0.9 to -1.5 eV per metal atom. The interface in most cases was characterized by 
a majority of Co atoms atop O atoms of the support, matching the substrate lattice.
177
 In 
the present work, the percentage of Rh atoms matching the MgO(100) lattice tends to 
increase as the structure of the nanoparticle is allowed to relax after each C addition with 
over 65 % of interfacial Rh atoms located atop O atoms (Figure B.4). In contrast, 
particles supported on MgO(111) tend to decrease the degree of lattice match below 40 
% in most cases as carbon content increases. One exception is the particle labeled as 
RhCx/MgO(111)-2 with a degree of lattice match that undergoes a gradual increase from 
the 11
th
 C addition with 50 % reaching up to 65 – 70 % at the 15th addition on the 
particle’s surface. This result coincides with another gradual increase in the number of C 
located near the particle-support interface as shown in Figure B.5. Despite those C atoms 
not being directly in contact with the support, they seem to affect the Rh lattice and 
contribute to increase the degree of epitaxial match in MgO(111)-supported particles. 
Other particles with C atoms added on the surface contain from 0 to 2 C atoms near the 
interface (or 0 – 12 % of the total C added), whereas particles with C added in the 
subsurface contained nearly 30 % of the C atoms relaxed to positions near the interface 
from the 5
th
 C addition onwards for the epitaxial configuration, and under 12 % for the 
non-epitaxial configuration. Overall, the small number of C near the interface and the 
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even smaller number of dissolved C as well as the degree of lattice match do not seem to 
exert a significant influence on the energy of adhesion normalized by the number of Rh 
atoms at the interface. However, changes on the surface termination and 
functionalization of the support, as demonstrated by the different values of adhesion 
energies involved in adsorption on the (100) facet terminated in Mg and O atoms and the 
(111) facet terminated in (OH)
-
 groups, and the local composition of carbon at the 
interface seem to indicate an opportunity to modify the type and strength of interactions 
of the metal nanoparticle and the metal oxide support. In comparison, changes occurring 
at the interface such as the composition of carbon near the interface in MgO(100)-
supported Co2C, which can easily migrate in the nanoparticle and create a gradient, are 
observed to affect the strength of interaction and the number of Co atoms at the 
interface.
177
 
 
Table 4.1 Average distance between the particle atoms (Rh and C) located at the 
particle’s first layer (in contact with the surface) and the surface of the MgO support for 
pure metal and carburized supported Rh32 nanoparticles. 
 
 Rh-support dist. (Å) C-support dist. (Å) 
Rh/MgO(111) 2.41 - 
Rh/MgO(100) 2.15 - 
Rh2C/MgO(111) 2.22 3.54 
Rh2C/MgO(100) 1.94 2.94 
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Rh atoms in the nanoparticles remain organized in layers after structural relaxations 
between consecutive C additions. The bottom or first layer in contact with the surface 
consists of Rh atoms separated from the MgO support by an average distance that 
decreases with the incorporation of C in the nanoparticle as outlined in Table 4.1. On 
average, there is a greater distance separating Rh atoms from the (111) surface facet than 
the (100) surface facet of MgO with 2.41 Å for the pure Rh nanoparticle on MgO(111) 
decreasing to 2.22 Å for the carburized Rh2C nanoparticle. In contrast, those supported 
on MgO(100) are separated by a distance of 2.15 Å for the pure Rh particle and 1.94 Å 
for the carburized Rh2C particle. The closest location of C atoms to the support is 
between the first and second Rh layer at an average distance of 3.54 Å and 2.94 Å from 
the (111) and (100) surface facets of MgO, respectively. These results indicate that the 
termination of the support is an important factor affecting the deposition of the 
nanoparticle on the support. In addition, the structural changes in the nanoparticle 
support-distance and the accommodation of the particle lattice to the support, as C atoms 
are added, seem to lead to low-energy configurations with similar values of adhesion 
energy as described in Figure 4.7. 
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4.4.4 Electron Distribution at the Particle-Support Interface 
 
 
Figure 4.8 Average atomic charges for Rh atoms located near the nanoparticle-support 
interface (labeled as ‘Interface’) and elsewhere in the nanoparticle (labeled as ‘Particle’). 
In order from left to right, each set of values corresponds to: pure Rh nanoparticles 
supported on MgO(100), pure Rh on MgO(111), RhC0.5 on MgO(100) with carbon 
initially dissolved in the particle, RhC0.5 on MgO(111) with carbon initially dissolved in 
the particle, RhC0.5 on MgO(100) with carbon initially adsorbed in the particle, and 
RhC0.5 on MgO(111) with carbon initially adsorbed in the particle. 
 
The atomic charges of the Rh atoms in supported Rh nanoparticles were estimated 
using the Bader charge analysis and are shown in Figure 4.8, making distinction between 
Rh atoms near the interface with the support and elsewhere in the nanoparticle. Overall, 
Rh atoms located at the interface tend to have slightly negative charges whereas Rh 
atoms at other locations in the particle tend to have positive or close to neutral charges. 
Previous estimations of Rh atomic charges in 13- and 55- atom clusters using DFT have 
reportedly shown Rh with approximately neutral charges and slightly negative atoms 
depending on the coordination number.
160
 For the pure particle supported on MgO(111), 
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Rh atoms near the interface have an average negative charge of -0.17 e
-
 and -0.12 e
-
 
when supported on MgO(100), while other Rh atoms in those particles virtually possess 
neutral charges (less than |-0.07| e
-
). Rh in the carburized particles (Rh2C) mostly 
maintains an average negative charge of -0.15 e
-
 at the interface and between +0.1 e
-
 and 
+0.15 e
-
 elsewhere in the particle due to the interactions and partial electron transfer to 
the added C atoms, which bear on average a charge of +0.4 e
-
. The exceptions to this 
description are the carburized particles supported on MgO(100) with interfacial Rh 
atoms having slightly positive average charges (+ 0.05 e
-
) instead of negative charges. 
Some of the aspects that may contribute to a different behavior in these particles are the 
almost perfect lattice match (~100%) as shown in Figures B.4b and B.7, and the 
relatively high number of dissolved carbon located near the interface after relaxation 
~25-30 % of the total C added, in comparison with other particles (Figure B.5b). 
Changes in the nature of the interactions between the Rh nanoparticles and the support, 
such as the distribution of charges in Rh atoms at the different nanoparticle layers, may 
be influenced by structural features such as the degree of epitaxial match and the 
concentration of C atoms near the interface. Systematic studies of the interactions 
between nanostructured metal overlayers and oxide support surfaces
163
 have identified 
two main aspects that determine the nature of the interactions, which are also noted here: 
1) the interfacial charge redistribution, as observed in the current supported Rh depicted 
in Figure 4.9; and 2) atom transfer at the interface, which can manifest as rearrangement 
of the particle atoms at the interface to match or mismatch the support lattice, as 
discussed here and illustrated in Figure B.4, B.5, B.6, and B.7, or as diffusion of defects 
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reported from experiments.
163
 This offers possibility to control the catalyst structure and 
properties by seeking to alter the interface with the support. 
 
 
Figure 4.9 Regions of electron accumulation (yellow) and depletion (blue) at the 
particle-support interface of (a) Rh/MgO(100), (b) RhC0.5/Mg(100), (c) Rh/MgO(111), 
and (d) RhC0.5/MgO(111). Isovalue used: 0.03 e
-
/Å
3
. 
 
Electronic density transfer as a result of the interactions between the pure and 
carburized particle and the (100) and (111) facets of the MgO support is described in 
terms of: a) electron accumulation regions and b) electron depletion regions, both of 
which can be identified in isosurfaces of electron density plotted according to 
electrostatic potentials. Figure 4.9a illustrates the pure nanoparticle supported on 
MgO(100) with regions of electron density accumulation mainly located at the particle-
support interface in a delocalized manner and spread across the interface. Electron 
accumulation also occurs to a smaller extent on the surface Rh atoms while small 
regions of electron depletion are observed between the particle’s Rh layers. This double 
accumulation-depletion effect surrounding the Rh atoms outside of the interface 
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produces on average neutrally charged Rh atoms while Rh at the interface remains 
slightly negative (Figure 4.8). More noticeably, electrons are depleted from the vicinity 
of O and Mg atoms in the MgO top layer and its neighboring layer, resulting in localized 
depletion regions as depicted in Figure 4.9a. Similarly, the regions of electron density 
accumulation in the carburized particle supported on MgO(100) can be found at the 
particle-support interface (Figure 4.9b), where electron density is transferred from 
regions of depletion between the interfacial Rh layer (1
st
 layer) and its neighboring Rh 
layer (2
nd
 layer), and between O and Mg atoms of the interfacial layer and subsequent 
layer of the MgO support. The main difference between the pure metal and carburized 
nanoparticle is the number of the Rh atoms involved in the particle support interaction. 
In the first case, Rh atoms in the topmost layer (farthest from the support) exhibit small 
regions of accumulation and depletion, whereas for the second case the same Rh atoms 
lack electron transfer induced by interactions with the support. Nevertheless, interactions 
between surface Rh and adsorbed (or dissolved) C occur, thus giving place to electron 
transfer between Rh and C. This results in slightly positive Rh atoms (+0.1 to +0.15 e
-
), 
as shown in Figure 4.8, and C atoms bearing average negative charges of -0.4 e
-
.  
The Rh nanoparticles supported on MgO(111) exhibit regions of accumulation and 
depletion that correspond to those observed on the MgO(100) supported particles 
(Figures 4.9c and 4.9d), however some differences can be noted: 1) the electron density 
transfer effect is more confined to the interface between the particle and the support, 
which is in contrast with the (100)-supported particles where adjacent layers in the 
particle and support are also involved. 2) Regions of electron density accumulation are 
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more localized appearing as small lobes directly below Rh atoms at the interface in 
comparison with the (100)-supported particles, in which accumulation regions are more 
spread across the interface. 3) Regions of depletion of electron density from the support 
are smaller and more localized in the close vicinity of the (OH)
-
 groups of the MgO(111) 
support. Finally, the distribution of electron density accumulation and depletion regions 
due to electron transfer between the nanoparticle and the MgO(111) support appears to 
be unaffected by the presence of carbon dissolved in (or adsorbed on) the Rh 
nanoparticle. 
 
4.4.5 Adhesion of Graphene on Supported Rh Nanoparticles 
The interactions between a graphene seed, representing a nascent carbon nanotube, and 
an Rh nanoparticle supported on MgO are examined using a flat graphene fragment 
brought in contact with the supported particle models described in the previous section at 
an initial distance of 2.4 Å. For this purpose, supported particles with C compositions 
corresponding to pure Rh and Rh2C deposited on both surface terminations of MgO 
(100) and (111) were selected.   The adhesion energy of the graphene seed to the 
nanoparticle surface and the adhesion energy of the particle to the support are calculated 
according to eqs 3 and 4, respectively, and summarized in Table 4.2.  
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Table 4.2 Average adhesion energy between a graphene fragment and the supported 
pure metal or carburized particle and the average adhesion energy between the particle 
and the (111) or (100) facets of the MgO support with and without graphene. 
 
Adhesion energy: g-cluster (eV) 
cluster-support (eV) 
with graphene without graphene 
graph/Rh/MgO(111) -19.12 -7.72 -9.61 
graph/Rh/MgO(100) -15.44 -7.92 -9.80 
graph/Rh2C/MgO(111) -18.77 -8.61 -9.00 
graph/Rh2C/MgO(100) -9.77 -9.35 -10.24 
 
Graphene adheres more strongly on the particles supported on the (111) facet of MgO 
than on the MgO(100)-supported particles, with -19.12 eV for the pure Rh particle 
supported on MgO(111) and -15.44 eV for that supported on MgO(100). This 
observation can be related back to the effect of the support termination on the electron 
transfer described in Figure 4.9. The accumulation and depletion of electron density in 
the particle due to the interactions with the MgO(111) support involves almost 
exclusively Rh atoms located the interface, whereas most Rh atoms in the MgO(100)-
supported particle are involved in the electron transfer process. This contrasting behavior 
may be an indicator of the effect that changes in the electronic structure, caused by 
different support terminations, can have on the particle’s interaction with the nascent 
nanotube structure.  
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The calculated adhesion of graphene to the MgO(111)-supported carburized particles 
shows a weaker interaction than the MgO(111)-supported pure metal particles with a net 
energy difference of 0.35 eV. Similar effects have been reported when comparing the 
interactions of graphene to carburized Co surfaces and pure metal C surfaces, showing a 
weaker adsorption of graphene for the carburized surface than the pure metal surface.
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The adhesion of graphene on the MgO(100)-supported carburized particles shows a 
significant drop when compared with the pure metal particle with a difference of 5.67 
eV. Images of the relaxed structures of graphene adsorbed on the supported particle 
shown in Figure B.8 also provide evidence of a different behavior of the carburized 
particle deposited on Mg(100). The initially flat structure of the graphene fragments gets 
distorted after structural relaxation, as indicated by changes in the sheet’s curvature and 
distance from the particle surface. Graphene fragments adsorbed on the surface of both 
pure metal and carburized particles supported on MgO(111) exhibit curved edges that 
accommodate to the curvature of the particles (Figures B.8c and B.8d). Such changes 
allow C atoms in graphene to remain at an average equilibrium distance of 2.02 Å from 
the pure Rh particle and 2.11 Å from the carburized particle. In a similar manner, 
graphene adhered on the surface of the pure Rh supported on MgO(100) has curved 
edges matching the particle’s curvature (Figure B.8a) separated by an average distance 
of 2.02 Å. However, the graphene adsorbed on the carburized particle supported on 
MgO(100), with a lower adhesion energy of  -9.77 eV, remains flat with edges that seem 
to detach from the particle surface (3.06 Å) after relaxation instead of curving to adopt 
the shape of the particle. This result may be correlated with other features that the 
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Rh2C/MgO(100) nanoparticles have shown to differ from other supported particles. For 
example, interfacial Rh atoms in this case are slightly positive whereas negative values 
are observed in other particles (Figure 4.8); also, a higher degree of lattice match and 
high composition of carbon at the interface are observed than for other particles (Figures 
B.4b and B.5b).  These factors were observed to affect the extent of the electron transfer 
between the support and the nanoparticle (Figure 4.9), and in turn may affect how the 
supported nanoparticle interacts with the nucleating nanotube. Furthermore, the adhesion 
energy of the particle to the support decreases as a result of graphene adhering onto the 
nanoparticle as described in Table 4.2. Due to the absence of structural changes in the 
particle at the interface with the support in the presence of graphene, the weaker particle-
support adhesion energy may be attributed to changes in the electronic structure of the 
particle induced by the particle-graphene interactions.  
 
 
Figure 4.10 Atomic charges for Rh, C added to the particle (C), C from graphene 
fragment (Cg) for pure Rh nanoparticles and carburized Rh2C nanoparticles supported 
on the (100) and (111) facets of MgO. 
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Additional information about the interactions between graphene and the supported 
nanoparticles can be obtained from the analysis of atomic charges. Figure 4.10 shows the 
calculated atomic charges for Rh atoms, individual carbon atoms added to the 
nanoparticle (C), and carbon atoms belonging to the graphene fragment (Cg). The 
nanoparticles considered include pure Rh and carburized Rh2C nanoparticles supported 
on the (100) and (111) facets of MgO. Rh and Cg atoms in the pure Rh particles 
adsorbed on either support are virtually neutral with Cg having on average less than -0.1 
e
-
 and Rh having approximately -0.01 e
-
. Charge transfer between the supported pure Rh 
nanoparticle and the graphene fragment can thus be considered negligible. Conversely, 
Rh atoms in the carburized nanoparticles attached to either support possess a positive 
charge (+ 0.2 e
-
) as a result of their interactions with the individual C atoms added to the 
particle. Those C atoms bear the same charge (-0.4 e
- 
) as individual C atoms in 
unsupported nanoparticles and supported nanoparticles without graphene, thus indicating 
that external interactions of the particle do not affect charge transfer between Rh and the 
individual C atoms added. Cg atoms, on the other hand, maintain an average charge 
lower than 0.1 e- with or without C in the particle. In all the particles considered, regions 
of accumulation and depletion of electron density due to interactions of the particle with 
graphene appear to be uniformly distributed around rhodium and carbon atoms (Figure 
B.9).  Pure metal Rh and carburized Rh exhibit similar patterns of electron accumulation 
and depletion regions, contrasting with the significant differences in size of those regions 
observed for pure metal and carburized Ni nanoparticles in previous studies.
178
 Instead, 
the size of the regions at the graphene-Rh interface is greater in comparison with regions 
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located elsewhere in both metal and carburized particles. Nevertheless, the uniformity of 
their distribution creates an interaction that does not involve a net electron density 
transfer between graphene and the supported particle.   
 
4.5 Conclusions  
We studied the interactions between catalytic Rh nanoparticles and carbon in various 
forms, as individual C atoms sequentially adsorbed or dissolved and as a nucleating 
graphene seed, in the context of the early stages of nucleation and growth of single-
walled carbon nanotubes using density functional theory. The sequential adsorption of C 
atoms on both unsupported and supported nanoparticles is observed to be energetically 
favorable. The energy of interaction between the added carbon and the Rh particle after 
each addition is constant and independent of the particle size and geometry for the 
unsupported particle, and unaffected by the MgO support surface termination for the 
supported particles. Dissolution of C is observed to occur in the subsurface of the 
nanoparticles, with a limited solubility that decreases with increasing particle size and 
due to the particle interaction with the support. The initial crystalline structure of the 
unsupported Rh nanoparticles gets distorted as C atoms are added. In contrast, the 
supported particles maintain a layered structure that tends to match the support lattice 
epitaxially for the MgO(100) support and non-epitaxially for the MgO(111) support. 
Adsorption and dissolution of C in the unsupported Rh nanoparticles involve partial 
charge transfer from outer Rh atoms of the nanoparticle to C while the inner Rh atoms 
remain neutral. Electron transfer in the supported cases also occurs between Rh and C 
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and at the interface between Rh and the support. Electron accumulation at the particle-
support interface makes interfacial Rh atoms appear to have a slightly negative charge, 
while Rh atoms located elsewhere show electron deficiency as a result of the interactions 
with adsorbed and dissolved C. The adhesion energy of each Rh atom to the MgO 
support is stronger for the Mg- and O- terminated (100) surface facet than for the (OH)
-
 
terminated (111) facet. Furthermore, factors such as amount of carbon near the interface, 
type or surface termination of the support, and the degree of particle-support epitaxial 
match were found to influence the extent of the charge transfer and the overall particle-
support adhesion. Finally, the adhesion of a graphene seed to the supported nanoparticles 
is stronger for particles without C dissolved and supported on the hydroxylated 
MgO(111). On the other hand, the overall energy of adhesion of the Rh nanoparticle to 
the support tends to decrease when the seed is nucleating on its surface and increase 
when C is present in its structure.  These results demonstrate that the interactions 
between a nucleating nanotube and the catalytic nanoparticle can be influenced by 
modifying the particle-support interface and seeking conditions to change the carbon 
solubility of the nanoparticle. Further exploration and elucidation of such relationships 
has the potential to help advance the development of strategies to use the catalyst 
structure to define the nanotube structure.   
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CHAPTER V  
NUCLEATION OF GRAPHENE AND ITS CONVERSION TO SINGLE 
WALLED CARBON NANOTUBES
*
 
 
5.1 Summary   
We use an environmental transmission electron microscope to record atomic-scale 
movies showing how carbon atoms assemble together on a catalyst nanoparticle to form 
a graphene sheet that progressively lifts-off to convert into a nanotube. Time-resolved 
observations combined with theoretical calculations confirm that some nanoparticle 
facets act like a vice-grip for graphene, offering anchoring sites, while other facets allow 
the graphene to lift-off, which is the essential step to convert into a nanotube.  
 
5.2 Introduction 
Single-walled carbon nanotubes (SWCNTs) continue to be one of the most desirable 
materials for nanotechnology device integration.
2
 For example SWCNTs exhibit high 
on/off current ratios, large charge carrier mobilities and high current carrying capacity 
making them ideally suitable for making nanoscale transistors.
179-180
 Yet limited 
SWCNTs based technologies have emerged on the market because of the lack of control 
on the structure of SWCNTs, i.e., diameter, defect density, length and chiral angle. 
During SWCNTs growth, the nucleation step, which sets the stage for the addition of 
                                                 
*
 Reprinted with permission from “Nucleation of Graphene and its Conversion to Single-Walled Carbon 
Nanotubes” by M. Picher, P. A. Linn, J. L. Gomez-Ballesteros, P. B. Balbuena, and R. Sharma, 2014. 
Nano Letters. 14, 6104-6108, Copyright 2014 by The American Chemical Society. 
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subsequent atomic building blocks, is crucial because the precise arrangement of carbon 
atoms controls their opto-electronic properties.
100
 Theoretical simulations have shown 
that during carbon nanotube synthesis by catalytic chemical vapor deposition (C-CVD), 
the carbon precursor is decomposed on the catalyst surface generating carbon atoms that 
assemble first into a graphene nucleus via sp
2
 hybridization.
181
 The graphene nucleus 
then propagates on the catalyst nanoparticle surface and progressively wraps around the 
nanoparticle surface converting into a hemispherical cap via incorporation of carbon 
pentagons in the initial honeycomb structure.
35-36, 182
 The structure of the cap at the time 
of its lift-off determines the chirality of the SWCNT, which should remain the same as 
more carbon atoms are added to the tubular structure, as long as the thermodynamic 
conditions do not change.
183-184
Although these simulations provide a fundamental 
framework for nanotube growth,
185-187
 they lack connectivity to experimental growth 
conditions. For example, most of the simulations are performed on a free-standing 
catalyst particle, ignoring the catalyst-support interactions, and at a significantly higher 
temperature compared to the typical C-CVD experimental conditions.  Moreover, in situ 
atomic scale observations have elucidated some salient features of carbon nanotube 
growth that were in direct conflict with theoretical predictions, e.g. nanotubes grow from 
solid particles,
188-189
 the structure of catalyst particle can be metal carbide.
50, 190
 
Therefore direct atomic scale observations are needed to elucidate the nucleation and 
growth process of single walled carbon nanotubes under growth conditions. 
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5.3 Methodology 
5.3.1 High Resolution ESTEM 
We employ an environmental scanning transmission electron microscope operated at 
300 KV, equipped with an image corrector and a charge coupled digital (CCD) camera. 
Co-Mo/MgO catalyst powder was provided by Prof. Zafar.
191
 A drop of catalyst 
suspension in isopropanol was deposited on a SiC membrane heating chip. The sample 
was loaded in the microscope and heated to 750 ºC in 10 Pa of O2. After 15 min, the 
sample was cooled to room temperature and O2 flow was terminated. The sample was 
then heated to 625 ºC and 0.005 Pa of C2H2 was introduced. The videos were recorded at 
a frame rate of 6 s
-1
 at an electron dose of 10
5
 nm
2
s
-1
 which was not found to 
significantly affect the growth process, as the same carbon nanotube structures formed in 
the regions exposed and unexposed by the electron beam.  
 
5.3.2 DFT Calculations 
The work of adhesion for the Co carbide surfaces was obtained through density 
functional theory (DFT) calculations using the Vienna ab initio simulation package, 
VASP 
81, 124, 129
 with the projector augmented wave (PAW) pseudopotential for the core 
electrons, plane-wave basis set with a cutoff energy of 400 eV for the valence electrons. 
The surfaces were obtained by cleaving the initial structure of the carbide 
192
 along the 
planes (020) and (210) using Materials Studio 
17
. Four slabs were generated, two with 
Co or C terminated (020) surfaces and other two with Co or Co-C terminated (210) 
surfaces. Each of them was composed of 36 Co atoms and 18 C atoms maintaining the 
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stoichiometric ratio Co2C. The atoms were distributed in six layers, of which the two 
bottom ones were fixed to simulate the bulk whereas the surface layers were allowed to 
relax. The dimensions of the simulation cells were 0.9 nm x 0.9 nm x 1.8 nm for the 
(020) surface and were 0.9 nm x 1.0 nm x 1.8 nm for the (210) surface. Periodic 
boundary conditions were applied in the x, y, and z directions to resemble an infinitely 
long slab in the x and y directions but separated from its periodic image in the z-
direction by a 1.3 nm vacuum gap. Graphene was modeled as a non-periodic fragment 
containing five hexagonal rings, so that the lattice could freely accommodate itself to the 
carbide surface. The graphene fragment has dangling bonds at its rim. Each structure 
was optimized separately using a conjugate-gradient algorithm to relax the atoms to their 
ground state. After convergence the graphene was placed on top of each surface at a 
distance of 0.245 nm and optimized for structural relaxation. The convergence criteria 
for the electronic self-consistent loop was set to be 10
-4
 eV and for atomic relaxation 10
-3
 
eV. The work of adhesion is the energy per unit area necessary to bring two free surfaces 
into contact. We estimated the work of adhesion from the following relation 
92
. The free 
energies of the individual systems Co2C and graphene were subtracted from the energy 
of the combined system and divided by the contact area (eq 5.1). 
 
A
EEE
W
gCCogCCo
adh


 22          (5.1) 
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5.3.3 Structure Identification Method 
High resolution images (Figure C.1a) were obtained for structural analysis using fast 
Fourier transformation (FFT or digital diffractogram) (Figure C.1b). Measured d-spacing 
and  angles were matched with known phases containing Co, O, Mg, and C using a 
software, called CrystalSphere, developed at NIST. The structures of known phases were 
retrieved from JCPDS files available at http://www-i.ncnr.nist.gov/icsd/.  In the first 
step, the program uses these files to match all measured d-spacing to the same phase 
within a specified error and identifies the crystal planes (Table S1). After that, the 
measured angles between the planes, selected in the first step, are matched. In the final 
step, a zone axis is assigned. A structure match is assigned only if all (two or more) 
measured d-spacing, the angles between them, and a common zone axis are matched to a 
known phase. The structure was further confirmed by matching FFT with a calculated 
diffraction pattern of the assigned phase (Figure C.1c Since 1nm to 3 nm nanoparticles 
have been reported to have lattice expansion or contraction owing to its high surface to 
volume ratio 193, the tolerance error for d-spacing is ≈6 %, and the plane angle is ≈10 %.  
). A number of other particles, active for CNT growth (Figure B.2) were also measured 
to ensure the structure identification as the structures of Co3C and Co2C are very similar 
and undistinguishable in certain orientations. Results are given in Table S2. It is 
interesting to note that the FFTs could sometimes be indexed for both structures but the 
errors for Co2C are lower than for Co3C, within the expected measurement constraints 
for small particles (e.g. particle 5 and 6). Based on our detailed analysis the structure of 
active particles was assigned to be Co2C and a crystal structure model was built based on 
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the FFT analysis result to identify the surface planes and their structure that defines the 
nanoparticle geometry (Figure B.3). 
 
5.4 Results and Discussion 
5.4.1 Nucleation of Graphene on Cobalt Carbide Surfaces 
The main challenge for direct imaging of nucleation is that it involves a small number 
of atoms and a short time scale, and thereby requires a combination of high spatial and 
temporal resolution. We have overcome this constraint by reducing the growth rate to 
harmonize with the temporal resolution of our recording media. We have employed an 
environmental scanning transmission electron microscope (ESTEM),
194
 equipped with 
an image corrector and a digital video recording system, to follow SWCNT growth using 
a low pressure of acetylene (C2H2) as the carbon source and a Co-Mo/MgO catalyst 
(Materials and Methods in Appendix C). Figure 5.1 shows time resolved high resolution 
images extracted from a video recorded at a frame rate of 6 s
-1
 at 625 °C in 0.005 Pa of 
C2H2. A number of nanoparticles, ranging from 1 nm to 2.5 nm in size, oriented along 
low index zone axes on MgO are visible within a recorded 20 nm x 20 nm area. Most of 
these nanoparticles were active for nanotube. Two-dimensional lattice resolution in most 
of the particles, marked as P1 and P2 in Figure 5.1 and P3, P4, P5 and P6 in Appendix 
C, Figure C.1, is maintained throughout the observation period of 104 s. At the start of 
our video recording (Time = 0 s) the structures of P1 and P2 were Co3C and CoO, 
respectively, as determined from the Fast Fourier transforms (FFT) of the images (Figure 
C.2 in Appendix C). After 58 s, P1 converted into Co2C, a carbon richer phase and P2 
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converted into Co3C (Figure 5.1b).
192
 This transition of metal oxide to metal carbide 
indicates that P1 may have converted to Co3C before we started recording the video. In 
general all nanoparticles converted to Co2C structure before nanotube nucleation. Iron 
carbide formation during carbon nanotube growth has been previously observed,
50, 190
 
but similar direct evidence for cobalt carbide had not been reported. A number of other 
particles, active for CNT growth (Figure C.1 and Table C.2) were also measured to 
ensure the structure identification of active particles as the structures of Co3C and Co2C 
are very similar and undistinguishable in certain orientations. These measurements 
confirmed Co2C structure as the active phase for nanotube nucleation here. 
 
 
 
Figure 5.1 Structural transformation of catalyst nanoparticles after C2H2 introduction.  
(a, b, c) A series of high resolution images extracted from a digital video recorded after 
introducing 0.005 Pa C2H2 at 625 °C. FFTs from the particles P1 and P2 regions (insets) 
are used for structure identification. Structure of P1 converted from Co3C (a) to Co2C (b) 
while P2 changed from CoO (a) to Co3C (b) and then to Co2C (c) before nucleating 
SWCNTs. The white arrow in FFT of particle P2 indicates the contribution from MgO 
support. Scale bars are 5 nm. 
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Figure 5.2 In situ time-resolved ETEM observation of SWNT nucleation and growth. (a, 
b, c, d) (i) (j) A series of images extracted from a digital video of a Co2C nanoparticle 
showing SWCNT growth. (e, f, g, h) (k) (l) Corresponding atomic models. The active 
surfaces of the catalyst are identified to be (020)c and (210). The red lines indicate the 
stronger adhesion between graphene and metal on the two Co2C(020) surfaces and black 
line shows slightly lifted graphene from (210) surface that results in the formation of cap 
and growing SWCNT. The arrows are guiding the growth directions. (m) Snapshot 
showing the average distances between the growing structure and the (020) and (210) 
catalyst surfaces before the nanotube lift-off. Scale bars are 1 nm. 
 
 
Although the nominal composition of the catalyst contains Mo
20
 which was confirmed 
by energy dispersive x-ray analysis and electron energy-loss spectroscopy of large 
catalyst/support areas but we did not find any Mo in active catalyst particles. Therefore 
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we do not have direct experimental evidence to decipher the exact role of Mo for 
SWCNT growth.  
Higher magnification images of nanoparticle marked as P2 in Figure 5.1 are shown in 
Figure 5.2. The Co2C nanoparticle is orientated along the zone axis and is bound by 
(020) and (210) planes in projection (Figure 5.2a and 5.2e). We first observe a graphene 
embryo to nucleate on the corner of Co2C(020) and Co2C(210) surfaces (Figure 5.2a) and 
spread over the Co2C(210) surface during the growth (Figure 5.2b). The observed bending 
of the growing graphene is proposed to be stabilized by the insertion of pentagons,
134
 
which is the first step in forming the hemispherical cap. The graphene is in close contact 
with Co2C(020) surface but is slightly lifted from Co2C(210) which is confirmed by the 
average measured distances of (0.15 ± 0.01) nm
* 
and (0.26 ± 0.01) nm
*
 (Figure 5.2m). 
With its left side anchored to the Co2C(020) surface, the lateral expansion occurs via 
atomic scale jumps of its right edge on Co2C(210) (Figures 5.2b-d, f-h). This expansion of 
tube diameter may also be favored by the reduction of the curvature energy.
195
 Once the 
graphene reaches the second Co2C(020) surface, both sides are anchored to Co2C(020) 
surfaces (Figures 5.2i and 5.2k). In a remarkable process, the incorporation of additional 
carbon atoms results in cap lift-off on the (210) plane and nanotube growth, while the 
sides stay anchored to the (020) surfaces. At this point, the nanotube cap structure is 
determined and the elongation starts with well-defined diameter and chiral angle 
(Figures 5.2j and 5.2l).
186
 It is interesting to note that on (210) surface C atoms are 
separated by four Co atoms. Therefore a facet with less than four atoms may have only 
Co atoms and also provide anchoring point (Figure 5.2k). 
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5.4.2 Work of Adhesion of Graphene on the Cobalt Carbide Surface 
 
 
 
Figure 5.3 Models used in DFT simulation of graphene relaxation on Co2C(020) and 
Co2C(210) surfaces. (a) (c): Graphene sheets were initially placed at a distance of 0.245 
nm from a Co terminated Co2C(020) surface and at the same distance from a Co-C 
terminated Co2C(210) surface, respectively. After relaxation of graphene on Co2C 
surfaces, distance changes to 0.180 nm to 0.202 nm from Co2C(020) (b) and to 0.191 nm 
to 0.309 nm from Co2C(210) (d). These distances are in close agreement with the 
measured distance (Figure 5.2m). For each panel, a 3D view (left) and a side view (right) 
are proposed for visual clarity.  
 
The anchoring of graphene on Co2C(020) and its detachment from Co2C(210) surfaces 
observed here in the 2D images can be explained by density functional theory (DFT) 
calculations, where full 3-D nature of the graphene/nanoparticle interaction can be 
explored. The Co2C (020) and (210) surfaces are identified as Co terminated and Co-C 
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terminated, respectively  (Materials and Methods, Figure C.3 and Figure C.4 in 
Appendix C), which are reported to be stable terminations for these surfaces.
196
 The 
distances between the graphene sheet and these two surfaces, and the corresponding 
work of adhesion values were calculated starting from the models as shown in Figure 
5.3a and 5.3c. After relaxation, the graphene sheet is almost flat and in close contact 
with Co terminated (020) surface. The calculated distance between graphene and the 
nanoparticle ranges from 0.180 nm to 0.202 nm (Figure 5.3b). On the other hand, it 
forms a dome on Co-C terminated (210) surface with calculated distances of 0.191 nm 
on the edge and 0.309 nm at the center, respectively (Figure 5.3d). These values are in 
close agreement with experimental measurements (Figure 5.2m). The calculated work of 
adhesion for graphene on Co terminated (020) surface is higher than for Co-C terminated 
(210) surface with corresponding values of adhesion to be -26.5 eV nm
-2
 and -14.4 eV 
nm
-2
, respectively (Table C.2 in Appendix C).  Therefore, the nanoparticle surface 
termination plays a critical role in determining the work of adhesion between graphene 
and the nanoparticle: a Co terminated surface favors graphene anchoring, providing a 
‘vice grip’ like hold, while a Co-C terminated surface promotes graphene detachment 
and cap lift-off. In both simulation and experiment, the central part of the graphene sheet 
is observed to be lifted from the (210) surface, but the edge of the graphene sheet is 
maintained in close contact with (210) surface forming a convex-like structure. Despite a 
low work of adhesion, the growing structure remains attached at its edge. This can be 
explained by the presence of dangling bonds at the graphene edges which tend to bind 
with the nanoparticle to be stabilized.   
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5.5 Conclusions 
In summary, we have illustrated how atomically resolved dynamic imaging, combined 
with theoretical calculations, provide essential insights into nanomaterial nucleation and 
growth process. We find that catalytically active nanoparticles possess adjacent surfaces 
with dissimilar works of adhesion for graphene. We propose that this disparity between 
facets is essential for CNT growth as it offers the necessary combination of anchoring 
and lift-off sites. This favors the conversion of the graphene nucleus into a nanotube and 
prevents nanoparticles from encapsulating, which is one of the major causes of catalyst 
deactivation and reduction in CNT synthesis yield.
197-199
 These first atomic scale 
observations show that, since the nanotube cap structure and the diameter are controlled 
by nanoparticle facet geometry, the chirality will also be determined at this stage. In 
future this information can be used to design a catalyst/support system for large scale 
synthesis of single walled CNTs with pre-defined chirality. A prerequisite for achieving 
this control is a strong catalyst/support interaction to preserve the distinct nanoparticle 
facets under growth conditions, as observed in our Co/MgO system. We believe that 
associating this type of catalytic system with a very narrow nanoparticle diameter 
distribution is essential for deterministically obtain SWCNTs with specific diameters 
and chiralities, and thus specific opto-electronic properties. Such experimental atomic 
resolution movies provide a consistent nano-scaled input for growth simulation models.   
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CHAPTER VI  
NANOCATALYST SHAPE AND COMPOSITION DURING NUCLEATION OF 
SINGLE-WALLED CARBON NANOTUBES

 
 
6.1 Summary 
The dynamic evolution of nanocatalyst particle shape and carbon composition during 
the initial stages of single-walled carbon nanotube growth by chemical vapor deposition 
synthesis is investigated.  Classical reactive and ab initio molecular dynamics 
simulations are used, along with environmental transmission electron microscope video 
imaging analyses. A clear migration of carbon is detected from the 
nanocatalyst/substrate interface, leading to a carbon gradient showing enrichment of the 
nanocatalyst layers in the immediate vicinity of the contact layer.  However, as the metal 
nanocatalyst particle becomes saturated with carbon, a dynamic equilibrium is 
established, with carbon precipitating on the surface and nucleating a carbon cap that is 
the precursor of nanotube growth.  A carbon composition profile decreasing towards the 
nanoparticle top is clearly revealed by the computational and experimental results that 
show a negligible amount of carbon in the nanoparticle region in contact with the 
nucleating cap.  The carbon composition profile inside the nanoparticle is accompanied 
by a well-defined shape evolution of the nanocatalyst driven by the various opposing 
forces acting upon it both from the substrate and from the nascent carbon nanostructure. 
                                                 

 Reprinted with permission from “Nanocatalyst Shape and Composition During Nucleation of Single-
Walled Carbon Nanotubes” by J. L. Gomez-Ballesteros, J. C. Burgos, P. A. Lin, R. Sharma, and P. B. 
Balbuena, 2015. RSC Advances. 5, 106377-106386, Copyright 2015 by The Royal Society of Chemistry. 
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This new understanding suggests that tuning the nanoparticle/substrate interaction would 
provide unique ways of controlling the nanotube synthesis. 
 
6.2 Introduction  
The availability of large-scale arrays of semiconducting nanotubes with specific 
structures and perfect alignment would constitute a revolutionary step in the field of 
electronics allowing for smaller dimensions, higher efficiency, and speed of operation in 
devices such as field-effect transistors (FET).
200-202
  However, such structures are 
currently lacking,
203
 limiting the incorporation of single-walled carbon nanotubes 
(SWCNTs) into electronic circuits.  Approaches to overcome this limitation include 
separation via assisted dispersion,
204
 electrophoresis,
205
 ion exchange chromatography
206
 
and density-gradient ultracentrifugation,
104, 207
 allowing separation by electronic 
behavior (metallic or semiconducting)
104, 204-205
 or specific chiral structure.
206-207
 
Alternatively, controlling the nanotube structure during synthesis via control of the 
catalyst structure is considered a promising strategy.
15
 The structure and properties of 
SWCNTs are believed to be defined during the catalyzed synthesis process.  Once the 
nascent cap is fully formed, its structure is maintained throughout growth, provided the 
reaction conditions do not drastically change
183
 and major rearrangements do not occur 
in the catalytic nanoparticle.
39
 The existence of a correlation between nanocatalyst 
structure and the nascent nanotube cap, previously observed and reported as the template 
effect,
36, 113, 116
 can play a crucial role defining the nanotube structure and may allow for 
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the development of strategies to control SWCNT morphology during the synthesis 
process. 
SWCNTs are typically synthesized by catalytic chemical vapor deposition (C-CVD), a 
process carried out with floating or supported transition metal nanocatalysts (Fe, Co, Ni, 
Cu, etc.) and hydrocarbons, ethanol, or CO as precursors.
107-108
 SWCNT growth has 
been observed on both pure metal
60, 114, 149, 208
 and carbide nanoparticles
50-51, 115, 121
 
posing questions about the stability of such phases and their role in the nucleation 
process and motivating investigation of the catalyst structural evolution during nanotube 
formation. One of the hypotheses proposed to explain nanotube growth is the vapor-
liquid-solid mechanism (VLS);
209
 in which carbon atoms diffuse into a liquid 
nanoparticle followed by nucleation on the catalyst surface and growth. Evidence for this 
mechanism comes from observation of fluctuations in the nanoparticle shape
50, 143
 and 
decrease in the melting point of nanoparticles.
210
 In contrast, direct observations of 
stable crystalline facets during nucleation and growth
121
 indicate that the catalyst 
nanoparticle may be in a solid state in which its shape may fluctuate, but is stabilized by 
the forces acting upon it. In the case of supported nanocatalysts, metal oxide substrates 
are typically used and observed to influence the nanoparticle shape,
51, 211
 and the 
nanotube mode of growth and anchorage in some cases.
212
 The nucleation of small 
carbon islands on the particle surface of floating Ni and Fe catalysts has been 
investigated with density functional theory (DFT), focusing on the thermodynamics of 
carbon dissolution, precipitation and coalescence
46, 213
 and the stability of carbide
214
 
compared to that of metal particles
122
 during nucleation. Although some insights into the 
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role of dissolved C as the driving force for nucleation have been introduced from these 
previous studies, most of them were focusing on static analyses of floating catalysts. 
However, a more thorough description of variations in the structure and composition of 
the particle due to the effect of interactions with the nascent cap and the support can be 
obtained from the dynamic evolution of the catalyst and nanotube during nucleation. 
In the present work, we focus on the evolution of the structure of the catalyst 
nanoparticle during the early stages of carbon dissolution and nucleation of SWCNTs. 
Variations in shape, atomic ordering, and carbon concentration profile are studied by a 
combination of reactive molecular dynamics (RMD) and ab initio molecular dynamics 
(AIMD) simulations and analyses of real-time atomic-resolution videos taken in an 
environmental transmission electron microscope (ETEM). We look closely at the 
interactions of the nanoparticle with the substrate and the nucleating nanotube cap, and 
their effect on the nanoparticle structural parameters. 
  
6.3 Methodology 
6.3.1 Computational Details 
Our approach employs two types of molecular simulations. Classical reactive 
molecular dynamics (RMD) simulations emulate the catalytic growth of single-walled 
carbon nanotubes in the tens of nanoseconds time scale, whereas ab initio molecular 
dynamics (AIMD) simulations allow observation of short time phenomena (order of tens 
of ps) providing detailed information on the chemical nature of the interactions of the 
involved species.  In the RMD simulations the carbon-carbon interactions are described 
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by a reactive bond order potential
89
 that includes corrections with respect to the original 
potential developed by Brenner and collaborators.
215
 The modifications consist of an 
extended parameterization that regulates carbon-carbon interactions inside catalyst 
nanoparticles. On the other hand, the metal-carbon interactions are represented through a 
reactive potential
89
 according to the Tersoff scheme
216
 that takes into account the 
hybridization states of C atoms and distinguishes among dissolved and surface C atoms, 
according to atomic coordination criteria.  Metal-metal interactions are described by the 
many-body Sutton-Chen potential,
88
 which has been successfully used to describe 
several properties of transition metals.
217-219
 The metal/support interaction is 
parameterized: the adsorption strength of the catalyst nanoparticle to its support is set to 
370 meV per atom (6.11 eV٠nm-2), an energy value which lies within the range reported 
for catalytic transition metal clusters supported on ceramic substrates such as Ag/MgO 
(1.43 eV nm
-2
 to 3.99 eV nm
-2
 ),
220-221
 Pb/MgO (4.81 eV nm
-2
),
221
 and Cu/MgO (11.98 
eV nm
-2
).
222-223
 The initial RMD system is formed by a carbide-like catalyst nanoparticle 
deposited on a rectangular monolayer substrate model. The substrate was placed at the 
bottom of a periodic box of the same cross sectional area as the area of the support, 3.98 
nm wide (x-direction) and 3.88 nm deep (y- direction). A catalyst nanoparticle with the 
composition of cobalt carbide is then deposited on top of the substrate. The initial 
composition of the carbide-like particle is Co2C; however its structure is that which 
results when 80 carbon atoms are dissolved into the pure metal catalyst made of 160 
cobalt atoms. The vacuum of the periodic box is set in 50 nm height, providing the 
necessary volume to bring the pressure down to values as low as ≈ 18 kPa. This value 
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represents the lowest nonzero pressure that can be achieved in the precursor gas phase; it 
results in supplying one single precursor atom into the periodic box. The temperature 
and the volume of the system are kept constant throughout the simulation. The atomic 
velocities of the system are adjusted to a target temperature of 650 °C through a 
thermostat.
89
 The integration of the equations of motion is done through the predictor-
corrector algorithm, using an integration time step of 0.5 fs until a total simulation time 
of 50 ns has been reached. 
In addition, the interactions between a Co2C nanoparticle and an MgO substrate are 
studied through AIMD simulations carried out using the Vienna ab initio simulation 
package (VASP)
124-128
 with the Perdew-Burke-Ernzerhof exchange-correlation 
functional.
79
 The projected augmented wave (PAW) pseudopotentials
81, 129
 were 
employed to describe the electron-ion core interactions. The plane wave describing the 
valence electron density was expanded up to a cutoff energy of 400 eV. Γ-point 
sampling of the Brillouin zone is used for integration in reciprocal space. The partial 
occupancies were assigned considering a Gaussian smearing with a 0.05 eV width. 
Before performing AIMD, the structures were allowed to relax using a conjugate 
gradient algorithm until the energy difference was lower than 10
-3
 eV between 
consecutive relaxation steps and 10
-4
 eV between electronic self-consistent steps. AIMD 
simulations were carried out using the NVT ensemble at 600 
o
C with the Nosé 
thermostat and a time step of 1 fs. Atomic charges were estimated using the Bader 
analysis of charges,
130-131
 in which the total charge of an atom is defined by the electron 
density enclosed by zero-flux surfaces. The AIMD model consists of a faceted Co2C 
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nanoparticle containing 24 Co atoms and 12 C atoms (approximately 0.7 nm in 
diameter) deposited on a 1.5 nm x 1.5 nm five-layer periodic slab of MgO substrate. 
This model emulates a supported nanoparticle at an early stage in the nanotube growth 
process, prior to the nucleation of the carbon structure at typical growth conditions: 600 
°C and ultra-low C pressure. The (200) surface facet of MgO and the (020) (only Co 
atoms at the interface) and (210) (Co and C atoms at the interface) facets of Co2C were 
considered, as they have been observed and reported from environmental transmission 
electron microscopy (ETEM) studies.
121
 Relaxation of the individual structures was 
performed allowing surface atoms to find positions of lower energy. In the case of MgO, 
the number of layers was selected based on convergence of the surface energy. In all 
cases of MgO relaxation, the two bottom layers were fixed at the bulk structure while the 
top layers were allowed to relax. Two different configurations (nanoparticle located 
epitaxial and almost non-epitaxial with respect to the MgO substrate) were used for each 
of the (200) and (210) surface orientations.  
 
6.3.2 In Situ Experimental Details 
An environmental transmission electron microscope (ETEM), operated at 300 kV, was 
employed to capture images of SWCNT growth. Acetylene (C2H2) and CoxMo1-x/MgO 
were used as carbon precursors and a catalyst-support, respectively. The catalyst/support 
was prepared by wet chemical method as described previously.
191
 The catalyst-support 
system was first heated to 750 °C in oxygen (100 Pa) to remove impurities such as 
gaseous hydrocarbon adsorbed on the surface of the catalyst-support system. This step 
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also resulted in oxidizing the metal nanoparticles, but they become reduced prior to CNT 
formation.
121
 Then the sample was cooled down to a SWCNT growth temperature at 650 
°C in vacuum (10
-4
 Pa) for 10 minutes before 0.01 Pa C2H2 was introduced. Atomic-
resolution real-time videos were then acquired at 10 frames per second and used for 
phase identification.
121
 
 
6.4 Results and Discussion 
6.4.1 Carbon Distribution in the Catalyst Nanoparticle  
Carbon atoms in RMD simulations are initially added at a partial pressure of 820 kPa 
to the catalytic surface, where atoms diffuse into the catalyst. The solubility of C atoms 
in the nanoparticle at this pressure is extremely high and the C concentration inside the 
nanoparticle rapidly reaches the Co:C ratio in Co2C. In order to create the initial Co2C 
model for the RMD simulations, the high-pressure (820 kPa) precursor gas flow is 
stopped as soon as the desired composition is obtained. This system is then exposed to 
low pressure conditions (18 kPa) for nucleation and growth. The steep decrease in the 
reaction pressure reverses the tendency of C atoms to saturate the Co clusters allowing 
initially dissolved C atoms to precipitate onto the catalyst surface. As this precipitation 
continues, the concentration of C atoms within the catalyst stabilizes. A relatively stable 
solution is reached at 15 ns, when the diffusion in both directions, in and out of the 
catalyst, becomes even, keeping constant (≈ 40 atoms) the total amount of carbon 
dissolved in the metal nanoparticle (Figure 6.1). The end of the C stabilization period 
marks the start of the cap nucleation stage, where the precipitated carbon, along with 
 100 
 
new catalyzed carbon, combine to initiate the formation of carbon chains and networks 
on top of the catalyst surface. Throughout this process, changes in shape and local 
composition take place in the catalyst nanoparticle, as a result of the dynamics of the C 
atoms diffusing in and out and association of C atoms on the surface. Variations in C 
composition of the particle throughout the nucleation process are driven by local 
differences in C chemical potential: dissolved carbon, carbon precipitated to the particle 
surface and carbon at the edges of the islands with unsaturated bonds. Therefore as the 
nanotube begins to nucleate, a decrease in the subsurface carbide species is expected due 
to variations in the local environment of C atoms and changes in the metal-carbon 
interaction.
46
 This decrease in C concentration reportedly prevents the formation of new 
islands on the catalyst surface, and favors coalescence of the existing carbon formations 
on the surface.
213
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Figure 6.1 Number of carbon atoms inside the catalyst nanoparticle obtained from 
simulations. The red curve corresponds to the atoms forming the initial carbide 
composition that remain dissolved in the nanoparticle. The blue curve represents the sum 
of all dissolved atoms: those remaining from the initial carbide composition and the new 
ones incorporated from the gas phase. The purple line indicates the time when a CoxCy 
solution reaches a relatively stable global composition.  
 
 
 
6.4.2 Evolution of Catalyst Nanoparticle Shape  
Besides the global concentration of carbon atoms, a detailed analysis of the local 
concentration of carbon within the catalyst provides information about the routes of 
carbon dissolution and diffusion during SWCNT nucleation and growth.  Z-density 
profiles are generated from the RMD trajectories by computing the number of atoms of a 
given species present in successive planes parallel to the substrate; each of the planes are 
stacked in the direction perpendicular to the substrate, thus defining the location of 
atomic layers. Z-density plots herein reported contain profiles for both carbon and metal 
atoms, where the height of each peak represents the population of the species in each 
layer. However, the Co:C ratio does not exclusively determine the presence of a 
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nucleating carbide phase. Other factors such as the nearest neighbor distances and 
structural stability of the metallic solvent atoms could be indicators of carbide 
nucleation. Thus, Z-density profiles are used to obtain information about time evolution 
of the catalyst nanoparticle shape as they are related to the total number of peaks 
observed in the carbon and metal profiles. For instance, during the process of 
stabilization of the carbon concentration, the height of the first metal peak increases and 
the total number of peaks decreases (Figure 6.2: 5 ns to 7.5 ns). The higher metal peak in 
contact with the substrate reveals the spread of metal atoms on the substrate leading to a 
reduction in the number of atomic layers in the catalyst nanoparticle. 
 
 
Figure 6.2  Z-density profiles for metal atoms forming the catalyst nanoparticle. Each 
curve corresponds to profiles calculated over 2.5 ns intervals. The number of peaks and 
the height of each peak provide information about the catalyst nanoparticle shape. The 
substrate is located at z = 0. The time interval corresponds to the C stabilization stage 
(see Figure 6.1). 
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As the global carbon concentration stabilizes and the carbon cap nucleation starts, the 
catalyst nanoparticle undergoes minimal variations in its shape. During cap nucleation, 
the metal atoms decrease their tendency to spread on the substrate surface finding some 
structural stability, although some nanocatalyst height reduction is still seen in this 
period, as shown in Figure 6.3a. The end of the nucleation stage takes place once the 
carbon cap completely covers the top of the catalyst surface (Figure 6.3a at 34 ns). When 
this event occurs, the catalyst nanoparticle finally stops spreading on the support and 
starts recovering some height as result of a counteracting force coming from the cap, 
which pulls the metal and dissolved carbon atoms upwards (Figure 6.3a). This 
phenomenon can be associated with step flow mechanisms observed through in situ 
experiments using an environmental TEM in which the catalyst particle undergoes a 
reversible deformation right before the cap lifts off.
143, 224
 This elongation will be 
eventually followed by a shape recovery as result of the cap release.
143
 
We have recorded the catalyst shape dynamics in real-time using environmental TEM. 
Figure 6.3b shows that the catalyst spreads laterally, as shown by the decrease in the 
number of atomic layers, before cap nucleation. During cap nucleation at the catalyst 
nanoparticle surface (time period 13.6 s to 14.2 s), the catalyst nanoparticle height 
reduces the most. Then the catalyst stops spreading and its height recovers one atomic 
layer when the cap forms fully and starts to lift off. The catalyst shape evolution in our 
in situ observations (Figure 6.3b) qualitatively agrees with the simulated results, even 
though they are in different time scales (Figure 6.3a) and different precursor pressures. 
The accelerated dynamics employed in our simulation model
89
 are able to represent well 
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the behavior observed in the experiments due to the ability to model the mechanisms 
involved in the nucleation process (e.g. C dissolution, C bulk and surface diffusion, and 
C precipitation to the particle surface). These are simultaneously responsible for the 
changes in shape and composition in the nanoparticle.  
 
   
 
Figure 6.3 Shape evolution of the catalyst nanoparticle during the various nucleation 
and growth stages. a) RMD simulations illustrate that during carbon stabilization, the 
metal layer in contact with the substrate tends to wet the substrate (first ≈15 ns). Carbon 
nucleation starts before carbon stabilization is reached and leads to further reduction in 
the number of layers of the nanocatalyst particle. The slight vertical elongation of the 
nanocatalyst particle coincides with the beginning of the growth stage. b) In qualitative 
agreement with the simulated results, in situ experimental observations show that the 
nanocatalyst particle spreads laterally with decreasing number of atomic layers before 
the cap nucleation ends (at approximately 13 s). The bar is 1 nm. 
 
 
Reshaping effects on the catalytic nanoparticle during SWCNT nucleation can thus be 
summarized as a) spreading of the nanoparticle on the substrate and a concomitant 
decrease in the number of layers while the global C composition is stabilized and the 
carbon cap nucleates; and b) elongation of the nanoparticle as the newly formed cap lifts 
off. Such events can seemingly be attributed to the interplay between the interactions of 
the carburized nanoparticle with the substrate and with the nascent cap. Previous RMD 
a. 
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studies varying the substrate/catalyst adhesion energy Eadh
38, 211
 showed that the strength 
of interaction between the substrate and the nanocatalyst plays an important role in 
determining the dynamics of the nanoparticle shape. In this work, we performed AIMD 
simulations of Co2C nanoparticles deposited on MgO substrates aimed to emulate the 
experimental setting. As explained above, based on our previous work,
121
 Co2C(020) and 
Co2C(210) the two facets potentially in contact with the support, are taken as the base 
model for the calculations. The initial configurations were constructed by bringing into 
contact the relaxed structures of a Co2C slab cleaved along the (020) and (210) planes, 
exhibiting a pure Co termination and a Co-C termination respectively, with a five-layer 
MgO slab cleaved along the (200) plane. Changes in the nanoparticle shape and relative 
atomic distribution with respect to the substrate are observed as a result of the 
temperature-induced dynamics at 600 
o
C. Two initial configurations were considered for 
each termination differing in their relative location with respect to the substrate: i) most 
of the Co atoms are located on top of Mg atoms (indicated by the numeral 1- preceding 
the facet type), ii) most of the Co atoms are located in positions other than on top of Mg 
atoms (indicated by the numeral 2- ). However after a period of equilibration, interfacial 
Co atoms are displaced from their original position preferring locations atop O atoms at 
the substrate interface in all cases (Figure D.1). Such behavior has been observed and 
described from calorimetric measurements
221
 and theoretical calculations of transition 
metal clusters on the (100) facet of MgO
222-223
 suggesting a covalent interaction between 
O and Co. The current AIMD simulations indicate that although the facets in the initial 
models are not kept, systems based on the same surface facet maintain structural 
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similarities among them. These AIMD simulations, where the nanoparticle/substrate 
effect is separated from that of the nascent cap/nanoparticle, reveal that the nanoparticle 
shape is in part influenced by the nanoparticle/substrate interaction strength, which in 
turn is determined by the structure of the facet in contact with the substrate. After an 
equilibration period, the substrate induces a redistribution of C atoms in the catalyst that 
differs from the initially organized carbide structure, as C atoms, displaced from their 
original locations, intercalate among pure Co and Co-C layers (Figure 6.4). Moreover, 
the (020) –based nanoparticles tend to adopt a rounded cubic shape, whereas the (210) 
ones rearrange into an egg-shape. In the absence of a driving force, no C aggregation or 
precipitation on the nanoparticle surface is observed. In all cases, the 
nanoparticle/substrate interface contains predominantly Co atoms, with the migrated C 
atoms appearing between the Co layer in contact with the substrate and the adjacent Co 
layer. This Co-enrichment of the layer in contact with the substrate (Figure 6.4) is in 
agreement with that observed in the RMD simulations. 
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Figure 6.4 Z-density profiles for Co and C atoms forming the supported nanoparticle 
from AIMD simulations of Co2C nanoparticles on MgO substrates. Initial configurations 
of a) Co2C(020), and b) Co2C(210). c, d, e, f) Density profiles after 3 ps. Changes in the 
catalyst shape are evidenced by irregularities in the height, distribution and extension of 
the peaks. Overall, the atomic distribution in the supported nanoparticle models evolves 
toward a first layer of pure Co in contact with the substrate, followed by alternations 
between a layer with Co and C in almost equal proportion and another of pure Co. The 
substrate is located at z = 0.0 nm. 
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In order to quantify the nanoparticle-substrate interactions, we estimate the strength of 
adhesion of the nanoparticle to the support surface per Co atom at the interface, Eadh, in 
the cases studied. We calculated the energy of adhesion by subtracting the energies of 
the individual components of the system (      and EMgO) frozen in their interacting 
configuration from the energy of the combined system           divided by the number 
of Co atoms at the interface NCo as illustrated in eq 6.1. 
 
iCo
CCoMgOMgOCCo
adh
N
EEE
E 22
/ 
        (6.1) 
Figure 6.5 shows the calculated energies of adhesion per Co-atom for each of the 
models considered. Since the values are normalized, a direct comparison between 
energies of adhesion can be established. The calculated values are comparable to the 
experimental and theoretical values reported between transition-metal clusters and an 
MgO support; the strength is in the moderate to strong range.
221, 223
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Figure 6.5 Energy of adhesion per Co atom for each configuration of the two surface 
facets studied: (020) and (210). The insets next to each label illustrate the nanoparticle-
substrate interface for each case depicted with Mg atoms in green, O atoms in red, Co 
atoms in blue and C atoms in brown. Due to the fact that the nanoparticle/substrate 
interface contains predominantly Co atoms, only one C atom depicted as a small brown 
sphere is shown in the 1-020 system.  
 
For a given nanoparticle facet in contact with the substrate (for example (020) or 
(010)), the calculated adhesion energies do not depend on the specific initial location of 
such facet with respect to the substrate lattice. In contrast, nanoparticles exposing 
different facets display different nanoparticle/substrate adhesion energies. In spite of 
these energetic differences, Figures 6.4 and D.1 show that both (020) and (210) based 
structures on MgO evolve towards similar composition of the nanoparticle contact layer 
(pure Co) and comparable distances between Co and substrate atoms (Figure D.2). In 
addition, a smaller number of Co atoms is found at the contact layer in the (210)-based 
structures and these atoms are subject to a stronger interaction with the substrate 
compared to the (020)-based ones. 
A closer look at the interactions between the substrate and the Co2C nanoparticle 
models can be obtained from an estimation of partial atomic charges and charge transfer 
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between atoms at the interface (Figure D.3). Atomic charges in the substrate atoms show 
equal magnitudes (≈ 1.38 e-) with positive and negative signs for Mg and O respectively, 
indicating a neutral net charge in the substrate. No significant difference in the average 
charge distribution was found between substrate atoms at the interface and in the bulk of 
the support. 
 
 
Figure 6.6 Accumulation (orange) and depletion (purple) of electron density in 2-(020) 
and 1-(210). Regions of electron accumulation are located around O atoms (red) and the 
interface with the nanoparticle. Regions of depletion are located around Co atoms (blue) 
across the layer in contact with the substrate revealing charge transfer from the 
nanoparticle to the substrate (CoO). Mg atoms and C atoms are depicted in green and 
brown respectively. 
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Average partial charges for Co atoms near the substrate/nanoparticle interface which 
are evaluated separately from atoms elsewhere in the nanoparticle, exhibit a slightly 
higher average positive charge (0.39 e
-
 and 0.44 e
-
) than Co atoms in the rest of the 
nanoparticle (0.28 e
-
 and 0.27 e
-
) in the (210)-based nanoparticles. The opposite trend is 
observed for the (020)-based structures. Similarly, C atoms located closer to the 
substrate bear charges with higher magnitude (more negative) than C atoms located 
elsewhere. These results suggest that this polarization of the nanoparticle atoms close to 
the interface with the ionic crystal substrate may contribute to the stronger interaction of 
the (210)-based nanoparticles (≈ 1.4 eV per Co atom) compared to the (020) case ( ≈ 1 
eV per Co atom). Altogether, as carbon is being dissolved in the nanoparticle and the 
nucleation process begins, the nanoparticle shape (described in terms of the number of 
layers and the relative distribution of atoms therein) is dependent on the strength of 
interaction of the nanoparticle with the substrate. This interaction is shown to be related 
to the extent of the electron transfer between the interfacial metal atoms and their 
neighboring C and O atoms (Figure 6.6), which in turn is affected by the way metal 
atoms are distributed at the interface. As the nucleation stage starts and the nanotube cap 
is formed, a competition between the nanoparticle/cap and the nanoparticle/substrate 
interactions will arise which leads to particle reshaping as shown in Figure 6.3. 
Moreover, carbon redistribution inside the nanoparticle is also induced by nucleation as 
discussed next. 
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6.4.3 Carbon Gradient Inside the Catalyst During Cap Nucleation Stage  
Changes in the local distribution of C atoms are observed in both ETEM images and 
RMD simulations during the cap nucleation stage after the global carbon concentration 
stabilizes. Z-density profiles from RMD simulations (Figure 6.7) are used to generate 
carbon concentration profiles (Figure 6.8) for various time frames of the nucleation 
stage. The C atoms are highly concentrated near the catalyst support, and depleted away 
from it (Figure 6.7). The ratio of C to metal is quantified by the peak heights of carbon 
and metal in the Z-density profile at each layer position. The analysis of carbon 
concentration does not include the pure metal contact layer (negligible carbon 
concentration) which is due to a strong repulsion exerted by the support potential over 
carbon atoms, as shown from the DFT analysis (Figures 6.5 and 6.6) where the 
interfacial energies are dominated by the Co-O interactions. This repulsion leads to a 
pure metal phase near to the nanoparticle/support interface, and a highly concentrated 
carbon-metal solution in the immediately adjacent layer. The carbon concentration 
decreases almost linearly in the perpendicular direction out of the support plane, passing 
through different stoichiometric carbide compositions (Figure 6.8). At the top of the 
catalyst (layer 3 in Figure 6.8), the cluster is almost depleted in carbon as the cap is 
being formed on the nanocatalyst surface. The carbon to metal ratio drops to as low as 
0.1 (Figure 6.8). Metal subsurfaces depleted of C have also been observed during 
graphene growth on Ni(111) surfaces using X-ray photoelectron spectroscopy (XPS) 
suggesting that the presence of C free subsurface layers may act as catalyst for both 
diffusion of C from the bulk and desorption at the surface for incorporation of C to the 
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graphene.
225
 Classical molecular dynamics and DFT static optimizations of Ni and Fe 
floating catalysts during nucleation of SWCNTs have also demonstrated variations of the 
C concentration in the particle.
213-214
 In contrast with what is observed here with 
supported catalysts, the relative C distribution for the floating catalysts is found to be 
more homogenous throughout the nanoparticle
213
 and different carbide configurations 
are reportedly similar in stability, indicating that carbide intermediate species with 
different configurations may be likely to co-exist.
214
   
 
       
Figure 6.7 Z-density profiles for two intervals of 2.5 ns (where a) 17.5 ns to 20.0 ns and 
b) 20.0 ns to 22.5 ns) within the nucleation stage in RMD simulations. The location of 
the peaks indicates the presence of a high atomic density in a 0.01 nm thick slice, 
parallel to the support plane located at z =0.  
 
b 
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Figure 6.8 Local concentration profiles of carbon atoms relative to metal atoms at the 
nucleation stage from RMD simulations. Each concentration curve corresponds to an 
interval of 5 ns, computed as an average of concentrations obtained from two 
consecutive z-density profiles of 2.5 ns each. The concentration points are obtained from 
z-carbon density profiles reported in Figures 6.7. Layers are numbered 1 to 3 from the 
bottom to the top layer. The horizontal lines indicate the C/Co atomic ratio of two 
known carbide phases: Co2C and Co3C. 
 
 
AIMD simulations of a graphene seed deposited on top of the supported Co2C/MgO 
nanoparticles show a similar trend (Figure 6.9). Three atomic layers can be identified: 
the bottom layer containing Co atoms located atop O atoms in the substrate, a middle 
layer containing C atoms and a top layer consisting of Co atoms in contact with the 
graphene seed after 1/3 of the C atoms from inside the nanoparticle are incorporated into 
the graphene structure that adopts a cap shape. In agreement with the C concentration 
profile discussed in Figure 6.8, C atoms are distributed in the middle layer and between 
layers with decreasing local composition from bottom to top (i.e. 4 C atoms between 
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layers 1 and 2, 3 C atoms in layer 2 and 1 C atom between layers 2 and 3). The global 
composition of C in the nanoparticle changes from Co2C to Co3C due to the 
incorporation of C atoms to the graphene, which also allows the graphene fragment to 
reorganize its structure including pentagons and inducing curvature into the structure. 
Typical meta-stable carbides present in the bulk Co-C phase diagram (e.g. Co2C and 
Co3C) can be formed following saturation of carbon in the solid solution, accompanied 
by carbon precipitation as graphene.
226
 Our model emulates the limit of ultra-low 
pressure during growth, therefore diminishing the dynamics of C migration and 
incorporation of C to the graphene, and causing the global Co-C stoichiometry inside the 
nanoparticle to be stabilized as Co3C. 
 
 
 
Figure 6.9 Snapshot from AIMD simulations (t = 3ps) of the Co2C/MgO + graphene 
model with insets for the carburized nanoparticle with graphene (top right) and top view 
of the contact layer of Co atoms deposited on MgO (bottom right). Color code: Mg 
atoms in green, O atoms in red, Co atoms in blue and C atoms in brown.  
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This analysis suggests that the carbon cap forms out of carbon atoms supplied from the 
nanocatalyst particle topmost layer, which in turn compensates its depletion taking 
carbon atoms from lower layers via diffusion, as observed in RMD simulations. The 
linear concentration gradient depicted in Figure 6.8 is then roughly kept throughout the 
nucleation stage, exhibiting a wide range of carbon concentrations, including Co2C and 
Co3C carbide stoichiometric relations in the heart of the catalyst nanoparticle. The 
nucleation process ends with the formation of a graphitic carbon cap extended all over 
the top catalyst, which covers at least the two topmost layers of metal. 
Furthermore, we use atomic-resolution images extracted from real-time videos to 
measure the distances between atomic columns and angles between them to identify the 
metal and or carbide phase present during growth. We have established an image process 
scheme to locate the position the atomic columns by template matching. For each atomic 
column, the distances between neighboring atom columns were averaged, and these 
values were used to identify the structure and thereby composition of the area (Co or Co-
carbide). Prior to CNT formation, CoO nanoparticles are reduced to Co during C2H2 
exposure before converting to Co3C and then to Co2C, as reported earlier.
121
 Moreover, 
nanoscale chemical analysis confirmed that the Mo, though present in the catalyst-
support system, was not present in any of the nano-particles, whether these nanoparticles 
were active or inactive for SWCNT growth. Therefore the role of Mo is not clear at this 
point and therefore not included in our simulations. However, during the nucleation 
process (13.4 s to 14.24 s), the images show the presence of Co-carbides (Co2C or Co3C) 
in the layers close to the support, and a depletion of carbon away from the support 
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(mostly pure Co) (Figure 6.10), which is in agreement with our RMD and AIMD results. 
Similar results have been predicted by combining TEM images and concentration 
profiles obtained by numerically solving a steady-state diffusion equation for Ni 
nanoparticles during plasma enhanced CVD. Precipitation rates were predicted to be 
higher just below the gas-metal surface in correlation with the concentration gradient.
227
 
In our simulation studies, small fluctuations of the C concentration profile with time are 
observed, suggesting that precipitation rates and thus nanotube growth rates may also 
fluctuate due to changes in carbon solubility and diffusion in different regions of the 
nanoparticle. 
 
 
 
 
Figure 6.10 Atomic-resolution image in the cap nucleation stage. Atom columns of the 
catalyst nanoparticle are located and colored according to their average distances 
between neighboring atom columns (gradient color maps from light blue to purple). 
Regions of Co-carbides and pure Co in the particle show the carbon depletion zone away 
from the MgO support and covered by the carbon cap. Scale bar is 1 nm. 
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6.5 Conclusions 
The dynamic evolution of supported Co carbide nanoparticles (Co2C/MgO) during the 
nucleation stage of single-walled carbon nanotube growth was explored using reactive- 
and ab initio molecular dynamics simulations coupled with in situ environmental 
transmission electron microscopy imaging. Changes in the nanocatalyst shape and 
composition are examined throughout the nucleation process beginning with carbon 
dissolution, diffusion and formation of carbon chains on the surface until a cap is fully 
formed and the nanotube structure defined. The amount of carbon dissolved in the 
carbide-like nanoparticle decreases as C atoms precipitate at the surface. Once 
nucleation of the surface C atoms begins, a steady state global C concentration is 
reached. Changes in the nanoparticle shape occur linked with changes in the dynamics of 
C atoms according to experiments and RMD simulations: a decrease of the nanoparticle 
height and spreading over the substrate is observed while the C composition is 
stabilized, no changes occur as the cap is being formed, and subsequent elongation and 
shape recovery take place due to interactions with the cap as it lifts off. The main two 
factors influencing nanoparticle shape and C distribution can thus be summarized as: 
interactions with the substrate and interactions with the nascent nanotube. The 
nanoparticle evolution in relation to its interaction with the substrate from AIMD studies 
reveals that the nanoparticle/substrate interface is dominated by interactions between Co 
atoms located atop O atoms in the substrate. Strong nanoparticle/substrate interactions 
are characterized by electron transfer and re-arrangement of Co atoms at the interface 
stemming from a given Co2C surface termination (i.e. (020) and (210)). The interactions 
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of the nanocatalyst with the cap are responsible for the C gradient observed along the 
direction perpendicular to the substrate in both simulations and experiments. This 
suggests that the catalyst topmost layer is a primary source of C atoms for the formation 
of the nanotube cap. Overall, the combination of atomistic simulations and in situ 
observation of SWCNT growth provides insights into the fundamental phenomena 
driving the observed changes in the nanoparticle and allows the identification of key 
aspects for the formulation of models and mechanisms to better understand and control 
the catalytic process.  
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CHAPTER VII  
DIRECT EVIDENCE OF ATOMIC-SCALE STRUCTURAL FLUCTUATIONS 
IN CATALYST NANOPARTICLES  
 
7.1 Summary  
Rational catalyst design requires an atomic scale mechanistic understanding of the 
chemical pathways involved in the catalytic process. A heterogeneous catalyst typically 
works by adsorbing reactants onto its surface, where the energies for specific bonds to 
dissociate and/or combine with other species (to form desired intermediate or final 
products) are lower.  Here, using the catalytic growth of single-walled carbon nanotubes 
(SWCNTs) as a prototype reaction, we show that the chemical pathway may in-fact 
involve the entire catalyst particle, and can proceed via the fluctuations in the formation 
and decomposition of metastable phases in the particle interior. We record in situ and at 
atomic resolution, the dynamic phase transformations occurring in a Cobalt catalyst 
nanoparticle during SWCNT growth, using a state-of-the-art environmental transmission 
electron microscope (ETEM). The fluctuations in catalyst carbon content are quantified 
by the automated, atomic-scale structural analysis of the time-resolved ETEM images 
and correlated with the SWCNT growth rate. We find the fluctuations in the carbon 
concentration in the catalyst nanoparticle and the fluctuations in nanotube growth rates 
to be of complementary character.  These findings are successfully explained by reactive 
molecular dynamics (RMD) simulations that track the spatial and temporal evolution of 
the distribution of carbon atoms within and on the surface of the catalyst particle. We 
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anticipate that our approach combining real-time, atomic-resolution image analysis and 
molecular dynamics simulations will facilitate catalyst design, improving reaction 
efficiencies and selectivity towards the growth of desired structure. 
 
7.2 Introduction  
Revealing the mechanisms by which nanometer sized catalysts act in chemical 
reactions and material syntheses is essential for the precise control of reaction rate, 
product selectivity, and ultimately, catalyst design. For example, based on the existing 
understanding of heterogeneous catalysis, it is assumed that the role of the catalyst in the 
synthesis of carbon nanotubes (CNTs) by catalytic chemical vapor deposition (C-CVD), 
is to decompose adsorbed carbon precursors and act as a template for CNT (graphene) 
nucleation.228-229 However, the detailed steps leading to graphene nucleation and 
subsequent nanotube growth have not been experimentally established. An alternative 
hypothesis, suggested by Baker et al. 230, and later supported by molecular dynamics 
simulations47, is that the catalyst acts as a reservoir, dissolving carbon atoms in a liquid 
phase that precipitates C in a solid form (carbon fibers) after reaching a supersaturated 
concentration, analogous to the vapor-liquid-solid (VLS) mechanism proposed for 
silicon nanowire growth 231. However, in situ high-resolution transmission electron 
microscopy (HRTEM) studies have shown that the catalyst particles are crystalline, and 
not liquid, during CNT growth 51, 188-189, 232. These results suggest a vapor-solid-solid 
(VSS) mechanism, where the carbon atoms may diffuse on the solid catalyst surface, to 
form the nanotube without dissolving into the catalyst188, 233. However, if dissolution of 
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C into the catalyst particle were to occur, there are two possibilities: 1) formation of a 
stable carbide, leading to inactivation of the catalyst 234, or 2) formation of a solid 
solution or metastable carbides that allow for continued catalytic activity 50, 121, 190, 235.  In 
this latter scenario, the carbon in the catalyst nanoparticle represents a reactive 
intermediate that can combine with surface carbon. 
Recently, metal catalyst particles have been reported to convert to a carbide phase prior 
to CNT growth 121,190, 236. Several theoretical studies on nucleation and growth of CNT 
using various simulation techniques186 including reactive molecular dynamics55, 237, tight 
binding136, 238, and time-stamped force-biased Monte Carlo simulations239 of Ni and Co 
catalysts have suggested  that carbon atoms diffusing in and out of metal particles are 
present at different stages of the process, thereby providing evidence that carbon atoms 
indeed diffuse into the catalyst bulk prior to incorporating into SWCNTs. Structural 
heterogeneity for cobalt catalyst nanoparticles during triple wall carbon nanotube growth 
has also been reported 235. The lower energy of M-C bond formation, for example, 2.6 
eV for Ni-C compared to 6.6 eV for C-C bonds 89, 240, and the stronger cohesion energy 
per formula unit of Ni-C (10.1 eV) compared to Ni-Ni (4.5 eV) and C-C (7.4 e)238 favor 
metal carbide formation over graphene as explained in an earlier report.55 However, the 
existence of carbide structures raises further questions concerning the role of the catalyst 
in nucleating CNTs: does carbon diffuse on the surface of the metal carbide or via the 
bulk, as proposed for metal particles? Or do metastable carbide structures, formed under 
non-equilibrium conditions, play a part? 
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By employing an in situ environmental transmission electron microscope (ETEM) as 
an experimental platform and reactive molecular dynamics (RMD) simulations 177, 194 
We resolve the entire process from the nucleation and growth of a SWCNT from a single 
catalyst nanoparticle to termination (catalyst deactivation). Here, we present the 
observed and simulated time-resolved structural dynamics of catalyst nanoparticles 
under non-equilibrium conditions during SWCNT growth and compare the chemical 
changes associated with phase fluctuations to the carbon incorporation rate in growing 
nanotubes. Intriguingly, we identify two sources of carbon supporting the SWCNT 
growth 1) Surface diffusing C atoms that are incorporated at a constant rate 2) C atoms 
diffusing out of metastable carbides in the particle bulk, incorporated at fluctuating time 
intervals. Our results hold relevance for a number of other chemical reactions where Co 
nanoparticles are used as active catalysts for e.g. Fischer Tropsch process for 
hydrocarbon synthesis and petroleum cracking 241. A broader implication of this study is 
that our methods may be employed to resolve dynamic atomic-level processes in 
heterogeneous catalysis. 
 
7.3 Methodology 
7.3.1 ETEM Experiments 
Atomic-resolution videos of SWCNT growth were recorded using an environmental 
transmission electron microscope (ETEM), operated at 300 kV and equipped with an 
image corrector, at a rate of 10 frames per s. Acetylene (C2H2) and CoxMo1-x/MgO 
(prepared by wet chemical methods)191 were used as carbon precursors and a catalyst-
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support system, respectively. The catalyst-support system was first heated to 750 °C in 
oxygen (100 Pa) to remove impurities such as gaseous hydrocarbons adsorbed on the 
surface.  Then the sample was cooled to the SWCNT growth temperature of 650 °C in 
vacuum (0.0001 Pa), and was maintained at this temperature for 10 minutes before 
exposing to 0.01 Pa of C2H2. Crystalline Co clusters precipitated from the support and 
formed 2 nm to 5 nm sized particles. These particles nucleated and grew SWCNTs. No 
molybdenum was found within the nanoparticles as reported earlier 121. 
 
7.3.2 Simulation Methods 
Classical reactive molecular dynamics (RMD) simulations as implemented in our 
SIMCAT code 89 were employed to simulate the catalyst particle during SWCNT 
growth. The model consists of a carbide-like particle (1.8 nm diameter, 160 atoms) with 
Co2C composition deposited on a rectangular monolayer substrate model in an 
atmosphere of a C precursor gas model (P ≈ 18,000 Pa, corresponding to 1 C atom in the 
box). The simulation box was 3.98 nm long, 3.88 nm wide, and 50 nm deep. The 
reactive empirical bond order (REBO) Brenner potential 90, which is based on the 
Tersoff 216 and Tersoff-Brenner potentials 242 was used to represent carbon-carbon 
interactions. Metal-carbon interactions were described using  a DFT-parameterized 
potential based on a many-body scheme based on the Tersoff potential that combines 
Morse-type repulsive and attractive terms with an additional screening parameter which 
takes into account the coordination of C atoms to distinguish between surface atoms and 
dissolved C atoms, and different hybridization states 89. The many-body Sutton-Chen 
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potential88 was used to describe the metal-metal interaction and the metal-substrate 
interaction was parameterized using an average adsorption strength of 6.11 eV·nm-2. A 
predictor-corrector algorithm and a time step of 0.5 fs were used in the integration of the 
equations of motion and the temperature was maintained at 650 °C using the Nosé-
Hoover thermostat 89. The dissolution residence time (τD) is the time that a C atom 
remains dissolved in the particle. A number of metal first nearest-neighbor (MNN) 
greater than or equal to 5 (MNN ≥ 5) was used as criterion to determine whether C 
atoms were dissolved or not. C atoms that do not dissolve in the particle (τD = 0 ns) are 
labeled as SD, those remaining dissolved for less than 3 ns (0.001 ns ≤ τD  ≤ 3 ns) as 
BD, and those remaining dissolved for longer (τD  ≥ 3 ns) as CF. 
 
7.4 Results and Discussion 
7.4.1 Environmental TEM 
Figure 7.1a is a frame extracted from a video of SWCNT growth from a (2.5 ± 0.04) 
nm diameter Co catalyst particle (uncertainties represent the deviation from a perfectly 
spherical shape) supported on MgO. As reported earlier, the metal particle converts to a 
carbide phase with continued exposure to C2H2, before nucleating a SWCNT 
121 The 
video sequence used here was captured after the nucleation of a SWCNT with its rim 
anchored to the particle, enclosing approximately one-third of the top portion of the 
particle (marked by arrows in Figures 7.1a and 7.1d). Within this individual (2.5 ± 
0.04) nm diameter particle, two distinct regions with different structures and a clear 
boundary, can be visually identified (Figures 7.1a and 7.1d): a region of the particle that 
 126 
 
is mostly enclosed in the SWCNT (R1), and the rest of the particle (R2). By measuring 
lattice spacings and angles from the fast Fourier transforms (FFTs) of the high-resolution 
images (Figures 7.1b and 7.1c), the structures of the regions R1 and R2 are identified as 
Co metal and Co2C, respectively (Figure E.5 and Table E.1). While the co-existence of 
Co, Co2C and other related phases in an active catalyst particle has been reported 
235, 
‘direct evidence’ in the images showing two structures with a pronounced boundary has 
not been reported before. Ex situ electron diffraction studies of Co have also reported the 
formation of Co3C and Co2C at 450 °C and 500 °C, respectively, that decomposed to Co 
upon heating above 650 °C192]. It is possible that such metastable structures with clear 
boundaries co-exist in nanoparticles under non-equilibrium conditions and can only be 
revealed by high resolution images acquired under reaction conditions. 
In addition to the co-existence of these two distinct structures, their respective areas 
(R1 and R2) are observed to fluctuate during SWCNT growth (Figures 7.1e-h). In order 
to quantitatively evaluate the relative areas of R1 and R2, and their evolution with time, 
careful measurements of distances between individual atomic columns in each frame are 
required. We establish an image processing scheme (IPS) that locates the atomic-column 
positions in each frame, measures the average first nearest-neighbor distance for every 
individual column, and then assigns atomic columns as belonging to the Co metal (0.22 
nm) or Co-carbide (0.25nm) phases accordingly 243 (Figure E.6). The high precision of 
the IPS (7 pm and 15 pm for Co and Co-carbide respectively) enables the accurate 
assignment of phases and identification of phase boundaries 243 
 127 
 
 This quantification finds the size of the Co area (R1) at 4.0 s to be approximately 1.33 
times larger (Figure 7.1e) than that at 10.0 s (Figure 7.1f). After 10.0 s, the size of this 
area increases again (Figure 7.1g), and then decreases at 40.0 s (Figure 7.1h). The 
variation in sizes of R1 can be attributed to the difference between the rate of carbide 
decomposition (r1, eq 7.1) and formation (r2, eq 7.2). This leads to a decrease (xC) or 
increase (yC) in the total carbon amount (Δ(t)) in the particle (eq 7.3) under non-
equilibrium conditions.  
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The data-rich IPS results are also employed to evaluate the carbon content in the 
particle at any given time. We first carefully measure the carbon distribution within the 
particle in one frame (Figure 7.2a). The ratios of carbon to Co (C:Co) in each atomic 
layer are shown in Figure 7.2b, where layer 1 is in contact with the MgO support and 
layer 10 is the top surface that is enclosed by the growing SWCNT (red arrow). We find 
that the C:Co ratio is 0.5 in the first three atomic layers, and then gradually drops down 
to 0.31 in the next five layers. For the 9th and 10th atomic layers, the ratios for are 
approximately 0.16 (Figure 7.2b).   
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Figure 7.1 Co and Co2C domains in catalyst nanoparticle and dynamic fluctuations in 
their relative areas. (a) A high-resolution image of a catalyst particle during SWCNT 
growth that contains two distinct regions, R1 and R2. (b) and (c) FFT from R1 and R2 
showing the structures in R1 and R2 as Co and Co2C, respectively. (d) A simplified 
illustration of Figure 7.1a identifying the catalyst particle with the two structures R1 and 
R2, in contact along one edge with the MgO substrate, which is in the same plane (dark 
green). MgO planes below the particle, are marked as lighter shades of green. (e-h) 
High-resolution snapshots of CNT growth at 4.0 s (e), 10.0 s (f), 20.0 s (g), and 40.0 s 
(h). Co (R1) and Co-carbide (R2) areas are colored red and blue, respectively, to 
highlight the change in respective areas with time. All scale bars represent 1 nm. 
 
Experimentally, the number of carbon atoms in the nanoparticle at time t (Cp(t)) can be 
obtained from individual frames of the growth video by measuring the volume of the 
Co2C region, relative to the volume of the catalyst particle (Figure E.6). Figure 7.2c 
shows the variation in Cp(t) as a function of time. The amount of carbon inside the 
particle fluctuates aperiodically until the supply of carbon precursor is ended. For 
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instance, the amount of carbon drops to (163 ± 3) atoms at 3.6 s, increases again to (210 
± 3) atoms at 9.8 s, and then drops to (162 ± 3) atoms at 16.5 s. The uncertainty in Cp(t) 
is derived by propagating the uncertainty in atomic position identification (15 pm) 
through equations shown in the Appendix E. In order to elucidate the role of carbide 
phase for the SWCNT growth, we measure relative change in the length of the growing 
SWCNT with time. Since the diameter of the growing SWCNT remains relatively 
unchanged during this observation period, we obtain number of the carbon atoms added 
during a specific time period by measuring the increase in the arc length of the tube 
profile (Figure E.7) in each frame. The plot in Figure 7.2d shows the variation in the 
number of carbon atoms added to the SWCNT as a function of time. A stochastic 
fluctuation in the growth periods and intervals between growth periods is observed and 
is in agreement with earlier reports.244-245  
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Figure 7.2 Experimentally measured, spatial (layer-wise) and temporal variations in 
carbon content in the nanoparticle and the growing SWCNT. (a) A single high resolution 
frame after applying IPS showing the location of atomic columns, where inter-atomic 
column distances ranging 0.20 nm to 0.22 nm or 0.23 nm to 0.26 nm correspond to Co or 
Co2C, respectively. 1
st
 atomic layer of the catalyst particle is in contact with MgO 
support (green dashed line), and the 10
th
 layer is inside the SWCNT. Atomic layers are 
numbered 1 to 10 away from the green line. The scale bar represents 1 nm. (b) 
Corresponding local ratios of carbon and Co as a function of atomic layer. (c) Number of 
carbon atoms in the catalyst particle Cp(t); and (d) the number of carbon atoms added to 
growing nanotube plotted as a function of time. A moving average of 10 frames is 
applied to smooth the data (raw data in Figure E.8). 
 
The carbon amount in the catalyst particle and in the tube at specific time intervals can 
be compared from the data provided in Figures 7.2c and 7.2d. As the number of carbon 
atoms added to the tube increases in the time period between 10.0 s to 15 s (Figures 
7.2d), Cp(t) decreases (Figure 7.2c). On the other hand, Cp(t) increases until 23.8 s while 
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the tube growth rate decreases to a local minimum. These comparisons suggest that the 
variations in the particle composition, i.e. low and high carbon concentration, in the 
measured time period might be inversely related to SWCNT growth rate (Figures 7.2c-
d). The complementary character of the fluctuations in SWCNT growth rate and particle 
carbon content implies that fluctuations in the SWCNT growth could be related to the 
periods of carbide formation and carbide decomposition.  
 
7.4.2 Reactive Molecular Dynamics 
In order to better relate the carbide formation and decomposition reactions to the tube 
growth, we examine the trajectories of individual C atoms in a Co nanoparticle by 
reactive molecular dynamics simulations (RMD) and identify the role of different types 
of C atoms and their contribution to the growth process. The RMD simulations were 
performed on a model 1.8 nm diameter Co2C particle deposited on a rectangular 
monolayer substrate in an atmosphere of a C precursor gas model (P ≈ 18,000 Pa, Figure 
7.3a). The particle size was intentionally kept smaller and the reaction conditions, such 
as carbon precursor pressure, more aggressive in the simulations than in the experiment 
in order to decrease the calculation time needed to observe complete events from the 
simulations. We note that recent advances on accelerated molecular dynamics and 
hyperdynamics simulations have been reported and new methodologies are currently 
being developed such as collective variable-driven hyperdynamics (CVHD) 246 or hybrid 
approaches that combine reactive molecular dynamics with time-stamp force-bias Monte 
Carlo simulations247, both of which could satisfactorily reproduce the dynamic behavior 
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of reactive systems up to time scales of seconds without altering reaction conditions. 
Previous studies using the current approach have shown that the mechanisms of 
nucleation and growth are the same for different particle sizes.55 The kinetics are also 
analogous for different particle sizes 54 and the carbon precursor concentration. 237 Thus, 
we can qualitatively compare our simulations to the experiment results. Using a 
dissolution residence-time criterion, as reported previously,54 C atoms can be classified 
into three types:  1) atoms that are predominantly involved in diffusion on the particle 
surface (SD), or 2) in the bulk (BD) before becoming part of the growing nanotube 
structure or 3) atoms that remain dissolved in the nanoparticle for prolonged periods of 
time, which makes them candidates for participation in carbide formation (CF) (Figure 
E.1). 
After the nanotube cap is formed and the nucleation stage concluded, the carbon 
concentration in each atomic layer is obtained by calculating the ratio of z-density 
profiles for each atomic species (Co and C) in each layer (Figure E.2). The C:Co ratios 
from each atomic layer are averaged over 5 ns in three different reaction time zones (35 
ns to 40 ns, 40 ns to 45ns and 45 ns to 50 ns). In each time zone, the ratio decreases 
linearly along the normal away from the substrate plane (direction guided by the arrow 
in Figure 7.3a) from 0.8 to 0.2, and stabilizes in the 4th layer at approximately 0.2 
(Figure 7.3b). It is noted that the carbon concentration profile corresponding to the 
growth stage (Figure 7.3b) has similarity with that of the nucleation stage reported in our 
earlier work177, which indicates that such carbon gradient starts to be generated at earlier 
times and consolidates at the growth stage. This analysis does not include the pure metal 
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layer in contact with the support, as C atoms undergo repulsion from the support and the 
first peak of C atoms from the z-density profiles is located closer to the second Co peak 
than to the first one (Figure E.2). Although the particle size is smaller in the simulation 
than in the experiments, both of them show that carbon stays inside the particle, and the 
C:Co ratio drops moving perpendicularly away from the substrate plane and remains at ≈ 
0.2 in the particle region located inside the growing SWCNT (Figures 7.2b and 7.3b). 
For the layer that is in contact with the substrate, the C:Co ratio can be as high as 0.75 in 
the simulation, which includes SD, BD and CF types of C atoms. This ratio is restricted 
to a maximum value of 0.5 in the experimental measurements, as from the images we 
can only identify the carbon amount associated with the Co2C phase and not the 
dissolved C atoms, if present. Moreover, the C:Co ratio for each atomic layer in time 
zone 45 ns to 50 ns is generally lower than those for the other two time zones; especially 
the ratio in layer 4 (≈ 0.1 in 45 ns to 50 ns time zone) implying that the total carbon 
amount in the particle varies during SWCNT growth, which agrees with our 
experimental results. 
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Figure 7.3 Simulated spatial (layer-wise) and temporal variations in carbon content in 
the nanoparticle and the growing SWCNT. (a) Simulated catalyst particle (on a support) 
that nucleates a SWCNT with atomic layers from 1 to 4 numbered in the direction of the 
red arrow. (b) Corresponding ratios of carbon and metal as a function of each atomic 
layer at different time intervals (35 ns to 40 ns, 40 ns to 45 ns, 45 ns to 50 ns). The 
values are obtained from z-density profiles reported in Appendix E information (Figure 
E.1. (c) Variation in the number of carbon atoms in the particle with time. (d) Carbide 
decomposition rate, r1, estimated from an atomic balance of carbon atoms in the particle 
(eq 7.4) versus time. Yellow or light blue regions indicate an increase or decrease, 
respectively, in either growth rate or carbon concentration in the particle. (e) Nanotube 
growth rate (surface diffusion contribution not included) estimated directly from the total 
number of atoms that leave the particle versus time. 
 
To further examine the role of carbide in nanotube growth, a thorough atomic balance 
of C atoms from the RMD trajectories is performed. The C atomic balance equation (eq 
7.4) shows that the carbide decomposition rate, r1, is a function of three components. 
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They are the carbon dissolution (carbide formation) rate, r2, (Figure E.3), the variation of 
C content in the particle with time, dC/dt, and C diffusion across the C gradient in the 
particle, 𝐷 (𝛻
 𝐶) (Figure E.3). 
 CD
dt
dC
rr C
2
21          (7.4) 
As estimated from the RMD trajectories, the carbon atoms rate (r2) is 1.50 ns
-1 (Figure 
E.4a, we note that rates reported from RMD calculations are much larger than actual 
experimental rates due to the accelerated nature of these simulations). In contrast, dC/dt 
exhibits a fluctuating behavior in agreement with experimental observations (Figures 
7.3c and 7.2c, respectively). Molecular transport of C atoms inside the particle is 
described in equation 4 as the product of the diffusion coefficient of atomic carbon in the 
particle multiplied by the variation of the carbon concentration gradient across the 
nanoparticle. The diffusion term (Dc) is estimated from the mean-squared displacement 
and Einstein’s diffusivity equation (Figures E.4b). The variation of the carbon gradient in 
the direction perpendicular to the substrate is estimated from the C composition profiles 
by fitting the curves in Figure 7.3b to a quadratic function and analytically calculating 
the second derivative with respect to position in the z-direction.  We find that the 
diffusion coefficient is (1.29 ± 0.07)  10-11 m2s-1, which is in agreement with reported 
diffusion coefficients of C dissolved in transition metals such as Ni (ranging between 10-
11m2s-1 and 10-10m2s-1),55 and the second derivative of the carbon concentration per nm2 
varies between 0.14 carbon atoms and 0.23 C atoms. Thus, by knowing r2, dC/dt and 
𝐷 (𝛻
 𝐶), r1 is obtained via equation 4 as a function of time (Figure 7.3d). In addition to 
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obtaining the rates of carbide decomposition (r1), the overall tube growth rate is also 
determined by monitoring independently the carbon atoms that leave the particle (Figure 
7.3e). Despite the accelerated dynamics intrinsic to our simulation model, the results 
obtained are in qualitative agreement with experimental measurements. The calculated r1 
has the same fluctuations as the tube growth and its value is consistently lower than that 
of the tube growth by approximately 2 carbon atoms per ns.  This observation is in 
qualitative agreement with experimental results (Table S2), which find the number of 
carbon atoms integrated into the SWCNT to be larger than the number of carbon atoms 
ejected from the bulk of the particle by a factor of 2. This implies that the carbon from 
the carbide decomposition is forming the tube and the difference suggests that another C 
source is contributing to the tube growth.  
RMD simulations show that a considerable percentage of C atoms in the catalytic 
process participate in surface diffusion, which fluctuates between 15 % and 55 % (Figure 
E.1). Some of these carbon atoms diffusing on the surface may become part of the 
nanotube as a function of time as illustrated in Figure 7.4. The growth rate due to surface 
diffusion is estimated to be 1.03 carbon atomsns-1 from the slope of the straight line that 
fits the data. These results indicate a constant addition of C atoms to the nanotube from 
C atoms diffusing on the surface, in contrast to the fluctuating behavior originating from 
C atoms diffusing out of the particle bulk. 
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Figure 7.4 Simulated number of surface diffusing carbon atoms added to SWCNT 
versus time. The rate of growth due to surface diffusion is estimated to be the slope of a 
straight line fit to the data relating the number of surface carbon atoms incorporated into 
the nanotube and time. The fit has a coefficient of determination of 0.98. 
 
7.5 Conclusions 
To summarize, both atomic-resolution images and RMD simulations show that two 
distinct phases; Co and Co-carbide phases co-exist in a single catalyst particle during 
SWCNT growth. The carbon-rich phase (carbide) is generally in contact with the support 
(MgO), and the carbon-poor Co is away from the support and in contact with the 
SWCNT rim. We propose that the carbon feedstock from the precursor decomposes at 
the catalyst surface, and part of the resulting carbon diffuses into the particle to form 
metal carbide. Once the tube forms and partially covers the particle surface, the carbon 
may not be able to diffuse into the particle efficiently, making the carbide phase 
unstable. Therefore, a carbon-depleted region that is covered by the tube rim is present 
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during growth. Such a carbon gradient acts as a driving force causing carbon atoms to 
diffuse over the particle towards the surface. This resolves the mechanism of carbon 
diffusion in particle sizes below 5 nm. This mechanism is in contrast with the one 
previously proposed by Baker et al., who suggest that the driving force of carbon 
diffusion is due to a temperature gradient, despite the fact that it is very difficult to 
sustain any significant temperature gradient in such small particles.32 In the real-time 
videos, volume ratios of these two phases change as a function of time, consistent with 
the fluctuating measured SWCNT growth rate. The simulations indicate that the rate of 
tube formation from surface diffusion is constant, while the fluctuating growth observed 
both experimentally and in simulation suggests that bulk processes within the particle 
are important. By employing automated image analysis of the large data set (generated 
by the real-time atomic-resolution videos), we provide first quantitative experimental 
evidence that the carbon concentration profile developed inside the catalyst is a critical 
determinant in tube formation, and that the tube growth rate depends on the rates of 
carbide formation and decomposition. These results are further corroborated by RMD 
simulations. We also show that this new approach to probe the atomic scale mechanisms 
for heterogeneous catalysis. 
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CHAPTER VIII  
CONCLUSIONS AND RECOMMENDATIONS 
 
Various aspects of the catalytic synthesis of single-walled carbon nanotubes on 
transition metal nanoparticles were studied by combining atomistic simulations at the 
RMD, DFT, and AIMD levels with in situ experimental observations. The evolution of 
the catalyst as it facilitates the assembling of C into a curved honeycomb lattice was 
studied to understand its role in shaping the nanotube structure. Beginning with 
adsorption, dissolution and nucleation of carbon on the catalyst surface, we study the 
complex interactions between the catalytic particle with the nascent nanotube and with 
the support. Carbon transport and transformations in the structure and composition of the 
nanoparticle were monitored as nucleation of the nanotube and growth occurred. The 
most significant findings of this study are summarized below. 
Evidence in favor of the possibility of a carbide phase being present in Ni 
nanoparticles during nucleation and growth of SWCNTs was obtained using DFT and 
AIMD simulations where: a) the energetically favorable dissolution of carbon occurs at 
the interstitial sites of the nanoparticle at the synthesis conditions, b) dissolved C atoms 
do not form bonds inside the catalyst, and c) C atoms inside the particle remain 
dissolved at low C concentrations while the growing nanotube is attached to the particle. 
The interactions between the nanotube and the catalyst were characterized by charge 
transfer from surface Ni atoms to C atoms at the nanotube rim. Regions of accumulation 
of electron density were located at the nanotube-catalyst interface and the nanotube rim, 
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while regions of depletion were located near surface Ni atoms in contact with the 
nanotube, and C atoms in the vicinity of the nanotube rim. This electron density 
distribution explains the high reactivity of Ni and C atoms located at the interface and 
the flexibility of C-C bonds to rearrange and heal structural defects while they remain in 
the vicinity of the interface. A contrast between carburized Ni particles and pure Ni 
nanoparticles showed a greater electron density transfer for the carburized particle, 
indicating the possibility of different interactions and reactivity for particles with varying 
content of C dissolved. 
Favorable adsorption and limited C solubility in the catalytic particle was determined 
from DFT simulations of carbon interacting with a noble metal catalyst (Rh).  The 
energy of interaction of each successive addition of carbon to Rh nanoparticles is 
constant and independent of particle size (for small Rh particles ~0.8 nm to 1.1 nm), 
geometry and type of support (either OH-terminated MgO(111), or Mg- and O- 
terminated  MgO(100)).  Nevertheless carbon solubility is affected by particle size and 
the presence of the MgO support, with smaller unsupported particles allowing a slightly 
higher amount of carbon dissolved in their structure. The interaction of the particle with 
the individual C atoms added and with the (100) and (111) terminations of MgO is 
characterized by electron density accumulated at the particle support interface and 
electron transfer from surface Rh atoms to adsorbed and dissolved C atoms. Factors such 
as amount of carbon near the interface, type or surface termination of the support, and 
the degree of particle-support epitaxial match were found to influence the extent of the 
charge transfer and the overall particle-support adhesion. Particles with higher C content 
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near the interface and C atoms, higher degree of epitaxial match with the support, and  
deposited on the (100) facet of MgO tend to interact more strongly with the support. A 
graphene seed placed on the Rh particle surface shows a stronger adhesion to the particle 
without carbon dissolved and deposited on the MgO(111) facet. In contrast, the adhesion 
of the particle to the support decreases in the presence of the nucleating nanotube and it 
tends to increase when individual C atoms are deposited on or absorbed in the 
nanoparticle. These results indicate the possibility of modifying the catalyst structure 
and interactions with the nanotube by selecting the particle support, and providing 
conditions to change its composition. 
ETEM measurements of the structure of MgO-supported Co carbide revealed that 
surface termination and surface local C composition of the catalyst affect the catalyst-
nanotube interactions during nucleation. Investigations of this phenomenon using DFT 
simulations demonstrated that the nanotube seed remains flat and more strongly attached 
to Co terminated surface facets than C-containing ones, where detachment and curvature 
of the nanotube seed is observed. We propose that this disparity between facets is 
essential for CNT growth, as it offers the necessary combination of anchoring and lift-
off sites. This favors the conversion of the graphene nucleus into a nanotube and 
prevents nanoparticles from encapsulating, which is one of the major causes of catalyst 
deactivation and reduction in CNT synthesis yield. 
Reactive molecular dynamics simulations and in situ ETEM of the nucleation of single 
walled carbon on CoxC/MgO particles provided detailed information about the evolution 
of the nanoparticle structure and composition.  Come of the changes observed during the 
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initial stages include the expansion of the particle on the support as C dissolves, 
flattening during nucleation of the nascent nanotube, and elongation as the nanotube cap 
lifts off the catalyst surface. Carbon transport in and out of the particle establishes a 
constant gradient along the catalyst particle in the direction perpendicular to the support 
plane. The first catalyst layer in contact with the support is made out of metal atoms, 
followed by metal layers with a relatively high C concentration that gradually decreases 
towards the particle surface. The results from experiment and simulations show 
agreement and validation of the RMD methodology used.  
Further extension of the RMD and ETEM analyses into the growth stage demonstrates 
the stability of the C gradient established during the nucleation stage. Moreover, two 
distinct phases coexisting in the nanoparticle are identified: a carbide phase in contact 
with the support and a metal phase in contact with the growing nanotube. C dissolved 
near the interface with the nanotube is depleted as it bonds to the nanotube structure. 
Some C atoms remain dissolved in the carbide region for a long time, while others 
diffuse through the particle toward the carbon-depleted region to become part of the 
nanotube. The identified carbide and metal regions fluctuate in size as nanotube growth 
proceeds indicating the continuous formation and decomposition of a metastable carbide 
phase in the nanoparticle during growth. The rate of tube formation due to surface 
diffusion estimated from RMD simulations is constant, while a fluctuating growth rate 
observed both experimentally and in simulation suggests that both surface and bulk 
processes within the particle are important. These results show that the tube growth rate 
is affected by the rates of metastable carbide formation and decomposition.  
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Considering the results presented in this dissertation, a general recommendation is the 
continued characterization of the catalyst nanoparticle transformations and interactions 
with the growing nanotube combining molecular simulations and in situ measurements. 
Specific recommendations for future work are outlined below. 
•Implementation of methodologies that allow the simulated growth of SWCNTs at 
time scales that resemble the observed rates in experiments will provide a more direct 
comparison and evidence of nucleation and growth mechanisms presented in this work 
and proposed in the future. Algorithms that can potentially reach such time scales 
include: accelerated molecular dynamics and hyperdynamics, and hybrid approaches 
such as RMD + time-stamp force-biased Monte Carlo simulations.  
•Development and implementation of force fields and models within the RMD 
framework that would allow an explicit representation of the support, given the impact 
that it can have on the selective growth of carbon nanotubes, as previously reported in 
the literature and as discussed in the present work.  
•SWCNTs for some applications, such as their use in electronics, are required to be 
grown as forests or bundles with similar electrical properties and highly aligned in some 
cases. The collective effect that nanotubes growing in close proximity can have on the 
individual structure and orientation of each nanotube can be investigated using ETEM 
and multiscale modeling approaches, from the DFT level to understand interactions 
involving electron transfer to RMD and other approaches to simulate models with large 
numbers of atoms.  
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•Selective growth of SWCNTs has been successfully achieved using bimetallic 
catalysts, which can combine the activity of two different metals and other physical 
properties such as high melting point, to yield nanoparticles with desired catalytic and 
stable structural features at the reaction conditions. The combined use of molecular 
simulations such as DFT, AIMD, RMD, and others with in situ measurements of 
bimetallic catalysts can provide valuable information to formulate mechanisms that 
explain the performance obtained with these catalysts and propose new catalysts with 
improved activity and selectivity for the growth of SWCNTs. 
•Modification of the catalyst surface to change the catalytic activity can be applied 
during the catalyst preparation or occur due to adsorption of reaction products of the C 
precursor gas decomposition, such as H or O, depending on the reactants used. The 
effect of functionalization of the catalyst surface and interfaces with the nanotube and 
with the support on nucleation of SWCNTs can be investigated using DFT and AIMD 
simulations.  
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APPENDIX A 
 
 
 
A.1 Pair Radial Distribution Function 
 
 
Figure A.1 Pair radial distribution functions (RDF) for C-C (blue), Ni-C(red) and Ni-
Ni(green) for atoms in the Ni44C14 nanoparticle at 1000 K. 
 
RDF functions help describe the average structure of the system throughout the 
simulation time. The peaks indicate the most likely location of neighboring atoms of a 
certain type with respect to a reference atom. Sharp peaks are indicative of a well-
defined structure and wider peaks reflect some degree of flexibility of the structure. Both 
Ni-Ni and Ni-C show a sharp peak located at 2.45 Å and 1.85 Å respectively, showing 
structural ordering between first nearest-neighbors and a longer range structure that is 
not very well defined due to fluctuations in the structure at the temperature of the 
system. A sharp, wider peak is observed for C-C at 3.45 Å as some of the C atoms 
migrate to the nanoparticle subsurface while maintaining a relative order.  
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Table A.1 Diffusion coefficient of C atoms in the carburized Ni nanoparticle calculated 
for two different compositions and temperatures. 
 
Diffusion Coefficients of C Atoms 
D(∙109 
m
2
/s) 
Temperature (K) 
750 1000 
Ni55C10 0.098333 0.448333 
Ni55C14 0.208333 1.698333 
 
 
 
The self-diffusion coefficient of C atoms dissolved into the Ni55 nanoparticle for two 
different compositions (Ni55C10 and Ni55C14) at 750 K and 1000K were obtained by 
calculating the mean square displacement and applying Einstein’s diffusivity equation 
shown below.   
2
1
0 )()(
1
6
1
lim 

 
N
j
jjts trtr
Nt
D       (A.1) 
The terms in brackets represent the ensemble average of squared displacements of the 
species of interest, calculated over multiple time origins (t0) for a time (t) sufficiently 
long to assume that the system is equilibrated. The calculated self-diffusivities are shown 
in Table A.1. Higher diffusivities are found at higher temperatures due to the faster 
dynamics effect on the mobility of C atoms.  At higher carbon content, diffusivities are 
higher as C atoms move faster motivated by a greater overall repulsion inside the 
nanoparticle due to an increase in the charge magnitudes as mentioned in the charge 
analysis. 
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A.2 Energy of Adhesion Nanotube Cap-Nanoparticle 
 
 
Figure A.2 Energy of adhesion of nanotube caps to pure metal (blue) and carbide (red) 
nanoparticles. 
 
A.3 Electron Density of States 
 
 
Figure A.3 Electronic density of states for the carburized a. Ni55C14 nanoparticle and the 
metallic b. Ni55 nanoparticle. Continuous blue and red lines represents total up and down 
density of states, dashed purple and light blue lines represent  up and down contributions 
from C atoms, and orange and purple represent contributions from Ni atoms. 
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The density of states of Ni55 exhibits a population of electronic states concentrated in a 
smaller range of energies than Ni55C14, and a lower density of unoccupied states above 
the Fermi level, which is considered an indicator of a higher reactivity of the latter and 
supports the reasoning presented in the results and discussion section with respect to 
electron accumulation and depletion. The density of states shows a continuous 
population for the metal nanoparticle whereas the presence of a new set of inner orbitals 
is located below the Fermi level for the carburized nanoparticle as a consequence of 
adding C atoms into the nanoparticle. Equivalent trends are observed for the other 
nanotube caps. 
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APPENDIX B 
 
 
Figure B.1 Carburized unsupported RhC0.5 nanoparticles with C added in the subsurface 
after structural relaxation. (a) Rh38C19-Oh1, (b) Rh38C19-Oh2, (c) Rh55C28-Oh, (d) 
Rh55C28-Ih, (e) Rh68C34-C3V, and (f) Rh64C34-Oh. 
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Figure B.2 Average atomic charges of Rh atoms (a-c) and C (d) atoms as a function of 
carbon content in the nanoparticle. Three particle sizes are considered: (a) 38, (b) 55 and 
(c) 68 atoms. Distinction between particles with various symmetries (Oh, ih, and C3V) as 
well as location of Rh atoms inside the particle (-in) or at the surface (-sur) is made. (d) 
The atomic charge of carbon is also shown for all the cases studied. 
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Figure B.3 Electron density maps of unsupported Rh nanoparticles of Rh2C overall 
composition and with different sizes and structures: (a) Rh38C19-Oh, (b) Rh55C28-Oh, (c) 
Rh55C28-Ih, (d) Rh68C34-C3v, and (e) Rh68C34-Oh. Rh atoms are shown in grey and C 
atoms are shown in brown. 
 
 
Figure B.4 Fraction of Rh atoms located epitaxially on the MgO substrate interface for 
supported Rh nanoparticles with C atoms initially placed (a) at the particle surface and 
(b) in the particle subsurface. Two relative configurations of the nanoparticle with 
respect to the support with a high (or intermediate) and a low degree of lattice match 
labeled as ‘1’ and ‘2’, respectively. 
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Figure B.5 Number of C atoms located near the particle-substrate interface for 
supported Rh nanoparticles with C atoms initially placed (a) at the particle surface and 
(b) in the particle subsurface. 
 
 
Figure B.6 Illustration of the particle-support interface and the distance measured 
between them. Distances are reported in Table 4.1. 
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Figure B.7 (a) Top view and (b) side view of the bottom layer of the Rh32C16 supported 
on MgO(100) with epitaxial matching of the Rh atoms located atop O atoms and 
dissolved C atoms located atop Mg. The color and size of the atoms are changed for 
emphasis. Mg – orange, O – red, Rh – blue, and C – green.  
 
 
 
Figure B.8 Supported Rh nanoparticles with a graphene seed adhered on the surface 
after structural relaxation. (a) Rh/MgO(100) + graphene, (b) Rh2C/MgO(100) + 
graphene, (a) Rh/MgO(111) + graphene, and (d) Rh2C/MgO(111) + graphene. 
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Figure B.9 Regions of electron accumulation and depletion at the particle-graphene 
interface of (a) Rh/MgO(100), (b) RhC0.5/Mg(100), (c) Rh/MgO(111), and (d) 
RhC0.5/MgO(111). 
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APPENDIX C 
 
          
 
Figure C.1 Structure identification (contd). (D). For the different labelled nanoparticles, 
the measured d-spacings and angles between crystal planes from the FFT with the values 
from JCPDS data source can be found in Table C.2. 
 
 
Figure C.2 Structure identification. (A) An image extracted from a digital video 
recorded with a boxed region containing the particle. Scale bar is 5 nm. (B) The FFT of 
the box area. Measured d-spacing and angle between (031) and (002) of the nanoparticle 
matched with Co3C structure oriented along [100] zone axis. Faint spots from MgO 
(support) are pointed out by an arrow. (C) Calculated diffraction pattern of Co3C in 
[100] zone axis. 
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Figure C.3 Crystal structure models (A) High resolution TEM image of Co3C and 
corresponding structure model showing the indices of the surface planes (B). (C) High 
resolution TEM image of Co2C with corresponding structure model showing the indices 
of the surface planes (D). 
 
 
 
Figure C.4 The distances of graphene to C-terminated Co2C (020) surface before and 
after relaxation are 0.245 (A) nm and 0.277 nm (B), respectively.  
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Figure C.5 The distances of graphene and Co-terminated Co2C (210) surface before and 
after relaxation are 0.245 nm (A) and 0.170 nm - 0.205 nm (B), respectively.  
 
Table C.1 Comparison of measured d-spacings and angles between crystal planes from 
the FFT with the values from JCPDS data source (noted as “reference d-spacing” and 
“reference angles”). 
 
Matching 
Structure 
Measured 
d-spacing 
(nm) 
Reference 
d-spacing 
(nm) 
Error* 
(%) 
Miller 
plane 
Angle 
between 
planes 
Reference 
Angle 
(°) 
Error 
(°) 
Zone 
axis 
Co3C 
0.191 0.201 -4.88 (0 3 1 ) 0 0 
 
[100] 
0.231 0.223 2.26 (0 0 2) 125 117 8 
 
Co2C 
0.212 0.199 6.32 ( 2 1 0) 0 0 
 
[001] 
0.236 0.221 6.64 (0 2 0) 56.43 63 -6.57 
 
* All measurements are given as (mean ± one standard deviation), standard deviations 
are determined from multiple measurements. 
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Table C.2 Structure determination of different particles during the growth. Comparison 
of measured d-spacings and angles between crystal planes from the FFT with the values 
from JCPDS data source (noted as “reference d-spacing” and “reference angles”) for the 
nanoparticles marked P1, P3, P4, P5 and P6 in Figure S2. 
NP / 
Reference 
Measured 
d-spacing 
(A) 
Reference 
d-spacing 
(A) 
Error* 
(%) 
Miller  
plane 
Angle 
between 
planes 
Reference 
Angle 
(°) 
Error 
(°) 
Zone 
axis 
NP1 / 
Co2C 
 
(no match 
with Co3C) 
2.355 2.439 -3.4 a: (1  0  1) 
a/b 
52.44 
a/b     
56.93 
-4.5 
[0 1 
0] 
2.232 2.235 -0.1 b: (2  0  0) 
b/c 
56.09 
b/c     
56.93 
-0.9 
2.402 2.439 -1.5 c: (1  0 -1) 
a/c 
108.53 
a/c   
113.86 
-5.3 
NP3 / 
Co2C 
 
(no match 
with Co3C) 
2.453 2.432 0.9 a: (0  1  1) 
a/b 
49.23 
a/b    
56.68 
-7.5 
[1 0 
0] 
2.151 2.213 -2.8 b: (0  2  0) 
b/c 
58.50 
b/c    
56.68 
1.8 
2.538 2.432 4.4 c: (0  1 -1) 
a/c 
107.73 
a/c   
113.35 
-5.6 
NP4 / 
Co2C 
 
(no match 
with Co3C) 
 
2.444 
 
2.439 
 
0.2 
 
a: (1  0  1) 
a/b 
53.18 
a/b    
56.93 
-3.8 
[0 1 
0] 
 
2.229 
 
2.235 
 
-0.2 
 
b: (2  0  0) 
    
NP5 / 
Co2C 
 
 
2.450 2.432 0.8 a: (0  1  1) 
a/b 
54.51 
a/b    
56.68 
-2.2 
[1 0 
0] 
2.256 2.213 1.9 b: (0  2  0) 
b/c 
54.71 
b/c    
56.68 
-2.0 
2.374 2.432 -2.4 c: (0  1 -1) 
a/c 
109.22 
a/c    
113.35 
-4.1 
NP5 / 
Co3C 
 
 
2.450 2.382 2.8 a: (1 -2  1) 
a/b 
54.51 
a/b    
58.16 
-3.7 
[2 1 
0] 
2.256 2.258 -0.1 b: (0  0  2) 
b/c 
54.71 
b/c    
58.16 
-3.5 
2.374 2.382 -0.3 c: (-1 2  1) 
a/c 
109.22 
a/c    
116.33 
-7.1 
NP6 / 
Co2C 
 
 
 
2.354 
 
2.432 
 
-3.2 
 
a: (0  1  1) 
a/b 
50.78 
 
a/b    
56.68 
-5.9 
[1 0 
0] 
 
2.236 
 
2.213 
 
0.1 
 
b: (0  2  0) 
     
 
NP6 / 
Co3C 
 
 
 
2.354 
 
2.213 
 
6.4 
 
a: (2  0  1) a/b 
50.78 
a/b    
58.68 
-7.9 
[0 1 
0] 
2.256 2.213 1.0 b: (2  0  -1) 
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Table C.3 Results obtained from DFT calculations for the work of adhesion between 
graphene and Co-terminated (020) and Co-C terminated (210). Four different initial 
positions of the graphene sheet on the two carbide surface have been tested. Both 
adhesion processes are favorable, since the combined system (graphene on Co2C) has 
lower energy than the individual systems. However, the (020) surface presents a stronger 
interaction than the (210) surface in all cases. The average work of adhesion values are -
26.496 eV nm
-2 
and -14.386 eV nm
-2
 for the (020) and (210) surfaces, respectively. 
 
Energy (eV) Surface (test 1) Surface (test 2) Surface (test 3) Surface (test 4) 
(020) (210) (020) (210) (020) (210) (020) (210) 
Co2C -359.472 -361.605 -359.472 -361.60 -718.94 -482.15 -718.94 -482.19 
graphene -145.916 -145.916 -145.916 -145.92 -145.92 -145.92 -145.92 -145.92 
Combined -516.268 -512.367 -516.150 -513.90 -876.20 -633.72 -875.04 -634.62 
Wadh (eV nm
-
2) 
-26.737 -11.898 -26.423 -15.65 -27.84 -13.90 -24.99 -16.10 
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APPENDIX D 
 
 
Figure D.1 Top view of the first layer of atoms in Co2C placed in contact with the MgO 
substrate in the initial configuration (left) and final configuration after 3 ps of ab initio 
molecular dynamics simulations (right). Each of the surface facets ((020) and (210)) 
considered for the Co2C nanoparticle model was initially placed on the MgO surface to 
either maximize (cases labelled as 1-020 and 1-210) or minimize (cases labelled as 2-
020 and 2-210) the number of Co atoms directly on top of Mg atoms. Co atoms in final 
configuration prefer to be located atop O atoms. 
 
 
 
a. 
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Figure D.2 Minimum distances between atom pairs in the nanoparticle and substrate 
(Co-Mg, Co-O, C-Mg and C-O). Two cases are shown for illustration: a. 1-020 and b. 1-
210. The average closest distance between atom pairs is shown in numeral c. A greater 
separation between the Co and C distances relative to the substrate in a. compared to b. 
reflects features of the initial configuration with the nanoparticle bottom layer containing 
Co atoms only in the former case and both Co and C atoms present in the bottom layer 
of the latter. The preference of Co atoms to remain closer to O atoms is estimated from 
the average minimum distance between atom pairs shown in numeral c. C-Mg and Co-
Mg minimum distances are almost identical and C-O distances are slightly bigger and 
uniform across configurations, however C atoms relative arrangement seem not to be 
influenced by the substrate.   Thus, inference about the evolution of the composition of 
the nanoparticle layer in contact with the substrate indicates that almost only Co atoms 
atop O atoms tend to be located at the interface and subsequent layers contain both C 
and Co atoms (Figure D.1). 
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Figure D.3 Average atomic charges calculated using the Bader analysis of charges. 
Atomic charges for the substrate atoms are shown in the top panel and nanoparticle 
atoms in the bottom panel. A distinction between atoms located near the interface and 
those located elsewhere is made.  Charge magnitudes of Mg and O are symmetrical and 
uniform across model systems. No significant difference is found between surface and 
inner-layer atoms in the substrate. C atoms located closer to the interface tend to be 
slightly more polarized than Co atoms and other C atoms in all cases; on the other hand 
interfacial Co atoms are more weakly charged than other Co atoms for the (020) cases, 
whereas the opposite is observed for the (210) cases.  
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APPENDIX E 
 
  
Figure E.1 Percentage of carbon atoms participating in surface diffusion (SD), bulk 
diffusion (BD) and potential carbide formation (CF) during simulated growth of 
SWCNTs. Carbon atoms are grouped in sets of 20 atoms in the sequential order that they 
were catalyzed. Thus each bar represents the percentage of carbon atoms out of 20 
classified into one of the three categories.  
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Figure E.2 Z-density profiles for cobalt and carbon atoms at different time intervals 
during the growth stage. Each peak indicates the relative amount of cobalt and carbon 
located at a certain layer of the particle. These values are used to estimate the 
composition ratios shown in Figure 7.3b. Note that similar analysis of the composition 
profiles was reported in our earlier study;
177
 however, such profiles corresponded to the 
nucleation stage (i.e. much shorter times where the profiles were just equilibrating.) 
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Figure E.3 Schematic illustrating the mechanisms proposed for SWCNT growth for the 
dynamic formation and decomposition of carbide in the catalyst particle. The dark blue 
lines represent the MgO support. The carbide phase (light blue) and metallic phase 
(pink) make up the catalytic particle in contact with the carbon precursor gas, which 
dissolves into the particle (Cy) at a certain rate (r1) and can contribute to the formation of 
the carbide phase and later diffuses out of the particle (Cz) at a rate that varies greatly 
with time (r2) to become part of the nanotube (Cn).   
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Figure E.4 Data used to estimate the growth rate from RMD simulations. a. The carbon 
dissolution rate is obtained from the slope of the line fitted to the curve representing the 
number of carbon atoms dissolved vs time. b. The self-diffusion coefficient of carbon in 
the particle is estimated using Einstein’s method by obtaining the slope of the linear 
portion of the MSD vs t curve and dividing it by 6. 
 
 
E.1 Einstein’s Equation 
2
1
0 )()(
1
6
1
lim 

 
N
j
jjts trtr
Nt
D        (E.1) 
The ensemble average represented by angular brackets < >, is calculated over multiple 
time origins (t0) in the trajectory (eq E.1). The number of C atoms considered for 
diffusion is N, their respective positions at a given time (t) are given by rj. The time 
length of the trajectories used to estimate D is 15 ns (35ps to 50 ps). 
 
E.2 Structure Determination 
Figure E.5a and E.5b show a section of the image extracted from the video containing 
a catalyst nanoparticle and MgO support, and its fast Fourier transforms (FFT), 
respectively. The phases present were identified by measuring d-spacing and angles 
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from the fast FFT, where unique reflection from MgO, Co2C and Co are enclosed by red, 
blue and green circles, respectively. Other four diffused broad spots can be indexed 
using either of these phases as respective d-spacing are too close to be resolved (Table 
E.1). For example,  0.243 nm d-spacing is common for Co2C 
248
 and MgO (111) 
structures. Similarly, 0.2046 nm (Co(111)) and 0.1995 nm (Co2C(210)) are too close to be 
distinguished. Therefore, we use FTT from individual regions marked R1, R2 in Figure 
7.1 (main text, entire particle and MgO (support) as described previously).
249-250
 
Similarly, single d spacing can match with multiple possible phases as reported earlier. 
Therefore, we first measure and match d-spacing for two reflections and the angle 
between them with possible structures (Table E.1). Unique identification is confirmed by 
making sure that indices identified in the first step have a common zone axis (Table E.1). 
In other words, we use 3-D identification to unambiguously identify the structures in the 
R1 and R2 regions to be Co and Co2C respectively. These measurements were used as 
guidelines for automated image analysis to follow the structural fluctuations in the 
particle. 
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Figure E.5 (a) Part of the high resolution image extracted from a recorded video 
containing nanoparticle active for SWCNT growth and corresponding FFT. Red, blue 
and green circles enclose unique reflection from MgO, Co2C and Co, respectively. 
Symmetry related reflection to circled spots are not circled for clarity. Other spots are 
too broad and diffuse to distinguish between the three structures. Scale bar is 1 nm. 
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Table E.1 Measured d-spacing compared with known values for Co, Co2C and MgO 
showing that the reflections present in the FFT (Figure 7.5b) can be indexed using these 
phases. Note that phase assignment is based on matching d-spacings two or more with 
common zone axes and the angle (3 D structure). 
 
Structure Measured 
d (nm) 
Ref (XRD) 
values 
d (nm) 
(hkl) Deviation 
(%) 
Angle 
(°) 
Deviation 
from Ref (°) 
Zone 
Axis 
 0.196 0.2046   (1-11) 4.2    
Co 0.195 0.2046   (11-1) 4.69 70 0.05 <011> 
 0.182 0.177   (200) 2.82 55 -0.03  
 0.23 0.243   (-101) 5.35    
Co
2
C 0.2276 0.214   (1-11) -5.61 75 -5.7 <121> 
 0.212 0.1995   (-210) -6.27 52 -8.8  
 0.23 2.43   (1-11) 5.35    
MgO 0.227 2.43   (11-1) 7.0 75 -4.5 <011> 
 0.212 0.21   (200) 0.95 52 -2.8  
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E.3 Composition Calculation 
E.3.1 Carbon to Co Ratio (C/Co) in a Single Atomic Layer  
 
 
 
 
Figure E.6 (a) A single high resolution frame after applying IPS showing the location of 
atomic columns, where inter-atomic column distances ranging 0.20 nm to 0.22 nm or 
0.23 nm to 0.26 nm correspond to Co or Co2C, respectively. In a single layer, Co and 
Co2C columns are marked by red and blue brackets, respectively. (b) Assuming the 
catalyst particle is a sphere, individual atomic layers as viewed direction perpendicular 
to the atomic layer will appear as concentric circles representing that the pure Co is 
sitting inside Co2C. 
 
 
 
Each atomic column in the catalyst particle was assigned as Co or Co2C (Figure E.6a) 
depending upon the measured distances from next three nearest neighbors. In each 
atomic layer, if there are Co atomic columns, those atomic columns only present in the 
center region (red bracket, Figure E.6a), while Co2C atomic columns present on both 
sides (blue brackets, Figure E.6a). By assuming the particle is a sphere, each atomic 
layer is an intersection of the sphere. Viewing perpendicular to the atomic layer, the two 
structures can be represented as two concentric circles (Figure E.6b), from where the 
size of the Co2C and Co areas can be calculated. For Co2C area, dividing each plane area 
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by Co2C unit cell (0.29 nm x 0.44 nm) gives number of Co and C atoms (2 Co and 1 C in 
the plane area of a Co2C unit cell). For Co area, dividing by the plane area of a Co unit 
cell (0.22 nm x 0.22 nm) gives number of Co atoms (1 Co in the plane area of Co unit 
cell). Thus in each atomic layer, the C/Co ratio is the number of carbon atoms in carbide 
region and total number of Co atoms from both Co and Co2C regions.  
 
E.3.2 Carbon Amount in Each Frame in an Individual Particle  
By assigning each atomic column in the catalyst particle as Co or Co2C, fraction of 
pure Co area (ACo) can be obtained (eq E.2) . Assuming the particle as a sphere, ACo can 
then be converted into volume fraction (FCo) using the following equation (eq E.3), and 
plotted as a function of time (Figure E.6): 
2
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where rCo is the radius of pure Co region, and R is the radius of the entire particle. 
Since only the Co2C region contains carbon atoms, the carbon number (Cp(t)) in each 
frame can be calculated by the following equations (eqs E.4 and E.5) : 
  33
3
4
1
3
4
22
RFRFV COCCoCCo         (E.4) 
 
056.0
2 2
CCO
p
V
tC        (E.5) 
 194 
 
where       is the volume of Co2C region,       is the volume fraction of Co2C region, 
R is the particle radius which is measured as 1.25 nm, Cp(t) is the carbon number in the 
particle carbide region. Note that there are 2 carbon atoms per Co2C unit cell (0.056 
nm
3
). 
 
E.3.3 Carbon Amount of SWCNT Growth Section (Ccnt) 
The arc length of the (a) of the SWCNT profile in each TEM projection frame is 
measured manually (Figure E.7). The uncertainty in a is found to be 0.202 nm from 
multiple tube profile measurements from a single frame and then repeating the same 
over multiple frames. The surface area of the SWCNT (    ) in each frame is estimated 
from the arc length as (eq E.6): 
2
2
ddhAcnt

         (E.6) 
Where 
42
da
h

  and d is the SWCNT diameter (which is measured as 1.78 nm).  
graphenecntcnt DAC          (E.7) 
where Dgraphene is the carbon areal density in a graphene sheet (38 carbon nm
-2
).  
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Figure E.7 A single high resolution frame of CNT growth illustrating measurement of 
arc length CNT profile (a) and diameter (d = 1.78 nm), which are used to calculate the 
height (h), the surface area (Acnt) and the number of carbon atoms in the SWCNT (Ccnt) 
(eq E.7). 
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Figure E.8 (a) Number of carbon atoms in the catalyst particle Cp(t); and (b) the number 
of carbon atoms added to growing nanotube plotted as a function of time. Uncertainties 
in Cp(t) are derived by propagating the uncertainty in atomic position identification 
(0.015 nm) through equations shown above.  Uncertainties in number of carbon atoms 
added to the CNT are derived by propagating the human error in CNT length 
measurement (0.202 nm) through equations shown above. A moving average of 10 
frames is applied to smooth the data and is shown as the red curve in these plots.  While 
an opposite trend of fluctuations in the amount of carbon inside the particle and used for 
SWCNT growth is visually observable, further statistical analysis reveals only a 
moderate inverse linear correlation for the data sets smoothed using a 10 point moving 
average scheme (correlation coefficient: -0.18). We attribute this moderate correlation 
coefficient to the inherently noisy nature of this data, due to various other stochastic 
processes, such as precursor decomposition, also occurring that effect both the carbide 
formation and nanotube growth. In the simulated data too, the tube growth rate 
fluctuations that are out of phase with the time evolution of the carbon content in the 
particle (Figure 3c-e). However, the calculated correlation coefficient is -0.92, which is 
higher than the experimental value of -0.18 as expected. 
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Table E.2 Measured number of carbon atoms added to the nanotube and the number 
atoms ejected from the decomposed carbide for 5 s time intervals shown below.    
 
Time period of SWCNT growth 
11.0 s to 
16.0 s 
16.0 s to 
21.0 s 
21.0 s to 
26.0 s 
26.0 s to 
31.0 s 
Carbon atoms added to SWCNT 789 724 657 834 
Carbon output from decomposed carbide 451 285 439 357 
 
 
 
E.3.4 Relationship Between Carbide Formation Rate and Carbon Dissolution Rate 
Our experimental results indicate the nature of this relationship based on the following 
facts: 
1. Two distinct regions are identified: (i) a carbide region and (ii) a pure metal region.  
2. Changes in the size of the carbide region give an idea of how much carbide is forming 
and decomposing. 
3. Any carbon atom dissolving in the particle is perceived in the experiments as an 
increase in the size of the carbide region (i.e. formation of carbide). In other words, C 
atoms which dissolve in the catalyst contribute to increasing the carbide region. 
 
