ABSTRACT e best known exact solver for generating provably optimal solutions to the Traveling Salesman Problem (TSP) is the Concorde algorithm. Concorde uses a branch and bound search strategy, as well as cu ing planes to reduce the search space. e rst step in using Concorde is to obtain a good initial solution. A good solution can be generated using a heuristic solver outside of Concorde, or Concorde can generate its own initial solution using the Chained Lin Kernighan (LK) algorithm. In this paper, we speed up Concorde by improving the initial solutions produced by Chained LK using Partition Crossover. Partition Crossover is a powerful deterministic recombination operator that is able to tunnel between local optima. In every instance we examined, the addition of recombination resulted in an average speed-up of Concorde, and in the majority of cases, the di erence in the runtime costs was statistically signi cant.
INTRODUCTION
e Traveling Salesman Problem (TSP) can be de ned with respect to a complete weighted graph G (V ,E), where every vertex in V = { 1 , 2 , ..., n } is linked to the other vertices. Each edge e i,j ∈ E between vertices i , j ∈ V is associated with a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. GECCO '17, Berlin, Germany © 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM. 978-1-4503-4920-8/17/07. . . $15.00 DOI: h p://dx.doi.org/10.1145/3071178.3071304 weight w i,j ∈ R + . e feasible solutions of the TSP are Hamiltonian circuits in the graph G.
e evaluation of a particular solution x = [x 1 ,x 2 , ...,x n ] ∈ X , specifying a permutation on n − 1 vertices, is given by:
where the node x 1 denotes the rst vertex in the permutation and the edge e x 1 ,x n closes the circuit. e objective is to nd x ∈ X with the minimum evaluation f (x ). e weight matrix W = [w i j ] can be symmetric or asymmetric. e TSP is one of the best studied problems in combinatorial optimization. Many exact and approximate algorithms have been developed over the last 70 years.
e best known of the exact solvers is the Concorde algorithm, which implements a sophisticated form of branch and bound to generate solutions to TSP instances that are provably globally optimal. In addition to generating and exploiting bounds, Concorde also uses cu ing planes to narrow and focus the search space. Of course, since the TSP is NP-Hard, the cost of executing an exact solver scales exponentially. us, an algorithm such as Concorde will fail to execute in a reasonable time for su ciently large problems instances. While we cannot solve this scaling problem in general, it is still desirable to improve the expected running time of branch and bound algorithms. A signi cant improvement in the running time can allow the algorithm to be applied to somewhat larger problem instances.
e running time of branch and bound algorithms is a ected by the availability of a good initial solution. Classic branch and bound algorithms uses this initial solution to eliminate parts of the search space that provably cannot yield a be er solution. e initial solution establishes an aspiration level, and provides an initial upper bound on the global optimum. As be er bounds are discovered, it becomes possible to prune away more of the search space. In principle, a be er initial solution should result in a improvement in runtime.
When run in its default con guration, Concorde uses the Chained Lin Kernighan (Chained LK) algorithm to nd the initial solution [2] . e Chained LK algorithm is a form of iterated local search. When Lin Kernaghan is run in its non-iterated form, it is reasonable to assume that the solutions found on each run are locally optimal under the 3-opt operator. us, we will imprecisely refer to the solutions as "local optima. " is usage is imprecise because Lin Kernighan uses a variable k-opt neighborhood, and therefore the notion of a local optimum may not be precisely de ned. A er Chained LK fails to nd an improving move a er some time, it uses a so restart in the form of a double bridge move that perturbs the current solution. From this perturbed solution, the Lin Kernaghan algorithm is applied iteratively until the search stagnates.
If an algorithm such as Chained LK uses 30 so restarts, then it also generates a set of 30 "locally optimal" solutions that are not easily improved by further local search. We can treat these solutions as an emergent population and apply recombination to these solutions with the goal of nding a be er initial solution for Concorde. To be a viable strategy for improving Concorde, the recombination operator must have very low cost, and it must have a very high probability of nding an improved solution. In this work, we propose the use of Partition Crossover to speed up Concorde by recombining the set of "local optima" generated by Chained LK.
Partition crossover is a recombination operator for the TSP that produces o spring from a graph constructed from the union of two parent solutions. Di erent versions of partition crossover have been introduced: Partition Crossover [18] , Generalized Partition Crossover (GPX) [19] and GPX2 [17] . It has been shown that these partition crossover operators have a high probability of producing locally optimal o spring if the parents are local optima [18] . e cost of applying partition crossover is also very low: it has O (n) complexity with a very small constant. Tinós [17] introduced enhancements to GPX2 that allow it to nd many more recombining partitions than previous versions of Partition Crossover. If Partition Crossover generates q recombination partitions, it is guaranteed to return the best of 2 q possible o spring. eoretical and empirical results show that the set of 2 q possible o spring are largely composed of local optima (e.g., under 3 opt). us, Partition Crossover operators can quickly generate very high quality solutions.
We present a set of experiments that shows how GPX2 can be used to improve the runtime behavior of Concorde. When run on a set of 22 benchmark instances using dedicated machines, Concorde using the GPX2 crossover operator reduces the average running time in every single case, and in approximately half of the cases the di erence in the running time is statistically signi cant.
Our results also reveal that the running time of Concorde is very unpredictable. Concorde is not only sensitive to the e aluation of the initial solution, it is also sensitive to the structure of the initial solution. It is also sensitive to machine resources such as memory and memory allocation. We also present preliminary results on shared machines, and include additional enhancements using the Lin-Kernighan-Helsgaun (LKH) algorithm and GPX2 to improve initial solutions for Concorde.
Section 2 covers the basics of the Concorde algorithm. Section 3 reviews partition crossover operators and recent enhancements to the operator. Section 4 presents experiments aiming at speeding up Concorde using dedicate machines. Section 4 also present experimental results using both LKH and partition crossover to speed up Concorde using shared machines. Conclusions appear in Section 5.
THE BASICS OF CONCORDE
e Traveling Salesman Problem can be posed as a pseudo-Boolean optimization problem with constraints. Given n vertices, a Hamiltonian circuit can be de ned as a bit vector with length n(n − 1)/2, with exactly n bits with value 1. Bits with value 1 selects n edges with the goal of nding a minimal Hamiltonian circuit. Note that n(n − 1)/2 is also the number of edges in the cost matrix for the TSP, and the cost matrix can also be represented as a cost vector denoted by c. Let the set of solutions that are also Hamiltonian circuits be denoted by S.
us a solution can be de ned by
To be a Hamiltonian circuit, the set of n selected edges are also such that the number of edges that are incident on every vertex is exactly 2. To convert the TSP into a linear programming problem, we instead need a problem of the form minimize c T x subject to Ax ≤ b
for some appropriate system Ax ≤ b of linear inequalities. Equation 3 is a relaxation of the problem posed in equation 2. If a solution is found that satis es both equation 2 and 3, then it is an optimal solution to the TSP. However, if a solution is found for equation 3 that is not a solution to equation 2, we still obtain a new lower bound on the optimal solution, and we can add additional constraints (e.g., cu ing planes) to try to move the search space "closer" to the optimal solution. Concorde, Version 03.12.19 [3] , is the best performing exact algorithm currently known for the symmetric TSP. To solve the linear programming problems that arise during the sophisticated branch and cut search process, Concorde uses an LP solver speci cally designed for this purpose.
As is typical when using branch and bound (or branch and cut) algorithms, Concorde can use a good initial solution to generate constraints on the search space.
Concorde can be run in two modes; in one mode, Concorde generates its own initial solution using the Chained LK algorithm, which is a form of Iterated (i.e., "chained") Local Search. Lin Kernighan (LK) [9] , is a powerful and well-known heuristic for solving the TSP. For about two decades, it was the best local search method, and it is a key component of state-of-the-art TSP solvers [12] based on local search. LK search explored k-exchanges to nd improving moves, i.e, take the current tour and remove k di erent links from it, which are then reconnected in a new way to achieve a legal tour. LK applies 2, 3 and higher-order k-exchanges. e overall strategy used by LK-search repeatedly starts the basic LK routine from different starting points keeping the best solution found. Martin et al. [10] proposed the idea of perturbing the LK tour and reapplying the algorithm. is new strategy was named Chained LK [2] . e perturbation operator in Chained LK is a type of 4-exchange, known as a double-bridge move [10] .
Chained LK applies LK-search to a single tour and then runs until it 1) is trapped by a local optimum, or 2) the search stagnates because it cannot nd an improving move. Chained-LK then iteratively reapplies LK local search. e Chained-LK implementation in the Concorde so ware package [3] also uses "do not look bits" and candidate lists. e "do not look" bits exploit the fact that some moves which are not improving moves do not need to be checked again (hence, "do not look") until there is an event that changes the potential contribution of that move. Candidate lists are used to heuristically restrict neighborhood size. In particular, candidate lists focus a ention on the shortest edges that are incident on a particular vertex.
Chained LK has the desirable property that it can generate good solutions with minimal runtime cost. Nevertheless, when generating a good initial solution, there is a trade-o between the quality of the initial solution and the amount of time that is spent searching for a good initial solution before starting the branch and cut algorithm.
e other way in which Concorde can be used is to con rm an optimal solution generated by another method. Concorde can be initialized with a solution that is thought to be optimal or near optimal that was found by a heuristic solver using a signi cant amount of computation. When used in this mode, Concorde does not generate its own initial solution. In principle, Concorde's running time should be the smallest when the initial solution is actually a globally optimal solution, since this allows Concorde to prune away more of the search space as fast as possible. For very large TSP instances where the global optimum is known, the optimal solution was usually found by a heuristic solver, and then the optimal solution was con rmed using an exact solver such as Concorde.
In this paper, we improve the performance of Concorde by using genetic recombination to nd a be er initial solution to pass into the branch and bound algorithm. We will rst do this by improving on the set of local optima (or approximate local optima) that are already found by the Chained LK local search algorithm. We capture the "local optima" visited just before every so restart. We then recombine all of these local optima to seek an additional improvement before passing the initial start solution to the branch and bound algorithm.
Other researchers have also looked at ways of improving the runtime cost of Concorde [1, 8] . Hougardy [8] presents a graph theoretic result that makes it possible to prove that select edges of a TSP instance cannot occur in any globally optimal TSP tour. A combinatorial algorithm was developed to identify and eliminate these edges during the branching process.
PARTITION CROSSOVER OPERATORS
Two desirable properties of recombination operators that were identi ed by Radcli e et al. [13] are the ability to be 1) respectful and 2) to transmit "alleles. " What this means in practical terms for the TSP is that 1) all edges shared in common by the parents are inherited and 2) all edges are inherited from one of the two parents. It should be noted, however, that such recombination operators are highly exploitive and can be very powerful, but they are not particular good at exploration. is is because operators for the TSP that only transmit edges cannot introduce new edges in the population.
Möbius et al. [11] introduced the rst recombination operator for the TSP that always transmi ed edges. e operator is called "Iterated Partial Transcription" (IPT). e IPT operator is not well known in the evolutionary computation community, but IPT was included as an operator in the very well known Lin-KernighanHelsgaun (LKH) local search algorithm for the TSP. In e ect, IPT is also a from of partition crossover.
Whitley et al. [18, 19] independently introduced a "partition crossover" operator for the TSP that is respectful and transmits edges. ere have been multiple enhancements to partition crossover for the TSP as well as a detailed theoretical analysis [6, [17] [18] [19] ; there are no theoretical or analytical results for the IPT operator. IPT is more powerful that the original Partition Crossover (PX) operator, but less powerful than GPX2. All partition crossover operators de ne a reachable set of o spring, and then return the best of all of these o spring. One partition crossover is more powerful than another if the reachable set of o spring is (exponentially) larger.
Partition Crossover works by locally decomposing the parents (which are Hamiltonian circuits) into subgraphs [16] . To be useful for partition crossover, the resulting subgraphs must also decompose the evaluation function into linearly separable subfunctions. We refer to subgraphs that also decompose the evaluation function into linearly separable subfunctions as recombining components. We also want to maximize the number of recombining components. If the number of recombining components is q, then the number of reachable o spring is of size 2 q − 2, assuming the set of o spring does not contain the parents. It has been shown that partition crossover operators have a high probability of producing locally optimal o spring if the parents are local optima [18, 19] . e ospring is always locally optimal in the largest hyperplane subspace that contains both parents [17] .
All partition crossover operators rst construct a graph G u = (V ,E u ) from two solutions, S P 1 and S P 2 , where V is the set of cities in the TSP instance and E u is the union of edges in the two solutions (see Fig. 1(a) ). To partition G u , the edges in G u that are shared by both solutions are removed to create a graph G u (see Fig. 1(b) ). Breadth rst search is then applied to G u to locate the connected subgraphs. Sometimes the connected subgraphs are not recombining components. Degenerate cases must be recognized to determine when crossover is (or is not) feasible. GPX2 is able to "fuse" connected subgraphs and can determine is the fusion of two connected subgraphs can be used for partition crossover.
In the simplest case, a recombining component has one entry and exit (e.g., vertices 6 and 12 in Fig. 1(b) ). In general, if a graph is broken into two subgraphs, and one subgraph is a recombining components, then both subgraphs must be recombining components. is idea can be applied recursively to subgraphs. In more complex cases (e.g. Fig. 2 ) a recombining component can have multiple entries and exits. Under partition crossover the recombining components are found in O (n) time.
In the original description of IPT crossover operator by Möbius et al. [11] the implementation of IPT had O (n 2 ) complexity. is is due to the fact that the IPT operator explicitly searched for subtours that include the same subset of cities. Checking all possible subtours has O (n 2 ) costs. However, we now know we do not need to check all possible subtours. ere are two major advantage of partition crossover operators over IPT: 1) all of the partition crossover operators were designed to have O (n) runtime complexity to achieve fast execution times, and 2) we can nd more recombining components with multiple entries and exits and (exponentially) increase the number of reachable o spring. lines represent parent two. e rst observation is that a partition that cuts only 2 common edges always produces 2 recombining components. is creates a single entry and exit from each subgraph. Given one entry and one exit, a tour can be broken at these "cuts" and recombination will always yield new distinct and feasible o spring [18] . If there are multiple partitions that cut 2 common edges, this process can be repeated.
Partition Crossover: GPX2
Tinós et al. [17] present two enhancements to increase the number of recombining components found by the partition crossover, GPX2. First, GPX2 exploits cu ing points that break nodes of degree 4 of the union graph G u as sites for crossover. (IPT also nds single entry, single exit subtours with breaks at vertices of degree 4, but does so at higher computational cost.) Second, GPX2 identi es recombining partitions with any even number of entries and exits. It does this by rst decomposing the graph G u , and checking to determine if the two parents enter and exit the subgraph at the same vertices.
If the subgraphs are not recombining components, GPX2 also can merge neighboring connected subgraphs that do not result in feasible recombinations. Two unfeasible subgraphs are neighbors if they are linked by at least two paths composed only of common edges. If the fusion of two connected partitions result in a recombining component, the o spring can inherits the partial solution inside the merged partitions from only one parent. e fusion procedure can be repeated for a constant number of times. e implementation of GPX2 is described in Algorithm 1. Fig. 2 illustrates an example of the GPX2 operator. Each vertex of degree 4 is split into vertices and , with a zero cost on the edge between them. We will denote as a ghost vertex. e edge between and the ghost vertex is a common edge and therefore removed. In the simplest case, a connected subgraph has a single entry and exit point, then recombination can occur and will yield a new Hamiltonian circuit. In more complex cases, there are multiple entries and exits.
GPX2 generates o spring in the following way. 1) Pick a direction to traverse the parents and then split vertices of degree 4 by inserting ghost vertices a er the original vertex; denote the new parents by G 1 and G 2 . 2) Generate graph my merging the parents so that G u = G 1 ∪ G 2 . 3) Delete the common edges from G u to create G u and identify the connected subgraphs; copy the common edges to the o spring. 4) Determine if the connected subgraphs are feasible recombining components. 5) Copy the edges from the shortest subpath for each recombining component. ese steps must be repeated for 2 di erence traversal of the parents. If both parents are traversed from le to right, then a second traversal must be done where one parent is traversed from le to right, and the other parent is traversed from right to le . is idea can be simpli ed into a traversal in the same direction and a traversal in the opposite direction. is is because, for example, a recombining component might span from vertice α to ω in both parents, or a recombining component might span from span from vertice α to ω in parent 1, but span from vertice ω to alpha in parent 2. Only by scanning parents it the same direction and then in opposite directions can this be detected. is is particularly important because how vertices are split is also determined by the direction of the scan. ( e IPT operator must also scan in both
Step 1: Pick a direction in which to trace each parent. Insert a "ghost vertex" immediately a er each vertex with degree 4 in both Parents. e common edge between the original vertex and the corresponding ghost vertex has weight 0. 2: Step 2: Create a union graph G u . 3: Step 3: Remove all common edges of G u to create G u . is includes removing the common "ghost edges" that result from spli ing vertices of degree 4. 4: Step 4: Use Breadth First Search to nd the connected components of G u . 5: Step 5: Determine if each connected component is a recombining component. A subgraph is a recombining component if it has a equal number of entry and exit vertices, and both parents enter and exit the subgraph at the same vertices. 6: Step 6: If two adjacent connected components are not feasible recombining components, fuse the two adjacent connected components, then determine if the merger results in a new recombining component. Repeat the fusing process for a constant number of times. 7: Step 7: Apply crossover by nding the shortest path inside each recombining component.
directions to locate recombining components, for exactly the same reason.) GPX2 can also identify recombining components with multiple entries and exists [15, 17] . All of the vertices internal to a recombining component must be reachable by traversing single edges (not common edges). Common edges that connect the disconnected subgraphs are potential entries or exits. A recombining component is one where both tours enter at the same vertices, both tours visit all of the vertices of the subgraph, and both tours exit at the same vertices. In Figure 2 , there are four recombining components, and two of the recombining components have two entry points and two exit points, and thus four edges in total that connect to other recombining components. Finally, GPX2 will merge connected subgraphs that are not recombining components to determine if the merger will result in a recombining component. To maintain O (n) complexity, GPX2 uses only a constant number of mergers when looking for this type of recombining component.
Chained LK and Partition Crossover
e modi cations we made to Chained LK are very simple. A er every so restart we captured the local optimum (or approximate local optimum) that Chained LK has found just before the restart. If m restarts occur, we construct a population of m + 1 solutions: the m solutions found just before the restarts and the nal solution. We then apply GPX2 to all of these solutions in a pairwise fashion.
is yields very rapid improvement at very low cost. We also introduced a speci c runtime limit on the Chained LK algorithm inside of Concorde; this runtime limit is denoted by T . By forcing Chained LK to run a speci c amount of time, we also ensured that Chained LK would generate enough local optima to Figure 1 . GPX2 is able to identify more recombining components with multiple entries and exits. a) Parent solutions a er ghost vertices are inserted a er all vertices of degree 4. b) A er removing the common edges, the connected subgraphs are obvious. In this case, there exists recombining components that have a total of 4 entry and exit vertices. c) An o spring using the four recombining components. GPX2 returns the best of 2 4 − 2 = 14 possible o spring. make partition crossover viable. e addition of GP2 to the Chained LK algorithm adds much less than 1 second to the running time.
is strategy is also similar to "tour merging via branch decomposition" proposed by Cook and Seymour [4] , but it appears to have much lower cost. In tour merging a form of LK (Chained LK or LKH) is run multiple times. en the resulting set of solutions are merged a er being decomposed using branch decomposition. "Tour merging" is really just a form of multi-parent crossover that transmits edges, and it is unclear if it is any more e ective than partition crossover operators such as GPX2.
EXPERIMENTS
We ran experiments using a number of larger TSP instances drawn from TSPLIB [14] , as well as the National and VLSI instances [5] .
e National instances are based on the locations of cities within countries, while the VLSI instances stem from applications in VLSI circuit design. e three National instances range in size from 980 to 4,663 cities while the twelve VLSI instances have 1,376 to 2,086 vertices. Most of these instances are known to be particularly hard for Concorde. We also used larger instances from the DIMACs test set, speci cally instances E1k.0, E3k.0 and C3k.0.
Results with Dedicated CPU's
In this section we look at how the addition of the GPX2 partition crossover operator impacts the running time of the Concorde algorithm. One might assume that, in theory, we can never do worse that the Concorde algorithm. However, the Concorde algorithm makes a number of stochastic search decisions and we have found that the running time of Concorde can be highly variable. Factors that impact the running time of Concorde include: 1) the random seed, 2) the amount of available computer memory, 3) the evaluation of the initial solutions, and 4) the sequence of the initial solution. Surprisingly, reversing the order of the permutation representing the initial solution can dramatically change the running time.
is rst set of experiments were carried out with dedicated machines. With no other processes running on these machines, we can control for the e ects of memory access on the running time.
e steps of the proposed approach are described in algorithm 2. In the rst set of experiments the "Iterated LK algorithm" refers to Chained LK. In later experiments, the "Iterated LK algorithm" will be the Lin Kernighan Helsguan (LKH) algorithm.
e running time T allocated to Chained LK in the experiments was based on the running time of Concorde with standard se ings. For that reason, we considered T = 5 seconds for datasets where Concorde normally spends less than 20,000 seconds. Otherwise, we have set T = 30. Also, Concorde's standard parameters were set to their normal default se ings. In every case, we ran 30 experiments (with random seeds 1 to 30).
In Table 1 we present results using dedicated machines, meaning that Concorde was the only programming running on these machines. We used 8 identical HP xw6600 workstations, each equipped with quad-core 3.0 GHz Intel Xeon E5450 processors and 32GB main memory. All experiments were run using Fedora Linux, version 24 and compiled with gcc-6.2.1 with optimization ag se ings -O3. Running times were measured based on CPU times reported by Concorde. while (runnin Time < T ) do 7: Run the Iterated LK algorithm; 8: Save all of the Iterated LK "local optima" in K; 9: end while 10:
11:
Save the best tour from K in Best.Tour; 12: 13: //Apply GPX2, recombining all of the "local optima" 14: //in vector K to nd an Improved Tour Run Concorde with -s seed and Improved.Tour; 22: end for
In every single case, GPX2 was able to improve the initial solution. It is reasonable to assume that an improved initial solution should result in faster runtime on average, and indeed this is the case. On average, in every single case, Concorde using GPX2 partition crossover displayed faster running times compared to the standard Concorde con guration. In three cases, the di erence was less than 10%. But across all problems, Concorde using GPX2 partition crossover displayed 15% faster running times compared to the standard Concorde con guration. In 9 of 22 cases, the di erences are statistically signi cant (p < 0.05) using a two-tailed t-test. If we had used a one-tail t-test (based on the fact that adding crossover can only improve the initial solution), then 12 of the 22 cases are signi cant (p < 0.05).
Our results suggest that Concorde should always be run using the addition of GPX2 partition crossover. In no case was the mean runtime of Concorde using GPX2 worse that the runtime of Concorde using the standard se ing.
LKH and Results on Shared CPU's
In a second set of experiments, we asked what happens if we use the Lin Kernighan Helsgaun (LKH) algorithm instead of Chained LK to nd the initial solution, again improving the LKH using partition crossover.
We did these experiments in a shared machine environment. is is partly because using dedicated machines is costly; for example, the experiments on just instance ca4663 took 4163.6 CPU hours to execute. Using dedicated machines requires blocking the access of other users from machines. Our other motivation is therefore related: some users will likely run Concorde on shared machines. Still, from a scienti c point of view this is not ideal, and some results will be biased by the load on the machines. We can still capture the actual running time, but the running time can be a ected by memory usage and swapping between processes. We again used HP xw6600 workstations equipped with quad-core 3.0 GHz Intel Xeon E5450 processors and 16GB main memory. All experiments were run using Fedora Linux, version 24 and compiled with gcc-6.2.1 with optimization ag se ings -O3. Running times were the CPU times reported by Concorde.
Lin-Kernighan-Helsgaun 2 (LKH-2) [7] is considered to be the state-of-the-art local search heuristic for the TSP based on the variable depth local search of Lin and Kernighan (LK-search) [9] . In LKH-2, a number of improvements have been added to the original LK heuristic, like the use of sensitivity analysis to estimate the probability of an edge appearing in an optimal solution. LKH-2 is also a form of iterated local search which uses so restarts. However, the kick operator used by LKH-2 is more disruptive than the double bridge move used by Chained LK.
We ran the same experiment outlined in Algorithm 2 again, except now in a shared machine environment. is again gave us baseline results for Concorde, and then results with an Improved Tour by using GPX2.
In this second set of experiments we also replaced Chained LK with LKH2. us, we ran Algorithm 2 again, but this time with LKH-2 as the Iterated LK algorithm. is gave us two more sets of results, one baseline using LKH2 and then an Improved Tour generated using GPX2. In total, this gives us four combinations: 1) Standard Concorde with Chained LK, 2) Chained LK with GPX2 (CLK+GPX2), 3) LKH-2, and 4) LKH-2 with GPX2 (LKH-2+GPX2).
e experiments were executed 30 times, each time with a di erent random seed for CLK, LKH-2 and Concorde. For each execution, LKH-2 and CLK were ran for a speci c duration of time T . In most cases, T = 5 seconds. On the most di cult problems (with running time more than 20,000 seconds), T = 30 seconds. A er saving the best "local optima" from each restart of CLK and LKH-2, the GPX2 recombination operator is applied to search for additional improvements. In this way, we do not lose the best solution found by CLK and LKH-2, and the initial solution generated by GPX2 can only be be er. Note that LKH already includes the IPT recombination operator. us, improvements found by GPX2 represent additional improvements that were missed by IPT. Table 2 contains the running times used by Concorde to solve instances generated by the proposed approaches. e best runningtime found are highlighted in bold font. We ran two forms of statistical tests: we ran both the Mann-Whitney-Wilcoxon test and a t-test. ese two statistics make di erent assumptions and are sensitive to di erent properties of the data, but the outcomes match in most cases. When testing the null hypothesis that the runtime for standard Concorde and LKH2+GPX2 are drawn from the same population, both statistics indicate a signi cant di erence (p-valve < 0.05) in 7 out of 13 experiments. In every case, the mean runtime is less for LKH2+GPX2 compared to standard Concorde.
CONCLUSIONS
In this paper the GPX2 partition crossover operator was used to improve the initial solution used by the Concorde branch and cut algorithm. is improvement was generate by capturing di erent "local optima" visited by iterated local search, and then recombining the set of local optima to nd a be er initial solution. e GPX2 partition crossover operator is ideally suited to this task, since it nds an improvement with high probability and at low cost. Generating an improved initial solution should result in a faster running time, and on average this proved to be true when experiments are run on dedicated machines.
We also replaced the Chained LK algorithm with the LKH-2 iterated local search algorithm, and then additionally improved the solution found by LKH-2 using the GPX2 partition crossover operator. Again, this improved the performance of Concorde. Using recombination to improve the initial solution generated by Chained LK (or LKH-2) is likely to have the most bene t on very large TSP instances where the running time of Concorde can grow very large.
e running time of the Concorde algorithm can be highly variable, as indicated by the standard deviations associated with the running times. Clearly, there are signi cant stochastic elements to the runtime behavior of Concorde. It is important to ask if there are ways to reduce the runtime variance of Concorde. But this is an extremely complex question given the complexity of Concorde. 
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