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INTRODUCCION
La introducciôn de una medida de probabilidad sobre el espacio 
paranétrico y la utilizaciôn del teorema de Bayes como base para la to^  
ma de decisiones o aimplemente para la inferencia estadlstica se ha mo^  
vido entre la aceptaciôn y el rechazo desde la publicaciôn de dicho 
Teorema en 1763.
Podemos afirmar que en la situaciôn paramétrica en donde se cono- 
ce la forma de las distribueiones y en donde la estimaciôn de ciertos 
caractères desconocidos de ellas llamados parômetros es el objetivo, 
el Bayesianismo ha tenido éxito. No obstante, cuando ni siquiera la 
forma de las distribuciones es conocida, es decir, cuando es la propia 
distribuciôn el parainetro a estudiar y estimar, y el espacio paramétré 
co el conjunto de todas las distribuciones de probabilidad definidas 
en un espacio muestral dado, el Bayesianismo, la teorîa de la decisiôn 
Bayesiana no paramétrica ha encontrado muy sérias dif icultades y su 
aplicaciôn no ha sido muy amplia.
Ferguson en 1973, utilizando los procesos de Dirichlet como induc^ 
tores de medidas de probabilidad sobre el espacio paramétrico y més 
tarde Doksum en 1974, empleando éste los procesos neutrales por la de 
recha como inductores de medidas de probabilidad marcan la pauta de 
la decisiôn Bayesiana no paramétrica, aunque los problemas en la deter^ 
minaciôn de la distribuciôn a posteriori y en la esperanza respecte de 
ésta hacen difîcil y laboriosa la résolueiôn de problemas concretos de 
estimaciôn.
Goldstein en 1975 propone un método alternative: restringir el 
conjunto de reglas de decisiôn en la bôsqueda de la régla Bayes, uti­
lizando métodos lineales.
Esta idea fue punto de partida en la realizaciôn de la présente 
tesis doctoral. Nuestro estudio se basera en la restricciôn de la bôs^
queda de reglas de decisiôn en el conjunto de combinéeiones lineales
de algôn conjunto dado de funciones de la muestra.
El présente trabajo estudiara variables aleatorias las cuales re^  
presentan tiempo transcurrido hasta que un evento ocurre. Taies even- 
tos, o sucesos en la terminologîa habituai, son referidos como "fallos',' 
aunque estos pueden ser por ejemplo la realizaciôn de un cierto trab^ 
jo en un experimento de aprendizaj e en psicologîa, o el cambio de re-
sidencia en un estudio demografico, o simplemente la averla de un mé­
canisme inanimado. No obstante, su mayor utilidad reside en los estu- 
dioB médicos taies como la investigaciôn del cancer.
Asî pues, lo que haremos sera estudiar variables aleatorias 
T 5^ 0, que representen tiempos dé fallo de individuos de una pobla- 
ciôn homogenea, comenzando con un estudio probabilîstico profundo de 
las funciones de supervivencia aleatorias en el primer capîtulo, en 
donde estableceremos los principales teoremas, los cuales serôn las 
herramientaa que ut ilizaremos en las estimaciones del resto del trab^ 
jo. Supondremos très diferentes distribuciones a priori: la inducida 
por un proceso gamma exponencial en el segundo capîtulo, la inducida 
por un proceso homogêneo simple en el tercero y la inducida por un prjo 
,ceso gamma extendido en el cuarto, siendo los dos primeros procesos
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neutrales a la derecha y no siendolo el proceso gamma extendido, in- 
troducido por Dykstra y Furushottam en 1981, y utilizando a cada una 
de ellas como distribuciôn a priori déterminaremos estimadores de la 
funciôn de supervivencia, la funciôn de distribuciôn, el tiempo medio 
de supervivencia, el momento de orden i, trataremos el problema de 
las dos muestras, etc.
Supondremos tambiôn situaciones en las cuales alguno o algunos 
de nuestros tiempos de fallo en estudio sean "censurados", es decir, 
consideraremos situaciones en las cuales en alguno de nuestro indiv^ 
duos en estudio se produzca el fallo por una causa distinta a la que 
estamos estudiando. En ëstas situaciones, una idea errônea serîa el 
no considérer a dichos individuos, ya que ellos nos proporcionan la 
informaciôn de que su tiempo de fallo es mayor al acaecido por esa 
causa extrana, evitando por otro lado la subj etividad en la elimina- 
ciôn de muestras seleccionadas.
Hay que notar que tambien Ferguson y Phadia (1979) ban determina- 
do estimaciones de la funciôn de supervivencia, tanto en el caso de 
que baya datos censurados como en el caso de que no los baya, median 
te el calcule de la media a posteriori. S in embargo, las estimaciones 
por ellos efectuadas resultan totalmente inmanejables, aôn en el caso 
de no considerar datos censurados, y los parômetros que en sus estim^ 
clones intervienen no presentan ninguna significaciôn clara. Muestras 
estimaciones, basadas, como ya bemos dicho, en la linealidad de las 
réglas Bayes consideradas, nos conduciran a estimaciones totalmente 
dtiles y aplicables a cualquier tipo de situaciones, inclusive al c£
H
SO en el que se presenten datos censurados, y con una significaciôn
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Buy clara de los parametros que en ellas intervienen,
Estudiarenos también los comportamientos asintôticoa de todo ti­
po, y observaremos en ellos una clara conducts Bayesiana.
Sin embargo, no quedarîa completo éste trabajo sin una compara- 
cion con el de Ferguson y Phadia para ver cual ha sido la pérdida de 
calidad por el aumento de utilidad. Asî lo haremos, y los resultados 
que se observarén seran surprendentes: Podremos afirmar que el estim^ 
dor de la funciôn de supervivencia propuesto por Ferguson y Phadia a£ 
tda como curva de regresion, mientras que el nuestro lo hace como rec^  
ta de regresién.
Asî pues, los objetivos de éste trabajo son raôltiples, aunque pue^  
den dividirse en dos grandes bloques: en el primero, que comprende el 
primer capîtulo, haremos los estudios probabilîsticos y de procesos 
que trae consigo la utilizaciôn de funciones de supervivencia, distr^ 
bue iôn, etc., aleatorias. En el segundo, que comprende los capîtulos 
segundo, tercero y cuarto, nos centraremos en un estudio estadistico 
calculando reglas Bayes y sus comportamientos asintôticos, para dive£ 
808 parametros, uno de ellos la propia funciôn de supervivencia, as f 
como sus riesgos Bayes asociados.
Especîficamente, en el capîtulo primero empezaremos definiendo 
en la secciôn I el marco en el cual nos vamos a mover, cual es el de 
la teorîa de la decisiôn Bayesiana no paramétrica. Cpntinuaremos en 
la secciôn II def iniendo las principales funciones que vamos a mane- 
jar, como son la funciôn de supervivencia, la funciôn tasa de azar,
Mla funciôn tasa de azar acumulativa, asî como la funciôn de supervi-
vencla muestral. Es la secciôn III una secciôn fundamental, ya que en 
ella consideraremos el concepto de funciôn aleatoria, asî como algunas 
propiedades, tanto probabilîsticas como estadîsticas, de algunas de d^ 
chas funciones aleatorias en el anâlisis de la supervivencia. Algunos 
de dichos resultados, todos ellos totalmente originales, son por ejem­
plo el dado en el teorema 1.3.4, el cual nos dice que bajo ciertas con 
diciones muy générales, dada una variable aleatoria I con funciôn de 
supervivencia aleatoria S(t), siendo g una funciôn mediblc de T 
y siendo P una distribuciôn de probabilidad a priori sobre el espacio 
paramétrico F', es
g(t)S(t)dt)( I g(u)S(u)du)dP(S)f,(f [ (
Jr' 'o •'o
“  [ f  g(t)g(u) ([ S(t)S(u)dP(S))dt du
'p'
La posibilidad de operar con dos funciones g^ y g^ en vez de sôlo 
con una, nos la da el teorema 1.3.5, en donde ahora
ip, (j 8i<t)S(t)dt) (| g^(u)S(u)du)dP(S) 
[ gi(t)g2(u) (|^ S(t)S(u)dP(S))dt. . . .  ... du.
0
Tambien el teorema 1.3.6 nos va a dar el resultado de ser
I (| S(t)gCt)dt)dPCS) - I g(t) (|^ S(t)dP(S))dt
No obstante, si F(t) - 1 - S(t) es la correapondiente funciôn de dis 
tribuciôn aleatoria,nuestro interês fundamental serS el determinar
L  ([ hj(x)dF(x)) ([ h2(y)dFCy))dpCF) 
7 'q  Jo
en donde y son dos funciones medibles de T; pues bien, el
teorema 1.3.7 nos da la solucion, siendo dicha integral igual a
Cj.C2-Cj I g^Cy)(|^ S(y)dpCS))dy - 
- Cg j g^ (x) ( j S(x)dP(S))dx +
+ 1 1  g^ (x) g^ (y) (| S(x)S(y)dP(S) )dx dy.
en donde c ^ y c^ son dos constantes allî especif icadas y g^(x) 
y gg(y) son respectivamente las derivadas respecto a la medida de 
Lebesgue de h^(x) y (y).
En todos estos resultados, ya digo totalmente originales, hemos 
dicho que teniamos la solucion cuando las intégrales se transformaban 
en otras donde aparecian intégrales del tipo
f  S(t)dP(S) = E[s(t)]
o intégrales del tipo,
I S(x)S(y)dP(S) = E[S(x) Sly)]
pero, IBB que acaso estas filtimas son mâs fâcilea de determiner?; la 
respuesta es si, y de hecho éste es uno de los objetivos de las sec- 
ciones VI, VII y VIII de éste capîtulo primero, cuando P es la in­
ducida por un proceso gamma exponencial, homogêneo simple y gamma ex 
tendldo respectivamente, procesos éstos Gltimoa introducidos éste
ano y que no son neutrales a la derecha, a diferencia de los gamma 
exponenclales y homogêneo simples que si lo son, obteniendose respue^ 
tas totalmente originales a dichos objetivos.
Hemos dicho que en la secciôn III antes mèneionada obtenîamos 
tambiên propiedades estadîsticas. iCuâles son estas?. S in duda, la 
fundamental es la estimaciôn de una funciôn de supervivencia S(t), 
expresada a lo largo de los teoremas 1.3.8, 1.3.9 y 1.3.10, asî como 
en sus corolarios asociados, resultados todos ellos originales, y que 
resumidos vienen a decir que si considérâmes una funciôn de supervi­
vencia aleatoria S(t) y una medida de probabilidad aleatoria P a 
priori, sobre el espacio paramétrico F', considérâmes una muestra 
de tamano n^  ^ y buscamos la réglé Bayes S ^ ( t ) para S ( t) dentro 
de la clase de reglas de decisiôn de la forma
a s  (t) + b Æ [s(t)l 
"1
a centinuaciôn extraemos una muestra de tamano n2 y buscamos la r^ 
gla Bayes, ahora dentro de la clase de reglas de decisiôn de la forma
a S (t) + b S, (t) ,
"2 ^
continuâmes el proceso, siendo n^ el tamano de la muestra en la 
k-ésima y Gltima etapa y buscando en dicha ultima etapa dentro de la 
clase de reglas de decisiôp de la forma
a S Ct) + b S. , (t) ,
"k
la régla Bayes es
ê^,Ct) - [i - p (t)] s (t) + p Ct) E[s(t)]
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siendo el riesgo Bayes el dado en el mencionado teorema 1.3.9, 
siendo S (t) la funciôn de supervivencia muestral.
E[S(t)] - E[s2(t)]
(t)
*k E[s(t)] + (n^-1) E [S^Ct)] - n,^  (E[S(t)])^
y estando todas las esperanzas calculadas con respecto a p. Vemos
allî tambien que S^(t) o S(t) en general por abreviar, converge
cas i seguro hacia S(t) y mas tarde, cuando estudiemos distribue io­
nes a priori P particulares, la inducida por un proceso gamma exp£ 
nencial, por un proceso homogêneo simple y por uno gamma extendido, 
intervendran unos parametros, en particular uno, c, el cual nos va 
a medir el grado de confianza de la estimaciôn a priori S^(t) =
■ E [S ( t)] y que cuando c o (S^(t) estimaciôn a priori pêsima),
S(t) sôlo dependera de la informaciôn muestral convirtiendose
S(t) ■ S (t), siendo S(t) • S (t) cuando c -*■ co (S (t) estima-
"k ° °
ciôn a priori ôptima). Vemos tambien en esta secciôn III que ocurre
al habernos restringido a clases de reglas de decisiôn lineales en
vez de haber cons iderado el usual est imador de la media a posteriori,
ya que siempre consideraremos funciones de pêrdida cuadrêticas. La
respuesta es que la media a posteriori actGa como la curva de regr£
siôn de S(t) sobre S^(t) y nuestro estimador como la correspon-
diente recta de regresiôn.
Sin darnos cuenta, despuês de hacer un resumen de todos estos Te 
sultados totalmente originales y que luego demostraremos, hemos entr£ 
do en los capîtulos segundo, tercero y cuarto, los cuales son total- 
" mente originales. En ellos, aunque el esquema de trabajo es el mismo
en los très, la distribuciôn a priori es totalmente diferente: en el 
segundo capîtulo supondremos que P es la inducida por un proceso 
gamma exponencial, en el tercero P sera la inducida por un proceso 
homogêneo simple y en el cuarto P lo serâ por un proceso gamma ex­
tendido, con lo que las conclusiones e interpretaciones de dichos re 
sultados serân diferentes. En los très empezaremos con el tratamiento 
an tes mencionado en la estimaciôn de la funciôn de supervivencia, pr£ 
mero en el caso de que no haya datos censurados y luego en el supues- 
to de que los haya. Las siguientes secciones se dedican a la estima­
ciôn de la funciôn de distribuciôn, el tiempo medio de supervivencia, 
el momento de orden i, el tratamiento del problema de las dos mue£ 
tras, etc., siguiendo un procedimiento semej ante al seguido en la e£ 
timaciôn de la funciôn de supervivencia, y obteniendo resultados pa­
rais los a los allî obtenidos, especialmente en cuanto a la interpre- 
taciôn de los parametros.
Como se ve la estimaciôn de la funciôn de supervivencia, en el 
segundo bloque de êste trabajo, dedicado a estimaciones, tiene una 
importancia dec is iva y fundamental. iPor quê es esto?. La respuesta 
ahora y con êsto termino, nos la da los teoremas 2.1.2 y 2.1.3, sin 
menospreciar el resultado alcanzado en el 2.1.1, en donde demos t ra- 
moSy ya que tambiên dichos teoremas son originales, que si §(t) es 
la régla Bayes, dentro de alguna clase de reglas de decisiôn, para 
S(t), y si g es una ’funciôn lineal (bilineal) g (S ( t ) ) es la re 
gla Bayes para g (§(t)) dentro de la clase de reglas de decisiôn 
imagenes mediante g de la clase en donde ê(t) tra régla Bayes p£ 
r a S(t), manteniendose los mismos riesgos en dichas transf ormacio- **
nés, ya que por supuesto, en todas las estimaciones damos los riesgos 
Bayes minimos alcanzados.
No quiero terminar sin agradecer a mi profesor y amigo el Dr. D. 
Vicente Quesada Paloma, bajo cuya direcciôn ha sido realizado este 
trabajo, no solo el haber hecho posible la realizaciôn del mismo con 
sus orientaciones, ensenanzas y discusiones, sino tambiên el haberme 
permitido trabajar a su lado durante los très ôltimos anos. A mi ami. 
go el Dr. D. Michael Goldstein, todas las sugerencias y discusiones 
que me brindô durante dos meses de trabajo intehso en Hull (Inglat£ 
rra) , y a todos mis companeros de Departamento y en especial a su Jie 
fe, los cuales siguieron con interês las incidencias de êste trabajo 
y con quien discutî algunos puntos del mismo.
Madrid, Diciembre, 1981
CAPITU LO  1
ELEMENTOS BASICOS
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I. DECISION BAYESIANA NO PARAMETRICA
En todo problema de decision se pueden encontrar tres elementos 
bâsicos: Un espacio de estados posibles de la Naturaleza llama-
do tambien espacio paramétrico y que contiene a la cantidad descono- 
cida o paramètre 6 sobre el que se quiere decidir o investigar; un 
espacio de acciones posibles a tomar por el decisor A, y una fun­
ciôn de pérdida L : ®  x A --- »■ R.
En un problema de decisiôn no paramétrico, el espacio paramétré 
CO es el espacio de todas las distribuciones de probabilidad defini­
das en un espacio muestral dado; se represents por F .
La utilizaciôn del procedimiento Bayesiano como criterio de de­
cisiôn lleva implîcito la definiciôn de una distribuciôn de probabi­
lidad F sobre el espacio pafamétrico, llamada distribuciôn de pro­
babilidad a priori.
Con objeto de obtener informaciôn acerca de 6, se realiza una 
investigaciôn estadlstica cuyo resultado es una variable aleatoria 
que sera denotada por X, pudiendo representar tambiên X a un vec 
tor aleatorio. El conjunto de posibles resultados es el espacio mue£ 
tral que sera denotado por X. Llamaremos régla de decisiôn d(x) a 
una funciôn nedible de °X en A, supuesto definidas dos 0-âlgebras 
convenientes en A y X.
La variable aleatoria X tendra una distribuciôn que dependera 
del paramètre. Llamaremos funciôn de riesgo de una régla de decisiôn 
d(x) a la esperanza, con respecto a la distribuer ôn de X, de la 
pérdida L(0,6(X)). La representaremos por R(6,d).
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Obsérvese que una acciôn de À es un caso particular de régla 
de décision cuando no se realiza experimento alguno, coincidi endo en 
dicho caso la pérdida y el riesgo.
Definicion 1.1.1. Llamaremos riesgo Bayes de una régla de décision 
d, correapondiente a una distribuciôn a priori P, y lo represent^ 
remos por r(P,d), a la esperanza con respecto a P de la funciôn 
de riesgo de la régla d(x); es decir,
r(P,d) - Ep[^(0,d)]
Def iniciôn 1.1.2. Llamaremos régla Bayes con respecto a una dis tribu
ciôn a priori P a la régla de decisiôn que haga mînimo el riesgo
Bayes correapondiente a P. AnalIticamente,
def
d* régla Bayes correapondiente a P f  " * r(P,d*) = min r (P , d)
d
Def iniciôn 1.1.3. Llamaremos riesgo Bayes de P a la cantidad
r(P) = r(P,d*) 
en donde d* es la régla Bayes con respecto a P.
Def iniciôn 1.1.4. Si A es el espacio de acciones antes cons iderado, 
una régla de decisiôn aleatorizada ô*(x,.) es para cada x, una
distribuciôn de probabilidad sobre A.
Def iniciôn 1.1.5. La funciôn de pérdida L(0,ô*(x,.)) de una régla 
de decisiôn aleatorizada ô* se define como
L(0,ô*(x,.)) - ) [L(0,a)J
— 3 —
deflniendose la funciôn de riesgo por tanto como
R(6 ,6*) = [ L ( e , 6 * ( X , . ) ) ]
Conviene aclarar algo en cuanto a la no tac iôn: cuando calculemos 
esperanzas con respecto a una distribuciôn de probabilidad ir, lo re 
presentaremos por E^[.], representando por E^[.] la esperanza ca^ 
culada con respecto a la distribuciôn de la variable, aleatoria Y.
Def iniciôn 1.1.6. Sea P* el conjunto de reglas de decisiôn aleatory 
zadas 6* para las cuales R(6,6*) < ««> V0 6@ .  Diremos que una 
régla 6* es R-mejor que otra 62 si R(0,6*) < R(0, V0 G @  
con la igualdad estricta en algun 0 6@ .
Diremos que una régla ô* es equivalents a otra 5^ si 
R(0,ôj) =■ R(0,65> V0 G(h).
Conviene notar que las reglas de decisiôn no aleatorizadas serân 
consideradas como un caso particular de régla de decisiôn aleatoriza- 
da y consecuentemente las acciones.
Teorema 1.1.1. (Berger (1.980)): Sea T un estadistico suficiente pa 
ra 0 6@ , y sea 6*(x,.) una régla de decisiôn aleatorizada de V*. 
Enfonces, la régla de decisiôn aleatorizada
la cual depends solamente de T(x), es R-equivalente a 6*(x,.).
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II. LA FUNCION DE SUPERVIVENCIA
Como antes mencionamos, estudiaremos variables aleatorias las 
cuales representan tiempos de fallo, es decir tiempo transcurrido hs£ 
ta que un determinado suceso ocurre.
Definiciôn 1.2 .1. Sea
nida sobre el espacio ]
èl tiempo de muerte de
po de fallo de un sist
representaremos por S
Propos iciôn 1. 2.1 :
S(t) es una fune
( l )  s ( t ) es monô
(2) S(t) es cont
(3) lim 
t+ o
S(t) - 1
(4) lim 
t+ 0»
S(t) = 0
La demostraciôn e
en donde F(t) es la
S(t) - P{T > t}
yidente teniendo en cuenta que S(t) = l-F(t), 
:iôn de distribuciôn asociada a T, y por 
las propiedades que caracterizan a las funciones de distribuciôn.
Asociada a T existe otra funciôn muy utilizada y que es llama­
da funciôn tasar de azar.
- 5 -
Definicion 1.2.2. Sea T ^ 0 la variable aleatoria antes considera- 
da. Si T ea discreta tomando los valores llamare-
mos funcion taaa de azar correspondiente a T, a la fune ion
P(x.)
" S (Xj) * 3 = 1.2,...
en donde p(Xj) = P{T = Xj}, es la funcion de nasa aso-
ciada y S(Xj) la de aupervivencia.
Si T es continua, llanaremos funcion de tasa de azar, a la fuii
c ion
siendo f(t) la funcidn de densidad asociada a T.
Como se ve, la funcidn X(t) indica la propensidn de fallo de 
un "item" o individuo de la poblacion considerada, en un futuro cerca 
no dado que el individuo ha sobrevivido hasta el tiempo t.
Definicion 1.2.3. Sea T ^  0 la variable aleatoria antes considerada. 
Si T es discreta tomando los valores x^ < x^ < ...., llamaremos 
funcidn de azar acumulativa correspondiente a T, a la funcidn
H . - i X. , 3=1,2,...
en donde X^ es la tasa de azar correspondiente.
Si T es continua, llamaremos funcidn de azar acumulativa a la 
funcidn. i:
I
en.donde X(s) es la correspondiente funcidn tasa de azar y log in-
H(t) “ I X(s)ds = -log S(t) 
'o
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dica logaritmo neperiano.
Definicion 1.2.4. Sea una muestra aleatoria simple de la
variable aleatoria T antes considerada. Llamaremos funcidn de supe^ 
vivencia muestral, y la representaremos por S^(t), a la variab|.e 
aleatoria
n* de T. > t
* n ( t ) ----------------
Proposicidn 1.2.2. La funcidn de supervivencia muestral verifica que
(a) E[s^(t)] - S(t)
(b) V(S (t)) = S(tJ . (1 - S(t))
(c) E[s^(t)] = S^(t)
En efecto:
Si llaraamos X a la variable aleatoria "numéro de T^>t", X 
segnirS una diatribucidn binomial B(n,S(t)), por ser 
p - Pr{T^ > t} = Pr{T > t} - S(t). Asî pues,
e [x] - n.S(t)
V(X) - n.S(t). (1 -S(t))
con lo que
E[Sn(t)] = E [f ]- S(t)
v ( s  ( t ) )  = - L  v ( x )  s ( t ) - ( i  - s ( t j j ^
n 2 n
aiendo por tanto.
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E[s^(t)] = V(S^(t)) + (E [S^(t)])^ = ^  S^(t)
como queriamos demoatrar.
Teorema 1.2.1. La funcion de aupervivencia muestral Sjj(t) es un es- 
tlmador suficiente para S(t) para una muestra aleatoria simple de 
tamafio n.
En efecto:
Sea una muestra aleatoria simple de la variable
aleatoria T. Definimoa las variables aleatorias
-  (o T. < t
Como las T- son independientes, entonces las Y también lo 
son. Ademas, como Pr{Yj * 1} « PrfT^ > t } =  S(t), seran
Y. E B(l,S(t))
n
Consideremos el estimador T = T(Yj,...,Y^) =  ^ Y .. Entonces
T = B(n,S(t)) y
 ^n -^n / ^i ' “
1 *  1
L y ^ =  t' y £ en otro caso. 
i”l
n
Asî pues, si ï “ *■ '
Pr{Y, —  y,,...,Y =y_/T -t'}
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Pr{Yi =yi) ... Pr(Yn =y„)
[s(t)]^^ [l-S(t)] ... [s(t)J^” D-S(t)]
Asî pues,
Pr{Yj - yj,...,Y^ = y^/T=t'}
"  I
0 en el res to
la cual no depends del parametro S(t). Obsdrvese ademas que 
n
T =  ^ Yj - n* de > t = n S^(t).
1=1
Asî pues, n S (t) es un estimador suf iciente para S(t), con 
n .s” (t)
lo que S^(t) » ------    es tambiin un estimador suf iciente para
S(t), por ser g(x) = i una funcion estrictamente monotone y deri­
vable (mas concretamente una funcidn uno a uno).
III. FÜNCIOWES ALEATORIAS EN EL ANALISIS DE SUPERVIVENCIA
Sea X un conjunto y A una O-algebra de subconjuntos de X. 
Sea pues el espacio medible (X,A).
Sea P(o),A) un proceso estocastico con con j unto de indices A, 
con espacio de estados el intervalo [0,l] y definido sobre un esp£ 
cio probabilîstico (0 ,o^,X).
Si fijamos un indice, es decir, si fijamos un A 6 A,
P(A) - P(.,A) : fi ------V [0,l]
9 -
es una variable aleatoria.
Si fijamos un b) 6 H ,
P(o),.) : A -------- K [0, 1]
es una trayectoria del proceso. Dicha trayectoria es, o mej or dicho, 
puede llegar a ser una medida de probab ilidad, pero f ij ado un A G A, 
P(A) es ademâs de la probabilidad de A, una variable aleatoria. 
Llamaremos por tanto a P, medida de probabilidad aleatoria sobre 
(X,A), o simplemente probabilidad aleatoria. Tenemos pues la siguien 
te definicion.
Def inicidn 1.3.1. Dado un conj unto X y una o-algebra A de subcon 
juntos de X , llamaremos medida de probabilidad aleatoria sobre el 
espacio medible (X,A) a un proceso {P(A) : A 6 A}, definido so­
bre algun espacio probabilîstico (fi,o^,X) y con espacio de estados
el intervalo Q)»0 » 1 = 1 que
(1) P(A) es una variable aleatoria con valores en , l] para 
A 6 A.
(2) P(X) = 1 c.s. .
(3) lim P(A^) ■ 0 c.s. para cada suces ion decreciente 
k -*■ «»
{A^}C A con lim A^ = $.
k -+ 00
Como nosotros solo trabajaremos en el caso real, de ahora en 
adelante se supondrâ que (X , A) es (R,B), el espacio medible de 
la recta real con la o-âlgebra de Borel.
Si hacemos uso de las propiedades de orden de la recta real,
M
es natural introducir lo que llamaremos funcion de distribuciôn
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aleatoria F, correspondiente a la probabilidad aleatoria P, que 
vendra definida por
F(t) - P((-»,lQ) (1)
El proceso estocastico asf definido tiene una version separa­
ble (un proceso con la misma distribucion de probabilidad que F) 
el cual posee unas propiedades que permits caracterizarlo. Definien 
do la funcion de distribuci6n aleatoria por medio de ëstas propieda 
des, como a continuacion lo vamos a hacer, tendremos la ventaj a de 
no depender, al estudiar una funcion de distribuciGn aleatoria, de 
la probabilidad aleatoria asociada.
Definicion 1.3.2. Llamaremos funcion de distribucion aleatoria a un 
proceso estocastico (p(t) : t 6 R), definido sobre algdn espacio 
probabilîstico ( f i ,X) y con espacio de estados el intervalo 
[O, l] , tal que
(1) F(t) es monotone no decreciente c.s.
(1) lim F ( t ) = 0  c.s.
t -> -oo
(3) lim F(t) = 1 c.s. 
t +“»
(4) F(t) es continua por la derecha casi srgi ramcul c , es decir,
¥t 6 R, lim F(s) = F(t) c.s. 
s-^  t+
En los estudios que a continuaoion realizaremos, trabajaremos, 
mSs que con funciones de distribucion con funciones de superviven­
cia, y con lo que llamaremos funcidn de supervivencia aleatoria S, 
que sera la correspondiente a una funcidn de diatribucidn aleatoria 
F y que vendra definida como
- 1 1 -
S(t) - 1 - F(t), Vt 6 [ o , ” ) (2)
Por las fflismas razones que antes, definiremos a las funciones
de supervivencia aleatorias sin tener en cuenta a las correspondien-
tes funciones de distribuciôn aleatorias, aunque las relaciones (1) y
(2) deberan ser tenidas sienpre présentés para un mej or entendimiento 
y comprensiôn de los problèmes que estenos considerando.
Definicion 1.3.3. Llamaremos funcion de supervivencia aleatoria a un 
proceso estocôstico (S(t) : t G [O ,=»)} , definido sobre algun espacio
probabilîstico (fi,a^,X) y con espacio de estados el intervalo [0,1] , 
tal que
(1) S(t) es monôtona no creciente c.s.
(2) lim S(t) ■ 1 c.s. 
t -» o
(3) lim S ( t ) - 0  c.s. 
t -*■ +«
(4) S(t) es continua por la derecha casi i c .
Definiciôn 1.3.4. (Ferguson (19 7 3)): Sea P una medida de probabili­
dad aleatoria sobre (X,A). Diremos que Xj,...,X^ es una muestra de 
takiano n extraida mediante P si para todo m= 1,2,... y con j untos medibles 
A J , . . . , Ajji, Cj,...,C|j es
Pr{Xj G Cj X^ G C ^ /  P(Aj) , . . . ,P(Aj^) , P (C ^ ),..., P (C^ )^ } -
n
n P(c.) c.s.
j = l ^
en donde Pr dénota probabilidad.
«
De la misma manera, diremos que una muestra de tamano n es ex-
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traida mediante una funcion de distribucion aleatoria, o mediante una 
funcion de supervivencia aleatoria, cuando lo es mediante la medida 
de probabilidad aleatoria asociada.
Teorema 1.3.1. (Kolmogorov (1933)): Cada sistema de funciones de dis­
tribucion F,, ,, ,, satisfaciendo las condiciones (a) y (b) aba
Pl»y2’• • * ~
jo expresadas, define una funcion de probabilidad P(A) sobre 
(algebra de los conj untos cilîndricos de Borel). Esta funciôn de pro­
babilidad P(A) puede ser extendida, mediante el teorema de extension 
a BF** (minima c-âlgebra que contiene a F^).
• •"*n) 
(b) F
Pj V2 •
i
. . . ,+oo) 
en donde K < n
' '"i.
(ai.' % ,  ,V-, . . . ,p (*1'*2'" • •
1^2
es una permutaciôn arbitraria.
Diremos que (B^,...,B.) es una particiôn medible de X si 
 ^ k
Bj e A Vi, Bj r\ Bj para ii^ j y B. = X. Dada una proba-
bilidad aleatoria P, supongamos que hemos definido la distribuciôn 
conjunta de (P(Bj ),..., P (Bj^ ) ) para cada k y para cada particiôn 
medible de X. A partir de esas distribuciones, la distribuciôn con­
junta de (P(Aj),...,P(A^)) para conj untos medibles arbitrerios 
A j ,...»A^ puede ser definida como sigue, Ferguson (1973):
Dados conjuntos medibles arbitrerios A^,...,A^, definimos los
2 conjuntos obtenidos tomando intersecciones de cada A^ y sus
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complementarios; esto es, definimos B para cada v.=0 6 1
1 "  m
1
en donde Aj es interpretado como Aj y A como Aj, el complemen 
tario de Aj• Por tanto, los (b^ ^  } forman una particiôn de X,
y si conocemos o damos la distribuciôn conjunta de dicha particiôn, es 
decir
( P ( B ^ ^ ^ ^  ); Vj = 0 ô 1, j = l,...,m} (4)
entonces podemos définir la distribuciôn conjunta de (P(Aj),... 
...,P(A^)) a partir de (4), definiendo para i=l,...,m
P(A ) = I P(B ) (5)
(\>i • • 9 V f * !  1 " ' *  m
Obsôrvese que si (Aj,...,A^) fuera ya una particiôn medible al 
empezar, no se llega a ninguna contradicciôn con la anterior defini­
ciôn de (P(Aj),...,P(A^)) con tal que P($) sea degenerada en el 0.
Nosotros estamos suponiendo que las distribuciones de las varia­
bles aleatorias son definidas libres de su orden, de forma que la con 
diciôn (a) de Kolmogorov es automatics.
Bajo el supuesto de ser P(^) degenerada en 0, la distribuciôn 
de (P(AJ),...,P(A^)) para conjuntos medibles arbitrarios Aj,...,A^ 
es definida unîvocamente, una vez las distribuciones de 
(p (B J ),..., P (Bj^ ) ) estén dadas para particiones medibles arbitrarias 
(Bj,...,B^).
Condiciôn C. Ferguson (1973) ; Si (b J,...,B^) y (Rj,...,B|^) son „
particiones medibles, y si (B ,...,B ) es un refinamiento de
1 k
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^1 ^2 k '
(® , Bfe) con B = (J  b ' B = \J b' ...,B = W  B*
 ^ i = l  1 i  = r j  + l  ^ *■ j  + 1 ^
entonces la distribucion de
^1 , , k'
( I P(B ), I P(B I P(B'))
i=l i=r j+1 i=rj^_j + l
determinada a partir de la distribucion conjunta de (P(b |),... 
...,P(Bj^,)) es identica a la distribucion de (P (B j P (Bj^ ) ) .
Teorema 1.3.2. (Ferguson (1973): Si se define un sistema de distribu
clones conjuntas de (P (B j ),..., P (Bj^ ) ) para todo k y para toda pa_r 
ticiôn medible (B^,.. ,B%J satisfaciendo la condiciôn C, y si p£ 
ra conjuntos medibles arbitrarios A^,...,A^, la distribuciôn de 
(P (A^ ) , . . . ,P (Ag,) ) se define como en (3), (4) y (5), entonces existe 
una probabilidad P sobre ([0,l] , bF ) produciendo estas distri­
buciones .
Se ve asî que dada una probabilidad aleatoria P, solamente n£ 
cesitamos dar un sistema de distribuciones para (P(Bj),...,P(B^)) 
para cada particiôn (Bj,...,B^) y ver si se verifica la condiciôn 
C , ya que en este caso se cumplen las condiciones de consistencia de 
Kolmogorov y por tanto existe la medida de probabilidad (inducida por 
el proceso) sobre el espacio de las trayectorias ( , U  ^  » ®F^), en 
dOnde [O, l]^ représenta el espacio de todas las funciones de A 
en Q), l] y BF^ represents la o-algebra engendrada por el algebra 
de los conjuntos cilîndricos. Dicho conjunto [o, l] ^  contiene al con 
junto de todas las mèdidas de probabilidad, el cual es el espacio pa- 
ramêtrico en los problèmes de decisiôn no paramôtrica. Vemos asî el 
método para définir medidas de probabilidad a priori en los problèmes
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de decision Bayes iana no paramétrica : Definimos un proceso. Si ese pr£ 
ceso verifica las condiciones de consistencia de Kolmogorov, entonces 
existe una medida de probabilidad, que llamaremos a priori, sobre el 
espacio paramôtrico, a la que llamaremos medida de probabilidad indju 
cida por el proceso en cuestiôn.
Por supuesto, como es
F(t) - P((-»,tJ)
S(t) - 1 - F(t)
una vez asegurada la existencia de una medida de probabilidad a priori 
P sobre el espacio pararaétrico de las medidas de probabilidad P dje 
f inidas en un espacio muestral dado, tenemos asegurada la existencia 
de una medida de probabilidad (la misma P) sobre el espacio param£ 
trico de las funciones de distribuciôn y sobre el espacio paramôtrico 
de las funciones de supervivencia.
Puede ocurrir sin embargo, que el proceso que induzca la medida 
de probabilidad sea una funciôn de distribuciôn aleatoria o una fun- 
ciôn de supervivencia aleatoria en vez de una medida de probabilidad 
aleatoria. En este caso, en vez de determiner las probabilidades ale£ 
torias correspondientes y ver si cumplen o no la condiciôn C antes 
establecida, se puede ver si se cumple o no una condiciôn similar de 
consistencia con respecto a los intervalos de numéros reales. Mas ad£ 
lante veremos esto con mis detalle al hablar de los procesos neutra- 
les por la derecha.
Vamos ahora con algunos resultados que nos seran de utilidad de£
Ipues.
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Definicion 1.3.5. Sea X(t,o)) un proceso estocastico con conjunto de 
indices T, con espacio de estados R y definido sobre un espacio 
probabilîstico (fi, ,  X) . Diremos que X( t ,w) es continue en media 
cuadratica si y solo si
E [(X ( t, w) - X(s,w))^j ------ 0, cuando s ^ t
siendo s,t 6 T, y u G fi.
A menudo querremos calculer intégrales estocâsticas en media cua 
drâtica de la forma
Y(w) = f  g(t)X(t,tü)dt 
■'a
pudieudo sep b = +“>, es decir, intégrales Lebesgue de la funcion de 
t, g(.)X(.,w) para w fijo. Tenemos por tanto una nueva variable 
aleatoria Y(w).
Teorema 1.3.3. (Davis (1977)): Sea g : [a,b] ----+ R una f unciôn me­
dible tal que
f ® 2
g (s)ds < »
■'a
y sea X(t,w) un proceso continuo en media cuadrô t ica. Entonces,
-]•
E j^ ( j  g(t)X(t,w)dt) . (| g(s)X(s ,w)ds)l
b fb
g(t) .g(s) .E[x(t,w) .X(s,w)]dt ds
Teorema 1.3.4. Sea S(t), t > 0 una funciôn de supervivencia aleat£
ria continua en media cuadrôtica. Sea g : [0,“ ) --- *■ R^ O (o) unb
"funciôn medible no negative tal que Vn G R es
—  17 —
[ 2g (s)d8 <
Supongamos que
( I  g(t)S(t)dt) ( f  g(u)du)dP(S) < »
en donde F' es el espacio de todas las funciones de supervivencia y 
P(S) la probabilidad induc ida por el proceso S(t) en dicho espacio. 
Entonces, es
g(t)s (t)dt) ( j g(u)S(u)du)dP(S) = 
•*0
j  f  g(t)g(u)(| 
^o ■'o 'f
S(t)S(u)dP(S))dtdu
' 
En efecto:
Vn G H cons ideremos las variables aleatorias
^n ” [ g(t) S (t)dt = f g(u)S(u)du
o •' o
Y = f g(t) S(t)dt = f g(u)S(u)du
'o ■'o
Como tanto g(t) como S (t) son funciones no negatives, Vn G H
Y < Y c.s. |y .Y I = Y .Y < Y.Y c.s.
n — ' n n ' n n —
Por otro lado,
lim Y . Y  = Y.Y c.s. 
nH. 00 n n
siendo ademas Y.Y integrable por hipôtesis. Se puede aplicar por tan 
to el teorema de la convergencia dominada, y sera
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Pero por el teorema 1.3.3 es Vn 6 B,
f =  f f g(t)g(u) ([ S(t)S(u)dP(S))dt du
) Jq Jft
con lo que sera
g(t)S(t)dt) (I g(u).S(u)du)dP(S)
o
r u).!
■'o
I  I  g(t)g(u)(| S(t)S(u)dP(S))dt du 
y el teorema queda demostrado.
Teorema 1.3.5. Sea S(t), t ^ 0 una funcion de supervivencia aleato­
ria continua en media cuadratica. Sean gj : Q),“ ) --- *■ U ( O} y
U {0} dos funciones medibles no negatives tales que
Vn 6 H, es
f gj(s)ds <00 . y f g2<8)ds < «.
Supongamos que
f ([ g . (t)S(t)dt)([ g .(u)S(u)du)dP(S) < « para 1*1,2
 ^ j»i,2
Entonces, es
«i<t)S(t)dt)(| g2(u)S(u)dit)dP(S) -
= I I gi(t)g2(")(f S(t)S(u)dP(S))dt du
En efecto:
Por el teorema 1.3.4 sabemos que
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f ( f  g, (t)S(t)dt)(f g, (u)S(ii)du)dP(S) =
h ’ ^
g,(t)g,(u) E[;s(t)S(u)]dt du (6)
-’o ^
Ip, ({ g2(t)S(t)dt)(| g2(u)S(u)du)dP(S) =
n g2(t)g2(u) E[s(t)S(u)]dt du (7)
o
Ip, (| C«l(t)+g2(t)3s(t)dt) (| [gi(u)+g2 (u)]s(u)du)dP(S) =
Cgi(t)+g2(t)]-['gi(u)+g2(u)] . E[S(0 .S(u)] dt du (8) 
0 'O
Pero por otro lado, es
C8i(t)+g2(t)!]s(t)dt)(j [gj(u)+g2(u)Js(u)du)dP(S)
“ ip, gi(t)S(t)dt)( j  gj(u)S(u)du)dP(S) +
+  f  ( f  g 2( t ) S ( t ) d t ) ( [  g 2( u ) S ( u ) d u ) d P ( S )  +
-'F' ■'o ■'o
+  2 ( j  gi(t)S(t)dt)(| g2(u)S(u)du)dP(S) .
Y tamblên,
[gl(t)+g2(t)] Cgi(u)+g2(u)] .E[s(t) .S(u)]dt du - 
gj(t)gj(u) E[s(t) .S(u)] dt du +
'o ''o
+  f f  g2(t)g2(u) E [s(t) .S(u)]dt du +
‘o 'o
+ 2 f f gj(t)g (u) E[S(t) .S(u)]dt du.
'0 /O
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Y teniendo en cuenta (6), (7) y (8) deberô de ser
2 f  ( [  gj(t)S(t)dt)([ g2(u)S(u)du)dP(S) = 
7F' 7g )o
=■ 2 j f  gi (t) g2 (u) E[s(t).S(u)]dt du
'O ' o
con lo que el resultado queda probado.
Teorema 1.3.6. Sea S(t), t £  0 una funciôn de supervivencia aleat£
ria. Sea g : [0,«) --- *■ R una funciôn medible de la variable aleat£
ria T asociada a S(t), tal que
f  ( f  I S(t)g(t)| dt)dP(S) < 
7F' 7o
Entonces,
f  ( f  S(t)g(t)dt)dP(S) * f g(t)(f S(t)dP(S))dt 
7 F' 70 7o 7F'
La demostraciôn es trivial a partir del teorema de Fubini.
Teorema 1.3.7. Sea S(t), t ^ 0 una funciôn de supervivencia aleat£
ria continua en media cuadrâtica. Sean hj : [O,=») — ► R, y
**2 * D®,") --- ® dos funciones de la variable aleatoria T, taies
que sus derivadas con respecto a la medida de Lebesgue sean respecti- 
dhj(x) dh^(y)
vamente gj(x) = — ^ ^  y g2<y) = — — — , las cuales supondremos
son funciones medibles no negatives y que verifican la condiciôn 
Vn 6 H, I gj(s)ds < », i=l,2.
Supongamos que Cj = -lim bj(x) < » y que Cg » -lim h2(x)<™.
X + o X-»- o
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Supongamos por ultimo que
< o» , i*l, 2f (f |g.(t)S(t)ldt)dP(S)
IP' 7o 7-
y que
f ([ g,(t)S(t)dt)(f g 
ip* 'o le 7
(u)s (u)du)dP( s )  < » ,  i = l , 2 ,  j * i , 2 .  |
Entonces,
(x)dF(x))(I h2(y)dF(y))dP(F) = c ^ .c^ -
- CJ j g2( y ) S ( y ) d P ( S ) ) d y  - c^ j g^(x)(|^ S(x)dP(S))dx+
+  [ [ g , ( x ) 8 , ( y ) ( f  S(x)S(y)dP(S))dxdy
7o 7o  ^  ^ 7p.
en donde F(t) = 1 - S(t), t ^ 0 es la funciôn de distribuciôn ale£ 
toria asociada a S(t).
En efecto:
(| hj(x)dF(x))(| h2(y)dF(y))dP(F) =
“ f (f h,(x)dS(x))([ h„(y)dS(y))dp(S) =
'p» 7q
= I (cJ - I gJ(x)S(x)dx)(Cg - I g2<y)S(y)dy)dP(S)
integrando por partes, de donde sera
g2(y)®(y)'*y)'^F(s) -
‘-2  
dp(S)
. L <C
I ([ g£ (x) s (x) dx) dP(S) + f (j g j  (x) S (x) d:^ I g2 (y)S(y)dy)'
7p' 7q 7 p , Jo 7o
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de donde aplicando los teoremas 1.3.5 y 1.3.6 obtendremos que es,
- Cj.C2 - Cj I g2(y)(| S(y)dP(S))dy -
- Cg f gj(x)(f S(x)dP(S))dx + f f gj(x)gg(y)(f S(x)S(y)dP(S|
7o Jq Jq
dx dy = c J .Cg - c J f g^Cy) E[s(y)]dy -
/OO /OO ,00
J 8i(y) E [s (x)] dx + j j gj(x)g2(y) .E[s(x.S(y)Jdx dy2
'O
como queriamos demostrar.
Teorema 1.3.8. Sea S(t), t 0 una funcion de supervivencia aleat£ 
ria, la cual supondremos induce una medida de probabilidad P sobre 
F’, espacio de todas las funciones de supervivencia. Supongamos que 
S(t) tiene momentos de ôrdenes uno y dos con respecto a P. Entonces, 
la régla Bayes para S (t) con respecto a P, bajo pérdida cuadrati­
ca y dentro de la clase de reglas de decisiôn que son funciones de s£ 
pervivencia de la forma
S(t) * aj. S„(t) + b^ d(t)
en donde S^(t) es la funciôn de supervivencia muestral definida en 
1.2.4, d(t) una funciôn que sôlo depende de t y a^ y b^ dos p_a 
rSmetros a determiner, es
n(E[s^(t)] - (E[s(t)] )2)
S(t)  -------------------- r  2 Sn(t) +
E[S(t)] + (n-l)E[S (t)]-n(E[S(t)])
E[s(t)] - E[s^(t)J
1— :------- :----r-T
E [s ( t )] + (n-l)E[S (t)] - n(E[S(t)J)
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en donde todas las esperanzas vienen tomadas con respecto a P; sien 
do el riesgo Bayes de P,
-(E[s(t)])^+ E[S^(t)](E[s(t)])^+E[s(t)]E[s^(t)] - (E[s^t)])^
E[s(t)J + (n-1) E[s^(t)] - n (E[s(t)])^
Nota : Observese que a^+G^ = 1, siendo 0 < _ a ^ £ l  y 0 £ b^ £ 1 . 
Obsêrvese tambiên que las formulas anteriores no son aplicables cuan­
do E [s (t)] * (E [s (t)] ) ^  , o lo que es lo mismo cuando V (S ( t ) ) = 0, 
pero esta es la situaciôn en la cual S(t) es una variable aleatoria 
degenerada, y por tanto aunque caso trivial, carece de importancia c£ 
mo problème no paramëtrico, en donde el desconocimiento de la forma 
de S(t) es caracterîstica fundamental. Asî pues, en todo este trab£ 
jo supondremos siempre que V(S(t)) > 0, aunque como veremos mas ta£ 
de el valor cero se podrâ alcanzar por V(S(t)) como situaciôn limi­
te en valores extremes de paramétrés que en el intervienen.
En efecto:
Para encontrar la régla Bayes de S(t) deberemos hacer minime 
el riesgo Bayes
U ,
(S(t) - a^ S^(t) - bj.d(t))^dQ(S^(t))dP(S) 
o
en donde Q(S^(t)) es la distribuciôn de S„(t) en el muestreo.
R = f S^(t)dP(S) - 2a^ f S(t) (f S (t)dQ(S (t)))dP(S) -
ip*  ^ Jf' Jo " "
- 2b. d(t) f S(t)dP(S) + 2a.b^ d(t)| (f S„(t)dQ(S„(t)))dP(S) 
t jj-, t t 7f ’ 0
+ a^ f (f S^(t)dQ(S (t)))dP(S) 4 hl d^(t) = 
t j f n n t
'o
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por la proposiciôn 1.2.2,
- Ep[S^(t)]-2aj Ep |s2(t)] - 2b^d(t) Ep[s(t)] + 2a^_bjd(t)Ep[s(t)] +
+ (Ep[s(t)] + (n-1) Ep[s^(t)]) + b^ d^(t)
con lo que,
- -2 E[s2(t)J + 2b^d(t) E[s(t)] + 1  flj. (E[s(t)] + (n-1) E[s^(t)3)
” -2 d(t) E[s(t)] + 2a^ d(t) E[S(t)] + 2b^ d^(t)
en donde la no tac ion se ha simplificado con respecto a las esperanzas. 
Asî pues, igualando dichas derivadas a cero, sera
E[s2(t)] - b^ d(t) E [s ( t )]
 ^ i (E[s(t)] + (n-1) E[g2(t)]) 
y sustituyendolo en la segunda ectiaciôn saldrâ, 
(E[s(t)] )^ - ECs(t)] E[s^(t)]
(E[s(t)] +(n-l) E[s^(t)] -n(E[s(t)])^)d(t)
con lo que
n(E[s^(t)] - (E[S(t)] )2)
a “ --------------------- =------------------- ÿ
E[s(t)] + (n-1) E[s^(t)] - n(E[s(t)])^
resultando la régla Bayes por tanto,
n(E[S^(t)] - (E[S(t)] )^)
S(t) = --------------------- X ÿ •
E[S(t)] + (n-1) E[S (t)] - n(E[S(t)J)
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EQS(t)] - E[S^(t)]
• S„(t) + — --- :-------------- :----------- zr-2 E[s(t)]
E[S(t)J + (n-1) E[s^(t)] - n(EQs(t)])
como queriamos demostrar.
En cuanto al riesgo Bayes de este se calcularâ sustituyen
do la regia Bayes obtenida en el riesgo Bayes,
.... - -,--------- n(E[s ( U l  - -
E[s(t)] + (n-l)E[s (t)] -n(E[S(t)])
. 2  (eCsct)])^ - EÇS(t)] ECs^(t)J  E p C t ) ]  +
t . [ s ( t ) ]  + (n-1) E[S^(0] - n(Ep(t>]>^
((E[s(t)])2 -E[s(t)] .E[s2(t)] ) (E[s2(t)] - (E[s(t)] )2)
+ 2n ----------------------------   ^  E[s(t)] +
(E[S(t)] + (n-1) E[s2(t)] - n(E[s(t)] )^)^
(E[s^(t)] - (E[S(t)J)^)^(E[S(t)] + (n-1) E[S^(t)])
+ n --------------------------- z 3— = +
(E[s(t)] + (n-1) e[s (t)] - n ( E [S ( t )] ) )
((E[S(t)])2 - E [S ( t )] E[S^(t)])^
4*------------------
(E[S(t)] + (n-1) E[S^(t)] - n(E[S(t)] )^)^
n(E[s(t)] )^ - (n E[S^(t)] +1) (E[s(t)] )^ +2E[S^(t)] (l-n)(E[S(t)])^+ 
(E[S(t)] + (n-1) E[s^(t)] -n ( E [s ( t )] ) ^  ) ^
+ ((2n-l) (E[S^(t)] )^ + E[s^(t)])(E[s(t)])^ + (n-2)(E[s^(t)])^E[s(t)] +
+ (l-n)(E[s^t)])^ _
-(E[s(t)])^ + E[S^(t)] (E|S(t)])^ + E[s(t)J E[S^(t)] - (E[S^(t)])^
E[S(t)] + (n-1) E[s^(t)] - n (E[s(t)])^
M
como queriamos demostrar.
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En vista del teorema acabado de demostrar, si realizamos el clâ 
sico procedimiento Bayesiano buscando primero la regia Bayes, bajo 
perdida cuadratica, para una funciôn de supervivencia S(t), utili- 
zando una muestra de tamano n^, dentro de la clase de reglas de d£ 
cisiôn de la forma
a^ (t) + b^ E[s(t)]
es decir, dentro de la clase de reglas de decisiôn que son combinaci£
nés 1ineales de la informaciôn muestral (S (t)) y de la informaciôn
"l
a priori (E[s(t)] ), la régla Bayes sera
Sj(t) = (t) + bj. E[S(t)]
en donde
nj(E[s^(t)] - (E[s(t)])2)
E[s(t)] + (nj-l)E[s^(t)] - nj(E[s(t)]
E[S(t)J - E[s^(t)]
^ E[s(t)] + (nj-1) E[s2(t)] - nj(E[S(t)])^
como facilmente se deduce a partir del teorema anterior tomando como 
d(t) - E[s(t)J .
Si a continuaciôn tomamos una muestra de tamado n^ y buscamos 
la régla Bayes para S(t) dentro de la clase de reglas de decisiôn 
de la forma
=t + bt Sj(t)
esta vendrâ dada por la expresiôn
S gd ) - EfsCt)]
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sin mas que aplicar de nuevo el teorema 1.3.8, tomando d(t) « Sj(t), 
siendo ahora
n (E[s^(t)] - (E[s(t)])^)
E[S(t)] + (n^-l) E[S^(t)] - n2(E[S(t)J)
E[S(t)] - E[S^(t)]
y b. =  Ô---------------------2
E[s(t)] + (ng-l) E[S (t)J - n2(E[S(t)])
Es decir, la unica modificacion producida ha side el tamano mue£ 
tral, ya que si n2 ** n j entonces Sj(t) = ( t) no alterando nues-
tra informaciôn a priori E [s (t)] este nuevo paso, ni disminuyendo 
el riesgo Bayes salvo en el caso en el que el tamano muestral n^ > n j 
aunque en dicho caso tampoco dependeria el riesgo Bayes del primer p£ 
so. Dichos resultados se mantendrian si repitieramos el proceso un nu 
mero f ini to de veces. Tenemos por tanto el siguiente resultado.
Teorema 1.3.9. Sea S(t), t ^ 0 una funciôn de supervivencia aleato
ria como las anteriormente def inidas. Si realizamos un procedimiento 
Bayesiano consistante en extraer una muestra de tamano nj mediante 
S(t) y en determiner la regia Bayes Sj(t), bajo perdida cuadratica, 
para S(t) dentro de la clase de reglas de decision de la forma
S (t) + E [s ( t )] , 
t n J t
a continuaciôn extraer otra muestra de tamano n^ y de nuevo determi.
nar la régla Bayes 82(1) dentro de la clase de réglas de decisiôn 
de la forma
®t ^02^*^^ + b(. Sj(t) «
— 2 8 —
y repet ir el proceso tomando muestras de tamanos ng ,n^ nj^ , de-
terminando las reglas Bayes Sg ( t) , S^(t),..., S|^(t) , buscando res- 
pectivaraente dentro de la clase de reglas de decisiôn de la forma
flj. (t) + b^ Sj_j(t), i=3,...,k
la régla Bayes résultante es
n.(E[s2(t)] - (E[S(t)])2)
S. (t)  ---------------------- --------------------— » S (t) +
^ E [ s ( t )] + (n^-1) E[s^(t)] - n^(E[s(t)] "k
E[s(t)] - E[s^(t)]
E[S(t)]
E[s(t)] + (n^-1) E[s"^(t)] - n^ (E[s(t)] ) 
siendo el riesgo Bayes résultante,
-(E[s(t)])^+E[s^(t)] (E[s(t)])^ + E[s(t)3 E[s^(t)] - (E[s^(t)])
^min
E[s(t)] + (nj^ -1) E[s^(t)] - n^(E[s(t)])'
La demostraciôn résulta trivial sin mas que aplicar reiteradamen
te el teorema 1.3.8 k veces, tomando como d(t) = S^ j(t) en la it£
raciôn i-ôsima, i»l k, siendo S^(t) = E[s(t)] nuestra funciôn
de supervivencia a priori, funciôn ôsta fundamental en nuestro anali- 
sls Bayesiano y sobre la que mas tarde volveremos con mis detenimien- 
to.
Como se ve, y de ahî la importancia de este teorema, despues de
realizar el mèneionado proceso Bayesiano, nuestra régla Bayes résul­
tante sôlo depende de la Gltima etapa muestral y de nuestra funciôn 
de aupervivencia a priori, y no de las diverses modificaciones que en 
el transcurso del proceso se hayan ido produciendo, no afectando dicho
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proceso tampoco al riesgo Bayes correspondiente; de ahî que de ahora 
en adelante y en vista del teorema, cuando tratemos de estimar la f un 
ciôn de supervivencia S(t) solo muestreareraos en una ocasiôn, ahora 
eso si, como el teorema 1.3.10 que mas tarde veremos nos aconseja,
siendo dicha muestra lo mas grande posible.
Teorema 1.3.10. Sea S(t), t ^ 0 una funciôn de supervivencia alea 
toria como las anteriormente def inidas y sea S(t) la régla Bayes pa 
ra S(t) bajo perdida cuadratica; es decir,
S(t) - [l - p^(t)] S^(t) + p^(t) E[S(t)]
en donde
E[s(t)] - E[s^(t)] 
P„(t)
E[S(t)] + (n-1) E[s^(t)] - n(E[S(t^ )^
y S^(t) es la funciôn de supervivencia muestral. Entonces S(t) 
converge casi seguro a S (t) cuando n ->• », para cada t ^ 0, y el 
riesgo Bayes converge hacia cero.
En efecto:
Tenemos que demostrar que
P{|s(t) - S(t)| --- *■ 0, cuando n -*• »} = 1
pero
|^(t) - S(t)| I (l-p^(t))S^(t) + p^(t) E[s(t)] - S(t)| <*
1 Pn<t) IE[s(t)] - S^(t)| + |s„(t) - S(t)| < p„(t) +
+ |S^(t) - S(t)|
— 30 —
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For otro lado, como | s ^ ( t )  - S(t)| = |F^(t) - F(t)| por
ser F^(t) « 1 - S^(t) y F(t) = 1 - S(t) y ademâs ser
|F^(t) - F(t)| --- >• 0 cuando n -> » , c.s., sera
|s^(t) - S(t)| --- *- 0, cuando n -»■ », c.s.
Ademâs,
con lo que
|S(t) - S(t)|  0 cuando n -»■ «>, c.s.
y el resultado queda probado.
En cuanto a la convergencia del riesgo, este puede escribirse
como
-(E[S(t)})3 + E[S^(t)J (E[S(t)J)^ + E(s(t)J EjS^(t)] - (E[s^(t£J)^ 
E[s(t)] - EjS^(tf| + n(E[s^(t)] - (E[S(t)])^)
que claramente tiende a cero cuando n -> <».
Corolario 1.3.1. La regia Bayes S(t) para el paramétré S(t), con­
verge en probabilidad hacia S(t), converge en ley hacia S(t), y
la funciân caracterîstica ^(0) asociada al estImador S(t), con
verge hacia la f une ion caracterîstica asociada a la desr.onocida fun­
ciân de supervivencia S(t), cuando n ^ y todo esto para cada
t 2 0 fijo.
El resultado se obtiene s in mas que considérât que la convergeti 
cia casi seguro impi ica la convergencia en probabilidad, esta la con- 
" vergencla en ley y esta (îltima convergencia la de las funciones carac^
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terxsticas.
Corolar io 1.3.2. Eti un problema de estimacion, el estimador
S(t) - [l - P„(t)] S^(t) + p^(t) E[s(t)] 
eg un estimador consistente para S(t).
Teorema 1.3.11. Sea S(t), t 2 ^ una funcion de supervivencia alea- 
toria como las anteriormente definidas, la cual supondremos induce una 
medida de probabilidad P sobre F'. Sea X = (Tj,...,T^) una mue^ 
tra aleatoris simple extraida mediante S(t).
Entonces, la regia .Bayes para S(t), bajo pirdida cuadratica, 
con respecto a P, buscada dicha regia dentro del conj un to de todas 
las réglas de decision es
®s(t)/^
en donde z es un. valor de la variable aleatoria S^(t), la funcion 
de supervivencia empirica.
En efecto:
Sea ®s(t)/ t)] la media de la distribucion a posterio­
ri, la cual sabemos es una regia Bayes para S(t) bajo perd ids cuadr^ 
ties. Como S^(t) es un estimador suficiente para S(t), teorema 
1.2.1, podemos aplicar el teorema 1.1.1 ya que toda regia de decision
no aleatorizada (como E . . [s(t)] ) es una regia de decision alea-
5>«.t; /x
torizada, y tendremos que la regia de decision no aleatorizada
■*1 -  Ex/z & s ( t ) /  [ 5 ( 0 ] ]  -  E s , t ,
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es R-equivalente a  ^ Qs (t)], es decir
R(S(t),dj) - R(S(t), dg)
con lo que el riesgo Bayes
Ep[R(S(t),dj)] « Ep[R(S(t) .dg)]
que seri minimo por ser d^ regia Bayes para S(t), con lo que el 
teorema queda probado.
Comparacipn del estimador lineal S(t) y la media a posteriori: 
El estimador lineal
S(t) = Q  - p^(t)] S^(t) + p^ft) E [ s ( t ) ]
represents la recta de regresion de S(t) sobre S^(t) por ser la 
recta de la forma
a Sj,(t) + b
que hace minimas las desviaciones, teorema 1.3.8.
Por otro, la media a posteriori Eg ^  ^ [s(t)] que es la clâ-
sica régla Bayes para S(t), tiene el mismo riesgo Bayes que la régla 
(por tanto tambien Bayes) ®s(t)/ [s(t)] que represents la curva de 
regresion de S(t) sobre S^(t). Asî pues, el buscar reglas Bayes 
lineales como a lo largo de todo este trabajo haremos no es mâs que el 
aproximar la curva regresion por la recta de regresion, y por tanto 
nuestros estimadores coincidirân con la media a posteriori cuando la 
recta de regresion y curva lo hagan. En concreto, cuando considérâ­
mes como distribucion a priori P la inducida por un proceso de Di- 
richlet asî sucede, con lo que podrîamos aventurar a los procesos de
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Dirichlet en la estadîstîca no paramétrica un papel anâlogo a la di^ 
tribuciôn normal en la estadîstica paramétrica.
Vamos a considerar ahora la s ituacion en la cual bay datos cen 
surados, es decir, algunos de los elementos o individuos de la mues- 
tra ban muerto, o en general su tiempo de fallo ha sido producido por 
causas diferentes al estudio que se esta realizando; asî por ejemplo, 
si estamos estudiando la muer te por cancer en un grupo de individuos, 
aquel individuo que muera por otra causa diferente a esta serâ consi. 
derado como censurado, no debiendo ser eliminado de la muestra porque 
nos proporciona un dato, su tiempo de fallo (desconocido por haber si^  
do censurado) es posterior al conocido tiempo de censura. Obsérvese 
que no solamente se consideran censuras las muertes por otras causas, 
sino tambien las exclusiones voluntaries de la muestra y cualquier 
otra causa que évité el determiner con exactitud su tiempo de fallo. 
Hay que observer tambien que el numéro de individuos censurados en 
una muestra de tamano n es una variable aleatoria que 1lama remos 6 
y que supondremos independiente de la variable T, siendo E [6] = 6^ 
conocida. Buena cuestion serîa el considerar 6^ desconocida y tra- 
tarla como una estimacion a priori de 6.
Teorema 1.3.12. Sea S(t), t 2  ^ funcion de supervivencia, descon^ 
cida, de la variable aleatoria T. Supongamos que la funcion de su­
pervivencia aleatoria S(t) induce una medida de probabilidad P 
sobre F'. Sea T^,...,T^ una muestra aleatoria simple de X y s«i 
pongamos que en dicba muestra bay 6 individuos censurados, siendo 
6 independiente de T y Epp] = 6^ un numéro conocido. Supongamos
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tambîen que existen los dos primeros momentos de S(t) respecto a 
P.
Entonces, la régla Bayes para S(t) bajo pérdida cuadratica, 
con respecto a P, y buscada dicha régla dentro del conjunto de re­
glas de decision de la forma
n-5 ^
aiCs„(t)l " + «2 + b E[s(t)]
es
n-â ^
( C s ^ ( t ) ]  "  , [ S ^ ( t ) ] «  , E [ s ( t ) ] )  (a^, â^ .  b ) ’
en donde (a^, a^, 6)' viene dado por el sistema
^ ®2* ^
viniendo K y î especificadas mas abajo, y siendo S^(t) la funcion
de supervivencia muestral.
Asî mismo, el riesgo Bayes asociado a P, es
Rmin<n) * E[s^(t)] - L' (a^, a^, b) ’
En efecto:
Deberemos hacer mînimo el riesgo Bayes
eo n-â ^
R - 1^,1^ (S(t) -aj[s„(t)l " - ^ S„(t))^dQ(S„(t))dP(S) =
f f r  /iizA)
S ^ ( t )d P (S )  + a M  ( C s „ ( t ) ] ^ ’^  "  /  d Q ( S ^ ( t ) ) ) d P ( S )  +
JF’ 1 ip» io ® "
f r  .(-)
+ a2 J [ s ^ ( t ) ] ^ * ' " ' d Q ( S ^ ( t ) ) d P ( S )  + b ^ ( E [ s ( t ) ] ) ^  -
r —-  2aj  J ^ S ( t ) ( J  [ S ^ ( t ) ]  "  d Q ( S ^ ( t ) ) ) d P ( S )  -
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f f" -
- 2a„ S(t)( [S^(t)]" dQ(S^(t)))dP(S) -
ip, io
[S(t)] S(t)dP(S) + 2a^a2 |^(|^
f r  —
+ 2aj b E[S(t)] ( [S^Ct)] ” dq(S^(t))jdP(S) +
ip'io g
+ 2a^ b E[S(t)J f (f [S^(t)]" dO(S^(t)))dP(S)
i f  io "
For otro lado, [S^CtQ ^  - [jl - ( t ^ , y el desarrollo eii
series de potencies de (1-x)* es
2
(1-x)® = 1-ax + a(a-l) ^  -...
con lo que si cogemos los dos primeros terrainos del desarrollo sera 
6
- : - i  En<t) ■ • - ^ + ÏÏ En<'>
- 1 - (I - |)r„(t) . J + <1 - |) s„(t)
-  4  r „ ( t )  "  s „ ( t )
2
- 2b E s l I S(t)dP(S) 2a,a- I ( I  S_(t)dQ(S_(t)))dP(S) +
2(1-^)
[s^(t)31 - 1 - 2(1 - -) Fj,(t) - -1 » ^  + ( 2 -  — ) S„(t)
con lo que como
ErSn(t)] = S(t), E[s^(t)] = ^  S^(t) y
E [d] = 5^ sera,
? 2 2 26 
R * E [S (t)] + 3j(-l + — 6^ (1 - )  E [S ( t )] ) +
+ alii - - 5 + - 6 E[s(t)]) + b^(E[S(t)])^ - 2 n o  n o " -  -»
— 36 —
- 2ai(—  E[s(t)] + (1 - -J) e [s (t)]) _
6 6
- 2ag((l - -J) E[s(t)] + E[S^(tj] ) - 2b(E[ s ( t O ) ^  +
+ 2aj E[S(tj] + 2ajb E [ s ( t O  + (1 - (E [s ( t )] ) ^ ) +
5 6
+ 2a2b ((1 -  ~ )  E[s(tr] + -^ (E[s(t)])^) 
y derivando, ae obtiene el llatnado sistema de ecuaciones normales,
■jt -+
K B  = L
en donde la matriz K es la dada por
K =
+  &  E  [ s ( t ) ]  &  E [ s W ] + ( 4 . & ] [ E [ s ( è ) j j
t el dado por
L -  ( - ^  E [S ( t  ) ]  + (1 -  - ^ )  E [ s ^ ( t ) l ,  (1 E 13 ( t 0  + 5 [s  ^( t  ) ]
( E [ s ( t ) l ) ^ )  •
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y 8 = , @2, b) ' el vector de parametros,
con lo que el riesgo minimo quedara
*^min^"i “ - 2 g' L + g' K 6
como querlamos demostrar.
Vamos a définir a continuacicn una nueva funcion aleatoria que 
mas tarde utilizaremos.
Definicion 1.3.6. Sea g(t), t 2 0 una funcion continua real valo- 
rada positiva acotada siempire por cero y con limites a la izquierda 
existantes.
Sea Z(t), t 2 0 un proceso con incrementos independientes 
def in ido sobre un apropiado espacio probabilistico (n,A,P); es de­
cir, Z(0) =» 0 y Z(t) tiene incrementos independientes. Supondre­
mos que este proceso tiene trayectorias continuas por la derecha no 
decrecientes.
Llamaremos funciân tasa de azar aleatoria, correspondiente a la 
funciân g(t) y al proceso Z(t), al proceso estocastico
r(t) * I g(s)dZ(s)
[ o , t )
en donde la integraciân se realiza con respecto a las trayectorias del 
proceso Z (t) .
Definiciân 1.3.7. Sea r(t) una funciân tasa de azar aleatoria, co- 
rrespondiente a la funciân g(t) y al proceso Z(t). Llamaremos fun 
ciân de azar acumulativa aleatoria correspondiente a r(t) a la fun­
ciân
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H(t) * I r(s)ds
^[o.t)
Teorema 1.3.13. Sea H(t) una funcion de azar acumulat iva aleatoria 
con funcion B(t) y proceso. Z(t) asociados. Entonces, el proceso
S(t) - t > 0
es una funcion de supervivencia aleatoria.
El resultado se sigue de la comprobacion inmediata de las pro- 
piedades que caracterizan a una funcion de supervivencia aleatoria, 
a partir de las prop iedades de una tasa de azar acumulat iva aleatoria.
IV. PROCESOS PE DIRICHLET
Dentro de la decision Bayesiana no paramltrica, la primera med^ 
da de probabilidad a priori P considerada sobre el espacio parame- 
trico, el cual en los problemas no paramitricos es el espacio de to­
das las distribuciones de probabilidad definidas sobre un espacio mues^  
tral dado, fue la inducida por un proceso de Dirichlet P. Dichos 
procesos, los cuales son una clase de probabilidades aleatorias, fu^ 
ron introducidos por Ferguson en 1973.
Estos procesos son hoy por hoy, las probab11idades a priori mas 
sencillas dentro de los problemas no paramitricos.
Las principales propiedades o caracterxsticas de dichos proce­
sos son que,
(1) P es no paramétrica en el sent ido dé que tiene una clase
de probabilidades "grande" o "no paramitrica" como sopor^
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te suyo en la topologîa de la convergencia debil.
(2) Si F es considerado como un parâmetro con distribuciôn a 
priori P, entonces la distribuciôn a posteriori de P, 
dada una muestra, tambien tiene una distribuciôn de Dirich 
let.
(3) P es una probabilidad discrets con probabilidad uno.
La distribuciôn gamma :
Ut ilizaremos la no tac ion X = G(a,b) para indicar que la va­
riable aleatoria X tiene una distribuciôn gamma con parâmetro de
forma a 2 0 y parâmetro de escala b > 0. Los convenios que adop- 
taremos son que 0(0 ,b) represents a la distribuciôn degenerada en 
el punto 0, es decir, a aquella con masa unidad en el punto 0, y que 
G(oo-oo,b) o G(»,b) representan a la distribuciôn con masa uno en ».
Si a > 0 esta distribuciôn tiene densidad con respecto a la
medida de Lebesgue en la recta real, siendo âsta
b® e-bx %a-l 
f(x/a,b)-------
en donde Ig(z) represents a la funcion indicador del conjunto S.
Si X = G(a,b), entonces es
“ t y V(X) = ^
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La distribuciôn de Dirichlet:
Sean n variables aleatorias independientes, de
forma que cada variable X^ sigue una distribuciôn gamma 0(3^,1), 
para j”l,...,n y con a^ 2 0* existiendo algun i, de forma que 
> 0 .
Consideremos las variables aleatorias 
X,
J  , j =• l , 2 , . . . , n
k l  'k
A la distribuciôn de la variable aleatoria n-dimensional 
(Yj,...,Y^) se le denomina distribuciôn de Dirichlet de paramétrés 
(aj,-..,o^), la cual representaremos por P(aj,...,a^).
Si Oj > 0 para j“l,...,n, la variable aleatoria (n-l)-dimen 
sional (Y^ , . . . , ) es absolutamente continua con respecto a la me^
dida de Lebesgue en e "  ^ y tiene por funcion de densidad
r(a, +...+a ) a.-l
,/ot,.....o„) * — ---------- —  ( n y^ )
* n - l  1 n  r ( a ^ )  . . .  F ( a ^ )  j -1 J
n -1 Cl -1
‘ " j = i " ■ ^S^^r • '‘’^n-l^
en donde S es el simplex,
n — 1
s ' ’• • • '  ^i - i=l,...,n-l, I y^ £ 1}
i“l
Proposiciôn 1.4.1. Si (Y^ , . . ., Y^) G p(a j , . • • ,Oj^ ) y si r^,...,r^ 
son enteros taies que 0 < r^ < ... < r^ = k, entonces.
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i l  Y , I Y , I Y )  G
1*1 i-Tj+l i=rg 2+1
M  '2
G 9(1 a I a ... I a )
i-1  ^ i=r,+l  ^ i=r ,+l ^1 e-1
La demostraciôn se sigue inmediatamente de la définie ion de la 
distribuciôn de Dirichlet y de la reproductividad respecto al primer 
parâmetro de la distribuciôn gamma.
Para mas propiedades de âsta distribuciôn puede consultarse 
Wilks (1962).
Procesos de Dirichlet. Definiciôn. Ferguson (1973):
Sea (X,A) un espacio medible y sea a una medida finita no 
nuls sobre (X,A ) . Definimos un proceso estocastico particular 
(P(A) : A G A) de la siguiente manera: P es un proceso de Dirichlet 
sobre (X,A) con parâmetro a, si para cada k=l,2,... y para cada 
partieiôn medible (Bj,...,Bj^) de X, la distribuciôn de la variable 
aleatoria k-dimensional (P(Bf,...,P(B^)) es de Dirichlet con parâme^ 
tros (a(B j a(B^) ) .
Claramente, la condiciôn C de consistencia de Ferguson se si­
gue inmediatamente de la proposiciônf/*, 1 , con lo que por el teorema 
1.3. 1, sabemos que existe una medida de probabilidad a priori sobre el 
espacio pararoêtriccf, considerando en el peor de los casos una version 
separable de P.
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Muestra extraida mediante un proceso de Dirichlet. Ferguson (1973);
La coleccion de variables aleatorias con valores so
bre (X,A) se dice que es una muestra de tamano n obtenida a travês 
de un proceso de Dirichlet F sobre (X,A) con parâmetro a, si pa­
ra todo m=l,2,... y conjuntos A-medibles Aj,...,A^,C^, . . . es
Pr{X, G C,,...,X_ G C /P(A.) P(A ),P(C.) P(C )} -i l  n n x  m i n
n
n p(c.) c.s. 
j = i ^
en donde P^ dénota probabilidad.
Como se ve, esta def iniciôn no es mâs que un caso particular 
de la definiciôn 1.3.4., por ser un proceso de Dirichlet un caso par­
ticular de probabilidad aleatoria.
Teorema 1.4.1. Ferguson (1973): Sea P un proceso de Dirichlet sobre
(X,A) con parâmetro a, y sea Xj,...,X^ una muestra de tamano n
extraida mediante P. Entonces, la distribuciôn condicional de P
n
dada X,,...,X es un proceso de Dirichlet de parâmetro a + % ô ,
” i-1 *i
en donde para cada x G X, 5 dénota la medida sobre (X,A) que da
masa uno al punto x :
si X 8 A
0 si X 0 A
ôx(A)
- { ■
Como se ve, la distribuciôn a posteriori de un proceso de Di­
richlet ea un proceso de Dirichlet muy facilmente manej able, lo que 
permite estimar con facilidad, ya que por ejemplo, si consideramos la
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pârdida cuadratica L (6 ,a) = (0-a)^, las reglas Bayes van a ser las 
médias con respecto a esa distribuciôn a posteriori tan manej able.
V. PROCESOS NEUTRALES POR LA DERECHA
Otras probabilidades a priori que se pueden considerar sobre el 
espacio paramôtr ico de todas las distr ibuciones de probabilidad defi^ 
nidas en un espacio muestral dado, son los procesos neutrales por la 
derecha, introducidos por Doksum en 1974.
Estos procesos gozan de propiedades semejantes a los procesos de 
Dirichlet en el sentido de ser "no paramôtricos" y de ser la distribu 
ciôn a posteriori de una probabilidad aleatoria^neutral a la derecha. 
De hecho, como luego veremos, los procesos de Dirichlet son un caso 
particular de proceso neutral por la derecha.
Definiciôn 1.5.1. Diremos que la f une iôn de distribuciôn aleatoria 
F(t) es un proceso neutral por la derecha, si puede ser escrito de 
la forma
F(t) - 1 - e
en donde es un proceso con incrementos independientes, tal que
1) Y^ es no decreciente c.s.
2) Y^ es contînuo por la derecha c.s.
3) lim Y » 0 c.s.
t -+ —OO
4) lim Yj. - ®o c.s.
t -*■ +0O
Intuitivamente, una distribuciôn aleatoria F (t) es un proceso
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neutral por la derecha si para cada t ^ ,t^ G R con tj < t^, 
l-FCtg)
1-F(t ) independ iente de {F(t) ; t £ t^}
ea decir, si la porcion de masa que F(t) asigna al subintervalo 
(t2»«) del intervalo Ctj,») es independiente de lo que valga F(t) 
a la izquierda de t^*
Claramente, diremos que la funcion de supervivencia aleatoria 
S(t) es un proceso neutral por la derecha si F(t) - 1 - S(t) es
una funciôn de distribuciôn aleatoria la cual es un proceso neutral
por la derecha.
Si consideramos la situaciôn, que sera en la que estarenos a lo 
largo de todo este trabajo, de ser t >. 0 y consideramos una parti- 
ciôn de [O,») en un numéro finito k de intervalos disjuntos 
[»o * 0 ,aj'], (aj .a^] , . . . , (aj _^2 ,a^  ^ = ») y llamamos r^ “
Doksum (1974), a partir de los resultados de Ferguson (1973), ha vis^
to que se puede especif icar una distribuciôn de probabilidad sobre el
espacio de las trayectorias del proceso Y^ (y por tanto sobre el e^
pacio paramëtrico en los problemas de decisiôn Bayesiana no paramôtri. 
ca), especificando las distribuciones finito dimensionales de las r^ 
para cada particiôn (a ^  ^» ®j]» i=l,...,k, sujetas a la condiciôn
de que la distribuciônJer^ + debe de ser la misma que la obten^
da por aplicaciôn directa de las reglas al intervalo combinado
(#2^ l’®i+l!]' dado que Y^ es un proceso con incrementos inde­
pendientes, isto siempre se va a verificar, pues las r^ son los in 
crementos del proceso.
As 1 pues, el problema de la existencia de una distribuciôn de
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probabilidad a priori P, que llamaremos inducida por el proceso, S£ 
bre el espacio parametrico en los problemas de decision Bayesiana no 
paramétrica, se reduce a la especificaciôn del proceso con incremen­
tos independientes Y^, o alternat ivament e al de especif icar las di^ 
tribuciones de las variables aleatorias r^ para cada particiôn fini, 
ta ^®i_l'®î]* i*l,. .,k, sujetas a la condiciôn de consistencia
arriba especificada.
Hay que observer que dado un proceso neutral por la derecha 
F(t), puede suceder que el espacio parametrico no sea el espacio de 
funciones de distribuciôn no aleatorias, pero como Doksum (1974) dice, 
existe una versiôn separable de él que si lo verifies, es decir exis­
te una versiôn separable de F(t) tal que P(F : F es una funciôn 
de distribuciôn} * 1, en donde P es la inducida por el proceso 
F (t). Tambien es bueno observer que P no esta definida solo sobre 
el conjunto de funciones de distribuciôn, pero podemos decir que P 
elige una F(t) que se puede "arreglar" mediante su versiôn separa­
ble, que sabemos siempre existe por un teorema debido a Doob (1953), 
de forma que sea esta una funciôn de distribuciôn; asî pues, supondre^ 
mos se verifican todas las condiciones necesarias para considerar a 
esta P como una medida de probabilidad a priori en el sentido trad^ 
c ional y clâsico, que en cualquier caso siempre podremos suponer exi^ 
tente. Por ôltimo hacer notar que cuando calculcmos esperanzas respec^ 
to a esta P estaremos integrando en un conjunto mas amplio que F, 
pero por razones plasticas de similitud con el caso parametrico, ut^ 
lizaremos una no tac iôn de la forma I ... dP(F).
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Muestra extraida mediante un proceso neutral por la derecha.
DOCKSÜM (1974)!
Sea R la recta real y g la O-âlgebra de Borel. Sea F(t) 
un proceso neutral por la derecha con distribuciôn inducida P. Sea 
(Xj,...,X^) un vector aleatorio en r " . Diremos que la distribuciôn 
condicionada de (Xj,...,X^) dado F es la de una muestra aleatoria 
obtenida a traves de una distribuciôn F. Esta distribuciôn condicio^ 
nada puede encontrarse del modo usual definiendo la distribuciôn con- 
junta Pg del vector (X^,...,X^) y de F como sigue:
P2 (F 6 D, Xj 6 (-«o, 12J , . . ,Xji 6 ( tjj"] ) *
- = p [ : D C )  j ,
* 1=1
en donde D esta en CT(g ), 6 g e 1^ es la funciôn indi-
catriz de D.
Entonces, ? 2 es una probabilidad sobre (r" x [o, l] ^ ,
0(g” X g^)). Con esta def iniciôn observâmes que
1) La distribuciôn marginal de F es P.
n
2) Pg(X2 6 (-»,t2] ,...,X^ 6 (-»,tJ/F) - H F(t2) c.s.
i-1
3) La distribuciôn marginal de (Xj,...,X^) es
P^(X  ^ e ( - c o . t j l  6 ( - » , t j )  = Epj  n
Li<xi J
en particular
Pg(X G (-»,t] ) - Ep[F(t)l - V(t)
Doksum (1974) demuestra que v(t) es una distribuciôn y que c^
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racteriza al proceso neutral por la derecha. A dicha distribuciôn 
v(t) se le llama parâmetro del proceso.
Entre las propiedades mâs notables de los procesos neutrales
por la derecha podemos citar la propiedad Bayesiana establecida por 
el siguiente teorema.
Teorema 1.5.1. (Doksum (1974): Si F es un proceso neutral por la de 
recha, entonces la distribuciôn a posteriori de F dado ,... 
es la inducida por un proceso neutral por la derecha.
Sin embargo, a diferencia de los procesos de Dirichlet, la dis­
tribuciôn a posteriori de un proceso neutral por la derecha résulta 
inmanej able en general, a la bora de hacer estimaciones. Es por esto 
por lo que posteriormente propondremos un método para poder hacer e^ 
timaciones con algunos procesos a la derecha particulares.
Distribuciôn marginal de la muestra:
Dada una muestra X extraida mediante un proceso neutral por 
la derecha F(t), la distribuciôn marginal de la muestra serâ
V(t) = F(t) dP(F) 
que es el parâmetro del proceso nuetrla por la derecha, con lo que
dv(t) - dF(t)dP(F) (9)I,
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Medida de Levy asociada a un proceso neutral por la derecha;
El proceso descrito en la def iniciôn 1.5.1, tiene a lo su-
no una cant idad numerable de puntos fij os de discontinuidad que pode­
mos llamar ^i ' *^2 * ' ' * algun orden. Sean S^ , , . . . , los tamanos
aleator ios de los saltos de Y^ en respect ivamente. Asî
pues, ^1'^2*"''' son variables aleatorias independientes no negati­
ves .
La diferencia
(t)
en donde Ig represents a la funciôn indicador del conjunto B, es
un proceso con incrementos independientes, no decreciente c.s., sin
puntos fijos de discontinuidad, siendo lim Z = 0 c.s. . Debe de
t + -»
tener por tanto Z^ una distribuciôn infinitamente divisible.
Para un proceso con incrementos independientes y sin puntos fi­
jos de discontinuidad, la representaciôn de Lévy-Kolmogorov para el 
logaritmo de la funciôn generatrix de momentos (obsérvese el signo m^ 
nos), es de la forma
log E[e - -0 a(t) + I (e~®“ - 1 + 0u) — (10)
-'O
siempre que Var(Z^) < »; siendo a(t) - E [z^ y una funciôn
sobre S continua a la derecha, no decreciente y acotada tal que 
Kj.(-*) = 0 y Kj. (+«*>) < “»•
Observese como los procesos neutrales a la derecha no tienen pa2 
te aleatoria por ser Z^ un proceso con incrementos independientes, 
Ferguson y Klass (1972).
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A partir de (10) podemos escribir.
p -0Z -1 p  /OO dK (u)l /OO dK (u)
log E^e J  - -0ja(t) - f  j +  f (e " - 1) -- -- -
L—  -'o J  ■'o u
o lo que es lo mismo.
f  g  . - e M t ,  +  flog E le “ 0b(t) I (e - 1) d N (u)
'0
/OO dK (u) dK (u)
siendo b ( t ) ■ a ( t ) -   y d N^(u) = -----;
•’c
A la medida N^(u) la llamaremos medida de Levy asociada al pro^  
ceso neutral a la derecha F ( t) . Ahora la parte no aleatoria viene re^  
presentada por b (t).
Para que exista el momento de segundo orden de Z^ y equivalen 
temente V(Z^), es necesario y suficiente. Feller (1966), que la me­
dida Kj.(u) sea finita, es decir que
r (u) < OO
dK^(u)
y por ser d N^(u) =  —j , necesario y suficiente que
I 2 
I u d N^ (u) < OO 
'o
Por otro lado, la medida N^(u) verifies
I: - (u) <
por estar Z^ concentrada en (0,o»), Feller (1966).
Asî pues, asociada al proceso neutral por la derecha F(t) exis 
te una medida, Vt G R N (u), llamada de Levy, sobre los subconj un
M
tos de Borel de (0,oo) que verifies
- 50 -
TTz- < -
y que para que (10) tenga sentido, es decir para que exista V(Z^) 
debe de cumplir i;z^ dN (z) < 00
Por ultimo, obsérvese que cuando no tenga puntos fijos de
discontinuidad, Y^ coincidirâ con Z^.
El proceso de Dirichlet como caso particular de P.N.D.;
Al proceso de Dirichlet le corresponde un proceso con incremen­
tos independientes Y^ que no tiene puntos fijos de discontinuidad 
(por lo que coincidirân Y^ y Z^), ni parte no aleatoria, es decir, 
b = 0, siendo el logaritmo de la funcion generatriz de momentos por 
tanto,
log e Jç " I (e - 1) dN^(z)
en donde la medida de Lévy asociada es la dada por
^
Z . (l-e )
y en donde a es el parâmetro del proceso de Dirichlet. Ademâs, si P 
es un proceso de Dirichlet de parâmetro a, la distribuciôn v(t), 
parâmetro del proceso neutral por la derecha, es
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El proceso homoReneo neutral a la derecha:
Un tipo muy especial de proceso neutral a la derecha es el pro­
ceso homogeneo. Diremos que una funcion de distribuciôn aleatoria 
F (t) neutral a la derecha es un proceso homogeneo si el proceso con 
incrementos independientes correspondiente = -log (1 - F(t)) no
tiene puntos fijos de discontinuidad ni parte no aleatoria, y su medi_ 
da de Lévy asociada es independ iente de t, es decir de la forma 
N^(.) - Y(t)N(.). Asî pues, el logaritmo de la funciôn generatriz de 
momentos es de la forma 
-6Y
log E[e - Y(t) [ (e-®^ - 1) dN(z)
''o
en donde Y(t) es una funciôn continua no decreciente con
lim Y ( 1 ” 0, lim Y ( 1 “ +™, y en donde N es una medida sobre
t  -+ — OO t  + 0 0
(0 ,oo) tal que
i h  <“ •
Prôximamente veremos con mas detalle dos de éstos procesos homo 
géneos, el proceso gamma exponencial y el proceso homogéneo simple.
Por ultimo hacer notar que, como claramente se ve, el proceso
de Dirichlet no es un proceso homogéneo, es decir, es un proceso no ho 
mogéneo.
Propos ic iôn 1.5.1. (Doksum (1974)): Si una distribue iôn aleatoria 
F (t) = 1 - e es un proceso neutral a la derecha y si la correspc
diente Y^ = -log Q  - F(t)] no tiene parte no aleatoria, entonces
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P{F : F es una funciôn de distribuciôn discrets} = 1, 
siendo P la probabilidad inducida por el proceso.
Asî pues, en un problema de decisiôn Bayesiana no paranétrico, 
si consideramos como distribuciôn a priori un proceso neutral a la de^  
recha sin parte no aleatoria, extraerîamos de una supuesta urna que 
contuviese todas las distribuciones de probabilidad, una discrets con 
probabilidad uno. En particular este resultado se mantiene pira los 
procesos de Dirichlet y para los procesos homogêneos, como les gamma 
exponenciales y los homogêneos simples.
VI. PROCESOS GAMMA EXPONENCIALES
Sea T 2 G una variable aleatoria observable la cual los indi­
ce el tiempo de fallo de un sistema.
Consideremos la funciôn de supervivencia aleatoria
-A ( t)
S(t/ A^) = e ® , t 2 0 (11)
que nos indica que
Pr{T > t/A } - S(t/A ) o o
en donde es un proceso estocastico que especificarem«s a tra-
vSs de la definiciôn de la funciôn de supervivencia aleatoric. Obsér­
vese que esta probabilidad es la probabilidad aleatoria asociada.
Se cumple que,
(1) lim A^(t) = 0 C . S . ,
t + o
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(2) lim A (t) = “> C . S . ,
t 00 ®
(3) A^(t) - A^(s) 2 G C . 8 . ,  para t > a
para que se cumplan respectivamente las condiciones (2), (3) y (1) de 
la def in ic iôn 1.3.3.
Consideremos una particiôn de [o,™) en un numéro finito de in 
tervalos disj untos:
& 0  ” 0 ’®ll' ( = 1'®%]
Observemos que el primer intervalo es cerrado y el ûltimo es abierto, 
aunque cuando tratemos de resumirlos todos, por la no tac iôn pueda p^ 
recer abierto tambien el primero. Si denotamos por,
■pr{T e (a. , ,an /T > a. , ,A } si Pr(T > a. ,/A } > 0 1-1 i-" 1-1 o 1-1 o
1i
1 en otro caso
i“l,2,...,k
tenemos la siguiente proposiciôn.
Propos ic iôn 1.6.1.
i i
A (a ) “ I -log (1 - q.) = I T., i=l,...,k.
o i 3 j=l J
Es decir, en cada punto a^, i=l,...,k, A^(a^) es la suma de
i variables aleatorias no negativas.
En efecto: Si Pr(T > a^ ^/A^} > 0, para i=l,2,...,k.
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qj = Pr{T 6 («i_i ,®i] /T > "
Pr{T 6 (a. ,,a ] A  T > a. /A } Pr(T 6 (a. ,,a]/A }
__________ 1-1 1-“_________ 1-1 o 1-1 y 0
Pr{T > a._i/Ao> “ PrtT > a^.j/A^}
- S(a./A^)
S(ai_i/Ao)
y sustituyendo el valor de la funcion de supervivencia se obtiene que
-A^(ai)+Ao(ai_j)
q . ■= 1 - e
o lo que es lo mismo,
-Ao(ai) + ^o^®i-l>
1 - q^ = e , i“2,...,k (12)
-Ao(ai)
1 - qi = e (13)
Y a partir de (12) y (13), multiplicande se obtiene que
-Ao(ai) i
e = n (1 - q .), i=l,2,...,k
j“ l ^
o lo que es lo mismo.
1 1 
A (ai) = I (-log (1 - qj)) = 2 r .
j=l  ^ j=l ^
en donde rj  = -log (1 -  q ^ ) ,  j  = 1 , 2  k.
Especif icar una distribuciôn sobre el espacio de las trayecto- 
rias del proceso S(t/Ag) es, por una parte, équivalente a especifi- 
car una distribuciôn sobre el espacio de las trayectorias del proceso 
Ag(t), y a la vista de la proposiciôn acabada de demostrar, equiva­
lent# a especif icar la distribuciôn finito dimensional de las varla­
biés aléatofias r^,...,r^ sobre cada particiôn (a^ l’®i3 i=l,. .,k
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de forma que se cumplan cîerta^ condiciones de consistencia.
El problema pues, se reduce a la especificacion de un proceso, 
que por la proposiciôn tiene que ser de incrementos independientes no 
decreciente, y por otra parte las distribuciones de las variables alea 
torias r^, deben de estar suj et as a la condiciôn de que la distribu 
ciôn de r^ + r^^j debe de ser la misma que la obtenida por aplica- 
ciôn directa de las reglas al intervalo comb inado (a.
Def inicion 1.6.1. Sea c > o y A*(t) una fune ion de t, tal que 
exp [^-A*(t)^ sea una funciôn de supervivencia no aleatoria. Diremos 
que la funciôn de supervivencia aleatoria S(t/A^) dada por (11), la 
funciôn de distribuciôn aleatoria y la funciôn de probabilidad aleato 
ria asociadas, son un proceso gamma exponencial de paramétrés 
(A*(t),c), si para cada particiôn finita i=l,..*,k, de
j~b,oo), las variables aleatorias Tj,...,rj^ (los incrementos del pr£ 
ceso Ag) def in idas anteriormente, se distribuyen independientemente 
como gammas de paramètres (cCA*(a^> - A* (a^_^)) , c), i=l,...,k. Es
decir,
r . =  G(c(A*(a^> - A* (a^^ ) ) , c)
Al paramétré A*(t) se le llama paramétré de forma y al param£ 
tro c, de escala.
Vamos a ver a centinuaciôn otras dos definiciones de procesos 
gamma exponenciales que demostraremos mas adelante, son équivalentes.
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Def inicion 1.6.2. Sea c > o y A*(t) una funciôn de t, tal que 
exp jj-A*(t)]] sea una funciôn de supervivencia no aleatoria. Diremos 
que la funciôn de distribuciôn aleatoria F(t/A^), la funciôn de s£ 
pervivencia aleatoria y la funciôn de probabilidad aleatoria asocia­
das, son un proceso gamma exponencial de paramétrés (A*(t),c), si 
F(t/A^) es un proceso neutral a la derecha,
F(t/A^) = 1 - e , t 2 0
en donde Aq es un proceso gamma de la forma, Aq - G(cA*»c); es d£ 
cir, fijado un Indice t £ 0, Ag(t) es una variable aleatoria gamma 
G(c A*(t),c).
Definiciôn 1.6.3. Sea c > o y A*(t) una funciôn de t, tal que 
exp [j-A*(t)^ sea una funciôn de supervivencia no aleatoria. Diremos 
que la funciôn de distribuciôn aleatoria F(t/A^), la funciôn de su­
pervivencia aleatoria y la funciôn de probabilidad aleatoria asocia­
das, son un proceso gamma exponencial de paramètres (A*(t),c), si 
P(t/A^) es un proceso neutral a la derecha, de la forma
“A ( t)
F(t/A^) . 1 - e ° , t > 0
en donde el logaritmo de la funciôn generatrix de momentos de A^(t) 
es de la forma
f -0A (tn
16g E[e J  = c A*(t)j (e - l)dN(z)
'o
siendo N(.), la medida de Levy asociada, de la forma
dN(z) = - 7 r ~--
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En primer lugar hay que observer que la def inicion 1.6.3, es cjo 
rrecta, es decir, que la medida de Levy asociada verifies
dN(z) < “ y z^ dN(z) < »
Jo Jo
Proposiciôn 1.6.2. Si c > o y N(.) es una medida sobre (o,«>) 
tal que
dN(z) * cz 
e . z
en tonces, i:l + z 
En efecto:
 ^ dN(z) <00 y z^ dN(z) <
dN(z) - [   ^  dz = f  —   +  [
Jo (l+z)e^^ Jo (l+z)e^^ J
dz
Jo 1 + ^  I + ‘=^ d   z ) = '  ,  ( l  +  z ) e C  =
l/c
como e^^ 2  ^ ^ 1, con lo que
-  ' dz
l/c "
2 2 3 3
Por otro lado, como e*^  ^ * 1 + cz + ^ ■ + ...
2 2cz  ^ c z _  1 ^ 2
e  > — ô —  —T 7  <- 2 ^  c z ^  2 2
c z
Asî pues,
rl/c
L  n/c
f" /de f™
L  î k  1  n i  * 1,,-dr ■ -ri + ;> +
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Por otro lado.
dN(z) = z e dz = ~  <
con lo que la proposiciôn queda demostrada
Proposiciôn 1.6.3. Sea una funciôn y{t) > 0 definida Vt _> 0 y aco 
tada; sea T 6 R una constante positiva. Entonces,
T Y(t) Y(t) /“ (e -l)e z  ^ dz
En efecto:
Consideremos un t 0 fijo y a partir de los numéros Y(t),
T, construyamos una variable aleatoria gamma con paramètres
(Y(t),T). La funciôn generatriz de momentos (observese el signo me­
nus) sera
. r .-1' . Y(t)
 m o T )  ------- '■>' ■
'O
Por otra parte, la funciôn caracterîstica de la variable arti­
ficial Y(. sera
.« -Y(t)
*t(6) - (1 - il)
que es infinitamente divisible ya que existe una funciôn, la
Y(t)
tal que
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siendo esta (|>^ ^^8) la funciôn caracterîstica correspondiente a una 
variable aleatoria gamma de parametios , T).
.Asi pues, 4^(0) admite la representaciôn de Lévy-Kolmogorov,
log “ i a 0 + [ (e^®” - 1 - i0u) ~  dK(u)
•'o u
en donde
fd log <(>(t)~j
g - * -  J -
y K(u) es una funciôn que determinaremos a continuaciôn."CSea K (x) - n i  Z^ f (z)dz, siendo f (z) la funciôn de
Y ( t ) ^
densidad de una variable aleatoria gamma (— -—  , t). Asî pues
roi ,
, 2 :  " dZ .I.
a ■ ' -Tz dzL
n T " Yft) T^(t)
llamando a =  w T l —  ” — -—  ------- ■ Se tiene que lim a - y(.t)
r ( i  + 1 ^ )
con lo que
K(x) = lim K^(x) - Y(t) j z e'^z dz
K(+~) = Var (Yf) = <
T
 ^ Y ( t )
siendo ademas a “ — T"^  con lo que
log *t(8) =' i 8 + j (e^G" - 1 - i0u) ^   ^ du
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. + T(t) f  («18" - u  « - ! "  u-‘ du - i6Y(t) f V ' “  du .
-’o •'o
■ Y(t) [ -1) e ^ " u   ^ du,
y pasando a la funciôn generatriz de momentos,
log Mj.(6) *» log <()(. (iG) = Y(t) f (e -1) e ^ " u  ^ d u
“'o
y dado que la representaciôn de Lévy-Kolmogorov es unica, debera de
r» «
Y(t) Y(t) j (e " -1) e ^ " u  du 
como querîamos demostrar.
Proposiciôn 1.6.4. Las def iniciones 1.6.1, 1.6.2 y 1.6.3 son equivalen 
tes.
En efecto:
El demostrar la equivalencia entre las definiciones 1.6.1 y
1.6.2 es sencillo. Como sabemos por la def iniciôn 1.5.1, una funciôn 
de distribuciôn aleatoria como F(t/Ag), t ^ 0, es un proceso neu­
tral a la derecha si y solo si puede ser escrito en la forma
-Aq(t)
F(t/A^) - 1 - e , t 2 0
en donde A^ es un proceso con incrementos independientes con ciertas 
propiedades. Pero decir que F(t/Ag) es un proceso gamma exponencial 
équivale a decir que para toda particiôn finita de [O,«») las varia­
bles aleatorias r^ (los incrementos del proceso Ap) se distribu­
yen independientemente como variables aleatorias gammas
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r£ 5 G(c(A*(ai) - c)
Consideremos, para t fijo, la particiôn [o, t) , [t ,=») , sera pues
Ap(t) = C(c A*(t), c)
por ser A*(0) = 0 para que exp []-A*(t)^ sea funciôn de superviveii 
cia no aleatoria.
Por otro lado, ei A^(t) = G(c A*(t), c) Vt fijo, entonces 
para toda particiôn d«|jO,«») los incrementos (variables aleatorias in­
dependientes por ser A^ un proceso con incrementos independientes) 
serin
•"i ' ^o(«i> - ^o( = i-l>
con lo que
T) - A^(a^) = C(c A*(sj), c) 
r2 - Ap(s2) - Ap(a^) 
o lo que es lo mismo
+ r2 ' Ap(ai) + r2 =
siendo r^ y r^ independientes, y r ^ S C(c A*(a ^ ), c) y -
E C(c A*(Sg), c). Como tj y r^ son independientes, serin las fun 
clones caracterîsticas
♦ r^(t) . = *A/a2)(*:)
o lo que es lo mismo
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con lo que
(1 - . * (t, . (1 -
c r 2 c
-c(A*(a ) - A*(a,))
. (t) = (1 - 
2
y por tanto, r^ = G(c(A*(ag) - A*(a^)), c). 
Anilogamente, Vi=2,3,...,k
de donde
ti - A^(a.) - A^(a^_j) = A„(a.) - r^-r^ r._j
r, + r- +...+ r. + r. = A(a.) 1 2 1-1 1 o 1
y por aer independientes las variables aleatorias r j , r^ * • • . , r , pa­
sando a funciones caracterîsticas sera
. cA*(a.) . cA*(a-)-cA*(a,)
(1 - ^ )  1 (1 - 1 1 ) 2 1 *... '
' 'i '
por ser r^ H G(c(A*(a^) - A*(a^_j)), c), j-1,2,...,i-1 y ser 
A^(a.) - G(c A* (a j^) , c) , con lo que la funciôn caracterîstica de r ^ 
sera,
cA*(a.) - cA*(a ,)
$ (t) - (1 - Ü )  ^
con lo que r^  ^ = G(c(A*(aj, ) -'A*(a^_^)), c), i-l,2,...,k, para toda
particiôn finita (a^_ , a ^  , i»l k de [O ,«») .
Asî pues, las definiciones 1.6.1 y 1.6.2 son équivalentes.
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Por otro lado, si es un proceso gamma de paramétrés
A*(t), ' f ij ado t 2 0 * la variable aleatoria A^(t) es una vari£
ble aleatoria gamma de parimetros (c A*(t), c), con lo que de forma 
totalmente analoga a la realizada en la proposiciôn 1.6.3, el logari£ 
mo de la funciôn generatriz de momentos de A^(t) se podra escribir 
como,
I:log ( t )  ^ A*(t) I (e -1) e u  ^ du
o sea,
log  ^ A*(t) j (e " -l)d N(u)
siendo N(.) la medida de Levy asociada, que es de la forma
dudN(u) -eu 
e u
Por ultimo, si la medida de Levy asociada es la dada arriba, el 
logaritmo de la funciôn generatriz de momentos de A^(t) sera de la 
forma
log  ^ A*(t) . I (e ®* - D e  z  ^ dz
y como c > o y c A*(t) > 0  y acotada para que exp [-A*(t)] sea 
funciôn de supervivencia no aleatoria, aplicando la proposiciôn 1.6.3, 
serS
log (t)^®^ “  ^ A*(t) I (e ®^ - D e  z  ^ dzI:
c cA*(t) 9 -cA*(t)
- W  - + c)
que es la funciôn generatriz de momentos de una variable aleatoria
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gamma de parâmetros (c A*(t), c), y la proposiciôn queda demostrada.
Conviens observer que en algunas ocasiones, por simpliflcar la
notaciôn, abreviamos S(t/A^) por S(t) y F(t/A^) por F(t) cuan
do no exista confusiôn posible sobre A .
o
Proposiciôn 1.6.5. Sea S(t/A^) un proceso gamma exponencial de par£ 
metros (A*(t), c). Entonces existe una medida de probabilidad sobre 
el espacio de las trayectorias del proceso A^(t) y equivalentemente, 
sobre el espacio de las trayectorias de S(t/A^); es decir, sobre el 
espacio paramêtrico F .
En efecto;
Las r^,...,r^ son variables aleatorias independientes y
Tj = G(c(A* (a - A*(a^_j)), c), i=l,...,k para cada particiôn
( a l ’®î!I* y como la variable aleatoria gamma es reproductive con re£ 
pecto al primer paramétré, la distribuciôn de r ^ ^ f r s e r a  una gamma 
de parâmetros, (c(A*(a^^j) - A*(a^)), c), que es la misma que si con 
siderâsemos la correspondiente al intervalo ^®i-l*®i+l^* decir,
la suma de las distribuciones correspondientes a los intervalos 
(®i-l y ^®i*®i+L] (®i-1 ' ®i+i] * con lo cual se cumplen las
condiciones de consistencia y por tanto existe una medida de probab^ 
lidad sobre el espacio de las trayectorias, como querîamos demostrar.
A dicha medida la llamaremos "inducida" por el proceso gamma exponencial.
Como se ve, la définie iôn 1.6.1 tiene ventaj as con respecto a la
1.6.2 y a la 1.6.3 en el sentido de facilitar la demostraciôn de la
existencia de una medida de probabilidad sobre F y en el de manejar
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funciones tîpicas de un anal is is de supervivencia como las fune iones 
de azar q^.
Vamos a ver a cont inuac iôn unas propiedades de los procesos gam 
ma exponenciales que mâs tarde, en la resoluciôn de los problèmes es- 
tadîsticos que nos plantearemos, nos seran de mucha utilidad.
Media del proceso gamma exponencial:
Proposiciôn 1.6.6. Sea S(t/A^) un proceso gamma exponencial de para 
metros (A*(t),c), entonces su media es (-" --) ^  Es decir.
en donde la esperanza es calculada con respecto a P, la probabilidad 
a priori.
En efecto:
Observemos que si considérâmes la particiôn ( [p, (Q » (t ,=») ) , 
tendrîamos que
-Ao(t)
q => Pr{T G [o, t] } = 1 - e 
r = -log (1-q) = Ag(t)
siguiendo A^(t) una distribuciôn gamma de paramètres (c.A*(t),c), 
ya que A*(o) - 0. Asî pues,
E[Ao(t)] = £jlA_L ë1  = A*(t) , y 
V(A^(t)) =
con lo cual **
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[ ; - A „ u ^  . r
Jo r ( A * ( t ) .c)
- - s„(o
en donde la ultima igualdad se entiende como notacion
Proposiciôn 1.6.7. La funciôn S^(t) = E[s(t)/A ^  es una funciôn de 
supervivencia no aleatoria.
En efecto:
S^(t) ■=  ^A* ( t ) . c y A*(t) es tal que g-A* (t) tiene
que ser una funciôn de supervivencia, por lo que debera de ser
(1) lim A*(t) = 0 
t + o
(2) lim A*(t) = “>
(3) A*(t) monôtona no decreciente
(4) A*(t) continua por la derecha 
Tendremos pues que
(1) lim S^(t) = lim j)^ (t).c _ ^
t -*■ o t ->• o
(2) lim Sg( t) = lim ^ = 0
t -*• oo t
(3) S^(t) es monôtona no decreciente
(4) S^(t) es continua por la derecha.
Y por la proposiciôn 1.2.1, (t) sera una funciôn de supervivencia
no aleatoria, como querîamos demostrar.
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Aunque mas tarde volveremos sobre ësto, al ser S^(t) una fun 
ciôn de supervivencia y ser (t) = E[s(t)/Aj], en el contexto Bay£ 
siano, puede considerarse y de hecho asî lo haremos, como la funciôn 
de supervivencia "a priori", nombre con el que la designaremos de 
ahora en adelante.
Dicha funciôn de supervivencia a priori tiene asociada una fun­
ciôn de distribuciôn (t) = 1 - Sg(t), que es la distribuciôn mar­
ginal de la muestra y a la que llamaremos de ahora en adelante funciôn 
de distribuciôn "a priori" marginal de la muestra, o simplemente fun­
ciôn de distribuciôn a priori.
Def iniciôn 1.6.4. Sea c G R un numéro tal que c > o. Def inimos una 
funciôn 1(c) que toraa valores entre cero y uno como
log (5±i)
en donde log significa logaritmo neperiano, como a lo largo de todo 
este trabajo a menos que se espec i f ique lo contrario.
Proposiciôn 1.6.8. Propiedades de la funciôn 1(c):
La funciôn 1(c) acabada de définir ver if ica las siguientes
propiedades:
(a) 0 < 1(c) < 1, siendo c G R ^ .
(b) 1(c) es monôtona creciente en c G R ^ .
(c) 1(c) ----*■ 0 c  *- 0.
(d) 1(c) --- *• I *=> c --► «>
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En efecto:
(a) Para c 6 sera
1 < £±2 < £±1 
c+1 c
con lo que tomando logaritmos sera,
0 < log < log ^
o lo que es lo mismo,
0 < 1(c) < 1
(b) Si llamamos g(c) = log y h(c) = log Vc 6 R^,
clararaente h(c) > 0, siendo
î' i'(c) -
Por otro lado, como - < - Tc+ï1Tc+2) sera, h'(c)
< g'(c), y como 1(c) < 1 por el apartado anterior, sera
l(c)h'(c) < g'(c) <=> g '(c) - l(c)h'(c) > 0 con lo que 1'(c) > 0
Vc 6 R^ y 1(c) es monôtona creciente en c 6 R ^ .
(c)
lim 1(c) = -----1££— 2  , o
c-»- o lim (-log c)
Por otro lado, si lim 1(c) = 0, con d 6 R^, d ^ 0, la funciôn no
c d
serra creciente contradiciendo a (b).
(d)
lim 1(c) = lim -  ^ '2.>00 1 + —
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De la misma menera que antes, si lim 1(c) = 1, con a 6
c -*■ a
despuues de a la funciôn no serîa creciente contradiciendo (b).
Asî pues, la proposiciôn queda demostrada.
Teorema 1.6.1. Sea S(t/Ap) un proceso gamma exponencial de paramé­
trés (A*(t),c) con funciôn de supervivencia a priori S^(t). Enton 
ces, si X  > y, es
E[S(y) .S(x)] - E[S(x).S(y^- “
- S^(x) . [S^(x)]^(^)
En efecto:
-(A„(x) + A„(y))l
E [ S W . S W ]
Sabemos que por ser A^ un proceso con incrementos independien 
tes, para x > y, los incrementos A^(y) - A^(0) = A^(y) y 
A^(x) - Ag(y) son variables aleatorias independientes y distribuidas 
segur. gammas G(c A*(y),c) y G(c(A*(x) - A*(y)),c), r espec t ivamen- 
te.
Llamando Yj = A^(x) - A^(y)
Y2 “ Aq(y)
se tiene que
A^(X) + A„(y) = + 2Y2
y si denotamos por cx^  = c(A*(x) - A*(y)) y por A*(x), la
funciôn de densidad conj un ta del vector aleatorio  ^ serS:
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«1 -cyj Oj-l «2 -CY2 »2"^ 
: y, c e y-
r(aj) T C T r
con lo que.
E[S(x) .S(y)] - [ [
7o ^ 0
Oj -cyj ctj-l «2 -(=y2 «2“^
« -yj c e yj c e  yg
® rTttj) • r(ag) ‘*yi‘*y2'
^  _ ç _  C A * ( X )  .c+l^cA*(y)
c + 1 c+2^ c + r  ' c+2^
Por otro lado, como
y por ser
SqCy) = A*(y) -
c+1
log S (y)
c log
c + 1
log S^(y) = log^ S^(y) = log^ —  . l o g ^  S^(y)
c + 2
serS
/C+l\cA*(y)
c+2
log S^(y)
log
C  +  1
log
/C+l\ c+2
^ï+2^
log /_c
m
[s
As! pues, si x > y es
E[s(x) . S(yQ = S^(x) . [S^(y)]
como querîamos demostrar.
Observese que en el caso de que fuera y > x, considerarîamos
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las variables aleatorias A^(x) y A^(y) - A^(x) y el razonamiento 
serIa el mismo, obteniendose al final que
E[s(y) .S(x)] = E[S(x).S(y)3 = ( y ) [s^ { x  ^ ^
Es decir", dados x,y G R, con x / y E[s(y) .S(x)] =
= E [ s ( x ) .S(y)] es el valor de en el mayor de ellos, multiplicado
por el valor de en el menor, elevado a 1(c).
Teorema 1.6.2. Sea S(t/A^) un proceso gamma exponencial de paramé­
tras (A*(t),c) con funciôn de supervivencia a priori S^(t). Enton 
ces,
E[(S(t))2] . E[s2(t)] = [S^(t)]^((=)+^ =
En efecto:
E [ s ^ O ]  - e-y= d,
por ser A^(t) una variable aleatoria gamma de paramétras 
(c.A*(t),c); asî pues,
E[s2(t)] . (^)«=A*(t) . (|^)cA*(t) ( ^ ) c A M t )  .
-  [s^( t ) ]^ ("=)  . s ^ ( t )  -  [s ^ ( t ) ]^ ( ' = ) + ^
como querîamos demostrar.
Como advertimos en la nota al final del enunciado del teorema 
1.3.8, no consideraremos el caso de ser V (S(t)) = 0, es decir, para 
el caso de los procesos gamma exponenciales, de ser [s^(t)]  ^ =
= [^ S^  (t)]^^^^^\ Asî pues, supondremos siempre S^(t) / 0 y #»
S„(t) i 1.
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Corolario 1.6.1. Sea S(t/A^) un proceso gamma exponencial de parâm£ 
tros (A*(t),c) con funciôn de supervivencia a priori S^Ct). Entoii 
ces, dados x,y 6 es
E[s(x).S(y)] - E[s(y).S(x)]
si X < y
y E[s(x)] - S^(x), siendo S^( t) “ (t)-c ^
La demostraciôn de este corolario se deduce trivialmente de los 
teoremas 1.6.1 y 1.6.2 y de los proposiciôn 1.6.6.
Como se ve, E Qs (y).S(x)] es una funciôn simetrica respecto a 
la diagonal del primer cuadrante.
Funciôn de covarianza del proceso gamma exponencial:
Proposiciôn 1.6.9. La funciôn de covarianza r(x,y) de un proceso gam 
ma exponencial S(t/A^) de paramétras (A*(t),c) es
(^,cA*W [-(gl)cA*(y).(^,cA*(y)j .
si y £  X
r(x,y)
en donde Sg(t) y 1(c) son los anteriormente definidos 
En efecto:
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La funciôn de covar ianza vendra definida para x,y 6 como
r (x, y) - e Q s (x )-S^(x )) (S(y)-S^(y))3 = E [S ( x ) . S ( y )] - S^(x).
. S^(y)
As! pues, si y <. x sera, por el corolar io 1.6.1,
r(x,y) = Sg(x) [s^(y)] - S^(x).S^(y) = S^(x)([s^(y)]^^^^ -
- s (y)) - ( c jcA*(x)((çD)cA*(y) _ ( c )cA*(y))
o c+1 c+2 c+1
y  si X  <  y ,
r(x,y) = S^(y) [S^(x)3 - S^(x)S^(y) = S^(y)([s^(x)]^(^) -
- s„(x)> - (^)'"*<>'> - (ïfr)"''*'-»)
con lo cual queda demostrada la proposiciôn.
Continuidad en media cuadrâtica del proceso gamma exponencial:
Proposiciôn 1.6.10. Si la funciôn A*(t) de un proceso gamma exponen 
cial S(t/Ag) de parâmetros (A*(t),c) es continua en t, entonces 
dicho proceso S(t/A^) es continue en media cuadrâtica.
En efecto:
Para que un proceso sea continue en media cuadrâtica, es suf£ 
ciente que la funciôn de covarianza sea continua en la diagonal. Sabe 
mes que r(x,x) es,
r(x.x) - - < Ï T T > ■
= / C  vcA*(x) _ / c \2cA*(x) 
c+2^ c+r
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funciôn que es continua si A*(x) lo es. Asî pues, la proposiciôn ha 
quedado demostrada.
Perivabilidad en media cuadrâtica del proceso gamma exponencial:
Proposiciôn 1.6.11. Si la funciôn A*(t) de un proceso gamma exponen 
cial S(t/A^) de parâmetros (A*(t),c) tiene derivada continua en t, 
el proceso S(t/A^) es derivable en media cuadrâtica.
En efecto:
Para que S(t) sea derivable en media cuadrâtica es suficieri 
te que S(t) tenga derivada y que la derivada mixta de r (x, y ) exijs 
ta y sea continua. Como estas dependen de la derivada primera de 
A*(t), la existencia y continuidad de la derivada de A*(t) implican 
la derivabilidad de S(t).
Integraciôn en media cuadrâtica del proceso gamma exponencial*
Consideremos un proceso S(t/A^) gamma exponencial de parâmetros 
(A*(t),c) con la hipôtesis de ser A*(t) una funciôn continua en t, 
con lo que S(t/A^) serâ continue en media cuadrâtica y todos sus m£ 
mentos existirân.
rSea Y « j S(t)dt la variable aleatoria la cual nos represents 
lo
la integral de Lebesgue del proceso S(t) y que ya hemos considerado 
en la secciôn 1.3.
Proposiciôn 1.6.12. En las condiciones antes expuestas, E[Y] es el 
momento de primer orden de (t), la funciôn de distribuciôn a pri£
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r 1 .
En efecto:
M - t . C
S(t)dt dP(S) (14)
siendo F' el espacio de todas las funciones de supervivencia y
P(S) la medida de probabilidad inducida por el proceso S(t) en di­
cho espacio.
Aplicando el teorema de Fubini en (14), serâ
E[y] - [ [ S(t)dP(S)dt = [ E [s  ( t )] d t = [ S^(t)dt =
-'o ' F' ■'o o
* f (1 - Fg(t))dt = [ t dFg(t) =
-'o -'o
en donde la ultima igualdad se entiende como notaciôn.
Damos a continuaciôn una generalizaciôn de la anterior proposi­
ciôn que nos serâ de mucha utilidad mâs adelante.
Teorema 1.6.3. Sea S(t/A^) un proceso gamma exponencial de parâmetros 
(A*(t),c) con funciôn de distribuciôn a priori asociada a F^(t).
Sea g ( t ) : [o,») --- *■ R una funciôn medible de la variable aleatoria
T asociada a S (t), tal que
f ( f  |g(t) I dF(t))dP(F) < =o. (15)
)f Jo
Entonces, j ( g (t)dF(t))d P(F) es la esperanza de g(T)
h  Jq
respecto de la distribuciôn F (t).
En efecto:
For verificarse (15) se podrâ aplicar el teorema de Fubini y 
tendremos que
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I (j g(t)dF(t))dP(F) - I g(t)(| dF(t)dP(F)) -
,00
g(t)dF^(t) - E[g(T)/Fj
■'o
por ver if icarse (9) al ser F^(t) el parametro del proceso neutral 
por la derecha S(t/A^).
Como se ve, la proposiciôn 1.6.12 es un caso particular de este 
teorema tomando g(T) = T, por ser
,oo r<*> ,00j t dF(t) = -I t dS(t) = I S(t)dt
/q Jo'0
despues de integrar por partes.
Teorema 1.6.4. Sea S(t/A^) un proceso gamma exponencial de parâme­
tros (A*(t),c) con funciôn de supervivencia a priori asociada S^(t),
Sea g(t) ; [o, ------► R una funciôn medible de T, tal que
[ ([ |S(t)g(t) |dt)dP(S) < 00
''F' -’o
entonces,
[ (f S(t)g(t)dt)dP(S) - [ g(t)Sp(t)dt
^F' Jo /o
La demostraciôn es inmediata, por ser
(| S(t)g(t)dt)dP(S) - j  g(t) (|^ S(t)dP(S))dt
por el teorema 1.3.6, y ser S(t)dP(S) = S (t) por la proposiciônJ F '  °
1 . 6 . 6 .
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Teorema 1.6.5. Sea S(t/Ag) un proceso gamma exponencial de parâme­
tros (A*(t),c), siendo A*(t) una funciôn continua de t. Sea 
g : yJ {0} una funciôn medible no negative tal que
Vn 6 H es
I g2(s)ds < “
Supongamos que
i  i
g(t)S(t)dt) ( f  g(u) S (u) du)dP(S) < 00 
o 0^
Entonces, es
[ ([ g(t)S(t)dt)([ g(u)S(u)du)dP(S) =
JP' Jq
=  f g(t) Sg(t) ( f g(u) []Sq(u)3 ^  ^ ‘^ ^duldt H
l o  l o
+ I  g(t) [S^(t)]^('=) ( j  g(u)S^(u)du)dt
O
En donde S^(t) es la funciôn de supervivencia a priori asocia­
da y 1(c) la funciôn definida en 1.6.4.
En efecto:
Al ser A*(t) una funciôn continua de t, el proceso 
S(t/A^) es continuo en media cuadrâtica por la proposiciôn 1.6.10, 
con lo que se puede aplicar el teorema 1.3.4 y serâ.L g(t)S(t)dt)( g(u)S(u)du)dP(S) =Iq
f  [  g(t)g(u) ( f
lo^o F^'
I S ( t)S(u)dp(S))dtdu
g(t)g(u) EQs(t)S(u)]dtdu
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+
o
f ([ g(t)g(u) E[S(t) .S(u)]du)dt +
Jq lo
f (f g(t)g(u) E p ( t ).S (u)^du)dt =
l  \
- I g(t) S^(t) (j g(u) [ s ^ ( u ) ] ^(^)du)dt +
+ [ g(t) [Sq(t)] (I g(u) Sg(u)du)dt
lo It
a partir del corolarlo 1.6.1, con lo que el teorema queda demoatrado
Teorema 1.6.6. Sea S (t/A^) un proceso gamma exponencial de parâme­
tros (A*(t),c), siendo A*(t) una funciôn continua de t. Sean
gj : Q),») ---->■ U  {0} y g^ : Q),»)  >• U {0} dos funciones
medibles no negatives tales que Vn 6 B es
f"j g}(s)ds < « y I g2(s)ds < «.
lo o
Supongamos que
[ ([ gi(t)S(t)dt)(f g^(u)S(u)du)dP(S) < « para i=l,2,
I f  lo ^0 1 j-i,2.
Entonces, es
(t)S(t)dt)(| gg(u)S(u)du)dP(S)f (f g f
Ip' lo lo
■ I 8 j ( t ) S ^ ( t ) ( |  gg (u) [s^(u)]l^(^ldu)dt +
+ I gi(t) (f g 2 (u) Sg(u)du)dt •
lo Jt
= I g2^”l gjCt) [S^(t)j^^^^dt)du 4
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I  g ^ ( u )  ( j  g ^ ( t )  S ^ ( t ) d t ) d u+
'0
en donde S^(t) es la f une ion de supervivencia a priori asociada y 
1(c) la funciôn definida en 1.6.4.
En efecto:
Al ser A*(t) una funciôn continua de t, el proceso 
S(t/Ajj) es continuo en media cuadrâtica por la propos i ciôn 1.6.10, 
con lo que se puede aplicar el teorema 1.3.5 y serâ.
I  ( j  gj(t)S ( t)dt)([ g,(u)S(u)du)dP(S)
lo -’2
g,(t)g^(u)( S(t)S(u)dP(S))dtdu
■  C
n gl ( t) g2 (u) E|jS(t).S(u)3dt du.
0
Por otro lado, a partir del corolario 1.6.1, serâ
[  [ g i ( t )  g 2( « )  E [ s ( t )  . S ( u ) ]  -  f g i  ( t )  S g ( t )  ( f g 2( u )  [ S g ( u ) f ^ ^ ^ ^  
■'o-'o 1 o Iq
du)dt + f El ( t) [Sg ( t )] ^  ^ ^ \  f g2(u) Sg(u)du)dt
*0 n
y también,
g^ (tlgg (u) E[s(t) .S(u)] =
= [ g2(u)SQ(u)([ gi(t) [Sp(t)J^ ^ '^^dt)du +
lo 0
+ f gg^") [S^(u)]^('=) (f gj(t) S^(t)dt)du
lo lu
con lo que el resultado queda demostrado.
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Teorema 1.6.7. Sea S(t/A^) un proceso gamma exponencial de paramè­
tres (A*(t),c), siendo A*(t) • una f une ion continua de t. Sean
h, : [0,<»)  B, y h- : Po,»)--- -*■ R dos funciones de la variable
 ^  ^ dhl(x)
aleatoria T, taies que sus derivadas respectivas gjCx) " — ^ —  y
dbg(y)
g2(y) * — —  son funciones medibles no negatives que verifican la 
condici6n
Vn 6 H, I g.(s)ds < “ , i=l,2
■'o ^
-Aq Cx )
Supongamos que c = lim h.(x) e - lim h.(x) < » y que
-A„(x) °
C2 - lim h2(x) e - lira h^Cx) < ».
X 00 X -V o
Supongamos por ultimo que
< », i=l,2,f (f |g.(t)S(t)|dt)dP(S)
i f  )q
y que
I (j g£(t)S(t)dt)(| gj(u)S(u)du)dP(S) i-1,2, j“i,2.
Entonces.
f (f hj (x)dF(x) ) ( f h2(y)dF(y) )dP(F) = ‘^ l**^2~‘^ l[ 8 2  ^® o  ^
if' io io io
- C g  j gj(x)S^(x)dx + I gj(x)S^(x)(| gjCy) [S^(y)] ^  ^*^^dy)dx +
+ [ gjCx) [ S ^ ( x ) ] . ([ g^Cy) s (y)dy)dx
io ix
en donde S^ft) es la funcion de supervivencia a priori asociada y
J.(c) la funciSn definida en 1.6.4.
En efecto!
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Al ser A*(t) una funcion continua en t, el proceso 
S(t/Ap) es continue en media cuadrStica por la proposicion 1.6.10, 
con lo que se puede aplicar el teorema 1.3.7 y sera,
[ , ( [ hj (x)dF(x)) (f li2(y)dF(y))dP(F) - c^.Cg -
'f io io
- Cf I gg (y)E[s (y)] dy - C g  j gj(x) E[s(x)]dx +
+ J f 8i (x)g2(y) E[s(x) .S(y)] dxdy =
ioio
' f SzCy) S^(y)dy ~ i gj(x) S^(x) +
io i 0
+  [ gi(x) Sg(x) ( f  ggCy) C S g ( y ) ]  ^^^^dy)dx +
■*0 lo
+  I g^Cx) [Sg(x)] (| ggCy) s^(y)dy)dx
a partir del corolario 1.6.1 y por ser E[s(t)] = S^(t) por la pro­
pos icion 1.6.6.
Observese que en todos estos teoremas, las expresiones podian ha 
ber venido dadas en funcion de c y A*(x), al ser S^(t) = 
cA*(t)
= ( por la proposicion 1.6.6.
Como se ve por la proposicion 1.6.5, los procesos gamma exponen- 
ciales considerados, de paramètres (A*(t),c), inducen una medida de 
probabilidad sobre el espacio de todas las medidas de probabilidad de^  
finidas en un espacio muestral dado, es decir, sobre el espacio para- 
métrico de los problemas de decision no paramétrica. Dicha medida la 
ut ilizaremos mas adelante como medida de probabilidad a priori al cod*
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siderar los problemas de decision desde un punto de vista Bayesiano. 
De estas consideraciones deducimos la importancia de los procesos gam 
ma exponenciales.
VII. PROCESOS HOMOGENEOS SIMPLES
Varaos a estudiar en esta secciôn otro proceso homogeneo, es de^  
cir otro proceso neutral a la derecha F(t/Y^), el cual nos va a dé­
finir una medida de probabilidad a priori sobre el espacio paramitri-^
CO de todas las distribuciones de probabilidad, y cuyo proceso con in 
creraentos independientes correspondiente = -log (l-F(t)) no tie-
ne puntos fijos de discontinuidad, ni parte no aleatoria, siendo su 
medida de Levy asociada independiente de t, es decir de la forma 
H^(.) = Y(t)N(.), con Y(t) una funcion continua no decreciente tal
que lim Y(t) = 0  y lim Y(t) = +».
t -V- —00 t -+ +»
Sea T ^ 0 una variable aleatoria observable la cual nos indl 
ca el tiempo de fallo de un sistema. Consideremos la funcion de supe£ 
vivencia aleatoria
S(t/Y.) = 1 - F(t/Y,.) = e , t > 0
que nos indica
-Y.
Pr{T > t/Y^} - e = S(t/Y^)
en donde Y^ es un proceso estocastico que especificaremos a traves 
de su medida de Levy asociada. Observese que esta probabilidad es la 
,t probabilidad aleatoria, verificMndose que
- S S ­
CI) l i m  Y ^ - 0  C . 8 . ,
t -► o
(2) lim Y - ~ c . s. , 
t+ »
(3) Y^ - Y^ 2  0 C . 8 . ,  para t > s
para que se cumplan las condiciones (2), (3), y (I) de la definicion
1.3.3.
Definicion 1.7.1. Sea c > 0 una constante y A*(t) una funcion de 
t, tal que exp [-A* (t)] sea una funcion de supervivencia no aleato^ 
ria. Diremos que la funciôn de distribucion aleatoria F(t/Y^), la 
funcion de supervivencia aleatoria S(t/Y^) = 1 - F(t/Y^) y la fun­
cion de probabilidad aleatoria asociadas, son un proceso homogéneo 
simple de paramétrés (A*(t),c), si F(t/Y^) es un proceso neutral 
a la derecha
F ( t / Y ^ ) = I - e  , t 2  0
en donde el logaritrao de la funcion generatrix de momentos de Y^ es 
de la forma
log E [”e *'1 = c A*(t) [ (e - l)dN(z)
siendo la medida de Levy asociada N(.) de la forma
dzdN(z)
-e =)
Vamos a asegurarnos en primer lugar de que la medida de Levy as i 
definida verifies que
f” —Je 1 +  : dN(z) < » y I z^ dN(z) < "io
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Proposicion 1.7.1. Si c > 0 es una constante y N(.) es una medida 
sobre (0,” ) tal que
dN(z) * ----- — -------
e "  (1 - e-:)
entonces,
f” z f” 2
J dN(z) < <” y j z dN(z) < «
En efecto:
.00 . .00 2 .00 2 zL ' ■ I ■ l
como e* « 1 + Z +  -fr + -rr +• • • e^-1 2 ^  ==» — %—  < ;
 ^ e*-l z^ ^
2 2 3 3 4 4
y ademâs, como e^^ = l + cz + *"^ j - c z  j _ c z  j. —
2 6 24
c+z*
- 24 gcz - .^4^ 4
Ademâs, si z < — es e^ < e^^^ de donde
e* _  < 2 el/c e‘
e*=' (e* - 1)
y si z 2 1/c es e^ 2 e^/^ de donde
-  < 4 t  —  1 - -i- >eZ -  TÏ7c gZ -  el/c
y por tantq
. z' , 24.,:
■ ,“ (1 - -L) - « «  T T F 7 7  - 7 - 7  •
e
24 1
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Aaî pues,
(” 0 fl/c ,2 z /•» 2 z
I z dN(z) => I ---------- dz + I     —
io Jo eCZ(eZ_i) Ji/c eCZ(eZ-l)
l/c l/c
+ 24 e
l/c . ,
o c^(el/c-l)Jl/«
1 /c
Por otro lado.
z
dN(z) - [ YY~ ----- — ----  = f
>0 l'I"' lo 1+^ eCZ(l -e- = ) Jo 1^^ -czf.z
dz
eCZ(eZ _ 1)
Como eC^ > 1 =» — -—  < 1  y como e^-1 > z ==» — -—  < — .
— cz — — z , — ze e -1
1 z
Ademâs, si z > l/c — ■ ■ < ^
1+z - c+1 e=-l 1 - -1 “
ze
l/c , 1 6
siendo ademâs --- ^ ^ , con lo que
: - -TT-c ’e
,co
Jo
dN(z)
< pl/c
fl/c
io
- el/c ln(l
l/c
dz + -4^     dz <
1+z eCZ(e^-l) il/c 1+^ eC^(e^-l)
^  '  Ji/c 7 ^  • ^  • 7 7  ■
1) + , 4 " ^  JT - ' *C  1/c , c+1 ce - I
y la proposicion queda demostrada.
Proposicion 1.7.2. Sea S(t/Y^) un proceso homogéneo simple de par^ 
metros (A*(t),c). Entonces existe una medida de probabilidad sobre 
el espacio de las trayectorias del proceso Y^ y equivalentemente.
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sobre el espacio de las trayector ias de S(t/Yj.); es decir sobre el 
espacio paramétrico F.
La proposicion es évidente considerando que F(t/Y^) * 1 -S(t/Y^) 
es un proceso neutral por la derecha.
Media del proceso homogéneo simple;
Proposicion 1.7.3. Sea S(t/Y^) un proceso homogéneo simple de para­
métrés (A*(t),c). Entonces su media es g-A*(t)^ gs decir,
E [ s ( t / Y ^ ) ]  = e [ b = g - A * ( t )
en donde la esperanza es calculada con respecte a P , la probabilidad 
inducida por el proceso.
En efecto:
Por ser S(t/Yj.) un proceso homogéneo simple, Yj. tiene por 
funcion generatriz de momentos, definicion 1.7.1,
cA*(t) I (e-0^-1) e-cz(l -e':)-! dz
M_ (0) = E|
’‘t
-cA*(t) e *^ d^z
con lo que
EO(t/Y^)] = My (1) = e = S^(t)
en donde la éltima iguaIdad se entiende como notacion.
Proposicién 1.7.4. La funcion S^Ct) = E [s (t)/Y ^J = e ^ es una
funcion de supervivencia no aleatoria.
La afirmacion efectuada es cierta por el mere hecho de la condi-
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c*iôn impuesta a A*(t) en la definicion 1,7.1.
Al igual que hicimos en el caso de los procesos gamma exponenci^ 
les, al ser S^(t) = E [S (t)/Y una funcion de supervivencia no ale^ 
toria, la consideraremos como la funcion de supervivencia "a priori", 
nombre con el que la designaremos de ahora en adelante, llamando a la 
correspondiente funcién de distribucion F (t) = 1 - S (t) funcion 
de distribucion "a priori", que se corresponde con la distribucion ma_r 
ginal de la mues t ra.
Definicion 1.7.2. Sea c > 0 un numéro real. Definimos una funcién 
m(c) que toma valores entre cero y uno como
■ î f r
Proposicion 1.7.5. La funcion m(c) acabada de définir verifies las 
siguientes propiedades:
(a) Vc 6 R+, 0 < m(c) < 1.
(b) ra(c) es monotona creciente en c 6 R^.
(c) m(c)
(d) m(c) --- ► 1 c
En efecto:
(a) Para c 6 R^ es
0 < c < c+1 *=+ 0 < c < 1
c+1
o lo que es lo mismo,
0 < m(c) < 1
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(b) m '(c) * --- -— J > 0  Vc 6 con lo que la funcion es
(c+1)
monotone creciente en c 6 R^.
(c) lim m(c) = 0
Por otro lado, si m(c) = — -— r tendiese hacia 0, deber(a de
1 + 1
c
tender el denominar hacia +», o equivalen temente c hacia cero.
(d) lim m(c) = lim ---— p - 1
C + "  C-»-oo 1 + —
y de la misma manera, si m(c) = tiende hacia 1, ha de tender
hacia +oo.
Teorema 1.7.1. Sea S(t/Y^) un proceso homogéneo simple de parâmetros 
(A*(t),c), con funcion de supervivencia a priori S^(t). Entonces,
E S ( t ) ) 2j . E[s2(t)] - [s Xt)]"(c) + 1
En efecto:
-cA*(t)f (e *+l)e ^*dz * 
Jo
E[s^(t)] = e [c *'] - My (2)
- ' '] - 
como querlamos demostrar.
Teorema 1.7.2. Sea S(t/Y^) un proceso homogéneo simple de parâmetros 
(A*(t),c) con funcion de supervivencia a priori S^Ct). Entonces, 
si X > y, es
 ^ _ sAlLzl
E^S(x).S(y)3 = E[s(y) .S(x)] = e ^ . e
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s „ ( K )  . [ s / y ) ]
m(c)
En efecto:
Por ser S(t/Y^) un proceso homogeneo simple, F(t/Y^) •
» 1 - S(t/Y^) sera un proceso neutral por la derecha y por tanto,
Y^ un proceso con incrementos independientes.
Para x > y cons ideremos los incrementos Y - Y = Y yy o y
Y^ - Yy que serân variables aleatorias independientes.
Llamando
\  - l'y
Z2 = Yy
se tiene que
\  \  - "l + 2^2
^x -
con lo que pasando a funciones caracterîsticas, serS
♦ y (r) = $7 (r) . (t>- (r)
X 1 ^2
o bien,
(c) 4»y (r)
♦z/'> -
y con funciones generatrices,
My (9) 
“ My (9) 
y
Por otro lado.
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r n f ' I V l ' v n  r -(Z +2Z )1
E[s(x) .S(y)] = E[e J  = ELe J  =
por ser Zj y Z^ variables aleatorias independientes, 
- . [ . - ■ ] . ■
g-A*(y) ' *■
S.(x) . Cs (y)]"<'>O
como querîamos demostrar.
Podrîamos enunciar un nuevo teorema en el caso de ser y > x, 
aunque el razonamiento serra totalmente anâlogo considerando ahora las 
variables aleator ias Y e Y -Y y obteniendo queX y X
_ cA*C*)
E [s(y).s(x)] = E[S(x).S(y)2 = e“A*(y) , g ^+1
Podemos resumir por tanto los resultados de los teoremas 1.7.1 y
1.7.2 asI como el de la proposicion 1.7.3. en el siguiente corolario.
Corolario 1.7.1. Sea S(t/Y(.) un proceso homogéneo simple de paramé­
trés (A*(t),c) con funcion de supervivencia a priori S^(t). Enton 
ces, dados x ,y 6 es
-(A*(x) + si y < X
SoWDo(y)]
im(c) ^ c+1
B{s(y).S(x)]-E[s(x).S(y)l
s .W P .C ) ]" "
• t y E[js(x)J « S^(x), siendo S^(t) = e y m(c) * .
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Funcion de coyarianza del proceso homogéneo simple:
Vx,y 6 la funciôn de covarianza r(x,y) viene definida como
r(x,y) * E[(S(x)-S^(x))(S(y)-S^(y))] = E[s(x) .S(y)] -
- s„(*)s„(y)
con lo que a partir del corolario 1.7.1. obtendremos inmediatamente 
el siguiente resultado.
Proposicion 1.7.6. La funciôn de coyarianza r(x,y) de un proceso ho^  
mogéneo simple S(t/Y^) de paramétrés (A*(t),c) y con funciôn de 
supervivencia a priori S^(t) es
_ cA*(y)
g-A*(x) (g c+1 _ g-A*(y)) . s (x)([s^(y)]'"(c) _ s^(y)) gi y < x
r(x,y) =
cA*(x)
e-A*(y) (g c+1 _ g-A*(x)) . S^(y)([s^(x)]”<c) _ ,£ y >
Centinuidad en media cuadrâtica del proceso homogéneo simple:
Proposiciôn 117.7. Si la funciôn A*(t) de un proceso homogéneo sim­
ple S(t/Y^) de paramétrés (A*(t),c) es continua en t, entonces 
dicho proceso S(t/Yj.) es continue en media cuadratica.
En efecto:
Deberemos comprobar si r(x,y), la funciôn de covarianza es 
continua en la diagonal
cA*(x) 2c+l , .
r(x.x) - rA'(') (e - .-''*<’■>) - ,
H
funciôn que es continua si A*(x) lo es.
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Derivabilidad en media cuadratica del proceso homogeneo simple;
Proposicion 1.7.8. Si la funcion A*Ct) de un proceso homogeneo sim 
pie S(t/Y^) de parametros (A*(t),c) tiene derlvada continua en t, 
el proceso S(t/Y^) es derivable en media cuadratica.
En efecto:
Para que S(t) sea derivable en media cuadrâtica es suficien 
te que S(t) tenga derivada y que la derivada mixta de r(x,y) exis­
ta y sea continua. Como estas dependen de la derivada primera de 
A*(t), la existencia y continuidad de la derivada de A*(t) impli- 
can la derivabilidad de S(t).
Integracion en media cuadratica del proceso homogéneo simple:
Sea S(t/Y^) un proceso homogéneo simple de parametros 
(A*(t),c), y supongamos que A*(t) es una funciôn continua de t , 
con lo que S(t/Y^) sera continue en media cuadratica y todos sus mo^
mentos exiatiran.
f"Sea Y = I S(t)dt la variable aleatoria la cual nos indica la
integral de Lebesgue del proceso S(t/Y^).
Varaos a dar a continuaciôn unos resultados que més tarde nos se- 
ran de mucha utilidad y que se deducen muy facilmente de los teoremas
1.3.4, 1.3.5, 1.3.6 y 1.3.7.
Teorema 1.7.3. Sea S(t/Y^) un proceso homogéneo simple de parâmetros 
(A*/t),c) con funciôn de distribuciôn a priori asociada F^Ct). Sea 
g(t) ; |]0,“>)  E una funciôn medible de la variable aleatoria T
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asociada a S(t/Y^), tal que
I, - i : l g ( t ) | d F C t ) ) d P ( F )  < » (16)
Entonces, [ ([ g(t)dF(t))dP(F) es la esperanza de g(T) con
 ^F -'o
respecte a F^(t) .
En efecto:
Por verificârse (16) se puede aplicar el teorema de Fubini, y 
al ser F^(t) el parânetro del proceso neutral por la derecha 
S(t/Y^) se obtiene el resultado,
f  ( f  g ( t ) d F ( t ) ) d P ( F )  .  f  g ( t ) ( f  d F ( t ) d P ( F ) )  -  f g ( t ) d F ^ ( t )
if io io if io °
Corolario 1.7.2. Sea S(t/Y^) un proceso homogéneo simple de paramé­
trés (A*(t),c) con funciôn de distribuciôn a priori asociada F^(t). 
Entonces, E [Y] es el memento de primer orden de F^(t).
Este resultado se obtiene s in mas que tomar g (T) * T en el teio
rema anterior.
Teorema 1.7.4. Sea S(t/Y^) un proceso homogéneo simple de paramétrés
(A*(t),c), con funciôn de supervivencia a priori asociada S^(t).
Sea g (t) : [o,») ----► R una funciôn medible de T, tal que
entonces
f ( f  | s ( t ) g ( t ) I d t ) d P ( S )  < »
IF' io
[ ( [  S ( t ) g ( t ) d t ) d P ( S )  = [ g ( t ) S  ( t ) d t
JF’ io 7o °
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La demostracion es inmedîata utîlizando primero el teorema 1.3.6 
y después la proposicion 1.7.3.
' Teorema 1.7.5. Sea S(t/Y^) un proceso homogéneo simple de paramétrés 
(A*(t),c), siendo A*(t) una funciôn continua de t. Sea
g : 1^ 0,oo)  (J {0} una funciôn medible no negative tal que
Vn G E es
'o
Supongamos que
f" 2g (s)ds < 00
Entonces es
f (f g(t)S(t)dt)(f g(u)S(u)du)dP(S)
if io io
g(t)S(t)dt)( g(u)S(u)du)dP(S)
f r i
- r  g(t)S^(t)(p g(u) [S^(u)]"((:)du)dt + 
° 0
+ I g(t) CSg(t)]"*^*^^ (j g(u)Sg(u)du)dt
en donde S^(t) es la funciôn de supervivencia a priori asociada y 
m(c) la funciôn definida en 1.7.2.
En efecto:
Como A*(t) es una funciôn continua, S(t/Y^) sera continue 
en media cuadratica, con lo que se podra aplicar el teorema 1.3.4 y 
sera
g(t)s ( t)dt)(j g(u)S(u)du)dP(S)
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g(t)g(u) E[s(l:)S(u)]dt du =
= f g(t)S^(t)(f g(u) du)dt +
'o 'o
+ f g(t) C[ g(u)Sg(u)du)dt
•'O 71
<» t cA*(u)
= [ g(t) e ^ (f g(u) e du) dt +
'o ■'o
+ [ g(t) e ([ g(u) e ^ du)dt
/o it
Teorema 1.7.6. Sea SCt/Y^) un proceso homogeneo simple de parame­
tros (A*(t),c), siendo A*(t) una funcion continua de t. Sean
gj : [O, ») *■ E U {0} y g g : Q),»)  >■ E U {0} dos funciones
medibles no negatives tales que Vn 6 E es
o
Supongamos que
I gj (s)ds <00 y I gg(s)ds <
f (f g£<t)S(t)dt) ([ g Cu)S(u)du)dP(S) < 00 para i=l,2, 
F ' ■'o ^
Entonces, es
f ([ gi(t)S(t)dt)([ g2(u)S(u)du)dP(S) = 
•'F' 7q  Jo
= [ 8i(':)S^(t) (f g2[S^Cu)]"'^‘'^du)dt +
o •'o
+ [ 8l (t) [S^(t)]"^*'^ (f g2(u)S^(u)du)dt « 
•'o ■'t
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[ 82(“)Sg(u)([ g|(t) [SgCt)]“ ^‘^ ^dt)du +
JQ Jq
[  g2(") i f  gj(t) S^(t)dt)du
•'o
+
en donde S^(t) es la funciôn de supervivencia a priori asociada y 
■(c) la funciôn definida en 1.7.2.
En efecto:
Dado que A*(t) es una funciôn continua en t , el proceso 
S(t/Y^) es continue en media cuadratica y por tanto se puede aplicar 
el teorema 1.3.5. El resultado se concluye a partir del corolario 
1.7.1.
Observese que en funciôn de A*(t) y c el resultado quedarîa 
de la forma
(t)S(t)dt)(| g2(u)S(u)du)dP(S)f ( [  g t)dt) ( f  
)ft Jq )o
- I  gj(t) e ^ ( j  gg(u) e du)dt +
+ j" g£(t) e - ^ ^  (j-
7o 7t
“  I  2^ ( " )  e ~ A * ( « )  ( j  gj(t) e dt)du +
cA*(u)
(I g,(u) e ^ du)dt
cA*(t)
0
cA*(u)
+ g2(") e
/O
c H (j gj(t) e~A*(t) dt)du
Teorema 1.7.7. Sea S(t/Y^) un proceso homogéneo simple de paramé­
trés (A*(t),c), siendo A*(t) una funciôn continua en t. Sean
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h £ : [b,») ----»• R y h2 t [p»*”) --- *" E dos funciones de la variable
dh^(x)
aleatoria T, taies que sus derivadas respectivas (x) « ------
dh Cy)
y gg(y) " ----   son funciones medibles no negatives que verif ican
la condiciôn
V n 6 H ,  I g . ( s ) d s < o o  , i=I,2
7o
-Y
Supongamos que Cj «= lim hj(x) e - lim hj (x) < » y que
* y X-*- oo X-*- o
Cg = lim (x) e * - lim (x) <
X oo X + O
Supongamos por âltimo que
f (f |g.(t) S(t)]dt)dP(S) < » . i=l,2,
if io ^
y que
[ ([ g.(t)S(t)dt)([ g.
'f - )o ‘ 'o '
 (| ^ (u)S(u)du)dP(S) < oo, i=l,2,
j=i.2.
Entonces,
CI (J hj (x)dF(x)) (j b2(y)dF(y))dP(F) =
= Cj.c^ -Cj f Eg(y)Sq(y)dy - Cg f g^(x)S^(x)dx +
'o 'o
[ 8l (x)So(x) ( [ g2(y) [S(,(y)] dy)dx
•'o ■'o
[ g£ (x) • ([ g2 (y) s^(y)dy)dx =
'O 'x
. Cg -Cj [ gg (y) e dy - Cg I gj(x) e ^ dx +
0
.00 X -C-A*.(.y).j gj(x) ( I  gg(y) e dy)dx
'o io
+
+
o
—'98 —
.00 _ £ A M x 1
+ I gj(x) e . (j ggCy) e ^ dy)dx,
io ix
en donde Sg(t) es la funcion de supervivencia a priori asociale y 
ra(x) la funcion definida en 1,7.2.
En efecto:
Al ser A*(t) una funciôn continua en t, el proses o 
S(t/Y^) es continue en media cuadratica por la proposiciôn 1.7.7, 
con lo que se puede aplicar el teorema 1.3.7 y serâ, a partir del co^  
rolario 1.7.1,
if (x)dF(x)) ( j  hj (y)dF(y))dP(F) - c^.c^
- Cl f  g2(y)Sj,(y)dy - Cg ( g£ (x)S^(x) +
•'o •' o
+ [ gj(x)S^(x)(| gg(y) dy)dx +
io io
+ [ gi (x) ([ g2<y) Sg(y)dy)dx
7o Jx
obteniendo la ôltima igualdad por ser S ft) = e y
cA*(t) °
[S^(t)]'"(") . e .
VIII. PROCESOS GAMMA EXTENDIDOS
Sea T 2 0 une variable aleatoria observable, la cual nos in 
d ica el tiempo de fallo de un sistema.
Definiciôn 1.8.1. (Dykstra y Purushottam Laud (1981): Sea a (t),
t 2 0 una funciôn continua, real valorada, no decreciente con
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a(0) = 0. Sea g(t), t 2 0 una funciôn continua, real valorada, y 
positiva, acotada sietnpre por cero y con limites a la izquierda exijs 
tentes.
Sea Z(t), t 2 0 » un proceso gamma con incrementos independien_ 
tes correspondiente a a(t)» def in ido sobre un apropiado espacio pr£ 
babilîstico (ft,A,P); es decir, Z(0) = 0, Z(t) tiene incrementos 
independientes, y para t > s , Z(t) - Z(s) es una distribuciôn Gam 
ma de parametros (q(t) - a(s), 1). Supondremos por ultimo que dicho 
proceso tiene trayectorias continuas por la derecha no decrecientes.
Llamaremos proceso gamma extend ido al proceso
r(t) - I B(s) dZ(s)
^[P,t)
en donde la integraciôn se realiza con respecto a las trayectorias 
del proceso Z(t), y lo representaremos por r(t) = r ( c t ( . ) ,  g(.)), 
suponiendo que dicha integral estocastica esté bien definida.
Como se ve, el proceso gamma extend ido r(t) es una tasa de azar 
aleatoria, con lo que
H(t) “ I r (s)ds
[0,t)
es una funciôn de azar acumulativa aleatoria (la correspondiente 
r(t)), y
S(t) - e-H(t) . p /Co.t)
- I r(s)ds
} I
una funciôn de supervivencia aleatoria, la correspondiente a r(t), 
por lo que la representaremos por S(t/r(t)), en donde las intégra­
les en general seran de Lebesgue.
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Segun el trabajo de Doksum (1974), S(t/r(t)) aerîa neutral a
la derecha si H (t) tuviera incrementos independientes, pero aunque 
r(t) los tiene, H(t) = r(s)ds no los tiene y por tanto
i [0,t)
no se puede considérât aplicable el trabajo de Doksum.
Proposicion 1.8.1. (Dykstra y Laud (1981)): El proceso gamma extendi^ 
do r(t) = r («(.), g(.)) tiene incrementos independientes.
En efecto: ’
Se la sucesion de particiones 0 = t , < t _ < ... < t ,. .
n ,1 n,2 n,k(n)
tal que K(n) — — “ 7 ^ ^ cuya norma
tiende a cero para n ^ .
La sucesion de funciones aleatorias, definidas para t ^ 0 
n,i
r„(t)
es tal que para todo t fijo lim r (t) = r(t), c . s . , con lo que la
n-*- »
proposiciôn queda demostrada.
Proposiciôn 1.8.2. El proceso gamma extendido r ( t) = P ((%(.) , g ( . ) ) 
induce una medida de probabilidad sobre el espacio de las trayecto- 
rias y consecuentemente sobre el espacio parametrico F .
La demostraciôn es évidente al ser r (t) un proceso con incre­
mentos independientes por la proposiciôn 1.8.1. A dicha medida de 
probabilidad inducida la llamaremos "a priori" y la representaremos 
por P.
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Hay que notar, como anteriormente hicimos, que siempre podremos 
encontrar la version separable de r(t) de tal manera que sus trayec^ 
torias sean funciones tasas de azar con probabilidad 1, y justamente 
a esa version separable sera a la que nos referiremmos en todo este 
trabajo, al igual que cuando hablemos de funciones de distribucion 
aleatorias o de supervivencias aleatorias.
Proposicion 1.8.3. Sea r(t) = r(a(*). B(-)) un proceso gamma exten
dido. Entonces,
E[r(t)J = I • g(s)da(s) 
i (O.t)
y  v ( r ( t ) )  =  I g ^ ( s ) d a ( s )
en donde dirhas esperanza y varianza estan calculadas con respecto 
a la distribuciôn a priori P.
En efecto:
Err(t)n» lim E Tr ( t )1 = lim I B(t .)[a(t . ) -
n.^„ n.^co (i>o,t^ .<t)
- a ( t  . , ) ] - (  B(s)da(s)
/ [p,t)
y V(r(t)) = lim V(r^(t)) = lim  ^ (t^ j)
n-+- » n-F- 00 ( i>o , t^ £< t } '
- “ <'n,l-lO - I q ,
Def iniciôn 1.8.2. Sea ot(t), t ^  0 una funciôn continua, real valo­
rada, no decreciente con a(0) = 0. Sea g(t), t ^ 0 una funciôn
continua, real valorada y positiva, acotada siempre por cero y con l^ **
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mites a la izquierda existantes.
Diremos que la funciôn de supervivencia aleatoria S(t/r(t)) 
es un proceso gamma extendido de paramétrés («(.), $(.)) y lo re­
presentaremos por S(t/r(t)) ^ r(ct(.), g(. ) ) cuando la funciôn tasa 
de azar r(t) correspondiente a S(t/r(t)) es un proceso gamma ex­
tendido de los definidos en 1.8.1.
Dado que
1 - F(t/r(t)) = S(t/r(t)) = e ' ^
-j ^  r(s)ds
cuando nos ,refiramos a un proceso gamma extendido de paramétrés 
(a(.), 6(.)) nos podremos referir a cualquiera de las funciones ale^ 
ter ias asociadas, la funciôn de distribuciôn aleatoria F(t/r(t)), 
la funciôn de supervivencia aleatoria S(t/r(t)), la funciôn de azar 
acumulativa aleatoria H(t), o la funciôn tasa de azar aleatoria - 
r(t), siendo ésta ultima la que nos ha servido para introducir a Los 
procesos gammas extendidos.
Medida de la funciôn de supervivencia aleatoria 3(t/r(t))t
Proposiciôn 1.8.4. Sea S(t/r(t)) = r(q(.), g(.)) un proceso gamma 
extendido; entonces,
log(l+B(s)(t-s))da(s)
-1,
E[b(t/r(t))] = S^(t) = Pr{T > t} = e Co.t) 
en donde la primera igualdad se entiende como notaciôn 
En efecto:
j - f  n
- F.[.r , ,r.E[s(t/r(t))] . E
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en donde
r(s) = I r(x)dZ(x)
 ^[o, s )
Cons ideremos la sucesi6n de particiones antes estudiada en la pro^  
posicion 1.8.1, y por simplificar ut ilizaremos la siguiente notacion:
 ^ y Aoj - a(t.) - i=l, 2 , . . . ,k(n) .
Con esta nueva notaci6n, r^(t) sera ahora
r_(t)
si tj<_ t < tg
Asî pues,
E[s(t)/r(t)] - E .... . [ - l e . »
n-> 00
Por otro lado, si t,, es el mayor t. menor que t.
r_(t)
sera.
l'
i=2
= 0. (tg-t^) + (eCt^) [Z(t2)-Z(tj)] (t^-t^)) +
+ ( 8 ( t g )  [ z ( t g ) - z ( t ^ ) ]  ( t ^ - t ^ )  + 6 ( t ^ )  [ z c t ^ l - z c t g ) ]  ( t ^ - t ^ ) )  +
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+ ... + (eCtg) [Z(t2)-Z(t^)] + gCtj) [Z(t3)-Z(t2)j
+ . . .  + [ Z ( t i ' _ i ) - z ( t j * _ j ) 3  +
+ (ectg) [Z(t2)-Z(tj)] (t-t^) + ect^) [Z(t3)-Z(t2)] (t-t^) +
+ ... + [z(tj‘_ j ) - Z ( t f _ 2 )] (t-tÿ) +
+ B(t^) [Z(t3*)-Z(t3,_j)] (t-tj.)) = I B(t.) [z(t^)-z(t^_jl] (t-t^)
i*=2
con lo que ^
F - 1  6(t.)[z(t.)-z(t._j)](t-t.n
E[js(tr)/r(t)] - lim Ele  ^  ^ 1 “
n+ « L_
1' r-e(tj) [?(£.) - Z(ti.i)]C:-t.n 
= 1im n Ele I
n ^  » i_2 L-
por acr Z(t^)-Z(tj^  ^) variables aleatorias gammas de parametros
(a(tj)-a(tj j),l) e independientes, i=2,3....  y se puede inter-
pretar el Git imo resultado como la f une ion caracterîstica de una va 
t
riable gamma en el punto ig(t^)•(t-t^), con lo que
1* 1 AOi
E{S(t)/r(t)] - lim n (TTgTt7rrrT7T>
n -*■ eo i 1
- lim — jr
J ^Aai log(l+g(t^)(t-t.)) 
i=2
1
T
lim I AOj log[l+g(t j, ) (t-t 
n-*- 00 i=2
e
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-[ log Q+3(s) (t-s)31d a(s)
 ^Co.t) = s (t)
como queriamos demostrar, entendiendose la ultima igualdad como nota- 
cion.
La trivial verificaciGn de las propiedades (1) a (4) de la prop£ 
s ic ion 1.2.1 nos lleva al siguiente resultado
Proposicion 1.8.5. La funcion S^(t) = E []s ( t )/r ( t es una funciGn 
de supervivencia no- aleatoria.
De nuevo, al ser S^(t) una funciGn de supervivencia no aleato­
ria, la consideraremos dentro del contexto Bayesiano en el que nos m£ 
vemos, como la funciGn de supervivencia "a priori", nombre que nos 
servira para referirnos a ellos de ahora en adelante, llamando a la 
correspondiente funciGn de distribuciGn F^(t) = 1 - S^(t), funcion 
de distribuciGn "a priori".
Teor ema 1.8.1. Sea S(t/r(t)) = F Ca ( . ) , B ( . ) ) un proceso gamma exteii 
dido. En tonces,
E[s^(t)] = Ej^(S(t/r(t)))^J •> exp - 1 log[ï + 2B(s) (t-s)lda(s)
J [0,0
en donde la primera igualdad se entiende como notaciGn.
En efecto:
E[s^(t)] = e |
siendo r^(s) las variables aleatorias anteriormente definidas. Asî ^
[ -2I r(s)ds -2I r (s)dsl
. . Un, E e
J n co ^
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pues, utilizando los câlculos efectuados en el apartado anterior,
n + «0 i"=2 I— J
-[ loR Q+2B(s)-Ct-s)^ da(s)
= e nO.t)
como queriamos demostrar.
Teorena 1.8.2. Sea S(t/r(t)) = F(a(.), B(.)) un proceso gamma exten 
dido. Entonces, si x < y,
E[S(x).S(y)] = E[S(y) .S(x)] *
- I log[l+B(s) (x+y-2s)] da(s) - | Iogfl+B(8) (y-s)]da(s)
=  ^  no.*) n * ’y)
En efecto:
E[S(x) .S(y)'
lin E 
n ^  »
"‘Iro.[b,x)
r(t)dt + r(s)ds)
[0,x) - 1 [ o , y )
[ o , y )
r(s)ds
y ai tÿ es el mayor t^ menor que x y t^,, el mayor nenor que 
y, sera
E[s(x) .S(y)] = lim E
Como X < y, la situacidn serG de la siguiente forma
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\ 1 1 i1 1 • f
t.
y por tanto,
E[s(x; .5(y)] - lim E
i "
l' r ~ B ( t  )(x+y-2t )[z(t )-Z(t. )]1
(lim n E e
n-». co i«2 J
1" r 
‘ b(lim 11 E|e n-*- 00 n“i+l ']
/ “ i,
i 1 1" ,
-j log[l+B(s) (x+y-2s^a(s) - I log Q + B  (s) (y-s)J da ( s)
= e Co.x) n*.y)
como queriamos demostrar.
Corolario 1.8.1» Sea S(t/r(t)) = F(a(.), B(.)), un proceso gamma ex 
tendido. Entonces, dados x ,y € es
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E[s(x).S(y)]-
-f _ log[l+B(s) (x+y-2s)3da(s) - j logp+gCs) (x-sf|da(8)
J C o . y )  n . x )
-[ log [l+2g(s) (x-8)]d(%Cs)
) [0.x)
, si y < X
81 y - X
- I  logQ+B(s) (x+y-28)^da(s) - I IogQ+B(s)(y-s)]da(x)
^(0,x) ) Qt.y)
si X < y
-| log (1+B(b )(x-s))da(s)
[O.x)
y E[S(x)] = e
Este resultado se deduce facilmente de los teorems 1.8.1 y 1.8.2 
y de la proposicion 1.8.4.
Funcion de covarianza del proceso gamma extendido:
por
Si X ,y 6 R la funcion de covarianza r(x,y) viene definida
r (x,y) = eC(S(x)-Sq(x)) (S(y)-Sp(y))3 = E [s (x) . S (y)] - 
- E[S(x)] . E[s(y)]
con lo que a partir del corolario 1.8.1 obtenemos la siguiente propo- 
siciGn:
Propos ic iGn 1.8.6. La funcion de covarianza r(x,y) de un proceso 
gamma extendido S(t/r(t)) = F(a(.), BC.)) es
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r(x.y)
e x p  - I  l o g [ l + B ( s )  (x+y-2s)]da(s) - log[l+6(s) (x-s)]da(s) -
L } [p,y) 1 Pv.xl J[y )
-  e x p  l o g [ i + B ( s )  ( x - s ) 3 d a ( s )  -  l c g [ l + g ( s ) ( y - s ) ] d a ( s ) j  ,
p,x) 
s i  y < X
• e x p  | - |  l o g [ l + 2 g ( a )  ( x - s ) ] d o t ( s )  -  e x p  - 2 1 l o g [ i + g ( s )  ( x - 8 ) ] d a ( s )  1, 
[ 0 , x )  [ o . x )
81  y  -  X
• exp
B
log|j.+6(8)(x+y-28)]]da(8) -[ log[l+6(s)(y-8^da(sT| -
p),x) n » y )  J
-  e x p  [ - [  log[l+6(s) (x-s)]do((s) -J log[l+B(s) (y-s)]da(s)l 
Li[0,x) 1 (0,y) J
s i  X  < y
Continuidad eti media cuadratica del proceso gamma exponencial:
La funcion de covarianza en la diagonal es
r(x,x) => exp I -1 log[l+2B(s) (x-s)]da(s)| -
^ ) [ o . x )  -I
- exp 1-2 I log[l + B(s) (x-s)]] da(s)1
no.*) -J
y sabemos que una condicion suficiente para que un proceso sea conti­
nue en media cuadratica es que r(x,x) sea continua, cosa que aquî 
es cierta. Asî pues, hemos probado el siguiente resultado.
Proposicion 1.8.7. Todo proceso gamma extendido S(t/r(t)) = F (a (. ) , ii 
6(.)) es continue en media cuadratica.
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Obsérvese que al veriflcarse esta proposicion, todos loa memen­
tos de SCt/r(t)) exist irân.
Integracion en media cuadrStica del proceso gamma extendido;
Sea S(t/r(t)) = r ( a ( * ) ,  g(.)) un proceso gamma extendido. Sea
Y « j S(t)dt la variable aleatoria la cual nos indica la integral 
1 o
de Lebesgue del proceso S(t) = S(t/r(t)). (Como se vc, a veces ahre 
viamos S(t/r(t)) por S (t) por razones de comodidad).
Al igual que hicimos con los procesos gamma exponenciales y con 
los procesos homogêneos simples daremos a continuacion algunos teor£ 
mas que mas tarde, cuando hagamos estimaciones, nos serân de mucha 
ut ilidad. Todos ellos se deducen facilmente de los teoremas 1.3.4,
1.3.5, 1.3.6 y 1.3.7, asî como de las observaciones efectuadas en ca 
da caso.
Teorema 1.8.3. Sea S(t/r(t)) 5 F(a(.), g(.)) un proceso gamma exten 
dido, con funcion de distribuciGn a priori asocimda F^(t). Sea
g (t) : [o,») --- ► R una funciGn medible de la variable aleatoria T
asociada a S(t), tal que
I  ( j  |g(t)|dF(t))dP(F)
F "0
Entonces, I ( g(t)dF(t))dp(F) es la esperanza de g(T) respecte 
de la distribuciGn F^(t).
En efecto:
Por verificarse el toerema de Fubini, sera
Ill -
(| g(t)dF(t))dP(F) = I g(t) (| dF(t)dP(F)) - 
" I g(t)dF^(t) - E[g(T)/Fj 
ya que S (t) - I S(t) dPCS) — F ( t ) » I F(t)dP(F) =*=> 
dFq(t) = dF(t)dP(F).
Corolario 1.8.2. Sea S(t/r(t)) = F(a(.), g (. ) ) un proceso gamma ejc 
tendido, con funcion de distribuciGn a priori asociada F^ ( t ) . Entoii 
ces E[y] es el momento de primer orden de F^(t).
El resultado es inmediato tomando g(T) = T y aplicando el teo- 
rema anterior.
Sin mas que aplicar el teorema 1.3.6 obtenemos el siguiente re­
sultado .
Teorema 1.8.4. Sea S(t/r(t)) 5 F(a(.), g(. ) ) un proceso gamma exteti 
dido con funciGn de supervivencia a priori asociada S^(t). Sea 
g(t) : Q),*®) --- *■ R una funciGn medible de T tal que
Entonces
f  ( f  |s(t)g(t)|dt)dP(S)
S(t)g(t)dt)dP(S) = I g(t)S^(t)dt
Para terminar, damos très resultados que son transcripciGn de 
los teoremas 1.3.4, 1.3.5 y 1.3.7 al ser el proceso gamma extendido 
continuo en media cuadrStica. Se completan los resultados utili^%^d^^^^
31BLIOTECA
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el corolario 1.8.1.
Teorema 1.8.5. Sea S(t/r(t)) 5 r ( a ( . ) ,  g ( . ) )  un proceso gamma exten
dido. Sea g : jjl,*®)  U {O} una funciGn medible no negative
tal que Vn 6 S es
i:g^Cs)ds < »,0
Supongamos que
f < rJq j,g(t)S(t)dt) ( I g (u)S(u)du)dP(S) < ». 0
Entonces, es
f ^(f g(t)S (t)dt)(f g(u)S(u)du)d P(S) =
) F' ■'o 'o
* [ g(t)([ expT-f log[l+B(s) (u+t-2s)^ da(s) -
^ / [0,u)
- I log [l+g(s) (t-s)]da(s) 1 . g(u)du)dt +
1 t) -*
+ [ g(t)([ g(u) exp [-[ log[l + g(s)(u+t-2s)]da(s) -
4  ‘- U o . t )
- I log[l + 8(s) (u-s)]da(s) |du)dt
l[t,u) -I
Teorema 1.8.6. Sea S(t/r(t)) = F ((% ( . ) , g ( . ) ) un proceso gamma exteii
dido. Sean g^ : (j),®)  ► R^ U  {O} y : [o,®)  ► R^ U (o) dos
funciones medibles no negatives tales que Vn € B es
I  gj(a)ds < » y I  g2(s)ds < ».
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Supongamos que
f ([ g . (t)S (t)dt)([ g .(u)S(u)du)dPCS) < ® para i=l,2,
)o J j = i,2.
Entonces, es
(t)S(t)dt)(j g2(u)S(u)du)dP(S) = 
'oI r i "
= [ g,(t)([ exp F-f log Q + B ( s ) (u+t-2s)] da(s) -
•'o ■'o ; [o, u)
- I log [l+g(s)(t-s)]da(s)| . g (u)du)dt +
 ^[u,t) -* ^
+ [ gi(t)(f exp f-f log ri+g(s) (u+t-2s)l do((s) -
)o ■'t L J j-Q, t)
- I log Q+g(s) (u-s)] da(sH . g-(u)du)dt
J [t ,u) J
Teorema 1.8.7. Sea S(t/r(t)) E F(a(.), g(.)) un proceso gamma ex­
tendido. Sean hj : [O,») ----*■ R, y I12 : (1),»)  ► E dos funciones
de la variable aleatoria T, taies que sus derivadas con respecto a
dhj(x)
la medida de Lebesgue sean respectivamente gj(x) = ----  y
dh (y)
gg(y) = ------- , las cuales supondremos son funciones medibles no n£
gativas y que ver if ican la condicion
Vn € B, f g^(s)ds < » , i=l,2.
Supongamos que Cj = -lim (x) < ® y que c^ = -lim (x)<».
X ^  o X"*' o
Supongamos por Gltimo que
• , i-1,2f ([ |gj(t)S(t)|dt)dP(S) 
F ' '0
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y que
I  ( j  8i(t)S(t)dt) ( j  gj (u) S  (u) du) dp e s )  <«, i*>l,2, J-i,2
Entonces,
I ( j  hj(x)dF(x))( j  hg(y)dF(y))dP(F) =
- Ci.C2~Ci I ggCy) .exp  ^ l°g (l+6(s) (y-s) )da(s)Jdy
- Cg f gj(x) . exp F - f  log [l+g(s) (x-s)] da(s)l dx +
Iq L j p),x) J
+ [ g,(x)c[ exp r~[ log[l +B (s) (y+x-2s)3 da (s) -
''o ‘-^Co.y)
- I log[l+$(s) (x-s)]] da(s) 1 . g2<y)dy)dx
) [y.*)
+ [ g, (x) ( f exp [-[ logQ+g(s) (x+y-2s)] da(s) -
Iq )x L ) [p,x)
- I logQ+BCs) (y-8)^da(s)j @2 (y) dy) dx
^C*.y)
CAPITU LO  2
ESTIMACION CON DISTRIBUCIGN A PRIORI UN 
PROCESO GAMMA EXPONENCIAL
— 116 —
I. INTRODUCCION
Sea T 2^ 0 una variable aleatoria real valorada con funciGn de 
distribuciGn desconocida F. Dada una muestra aleatoria simple
de T, lo que pretenderemos sera el hacer estimaciones 
de una funciGn g(F), en donde g es una funciGn definida sobre el 
espacio F de todas las distribuciones de probabilidad sobre (R,B) .
Supongamos que sobre el espacio medible (F,Op), en donde 
es una o-4lgebra con respecto a la cual g sea medible, existe una 
medida de probabilidad P, y consideremos la perdida cuadrGtica
L(F,d) - [g(F) - d]^
Si queremos hacer inferencias sobre g(F), basandonos en 
(Tj T^), la regia de decisiGn Bayes sera, Berger (1980) pag. 110,
■ Ir
d(x ,...,x ) - g(F) dP (F)
1 Tl It-
supuesta existante. Es dec ir, la media de la funciGn g (F) con res­
pecto a la probabiliddd a posteriori P^ ^ de F dada la muesTi,...,Tn
tra aleatoria (T^,. .,T^).
Como hemos vis to en el teorema 1.4.1, en el caso de que p sea 
la inducida por un proceso de Dirichlet en (R,B), la probabilidad a 
posteriori es manejable y tratable analîticamente. Desgraciadamente, 
parece ser este el unico caso en el que una probabilidad a priori en 
los problèmes de decisiGn Bayes iana no paramGt r ica, résulta ser anal^ 
t icamente manejable a posteriori. Proponemos aquî una posible via de 
'• soluciGn del problème original de estimer la funciGn g(F) salvando
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la dificultad de ser la distribuciGn a posteriori poco manejable: 
aproximar la soluciGn del problema original de la busqueda de la ré­
gla Bayes para g(F), restringiendo el espacio de reglas de decisiGn 
al conj unto de combinéeiones lineales de algun conjunto dado de fun­
ciones de la muestra. Consideraremos la funciGn de perdida cuadratica 
y estudiaremos situaciones en las que baya datos censurados y situaci£ 
nés en las que no los baya.
En el présente capîtulo consideraremos el caso en el que la me­
dida de probabilidad a priori P, es la induc ida por un proceso gam­
ma exponencial de paramètres (A*(t),c), proposicion 1.6.5. En esta 
situaciGn, F se podra escribir, definiciGn 1.6.2, como
-h(t)
F(t) - 1 - e ° , t > 0
en donde A^(t) es una variable aleatoria gamma G(cA*(t),c), con 
lo que
E[Âo(c)] -  ^ = A*(t)
y Var(A/t)) -  ^ A*(t) =
Asî pues, A*(t) puede cons iderarse en el contexto Bayes iano, 
y asî lo baremos, como nuestro condcimiento a priori sobre A^(t), 
siendo c (y por tanto la funciGn 1(c)) un paramètre que nos indi­
ca la confianza en nuestro conocimiento a priori. Asî, cuando 
c + » (1(c) -+ 1) se tendra que Var(A^(t)) -+ 0, lo cual nos indica
que la variable aleatoria AgCt), para cada t f i j o , esta degenerji 
da en el numéro real A*(t) y nuestro conocimiento a priori sera ma­
xime. Por otro lado, si c -► 0 (1(c) -»■ 0) sera Var(A (t) ) -> » y
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nuestro conocimiento a priori aerG mînimo. Observe s in embargo, que 
dar a priori funciones A* résulta bastante complejo en cuanto a 
su falta de realismo; una persona puede considerar como distribuciGn 
a priori la uniforme ü(0,l) por ejemplo, pero dific^lmente se le 
ocurrirîa la correspondiente A*(t),
A*(t)
log (1-t)
t < 0 
0 < t < 1
+» si t 2 )
como funciGn A* a priori. Es decir, como sabemos por la proposiciGn 
1.6.7, existe una distribuciGn a priori marginal de la muestra 
Fg(t) ■ 1 - Sg (t) relacionada con A* (t) por la expresiGn, propos!^ 
ciGn 1.6.7,
cA*(t)
^o(^) = 1
que nos permit i ra introducir conocimientos a priori de un modo mGs
eficaz, permaneciendo el parGmetro c con la misma significaciGn que
antes: c ■*■ <*> (1(c) -v 1), conocimiento a priori Gptimo; c + 0
(1(c) + 0), conocimiento a priori pesimo.
Obsérvese que F^(t) es el parGmetro del proceso neutral por 
la derecha, ya que
Ep[F(t)] - 1 - Ep[S(t)] - 1 -- S^(t) = F^(t) 
y por lo tanto, caracteriza a dicho proceso.
Asî pues, resumiendo Gsta breve introducciGn, en este capîtulo 
nos propondremos el encontrar estimadores Bayes de g(F), asî como
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el riesgo Bayes de P asoclado, bajo las siguientes hipotesis:
(a) P es la probabilidad indue ida por un proceso gamma expo­
nencial de parâmetros (A*(t),c).
(b) La funciGn de pGrdida es cuadrGtica.
(c) Nos testringiremos en su bGsqueda a la clase de las réglas
de decisiGn que son combinaciones lineales de ciertas fun­
ciones de la muestra, las cuales especificaremos en cada 
caso.
Vamos ahora a explicar un hecho que se repet ira constantemente 
a lo largo de las estimaciones de este capîtulo y de los dos restan­
tes. Es el hecho de por que los coeficientes que estimemos suman uno.
Teorema 2.1.1. Sea 6 G @  un paramétré que se quiere estimar. Sea 
tr una distribuciGn de probabilidad a priori sobre 0  tal que 
®TT ^ Entonces, si E.^  [E^[x = E^ [s] , i=l , . . . ,n, siendo
E^ la esperanza con respecto a la distribuciGn muestral de la vari£
b le aleatoria X^ ,^ la régla Bayes para 0, bajo perdida cuadratica,
dentro de la clase de estimadores de la forma
a, X +. . .+ a X 
I l  n n
es tal que las estimaciones a^,...,a^ verifican que
En efecto:
Habrâ que determiner las a^ a^ que hagan mînimo el
riesgo Bayes
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f ( y  -  * 1  * 1  -  " 2  * 2  -  • • •  -  *n *„)'
Pero sabemos que si d es un valor central, el mînimo de
Ll (0 - d)^ dO dn>K
se alcanza cuando d - E^[e^[0^3» con lo que los âj,...,â^ debe- 
ran verificar que
Sj X, + ... + S_ - e^Ce . M ]  - e^ M
y tomando esperanza en ambos miembros deberâ ser
‘I + • • • + * »  ■ % W
0 lo que es lo mismo
*1 z , M  + ... + s„ E^[e] - E^[0]
de donde debera ser
a , + . . . +  â = 1
Una vez aclarado este hecho, vamos a ver otro teorema que acl£ 
ra èl porqué el estimador de la funcion de distribuciGn F(t), es
1 - S(t) en donde S(t) es el est imador de la funcion de supervi­
vencia. & Sera siempre la funcion de un estimador Bayes, el estimador 
Bayes de la misma funciGn del parGmetro?. La respuesta nos la da el 
siguiente teorema que pone limitaciones a dicha funciGn. Volviendo a 
la estimaciGn de la funciGn de distribuciGn que veremos en la secciGn 
VI, alll no emplearemos este teorema y lo haremos directamente, aun- 
que luego al final hacemos una resena de este hecho. Por Gltimo, aun
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que los teoremas que a continuacion veremos pueden generalizarse cuaii 
do empleasemoa como funciGn base otro parGmetro que no sea S(t), da 
da la importancia de dicha funciGn y el amplio estudio que a ella le 
hemos dedicado la tomaremos como "base de referenda".
Teorema 2.1.2. Si S (t) es la régla Bayes para S(t), bajo perdida 
cuadratica, buscada dicha régla dentro de la clase de reglas de dec£ 
siGn de la forma a S^(t) + b E[S(t)] y g(x) es una funciGn lineal 
en R , entonces exist.^ una clase de reglas de décision que son comb£ 
nacion lineal de E[s(t)] y S^(t) tal que g(S(t)) es la régla B£ 
yes, bajo la misma funciGn de perdida y misma distribuciGn a priori, 
para g(S (t)), siendo el riesgo mînimo alcanzado, asociado a 
g(S(t)), el mismo que el asociado a S (t), en donde dicha clase de 
reglas de decisiGn es de la forma
g (a S^(t) + b E[s(t)])
En efecto:
Sea S(t) = [l - p^(t)] S^( t) - p^ ( t ) E [s ( t )] la régla Ba­
yes para S(t) ya estudiada anteriormente en la secciGn III del ca­
pîtulo anterior.
La régla Bayes para g(S(t)) dentro de la clase de reglas de 
decisiGn de la forma
g(a S^Ct) + b E[s(t)] ) 
es la que haga mînimo el riesgo Bayes
L , f Cg(S(t)) - g(a S^(t) + b E [s (t)]))  ^ dQ(S^(t))dP(S) F ' ■'o
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pero si g(x) es una funciGn lineal, sera de la forma
gCx) ■ Ax + B 
de donde el riesgo anterior sera de la forma
A^ |p,| - a S^(t) - b E[S(t)] dQ(S^(t))dP(S)
y el a y b que lo hacen mînimo seran los ya conocidos
a “ 1 - P„(t) y b = p^(t)
y por tanto evidentemente el riesgo mînimo alcanzado sera el mismo.
2Que ocurrirîa si tuviesemos dos parâmetros?, i se mantendrîa e£ 
te resultado?. La respuesta, dada por el siguiente teorema, es que si, 
aunque ahora la funciGn ha de ser b ilineal.
Teorema 2.1.3. Sea §(t) la régla Bayes para S(t), bajo perdida 
cuadrâtica, buscada dicha régla dentro de la clase de reglas de deci^ 
siGn de la forma
a S„(t) + b E[s(t)] .
Sea S ’(t) la régla Bayes para S '(t), bajo la misma funciGn
de pârdida, buscada dicha régla dentro de la clase de reglas de deci.
sion de la forma
a ’ S^(t) + b' Eps' (t)] .
Supondremos que tanto S(t) y S'(t) como las rauestras de t£ 
manos n y ra ex tra idas para obtener respectivamente S^(t) y S^(t) 
son independientes. Si g(x,y) es una forma bilineal en R , enton­
ces existe una clase de reglas de decisiGn que son combinaciGn lineal
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de S^(t), S^Ct), E[s(t)] y E[s’Ct)], tal que g(S(t), S ’(t))
es la régla Bayes, bajo la misma pérdida cuadratica, para
g(S(t),S ' (t)) , siendo dicha clase de reglas de decision, la clase
g(a S„(t) + b E[s(t)] , a' S^(t) + b' E[s' (t)] ) .
En efecto:
El riesgo Bayes a hacer mînimo sera
||||(g(SCt) ,S'(t)) - g(a S^(t) + b E[s(t)] , a ’ S^(t) +
+ b' EQs’(t)]))^ dQ dQ’ dP(S) dP' (S')
Pero por ser g(x,y) una forma bilineal, sera de la forma (piénsese 
en el hiperplano de , lo cual servira en el caso de haber mas de 
dos parâmetros)
g(x,y) = Ax + By + c 
con lo que el mencionado riesgo quedarâ de la forma
A^ ||(S(t) - a S^(t) - b E[s(t)])^ dQ dP(S) +
+ B^ ||(S'(t) - a' S^(t) - b' E [s ' ( t )] ) ^  .
. dQ' dP'(S) + 2 AB (j|(S(t) - a S^(t) - b [e S(t)])dQ dP (S))
(j j (S'(t) - a' S^(t) - b' E[S'(t)] ) dQ' dp'(S')).
Pero como Ep[E^[S^(t)]] = Ep[s(t)]
' y Ep[E^[E[s(t)]]] = Epi:s(t)] = E[s(t)]
podemos aplicar el teorema 2.1,1 y deberâ de ser a+b=l, con lo que
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||(S(t) - a S^(t) - b E[s(t)l)dQ dp = E[s(t)] - a E[s(t)] - 
- b E [ s ( t ) ]  « 0
por ser a+b=l, con lo que el doble producto desaparece quedando s£ 
lo dos sumandos posit ivos que se harân mxnimos cuando a, G , a', G'
^sean los correspondientes para obtener §(t) y §'(t), con lo que 
el resultado queda probado.
II. ESTIMACION PE LA FUNCION PE SUPERVIVENCIA CUANDO 
NO HAY DATOS CENSURADOS.
' Cunsideremos el esquema expuesto en la seccion anterior, cuando
la probabilidad a priori P sobre el espacio parametrico F, es la 
inducida por un proceso gamma exponencial de parâmetros (A*(t),c) 
y con distribuciGn de supervivencia a priori asociada S^(t).
En esta seccion calcularemos estimadores Bayes para g(F) cuaii
do f i j ado un t 0, g(F) = S(t) = 1 - F(t), es decir la funciGn
de supervivencia, desconocida, de la variable aleatoria T, siendo 
las estimaciones puntuales.
Supondremos como antes una funciGn de perdida cuadratica
L(S(t) ,d) = (S(t) - d)^
y en la busqueda de la mencionada régla Bayes nos restringiremos a 
la clase de reglas de decisiGn que con combinaciGn lineal de la fun­
cion de supervivencia a priori S^(t) y de la funciGn de saperviven
•» cia muestra S^(t), En concrete, el procedimiento que seguiremos S£
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ra el siguiente; Tomaremos una muestra de tamano n^ de T y calc£ 
laremos la régla Bayes dj(t) dentro de la clase de reglas de déci­
sion de la forma
a S^^(t) + b Sq(t)
A continuaciGn tomaremos una muestra de tamano n^ de T y
calcularemos la régla Bayes d^(t) dentro de la clase de reglas de
decisiGn de la forma
a (t) + b dj(t)
y asî sucesivamente, siendo a y b dos parâmetros a determinar en 
cada caso. Asî pues, buscarerops nues t ra régla Bayes dentro de la cl£ 
se de reglas de decisiGn que son combinaciGn lineal de la informacion
muestral contenida en S^(t) y de nuestro conocimiento a priori mani.
festado en S^(t), conocimiento este que ira cambiando en el trans- 
curso del experiments con la toma de nuevos datos y convirtiendose 
en dj(t), dg ( t ) , etc. Estamos pues en un clâsico anâlisis Bayesiai 
no en donde nuestros conocimientos o creencias a priori S^(t) ace£ 
ca del desconocido "verdadero estado de la Naturaleza" S(t), van 
siendo mod if icadas por los datos en el familiar anâlisis "priori-po£ 
teriori".
Estamos pues dentro del esquema expuesto en el teorema 1.3.9 
y en sus preâmbulos. Debemos hacer notar s in embargo que para ello 
deberân existir E [s (t )] y E|jS^  (t )] , cosa que podemos asegurar im 
poniendo la cond ic iGn a (t) de ser una funciGn de supervivencia 
no aleatoria, pero al ser P la inducida por un proceso gamma exp£ 
nencial, âsta condiciGn la tenemos asegurada, proposiciGn 1.6.7 y •
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podemos establecer por tanto el siguiente teorema como aplicaciGn in 
mediate de,l teorema 1.3.9 y recordando que E [S ( t )] « S^(t), propo­
siciGn 1.6.6, y que E  ^( t  ^, teorema 1.6.2, es-
tando ambas esperanzas calculadas con respecto a la probabilidad a 
priori P.
Teorema 2.2.1. Sea T £ 0 una variable aleatoria observable la cual 
nos indica el tiempo de fallo de un sistema, con funciGn de supervi­
vencia desconocida S(t). Si considérâmes como probabilidad a prio­
ri P la inducida por un proceso gamma exponencial de parâmetros 
(A*(t),c), y consecuentemente como distribuciGn de supervivencia a 
priori S^(t) - c A* (t) ^ ig régla Bayes S(t), bajo perdida cua
drâtica, para la funciGn de supervivencia S(t), siguiendo el pro- 
cedimiento arriba expuesto, y siguiendo n el tamano de la Gltima 
muestra seleccionada es,
.
1 +(n-l)[s^,(t)l -n[s^(t)]
1 - [ s jt)]i(0
S (t)
1 +(n-l) [So(t)]^('=) - n[s„(t)] 
y el riesgo Bayes asociado a P,
(.„) _
1 +  (n-1) [s Ct)] - n[s (t)]
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f r f
siendo 1(c) - — ^  .
log ---
Usualmente llamareraos
1 -  Ts ( t ) l i ( ^ )
P n ( t ) ----------- ---
l-p_(t)
l + (n-l) [s^(t)] - n S^(t)
= ” [So(t)]l<<^> - n S^(t)
l+(n-l) fSp(t)] - n S^(t)
es decir a los coef icientes de S^(t) y S^(t) respectivamente. 0^ 
servese que dichos coeficientes suman uno, y no ha sido esta una con 
d ic ion que le hayamos exigido, sino o tra buena propiedad del estima­
dor obtenido, que ahora podremos escribir mas brevemente como
S(t) “ 0  - Pn< t ) ]  S^(t) +  Pjj(t) Sg(t)
Comportamiento asintotico muestral:
Vamos a ver a continuacion que le ocurre a nuestro estimador 
cuando el tamano de la muestra va hacia ». Para ello no tenemos mas
que aplicar el teorema 1,3.10; este nos va a confirmar que p^(t) se
va a ir haciendo cada vez mas cercano a cero y 1-p (t) mas cercano 
a uno, al ir aumentando el tamano de la muestra. En otras palabras, 
cuando n va hacia », la inf ormacion a priori se pondéra cada vez mje
nos, es decir a la vez que n aumenta, van careciendo de importancia
las d if erenc ias entre diferentes estimaciones a priori S^(t) (a ma­
yor tamano muestral, menor importancia), quedando toda la informacion 
recogida en la muestra y por tanto en S (t), el cual tenderâ a S(t)
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por ser un estimador consistante.
Teorema 2.2.2. En las mismas condiciones del teorema 2.2.1, sea S(t) 
la funcion de supervivencia, desconocida, de la variable aleatoria T, 
y sea S(t) el estimador Bayes para S(t), para una muestra aleat£ 
ria simple, determinado en el teorema anterior; es decir,
§(t) = [l - p (t)] S (t) + p (t) S (t).
^ u Tl n o
Entonces, S(t) converge casi seguro hacia S(t) cuando n ^ ®, 
para cada t 2 0 fijo, es decir,
P { ] s ( t )  - S(t)| --- ► 0, cuando n ®} = 1
Adcmâs, çl correspondiente riesgo converge hacia cero cuando n + » , 
tambien para cada t ^ 0.
Corolario 2.2.1. El estimador S(t) - [l - p^(t)] S^(t) + p^(t) S^(t)
converge en probabilidad y en ley hacia S(t), y la funcion caract£
rîstica asociada a S(t) hacia la asociada a S(t), cuando n ^ ® , 
para cada t ^ 0.
Corolario 2.2.2. El estimador S(t) = Q  - p^(tf] S^(t) + p^(t) (t)
es un estimador consistante para S(t), para una muestra aleatoria
simple de tamano n.
Comportamiento del estimador en funciGn de c;
Ya hemos visto en la proposiciGn 1.6.8 que el decir que c se 
acerca hacia cero o hacia ® es équivalante a decir qua 1(c) se
- 129 -
acerca hacia cero o hacia uno respectivamente, por lo que trabajare- 
mos con 1(c) en vez de con c.
Como ya sabemos, para encontrar el est imador Bayes S (t) de 
S(t), lo dnico que deberemos preguntar a la persona interesada en ojb 
tener una estimaciGn de S(t) es su estimaciGn a priori S^(t) ace_r 
ca de S(t) y lo seguro o inseguro que él esta acerca de ella, expr£ 
sando dicho grado de conf ianza con un numéro 1(c), entre cero y uno: 
si il esté muy seguro deberâ dar a 1(c) un valor cercano a uno, si 
no estâ muy convencido de su estimaciGn a priori S^(t) (cree que es 
bastante mala) deberâ asignar, la persona interesada (un midico por 
ejemplo puede ser un importante usuario de esta maquinaria inferen- 
cial) un numéro cercano a cero ; si no tiene ninguna inf ormaciGn acer_ 
ca de la bondad de su S^(t) serîa sconsej able hacer 1(c) = ^
(1(c) no informativo), pudiendo tomar 1(c) todos los posibles val£ 
res entre cero y uno segun la fi que el interrogante tenga en su es­
timaciGn a priori.
Ya hemos visto que en el caso de considérer muestras suficient£ 
mente grandes (una buena pregunta serîa: &cuân grande debe de ser
una muestra grande?) la estimaciGn a priori (t) que nuestro usu£ 
rio nos diese no serîa demasiado trascendente y el riesgo en cualquier 
caso convergerîa hacia cero.
Nos planteamos ahora o t ra interesante eues t ion : 2 como afecta la 
posible elecciGn de 1(c), independientemente del tamano muestral a 
nuestro estimador y a nuestro riesgo asociado?. La respuesta nos la 
da el teorema 2.2.3; antes veamos una proposicion que necesitaremos 
para la demostraciGn del mencionado teorema.
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cA*(t) log 7^
Propos.ici6n 2.2.1. Sea S^(t) = y 1(c) =  .
° log ^
Entonces,
(a) lim S^(t) = litn  ^ » 1
c-»- o c-*- o
(b) lim SjjCt) = lim » g-A*(t)
C •+■ 0» c *
En efecto:
(a) lim c A*(t) log c = lim A*(t) c"^' " A*(t) lim ” 0
c-*- o c + o c + o -1/c
con lo que
11. . e “ ■» ' - .
C-*- o
y por tanto,
cA*(t) ,
^ ( t )  - li» , “ cA.(t> ■ T  ■ ‘
Por otro lado,
lim - lim = 1
c » o c -*• o
_ -, A*(t) -cA*(t)
(b) Si A*(t) 4 0, lim [S^(t)]. lim (1 -
y ai A*(t) = 0 lim [s ( t )] = lim 1 » 1 = e ^*('^).
Por otro lado, ai A*(t) 4 0, lira [s^(t)] ^
“A*(t)
e , reaultado que ae m»ntieine
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si A*(t) = 0.
Teorema 2.2.3. En las mismas condiciones del teorema 2.2.1, sea S(t) 
la funciôn de supetvivencia, desconocida, de la variable aleatoria 
T 0, y sea
S(t) = [l - Pn(t)l S„(t) + Pn(t) Sq(t) 
el estimador Bayes para S(t), y
R . (n)
1 + (n-l)
S U  riesgo mînimo asociado, anteriormente determinados. Entonces,
(a) lim S(t) = S^(t) y lim *^min^"^ " ^
c-*- o c->• o
(b) lim S(t) » e“A*(t) y lim R . (n) » 0
En efecto:
./ X ., cA*(t)
Piénsese que [Sg(t)J = y que (t)
= (_ç_)cA*(t)
^c+1
1 -
lim p (t) = lim
l«‘»n
c->0 ('*’■
c+ o " c-*- o 14-(n-l) [S^(t)]^^^) - n [S^ ( t)]
...
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con lo que lim (1 - p (t)) = 1 
c.». o "
y por tanto,
lim S(t) = lim (  ^ ( t ) + p^(t) S^(t)) = S^(t)
Por otro lado,
\in(") ° S^(t) . p^(t) . ([S^(t)]^('=) - S^(t))
lim R , (n) = (lim S (t))(lim p (t))(lim (Fs (t)l1(c) _ 
min o n V o - *c + o c-> o c-»- o c-»■ o
- Sg(t^) - 1.0.0 = 0
(b)
1 - Cs„(t)]^^‘^>
lim p (t) = lim     . /    =
c-» “> c-»- “ l + (n-l ) (jS^  ( t)3 - n (t)]
1 _ e“A*(t)
l+(n-l)e"^*('') - n
con lo que lim (1 - p^(t)) = 1-1 = 0
y por tanto,
lim S(t) - lim ( [l - p (t)] S (t) + p (t) S (t)) -
Por otro lado,
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lim R (n) « (lim S (t))(lim p (t))(lim Fs ( C )1 ^   ^^ - 
c-^  c + .  ° c-v « " °
- lim Sg(t)) « , 1 , „ g
c 00
y el teorema queda demostrado.
Como se ve, êste teorema nos dice que cuando nuestro conocimien 
to a priori es pêsimo (c •+• 0 <— *« 1(c) -*■ 0) el estimador Bayes se
transforma en la funci6n de supervivencia empirics, el usual estimador 
no paramêtrico, y toda la informaciôn viene recogida en la muestra. Por 
el contrario si nues tro conocimiento a priori es optimo^
(c ^ 00 4=* 1(c) 1) la régla Bayes es S(t) = e ^ ^^^ que es lo
mejor que puede ser, ya que cuando c A (t) esta degenerada en
° -A^(t)
A*(t), con lo que el mejor estimador para S(t) = e cuando es^
tamos seguros (o mejor, casi seguros) acerca del valor de A^(t), es 
e elevado a menos ese valor, es decir, e ^
Por otro lado, recuerdese que hemos eliminado al cero y al uno 
como posibles valores para (t), ya que cuando alguno de êstos se 
presentase, se tendria que S(t) séria degenerada o lo que es lo mi^ 
mo c es decir nuestro conocimiento a priori resultaria exacto
y realmente estariamos en una situaciôn par amë t r ica, mientras que cuan 
do c -V 0 estaremos en una c las ica situaciôn no par amët r ica. As i 
pues, el hacer c + 0 équivale a estudiar nuestro problems desde un 
punto de vis ta no paramitrico clâsico, no Bayesiano, y el hacer c -*-oo 
el estudiar realmente un problems paramëtrico. Como se ve el tratamien 
to desde un punto de vista Bayesiano engloba al no Bayesiano (c 0) 
y de ahi que resuite mâs interesante, •
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Conparacion de la regia obtenida con la obtenjda por Ferguson :
Ferguson (1979) de termina la media de S(t) con respecto a la 
distrlbuciôn a posteriori de la inducida por un proceso gamma exponen 
cial, y aunque practicamente inutilizable dada su complej idad, (rem^
' timos al lector a la comprobaciôn de dicha afirmacion leyendo dicho 
artîculo) en el caso de muestras de tamano uno y muestras no censur^ 
das ësta es, con nuestra notaciôn.
E[s(t)/X-xl
1(c)
S^(t)[}^(x)]^('=)'^l(c)
t < X
t > X
y aunque ya vimos al final de la seccion ITT del capîtulo 1 dicha corn 
paraciôn y lo que representaba, veraos que nuestro estimador dado por 
el teorema 2.2.1 es
1(c)
S(t)
S_(t) (- )
t < X
t > X
1 - S,(t)
que como vemos coincide para t < x y es muy prôximo para t > x.
Por otro lado, Ferguson no détermina ningûn riesgo Bayes asocia^ 
do, y ademës no consigne dar una interpretacion clara de los paramé­
trés que en el proceso intervienen.
En el estimador obtenido por Ferguson (1979), el tamano espera- 
do a posteriori del salto en una observaciSn, depende de donde ocurra 
,, la obaervaciôn; el tamano del salto en x depende, en el estimador
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por 11 obtenido, de x a travës de (x). En el obtenido en este 
trabajo tal cosa no ocurre, con lo que cabrîa pensar en algun valor de 
c como "tamano muestral a priori".
Otra muy buena propiedad del estimador lineal S(t) aquî dete% 
minado, es que cuando c ->■ 0, ê(t) tiende hacia el estimador de ma­
xima verosimilitud, S^(t), de S(t), no importando cual sea el va­
lor escogido para S^(t), situaciôn esta que no se cumple para el e^ 
timador de Ferguson.
Aunque apenas interesante, si conviens hablar para terminar, del 
problems sin muestra.
Teorema 2.2.4. El estimador Bayes para S(t) (acciôn Bayes), respec­
to a la perd ida cuadrat ica, en el problems sin muestra, es la funciôn 
de supervivencia a priori (t), siendo el riesgo Bayes mînimo aso­
ciado
- Cs„(tO^
En efecto:
La régla Bayes para S(t) (acciôn Bayes al no existir experi^ 
mentaciôn), sera la que haga mînimo el riesgo Bayes
(S(t) - d)^ dP(S)
siendo E^[s(t)] = S^(t) la que lo hace mînimo. En cuanto al riesgo 
Bayes mînimo, serô
'mint'» ' - Ep[s^(t)] - (Ep[s(t)])' - + ' -
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como querîamos demostrar.
Corolario 2.2.3. El extraer una muestra de tamano n > 0 es siempre 
preferido a abordar el problems sin muestra, en cuanto a la estima- 
ciôn de S(t), por disminuir los riesgos.
En efecto, tal afirmaciôn se sigue de ser
■ P.(') ".t/")
y p^(t) £ 1, verif icandose la igualdad solamente cuando c ■*■ «>, que 
es cuando nuestra estimaciôn a priori es perfects.
Tasa de convergencia del riesgo:
Teorema 2.2.5. La tasa de convergencia del riesgo asociado a la régla 
Bayes S(t) es
+ - ^ - "n<‘»
En efecto:
Como R . (m) = p (t) R . (0), serâ
min m min
Pn(c)
■ T j n  ".in'")
En particular, si m * n-l,
U  ■ - n "  - "n'"» - ^  ^ ^
Corolario 2.2.4. Al irse acercando n a +” , el cociente entre los 
riesgos se acerca a uno.
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Dicha afirmacion es évidente del hecho de que 
lim (1 - pj,(t)) = 1
n-v 00
Al conocer la tasa de convergencia, podremos determinar si aumentamos 
un elementoa muestral o no antes de realizar la muestra, en funciôn 
de si vamos a ganar mucho o no, ya que p^(t) depende solo de n y 
de (t).
III. ESTIMACION DE LA FUNCION DE SUFERVIVENCIA CUANDO HAY 
DATOS CENSURADOS
Sea como siempre T ^ 0 una variable aleatoria la cual nos in 
dica el tiempo de fallo de un sistema o de un indlviduo de una pobl^ 
ciôn homoginea. Supondremos que dicha variable aleatoria tiene asocia 
da una funciôn de supervivencia S(t) que supondremos desconocida. 
Nuestro objetivo serâ el de determinar la régla Bayes para S(t), ba 
j o perdida cuadrôt ica, y considerando como dis tribuc iôn a priori la 
induc ida por un proceso gamma exponencial de paramètres (A*(t),c). 
Evidentemente, en el problems sin muestra no puede haber datos censu 
rados, por lo que el estudio efectuado en la secciôn anterior sigue 
siendo valido. Supongamos ahora que decidimos extraer una muestra de 
tamano n, y que en esta muestra bay individuos que por causas extra 
nas al experimento han fallecido, es decir, existen individuos que 
llamaremos censurados, que no han muertos por la causa que estamos es^  
tudiando, o lâmparas que no lucen por haberse fundido, sino por habe£ 
se caîdo por ejemplo. En Istas circunstancias estamos en el caso de 
estimar la funciôn de supervivencia cuando bay datos censurados. Bu^ 
caremos la régla Bayes dentro de la clase de reglas de decisiôn de la
138 -
forma
n-ô ^
+ b E[s(t)]
en donde n es el tamafio muestral, S^(t) la funciôn de superviveti 
cia muestral y 6 el numéro de individuos censurados en dicha mues­
tra .
Supondremos 3 6 independiente de T y con esperanza en el
muestreo conocida E [ô] = 6^.
Evidentemente cuando no bay individuos censurados en la muestra 
la clase de estimadores que estamos considerando aquî coincidirâ con 
la estudiada en la secciôn anterior.
Estamos pues en las condiciones es tablée idas en el teorema 
1.3.12, y recordando que cuando P es la induc ida por un proceso gam 
ma exponencial de paramètres (A*(t),c), es
E[s\t)] = + ^
cA*(t)
E [ s ( t ) ]  -  S „ ( t )  -  ( ^ )
les H f
siendo 1(c) =  y que S^(t) f 0 y S^(t) 4 1 por las raz£
log
nés antes mèneionadas de no hacer degenerada a la variable aleatoria 
S(t), tenemos el siguiente teorema.
Teorema 2.3.1. Sea T ^ 0 una variable aleatoria observable la cual 
nos indica el tiempo de fallo de un sistema, con funciôn de supervi- 
», vencia desconocida S(t). Consideremos como probabilidad a priori
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P la Induc Ida por un proceso gamma exponencial de paramètres 
(A*(t),c), y consecuentemente como distribuciôn de supervivencia a 
priori S^Ct) = . Sea Tj , . . . ,T^ una muestra de tamano
n de T en la cual bay ô individuos censurados, con 6 indepen- 
diente de T y con E[ô] = 6^ un numéro conocido.
Entonces, la régla Bayes para S(t), bajo perd ida cuadrâtica, 
buscada dicha régla dentro de la clase de estimadores de la forma 
n-6 ^
= lPn(«:)] " + «zBnC:)]" + & S„(t)
en donde S^(t) es la funciôn de supervivencia muestral, es
n-6 ^
â i C s ^ ( t ) l  " + â 2 [ s „ ( t ) ] "  + b S , ( t )
siendo (a^,a^,6) el vector dado por
K(aj, a^, b)' = L
s iendo
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L - ( &  S (t) + (1 - & )  [s + \  (1 - ^ )  S (t) +n o  n ^ o  -* n o
Asi mismo, el riesgo Bayes mînimo alcanzado (el asociado a P) ,
IV. ESTIMACION DEL TIEMPO MEDIO DE SUPERVIVENCIA.
Sea T ^ 0 una variable aleatoria observable real valorada con 
funciôn de distribuciôn asociada, desconocida, F(t), y sea S(t) la 
correspondiente funciôn de supervivencia. Consideraremos que estamos 
en el mismo esquema expuesto en la introducciôn de este capîtulo, 
cuando P es la probabilidad a priori, inducida por un proceso gamma 
exponencial de paramètres (A*(t),c)j siendo S^(t) la funciôn de 
supervivencia a priori asociada y F^ ( t ) = 1 - S^(t) la de distribii 
ciôn a priori.
Definiciôn 2.4.1. Llamaremos tiempo medio de supervivencia, supuesto
existante, correspondiente a la variable aleatoria T a
f~ f” I” f»
y(F) * t dF(t) * - t d S(t) - -S(t).tj + S(t)dt =
lo lo I 0 Jq
« I  S(t)dt « p(S) 
lo
en donde la ôltima igualdad se entiende como notaciôn y la primera 
como definiciôn.
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Nos proponemoB aquî el encontrar estimadores Bayes para p(F), 
cuando la funciôn de pirdida es cuadrâtica,
L(y(F),d) = Cy(F) - d)^
rest ringiendo su bôsqueda a la clase de las reglas de decisiôn que 
son combinaciones lineales de ciertas funciones de la muestra que e^ 
pecificaremos en cada caso.
Por otro lado, los momentos respecto al origen de F^(t) son
- f t^ d Fj,(t) « -[ t^ d S^(t) = [ [ t^ dF(t)dP(F) (17)
lo lo o
Supondremos existen todos los momentos de F^(t), lo que por
(17) existiran equivalentemente todos los de F (t). (Obsêrvese que
una condiciôn suficiente para ello es suponer A*(t) continua en t.).
En particular, si hacemos i=l en (17), tendremos que
pi - f t d F (t) = -f t d S (t) = [ f t d F(t)dP(F)
° lo ° lo ° iplo
que llamaremos de ahora en adelante, tiempo medio de supervivencia a
priori.
Teorema 2.4.1. El estimador Bayes para p(F) (acciôn Bayes), respec
to a la perdida cuadrâtica, en el problema s in muestra, es el tiempo 
medio de supervivencia a priori p^, siendo el riesgo Bayes mînimo 
asociado,
llmin^ 4)) = f Sg(x) (f [^^(y)] dy)dx 4
■'o L
j (f S (y)dy)dx - (pl)
0 /X °
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En efecto:
La régla Bayes Cacciôn Bayes al no existir experimentaciôn) 
para p(F), %erâ la que haga mînimo el riesgo Bayes
I, (p(F) - d)^ dP(F)
siendo d^ » EpQi(F)3 la régla que lo hace mînimo, es decir
t d F(t) » p
y'
.1
pero
'F lo
En cuanto al riesgo mînimo asociado, este serâ 
R^j^(O) « V(p(F)) = e Qj2(f)] - (e Q i(F)])^,
eQi^(F)3 = [ ([ U dF(u))([ V dF(v) ) dP(F)
If Iq lo
y aplicando el teorema 1.6.7 a las funciones hj(u) - u y h^(v) =v, 
serân
-Ao(«)
C j = l i m u e  - l i m  u = 0
u ->■ oo u ->• o
-Ao(v)
y c2 = lim v e - lim v = 0
y-V 00 v-^  o
con lo que, lo que mâs tarde llamaremos ^, es
O
y por tanto.
E [ p ^ ( F ) ]  = f  S^(x)([ dy)dx +
lo lo
+ I DpCxf] (| S^(y)dy)dx
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I S^(ÿ)dy)dx - (pl)2+
0
Como antes di'jimos, vamos a buscar la regia Bayes para P(F), 
cuando se extrqe alguna muestra, en diferentes clases de reglas de d£ 
clsiôn que son combinaciones lineales de funciones de la muestra. Con 
sideraremos très de ellas, aunque se podrîan considérer muchas mâs.
Estimaciôn primera;
_ 1 n
Sea Tj,...,Tp una muestra aleatoria simple, y x = — J
i“ 1
la media muestral. Buscaremos en esta estimaciôn primera la régla Bji 
yes para p(F) dentro de la clase de reglas de decisiôn que son corn
binaciôn lineal de la media muestral x y del tiempo medio de supe£
. . 1vivencia a priori p^,
a X + b yl
Teorema 2.4.2. Sea T > 0 una variable aleatoria observable la cual----------- — I
nos indica el tiempo de fallo de un sistema, con funciôn de distribji 
ciôn desconocida F (t). Si considérâmes como probabilidad a priori 
P la inducida por un proceso gamma exponencial de parâmetros 
(A*(t),c), y consecuentemente como distribuciôn de supervivencia a 
priori S^ (t) = la régla Bayes F(S), bajo perdida cu£
dratica, para el tiempo medio de supervivencia p(S), dentro de la 
clase de reglas de decisiôn de la forma
a X + b p^
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_ 1 
en donde x es la media muestral, el tiempo medio de superviven
cia a priori, y siendo n el tamaRo muestral es,
S ( S )  ■ y  " ' H  -
Mp +(n-l)Kjj -n(Up) P^ + (n-l)K^^ - n(p )o
y el riesgo Bayes asociado a P,
H l l  ~ (^1)9 ' B'o ~ 4^ ii3
" Pp + (n-i)Kii - n(Pp)^
en donde = j  (x) (| C^^(y)] dy)dx +
I (j S^(y)dy)dx
f r f
y 1(c)
o X log
En efecto:
Habrâ que determinar el a y el b que hacen mînimo el rie^
go Bayes
U (p(S) - ax - b p S ^  d F(x)dP(F) (18)
ro,.)" °
en donde por dF(x) queremos representar dF(x) - dF(Xj)*...* dF(x^)^
(18) sera igual a
- b^(pS^ + a^ jj(x)^ dF(x)dP(F) + ||(p(S))^dF(x)dP(F) +
+ 2ba p^ I l  X dF(x)dP(F) - 2b p^ || p(S)dF(x) dP(F) -
- 2a I I  X p(S)dF(x)dP(F) , 
con lo que
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Il = 2a I I  (x)^ dF(x)dP(F) + 2b || x dF(x)dP(F) -
- 2 I I  X pCS)dFCx)dP(F)
Il = 2(p^) ^  b + 2a p^ I l  X dF(x)dP(F) -
- 2 p^ I l  p(S)dF(x)dp(F)
Tenemos que
p(S)dF(x)dP(F) = p(S)dP(F) = p^.
+...+ x^)dF(xJ) ...
Il 1^
Il X dF(x)dP(F) ” I Ip I ’*■ I
... dF(x^) dP(F) = 
aplicando el teorema de Fubini,
= -  y  f  ( f  X dF(x))dP(F) = f p(S)dP(F) = p^.
" i-1 h  h  °
Il X p(S)dF(x)dP(F) = I f f ... [ (xj +...+ Xp)p(S)dF(xj) ...
y  ’ 0 0
... dF(Xp)dP(F) = 1^(I X  dF(x))p(S)dP(F) =
=* [ ( [ X dF(x))([ y dF(y))dP(F)
y  lo
y utilizando los cSlculos del teorema 2.4.1,
“ f S^(x)(f [S^(y)]^('=) dy)dx + [ [s (x)]^('=) (f S (y)dy)dx-
'o Iq 1 o Ix
= K 11
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Il (x)2 dF(x)dP(F) = -^ 1^ I ... 1^ (x^)2 dF(Xj) ... dF(x^)
dP(F) + -| f  f . . .  f  I x.XA dF(xj) ... dF(Xp)dP(F) = 
n 1F lo loi<j •i
-y y  f ( F  x^dF(x))dP(F) +
i-1 Jp lo
4 —^ n(n-l) 1^ (| X dF(x))([ y dF(y))dP(F) = | 4 Kjj
n •’ r ■'0
con lo que el sistema
ai " °
If " 0
se transforma en
.2
o . n-1 1 . 2
a(—  4 —  Kii) 4 h(pg) - Kii = 0
b ( p h ^  4 a(pS^ -  - 0
de donde
ITT
Mo * (""^1 *^ 11 " " (Mq)
11
Mo + Cn-1) Kjj - n (Mq )^
En cuanto al riesgo mînimo, serâ
R|^in(n) - ^  ^ll) + ^11 + 2ba(y^)^ -2b(y^)^-
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- 2 a K^i
por ser
||(p(S))^dF(x)dPCF) - I (| X dF(x))(|^ dF(y))dF(F) = Kji
con lo que
^2
+ 4 ^  Kll - + a(2(y^)2 - 2  ^) - ((y^l^^)
n (Rjj ~ (Mg) ) 1 2
y| + (n-l)Kji - n(y^)^ ^ ^
(4^ 11 - ^Mp)^)(y| - Kjl)
Mo ^ (n-l)Kjj - n(y^)^
Conviene observer que a + 6" = 1 .
Corolario 2.4.1. El estimador y(S) = a x + b y^ converge cuando n 
tiende hacia hacia y(S) casi seguro. Es decir, el estimador
y(S) es consistente para y(S) dentro de la clase de distribucio-
nes con primer momento finito.
El resultado se obtiene al ser
lim b “ 0 =*- lim a = lim (1-b) = 1
n -V 00 n -+ 00 n -+ oo
Es decir, cuando n ^ oo el conocimiento a priori no se pondéra
y la Gnica informaciôn es la contenida en la muestra.
Corolario 2.4.2. El riesgo asociado a y(S) converge hacia cero cuan 
do n
— 14 8 —
El resultado es évidente nor depender R . (n) de n solamente’ min
en el denominador.
Estimaciôn segunda;
Sea de nuevo , . . . una muestra aleatoria simple, y suponga 
mos que esta vez, bajo perdida cuadrâtica, queremos determinar la ré­
gla Bayes para y(F) dentro de la clase de reglas de decisiôn de la 
forma
* 1  1^ 1 +  &2 ^ 2  +•• •■•■ «n ^ n ^  ^ o d 9 )
pues bien, Goldstein (1975) demuestra que la régla Bayes para y(F)
dentro de la clase de reglas de decisiôn de la forma (19) es la misma
que la régla Bayes en la clase de estimadores de la forma
_ 1 
a X + b y^
con lo que no consideraremos nunca este tipo de estimaciones segunda 
y nos trasladaremos a la estimaciôn primera cuando reglas como (19) 
se presenten.
Estimaciôn tercera:
Ahora sôlo consideraremos muestras de tamano uno, y aunque vere- 
mos este tipo de estimaciôn con mâs detalle en la prôxima secciôn y 
los resultados que aquî daremos podrîan ser deducidos como casos pa£ 
ticulares de los de la siguiente secciôn, haremos un breve recorrido 
por el môtodo.
Como siempre T serâ la variable y x un valor de ella. En 
concrete, queremos determinar la régla Bayes para y(F), bajo perd^
- 149
da cuadrâtica, dentro de la clase de reglas de decisiôn de la forma 
X o  +  ^1  *  +  X 2 + . . , +  X j j  x "  = ( l , x , . . .  , x " ) ^ ^  ( 2 0 )
Teorema 2.4.3. En las condiciones del teorema anterior, si buscamos 
la régla Bayes para p(S), bajo pirdida cuadrâtica, dentro de la cl£ 
se de estimadores de la forma (20), Ista serâ
y el riesgo Bayes asociado a P,
en donde
siendo
- " u  - K K
^n “ (^o» Xi,...,Xn) = B^
®n ' ^^10' *^1I ^In^ ' ’
F^(t) la funciôn de distribuciôn a priori la cual supondremos tiene 
mâs de n puntos de incremento.
n+l
n+I n+2 2n
si i > l ,  j > 1
= K.j - i.j I x^-^ s^(x)(j' y^"'[s/y)]^^'=)dy)dx
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i.j f ^ [ S g C x ) ]  S^(y)dy)dx
•'o •'■,
y ‘^ io “ 4^ oi “ Mp, i=0,l. ,n,
En efecto:
El riesgo Bayes, a hacer mînimo serâ:
R - f  f (y(S) - X  dF(x)dP(F)
'f ■'o i-o
= K,, - 2 x' . B + t ’ D X (21)11 n n n n n
ya que si i 1 , j ^  1
I (| x^dF(x))(j y^dF(y))dP(F) =
- i.j I  x^  ^ S^(x) ( j  y^  ^ [Sg(y)] ^  dy)dx +
+ i j I x^~^ [S^(x)] ^  (| yj“  ^ S^(y)dy)dx -
por el teorema 1.6.7 aplicado a las funciones hj(x) = x^ y
hg(y) - y^, y por otro lado,
f (f x^ dF(x)) dP(F) - yi = K. = K .
j p  Jq °
De donde derivando en (21) se obtiene que 
Dn ^n " »n
expresiôn esta que llamaremos ecuaciones ecuaciones normales y que
nos permitirân determinar el vector que hace mînimo el riesgo
Bayes, y que serâ por tanto,
•«
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7 -1 ^
X = D B n n n
(Obsêrvese que | |  4 0 por tener mâs de n puntos de incre­
mento) .
Por tanto el riesgo Bayes mînimo alcanzado serâ
- " u  - K \ - "il - K K
Corolario 2.4.3. La relac iôn entre R . (n-l) y R . (n) es 
----------------- ,min min
- ".i.'"-') ■
en donde x| es el coeficiente estimado de x", dentro de la clase 
de reglas de decisiôn que son polinomios de grado n.
V. ESTIMACION DEL MOMENTO DE ORDEN i
Sea T 2 0 una variable aleatoria observable, real valorada, 
la cual nos indica el tiempo de fallo de un sistema, con funciôn de 
distribuciôn desconocida F (t) y funciôn de supervivencia asociada 
S (t). Consideraremos el esquema que ya viene siendo habituai a lo 
largo de todo este capîtulo por ser P la probabilidad a priori, 
inducida por un proceso gamma exponencial de parâmetros (A*(t),c), 
siendo S^(t) la funciôn de supervivencia a priori asociada y 
F^(t) la de distribuciôn a priori, de la cual supondremos existen 
todos sus momentos.
Calcularemos ahora el estimador Bayes para
y\(F) - I t^ dF(t) . - f  t^ dS(t) = i [ t^~^ S(t)dt = yj^(S)
•'o  ^0  j o
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en donde la primera y la ultima igualdad se entienden como notaciôn 
Supondremos como siempre la funciôn de pirdida cuadrâtica.
L(y\(F) ,d) - (Pi(F) - d)^
Teorema 2.5.1. El estimador Bayes para y^CF) (acciôn Bayes al no 
existir experimentaciôn), respecto a la perdida cuadrâtica, en el pt£ 
blema sin muestra, es y^, el momento de orden i respecto al ori­
gen de Pg(t), la funciôn de distribuciôn a priori, siendo el ries­
go Bayes mînimo asociado,
R  _  ( 0 )  -  (i)^ f 5  (x)(F y^-^ [ s  (y)] dy)dx +
min /p ° •'o °
+ (i)^ [ x^“  ^ [s (x)] ( f  y^"^ S (y)dy)dx - (y ^ .
Jo ° \  ° °
En efecto:
La régla Bayes (acciôn Bayes) sera la que haga mînimo el rie£
go Bayes
R ■= f (y.(F) - d)2 dP(F)
jp ^
que claramente es
Ep[bi(F)] = 1^1 xi dF(x) dP(F) - yi 
es decir, el momento de orden i respecto al origen.
En cuanto al riesgo mînimo, iste serâ
*min^°^ " (Vf(F)) - E[(y .(F))^] - (E|},j.(F)])^
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y Como
E[(yi(F))^] - f (f dF(x)) ([ yi dF(x))dPCF)
y  '0 0^
podemos aplicar el teorema 1.6.7 a las funciones
hj(x) =
fi2^yî " y^
quedando
e[(V.(F))^] - (i)2 [ xi"^ S^(x) (f y^"^ dy)dx 4
■'o -'0
4 (i)  ^ I x^  ^ [S^(x)] (| S^(y)dy)dx
que mâs adelante llamaremos 
Asî pues,
Rmin^O) = (i)^ f S^(x) ([ y^~^ Cs„(y)]^^‘'^  dy)dx +
4 (i)^ I x^  ^ (j  y^"^ S^(y)dy)dx - (M^)^
o X
como querîamos demostrar.
Ahora consideraremos dos tipos de estimaciones, generalizaciones 
de las ya estudiadas para la media en la seccion anterior, la primera 
de elles para una muestra de tamano n y la segunda para una de tama 
no uno.
Estimaciôn primera;
Restringiendo la Busqueda del mèneionado estimador Bayes a la 
clase de reglas de decisiôn de la forma
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en donde
n
h= 1
es el momento muestral de orden j , y suponiendo las hipotesis antes 
menrionadas obtenemos el siguiente teorema.
Teorema 2.5.1. Sea T ^ 0 una variable aleatoria observable la cual 
nos indica el tiempo de fallo de un sistema, con funciôn de distribii 
ciôn desconocida F(t). Si considérâmes como probabilidad a priori 
P la inducida por un proceso gamma exponencial de parâmetros 
(A*(t),c), y consecuentemente como distribuciôn de supervivencia a 
priori S^ ( t ) = , la regia Bayes y^(F), bajo pirdida
cuadrâtica, para el momento de orden i y (F) , dentro de la clase 
de reglas de decisiôn de la forma
*’o * s  "i + '>2 "n * • ••* \  • (''i'i'à'i'n............\ -
siendo el riesgo Bayes asociado a P
^^min(") " *^ ii - ^i ^ i
en donde b^ = (G^, G | , . . . , G ^ ) '  -
i “ ( (Mg ) , 2 ' ' ' ' 4^ i i ) '
como antes
- 155 -
"ji ■ "ij
l.j I , 1 - '  s ( x x f  y j - '  [ s / y ) ] ^ ^ ' ' d y ) d x  +
}q ■’ O
+  i - j  I [SoCx)]^^'"^ c| s „ ( y ) d y ) d x  j = l..... i
y siendo
K.
(X) X A
À  A
(X)
u f
>« . <n~4
/*= + ^  ^il
que supondremos es tal que jK^J f 0.
En efecto:
Deberemos determiner el vector b^ = (b^ , ,b j , . . . .b^) ' tal que 
haga mfnimo el riesgo Bayes
R  - f f . . . f  (y.(S) - I b. pi - b ^  dF(Xj)...dF(x^)dp(F)
'F •'o '0 j = 1
= ||(Vi(S))^dFCx)dP(F) + I (bj)2 dF(x)dP(F) +
+ (bo)" (ph" + 2 I b,b (( -jj^ b II K 4F(x) dP(f) +
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+ 2 b I h. ff p i  dFCx)dP(F) - 2 I b f f p  ( S ) p i  dF(x)dP(F)
° ° j = l ^ J) " jp=l ^ "
If "i'- z b ^ p ;  Pi(s)dpCF)  ^1
Tenemos que
ff(Pi(S))^dFCx)dP(F) - f (f dF(x))([ dF(y))dP(F) -
 ^^ 'f •'o
por aplicacidn del teorema 1.6.7 a las funciones h^(x) = x^,
hgCy) “ y^.
f ( . . . f  pj dF(x) dP(F) = p^
IF lo •'o
If ÏÏÎ dF(i) dP(F) - i
de nuevo apllcando el teorema 1.6.7 en este caso a las funciones 
hj(x) - xb, hgCy) = yi
(pi)^ dF(x) dP(F) = - p ^ i +  —  K 
n n o  n j j
por ser un caso particular del anterior
II Pj(S) pi dF(x)dP(F) - |^(| x^dF(x))(| yidF(y))dP(F) - 
y por dltimo,
II Pj(S)dF(x)dP(F) = 1^ (| x^ dF(x))dP(F) = p^
con lo que sustituyendo êstos calcules en el riesgo a hacer minimo .
obtenemos,
R - K + b' K. b. - 2 bl c.11 i l l  1 1
con lo que derivando e igualando a cero dichas derivadas obtendriamos
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K. t . - c, = *  b. = k X  c .
1 1  1 1 1 ^
obteniendose la régla Bayes
A f **1
Pits) = (Po, P „ .....P„) Kj C;
como querîamos demostrar.
En cuanto al riesgo minimo asociado, este sera
Rmin(") = *^ ii - c. = K-i - c! b- (22)
con lo que el teorema queda demostrado.
Corolar io 2.5.1. Cuando n -»■ », los coeficientes l>o »l> i • »b 
convergea a 0, y b^ a 1, es decir el vector b^ converge al vec­
tor ' (0,0,...,0,1). Asî pues, cuando n -*■ », la un ica informaciôn 
es la contenida en el moraento muestral de orden i.
Corolar io 2.5.2. Cuando n ^ , R . (n) 0, como facilmente se
deduce del corolario 2.5.1 y de (22).
Estimacion segunda:
Vamos ahora a generalizar para el momento de orden 1, p^(F), 
la estimacion realizada en la seccion anterior, cuando nos restring^ 
mos en la bdsqueda de la régla Bayes para p^(F) a la clase de re­
glas de decision de la forma
Bo + 6i X +...+ x" = (l,x,...,x") (23)
en donde x es el valor de una muestra de tamano uno de la variable 
aleatoria T.
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Utilizaremos la misma notaci6n que en la "estimacion tercera" 
de la anterior seccion, y tenemos el siguiente resultado, suponiendo 
de nuevo que F^(t), la funciôn de distribuciSn a priori tiene mâs 
de n puntos de incremento.
Teorema 2.5.2. En las bipôtesis del teorema anterior, si buscamos la 
régla Bayes para ^^(S), bajo pêrdida cuadritica dentro de la clase 
de los estimadores de la forma (23), esta serâ
y^(S) “ (1, X, x^,...,x")B^ 
siendo el riesgo Bayes minimo asociado,
- K  K
en donde
G. - (G.- Gi G.)' - d ;'
n+1
n+1 n+2 2n
""ij - i x  r
+  i-i ,r
M y
J
H o  -
*0
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En efecto:
A  *
El vector debe de hacer minimo el riesgo Bayes
(y-CS) -  ^ dF(x)dP(F) =
F -'o i = o
- - K *  K  G.
con lo que derivando y haciendo cero dicha derivada obtenemos que
k  - K
resultando por tanto como riesgo minimo
■ 'il - K  “ü' K  ■ 'li - K  K
Corolario 2.5.3. La relacion entre Rmin^""^) Y ^min(") es 
R_. (n) - R_. (n-1) - (6*)^ 'min min n'  ^|
en donde ê* es el coef iciente est imado para x*^ , dent ro de la cla­
se de reglas de decision que son polinomios de grado n.
VI. ESTIMACION DE LA FUNCION DE DISTRIBUCION
Supongamos el esquema habituai de ser T 2 0 una variable ale£ 
toria la cual nos represents el tiempo de fallo de un sistema. Sea 
F(t) la funciôn de distribucidn de T, la cual supondremos descono 
cida. Si P, la distribuciôn de probabilidad a priori, suponemos es 
la inducida por un proceso gamma exponencial de paramétrés (A*(t),c) 
y la funci6n de perdida es la cuadrütica
L(F(t),d) ■= F(t) - d) ^
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lo que pretenderemos hacer en esta secciôn es el encontrar el estlm£ 
dor Bayes para g(F) =» F(t).
Supongamos en primer lugar el problems sin muestra.
Teorema 2.6.1. En las condiciones arriba expuestas, el estimador Ba­
yes para F(t) iacciôn Bayes al no haber experimentaciôn), en el pr£ 
blema sin muestra^es la funciôn de distribue ion a priori F^(t) =
» 1 - S^(t) * 1 - siendo el riesgo minimo asociado
En efecto:
F (t) = E [F(t)] es quien hace minimo el riesgo Bayes
f ,
(F(t) - d)2 dP(F)
con lo que la primera parte ya esta demos t rada.
Por otro lado,
R^in<0) - V(F(t)) - V(l-S(t)) - V(S(t)) - - [s*(t)]
Como se ve a partir del teorema 2.2.4, en el problema sin mues­
tra, tenemos el mismo riesgo estimando la funciôn de distribuciôn que 
la funciôn de supervivencia, cosa que era de esperar.
Consideremos ahora el proceso consistente en buscar la régla Ba­
yes para F(t), tomando una muestra de tamano n^, dentro de la cl^
se de régla de decisiôn de la forma
•t \  ' o " )
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en donde F^(t) = 1 - S^(t) es la funciôn de distribuciôn muestral 
y F^(t) la a priori, y llamemos a dicha régla d^(t). A continu^ 
ciôn extraigamos otra muestra de tamafio n^ y busquemos ahora la re_ 
gla Bayes para F(t), siempre bajo pôrdida cuadrâtica,dentro de la 
clase de reglas de decisiôn de la forma
®t ^l(t).
Si seguimos el proceso un numéro finito de etapas, y n es el tamano 
muestral en la ôltima etapa, tenemos el siguiente teorema.
Teorema 2.6.2. Sea T 0 una variable aleatoria observable, la cual 
nos indica el tiempo de fallo de un sistema, con funciôn de distribu­
ciôn desconocida F(t). Consideremos como probabilidad a priori P 
la inducida por un proceso gamma exponencial de paramètres (A*(t),c),
y consecuentemente como funciôn de supervivencia a priori S^(t) = 
cA* (t)
= (-?j ) y funciôn de distribuciôn a priori F^(t) = 1 - S^(t).
Si F^(t) es la funciôn de distribuciôn muestral, la régla Bayes 
F(t), bajo pêrdida cuadrôtica, para F ( t ) , siguiendo el procedimieii 
to arriba expuesto, y siendo n el tamano muestral en la ultima et^ 
pa es,
1(c)" [ s / t ) ] " ' ' : '  -  n [ s ^ ( t ) ]
” l + (n-l)[S^(t)]l(c) - n[S^(t)] ^
1  -  [ s  ( t ) ] i ( ^ )
—  - F^Ct)
l+Cn-l)[s^(t)]^('=) - n[So(t)3 
siendo el riesgo Bayes asociado a P
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I + (n-u - "D.(t)]
log Irr
en donde 1(c) •» ------
1 c+I log
En efecto:
Lo dnico que tenemos que hacer es determiner el a^ y que
began minimo el riesgo Bayes
u:(F(t) - a^ F^(t) - bj. F^(t))^ dq(F^(t))dP(F)
y siguiendo el mismo camino que el expuesto en la seccion II de este 
capîtulo se obtiene el resultado buscado, sin mas que penser que
E[F^(t)] . F(t)
E[F^(t)] = Zill + azl F^(t)
Ep[F(t)] = F^(t) - 1 - S^(t)
®p[F^(t)] » EpQ-2S(t) + S^(t)] - I -2S^(t) + |s^ (t)]^ ((:)+
En realidad se podrîan deducir dos teoremas semej antes al 1.3.8 
y 1.3.9 para funciones de distribuciôn aleator iss general es y no ne- 
cesariamente cuando intervienen los procesos gamma exponenciales. En 
concreto, que el est imador para la funciôn de distribuciôn F(t), 
buscado dicho est imador dentro de las reglas de decisiôn de la forma
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n(E[S^(t)] - ( E [ s ( t ) ] ) ^ )
F(t) - ----------------------r------------------- z F„(t) +
E[S(t)] + Cn-1) E[S^(t)] - n(E[S(t)])^ "
E [ s ( t ) ]  -  E fs^C t) ;]
T  Ep(c)]
E[s(t)] + (n-l)Ets (t)l - n(E[s(t)] )
resultado que se habrîa obtenido aunque en vez de E[F(t)] hubiera- 
mos pues to otra constante en (24). En la terminologîa habituai séria 
dicho est imador,
F(t) - [l - p^(t)] F^(t) + P „ ( t )  E[F(t)] 
siendo como siempre
P^Ct)
E[s(t)] - E [ s ^ ( t ) ]
E[s(t)] + (n-1) E[s'^(t)] - n(E[s(t)]) 
con lo que los resultados de convergencia también se cumplen.
En cuanto al riesgo, dado que a^ + b^ = 1 , el riesgo minimo se^
râ
I (F(t) - F„(t) - 6^ E[F(t)])^ dQ(F„(t))dP(F) -
= f f (1-âj. -bj. +Sj. S^(t) + bj. E[s(t)] - S(t) ) ^ dQ(S^(t))dP(S) = 
ff'o
- f  f  (s(t) - s. S^(t) - b. E[s(t)])^ dq(s ( t ) ) d P ( s )  =
J pt Jq t n t n
-(E[S(t)])3 + Eg^(t)] (E[S(t)])^ + E[s(t)] E[s^(tq - (E[S^(t)‘])^
E[s(tJ] + (n-1) E[s^(t)] - n (E[)(t)])^
como deduciraos del teorema 1.3.8. Es decir, tenemos el mismo riesgo
al estimar una funciôn de supervivencia que la de distribuciôn aso-
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ciada, cosa que era de esperar.
En cuanto al caso particular que nos ocupa, al ser (t) ^ 0 
y (t) f 1 para evitar la degeneraciôn de la variable aleatoria 
S(t), y observando que
E[S(t)] = So(t)
E[s2(t)] = i;S^(t)]t(o)+l
obtenemos que el riesgo minimo alcanzado serâ
 ^ 1 + (n-1) - n [s„(t>]
como queriamos demostrar.
Asi pues, si
,  ^ 1 ________
‘ 1 + (n-1) - n Cs„(t)l
nuestro estimador Bayes, en el caso de considérât como P la induci­
da por un proceso gamma exponencial, sera
F(t) = [l - p^(t)] F^(t) + p^(t) F^(t)
Comportamiento asintôt ico muestral:
Como ,ya sabemos a partir de la seccion II de este capitule, es
li® P _ C t )  « 0 y lim (1 - p ( t )  ) - 1
n-^  • “ n-*- “
con lo que tenemos el siguiente teorema.
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Teorema 2 . 6 . 3 . En las mismas condiciones del teorema 2 . 6 . 2 ,  el esti­
mador Bayes F(t) allî obtenido para F(t), converge casi seguro 
ha cia F(t) cuando n ->■ “ para cada t ^ 0  fîjo, es decir,
P{|i*(t) - F(t) I --- »■ 0 ,  cuando n -*■<»}■= 1
Ademâs, el correspondiente riesgo converge hacia cero cuando 
n + », para cada t 0 .
El resultado se obtiene en seguida del teorema 1 . 3 . 1 0  por ser 
IF(t) - F(t)| = |S(t) - S(t)|.
Corolario 2.6.1. El estimador t) = jjl-p^ ( t )] F^ ( t ) + p^ ( t) F^ (t) 
converge en probabilidad y en ley hacia F(t), y la funciôn caracte^ 
rîstica asociada a F(t) hacia la asociada a F ( t) , cuando n -*■ ®>, 
para cada t ^ 0.
Corolario 2.6.2. El estimador F(t) = Q  - p^(t)] F^(t) + p^(t) F^(t) 
es un estimador consistente para F (t), para una muestra aleatoria 
simple de tamano n .
Comportamiento del estimador en funciôn de c ;
Obsérvese que claramente, como ya habra observado el lector, es
F(t) - 1 - s ( t ) , V t  > 0
en donde F(t) es el est imador Bayes para la funciôn de distribuciôn 
F(t), y S(t) el estimador Bayes para la correspondiente funciôn de 
supervivencia S(t) = 1 - F(t). A partir de es to, se tiene el siguien
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te resultado sin mas que observer el teorema 2.2.3 y recorder que el 
riesgo minimo alcanzado en Iq estimaciôn de F(t) es el mismo que 
el alcanzado en la estimaciôn de S(t), obteniendo las mismas conclu 
siones que allî se conseguîan.
Teorema 2.6.4. En las mismas condiciones de! teorema 2.6.2, el estim^ 
dor Bayes para F(t) allî determinado
F(t) = [1 - p^(t)] F^(t) + p^(t) F^(t)
y su riesgo mînimo asociado
1 t (n-1) - n Cs„(t)]
verifican que
(a) lim F (t) = F^(t) y lim ^ ^ i n ®
c -► o c o
(b) lim F (t) = 1 - y lim R (n) • 0
Tasa de convergencia del riesgo:
Como el riesgo en la estimacion de S(t) y de F (t) es el mi^ 
mo, a la vista del teorema 2.2.5 y del corolario 2.2.4 se obtiene el 
siguiente resultado.
Teorema 2.6.5. La tasa de convergencia del riesgo asociado a la régla 
Bayes F(t), la cual tiende a uno al ir n hacia +», es
" . i n M  _ ^  P„tt)
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Por Gltimo cabe hacer notar que muchos de los resultados aquî 
obtenidos hubieran quedado muy sencillos aplicando los teorema 2.1.1 
y 2.1.2; especialmente aplicando este ultimo a la funciôn g(x) = 1-x, 
evidentemente lineal,
VII. PROBLEMA PE LAS DOS MUESTRAS
Sean F(t) y G(t) dos funciones de distribuciôn sobre [O,™ ),
y sean una muestra extraida mediante F e Yj Y^
una muestra extraida mediante G. Consideremos el problema de esti­
mar la probabilidad
À - P {X < Y} - [ F(y)dG(y)
siendo X e Y las variables aleatorias con funciones de distribuciôn 
F y G respectivamente, y en donde la primera igualdad se entiende c£ 
mo notaciôn.
Supongamos que F(x) es una funciôn de distribuciôn aleatoria, 
un proceso gamma exponencial de paramètres ^A*(x) ,c| en concreto, 
y que G(y) tambien es una funciôn de distribuciôn aleatoria, en e£ 
te caso un proceso gamma exponencial de paramètres |A'(y),c'J . Sea
P la probabilidad induc ida por el proceso de paramétrés |a*(c),cJ 
y P’ la inducida por el de paramétrés |A'(y),c'| Supondremos que
P y P' (y consecuentemente F y G) son independientes.
Llamaremos
A o  “  f
•'g
en donde F (t) = 1 - 5  (t) es la funciôn de distribuciôn a priori
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para F(t) y G^(t) = 1 - S^(t) la correspondiente a priori para 
G(t), es decir,
_ . cA*(t)
F j t )  = Ep[F(t)] = 1 - S^(t) = 1 - C ^ )
1 , c' c'A’(t)
G^tc) = Ep,[G(t)] = 1 - S^(t) = 1 - i - ^ )
Teorema 2.7.1. En las condjciodes antes expuestas y bajo pêrdida cu£
drêtica, la régla Bayes para A = I F(t)dG(t) es
/o
Â,,„ - I î(t)dG<t) - p,(t) + p„(t)(l-p^(t)) .
• n ,1, 'p"j' + 4.
+ (i-p,<t)xi-p;<t)) ^
buscada dicha régla dentro del conj unto de reglas de decisiôn de la 
forma
^o +  ®2 i  ^ ( ^ j >  +  ® 3  i  J i  D - G ^ ( X : ) ]  +  ® 4
en donde p^(t) y p^(t) son èspecif1cadas mâs abajo, y siendo
ü ■ n® de pares ( X ^ , Y ^ ) para los cuales X ^  _< Y ^ , es decir, el
conocido estadîstico utilizado por Mann y Whitney (1947).
En efecto:
Por el teorema 2.2.1 sabemos que las reglas Bayes para S(t)
- 1 - F(t) y S'(t) w 1 - G(t) son, respectivamente
S(t) - D-p^(t)] S^Ct) + p^(t) S^(t) - 1 - 9(t)
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y S'(t) = D - p V t O  sVt) + p \ t )  S Vt) = 1 - G(t)
slendo
1 -
P_(t)
l + (m-l)[s^(t)])^(c) - m S^(t) 
n® de X . > t
y P„(e)
s' = 1 - G (t)=
1 - [s;(t)2i(^’>
l + (n-l) [s;(t)]^('=') - n Sq(t) 
n® de Y. > t
For otro lado, claramente, la funciôn g(S,S') =
f®= (1 - S(t))d(l - S '(t)) es bilineal, por lo que la régla Bayes
■'o
para A> dentro de una clase de reglas de decisiôn que luego vere- 
mos, es por el teorema 2.1.3,
Âm n ° f  (1-S(t))d(l-S’(t)) = f F(t)dG(t) - 
’ 1q )o
°  P m ^ * " )  P n ^ " ^  [  +  P m ( * ' ^ ( ^ ‘ P n ^ * ' ^ )  f ^ o ^ ^ ‘‘ ^ n ^ ^  +
'O
F“>
+ (1-p (t))p'(t) F (t)dG (t) + (1-p (t)) d - p ’ (t)) F(tklG„(t) = m n j ^ m  o m n J ^ m n
- p.":) + p,(t)(l-p_^(t)) i F^(Tj) +
+ (i-p.(t))p;u) ; D-c.wp] + ci-p„(t))(i-p;(t)) ^
en donde U es el nômero de pares (X j. , Y^ ) para los cuales
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X. < Y., por ser 
i —  3
I  -  i  j ,
IJ r,(t)dc„(t) . i  J ^ [ i  - G^(x-j] 
I  - i F„(Yj) -
u
n .m
Obsérvese que A es una mîxtura de cuatro estimadores de
m,n
A , siendo sus coeficientes taies que
P (t) p'(t) + p (t) (1-p V t )  ) + (1-p ( t ) ) p V t )  +■  n  in n  m  n
+ (i-p^(t)) (1-pVt)) * 1
pudiendo considerarse a A^ como una estimacion a priori de A.
En cuanto a la clase de reglas de decisiôn con respecto a la 
c
cual B,,n la régla Bayes, esta es
g(a S^(t) + b S^(t)), a ’ S^(t) + b* S^(t)) - 
f®
(1-a S_(t) - b S (t)) d(l - a* S V t )  - b' S V t ) )  =J m o n o
'O
n
j
+ a . a ’
b b- A„ + b F„(ÏJ) + a b' i
n.m
y como a, b , a ’ y b* son constantes, en general la clase de reglas
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de decisiôn serâ
'l =2 n I ®3 m J  D  ' J ]  + «4 ^
j=l 1=1
Comportamiento asintôtico muestral:
Recuerdese que lim Pj,(t) = 0  y que lim p^(t) = 0, con lo
m -+ 00 n -*■ «o
que al acercarse m y n a +», es decir, al engrandarse las mues-
tras de forma desraesurada, A se convierte en ^ el usual es
m , n n m —
timador de Mann-Whitney, desapareciendo toda la informaciôn a priori 
recogida en G (t) y F (t).
Comportamiento en funciôn de c y c':
Al estudiar el teorema 2.2.3 vimos los comportamientos de los 
coeficientes en funciôn de c que ahora quedaran,
(iwL - 4 (wK [j (t)] = o
c'-*o e'-mo
tim n = o km
' e-moc-»o
W  krn [4-pmW]-0
c-mrf'
con lo que viendo la expresiôn adoptada por el estimador A^ ^ , A& 
da en el teorema 2.7.1, podran combinarse diferentes casos posibles 
y sacar diferentes conclusiones, pensando siempre que un c cerca- 
no a cero indica una muy escasa confianza en el conocimiento a prio 
ri F^ (t) (anôlôgamente c ’ -* 0, escasa confianza en G^(t)}, y 
que por el contrario un c -*- «> indica una fô muy elevada en nues- 1*
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tro conocimiento (c) (c’ -*■ «>, buena estimacion a priori G^(t)),
como comentabamos en el teorema 2.6.4, siempre recordando por si h£ 
ce falta que
lim F (t) = 0 lim F (t) = 1 - e ^
c - * - o °  c °
lim G (t) = 0 lim G (t) = 1 - e~^ (^)
c ’> o  ° c ' -b » °
En particular, quisiera resaltar la situaciôn en la que nues-
tros conocimientos a priori F^(t) y G^(t) no nos merecen apenas
confianza (c o y c' -> o). En êsta situaciôn
î U
m , n c-*-o  n.m
c ' o
es decir nuestro estimador converge al usual estimador no paramêtri. 
co (no Bayesiano).
/fi
CAPITULO 3
ESTIMACION CON DISTRIBUCION A PRIORI UN 
PROCESO HOMOGENEO SIMPLE
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I. INTRODUCCION
Supongamos que T £ 0 es una variable aleatoria real valorada, 
la cual nos indipa el tiempo de fallo de un sistema. Supondremos que 
la funciôn de distribuciôn de T, F(t) es desconocida. El esquema 
de êste capîtulo sera bastante similar al anterior, estimaremos una 
funciôn medible g(F), definida sobre F , utilizando una funciôn de 
pêrdida cuadrêtica
L(g(F), d) = (g(F) - d)^
y restringiremos la busqueda de dicha est imac iôn a un conj unto de ré­
glas de décision que sean combinaciôn lineal de ciertas funciones de 
la muestra que especificaremos en cada caso. Hay sin embargo una no­
table diferencia: la distribuciôn de probabilidad a priori P defi­
nida sobre F va a ser ahora la inducida por un proceso homogêneo 
simple de parêmetros (A*(t),c), proposiciôn 1.7.2.
De nuevo, la distribuciôn a posteriori siendo la a priori un 
proceso homogêneo simple es inmanej able, y es por ês to por lo que 
aproximaremos las reglas Bayes, buscando la soluciôn dentro de algôn 
conj unto de funciones de la muestra.
Como hemos dicho, en êste capîtulo consideraremos la situaciôn 
en la cual P es la inducida por un proceso homogêneo simple de pa- 
rêmetros (A*(t),c) (recuêrdese que por tanto ha de ser c >0)» es 
decir la funciôn de distribuciôn F(t), desconocida, es decir, ale£ 
toria, es un proceso homogêneo simple, con lo que la asociada funciôn 
de supervivencia S(t) = 1 - F(t) tambiên lo sera, y por tanto, por 
la definiciôn 1.7.1, podremos escribirla como
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-Y
S(t) = e  ^ , t > 0
en donde la funciôn generatriz de momentos de Yj., serâ
M (0) - E
cA*(t) f (e-9z _i) dN(z)
B  - e °
siendo N (.) la medida de Lôvy asociada allî expresada. Como sabemos 
por la proposiciôn 1.7.3 y teorema 1.7.1, es
E [ s ( t ) ]  = = S^( t )
V [ s ( t ) ]  = E p V t ) ]  - (E[S(t)])2 = [e-A*(t)]"cTr _ g-2A*(t)
2c + l
con lo que cuando c + » (m(c) > 1), V [s ( t )]  *• 0 y cuando
c-*-0 (m(c) + 0) , V [s ( t )]  *■ e  ^  ^^^  - e  ^  ^  ^ que es el valor
maximo que toma V [s ( t ) j[ como funciôn de c.
Asî pues, consideraremos a S^(t) = dentro del contex
to Bayesiano en el que nos movemos, como nuestro conoc imiento a prio­
ri acerca de S(t) y a c, o equivalentemente a la funciôn m(c), 
como a un indicador de la fuerza en la creencia de dicho conocimien­
to a priori, ya que cuando c + (m(c) 1 ) , la variable aleatoria
S(t) es degenerada en la funciôn de supervivencia no aleatoria 
S^(t) = y por tanto valores de c grandes (o consecuente­
mente, valores de m(c) cercanos a uno) deberan de ser tornados euan 
do creamos que dicho conoc imiento a priori es excelente. Por el con­
trario, como cuando c 0 Ja V [s ( t )^ se hace maxima, valores ce£ 
canos a 0 para c (y equivalentemente para m(c)) deberan ser los 
que acompanen a la correspondiente S^(t), cuando dicha estimaciôn a 
priori resuite poco fiable.
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Por Gltj.mo, indicar que como allî se dice, los teoremas 2.1.2 
y 2.1.3 son vâlidos para cualquier funciôn de supervivencia aleato­
ria siempre que cumpla las condiciones ya mencionadas en lo referen 
te a los momentos, y en particular serôn vôlidos al cons iderar los 
procesos homogêneos simples.
Por tanto, el resumen de propôsitos para êste capîtulo puede 
ser el siguiente: el encontrar estimadores Bayes para g(F), asî C£ 
mo el riesgo Bayes asociado a P, bajo las siguientes bipôtesis:
(a) P es la probabilidad a priori, que supondremos inducida por 
un proceso homogêneo simple de paramétrés (A*(t),c).
(b) La funciôn de pêrdida es cuadrêtica.
(c) Nos restringiremos en la busqueda de dicha régla Bayes a la 
clase de reglas de décision que son combinaciôn lineal de 
ciertas funciones de la muestra que especificaremos en cada 
caso.
II. ESTIMACION DE LA FUNCION DE SUPERVIVENCIA CUANDO 
NO HAY DATOS CENSURADOS.
Con el esquema expuesto en la secciôn anterior, supondremos 
ahora que la funciôn g(F) la cual se pretende estimar es, para cada 
t f i j o ,
gCF) >= S(t) = 1 - FCt)
Supongamos primero que nos encontramos en el problema sin mue£
tra.
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Teorema 3.2.1. El estimador Bayes para S(t) (acciôn Bayes), respec­
to a la funciôn de pêrdida cuadrêtica, en el problema sin muestra, es 
la funciôn de supervivencia a priori S^(t) = g-A*(t)  ^ s iendo el 
riesgo Bayes mînimo asociado
A * r h 2c+l
siendo m(c) = — la funciôn definida en 1.7.2.
En efecto:
La acciôn Bayes, bajo pêrdida cuadrêtica, en el problema sin 
muestra sera
Ep[S(t)] = S^(t) = 
proposiciôn 1.7.3, siendo el riesgo Bayes asociado a P,
- «(set)) - -
. . ^ - 2 A M O
como facilmente se deduce a partir del teorema 1.7.1.
Supongamos ahora que para estimar S(t) decidimos realizar e^ 
perimentaciôn. Para ello seguimos el siguiente proceso: Extraemos una
muestra de tamano n^ y buscamos la régla Bayes para S(t) dentro
de la clase de reglas de decisiôn de la forma
a S^ (t) + b S^Ct)
siendo (t) la funciôn de supervivencia muestral, S^(t) la fun­
ciôn de supervivencia a priori y dj la régla Bayes asî obtenida. A
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continuaciôn extraemos otra muestra, ahora de tamano , y buscamos
la régla Bayes para S(t) dentro de la clase de reglas de decisiôn 
de la forma
a S^^(t) + b dj
Si repet imos el proceso un numéro finito de etapas y n es el tamano 
muestral en la ultima de ellas, la clase de reglas de decisiôn en la 
cual buscarîamos al final serîà
. s _ C t )  +  b
siendo d^ la régla Bayes en la etapa inmediatamente anterior. Si 
suponemos por ultimo que tanto E [s ( t )]] como E [s (t existen y 
que S^(t) î* 1 y S^(t) 'f 0 para evitar el que la variable S(t) 
sea degenerada, tenemos el siguiente resultado.
Teorema 3.2.2. Sea T ^ 0 una variable aleatoria observable, la cual 
supondremos nos indica el tiempo de fallo de un sistema, con funciôn 
de supervivencia S(t) desconocida. Si considérâmes como probabilidad 
a priori P la inducida por un proceso homogêneo simple de paramétrés 
(A*(t),c), y consecuentemente como distribuciôn a priori S^(t) ■
= ^-A*(t)^ jg régla Bayes S(t) para la funciôn de supervivencia 
S(t), bajo pêrdida cuadrêtica y siguiendo el procedimiento arriba ex 
pues to es.
l + (n-l)[s - n[s (t)]
s „ C t )
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y el riesgo Bayes asociado a P,
1 + („-i)
siendo m(c) = .
En efecto:
La existencia de E [s (t )%) y E [s^ ( t )] la tenemos asegurada 
al ser (t) una funciôn de supervivencia no aleatoria, con lo que 
podremos aplicar el teorema 1.3.9, siendo
E[S(t)] = S^(t) = e ^ 
y E[s'(0] . + '
y el resultado quedarê probado.
Si 1lamamos
_  I -
l + (n-I) - ti S^(t)
• n[;s„(t)]"‘<=' - „ [S„(t)]
y 1-q (t) = ----------------- — 7— T--------- —
con lo que el est imador acabado de calcular podrâ escribirse como 
S(t) - D  - q^(c[| S^(t) + q^(t) s ^ ( t )
Obsérvese que la suma de los coeficientes de S^(t) y S^(t) es 
Uno como tenîa que ser a partir del teorema 2.1,1,
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Coaportamiento asintotico muestral;
Vamos a ver a continuaciSn un teorema que nos va a decir como 
al irse incrementando el tamano muestral n, va careciendo de iapo£ 
tancia la informacion a priori contenida en S^(t) y solamente tie- 
ne valor la recogida en la muëstra, es decir en S^(t), ya que
lim q^(t) = 0n  «o
y lim Q  - q^(t)j “ 1
n
El nencionado teorema que ahora vemos se obtiene como aplicaci6n di­
recte del teorema 1.3.10.
Teorema 3.2.3. En las mismas condiciones del teorema 3.2.2, el esti- 
mador Bayes
S(t) - Q - q„(tO S„Ct) + q„(t) S„(t) 
converge casi seguro hacia S(t) cuando n ->■ <», para cada t ^ 0 
fijo, es decir
P { | s ( t )  - S ( t ) | -----► 0, cuando n -*■<») = 1
AdemasL, para cada t ^ 0 fijo, el correspondiente riesgo con­
verge hacia cero cuando n
Corolario 3.2.1. El estimador S(t) “ Q  - q^(t)] S^(t) + q^(t) S^(t) 
converge en probabilidad y en ley hacia S(t}, y la funcî6n caracte^ 
rîstica asociada a S(t) hacia la asociada a SCt), cuando n -» 
para cada t > 0.
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Corolario 3.2.2. El est imador ê(t) = [ï-q^(t)^ + q^Ct) S^(t)
es un estimador consistante para S(t), para una mues t ra aleatoria 
simple de tamano n.
Comportamiento del estimador S(t) en funcion de c :
Tratamos ahora de ver lo que le pasa a nuestro estimador cuando 
c se acerca a los valor es extremes, es decir cuando c -*■ 0 (nuestro 
conocimiento a priori S^(t) es pêsimo) y cuando c -*■ «> (nuestro co^  
nocimiento a priori S^(t) es ôptimo) . Dado que c -*• 0 m(c) -»• 0
y que c + * *  m(c) 1, trabajaremos indistintamente con c o
con m(c), aunque el individuo interesado en este estudio posiblemen 
te expresarâ mej or su grado de confianza en S^(t) como un numéro en 
tre cero y uno, es decir, mediante m(c).
Dado que S^(t) * e ^ ^^^ y que m(c) = es claro que
lim S^(t) * e~A*(t) y 1im S^(t) = g"A*(t)
c -*■ o c -► «*>
11. [.-''*<'>1^ - I y
11.
C 00
con lo que tenemos el siguiente resultado:
Teorema 3.2.4. .En las mismas condiciones del teorema 3.2.2, si 
S(t) = [l - q^(t)] S^Ct) + q^(t) S^(t)
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' 1 + (»-i)[s„(t):i"‘^'' - .  D / i ) ]
son el estimador Bayes y riesgo mînimo all! detërminados, entonces,
(a) lira â(t) = S (t) y lim R . (n) = 0
c -*■ o c o
(b) lim S(t) = e ^ * Sg(t) y lim Rgin(") * 0
C ->■ oo C ^  00
En efecto:
Como sabemos,
 i_-
l + (n-l)
con lo que
lira q (t) “ 0 y lim q (t) = 1
c - v o "  c - > o o "
y por tanto
lim [l-q^ ( tf] = 1  y lim [l-q^(t)] - 0
c O c 00
de donde
lim S(t) = lim (Q-q^(t)l S^(t) + q^(t) S^(t)) = S^(t) 
y lim S(t) - lim (Q-q^(t)3 S^(t) + q^(t) S^(t)) -
C oo c ^  oo
Por otro lado,
= q»(t) • - O^Ct)]).S^(t)
con lo que
lira R . (n) = 0 y lim R . (n) « 0
C 4 .  O C H .  CO
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y el resultado queda probado.
Como se ve a la luz del teorema acabado de demostrar, cuando nue^ 
tro conoc imiento a priori es pêsimo (c o) nuestro estimador "anu- 
la" la parte apriorîstica transiormandose en el usual est imador no p^ 
ramétrico, mientras que cuando dicho conoc imiento es ôptimo (c ■+ «>) 
nuestro estimador se convierte en el mejor que puede ser, en S^(t), 
siendo en ambas situacîones el riesgo cero por estar seguros en ambas 
circunstancias,en una de que nuestro conocimiento a priori era pésimo 
y en otra que era ôptimo.
Comparaciôn de la régla obtenida con la obtenida por Ferguson;
Empecemos escribiendo la régla Bayes obtenida por Ferguson (busc^ 
da dent ro del conj unto de todas las reglas de decisiôn) con la obteni­
da aqui (buscada dent ro del conj unto de combinaciones lineales de 
S^(t) y S^(t)), ambas en el caso de muestras de tamano 1.
La de Ferguson es, con nuestra notaciôn 
E[s(t)/X=x]
Sit)Zs (x)] m(c)
mientras que la nuestra es
[s (t)]*( = )
S(t)
s „ C t )
m(c)
1 - S Ct)
t < X
t > X
t < X
t > X
—  18 * —
que como se ve coinciden para t < x, y aunque ya vimos al final de 
la secciôn III del capîtulo 1 que la obtenida por Ferguson represen- 
taba la curva de regresiSn y la nuestra la recta de regresiôn, con lo 
que de përdida de precisiôn ello conlleva, vamos a apuntar, s in embar^ 
go una serie de ventaj as de nuestro estimador lineal §(t) en rela- 
ci6n con el de Ferguson:
(a) Cada régla lineal S(t) lleva asociado su correspondiente 
riesgo Bayes mînimo, mientras que con el tan comp1icado estimador ob- 
tenido por Ferguson, esto résulta inviable.
(b) En nuestro estimador, paramétrés como c,A*(t), m'c), etc.,
tiene una clara interpretac ion que ya hemos expuesto, mientras que con 
el estimador E[s(t)/X=x] ninguna interpretaciôn es posible.
(c) En E[s(t)/X=:^, el tamano esperado a posteriori del salto 
en una observaciôn, depende de donde ocurra la observaciôn, a travês 
de S^(x). Aquî no ocurre eso, con lo que cabrîa pensar et algfin va­
lor de c como "tamano muestral a priori".
(d) S(t) — g— y  — -- *■ Sjj(t) que es el estimador de maxima verosim^
litud, no importando cual fuera el valor escogido para S^Ct), cosa 
que no ocurre en E[s(t)/X=x].
Tasa de convergencia del riesgo:
Vimos en el teorema 3,2,4. que
Rmin(") " - CSoCtO^) q„(t)
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y como - [s^(t)] ^ , teorema 3.2.1, sera
= 4n(t) •
y al ser q^(t) <_ 1 como facilmente se puede deducir, convendrâ to- 
mar muestra y no cons iderar el problema s in mues tra en orden a dismi. 
nuir el riesgo en las estîmaciones.
Por otro lado, en cuanto a la tasa de convergencia, la cual tien 
de hacia uno cuando n va a +«> es, como facilmente puede deducirse,
 ^ - ï
111. ESTIMACION DE LA FUNCION DE SUPERVIVENCIA CUANDO 
HAY DATOS CENSÜRADOS.
Si suponemos el esquema habituai de este capîtulo, de ser 
T ^  0 una variable aleatoria con funcion de distribucion aleatoria 
F(t) un proceso homogëneo simple de paramètres (A*(t),c), la nove- 
dad estudiada en esta secciôn es la de estimar la funciôn de supervi- 
vencia S(t) = 1 - F(t) cuando alguno o algunos de los elementos en 
la muestra ha sido censurado, es decir ha dej ado de existir o de fun 
cionar por alguna causa distinta a la que estâmes estudiando. El razo^ 
namiento de excluir de la muestra a dichos elementos disminuyendo el 
tamano muestral es incorrecte, por poder llegar a perder la objetivi 
dad que todo razonamiento cientîfico debe de tener y ademôs por per­
der informaciôn: la de que los individuos censurados tienen un tiempo
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de falio mayor que el tiempo de censura. Por supuesto, si considérâ­
mes el problema s in muestra, no cabe hablar de catos censurados, ya 
habiendo sido tratado dicbo supuesto en el teorema 3.2.1.
Formalizando las ideas antes expuestas, sea 6 el nfimerc de ind^
viduos censurados en una muestra de tamano n. Si S Ct) es como 
siempre la funcion de supervivencia muestral, nos proponemos mcontrar 
la régla Bayes para S(t) dentro de la clase de reglas de décision de 
la forma
i-i «
•iPn't)] " + *2 Pn'tO" + K S„(t)
en donde a^, ag y b son constantes a determiner, y que clarimente es 
una generalizacion del estudiado en la secciôn anterior, ya qie cuando 
6 - 0  se transforma en el allî considerado.
Estab1ecereraos una hipôtesis adicional al modelo: supondremos que 
6 es independiente de T con media en el muestreo conocida - E .
Teorema 3.3.1. Sea T ^ 0 una variable aleatoria observable ceal va-
lorada, la cual supondremos nos indica el tiempo de fallo de jn siste^ 
ma, con funciôn de supervivencia desconocida S(t). Sea F La distr^ 
buciôn de probabilidad a priori sobre F, inducida por un priceso ho- 
mogéneo simple de paramétrés CA*(t),c), y consecuentemente sea 
S^(t) - e ^ la funciôn de supervivencia a priori. Sea T^  , . . . ,T^
una muestra aleatoria simple de tamano n de T, en la cual bay 6 
Individuos censurados, con 6 independ iente de T y con E jjSj - 6^ 
un nâmero conocido.
Entonces, la régla Bayes para SCt), bajo pêrdida cuadratica y
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buscada dicha régla dentro de la clase de reglas de decision de la 
forma
BrÂ A
" + »2 + b :.(t)
en donde S^(t) es la funciôn de supervivencia muestral, es
p.rA A
+ âg [S^(t)]" + b e-A*(t) 
siendo (a^,âg,b) el vector dado por la exprès ion
K(a^, 3g, 6)' = L
s iendo
K  =
«O A*(t) _2A*(t)
+ — - e , e )
Asî mismo, el riesgo Bayes asociado a P es 
Zc+l
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En efecto:
Como sabemos, es
E[S(U] . ,
y ademâs, supondremos como siempre S^(t) j* 0 y S^(t) f 1 . El resul^ 
tado se sigue de la apiicacion inmediata del teorema 1.3.12.
IV. ESTIMACION DEL TIEMPO MEDIO DE SUPERVIVENCIA.
Esta secciôn sera muy concrets en resultados y breye en sus razo- 
namientos. Esto es debido a que en la secciôn IV del capîtulo 2 ya se 
tratô tambien este tema y no queremos parecer réitérâtivos ni demasia 
do recargantes. Quisicra s in embargo justificar la existencia de esta 
secciôn asî como de otras que aparecen en este trabaj o dada su clara 
independencia de la ya mèneionada.
Supondremos a lo largo de toda esta secciôn las siguientes hipôtje
sis :
(a) T 2 0 es una variable aleatoria con funciôn de distribuciôn 
desconoc ida F(t).
(b) P es la probabilidad a priori def in ida sobre F» que supon­
dremos inducida por un proceso bomogéneo simple de parômetros 
(A*(t),c).
(c) Consideraremos siempre la pôrdida cuadrat ica
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L(g(F),d) = (g(F) - d)^
(d) Calcularemos, mediante dos aproximaciones, réglas Bayes para 
el tiempo medio de supervivencia, supuesto existante y(F), definido 
en 2.4.1.
En estas condiciones, la funcion de supervivencia a priori sera
s „ ( t )  -  -  E [ S ( U ]
y la funcion de distribuciôn a priori 
F^(’t) - 1 - 
siendo sus momentos respecto al origen,
- f t^ d F (t) = -[ t^ d S (t) = [ [ t^ dF(t)dP(F)
° Jo ° Jo ° JFJo
que supondremos existantes, por lo que equivalentemente existiran los 
de F(t).
En particular, el tiempo medio de supervivencia a priori sera, 
W * "  f t dF (t) = -[ t dS (t) ’= [ [ t dF(t)dP(F).
° Jo Jo Jf Jo
Empecemos por el problema sin muestra.
Teorema 1.4.1. El estimador Bayes para p(F) (acciôn Bayes), respec­
to a la perdida cuadrStica, en el problema sin muestra, es el tiempo 
medio de supervivencia a priori siendo el riesgo Bayes mînimo
alcanzado,
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+ [ Cs^(x)3” ^‘=J ([ S^(y)dy)dx - (p^) ^  ,
'o Jx °
. r . - ‘ *'^> , r  a „ d . .
■'o Jo
p - ï f î A * ( - )  ,|"^-A.„)+
Estiaaciôn primera:
_ 1 n
Si X - — Z T. es la media muestral, vamos a calcular «qui
" i” l  ^ •
la régla Bayes para p(F) dentro de la clase de reglas de deciiiôn
de la forma
-  1
a X  + b p
Teorema 3.4.2. En las condiciones expuestas, la régla Bayes part p(F)
G(s, - r - --: - - - T -. ' --- 2 - ^ - - ^ ---------T TP^ + (n-l)Kjj - n(P^) p^  + (n-DKji - n ( p j )
y el riesgo Bayes asociado a P,
^11 - (Po)^ ] • [Po - Kll]
Po + (n-l)Kji - n (pl)2
siendo
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+
'0
[ ([ S (y)dy)dx =
Jo Jx
- r  ( f  dy,d. +
Jo Jo
. r  A . U )  ,
Jq J:
A*U) _ r  _A.(y)
1Observese que los coeficientes de x y estimados suman uno
de acuerdo con el teorema 2.1.1.
Corolario 3.4.1. El estimador p(S) = a x + b converge cuando n
tiende hacia hacia p(S) casi seguro. Es decir, el estimador
p(S) es consistente para p(S) dentro de la clase de distribuciones 
con primer momento finito.
Asî pues, cuando n la unica informacion es la contenida en
la muestra ya que el conocimiento a priori no se pondéra.
Corolario 3.4.2. El riesgo mînimo asociado a p(S) converge hacia 
cero cuando n + *».
Como ya indicamos en su momento, la regia Bayes para p(F) den­
tro de la clase de reglas de decision de la forma
a, T, + ... + a T + b1 1  n n o
en donde (Tj,...,T^) es una muestra aleatoria simple, es la misma
que la obtenida por el mêtodo acabado de exponer, Goldstein (1975).
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Eatimacion segunda:
Ahora supondremos una muestra de tamano uno y buscaremos la regia 
Bayes dentro de la clase de reglas de decisiôn de la forma
A + X , X  . . .  +  X x ”  -  ( 1 , x , . . . , x " ) î _O i z n n
en donde x es el valor de la variable T en la muestra de tamano
Teorema 3.4.3. La régla Bayes y(S) para y(S) dentro de la clase de 
reglas de decisiôn de la forma
(l,x,...,x )Xjj «= X^ + X% X + ... + X„ X
Pp (S) = (1, X, x^,...,x")t^ 
siendo el riesgo Bayes asociado a P
^min(") ^11 “ (*10, Kjj Ki„)An
en donde
Âo 1 w: ••
^1 w:
- I -
Xn
^n-bl p^+2..
P.
n+1
,2n
-1
10
11
In
supuesto que la funciôn de distribuciôn a priori F^(t) tiere m S a de 
n puntos de incremento y siendo
'lo ’
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y ^ij - Kj . - i.j f S^(x)(f yj-1 [s^(y)]®^‘'J dy)dx +
Jq Jq
+ i.j j (x)] . ([ y^ Sp(y)dy)dx >=
O 'x
. i.j r .1-' <r yJ-> ay,ax a
''O JO
c A*(x)
X e
'o
si i ^ l »  j 2 ^'
+ i.j f  ' ^  " ( f  ,j-' ay,d.
Corolario 3.4.3. La relaciôn entre R . (n-1) y R . (n) es 
----------------- min min
.. 2 l”nl
- '.in'"--' - 7 7 ^
' n-1 '
en donde X* es el coeficiente estimado de x” , dentro de la clase 
de reglas de decision que son polinomios de grado n.
V. ESTIMACION DEL MOMENTO DE ORDEN i.
La hipôtesis aquî seran las mismas que en la secciôn anterior:
(a) T 2 0 es una variable aleatoria con funciôn de distribuciôn 
desconocida F(t).
(b) La probabilidad a priori P, es la inducida por un proceso 
homogéneo simple de parômetros (A*(t),c).
(c) La funciôn de pêrdida es cuadrâtica
L(g(F), d) = (g(F) - d)2
(d) Pretendemos calcular reglas Bayes por dos metodos diferentes
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para el momento de orden i
Mi(F) - f t^ dF(t) = -[ t^ dS(t) - i [ t^"* S(t)dt - yi(S)
‘o Jo Jo
Teorema 3.5.1. El estimador Bayes para py(F) (acciôn Bayes) en el 
problems sin muestra es el momento de orden i respecto al origen de 
F^(t), , siendo el riesgo Bayes mînimo asociado
Rmin(O) " *ii - <Po>^
en donde K.. es el definido en la secciôn anterior.
11
Estimaciôn primera;
Si ahora buscamos la régla Bayes para yy(F) dentro de la clase
de reglas de decisiôn de la forma
\  + + ‘i K  + ... + bj îr;
en donde
^n ' n J, j-1.2.....i
h-1
es el momento muestral de orden j y si como an tes
c
- K.. . i.j r <r yJ-‘ d,)dx +
lo lo3i ij »0
' A * < X )  r
+ i.j r  . c+i (f yi-l dxjdy J-l..... i
Jq 1%
tenemos el siguiente resultado.
Teorema 3.5.2. La régla Bayes yy(F) para y^(F) dentro de la clase 
••de estimadores de la forma
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pi + wi + bg Pn +••■+ bj yj
- 1 -2
C^ (F) - Cy;,yi,y2,....yi)i. 
siendo el riesgo Bayes asociado a P
^min(") “ ^ii “ ((pil » '^ il »^i2 ' ' ' ' »^ii) ^i 
en donde
*>r
"a
l.
A
»
•
A
i
( A )
I i
A / -
t . '•-4
(/A
/‘• A ’ ‘it
é  A k
-i
( À )
K li
k::
Corolario 3.5.1. Cuando n -*• <» los coeficientes
convergen hacia o y b^  ^ hacia 1, es decir el vector b^ converge 
hacia el vector (0,0,...,0,1). Asî pues, cuando n -► '**, la unica 
informaciôn es la contenida en la muestra, en concrete en el momento 
muestral de orden i.
Ademas ^min  ^ ^ 0, cuando n -*■ œ.
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Estimaciôn segunda:
Los vamos a restringir ahora en la bôsqueda de la régla Bayes 
para y^(F) a la clase de reglas de decisiôn de la forma
+ +...+ 0JJ x" - (1 ,x, . . .
en donde x es el valor de la variable aleatoria T en la muestra 
de tamano 1.
Supondremos que F^Ct) tiene môs de n puntos de incremento pa 
ra que el determinant e de la matrix a invertir mis abajo sea dist into 
de cero.
Teorema 3.5.3. La régla Bayes para y^(S) dentro de la clase de ré­
glas de decisiôn de la forma
(1,x,x^,...,x” )^^ - 0^ + X +...+ 0^ x”
es
(I,X,x^,...,x”)B^ - 0^ + 0j X +...+ 0^ x“ 
siendo el riesgo Bayes asociado a P
- "n -....... ...
en donde
1 n
Po •• Po
1 2 n+1
o »^ o •• Po
n+1 n+2 2n
o ;^ o •• ^o
-1
K.
10
K
il
K.
TU
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Corolario 3.5.2. La relaciôn entre ^min  ^^ Y ^min es
= (6*)^ "min Ain n D ,
' n-1'
en donde 0^ es el coef iciente est imado para x", dentro de la cia 
se de reglas de decisiôn que son polinomios de grado n.
V I . ESTIMACION DE CA FUNCION DE DISTRIBUCION
Supondremos la siguiente situaciôn:
(a) T 2 0 es una variable aleatoria con funciôn de distribuciôn 
desconocida F(t).
(b) La probabilidad a priori P es la inducida por un proceso 
homogéneo simple de parémetros (A*(t),c).
(c) La funciôn de pérdida es cuadrat ica
L(g(F), d) - (g(F) - d)2
(d) Pretendemos calcular la régla Bayes para la funciôn de dis­
tribuciôn en un punto fijo t 2  0. Es decir, g(F) = F(t).
Ya que hemos determinado la régla Bayes para S(t) en la sec­
ciôn II y F(t) = 1 - S(t), podemos hacer uso del teorema 2.1.2 ya 
que la funciôn
f(SCt)) = 1 - S(t) 
es una funciôn lineal, con lo que un est imador Bayes para F(t) serâ
F(t) - f(S(t)) = 1 - S(t)
es decir,
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F(t) - 1 - [l-q„(t)] (I-F„(t)) - qn(t)(l-Fo(t)) -
- [l-q„(t)] F^(t) + q^(t) F^Ct) 
siendo el riesgo Bayes de P el mismo que en la estimaciôn de S(t).
Podemos pues enunciar dos teoremas, el primero para el problema 
s in muestra y el segundo cuando bay muestra, siendo en éste ôltimo 
caso la régla Bayes la antes determinada, y buscada dentro del con- 
junto de reglas de decision de la forma
f(a S^(t) f b S^(t)) = 1 - a S^(t) - b S^(t) - 
= a F^(t) + b F^(t)
Teorema 3.6.1. En las condiciones antes expuestas, el estimador Ba­
yes F(t), para F(t) en el problema s in muestra es la funciôn de 
distribuciôn a priori F^(t) * 1 - e ^ * siendo el riesgo mînimo
asociado
2c+l
«.1.(0 - - [S.(0]' - e'
El resultado se sigue de ser E[jF(t)J - F^(t) el que hace mîn^ 
mo el riesgo Bayes
(F(t) - d)^ dP(F)
y de ser Emin^®^ " V(F(t)) = V(S(t)).
Teorema 3.6.2. En el problema con muestras, si n es el tamafîo mue^ 
tral en la ôltim*a etapa, el est imador Bayes 9Ct) para F(t), en 
„ la situaciôn aquî considerada es
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F(t) - Q  - q„(t)] F„(t) + q„(t) r„(t)
siendo el riesgo Bayes de p
12 Co ,^^im(c)+2 f -.m(c)+l r% , .-i2m(c)+l
R ._(n)
-[SqW]^ + - Bo(^)]
1 + (n-1) (SgCt)]™  ^ - nfSjjCt)]min , , /_ IN n, /..nT®(c)
en donde
s , ( t )  - . - * * < ' >
1 - [s„ ( t) r ">
q„(t)
"(c) - cir
Comportamiento asintotico muestral;
Teorema 3.6.3. En el esquema aqui considerado de ser P la inducida 
por un proceso homogéneo simple de paramètres (A*(t),c), el estim^ 
dor
f(t) = [l - q^(t)] F^(t) + q^(t) F^(t)
verifies :
(a) F(t) converge casi seguro hacia F(t) cuando n h- » para 
cada t 2 0 fijo.
(b) F(t) converge en probabilidad y en ley hacia F(t) y la 
funcion caracteristica asociada a F(,t) hacia la asociada 
a F(t), cuando n h- », para cada t 2 Q*
(c) F(t) es un estimador consistente para F(t).
Los resultados se siguen de la misma manera que en la secciôn VI del
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capîtulo anterior.
Comportamiento de F(t) en funciôn de c t
A partir del teorema 3.2.4 obtenemos el siguiente resultado
Teorema 3.6.4. El estimador Bayes F(t) y el riesgo mînimo asociado 
determinados en el teorema 3.6.2 verifican que
(a) lim F<t) *-• F (t) y lim R . (n) - 0
c -*■ o ** c-> o
(b) lim F(t) - 1-e ^ - F^Ct) y lim Rain^") " 0
o -t oa c co
Tasa de convergencia del riesgo:
A partir del teorema 3.2.4. obtenemos que la tasa de convergen­
cia del riesgo, la cual tiende hacia uno al tender n hacia +» es
■ "  "
VII. PROBLEMA DE LAS DOS MUESTRAS
Si suponemos ahora que F(x) es una funciôn de distribuciôn 
aleatoria, un proceso homogéneo simple de parémetros (A*(x),c) y 
G(y) otra distribuciôn aleatoria, ésta un proceso homogéneo simple 
de parémetros (A'(y),c) y si P y P* son respectivamente las 
probabilidades inducidas por los procesos, las cuales supondremos in 
dependientes, al tratar de estimar
- i
F(y) dG(y)
o
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bajo pérdida cuadrética obtenemos el siguiente resultado.
Teorema 3.7.1. Si es una muestra extraida mediante F e
Yj Y^ una muestra extraida mediante G y si
F^,(t) . 1 -
y GgCt) - 1 - e
son las respectivas funciones de distribucion a priori, la régla Ba­
yes para A es
A - [ F(t) dG(t) “ q (t) q'(t)A + q (t) (l-q'(t)).
m , n j  m n o m  n
• ï J ,  D  - G „ ( x î ) ]  +
+ (1 - q,(t))(l - ^
en donde A = I F (y)dG (y)o Jq o o
q„(t) = -----------------^ ------------ ; S„(t) = 1 - F„(t)
I + (m-l) [S^(t)]c _ m S^(t)
1 - [S'(t)]c' + 1
q„(t) = ------------   -jr------------  ; s/(t) » 1 - G^(t)
I + (n-l) - n s/(t)
U el numéro de pares (Xj,Yj) para los cuales X. 2 Rj » Y buscada 
dicha régla dentro del conj unto de reglas de decisiôn de la forma
* .  + =2 ;  . î j  + '3  ;  j ,  D -  c / x : ) ]  + ^
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El resultado se sigue facilmente del teorema 2.1.3 por ser la 
funciôn
f(x,y) - f (l-x)d(l-y)
)o
bilineal.
Comportamiento asintotico muestral;
Dado que
lim q„Ct) - 0 y lim q^Ct) - 0
ïïk ro n  00
al tender n y m a +<%», A  ^ , el estimador de Mann-Whit
VI } f) D • ID
ney (1947) .
Comportamiento asintotico en funciôn de c y c ':
Dado que
lim q (t) - 0 y lim q (t) - 0
c - * - o "  c ’->-o**
se sigue que
U
m,n c + o n .m
c ' + o
el usual est imador no paramétrico.
CAPITULO 4
ESTIMACION CON DISTRIBUCION A PRIORI UN 
PROCESO GAMMA EXTENDIDO
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I. INTRODUCCION
En êste capîtulo vamos de nuevo a hacer estîmaciones de una fun 
ciôn de F, la funcion de distribucion desconocida de una variable 
aleatoria T 2 la cual nos indica el tiempo de fallo de un siste^
ma. Sin embargo, ahora la probabilidad a priori P definida sobre 
F va a ser la inducida por un proceso gamma extendido, proposicion
1.8.2. Obsêrvese que a diferencia de los procesos gamma exponenciales 
y de los homogéneos simples, los gamma extendidos no mon neutrales a 
la derecha, aunque como luego veremos, a la bora de las estîmaciones 
alcanzaremos las mismas cotas que con aquellos, siendo de nuevo la 
distribucion a posteriori poco manej able.
Supondremos durante todo el tiempo que la funciôn de pérdida es 
cuadrética
L(F,d) - . jg(F) - d]2
Como sabemos, para inducir la probabilidad a priori P debemos 
de determiner el proceso gamma extendido, o lo que es lo mismo, apajr 
te del proceso con incrementos independlentes Z(t), determiner las 
funciones tx(t) y 0(t). Una posible via consiste en définir dos 
funciones media y varianza no decrecientes y(t) y 0^(t), y consi^ 
derar a y(t) como la mejor "pista" o conocimiento a priori acerca 
de la tasa de azar aleatoria r(t) y a g^(t) como a una medida de 
la incertidumbre o variaciôn de la tasa de azar aleatoria en el pun­
to t. Supondremos que tanto y(t), cr^Ct) como a(t) son todas di^  
ferenciables, por lo que por la proposiciôn 1.8.3, aerâ
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yCt) = I B(s) a'(8)ds 
 ^ Co . t )
a \ t )  - f B^(s) a'(s)ds
 ^Co.t)
de donde
B(t)
A  Hit) 
dt
d gÇt )  ^ L  3 t
dt
y tendremos determinada consecuentemente la distribucion a priori P.
As 1 pues, con los procesos gamma extendidos operaremos definiendo las 
2
funciones u(t) y o (t), que juegan el mismo papel que jugaban
A*(t) y c en los gamma exponenciales y en los homogeneos simples,
2 2 
ya que a (t) varîa entre 0 y -H», siendo cuando o (t) -+ 0, r(t) de-
generada en u(t) y nuestra estimaciôn a priori y(t) sobre r(t)
2
sera optima, mientras que cuando o (t) -*■ <*>, V(r(t>) + « y p(t)
sera una pêsima est imac ion a priori sobre r(t).
Hay que hacer notar también que los trascendentes teoremas 2.1.1,
2.1.2 y 2.1.3 siguen siendo vâlidos aquî.
Asi pues, las hipBtesis que supondremos durante todo ëste capîtu 
lo y que no repetiremos en cada secciôn para np ser reiterativos son:
(a) P, la probabilidad a priori sobre f, es la inducida por 
un proceso gamma extendido de parâmetros (af.), B(-))-
(b) La funcion de perdida es cuadrâtica.
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L(F,d) - (g(F) - d)^
(c) Trataremos de estimar funciones g(F), en donde g es una 
■funcion definida sobre p, inedible.
(d) Nos restringiremos en la estimacion de gCF) a la clase de 
reglas de decision que son combinaciones lineales de ciertas funcio­
nes de la muestra que especificaremos en cada caso.
II. ESTIMACION PE LA FUNCION PE SUPERVIVENCIA CUANDO 
NO HAY DATOS CENSURADOS.
Supondremos aqui que g(F) - S(t) = 1 - F(t) y que la clase de 
reglas de decision en la cual buscamos la régla Bayes es la expresada 
en el teorema 1.3.9.
Dado que
E[S(t)^ “ ®*P |“ [ log (1 + B(s) (t-8))daCs) j ■ S (t)
L  ^  [o,t) J
por la proposiciôn 1.8.4, y que
E [s  ^  ( t ) ]  - exp 1- I log (l+26(s) (t-a))da(s) I
 ^[0,t)
por el teorema 1.8.1, podemos enunciar dos teoremas, uno para el pr£ 
blema « s in miiestra y otro cuando las haya.
Teorema 4.2.1. El est imador Bayes para S(t) en el problema s in mue^ 
tra es la funcion de supervivencia a priori siendo el riesgo
minime asociado.
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R , (0) = exp I - 1 log(l + 2B(a)(t-s))da(s)I -
«in L j [p, t ) J
j-2j log (l + BCs) (t-s) )dct(s) I
L  ) rh . n  J
- exp
' ‘Co t)
La deraostracidn se sigue de alcanzarse el valor mînîmo del ries­
go para S^(t) = E[j5(t)], y de ser el riesgo mînimo asociado
R . (0) = V(S(t)). 
min
En cuanto al problema con muestras, como aplicaciSn inmediata 
del teorema 1.3.9, obtenemos el siguiente resultado.
Teorema 4.2.2. La regia Bayes S(t) para S(t) es
S(t) = [l-W^(t)] Sg(t) W^(t) expj-1 log (l+B(s)(t-s))da(s){
L  /|jO,t) J
siendo el riesgo Bayes de P,
■ ".in"» '
en donde
 1    1 :
X . ( - 4 « , r | - j " W  « 4 - j
' J L B»,t)
y S^(t) es la funciôn de supervivencia muestral.
Comportamiento asintStico muestral;
A partir del teorema 1.3.10 y de los corolarios 1.3.1 y 1,3.2 
obtenemos el siguiente resultado.
— 208 —
Teorema 4.2.3. El estimador S(t) veriflca que
(a) S(t) converge casi seguro hacia SCt) cuando n -*• <*>, para
cada t 21 O'
(b) El riesgo Bayes mînimo alcanzado converge hacia
cero, cuando n ->• <».
(c) S(t) converge en probabilidad hacia S(t).
(d) S(t) converge en ley hacia S(t).
(e) S(t) tiene una funcidn caracterîstica que converge hacia la 
funci6n caracterîstica de S(t).
(f) S(t) es un estimador consistante para SCt).
Antes de finalizar conviene decir algo acerca de la estimaci6n a 
priori de S(t) y de su grado de confianza por parte del decisor. Ta 
apuntabamos la interpretaciôn Bayesiana de los parâmetros y(t) y 
C7^(t) como estimacion a priori y grado de confianza en dicha estima­
cion al hablar de la tasa de azar; sin embargo, al estimar la funci6n 
de supervivencia, es claro que S^(t) funciona como estimacion a prio^ 
ri acerca de S(t), aunque para ver claramente el grado de confianza 
en ella mediante un paramètre, deberemos définir antes a^Ct), ya 
que en el caso de los procesos gamma exponenciales o de los homogéneos 
simples el parâmetro que lo media era c, una constante y no una fun 
clân que depende de t como 0^(t).
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Tasa de convergencja del riesgo:
Como W (t) < 1 ,  R . (n) < R , (0), lo cual nos indica la ne- n — mxn — min
cesidad de tomar muestras, siendo âstas lo mâs grande posible, ya que 
en ese caso, como el teorema 4.2.3 nos dice, ^ ^ i n t e n d e r l  hacia
Por otro lado, en cuanto a la tasa de convergencia del riesgo, 
a partir del teorema 4.2.2 deducimos que esta serâ:
1 _ i  (1 _ w  (t))
la cual tiende a 1 al tender n hacia infinite, por ser
lim W^(t) = 0 
n ™
III. ESTIMACION DE LA FUNCION DE SUPERVIVENCIA CUANDO 
HAY DATOS CENSURADOS.
De nuevo g(F) = S(t) = 1 - F(t), aunque ahora admitiremos 
la posibilidad de un numéro 5 de dates censurados, suponiendo que 
6 es independiente de T, la variable aleatoria tiempo de fallo, y 
siendo 6^ = E un numéro conocido. En estas c ircuns tanc ias, pode^
mes aplicar el teorema 1.3.12, buscando nues t ro estimador Bayes den- 
tro de la clase de reglas de décision de la forma
n—6 ^
= 1 Dn((:)] + = 2  ITSn(t)l" + 83 E S(t)
y obtener el siguiente resultado.
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Teorema 4.3.1. La régla Bayes para S(t) en las condiciones nencio- 
nadas es
î, P . w r  + Î3 s.ct,
siendo (a2»a2,a3) el vector dado por
, /\ A. -+■
K(aj, a^, Sg) » L
en donde K es la matriz
L -
S„(t) + (1 - -f) exp|-f log [l+2g(s)(t-s)]da(s)]
L^[0.t) Jn o
(1-- —) S (t) + —  exp [-[ log [l+2g(s) (t-s)^da(s)l
" °  "  L ^ [ 0 , t )  J
siendo S^(t) - exp log (l+g(s) (t-s) ) da(s)
Co.t)
Asf mismo, el riesgo Bayes mînimo asociado « P, es
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R^j^(n) = exp log Q+ZBCs) (t-s)3 dçtCs)J - L'Ca^.a^.a^)
IV. ESTIMACION DEL TIEMPO MEDIO PE SUPERVIVENCIA.
Como siempre, el tiempo medio de supervivencia se define por
rCO ,00
y(F) = I t dF(t) *• - t dS(t) = S(t)dt = y(S)
■'o -'o
y de lo que trataremos ahora serâ de encontrar est imadores para él.
De nuevo, si F^(t) es la funcion de distribuciGn a priori, el mo-
mento de orden i respecto al origen sera:
Wq ° f dFq(t) » - f  t^ dSg(t) = ( ( t^ dF(t)dp(F)
-'o •'0
los cuales supondremos existen, con lo que equivalentemente existirân
los de F(t) .
En particular, para i-1, tenemos lo que llamaremos tiempo me­
dio de supervivencia a priori
“ [ t dF (t) - - f t dS (t) = [ [ t dF(t)dP(F)
° •'F-'o
Comencemos nuestras est imac iones con el problems sin muestras.
Teorema 4.4.1..El estimador Bayes para y(F) en el problema s in mue£
tra es el tiempo medio de supervivenc ia a priori y^, siendo el rie^
go mînimo asociado,
■ ■'il -
en donde Kjj es especificado mas abajo.
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El resultado se sigue de ser 
el valor que hace mînimo el riesgo
eQj(F)] «[ f tdF(t)dP(F) «
/ p/0 ^
(y(F) - d)2 dP(F)
En cuanto al riesgo Bayes de P, o riesgo mînimo alcanzado, §£ 
te sera
Rj^in(O) " V(y(F)) = E[p^(F)] - (E[y(F)] = E[y^(F)] - CM^) ^
y por el teorema 1.8.7 concluimos que
E[y^(F)] “ ( (f t dF(t))([ u dF(u))dPCF) =
/P 7o /o
» [ ( [ exp I - f log Q+BCs) (y+x-2s)3 da(s) -
■'0 'o L  / []0,y)
- f log [l+B(s) (x-s)3 da(8)| dy)dx +
^[y.x) J
+ [ ([ exp [-[ logCl + P(s) (x+y-2s)3 dotCs) -
'o X *-nO,x)
- I _ log [l + 6(s)(y-s)]da(s)ldy)dx
L*.y)
que de ahora en adelnnte llamaremos F generalizando dicha no-
taci6n, en lo que resta llamaremos  ^ i^l, j^i a
K.. = i.j [ x^  ^ ([ exp |-[ lt*g [l + g(s) (y+x-2s)]da(s) —
iJ Iq / o L. 7 QO, y)
- I log [l + BCs) (x-s)]dafs)ly^  ^ dy) , dx +
■'Ly,*) -I
i i.j [ x^~^ (f exp log [l + B(s) (x+y-28)]d(%(s) -
L / [b.x)
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I log [l + B(s)(y-s)3 da(s)jy^  ^ dy)dx
 ^[x.y) -*
Vamos ahora con el problema con muestras.
Estimaciân primera :
_ 1 n
Si Tj,...,T^ es una mues t ra de tamano n y x = —  ^ T .
i;=l
es la media muestral, buscaremos la régla Bayes para y (S) dentro de
la clase de réglas de décision d e l à  forma
-  1 
a X + b yq
Teorema 4.4.2. La régla Bayes para y(F) en las condiciones has ta 
aquî expresadas es
0(8) - —  —  ; +  ------
Wq + (n-DK^i - n(up^ y^  + (n-l)K^  ^- n(yh^
y el riesgo Bayes asociado
R , - 5 m _.~ .'yô'Ü  • ["° -
«I + (n-l)Kii - n (u‘)^
El resultado se sigue de forma totalmente anâloga a la expuesta 
en el capîtulo de las estimaciones con procesos gamma exponenciales, 
haciendo mînimo el riesgo Bayes
(y(S) - ax - by^)^ dF(x)dp(F)
F ^[o,“ )" °
en donde por dF(Tr) queremos representar dF(x) = dF(x^) ... dF(x^) y 
teniendo en cuenta que
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(I V(S) dF(x) dP(F) - yj
X dF(x) dP(F) -n
II X y(S)
[ f  ( x ) 2  dF(x) dP(F) - i  y l  + K
 ^^ %* O *& A *
dF(x) dpCF) - Kjj
a partir del teorema 1.8.7.
Por ôltimo observese que si expresamos el estimador obtenido
por
y(S) “ a x  + b y ^
es a + b = 1, como tenia que salir. Ademâs, dado que
lim b - 0
n ->■ oo
tenemos el siguiente corolario.
Corolario 4.4.1. El estimador y(S) = a x + fi converge casi se­
guro hacia y (S) cuando n ^ o». Es decir, el estimador y(S) es 
consistante para y (S) dentro de la clase de distribuciones con pri. 
mer momento finito.
Asi pues, al ir n hacia +» el conocimiento a priori no ae 
pondéra y la dnica informacidn a priori es la cpntenida en la mues- 
tra.
En cuanto al riesgo, tenemos el siguiente resultado,
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Corolario 4.4.2. El riesgo mînimo asociado a yCS) converge hacia 
cero cuando n va a +«*>.
Estimacidn segunda ;
Consideraremos ahora muestras de tamano uno, siendo x el valor 
de esa muestra de'tamano uno de la variable aleatoria T, y buscare^ 
mos dicha regia Bayes dentro de la clase de reglas de decisidn que 
son los polinomios de la forma
+ Xj X + ^2 +...+ X^ x" » (1 , X , . . .,x")X^
Teorema 4.4.3. La regia Bayes y (S) para y(S) dentro de la cla-
^o
se de reglas de decisiSn de la forma
(1 ,bc, . . . ,x") X
y- (S) = Xq + Xj X +...+ Xq x" = (1,x,...,x”)Xq
siendo el riesgo Bayes asociado a P,
n ) " 1^1 “ (K| n « Ri 1 »•••» Kl n) ^10» *^ 11 I ^ n
1 5
•'lo y \  - ( X o > .. .,A^) el vector
X
o 1
n
---  Mq
-1
*10
p:
O O
.... ^n+1 
0 Kll
;
X
n)
n+2
Mo
2n... jj
o *ln
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supuesto que la funciôn de distribucidn a priori (t) tiene mâs 
de n puntos de incremento.
El resultado se obtiene de forma totalmente anâloga a la segu^ 
da en el teorema 2.4.3, utilizando abora el teorema 1.8.7 en vez del 
1.6.7.
Corolario 4.4.3. La relaciân entre Y *^min^”  ^ es
■'» 2  i “ n l  
- ".in*”-”  ■ (A.) Î F T T r
A A n
en donde Xq es el coefiçiente estimado de x , dentro de la clase 
de reglas de decisiôn que son polinomios de grado n, y la ma­
triz a invertir en el teorema anterior.
V. ESTIMACION DEL MOMENTO DE ORDEN i.
Ahora pretendemos calculer la régla Bayes para
yOO  ^ y 00 ,
Wi(F) = t^ dF(t) - - t^ dS(t) « i t^~ SCt)dt - y,(S)
/o /Q /o
en donde la primera y ultima igualdad se entienden como notaciân. Em 
pecemos con el problema s in muestra.
Teorema 4.5.1. El estimador Bayes para y^ ^CF) en el problema s in 
muestra es el momento de orden i respecto al origen, y^, de 
F^(t), la funciSn de dîstribuciân a priori, siendo el riesgo Bayes 
mînimo asociado,
■ ■'xi - ( % ) '
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En efecto:
El mînimo del riesgo
CF) - d)^ dpCF)
se alcanza para d ■ EjjljCFi^ = dFCt) d (F) «= , siendo el
riesgo mînimo alcanzado.
R.j„(0) . V(Rj (F)) - E[r](F)] - (E[w.(F)])' - Kj. -
aplicando el teorema 1.^.7.
En cuanto al problema con muestras, vamos a considerar dos ti- 
pos de estimaciones.
Estimacion primera;
Consideraremos una muestra de tamano n, T^,...,T^, y sea 
— i 1 r i
- ïï J ,  Tb- i-'.Z i
el momento muestral de orden j .
Buscaremos la régla Bayes para y^(F) dentro de la clase de re^  
glas de decisi6n de la forma
^o Mo + ^1 Mq + *^ 2 Mq +•••+ b. 
siendo y^ el momento de orden i respecto al origen, de F^(t).
Teorema 4.5.2. En las condiciones arriba expuestas, la régla Bayes 
para y^CF) dentro de la clase de reglas de decisiôn de la forma
^o Mo + ^1 Mq + *>2 Mn +.••+ ÿq - (y^ ,ÿq ,ÿ„, . . . ,y^) b .
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q,(r) - . ïïi,  iijiîj
siendo el riesgo Bayes de P
" a -  'i2..... ' n > ‘j
en donde
w ' À  A - • U t
a / * 4 r À ^  ^  K., ■ ■ ■
(a /
- 4
(/.)
K u
^ii
supuesto que dicha inversa exista.
En efecto:
Siguiendo los pasos indicados en la demostraci6n del teorema 
2.5.1, al hacer mînimo el riesgo Bayes
R  - f f • • • [  - f b ÿj - h dFOt, Î ...
... dFCx ) dP(F)
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y notando que, al utilizar el teorema 1.8.7, es 
I l  (yjCS))2 dF(x) dPCF) . K^.
Il m J dFCx) dP(F)
I l  " i  " w  ■  i
I l  <^ n 
11 ^
^)^ dF(x) dP(F) * ^ ^  Kjj
(S) uj dF(x) dP(F) = K.j
I l H.(S ) dF(x) dP(F) =
se obtiene el resultado buscado, siendo K^j los definidos en la sec^  
ciSn anterior, y los momentos de Fq(t) = 1 - Sq( t) en donde
Sq( t) es la definida en la proposicion 1.8.4.
Corolario 4.5.1. Cuando n •♦■ «>, el vector de estimaciones
^i*" (b^,b^,...,b^) -----► (0,0,...,0,1) y la un ica informacion es
la contenida en el momento muestral de orden i.
Corolario 4.5.2. Cuando n -► », R^iin ^ 0 -
Vamos ahora a suponer otro tipo de estimacl6n, utilizando una 
muestra de tamano uno.
Estimacion segunda;
Si X es el valor de una muestra de tamano uno de la variable 
aleatoria T y si buscamos la régla Bayes dentro de la clase de re^
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glas de decision que sean polinomios en x, obtenemos el siguiente 
resultado.
Teorema 4.5.3. La régla Bayes para y^CS) dentro de la clase de re­
glas de decision de la forma
' 6^ + Bj X +...+ 6^ x" = (1,x,...,x”)B^
Wj^(S) - (1 , X ,  . . . ,x )B„ 
siendo el riesgo Bayes asociado
■ •'ii -
en donde
K
B
K
1
.1 2 ,,n+l
Mo Mo Mo
n+1 n+2 2n
iMo Mo »^ o .
-1
M| ■
*il
*in
supuesto que F^(t) tiene mâe de n puntos de incremento.
Corolario 4.5.3. La relaciôn entre R_.._(n-1) y R_^_ (n) es '—  " ram ram
I»
n-1
donde D_ es la matriz a invertir en el teorema anterior y g.
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el coeficiente^estimado para x” , dentro de la clase de reglas de 
decisiôn que son polinomios de grado n .
VI. ESTIMACION DE LA FUNCION DE DISTRIBUCION
Trataremos ahora el problema de estimar la funcion de distribu­
cion F en un punto t ^ 0 fijo. Dado que hemos estimado ya S(t) 
y dado que la funcion g(x) = 1-x es lineal, utilizando el teorema
2.1.2 obtenemos dos resultados: uno para el problema sin muestra y 
otro para el problema con muestra.
Teorema 4.6.1. El estimador Bayes para F (t) en el problema sin mue^ 
tra es 1 - S^(t) - F^(t), siendo el riesgo mînimo asociado
R . (0) » exp j-1 log ri+2g(s) (t-s)]da(s)j -
J
f-il( log [l + 6(s)(t-s)]da(s)l
L  -'fO,t) J
- exp
[0
Teorema 4.6.2. El estimador Bayes para F (t) en el problema con mue^ 
tfas buscada dicha régla dentro del conj unto de reglas de decision de 
la forma
a Fq(t) + b F^(t)
es
F(t) = [l - W^Ct)] F^(t) +
+ W (t) (1 - exp I - I log (1+BCs)(t-s)) d a(s)j
L^[o,t) -i
siendo el riesgo Bayes mînimo asociado.
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' Rmin(O) ' %(«:) 
en donde W^(t) es la anteriornente definida, F^(t) = 1 - S (t)
la funcion de distribucion muestral, y F^(t) - 1 - S^(t) la fun-
cl6n de distribucion a priori.
Comportamiento asintotico muestral:
A partir de los teorema 1.3.10 y de los corolarios 1.3.1 y 1.3.2, 
o directamente a partir del teorema 4.2.3, por ser
F(t) “ 1 - S(t) obtenemos el siguiente resultado.
Teorema 4.6.3. El estimador F(t) verifica que
(a) F(t) converge casi seguro hacia F(t) cuando n -► «, pa
ra cada t ^  0.
(b) El riesgo Bayes mînimo alcanzado converg» hacia
cero, cuando n -*• ».
(c) F(t) converge en probabilidad hacia F(t).
(d) F(t) converge en ley h a d  a F(t).
(e) F(t) tiene una funcion caracterîstica que converge hacia 
la funcion caracterîstica de F(t).
(f) F(t) es un estimador consistante para F(t).
Tasa de convergencia del riesgo;
Dado que W^(t) £ 1 y que la tasa de convergencia es
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8 , <n-l) -
la cual tiende hacia 1 al tender n hacia infinite, es
lo cual nos express la conveniencia de extraer muestras, y estas lo 
mas grandes posibles.
VII. PROBLEMA PE LAS DOS MUESTRAS.
Sea F(x) una funciân de distribucion aleatoria, la cual supon 
dremos es un proceso gamma extendido de parâmetros («(.), B(.)).
Sea G(y) otra funcion de distribucion aleatoria, la cual supondre­
mos es un proceso gamma extendido de parâmetros (a'(.), B'(.)).
Lo que aquî pretendemos es el estimar, bajo perdida cuadrâtica, 
y supuesto que Xj,...,X^ e Yj,...,Y^ son dos muestras extraidas 
median te F y G, la probabilidad
A - P{X 1  Y) = f F(y)dG(y).
Llamaremos
en donde F (t) = 1 - 5  (t) es la funciân de distribuciân a priori 
para F (t) y G^(t) = 1 - S^(t) la funciân de distribuciân a pri£ 
ri para G(t); es decir.
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Fq(t) - 1 -S^(t) = 1 -exp j-f log [^l+gCe) Ct-8)Jda(s)~j
L ^  [O, t) -J
Gq(t) - 1 -Sq(t) = 1 -exp l-f log [l+g'Cs)Ct-s)] d(%' (8^1
^ ^(O.t) J
Dado que la gundi6n g(S,S’) - I [I - S ( t ) ]  d [l - S ' ( t  j] es bilineal
■'0
podemos aplicar el teorema 2.1.3 y obtenez el siguiente resultado.
Teorema 4.7.1. La regia Bayes ^ para A, buscada dicha regia
dentro del conjunto de réglas de decisiân de la forma
“1 + *2 n I. Fo(^j) + =3 m .1 D-GoCX^)] +
3-1 1=1
U
en donde ^ ^ es el estadîstico de Mann-Whitney, es
Â.o ■ «.(‘) * ".([) <1 - ï J ,  E.Mj) +
+ (1 - w.(t)) w;(t) i ^
Obsârvese que de acuerdo con el teorema 2.1.1,
Sj + 82 + âj + 04 = 1.
Comportamiento asintotico muestral:
Dado que
lim W^(t) - 0 y lim Wq(t) = 0
g » n ^  »
A^ ^ converge cuando n + » y m ^ » al estadîstico de Mann- 
Whitney, desapareciendo toda la informacifin a priori.
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CONCLÜSIONES
Como se ha comprobado, la aproximaciôn lineal, es decir la re^ 
tricciôn en la bdsqueda de reglas Bayes a ciertas clases de reglas de 
decisidn, que son combinaciones lUneales de algdn conjunto dado de 
funciones de la muestra, ha supuesto una gr an venta j a en târminos gje 
nerales a la hora de las estimaciones, ya que los parâmetros que en 
ellas intervienen tienen claras s ign if icac ion es y las reglas Bayes r e^ 
sultan muy manejables y por tanto muy dtiles, permitiândonos en todos 
los casos determinar sus riesgos asociados.
Posiblemente, el resultado mâs importante en el primer capîtulo 
sea la obtencion de la régla Bayes
s(t) - Q  - Pn(t)] Sq(t) + Pq(t) E[S(t)]
para la funcion de supervivenc ia S(t), as î como la de su riesgo mî­
nimo asociado, verificando esta una convergencia casi segura hacia 
S(t). Vimos también como esa pérdida en calidad por una ganancia en 
utilidad, al usar S(t) en vez de la media a posteriori, era equipa- 
rable a la de usar la recta de regresion en vez de la curva de regre- 
s ion.
En los capîtulos segundo, tercero y cuarto continuamos el estu- 
d io del estimador S(t) del parâmetro S(t) cuando consideramos très 
diferentes distribuciones a priori, los procesos gamma exponenciales, 
los procesos homogéneo simples y los procesos gamma extendidos, intr£ 
duciendo entonces un parâmetro c, el cual va a medir el grado de 
confianza en nuestra estimacion a priori S (t) = E [Is ( t , de forma
- ^ 6  -
que cuando c ->• o , lo cual vimos que equivalîa a que nuestro ( t ) 
era pêsimo, S(t) s6lo dependerâ de Sq(t), la informacién muestral, 
mientras que cuando c ^ es decir cuando nuestro conocimiento a
priori era optimo ê(t), s6lo va a depender de ese conocimiento a 
priori S^Ct). Como hemos dicho, solo hemos considerado très posibles 
distribuciones a priori, aunque cabrîa haber definido otras muchas, 
por ejemplo esta nueva que a continuacién damos y que llamaremos homo^ 
gânea mixta que viene definida a traves de su medida de Levy asociada,
dN(z) - ***
e*"^  z(l - e"*)
y que permitirîa un buen juego.
Como vemos, hemos dado una gran importancia a la estimacion de 
la funcién de supervivencia y sin embargo hemos dej ado un poco de 1^ 
do otroB parâmetros. La razôn fundamental nos la da los teoremas
2.1.2 y 2.1.3, los cuales vienen a decirnos que mientras transforme- 
mos cl parâmetro S(t) mediahte una funcion lineal, o bilineal, para 
convertirlo en otro parâmetro, obtendremos la régla Bayes para dicho 
parâmetro, aplicando la misma funcion lineal o bilineal al estimador 
S(t), permaneciendo los riesgos Bayes igual. Estimamos en cualquier 
caso la propia funciân de supervivencia cuando hay datos censurados, 
la funcion de distribuciân F(t) - 1 - S(t), tratamos el problema
f"de las dos muestras estiraando A - j F(y)dCCy) y prestamos especial
■'o
Interâs a la estimaciân de la media y en general del momento de orden 
i, considerando diverses clases de reglas de decision en las estima­
ciones .
Un camino interesante a oeguir serra el estudiar que ocurre
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cuando los parâmetros que en el estudio previo intervienen, son va­
riables aleatorias también.
Terminâmes expresando nuestra ilusién, de que el présente tra- 
bajo pueda tener una importanc ia prâctica y confiando en que pueda 
servir para dar un paso mâs hacia adelante, aunque por supuesto se 
que muy pequeno, en el estudio de la decisién Bayesiana no paramétrât 
ca, teorîa ésta de la que a continuacion damos una amplia bibliogra- 
f la.
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