Abstract. In the theory of linear autonomous neutral functional di¤erential equations with infinite delay, the spectrum distribution of the infinitesimal generator of its solution operators is studied under a certain phase space. Thereafter, we prove the representation theorem of the solution operators, which is later employed to obtain exponential dichotomy properties in terms of semigroup theory. Formal adjoint theory for linear autonomous NFDEs with infinite delay is established including such topics as formal adjoint equations, the relationship between the formal adjoint and true adjoint, and decomposing the phase space with formal adjoint equation. Finally, the algorithm for calculating the Hopf bifurcation properties for nonlinear NFDEs with infinite delay is presented based on the theory of linear equations.
Introduction
Hopf bifurcation is an important part of dynamic bifurcation theory, and has been studied extensively in the context of many class of di¤erential equations, such as ordinary di¤erential equations, functional di¤erential equations with finite delays and partial di¤erential equations, see [1] [2] [3] [4] [5] [6] [7] and references therein. The algorithm for determining the bifurcation direction and the stability of bifurcated periodic solutions for various type of di¤erential equations can be developed from the technique of center manifold reduction, which can be done due to the self-contained theory of the corresponding linear equations, see [6] [7] [8] [9] [10] . Apart from the center manifold reduction, another widely used method, Lyapunov-Schmidt procedure, can be also performed to various di¤erential equations to prove the existence and direction of their Hopf bifurcation, especially for those equations that possess symmetric properties to a certain degree, see [11] [12] [13] [14] for its application to NFDEs. However, there are at present no complete results for the computation of Hopf bifurcations for neutral functional di¤erential equations (NFDEs) with unbounded delays. The main reason for this lies in the fact that the corresponding linear theory is incomplete. Our purpose in the current paper is to establish the linear theory of this type equations under a certain phase space, and then to investigate the algorithm for the calculation of Hopf bifurcation properties based on the obtained linear theory and center manifold theorem.
For di¤erential equations with infinite delays, there are di¤erent choices of phase space, such as Lebesque integrable function space in [15] which will be used in the context, a general Banach space which satisfies some fundamental axioms in [16] , UC g space in [17] , and so on. To apply the center manifold reduction method, it is firstly necessary to consider the original NFDEs with infinite delays in the framework of an abstract ODE in an appropriate infinite-dimensional phase space. Then, the phase space is decomposed as a direct sum of an finite dimensional invariant space according to the eigenvalues of the infinitesimal generator of the linearize equation and a complementary invariant space. Thereafter, the original equation will be divided into two equations: one is the restricted on the center manifold and another one is in the complementary space, by projecting the original equation onto the center manifold using adjoint theory. Therefore, the linear theory that need to be established is twofold: the spectrum distribution of the infinitesimal generator and the formal adjoint theory. Our work for the linear theory follows that of Naito [18] [19] [20] and Stech [21] . Once the restricted equation is established, the final step is to compute an approximation of center manifold to obtain the Poincare norma form, that determines the Hopf bifurcation properties involving the direction of bifurcation and the stability of the bifurcated periodic solution. This will be accomplished along the lines of the one in [6, 26] . For the fundamental theory of NFDEs with infinite delays in an abstract phase space, including existence, uniqueness, continuation of solutions, and Lyapunov method for equations in this type, we refer the readers to [22, 23] .
The paper is organized as follows. Some notations and the phase space we shall use to study the NFDEs with infinite delay are reviewed in next section. In section 3, the properties of the solution operator are investigated. Formal adjoint theory involving the relationship between formal adjoint and true joint, decomposing phase space with formal adjoint equation will be established in Section 4. In Section 5, algorithm for the calculation of Hopf bifurcation properties is derived based on the theory of linear equations, and then applied to the logistic equation of neutral type with infinite delay in Section 6. The proofs of most of Lemmas are provided in the Appendix.
The phase space
We will use function space proposed in [15] as the phase space for the concerned equation. It should be mentioned that, for di¤erential equations with infinite delays, the initial condition is always contained in the solution. As a result of this, each di¤erent phase space requires a separate development for the theory. Let The dual space, X Ã ¼ fc : ðÀy; 0 ! R n T j c is essentially bounded and measurable on ðÀy; ÀrÞ; of bounded variation on ½Àr; 0; left continuous on ½Àr; 0Þ and satisfies cð0Þ ¼ 0g:
The duality paring between c A X Ã and f A X is given by:
hc; fi ¼ Kuratowskii's measure aðPÞ of a bounded subset P of a Banach space Q is defined as aðPÞ ¼ inffd > 0; P has a finite cover of diameter < dg:
For any continuous map T : Q ! Q, let aðTÞ ¼ inffk; aðTPÞ a kaðPÞ for all bounded set Pg:
The map T is said to be an a-contraction if aðTÞ a 1.
Solution operators
Consider the following equation in X : 
It follows from Lemma 3.1 that TðtÞ, t b 0 is a C 0 semi-group, and the infinitesimal generator of TðtÞ, t b 0, denoted by A, is defined by
Denote Y by the set of functions which map ðÀy; 0 into R n and are absolutely continuous on every compact interval of ðÀy; 0, andf fðyÞ ¼ _ f fðyÞ a.e. y A ðÀy; 0. Then we have the following conclusions on A.
Theorem 3.2. The domain of A is given by f fð0Þ À Df f þ Lf; y ¼ 0:
The continuity of c at y ¼ 0 leads tô
which is equivalent to Df f ¼ Lf. The next conclusion states the distribution of the spectrum of infinitesimal generator, and the phase space decomposition according to the point spectra, 
Proof. In order for f A DðAÞ, it is necessary that It follows from Lemma 3.7 in [18] that M l is a bounded linear operator on X , which implies the solution of (3.7) is continuously depended on c. Hence,
Suppose l is a root of det DðlÞ ¼ 0, then there exists b A C n such that e ly b is a solution of (3.6) when c ¼ 0. Therefore, l A s p ðAÞ.
(2) It follows from Lemma 3.3 that the characteristic function det DðlÞ is an entire function of l. From Theorem 3 in [24] , M l ðAÞ is finite dimensional,
To show the exponential dichotomy property of the linear equation, the compactness of solution operators is needed for functional di¤erential equations with finite delays. However, the solution operators fail to be compact for di¤erential equation with infinite delay. With further assumptions below, we will show that the solution operators of linear NFDEs with infinite delays are a-contractions, which can be used to estimate their essential spectrum radius. In fact, we can obtain a more general result on the solution operators for the following nonlinear NFDEs with infinite delays
where f : P R Â X ! R n is a bounded continuous map.
Consider
We say D is stable, if the zero solution of (3.11) is uniformly asymptotically stable.
n is linear and atomic at zero, then there exists matrix-valued functions F such that DF ¼ I.
Theorem 3.6. Assume D is stable and atomic at zero, F is defined in Lemma 3.5 such that DF ¼ I , and let C ¼ I À FD : X ! X D . Then the solution operators T D; f ðt; sÞ, t b s of (3.10) can be decomposed as
where T D ðt À sÞC is an a-contraction, Uðt; sÞ : X ! X , t b s is conditionally completely continuous, that is, for any bounded set B X , there exists a compact set B Ã X such that Uðt; sÞf A B for s a t a t implies Uðt; sÞf A B Ã .
Proof. From (3.10) and (3.11), we know that
and
For any bounded set B X , if Uðt; sÞf A B for s a t a t, then there is a bounded set B 1 such that T D; f ðt; sÞf A B 1 for s a t a t. Since f is a bounded continuous map from R Â X to R n , there exists M such that
where M is a positive number independent of f. Then B Ã is a compact set in X . In fact, for any sequence f n in B Ã and any K > 0, we have _ f f n is uniformly bounded on ½ÀK; 0. By Ascoli-Arzela, there exists a subsequence of f n such that f n is uniformly convergent on ½ÀK; 0. If K is large enough, we obtain kf n ðyÞ À fðyÞk ¼ sup
To prove Uðt; sÞ is conditionally completely continuous, three cases occur:
(a) If y; x a s À t, it is obvious that jUðt; sÞfðyÞ À Uðt; sÞðxÞj a Mjy À xj: ð3:12Þ Proof. The compactness of UðtÞ follows from the Lemma 6.2 in [3] , since UðtÞ is uniformly bounded on any compact interval of ½0; yÞ, and aðTðtÞÞ ¼ aðT D ðtÞCÞ since aðM þ NÞ ¼ aðMÞ for any bounded set M and compact set N. r
The following result, which can be proved by Theorem 1 in [15] , state the distribution of eigenvalues of TðtÞ outside a certain disk in the complex plane.
Corollary 3.8. Let O be the disk in the complex plane, whose center is zero and radius is rðT D ðtÞCÞ. If D is stable, then for any e > 0 there are only a finite number of points in the spectrum of TðtÞ with modulus > rðT D ðtÞCÞ þ e. Lemma 3.9. Suppose TðtÞ, t b 0 is a strongly continuous semigroup of operators of a Banach space B into itself. If for some r > 0, the spectrum radius r ¼ rðTðrÞÞ 0 0 and v is defined by vr ¼ log r, then, for any g > 0, there is a constant KðgÞ b 1 such that kTðtÞfk a KðgÞe ðvþgÞt kfk;
From Corollary 3.7, 3.8 and Lemma 3.9, we arrive at the following conclusion.
Theorem 3.10. Assume that (2.1) holds, and D is stable. Then there exists d such that G :¼ s P ðAÞ \ C d is a finite set, and X can be decomposed as X ¼ P G l Q G . Moreover, for su‰ciently small e > 0, there is a constant C e such that kTðtÞfk a C e e ðdÀeÞt kfk; t a 0; f A P l ; kTðtÞfk a C e e ðdÀeÞt kfk;
As a sequence of this theorem, we will have the following corollary.
Corollary 3.11. Assume D is stable, and g satisfies (2.1). If all the roots of the characteristic equation have negative real parts, then for any e > 0, there exists positive constant C e such that kTðtÞfk a C e e Àet kfk;
Proof. Note that aðTðtÞÞ < 1, since UðtÞ is compact. Therefore, r e ðTðtÞÞ ¼ lim
where r e ðTðtÞÞ is the essential spectrum radius of TðtÞ. Furthermore, we know that s P ðTðtÞÞ ¼ e ts p ðAÞ , and all the eigenvalues of A have negative real parts. Hence, rðTðtÞÞ < 1, and v defined in Lemma 3.9 is negative, which complete the proof. r where M l : X ! X defined by (3.9) can be written as 
Formal adjoint
From Lemma 4.1 and (4.8), the domain of A Ã can be described by the following Lemma. 
For any k > r, If TðtÞ, t b 0 is a C 0 semi-group on Banach space X , then its infinitesimal generator A is closed and densely defined. In general, the adjoint A Ã of A is not necessary densely defined on X Ã , and T Ã ðtÞ is not C 0 semi-group on X Ã neither. However, DðA Ã Þ is the largest subspace in X Ã on which T Ã ðtÞ is a C 0 semi-group. The space DðA Ã Þ is called the adjoint space associated to the semigroup TðtÞ, and will be denoted by
and its infinitesimal generator
This fact indicates us to identify the adjoint space X þ before presenting the adjoint equation associated to T þ .
Lemma 4.4.
If c A X Ã , then c A X þ if and only if c À cð0ÀÞm is absolutely continuous on ½Àr; 0Þ, and r À1 ðuÞrðu À tÞðcðu À tÞ À cð0ÀÞmðu À tÞÞ is essentially bounded on ðÀy; ÀrÞ for any t b 0.
Proof. We take c as c À cð0ÀÞm in Theorem 3.1 in [21] . The conclusion follows immediately. r Proof. For y < 0, t b 0 and u b 0, define
Then GðuÞ is di¤erentiable. By Lemma 4.5,
Integrating (4.16) over ½0; t, it follows that Then the relationship between T 0 ðtÞ and T þ ðtÞ is given by the following Theorem. 
In the remanning of this section, we will derive the explicit representation for the projection mapping the phase space onto any finite dimensional generalized eigenspace of A, which is important to study Hopf bifurcation of nonlinear equations.
Define the matrix A k of dimension ðnkÞ Â ðnkÞ by 
where g jþ1 are arbitrary n-dimensional column vectors. From the proof in Lemma 4.11, we know f ðmÞ A DðA À lI Þ, m ¼ 0; 1; . . . ; k À 1, if and only if 
Hopf bifurcations
In this section, we will present the algorithm for Hopf bifurcation properties computation for NFDEs with infinite delay based on the linear theory in previous two sections. The method developed here is a natural extension of the method for computing Hopf bifurcation properties for NFDEs with finite delays [26] .
Consider the following nonlinear NFDEs with infinite delay:
where a A R, x t A X , D and L are one-parameter family of bounded linear operators mapping X into R n . Assume that D is stable, atomic at 0, and F is If (H1) and (H2) hold, then (5.1) undergoes a Hopf bifurcation at 0 when a ¼ 0. Now we state the algorithm for calculating the direction of Hopf bifurcation and the stability of bifurcated periodic solutions. Based on the linear theory established in preceding sections, we know that the method for computing the coe‰cient c 1 ð0Þ in Poincare normal form of NFDEs with finite delay [26] is also applicable in the case of infinite delay. We summarize this process in the following steps:
Step 
Step Then we arrive at the following conclusion. This equation can be derived from logistic equation by assuming the growth rate is consist of the growth rate associated with density dependence and the growth rate at past time [27] . We use it here as an example illustrating the way to use the results obtained above. The linearization of (6.9) at 0 is The characteristic equation of (6.10) is given by
It is a straightforward computation to verify that (6.11) has three roots with negative real pars for su‰cient small r, and has a pair of conjugate roots Gio 0 , o 0 > 0 if and only if r ¼ r 0 ¼ 2ð1 À cÞ. Let lðrÞ ¼ aðrÞ þ ioðrÞ be the root of (6.11) where E 1 , E 2 can be obtained from (5.7)
By far, the coe‰cient c 1 ð0Þ defined by (5.8) can be explicitly computed in terms of the coe‰cients in original equation.
Theorem 6.2. If the hypotheses of Lemma 6.1 are satisfied, and Re c 1 ð0Þ < 0 ðRe c 1 ð0Þ > 0Þ, then the Hopf bifurcation at zero for (6.9) is forward (backward ), and the bifurcated periodic solutions is stable (unstable).
We demonstrate the results in Theorem 6.2 using MatLab simulations. Choose c ¼ 0:1, then r 0 ¼ 2ð1 À cÞ ¼ 1:8 and Re c 1 ð0Þ ¼ : À2:15. Hence, the zero solution of (6.9) is asymptotically stable for r < r 0 from Lemma 6.1 (See Figure 1) , and there exists a unique stable periodic solution for r close to r 0 from right hand side (See Figure 2) . There exist constants g and c such that X ðtÞ < ce gt (see [24] The existence of ðd=dtÞT þ ðtÞc for c A DðA þ Þ is obvious, and 
according to (4.25) and (A-14) , where m ¼ 0; 1; . . . ; k À 1. r
