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INTRODUCTION 
Consider the programming problem 
PRIMAL (P) 
MINIMIZE F(x) =If(X) + (XtBxy 
SUBJECT TO g(x) 2 0 (1) 
where f  and g are differentiable functions from R” into R and R” respectively, 
and B is an n x n symmetric positive semidefinite matrix. I f  B = 0 then F is 
differentiable and (P) is the usual nonlinear programming problem treated in, 
for example, [l-4]. Special cases of (P), with F not differentiable, have 
recently appeared in [5-l 1, 201. 
Here necessary and sufficient conditions are given for the existence of an 
Moptimal solution. A dual problem to (P) is then formulated and appropriate 
duality theorems established. 
NOTATION AND PRELIMINARIES 
B will denote an n x n symmetric positive semi-definite matrix, A an m x n 
matrix, and p an n-dimensional vector. Of will denote the gradient vector of 
f ;  Vg the matrix whose j, i-th element is ag,/ax, . Thus with y  E Rm, 
Vy”g E (Vg) y  and Vzf = V(Vf) is the matrix whose i, j-th element is 
w-4 (;ffiw. 
Let x0 satisfy (1). Define 
Z, = {z 1 ztVgi(x,) > 0 (all i E Qa) and 
xtVLf(x,) + .z~Bx,/(x,~Bx,#~~ < 0 if x,,~Bx,, > 0, 
ztVf(x,) + (,z~Bz)~/~ < 0 if xotBx, = 0} 
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where 
We shall make use of the following result of Eisenberg [12, 131. 
LEMMA. 
Ax 2 0 implies pfx + (x6Bx)‘lS 2 0 (2) 
a7 and only if there exists y E Rm, w E R” such that 
Aw>,O, wtBw < I, Aty=Bw+p, y 3 0. (3) 
It is shown in [14] that the Lemma holds without the inequality Aw > 0 
in (3). If B = 0, the lemma reduces to the well-known Farkas lemma [15]. 
The generalized Schwarz inequality [16, p. 2621 will also be needed: 
(xtBw) < (xtBx)112 (wtBw)l12. (4) 
We note that equality holds if, for A > 0, Bx = ABw. 
NECESSARY AND SUFFICIENT CONDITIONS FOR OPTIMALITY 
THEOREM 1 (Necessary conditions). I f  x0 is an optimal solution of(P) and 
the corresponding set 2, is empty, then there exists y E R”‘, w E Rn, such that 
Yt&d = 0 (5) 
vYt&,) = Vf f(xd + Bw (6) 
wtBw < 1 (7) 
(x~~B.~~)~/~ = x,,~Bw (8) 
y  30. (9) 
Proof. (a) If xotBxo > 0, then F(x) is differentiable in a sufficiently 
small neighbourhood of x,, . By the Kuhn-Tucker conditions [l], which are 
now applicable, necessary conditions for x0 to be a local optimum are the 
existence of y E Rm, y > 0 such that ylg(x,,) = 0 and 
Vy”g(xo> = Vf (q,) + %I(+,%,Y2. 
Setting w = x~/(x,,~BxJ~/~, (6), (7) and (8) follow. 
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(b) Assume x,,lBxa = 0. Since 2, is empty, the hypothesis of the lemma 
is satisfied by the set Vg,(x,,) (all i E Qa) and the vector Vj(q,). Thus there 
exists scalars yi > 0 (all i E Q,,) and w E R” such that 
Set yi = 0 for all i # Q,, , (10) yields (6). (5) holds since yi = 0 if gi(xO) > 0. 
x0’&, = 0 implies readily from (4) that Bx, = 0; hence (8) is satisfied. 
THEOREM 2 (Sufficient conditions). I f  f  is convex and g concave and there 
exists (x,, ,y, w) satisfying (I) and (5)-(9), then x,, is optimal for problem (P). 
Proof. For any x satisfying (I ), we have 
ss f  (x) + (x~Bx)‘/~ -f&q,) - (x,,~Bx,)~~~ 
2 (x - xO)t Vf (x,,) + (x~Bx)‘/~ - (x~~Bx,,)~~~ 
= (x - x,# Vy”g&) - (x - x&t Bw + (xtBx)‘/2 - (x,,~Bx~)~~~ 
> ytg(x) - y”g(x,,) + (xtBx)l12 (&Bw)‘/~ - xtBw + xotBw - (xotBxo)li2 
= ytg(x) + (x~Bx)‘/~ (wtBw)‘i2 - xtBw > 0. 
(by the convexity off; (6); the concavity of g and (7); (5) and (8); (I), and 
(4)). 
DUALITY 
It will be assumed henceforth that f  is convex and g concave. 
We shall establish duality relationships between (P) and the following 
problem: 
DUAL D 
MAXIMIZE WY, 4 = f  (4 - Y W) + WY “g(u) - cf @)I 
SUBJECT TO Vy”g(u) = Vf(u) + Bw (11) 
wtBw < 1 (W 
y 3 0. (13) 
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THEOREM 3 (Weak duality). The infimum of the primal (P) is greater than 
or equal to the supremum of the dual (D). 
Proof. 
F(x) - G(y, 4 - f(x) + (xtBx)l” - f(u) + Y ‘g(u) - +'y"g(4 - Vf (41 
> (x - u)” Vf (u) + (xtBx)liZ + ytg(u) 
- u”Vy”g(u) + u”Vf (u) 
= xtVytg(u) - xtBw + (xtBx)‘j2 + ytg(u) - zrtVytg(u) 
> y”g(x) - ytg(u) + (xtBx)1/2 - xtBw + y”g(u) 
> y”g(x) + (xtBx)‘/2 (wtBw)lj2 - xtBw > 0 
(by the convexity off, (1 I), the concavity of g, (12); (4), (1) and (13)). 
THEOREM 4. If  x0 is an optimal solution of the primal problem. and the 
corresponding set Z,, is empty, then there exists (y, u, w), with u = x0 , that is 
optzmal for the dual problem and the extreme values of the two objective functions 
are equal. 
Proof. By Theorem 1, there exists (y, w) satisfying (5)-(9). From (6), 
(7) and (9), (Y, xn, w) is feasible for (D). By Theorem 3, (y, x,, , w) will be 
optimal for (D) if F(x,) = G(y, x,,). 
Now 
G(Y, x0) =f (x0) - y”g(x0) + x,VYtg(xO) - Cf @o)l 
= f(xo) - ytg(x,) + xotBw = f(xJ + (q,tB~o)1’2 = WG,) 
(by (6), (5) and (8)). 
We assume in the next Theorem that f  and g are twice differentiable. 
THEOREM 5 (Converse duality). I f  (y. , u0 , wo) is optimalfor the dual (D) 
and the matrix 
V2f (uo) - v2Ylltg(u0) (14) 
is nonsingular, then there exists an optimal solution x of the primal problem (P) 
such that x = u,, and the extreme values of the two objective functions are equal. 
Proof. Since (ya , ua , wa) is optimal for (D), by the generalized Fritz- 
John conditions [17], there exists x E Rn and X E R satisfying x 2 0, A 2 0 
and 
(uo - 4” rv2Yotg(%J - wf(%)l = 0 (15) 
- &II) + hl - 4” v&J G 0 (16) 
Yot[-&J + (%I - 4” v&J1 = 0 (17) 
Bx = 2hBwu, (18) 
X[W,~BW, - I] = 0. (19) 
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Since (14) is nonsingular, (15) gives x = u,, . (I 6), (I 7) and (18) now become 
and 
g(x) 3 0, (20) 
Yo"gW = 0, (21) 
Bu, = ZhBw,. (22) 
Thus x is feasible for (P). By Theorem 3, it will be optimal if G(y, , ~a) =F(x). 
Since (22) is the condition for equality in (4) we have 
uotBw, = (uotBz@J2 (w~~Bw,#/~. (23) 
From (19), either w,,~Bw~ = 1, or X = 0 and hence by (22) Bu, = 0. In 
either case, (23) and u,, = x give 
uotBw,, = (zL~~Bu~)~/~ = (xtBx)'12. (24) 
Now, 
G(Y, ,uo) -fW - Yowo) + %t[~Y,tgkJ - v&J1 
=f(u,,) + u,,~Bw, =f(x) + (x~Bx)~:~ =F(x) 
(by (21), (ll), (24) and x = ~a). 
Note that since all functions in (D) are differentiable the results of [I and 
171 are applicable. (This was not observed in [5, 9, and IO] where special 
cases of (P) and (D) are discussed.) Fritz-John conditions [17] rather than 
Kuhn-Tucker conditions are used to prove Theorem 5. See [18], for a 
discussion of the advantages of using Fritz-John conditions rather than 
Kuhn-Tucker conditions to prove converse duality. 
The results of this paper are easily extended to programming problems 
with objective function of the form 
f(x) + i (xtB%y 
i=l 
where Bi, i = l,..., R, is positive semi-definite and symmetric. Extensions 
to complex programming are also possible and will be treated in subsequent 
papers. 
An application of a special case of(P) to the problem of minimizing a cost 
function which includes costs directly proportional to Euclidean distances 
appears in [19]. 
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