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1. 要約 
ヒトの行為の多様性と柔軟な適応能力は、神経システムの機能的階層性と階層
間の秩序だった相互作用によって可能になる。一方で、このシステムが適切に機
能しなければ、その不調は統合失調症にみられるような多彩な神経・精神医学的
徴候を引き起こす可能性がある。しかし、階層的な神経回路における不調が、ど
のようにして病的なシグナルを生成し特定の神経・精神症状に結びつくのかは明
らかになっていない。 
本研究では、適応行動の計算理論に基づいて、幻覚・妄想、自我障害、行動異
常を含む統合失調症の多彩な症状が、適応行動に欠くことのできない階層的な神
経システムの障害として理解できる可能性を提案する。提案する計算理論を神経
回路モデルとして具体化し、神経活動と認知や行為の関係を、神経回路モデルに
駆動され実際の物理環境において動作するヒューマノイドロボットを用いた実験
により検証した。 
実験では、意図に基づく多様な行為の生成が、神経回路の機能的階層性とトッ
プダウン的予測によって可能になることを示した。またトップダウン的予測に加
えて、予測誤差最小化の計算原理に従うボトムアップ的修正メカニズムを導入す
ることで、予期せぬ外的な変化への柔軟な適応が可能となることを示した。 
統合失調症の症状形成に、トップダウン的予測とボトムアップ的修正の相互作
用の障害が関与する、との仮説を確かめるため、神経回路モデルにおける階層間
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のシナプス結合の断裂をシミュレートした。機能的断裂の程度が軽微な場合には、
ロボットは見た目上、正常な行為を生成するにもかかわらず、自発的な予測誤差
シグナルが発生し、階層間の相互作用の変化を引き起こすことが観察された。こ
の自発的な予測誤差シグナルは、シナプス結合の異常に由来するため、環境には
感覚的外乱がないにもかかわらず発生する。したがって、この内的な“架空の”
予測誤差は、原理的には患者には正常に生成される予測誤差と区別できないため、
その原因が特定できない「何かかがおかしい」という感じ（妄想気分）や自分の
行為が何か外の力によって影響を受けているという感じ（自我障害）を引き起こ
すと考えられた。この代償不能な予測誤差シグナルが神経回路を伝搬して、様々
な知覚や認知のモダリティに侵入していけば、統合失調症の患者に典型的な幻
覚・妄想といった症状に発展すると考えられた。機能的断裂の程度がより重篤な
場合には、ロボットの行動は解体し、ルールに基づく行動はできなくなる。異常
な行動は、カタレプシー的行動（同一姿勢で停止）や常同症的行動（同じ動作を
くり返す）など、統合失調症の重症例で観察されるものに類似したパタンを示し
た。ロボットにおけるこれらの異常行動は、異常な予測誤差とその最小化のプロ
セスを通じて、神経回路のダイナミクスが特定の安定なパタンに収束する結果生
じると考えられた。 
これらの研究結果は、統合失調症の多彩な症状が、階層的な神経回路における
機能的断裂に対する不適応プロセス、すなわち誤差最小化のバランスを維持する
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ための代償、として理解できることを示している。さらにこれらの結果は、シナ
プス結合の異常の部位と予測誤差シグナルの不均衡の程度が、症状の多様性と重
篤度をともに説明する、という統合失調症の病態に対するシステムレベルでの説
明を提供する。このアイデアは、予測誤差情報処理と、脳領野間の機能的結合の
重要性を強調する従来の統合失調症の病態仮説によく一致する。予測誤差情報処
理と階層的な神経回路における機能的断裂は、自閉症や強迫性障害など他の神
経・精神疾患との関連も示唆されており、本研究の提供する精神症状のシステム
レベルでのモデルが、これらの疾患の病態理解にも貢献することが期待できる。 
 
 
2. 研究背景 
2-1. 脳の計算論（計算論的神経科学）に基づく精神疾患へのアプローチ 
計算論的神経科学とは、脳が外界といかに相互作用し情報を処理しているのか、
という情報処理機構としての神経システムの計算原理を探求する研究手法である
[1, 2]。従来の実験神経科学が、神経組織の物理化学的、生理学的性質といったハ
ードウェアとしての神経システムを主な研究対象とするのに対して、計算論的神
経科学では、抽象的な計算原理を探求するという点が大きく異なる。ハードウェ
アレベルの神経科学は、実験データの裏付けをとりやすく科学的実証性が高いと
いう利点があるが、一方でそれがどういうアルゴリズムと計算原理に結びついて
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いくかを見通すのが難しいという性質がある。このような困難を克服するため、
古くは神経回路モデル[3]やサイバネティクス[4]などの理論やモデルに基づく神
経システムの研究が試みられてきた歴史がある。しかし計算論的神経科学という
名前のもとに活発な学問分野を形成し、実験神経科学と同等に重要な神経科学の
方法論であると認識されるようになったのは、ごく最近のことである[1]。計算論
的神経科学が抽象的な計算原理を探求するとはいえ、その理論が神経システムの
ハードウェアとしての生物学的な制約（例えば神経回路）に基づいていることで
はじめて意味をなすといえる[1, 5]。したがって、これら両方の方法論を効果的に
同時進行させることによって、より効率的な脳の理解が可能になると考えられる。 
計算論的神経科学の神経科学研究における重要性の認識が高まるに従って、こ
の手法を精神医学の研究に積極的に応用すること（計算論的精神医学[6]）への期
待が高まっている。というのも生物学的精神医学の知見が、近年ますます蓄積さ
れているにもかかわらず、依然として分子生物学的な知見と現象レベルの臨床的
な病像の間の説明のギャップがうまらない、という困難が存在するからである。
これは中間的なレベルを説明できる神経科学の不十分さによるのであって、この
ギャップをうめるのに計算論的神経科学の貢献が期待できるのである。例えば、
強化学習という機械学習の計算理論に基づいた意思決定過程のモデルは、神経伝
達物質やニューロン活動レベルの観察と意思決定という行動レベルを橋渡しする
メカニズムの説明を提供し、精神医学への貢献も期待されている[6-8]。 
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また計算論的神経科学においては、「つくってみて理解する」というアプローチ
を重視するため、神経ロボティクスという研究手法を用いることが有効と考えら
れている[1, 9, 10]。神経ロボティクスとは、ロボットのような人工エージェント
が知的な振る舞いをするために本質的な要素は何か、を明らかにしようとする研
究手法で、工学的な側面だけではなく、その認知・行動機能を実現するのに本質
的な計算原理やメカニズムを明らかにしようとする、という意味で神経科学の一
分野としての側面がある。神経ロボティクス研究は、知的機能とは脳・身体・環
境との相互作用のなかから創発する、という考え（“身体化された知能 Embodied 
mind [11] ”）に基づいて、身体を持ち物理環境と実際に相互作用するロボットを
もちいた実験を重視する。理論的研究において、シミュレーションが役に立つこ
とは疑いがないが、シミュレーションでは、予測不能な物体の摩擦など多くの物
理現象を完全に取り込むことはできないため、実際のロボットが物理環境で行為
することとは根本的に異なると考えなければならない [12]。また、共通の研究プ
ラットホームが普及していないため、シミュレーション研究では、物理環境に関
する条件を実験者がすべて設定する必要があり、得られた結果を他の研究者が科
学的に再現することが困難となりがちである。この意味で、システムの再現可能
性、頑強性、妥当性を示すために、ロボットが実際に物理環境で動作することを
示すことは非常に有効である。近年の計算機やロボットの性能の向上によって、
動物の適応行動[10]、乳幼児の運動や認知能力の発達[13]、言語などの高次認知機
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能[14]に関する神経ロボティクス研究が盛んに行われるようになり、ヒトを含む
動物の高次認知機能の理解にこの研究アプローチが貢献できる可能性が期待され
ている[15, 16]。神経・精神疾患もまた、脳だけでなく身体を通じた環境や他者と
の相互作用の中で生じるものであるのだから、神経ロボティクス的な視点がこれ
らの疾患の病態理解に貢献できる可能性があると思われる。本研究は、計算論的
精神医学および神経ロボティクスの手法を用いた初めての試みである。 
 
2-2. 適応行動の計算論 
 動物の高度な認知や複雑な行動は、神経システムの機能的な階層性によって可
能になると考えられている[17-19]。ヒトの運動制御システムは、そのような機能
的階層性を備えた神経システムの代表例であるといえる。ヒトは同じ行為をくり
返し経験することで、いくつもの熟練した行為を獲得する。その過程で連続した
動作のいくつかの部分は、くりかえし利用される運動の要素（プリミティブ [用
語 1]）として分節化される[20, 21]。こうして分節化された運動のプリミティブは、
状況に応じて異なる順序や形に柔軟に再統合され、多様な連続的行為として再統
合することができる（“Schema theory” [22]）。 
 このような階層的なシステムにおいて、トップダウン的プロセスとボトムアッ
プ的プロセスの相互作用が、柔軟な適応行動に重要な役割を果たす。例えば、遂
行機能の評価としても用いられるウィスコンシン・カードソーティング・テスト
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のような認知タスクにおいて、被験者は内的に表象されたタスク文脈（現在有効
な照合規則）に応じて、トップダウン的にレスポンスを生成する。照合規則が、
予期できないタイミングで実験者によって変更されたときには、このトップダウ
ン的予測と実際の感覚フィードバックとの間に予測誤差が生じる。タスクの要求
に応じるには、被験者の内的に表象されたタスク文脈は、予測誤差に応じてボト
ムアップ的に修正される必要がある。このような意図やゴールに基づくトップダ
ウン的予測とボトムアップ的修正のスムーズな相互作用が、環境への柔軟な適応
的行為を可能にする[23-25]。神経システムにおける機能的な階層性は、ヒトの社
会的な文脈における適応的な行為の生成にも重要な働きをしていると思われる。
一方で、このシステムが適切に機能しなければ、その不調は、神経・精神疾患に
みられるような複雑で多様な徴候を示す可能性がある。本研究では、適応行動の
計算理論の観点から、統合失調症の徴候が、適応行動に欠かすことのできない階
層的な神経システムにおける障害として理解できる可能性を提案する。 
 
2-3. 既存の統合失調症の病態仮説の統合 
統合失調症は、幻覚・妄想、自我意識の障害をはじめ多彩な症状を呈し、認知・
社会的機能の低下を伴う精神疾患で、有病率は全人口の 0.5-1%とされる。遺伝的
要因と環境要因両方が発症に関与していると考えられているが、明確な病因や症
状が生じるメカニズムはあきらかになっていない。 
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近年、統合失調症の病理を適応行動の観点から理解しようとするこころみがな
されている。Frith ら[26]は、予測運動制御理論の観点から、統合失調症の中核症
状である行為の意思作用感障害のメカニズムを説明する仮説を提案した。この仮
説によると、自己の運動結果の感覚予測である順モデル forward model [27, 28]と
実際の感覚入力が一致するとき、感覚入力の減弱を引き起こし、この減弱が行為
の意思作用感 sense of agency をもたらすとされる。統合失調症では、順モデルに
よる感覚入力の予測に障害があり、実際には意図された運動を生成し、正確なフ
ィードバックがあるにもかかわらず、予測との不一致があるため意思作用感の異
常を来すとされる（図 1）。 
また、これまでの臨床的な観察から、統合失調症の症状は、局所的な脳領域の
障害では説明できず、むしろ階層的に構成された脳領野間の機能的結合の異常に
よるのではないか、との仮説が提案されている（disconnection syndrome 仮説
[29-31]）。例えば、大脳皮質の階層的なネットワークの異常、特に前頭前野と頭頂
葉[32, 33]や側頭葉[34]との機能的な結合の異常を示唆する観察が報告されている。 
 さらに、これとは別の観点から、統合失調症患者において予測誤差情報に基づ
く行為調整システムに異常があることが指摘されており、その病態に重要な働き
をしている可能性がある[35-37]。予測誤差情報処理プロセスは、適応行動におけ
る階層間の相互作用に欠かせないプロセスであり、統合失調症が階層的な神経シ
ステムにおける異常が関与している可能性を示唆している。 
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しかしながら、これらの仮説は、対象とする症状や説明のレベルがまちまちで
断片的である。さらに階層的な神経システムにおける障害が、どのようにして統
合失調症の徴候にいたるのかが不明である。本研究では、これら既存の仮説を統
合して理解することを試みる。 
 
2-4. 神経回路モデルによる異なるレベルの理論の橋渡し 
本研究においては、提案する適応行動の計算理論を神経回路モデルとして具体
化し、その妥当性をテストする。神経回路モデルとは、生物の神経システムを模
した計算モデルで、人工ニューロン素子がシナプス結合によりネットワークを形
成したものである。学習によってシナプスの結合強度を変化させることで、連想
記憶、感覚・運動マッピング、時系列パタンの生成など、さまざまな知的情報処
理を実現できる（図 2A に排他的論理和 [用語 2]とよばれる論理演算を解く神経
回路モデルの例を示した）。特に、リカレント・ニューラル・ネットワーク recurrent 
neural network (以下、RNN: 図 2B）は、その再帰的な結合に基づいて内部状態を
保持することにより複雑なダイナミクスを生成できるという特質があるため、感
覚・運動シーケンスなどの時空間的なパタン学習のモデルにしばしば利用される
[38, 39]。神経回路モデルは、その情報処理機能が神経回路を構成するニューロン
素子の活動レベルとシナプス結合から生成される、という意味で実際の神経シス
テムの特徴をよく反映しており、マクロなレベルで生物学的な神経回路のメカニ
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ズムを模倣していると考えることができる[40, 41]。 
これまでも、神経回路モデルを用いた精神疾患の病態モデル研究が試みられて
きた。例えば、再帰的な結合をもつ神経回路における文脈情報処理の異常が、統
合失調症の認知機能障害を引き起こす可能性を指摘したモデル[42]や、連想記憶
ネットワークのシナプス結合の異常が、記憶間の関係を不安定化するモデル[43]
などが提案されている。これらのモデルは、概念的なレベルで統合失調症の病態
の一側面の理解に貢献している。しかし、対象がシンボルレベルの情報処理であ
りモデルの抽象度が高いため、定量的な実証研究の発展に結びついて来なかった。
本研究では、環境との感覚・運動相互作用レベルの神経活動から、認知・行動レ
ベルへの橋渡しするような説明を提供することを目指す。 
 
 
3. 研究目的 
本研究の目的は、統合失調症の多彩な症状が、ヒトが柔軟で多様な行動を生成
するために欠かせない予測運動制御システムにおける機能的階層性の異常に由来
する、との計算論的モデルを提案し、その妥当性を神経ロボティクスの手法を用
いて実験的に検証することである。提案する計算理論は、異なる観点から提案さ
れてきた従来の仮説を矛盾なく統合することができる。これにより統合失調症の
病態の理解を深めるとともに、神経・精神医学における実証研究へ橋渡しするよ
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うな洞察を得ることを目的とする。 
 
 
4．研究方法 
4-1. システム概要 
提案する予測運動制御の計算理論は、神経回路モデルとして具体化する。神経
活動と認知や行為の関係を検証するために、神経回路モデルに駆動され実際の物
理環境において動作する小さなヒューマノイドロボット（SDR-4X：ソニー製
[44] ）を使用する。ロボットの前には、操作対象オブジェクト（約 9x9x9 cm）が
置かれた作業台が設置され、ロボットはオブジェクトの位置や行動の順序に応じ
たルールに従う認知行動タスクをこなすことが求められる。 
図 3 は、システムの概要を示している。神経回路は、現在の時刻 t におけるロ
ボットの腕の関節角度の感覚 p
^
t と視覚イメージ v
^
t を入力として受け、次の時刻
t+1 の感覚の予測 pt+1, vt+1 を出力する。関節角度の予測は、運動指令としてロボ
ットに送られ、ロボットはこれに基づいて動作を生成する。ロボットの動作の結
果生じる環境の変化を反映した感覚情報は、感覚フィードバックとしてふたたび
ロボットに戻される。このループによって、ロボットは連続的な動作を生成する
ことができる。神経回路のダイナミクスとして獲得される感覚予測の機能は、運
動制御理論における順モデルとよばれるものに相当する[27, 28]。 
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4-2. 多時間スケール RNN multiple timescale RNN (MTRNN) 
神経回路を構成するニューロン素子のモデルは、一般的な発火率モデルをもち
いる。このモデルでは、神経回路の 1 つのニューロン素子が実際の単一の神経細
胞に対応するのではなく、一群の神経細胞の平均発火率に対応する。システムの
主要部分は、連続時間型リカレント・ニューラル・ネットワーク continuous time 
RNN (CTRNN)でモデル化される。CTRNN は RNN の 1 つのタイプで、ニューロ
ン素子の膜電位が現在のシナプス入力のみではなく過去の状態の履歴に影響され
る、という特性のために連続的に変化する感覚・運動シーケンスなどの学習に有
利である[45, 46]。この連続時間型の特性は、時定数 τ を用いて以下の式 1 によっ
て現される。 
( )1111
,,1, 





+





−= ∑+
j
tjij
i
ti
i
ti xwuu ττ
 
ここで ui,t は時刻 t におけるニューロン素子 i の膜電位、xi は発火状態、ｗij はニュ
ーロン素子 j から i へのシナプス結合強度である。膜電位 u は、-∞から+∞までの
連続的な値をとるが、発火状態 x は以下のようにシグモイド関数（式 2）を用い
て、0 から 1 の値に変換される。 
( )2
1
1
,
,
tiuti e
x
−+
=  
式 1 の 2 番目の項は、i 番目のニューロン素子へのシナプス入力に相当する。時定
数 τ は、膜電位の減衰率に相当し、実際の神経細胞におけるリーク電流に対応す
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ると考えることができる。この減衰率は、過去のシナプス入力を積分する時間窓
に相当するとも考えることができる。τ の値が大きいとき、そのニューロン素子の
活動はゆっくり変化する。なぜなら、膜電位は現在のシナプス入力より過去の履
歴に強く依存するからである。一方、τ の値が小さいとき、過去の履歴の効果は小
さく、そのニューロン素子の活動は、速やかに変化することができる。 
実験で使用する神経回路は、入出力ニューロンと、入出力を受けないコンテク
スト・ニューロン [用語 3] で構成される。本研究では特に、コンテクスト・ニュ
ーロンを異なる時定数をもつ 2 つのグループに分ける。最初のグループは、小さ
な τ の値をもち、活動が早く変化する Cf ニューロン（Cf）、もう一方は、大きな τ
をもち活動がゆっくり変化する Cs ニューロン（Cs）である。この多時間スケール
の特性を導入することにより、神経回路に機能的な階層性が自己組織化されるこ
とが可能になる[19]。このような異なる時間スケールのコンテクスト・ニューロ
ンをもつ CTRNN のことを多時間スケール RNN（MTRNN）という[19]。 
神経回路モデルのニューロン数は、実験の予備段階においてニューロン数を変
化させながら学習を繰り返し、教示データを再現できる最小限のニューロン数を
もちいて実験を行った（後述の実験 1 では、Cf ニューロン 60、Cs ニューロン 20、
実験 2 では Cf ニューロン 40、Cs ニューロン 20）。神経回路の記憶容量はタスク
の複雑さ、教示データの重なりの度合いなどに応じて変化するため、神経回路モ
デルにおける十分なニューロンの数を導く一般理論は存在しない。しかし近年の
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研究では、MTRNN が多様な教示データに対して幅広いパラメータ領域で収束し、
機能的階層性が自己組織化することが確認されている[47, 48]。従って、これらの
パラメータ設定が本研究の結果に本質的な影響は与えないと考えられる。 
 
4-3. 神経回路モデルの学習 
神経回路のダイナミクスとして獲得される感覚予測の順モデルは、学習を通じ
て獲得される。学習は、一般的な教師あり学習 [用語 4]で行われる。学習におけ
る教示信号は、実験者がロボットの両手を保持して、ゴールとなる行為の軌跡を
導き、記録された関節角度と視覚情報の時系列データを用いる。学習の目的は、
神経回路の最適なシナプス結合を獲得することである。学習の初期には、シナプ
ス結合強度はランダムに設定されるため、神経回路の出力によって生成される感
覚予測とロボットの行為は、ランダムである。シナプス結合強度は、この神経回
路が生成した予測と教示信号との誤差に基づいて、予測誤差を最小化する方向に
更新される。予測誤差を E と定義すると、シナプス結合強度 w の更新は、以下の
式 3 にしたがって可能となる。 
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ここで n は、学習の繰り返し回数、α は学習係数である。シナプス結合更新のた
めの勾配∂E/∂w の計算は、バック・プロパゲーション[49]という数理的アルゴリズ
ムに従って行われる。この更新プロセスを多数回くりかえすことで、最終的に予
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測誤差が最小化され、神経回路は最適なシナプス結合を得ることができる。 
神経回路の学習の終了は、予測誤差が一定の値以下に達することで判断する方
法と、学習繰り返し回数の上限を決めて判断する方法がある。学習が収束したと
判断できる予測誤差の具体的な値は、実験条件や教示データの大きさによって変
化し一般的な基準は存在しないため、本研究においては、神経回路学習とロボッ
ト行動の予備実験から繰り返し回数の上限（実験 1 では 5000 回、実験 2 で 100000
回）を設定する方法をとった。 
 
4-4. 実験の構成 
はじめに、プリミティブとその組み合わせによって実現されるような複雑で多
様な行為の組み合わせが、神経システムの機能的階層性と意図/ゴールに基づくト
ップダウン的予測によって可能になることを示す（実験 1）。次に、外界の変化に
柔軟に対応するためには、トップダウン的予測に加えて、ボトムアップ的に意図/
ゴールを修正するメカニズムが欠かせないことを示す（実験 2）。最後に、このよ
うな階層的な予測運動制御システムにおいて起こりうる異常を、神経回路上のシ
ナプス結合を変化させることによってシミュレートする。結果的に起こるロボッ
トの振る舞いと神経活動の変化を解析し、実際の統合失調症において観察される
知見と現象レベルでの対応について考察を行う（実験 3）。これにより、統合失調
症の症状成立に、予測運動制御システムの機能的階層性が本質的な役割を果たし
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ているとの仮説の妥当性を検証する。 
 
 
5．研究結果 
5-1. 実験 1:機能的な階層性とトップダウン的予測に基づく多様な行為の生成 
[19] 
5-1-1. 実験 1 の方法 
ロボットのタスクは、次の 5 つの行為を自律的に生成することである：(1)物体
を 3 回上下に持ち上げておろす、(2)物体を 3 回左右に動かす、(3)物体を 3 回前後
に動かす、(4)物体に片手で触れる、(5)3 回手拍子をする（図 4）。図 4 に示したよ
うに、タスクの行為は、物体に到達する、物体をつかむ、上下に持ち上げる、な
ど繰り返し利用されるプリミティブとその組み合わせから構成されていることが
わかる。それぞれの行為は、同じホームポジションから始まり、ホームポジショ
ンに戻って終わる。タスクの軌跡は複数の分岐を含むような状態遷移で現せる構
造を持っている。すなわち、ホーム位置から、物体に到達する、片手でタッチす
る、拍手をすると 3 つに分岐し、物体に到達した後も、上下、左右、前後に動か
す行動の 3 つに分岐する。これらの繰り返し行動の間も、もう一度同じ行為をく
り返すか、それともホームに戻るのかといった分岐が含まれる。このような分岐
を含む時系列は、将来の状態が現在の感覚入力のみからは推定できない、という
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意味で隠れ状態を含む。したがって、ロボットは、現在の感覚フィードバックに
応じて反射的に行為を生成していたのでは、複数の異なった行為のパタンを生成
することはできず、行為を開始する時点で行為の意図/ゴールを内的に保持してい
る必要がある。 
RNN は、隠れ状態を含むような複数の時系列パタンを、初期状態との対応で学
習できることが知られている（初期値敏感性[50]）。本研究ではこの初期値敏感性
の性質を利用して、複数の行為のパタンを Cs ニューロンの異なる初期状態と対応
づける。異なる初期状態を設定することにより、それに対応する行為を生成する
ことができる、という意味で、Cs ニューロンの初期値が行為の意図/ゴールに対応
すると考えることができる。初期値と異なる行為（時系列パタン）との対応は、
シナプス結合の学習プロセスと同時に自己組織化することができるが、本研究に
おいては、学習時のパラメータ数を減らすために、異なる行為に対応する異なる
初期値を定数として実験者が設定した。 
 
5-1-2. 実験 1 の結果 
学習を通じて、シナプス結合が予測誤差を最小化するよう最適化された神経回
路に駆動されたロボットは、目標のタスク行為を実際の物理環境との相互作用の
中で生成することに成功した。図 5 は、教示データ、ロボットの生成した行為、
その際の神経活動の時系列データの一例である。ロボットが物体を上下に動かす
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などの繰り返し行動をしているとき、Cf（速い）ニューロンは、繰り返し行動に
対応する周期的活動を示すが、Cs（遅い）ニューロンは、そのような繰り返し行
動に対応する活動は示さない。神経回路の内部表現をさらに詳しく調べるために、
多次元のコンテクスト・ニューロンの活動を主成分分析によって 2 次元にプロッ
トしたものが図 6 である。図 6 おいて、Cf ニューロンは、繰り返し行動に対応す
る周期的活動を示し、物体の位置の変化に応じて平行にシフトする特定の構造を
示す。一方、Cs ニューロンは、そのような繰り返し行動に対応する活動はみられ
ず、位置に応じた変化もない。この観察から、行為の時系列に繰り返し出現する
動作のパタンは、プリミティブとして分節化され、早い時定数の Cf ニューロンの
グループに表現される。一方、遅い時定数の Cs ニューロンは、物体の位置によら
ず、より抽象的な形でプリミティブの順番や切替えをコードしていることを示唆
している。これらの観察は、コンテクスト・ニューロンに多時間スケールの特性
を導入したことにより、神経回路にプリミティブとそのシーケンスという機能的
階層性が自己組織化したことを示している。 
 
5-2. 実験 2:トップダウン的予測とボトムアップ的修正の相互作用による環境の
変化への柔軟な適応 [51] 
5-2-1. 実験 2 の方法 
ロボットのタスクは、物体の位置と行為を対応づけたルールに基づいて、(A) 位
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置 R において物体を左右に 3 回動かす、(B)位置 L において物体を上下に 3 回動
かす、という 2 つの異なるタイプの行為を繰り返し生成することである（図 7）。
ロボットは、これら一連の行為を生成することに加えて、実験者によって予期せ
ぬタイミングで物体が動かされるのに柔軟に対応し、行為を切り替えることが求
められる。このような柔軟な適応行動を実現するためには、ロボットは、現在実
行しているタスクの内的な表象を持っている必要があり、さらにこの表象は、標
的の行為が変わったときには更新されなくてはならない。本研究では、このよう
なロボットの内的な表象とそれに対応する神経活動のことを、それぞれ“意図/
ゴール”、および“意図状態”とよぶ。 
実験 1 においては、複数の行為のパタンは初期状態と対応づけることで生成し、
Cs ニューロンの初期状態が、行為の意図/ゴールを表現すると考えた。実験 2 では、
行為の実行中にリアルタイムに複数の行為のパタンを切り替えるため、意図状態
を初期値で表現するかわりに、Cs ニューロンの一部をパラメトリック・バイアス 
parametric bias (PB) [24]として用いる。PB とは、神経回路への定常的な入力で、
非線形な力学システムのダイナミクスを変化させる分岐パラメータとして機能す
る[24]。PB のこの機能を利用すると、初期状態と同様に、PB がある値をとること
によって、神経回路は特定の行為のパタンをトップダウン的に生成することがで
きる。実験 2 では、特定の Cs ニューロンのダイナミクス（つまり、異なるプリミ
ティブの組み合わせ）に関連づけられた PB ニューロンの活動は、トップダウン
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的な意図状態に対応すると考える。PB ニューロンの活動と特定の行為のパタンと
の連合は、学習プロセスを通じて自己組織化することができる。しかし、本研究
では、学習時のパラメータ数を減らすため、異なる行為に対して異なる PB の値
を実験者が設定した。 
意図/ゴールに基づくトップダウン的な行為の生成に加えて、外界の変化に迅速
に柔軟に適応するために、ボトムアップ的な修正プロセス[24]を導入する（図 8）。
外界に予期せぬ変化があると、神経回路による感覚予測と実際の感覚フィードバ
ックとの間に予測誤差が生じる。ボトムアップ的修正プロセスでは、この予測誤
差に基づいて、PB ニューロンの活動が予測誤差を最小化する方向に自律的に修正
される。このプロセスの繰り返しにより、PB ニューロンの活動は、新しい状況に
適したもう一つのタスク行動に対応した値に到達し、結果、ロボットの行為は柔
軟に変化させることができる。 
すなわち、リアルタイムでの行為実行中の予測誤差を pe とすると、PB ニュー
ロンの膜電位 u は、∂pe/∂u と逆方向に変化させることで予測誤差を最小化するこ
とができる。この予測誤差最小化の計算は、学習における誤差最小化と同じバッ
ク・プロパゲーション[49]のアルゴリズムで実現できる。行為の生成において、
トップダウン的な意図とボトムアップ的な修正はリアルタイムで行われ、これに
よりロボットは予期できない外界の変化に柔軟に対応することができる。 
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5-2-2. 実験 2 の結果 
実験 1 と同様に、学習を通じてロボットは、トップダウン的な意図に基づいて
目標のタスク行為を実際の物理環境との相互作用の中で生成することに成功した。
さらに、ボトムアップ的修正のメカニズムを導入することで、トップダウン的な
行為の生成のみならず、外界の変化への柔軟な対応が可能になることが確かめら
れた。図 9 は、訓練された神経回路によって、ロボットがリアルタイムでトップ
ダウン的予測とボトムアップ的な修正を繰り返しながら、タスクの行為を生成し
ている際の感覚・運動シーケンスとニューロン活動の例である。予期できない物
体の位置の移動によって、予測誤差が一時的に上昇し、ロボットの意図状態が修
正され、結果的に柔軟な行為の切替えが達成されている（図 9 矢印）。ここで予測
誤差の上昇は、外的な撹乱の存在を意味し、予測誤差を最小化する方向に意図状
態を修正することは、外的な変化を認識することに対応すると考えることができ
る。 
 
5-3. 実験 3:階層間の機能的断裂による予測誤差シグナルの不均衡 [51] 
5-3-1. 実験 3 の方法 
トップダウン的予測とボトムアップ的修正の相互作用における障害が、統合失
調症の症状形成に関与するとの仮説を確かめるため、階層的ネットワークの機能
的断裂をシミュレートする。実験 2 で正常に行為を生成することができるように
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訓練した神経回路の階層間のシナプス結合にノイズを加えることで、階層間の機
能的な断裂を生じさせ、結果的に起こるロボットの振る舞いの変化、神経回路モ
デルの神経活動と内部表現の構造を解析する。 
具体的には下の式 4 に従って、プリミティブに相当する情報を表現する Cf ニュ
ーロン（低次レベル）と、意図/ゴールとプリミティブの切り替えを表現する Cs
ニューロン（高次レベル）との間のシナプス結合に、ランダム・ノイズを加える。 
( ) ( )4CsjCfiorCfjCsiwUww ijijdisij ∈∩∈∈∩∈+= κ  
ここで U(a) は、範囲[-a, a]の一様分布に従う乱数で、κ は、シナプス断裂の程度
を決めるパラメータである。κ の値は、0 から 1 までの値をとる。例えば、シナプ
ス断裂の程度が κ=0.1 であるとは、各シナプス結合の強さに対して、+/-10％のノ
イズが加えられることを意味する。 
 
5-3-2. 実験 3 の結果 
シナプス断裂によって生じる予測誤差の変化とロボット行動の変化を、図 10
にまとめた。シナプス断裂の程度が軽微な場合、ロボットは見た目上、正常な行
為を生成する。しかし、シナプス断裂によって引き起こされた順モデルの異常が
あるため、散発的な予測誤差の増加が生じる。散発的な予測誤差の増加により、
予測誤差を最小化するボトムアップ的プロセスが自律的に動作し、ときに不規則
な意図状態の切り替えが引き起こされる（図 11 矢印）。 
26 
 
シナプス断裂の程度が強くなると、ロボットの行動はタスクのルールに従った
組織化された形を失ってしまう。異常な行動は、ときに統合失調症の重症例で観
察されるものに類似したかたち、例えばカタレプシー的行動（同一姿勢で停止す
る：図 12A）、常同症的行動（同じ動作をくり返す：図 12B）といった行動パタ
ンを示す。ロボットにおけるこれらの異常行動は、異常な予測誤差とその最小化
のプロセスを通じて、ネットワークのダイナミクスが特定の安定なパタン（周期
と固定点のアトラクター[用語 5]）に収束する結果生じる。 
 
 
6．考察 
6-1. 結果の解釈 
実験の結果、意図に基づく多様な行為の生成が、神経回路の機能的階層性とト
ップダウン的予測によって可能になることを示した。トップダウン的予測に加え
て、予測誤差最小化の計算原理に従うボトムアップ的修正メカニズムを導入する
ことで、予期せぬ外的な変化への柔軟な適応が可能となることを示した。 
さらに、階層的な神経システムにおける階層間の機能的断裂をシミュレートし
た実験では、自発的予測誤差の発生が観察された。この観察は、統合失調症の症
状形成に階層間の機能的断裂が重要な働きをすることを示唆した。すなわち、機
能的断裂の程度が軽微な場合には、外見上ロボットの行動に変化を来さないにも
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かかわらず、自発的な予測誤差シグナルが発生し、階層間の相互作用の変化を引
き起こすことが観察された。この自発的な予測誤差シグナルは、シナプス結合の
異常に由来するため、環境には感覚的外乱がないにもかかわらず発生する。した
がって、内的に発生した“架空の”予測誤差は、原理的には患者には正常に生成
される予測誤差と区別できず、その原因が特定できないにもかかわらず「何かか
がおかしい」という感じを引き起こす可能性があると考えられた。この感覚は妄
想気分とよばれ、統合失調症の代表的な前駆症状と考えられている[52]。異常な
予測誤差シグナルは、ときに不規則な意図状態の切り替えを引き起こし、結果的
に患者が自分の行為が何か外の力によって、影響を受けていると感じる体験（自
我障害）を引き起こす可能性が考えられた。さらにこの代償不能な予測誤差シグ
ナルが、神経回路を伝搬して、様々な知覚や認知のモダリティに侵入していけば、
統合失調症の患者に典型的な幻覚・妄想[53]といった症状に発展するかもしれな
い。 
機能的断裂の程度がより重篤な場合には、ロボットの行動は解体し、ルールに
基づく行動はできなくなる。異常な行動は、カタレプシー的行動（同一姿勢で停
止）や常同症的行動（同じ動作をくり返す）など、統合失調症の重症例で観察さ
れるものに類似したパタンを示した。ロボットのこれらの異常行動は、異常な予
測誤差とその最小化のプロセスを通じて、神経回路のダイナミクスが特定の安定
なパタン（周期と固定点のアトラクター）に収束する結果生じると考えられた。 
28 
 
これらの研究結果は、統合失調症の多彩な症状が、階層的な神経回路における
機能的断裂に対する不適応プロセス、すなわち予測誤差最小化のバランスを維持
するための代償、として理解できることを示している。さらにこれらの結果は、
シナプス結合の障害部位と予測誤差シグナルの不均衡の程度が、症状の多様性と
重篤度をともに説明する、という統合失調症の病態に対するシステムレベルでの
原理的説明を提供する。このアイデアは、予測誤差情報と脳領野間の機能的結合
の重要性を強調する従来の統合失調症の病態仮説とも矛盾しない[29-31, 36, 37, 
54]。さらに統合失調症の基本障害を想定し、その多彩な症状の中に中核ゲシュタ
ルト core gestalt [55]と呼べるような中核症状が存在するとする立場とも一致する。
一方、カタレプシーや常同症などの緊張病様異常行動を症状の重症化として提示
したが、実際の臨床的観察においてこれらの症状は統合失調症特異的ではなく、
別の独立した症候群を仮定する立場もある[56]。しかし、固定点や周期アトラク
ターへの収束は、複雑なダイナミクスを保持できなくなった異常な力学システム
における一般的な挙動と解釈することができる。すなわち、階層間の機能的断裂
以外の様々な原因で同様の事態が生じうると考えられるため、緊張病症状が統合
失調症特異的ではないという立場とも矛盾はない。本研究の結果は、緊張病症状
が、統合失調症の中核症状を生じる基本的病態の連続として生じうることを示し
た、という意義があると考えられる。 
本研究は、神経回路の階層間の機能的断裂によって順モデルの障害が起こるこ
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とを示すことで、独立に提唱されていた統合失調症における順モデルの障害仮説
と、脳領野間の機能的結合の異常仮説をはじめて実験的に結びつけた。いくつか
の先行研究が、統合失調症に順モデルの異常が存在することを指摘している[57, 
58]。一方で、統合失調症の患者が順モデルを必要とするタスクを正常なにこなす
ことができるとする報告もある[59, 60]。また、順モデル障害仮説は、統合失調症
の患者が、異常な自己意識を散発的にしか体験しないという臨床的な観察と一致
しない、との指摘もある[61]。我々の実験結果は、統合失調症の順モデルの障害
に関するこれらの混乱する知見に、明確な説明を提供する。すなわち、階層間の
機能的断裂が基本的な病態であるため、感覚・運動マッピングに対応する低次レ
ベルの順モデルに障害はなく、プリミティブに相当する単純な動作は正常に行う
ことができる。一方、順モデルの異常が生じるのは、プリミティブの切り替えと
いった階層間の相互作用が存在するときであって、病的体験を引き起こしうる代
償不能な予測誤差シグナルは散発的にしか生じないのである。 
また本研究は、予測誤差に基づく行為の適応システムと統合失調症の症状を結
びつけた。予測誤差に基づく行為の調整・適応システムには、内側前頭前野、下
側頭葉、側頭頭頂連合領域などの領域が関与し、これらのネットワークは、自我
の能動性の帰属や自己他者参照プロセスと関係すると考えられている[62-64]。そ
して、統合失調症ではこのネットワークの機能に異常があると指摘されている[63, 
65]。しかし、これらの領域が症状形成にどのような貢献をしているのかは明らか
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にされていない。我々が提案した、自発的な予測誤差の発生と誤差最小化のバラ
ンスを維持するための代償、というアイデアは、これらの脳領域と中核症状の形
成メカニズムを結びつける理論的なフレームワークを提供し、今後の神経機能画
像研究などの基礎研究に貢献できると考えられた。 
異常な予測誤差と修正シグナルといった、階層間の機能的断裂の直接の影響に
加えて、ネットワークの均衡を取り戻すための代償としての二次的変化が起こる
可能性を仮定できる。それらの代償的な変化を考慮することで、統合失調症の中
核症状のひとつと目される陰性症状や認知障害 [66]といった症状の形成を理解
できる可能性がある。例えば、機能的断裂の結果増加した異常なボトムアップ修
正シグナルを抑制するために、トップダウンプロセスが強調されるかもしれない。
異常に強調されたトップダウンプロセスは、外的な入力の無視、例えば、認知障
害としては保続傾向、より社会的文脈では自閉や社会的引きこもりなどにつなが
るかもしれない。一方、トップダウンプロセスを抑制することでも、トップダウ
ンとボトムアップの間の葛藤を解決しうる。トップダウン的意図の強い抑制がお
これば、認知障害としては外的な感覚入力に対する過剰な反応、社会的な文脈で
は自発性の欠如につながるかもしれない。 
 
6-2. モデルの生物学的妥当性と限界 
6-2-1. 時間の階層 
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提案した神経回路モデルにおいて、ニューロン活動の時間特性の違いによって
機能的階層性が自己組織化することを示した。ここでのニューロン活動の時間特
性とは、あるニューロン群の発火活動の積分時間窓、すなわち、シナプス入力へ
の応答と履歴の影響のバランスに相当する。このようなニューロン活動の時間特
性の違いが、大脳皮質の機能的階層性に対応するという仮説は、多くの生物学的
観察によって支持されている。例えば、視覚系では、低次視覚野で抽出された短
い時間スケールの特徴から、高次視覚野が長い時間スケールでの不変成分を抽出
する、という視覚皮質の機能的階層性が、ニューロン活動の時間的特性によって
表現されていることがわかっている[67, 68]。また、聴覚系では、音声の周波数遷
移特性（フォルマント）レベルから音節レベルへの機能的階層性が、脳領野ごと
のニューロン活動の積分時間窓に対応して分化していると考えられている[69, 
70]。同様に、運動に関与する前頭葉皮質においても、短い時間スケールでの実際
の運動指令と長い時間スケールでの運動の計画という機能的階層性が、脳領域の
活動の時間特性に対応すると考えられている[71, 72]。 
 
6-2-2. ボトムアッププロセスのモデル化 
本研究では、ボトムアップ的修正プロセスにおいて、意図/ゴールに対応する高
次レベルの PB ニューロンのみが更新されるというモデル化を行った。この単純
化を行ったのは、ひとつには、リアルタイムでロボットが動作するための、計算
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時間の節約という技術的な制約があったためである。原理的には、低次レベルの
ニューロンの状態も、ボトムアッププロセスを通じて同時に更新することが可能
である。しかし、ボトムアップ的修正プロセスの、低次レベルと高次レベルへの
影響のバランスを制御するパラメータの導入が必要になるなど、モデルの複雑さ
が増すことになる。本研究の標的は統合失調症の病態であり、階層的なシステム
における異常の高次レベルへの影響が想定される[73]ため、モデルの複雑化を避
ける意味でも、上述のモデル化を採用した。しかし、ボトムアップ的修正プロセ
スの、低次レベルと高次レベルへの影響が変化することによって、本研究で観察
した以外の行動や神経活動の変化が観察される可能性がある。この意味で、本研
究で用いた単純化は本研究の限界であり、今後より詳しい検討を加える必要があ
る。すなわち、トップダウン的予測とボトムアップ的修正のバランスとその異常
が、どのような神経・精神疾患の病態に対応するのかといった、より一般的な議
論に結びつく可能性がある。 
 
6-2-3. 機能的断裂のモデル化 
 機能的断裂をモデルで実現する方法としては、本研究で用いたランダムノイズ
を加える以外にも様々な方法が考えられる。例えば、統合失調症における脳領野
間の結合の解剖学的変化[30, 31]、あるいは過剰なシナプス刈り込み[74] といった
仮説を取り入れる方法である。これらの現象のモデル化には、シナプス断裂の強
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度の他に閾値などのパラメータを加える必要があり、モデルの複雑さと恣意性が
増す。このため、本研究では、最小限のモデル化として、ランダムにノイズを加
える方法をとった。この方法は、最も単純で恣意性の低いモデル化方法であると
同時に、統合失調症において、神経ネットワークのノイズが過剰になっている、
という仮説[75]の妥当性に対するテストになっている。 
機能的断裂のモデル化方法や閾値パラメータの違いによって、本研究と異なる
現象が観察される可能性も否定できない。この意味で、機能的断裂のモデル化方
法は、本研究の限界のひとつである。機能的断裂の様々なモデル化を試すことで、
他の神経・精神疾患における症状との対応や、統合失調症の症状との本質的な相
違点に関する議論が可能になる可能性がある。さらに近年、機能的断裂症候群の
病態基盤として、脳領野間の結合の解剖学的変化に加えて、シナプス可塑性の異
常、神経調節因子の異常などが想定されている[30, 31]。しかし、本研究では、モ
デルの抽象度がシステムレベルに制限されるため、個々のシナプスレベル、神経
伝達因子のレベル、短時間でのシナプス結合の変化のレベルは検討できていない、
という限界がある。 
 
6-2-4. 二次的変化・発達的変化 
本研究は、神経回路における階層間の機能的断裂の度合いによって統合失調症
の症状の重症度が説明できる可能性を示した。この観察は、寛解と増悪の病相を
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くり返す機能性精神病としての側面をよく表しているといえる。一方で、統合失
調症の基本的な病態は、その発達過程の初期から既に存在し、思春期・青年期に
なって発症に至る可能性が考えられている（神経発達障害仮説[76]）。しかし本研
究では、神経回路の階層間の機能的断裂に標的を絞り、神経回路のシナプス結合
や階層間の相互作用に関わる多くのパラメータを固定し、最も単純なかたちでの
現象を観察したため、発達過程や学習、発病後の二次的変化などを含むような時
間的変化を表現できていないという限界がある。同様に、統合失調症において重
要な所見とされる、反復刺激や新奇刺激への反応パタンの変化 [66]といった特徴
について対応付けも困難である。機能的断裂が存在する下での神経回路の発達・
学習過程への影響を観察したり、機能的断裂によって生じた異常な予測誤差に対
する二次的変化をシミュレートすることは、今後の課題であり、統合失調症の多
様な病態を理解する上で有益だと思われる。 
 
6-2-5. モデル化の規模と抽象度 
 上述したように、本研究のモデル化には、神経回路モデルのニューロン数、学
習パラメータ設定などについて、十分確立された理論が整っていないため、発見
的（ヒューリステック）な手法をとらざるを得ないという限界があった。しかし、
本研究で提案したモデルは、幅広いパラメータ領域で機能することが確かめられ
ており[47, 48]、本研究の結果に本質的な影響を与えるものではないと考えられる。
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また、ロボットのタスク行為を妨害する実験操作は、自動化されず実験者の手で
行っており、ここにも恣意性が入りうる可能性がある。これらの恣意性が入る余
地を排除していくことが、今後のモデル研究の課題となる。 
また、システムの規模と抽象度も本研究の限界となっている。たとえば、ロボ
ットの認知行動タスクは実際の環境と比べて非常に静的である。さらに、神経回
路を構成するニューロン素子の数はたかだか 150 程度であり、神経回路への入出
力は、10 次元の感覚・運動ベクトルである。これらのシステムの規模の小ささと
抽象度の高さのため、実際の脳との対応の議論は、巨視的・抽象的なレベルに限
られる。本研究で提案したモデルの各要素は、必ずしも実際の脳領域との厳密な
対応を考慮したものではないが、意図に基づく行為の生成をになうネットワーク
へのシステムレベルでの対応を想定している。すなわち、行為の意図/計画に相当
するモデルの高次領域は前頭前野に、行為のプリミティブの順モデルの生成は、
運動前野と下頭頂領域のネットワーク[77, 78]に対応する。さらに予測誤差に基づ
く、修正プロセスをになうのは、内側前頭前野[36, 37]に対応することを想定する。
このレベルの抽象度のモデル化では、個々のニューロンの活動やシナプスレベル
の特性との対応ができない。したがって、分子生物学・薬理学的知見、とりわけ
ドーパミンやグルタミン酸など、統合失調症との関連の可能性が指摘されている
神経伝達物質の機能との対応づけることができていない。近年では、単一のニュ
ーロンやシナプスの生理学的特性を考慮した、スパイキング・ニューロン [用語
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6] を用いた神経回路モデル研究も盛んになってきている [79. 80] が、その対象は
局所神経回路の特性を扱うものがほとんどである。というのは、本研究で扱った
ようなルールに基づく複雑な行為を、感覚・運動マッピングのレベルから実際の
ロボットの行為のレベルまで扱うには、スパイキング・ニューロン・ネットワー
クの学習のための数理的アルゴリズムが十分に確立されていないという制約があ
るためである。また、この限界は、リアルタイムに行為するロボット実験を可能
にするために、計算量を最小化する、という制約によるところも大きい。今後、
飛躍的に向上しているロボット性能にみあった計算機性能の向上によって、より
高次元で動的な環境での実験が可能になることが期待できると思われる [16]。 
 
6-3. 臨床的貢献の可能性 
基礎研究への貢献可能性に加えて、本研究には臨床的な貢献の可能性もある。
例えば、本研究の提供する精神症状のシステムレベルでのモデルが、他の神経・
精神疾患の病態理解にも役に立つ可能性がある。予測誤差情報処理と階層的な神
経回路における機能的断裂は、自閉症[81]や強迫性障害[82]、注意欠陥・多動性障
害[83]など他の神経・精神疾患との関連も示唆されており、これらの疾患の症状
を、階層的な神経回路における誤差最小化のバランスを維持するための代償とし
て理解しようとすることで、これらの精神障害の病態理解が深まる可能性がある。 
本研究が仮定する異常な予測誤差シグナルとその代償プロセスに対応する神経
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生理学的所見、神経機能画像的所見をみつけることができれば、統合失調症の早
期発見、病態の重症度の診断や予後の推定などに役に立つような客観的指標を提
供できる可能性がある。さらに、統合失調症の社会的文脈で現れる病態を、予測
誤差に基づく行為の調整メカニズムとその異常に代償的におこる二次的変化とし
て理解をすることで、認知行動療法、社会技能訓練などのシステマチックな治療
法の進歩に貢献できるかもしれない。 
 
6-4. 一般的議論 
提案したモデルは、適応行動における学習・生成・認識が、予測誤差最小化と
いう 1 つの単純な計算論的原理で実現可能であることを示した。この結果は、予
測誤差最小化が、脳の神経回路における基本的な計算原理である、という仮説
[23-25, 84]を支持する。高度な統計モデルで提案・記述されてきたこれらの仮説を、
本研究は神経回路のダイナミクスとして具現化することで、感覚・運動相互作用
のレベルから意図や高次認知機能といった抽象度の高いレベルの現象との間を橋
渡しするような説明を提供することに成功した。近年、ヒトの高次認知機能の理
解に、神経システムを力学系の観点からみることの重要性が指摘されている[85, 
86]。本研究は、神経回路のダイナミクスが、予測誤差情報の伝達と行動において
予期できない創発的な効果を生み出すことを明確に示した。このことは、神経回
路駆動のロボット研究が、神経システムの機能障害と神経・精神疾患における異
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常行動の研究に効果的なアプローチであることを示している。 
 
 
7．結論 
適応行動の計算理論にもとづく統合失調症の症状形成に関する計算論的仮説を、
神経回路モデルとロボットを用いた実験によって検証した。実験の結果、統合失
調症の多彩な症状が、階層的な神経回路における機能的断裂に対する不適応プロ
セス、すなわち予測誤差最小化のバランスを維持するための代償、として理解で
きることが示された。予測誤差情報処理と階層的な神経回路における機能的断裂
は、自閉症や強迫性障害など他の神経・精神疾患との関連も示唆されており、本
研究の提供する精神症状のシステムレベルでのモデルが、これらの疾患の病態理
解にも貢献することが期待できる。さらに本研究の結果は、神経ロボティクスを
用いた計算論的精神医学研究が、神経回路の機能障害と神経・精神疾患における
異常行動の研究に効果的なアプローチであることを示した。 
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10．図 
図 1 
 
図 1．順モデル仮説の概念図 
自己の運動結果の感覚入力予測である順モデル（forward model）と実際の感覚入
力が一致するとき感覚入力の減弱を引き起こし、この減弱が行為の意思作用感を
もたらす。統合失調症では、順モデルによる感覚入力の予測に障害があり、実際
には意図された運動を生成し、正確なフィードバックがあるにもかかわらず、予
測との見かけ上の不一致があるため意思作用感の異常を来すとされる。逆モデル
（inverse model）とは、意図した状態に至るための運動指令を逆算する内部モデ
ルのこと[26, 27]。 
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図 2 
 
図 2.神経回路モデルの例 
(A) 排他的論理和の論理演算をする神経回路モデルの例。入力(x1,x2)が同じとき
（(1,1) または(0,0)のとき）1 を出力し、異なるとき（(1,0)または(0,1)のとき）0
を出力する。丸印がニューロン素子、丸の中の数字は閾値 θ、矢印に添えられた
数字がシナプス結合 w を現す。ニューロンの出力 y は、 θ−= ∑
j
jiji xwy で計算さ
れる。 
(B)リカレント・ニューラル・ネットワーク（RNN）の例。入出力の他に再帰的結
合を持つコンテクスト・ニューロンが存在し、文脈情報を保持することで時系列
情報処理が可能になる。 
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図 3 
 
図 3．システム概要 
現在の時刻 tにおけるロボットの腕の関節角度の感覚 p
^
tと視覚イメージ v
^
tを入
力として受け、次の時刻 t+1 の感覚の予測 pt+1, vt+1 を出力する。関節角度の予測
は、運動指令としてロボットに送られ、ロボットはこれに基づいて行為を生成す
る。ロボットの行為の結果生じる環境の変化を反映した感覚情報は、感覚フィー
ドバックとしてふたたびロボットに戻される。このループによって、ロボットは
連続的な動作を生成する。神経回路のダイナミクスとして獲得される感覚予測の
機能は、運動制御理論における順モデル[26, 27] に相当する。 
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図 4 
 
図 4．ロボットタスク１ 
(A)ロボットのタスクは、次の 5 つの行為を自律的に生成することである：(1)物体
を 3 回上下に持ち上げておろす、(2)物体を 3 回左右に動かす、(3)物体を 3 回前後
に動かす、(4)物体に片手で触れる、(5)3 回手拍子をする。それぞれの行為は、同
じホームポジションから始まり、ホームポジションに戻って終わる。タスクの軌
跡は複数の分岐を含むような状態遷移で現せる構造を持っている。すなわち、ホ
ーム位置から、物体に到達する、片手でタッチする、拍手をすると 3 つに分岐し、
物体に到達した後も、上下、左右、前後に動かす行為の 3 つに分岐する。繰り返
し行為の間も、もう一度同じ行為をくり返すか、それとも元に戻るのかといった
分岐が含まれる。このような分岐を含む時系列は、将来の状態が現在の感覚入力
のみからは推定できない、という意味で隠れ状態を含む。このため複数の異なっ
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た行為のパタンを生成するためには、現在の感覚フィードバックに応じて反射的
に行為を生成していたのでは不十分で、トップダウン的意図/ゴールに基づく行為
の生成が必要になる。 
(B)拍手以外のすべての行為において、物体は 5 つの異なる位置に置かれる。拍手
においては、行為と物体の位置との関連がないため、物体は常に位置 3 に置かれ
る。 
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図 5 
 
図 5.タスク行為の感覚・運動シーケンスとロボット行為中の神経活動の例 
教示データと学習後の神経回路によるロボット動作中の関節角度、視覚シーケン
ス。ロボット動作中の Cf（速いコンテクスト）ニューロン、Cs（遅いコンテクス
ト）ニューロンの活動。腕の関節角度は、左右の腕 8 次元のうち 4 次元をプロッ
トしている。視覚は、ロボット視野内での物体の相対的位置を 2 次元（x 軸、y
軸）に対応する。関節角度、視覚データは 0.0 から 1.0 の値にマップしてある。グ
レー・スケールで塗られた横長の長方形が、ロボット行為中のひとつのニューロ
ン素子の活動レベルに相当する。活動のレベルと色の対応は色見本を参照。 
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図 6 
 
図 6．コンテクスト・ニューロンの行為生成中の位相空間図 
それぞれのタスク行為生成中のコンテクスト・ニューロンの活動の変化を、主成
分分析後の 2 次元でプロットした。左の 4 つのグラフは、Cf（速いコンテクスト）
ニューロンの活動、右の 1 つのグラフは、Cs（遅いコンテクスト）ニューロンの
活動に対応する。線の色の違いは、物体位置の違いを表している。Cf ニューロン
の状態遷移は、物体位置に応じて平行移動し、周期行動に対応する特定の構造を
示している。一方、Cs ニューロンは位置依存の変化は示さず、行為タイプ特異的
な活動を示す。 
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図 7 
 
図 7．ロボットタスク 2 
ロボットのタスクは、(A) 位置 R において物体を左右に 3 回動かす、(B)位置 L に
おいて物体を上下に 3 回動かす、という 2 つの異なるタイプの行為を繰り返し生
成することである。ロボットは、物体が同じ位置に置かれている限り同じタイプ
の行為をくり返す。行為の生成中、実験者によって物体の位置が予期できないタ
イミングで動かされる。 
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図 8 
 
図 8．トップダウン的予測とボトムアップ的修正プロセスの相互作用 
意図/ゴールに基づくトップダウン的行為の生成に加えて、予測誤差に応じて意図
/ゴールを修正するボトムアップ的プロセスを導入する。これにより、外界の予期
せぬ変化に柔軟に適応することが可能になる。ボトムアップ的修正プロセスは、
順モデルの学習の際に用いられたものと同じ予測誤差最小化の計算原理によって
実現される。 
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図 9 
 
図 9．予期せぬ外的な感覚撹乱へのスムーズな対応の例 
訓練された神経回路によって駆動されるロボットが、リアルタイムでトップダウ
ン的予測とボトムアップ的修正を繰り返しながら、タスクの行為を生成している
際の感覚・運動シーケンスとニューロン活動の例である。予期できない物体位置
の移動（矢印）によって予測誤差が一時的に上昇するが、予測誤差が最小化され
る方向へ意図状態が修正されることにより、結果的に柔軟なロボットの行為の切
り替えが達成されている。Cf、Cs はそれぞれ Cf（速いコンテクスト）ニューロン、
Cs（遅いコンテクスト）ニューロンの活動。意図、は意図状態に対応する PB ニ
ューロンの活動を示している。 
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図 10 
 
図 10．シナプス断裂の程度に応じた予測誤差とロボットの行為の変化 
異なるシナプス断裂の条件下で、それぞれ 30 試行観察した際の(A)予測誤差の平
均値と(B) 観察したロボットの行為タイプの出現頻度を示している。常同的行動
とカタレプシー的行動は、同じシナプス断裂条件下で観察されることも多いため
まとめて集計している。エラーバーは標準誤差、κは、シナプス断裂の程度を表
すパラメータ。 
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図 11 
 
図 11. 軽微なシナプス断裂に伴う変化の例 
シナプス断裂の程度が軽微な場合、ロボットの行為は見た目上正常である。しか
しシナプス断裂によって引き起こされた順モデルの異常があるため、散発的な予
測誤差の増加が生じる。散発的な予測誤差の増加により、予測誤差を最小化する
ボトムアップ的プロセスが自律的に動作し、ときに不規則な意図状態の切り替え
（矢印）が引き起こされる。 
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図 12 
 
図 12．重篤なシナプス断裂により引き起こされる異常行動の例 
シナプス断裂の程度が強くなると、ロボットの行動はタスクのルールに従った組
織化された形を失ってしまう。異常な行動は、ときに統合失調症の重症例で観察
されるものに類似したかたち（A）カタレプシー的行動（同一姿勢で停止）、（B） 
常同症的行動（同じ動作をくり返す）を示す。 
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11．用語解説 
[用語 1] プリミティブ 
人間の複雑な行動は、原始的な運動パタンとその組み合わせによって構成される
と考えられている。このような繰り返し利用可能な原始的運動パタンのことを運
動/行動のプリミティブという。例えば、コーヒー飲むときには、テーブルのカッ
プに手を到達する、カップを把持する、カップを口元に運ぶ、といった運動のプ
リミティブの組み合わせで構成される。 
 
[用語 2] 排他的論理和 exclusive or 
与えられた 2 つの命題 p と q のどちらか一方が真であるときに真となる論理演算
のこと。「p または q」という命題、または演算のこと。XOR などと略称される。 
 
[用語 3]コンテクスト・ニューロン 
神経回路モデルを構成するニューロン素子のうち、外部からの入力を受けたり出
力をコードするものを入出力ニューロンという。入力ニューロンから出力ニュー
ロンへの一方向的結合に限定されず、自身の出力が再び自身への入力に反映され
るような再帰的結合を有するニューロン素子を、コンテクスト・ニューロンとい
う。再帰的結合をもつコンテクスト・ニューロンが存在すると、神経回路は過去
の入力の履歴に対応する情報を保持することができ、時系列情報の処理が可能に
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なる。 
 
[用語 4] 教師あり学習 supervised learning 
入力 x に対する出力y
^
のサンプル{x(t), y
^
(t)}, (t =1, ..., T)（教師データ）を
もとに、任意の入力 x に対して出力 y を与える関数 y = F(x) を構成する学習を
いう。与えられた教師データを一般化して、未知のデータに対処する能力（汎化
能力）がなるべく高くなるよう学習することが理想的とされる。一方、強化学習
に代表される教師無し学習では、入力データのみが与えられ、正しい出力は与え
られないため、何らかの基準（例えば、報酬最大化）を設けてそれを最適にする
ような入出力の対応を学習する。 
 
[用語 5] アトラクター 
ある力学系が、時間発展にともなって固定点や一定の周期的軌道などに近づき、
そこに十分近いままであり続けるとき、その点や軌道をその力学系のアトラクタ
ーという。 
 
[用語 6]スパイキング・ニューロン・モデル 
従来のニューラル・ネットワーク・モデルでは、ニューロン素子が、一群のニュ
ーロンの平均発火率に対応する活動レベルを表現するため、発火率モデルなどと
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よばれる。一方、ニューロンのスパイク・パルスのタイミングを重視したモデル
研究のために用いられ、膜電位が発火閾値を越えるとスパイク・パルスを出力す
るようなニューロンのモデルを、スパイキング・ニューロン・モデルという。異
なる神経伝達物質に対応する膜電位変化や個々のシナプスレベルの特性をシミュ
レートすることができる。 
 
