Active multiple kernel learning for interactive 3D object retrieval systems by HOI, Steven C. H. & JIN, Rong
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Information Systems School of Information Systems
10-2011
Active multiple kernel learning for interactive 3D
object retrieval systems
Steven C. H. HOI
Singapore Management University, CHHOI@smu.edu.sg
Rong JIN
DOI: https://doi.org/10.1145/2030365.2030368
Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research
Part of the Databases and Information Systems Commons
This Journal Article is brought to you for free and open access by the School of Information Systems at Institutional Knowledge at Singapore
Management University. It has been accepted for inclusion in Research Collection School Of Information Systems by an authorized administrator of
Institutional Knowledge at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
HOI, Steven C. H. and JIN, Rong. Active multiple kernel learning for interactive 3D object retrieval systems. (2011). ACM
Transactions on Interactive Intelligent Systems. 1, (1), 3-1-27. Research Collection School Of Information Systems.
Available at: https://ink.library.smu.edu.sg/sis_research/3948
3Active Multiple Kernel Learning for Interactive 3D
Object Retrieval Systems
STEVEN C. H. HOI, Nanyang Technological University
RONG JIN, Michigan State University
An effective relevance feedback solution plays a key role in interactive intelligent 3D object retrieval systems.
In this work, we investigate the relevance feedback problem for interactive intelligent 3D object retrieval,
with the focus on studying effective machine learning algorithms for improving the user’s interaction in the
retrieval task. One of the key challenges is to learn appropriate kernel similarity measure between 3D objects
through the relevance feedback interaction with users. We address this challenge by presenting a novel
framework of Active multiple kernel learning (AMKL), which exploits multiple kernel learning techniques
for relevance feedback in interactive 3D object retrieval. The proposed framework aims to efficiently identify
an optimal combination of multiple kernels by asking the users to label the most informative 3D images.
We evaluate the proposed techniques on a dataset of over 10, 000 3D models collected from the World Wide
Web. Our experimental results show that the proposed AMKL technique is significantly more effective
for 3D object retrieval than the regular relevance feedback techniques widely used in interactive content-
based image retrieval, and thus is promising for enhancing user’s interaction in such interactive intelligent
retrieval systems.
Categories and Subject Descriptors: I.2.6 [Artificial Intelligence]: Learning; H.3.1 [Information Storage
and Retrieval]: Content Analysis and Indexing; H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Evaluation methodology
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1. INTRODUCTION
Recent years have observed a rapid growth of various 3D object/model repositories on-
line available on the Internet [Funkhouser et al. 2003a; Shilane et al. 2004; Regli and
Gaines 1997; Berman et al. 2000]. This has posed a great challenge for building search
engines to effectively retrieve desired 3D models in real applications. Over the last few
years, we have witnessed a surge of interests in designing and implementing effective
3D object search engines. It has attracted interests from several fields, including graph-
ics, computer vision, information retrieval, database, machine learning, data mining.
One common approach is to annotate 3D models with text descriptions and retrieve 3D
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Fig. 1. The proposed system architecture of our interactive content-based 3D object/model retrieval system.
models by exploiting text indexing and retrieval methods [Funkhouser et al. 2003a].
The text-based 3D object search approach often suffers from a number of challenges,
including the expensive cost of manually labeling 3D models with texts or the re-
quirement of highly accurate text-based 3D object annotation solutions [Barutcuoglu
and DeCoro 2006]. The limitations of text-based approaches motivate studies of the
content-based approach to 3D object retrieval, which is particularly useful when users
are looking for 3D models with specific shapes or topologies. In this article, we inves-
tigate content-based 3D object retrieval (CB3DOR) with the motivation of studying a
novel machine active, machine learning framework for building interactive intelligent
3D object retrieval systems.
Given a database of 3D geometric models and a geometric query (e.g., a 2D/3D sketch
or a 3D model), the goal of CB3DOR is to find the 3D models/objects that best match
the given query. CB3DOR shares a large similarity with content-based image retrieval
(CBIR) [Smeulders et al. 2000; Lew et al. 2006], in that both require assessing visual
similarity between two objects. A typical interactive CBIR system consists of three
key modules: (1) a feature representation module that extracts low-level features (e.g.,
color, shape and texture) from images by predefined image descriptors; (2) an indexing
module that indexes the extracted features, which are often of high dimensionality; and
(3) an interactive module that improves the retrieval performance by learning the users’
search needs from their relevance judgements. Similar to interactive CBIR systems,
we propose to develop an interactive intelligent CB3DOR system as shown in Figure 1,
which is divided into three major modules: (1) a feature descriptors module that extracts
features for 3D objects; (2) an indexer module that indexes high dimensional data for
efficient search; and (3) a relevance feedback module that offers interactive intelligent
3D object retrieval by engaging user feedback. In addition, we have built a large 3D
object repository by crawling 3D objects/models from the Internet.
In this work we focus on the module of relevance feedback, which has been the
key to bridging the semantic gap between low-level features and high-level semantics
[Rui et al. 1998]. Relevance feedback takes place when a user has difficulty in
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expressing his/her information needs or is unsatisfied with the search results returned
by the retrieval system. Specifically, for a query object, our 3D object retrieval system
returns two lists of objects, that is, a list of objects that best match the given query
and a list of “informative” objects that are used to solicit the users’ relevance feedback.
When the user does not find the desired results in the best-matching list, he/she can
create feedback to the system by indicating which objects on the informative list are
“relevant” or “irrelevant” to his information needs. Such feedback information from
users is then used to refine the search results. In the literature, relevance feedback has
been successfully demonstrated a key component of multimedia information retrieval
systems, including a variety of CBIR systems [Rui et al. 1997, 1998; Hoi and Lyu 2004c;
Smeulders et al. 2000; Lew et al. 2006]; content-based video retrieval systems [Smeaton
et al. 2006; Yan et al. 2003c]; and content-based 3D object retrieval systems [Atmo-
sukarto et al. 2005; Leifman et al. 2005; Leng and Qin 2008; Papadakis et al. 2008;
Novotni et al. 2005; Elad et al. 2002; Cao et al. 2006]. In addition to algorithms, re-
cent publications [Yang et al. 2007; Cui et al. 2008] have shown that good interaction
design can also increase the effectiveness of relevance feedback in content-based re-
trieval systems. In particular, a well-designed user interface can result in better user
experience with the relevance feedback component, and make it possible to acquire
more accurate relevance judgments with less investment of time by the users. Thus,
a successful relevance feedback solution for an interactive 3D object retrieval system
should include not only a set of effective relevance feedback algorithms but also a
well-designed user interface. In the present article, however, the focus will be on the
algorithms.
Although the study of well-designed user interfaces is also important [Uppalapati
et al. 2009], we focus on the first challenge of studying effective algorithms for intelli-
gent feedback. From an algorithmic perspective, a relevance feedback module generally
consists of two components: an object ranker that identifies relevant 3D objects by tak-
ing into account the relevance judgements from users, and an intelligent active learner
that decides which 3D objects should be presented to solicit users’ relevance feed-
backs. The key to both components is the similarity measure between 3D objects. In
this article, we aim to improve the similarity measure by exploiting kernel learning
methods. In particular, we propose (i) a novel machine learning framework for interac-
tive intelligent 3D object retrieval based on the techniques of multiple kernel learning
(MKL) [Bach et al. 2004; Sonnenburg et al. 2006; Rakotomamonjy et al. 2007; Xu et al.
2008], and (ii) a novel active multiple kernel learning (AMKL) technique to identify
the informative 3D objects for relevance feedback in order to minimize the efforts of
manual labeling.
Note that although the target application of this work is an interactive 3D object
retrieval system, the proposed active multiple kernel learning technique for relevance
feedback can be applied to other interactive and intelligent systems, such as recom-
mender systems and adaptive filtering systems, where the proposed technique can be
used to identify the subset of objects that are most informative to user’s information
needs.
In summary, the main contributions of this work include:
—a novel framework of relevance feedback for content-based 3D object retrieval
(CB3DOR) based on the technique of multiple kernel learning;
—a novel framework of active multiple kernel learning (AMKL), which significantly
boosts the performance of relevance feedback for interactive content-based 3D object
retrieval, and consequently improve user interaction with CB3DOR systems; and
—an effective learning algorithm of active multiple kernel learning for relevance feed-
back in CB3DOR on a large testbed with more than 10,000 3D models.
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The rest of this article is organized as follows. Section 2 discusses the related work in
content-based 3D object retrieval and relevance feedback techniques. Section 3 formu-
lates the problem of interactive 3D object retrieval and reviews some basics of kernel
methods and multiple kernel learning. Section 4 presents the proposed framework of
active multiple kernel learning and its application to relevance feedback in CB3DOR.
Section 5 discusses the experimental results. Section 6 discusses some limitations of
our work. Section 7 concludes this work with future work.
2. RELATED WORK
In the past decades, content-based retrieval techniques have been actively studied
for retrieving multimedia data [Lew et al. 2006], including images [Smeulders et al.
2000]; videos [Yan et al. 2003b; 2003a]; and audio files [Li 2000]. The last few years
have witnessed a surge in research interests for designing and developing content-
based retrieval systems for 3D object retrieval, due to their wide applications in many
domains, including computer-aided design (CAD) and computer-aided manufacturing
(CAM), virtual reality, medicine, molecular biology, and computer entertainment. Some
comprehensive surveys and analysis on content-based 3D object retrieval methods can
be found in [Tangelder and Veltkamp 2008; Yang et al. 2007; Bimbo and Pala 2006].
Below, we briefly review some important research studies related to our work.
One of the key modules of content-based 3D object retrieval is an object repre-
sentation scheme to extract effective features from 3D objects for similarity match-
ing. In literature, there are two major approaches to studying object representation
techniques for similarity matching: feature-based methods and graph-based methods.
Feature-based methods extract geometric and/or topological information of 3D objects,
which can be further divided into four major categories: (1) global features [Zhang
and Chen 2001a; Kazhdan et al. 2003]; (2) global feature distributions [Osada et al.
2002; Ohbuchi et al. 2002]; (3) spatial maps [Ankerst et al. 1999]; and (4) local fea-
tures [Shum et al. 1996]. Different from the feature-based methods that consider the
pure geometry of 3D objects, graph-based methods aim to extract certain geometric
meanings from 3D objects using a graph describing how the shape components of
an object are linked together [Biasotti et al. 2003; Elinson et al. 1997; Cicirello and
Regli 2001], which can be further divided into three main categories: (1) model graphs,
(2) Reeb graphs, and (3) skeletons. The graph-based methods, however, are usually com-
putationally intensive for computing distance between graphs, which is often NP-hard.
In contrast, feature-based methods usually represent 3D objects with feature vectors
in a multidimensional space, and therefore can facilitate fast search with some existing
high-dimensional indexing techniques and effective interactive search with relevance
feedback techniques. Our work, by extracting global shape features to represent 3D
objects in a multidimensional space, belongs to the feature-based methods.
Another important module for content-based 3D object retrieval is an interactive
relevance feedback engine, which enhances the retrieval performance by learning with
the users’ search needs. In contrast to the extensive studies of 3D object representation
techniques, there is only a limited amount of research work on studying interactive 3D
object retrieval in literature [Zhang and Chen 2001b; Elad et al. 2002; Atmosukarto
et al. 2005; Leifman et al. 2005; Akbar et al. 2006; Cao et al. 2006; Leng and Qin 2008;
Papadakis et al. 2008; Novotni et al. 2005]. Most studies of relevance feedback for 3D
object retrieval do not consider active learning, in that the 3D objects are presented to
the user in descending order of their relevance scores. In contrast, the proposed tech-
nique explores the active learning technique that solicits user feedback for a collection
of informative unlabeled 3D objects in order to best reveal the information needs of
users.
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In contrast to CB3DOR, learning with relevance feedback has been extensively stud-
ied for CBIR [Rui et al. 1997; Smeulders et al. 2000; Ishikawa et al. 1998; Rui et al.
1998]. In the past decade, a variety of machine learning techniques have been proposed
for relevance feedback in CBIR [Smeulders et al. 2000; Rui et al. 1998]. Relevance feed-
back has been shown as an effective way to tackle the semantic gap between low-level
features and high-level semantic concepts in CBIR. From a machine learning view,
existing techniques can be classified into two categories: passive learning versus ac-
tive learning. In the literature, different techniques have been proposed for relevance
feedback with passive learning approaches. Some earlier techniques include the well-
known MARS [Rui et al. 1997], MindReader [Ishikawa et al. 1998], and some query
reweighting approaches [Rui et al. 1998], among others. In line with the rapid ad-
vances in machine learning research in recent years, various passive learning methods
have been applied to relevance feedback, including Bayesian learning [Vasconcelos and
Lippman 1999]; decision tree [MacArthur et al. 2000]; boosting [Tieu and Viola 2000];
discriminant analysis [Zhou and Huang 2001]; incremental kernel biased discriminant
analysis [Tao et al. 2006]; negative samples analysis [Tao et al. 2007]; self-organizing
map (SOM) [Laaksonen et al. 1999]; EM algorithms [Wu et al. 2000]; Gaussian mixture
model [Qian et al. 2002]; and support vector machines (SVM) [Tong and Chang 2001;
Hong et al. 2000; Tao and Tang 2004; Goh et al. 2004; Hoi and Lyu 2004a, 2004b; Hoi
et al. 2006], among others. Because of limited space, we cannot enumerate all existing
approaches; more learning techniques can be found in Huang and Zhou [2001] and
Lew et al. [2006]. Among various solutions, the SVM-based method might be one of
the most active approaches for relevance feedback due to its solid theory [Vapnik 1998]
and excellent generalization performance in real applications.
In contrast to the passive learning techniques, active learning has recently been
intensively investigated for improving the learning efficiency of relevance feedback.
One popular active learning approach for relevance feedback in CBIR is the SVM active
learning method proposed in Tong and Chang [2001]. Despite its good performance,
this approach suffers from certain limitations, although these have been addressed
in some recent research work. For instance, to overcome the small sample learning
issue, Wang et al. [2003] proposed modifying the SVM active learning by engaging the
unlabeled data with a transductive SVM. Hoi et al. [2005] developed a more effective
solution by combining semisupervised learning techniques with supervised SVM active
learning. Li et al. [2006] proposed a multitraining SVM method by adapting cotraining
techniques to CBIR. Hoi et al. [2009] addressed the batch sampling issues in the
kernel-based active learning methods.
Despite their popularity, most existing kernel-based relevance feedback approaches
usually adopt some fixed kernel function when training a kernel classifier for either
ranking or active learning. Unlike existing relevance feedback approaches, in this
article, we present a novel active multiple kernel learning framework for learning
with user relevance feedback in interactive CB3DOR, which aims to maximize the
retrieval performance and minimize human labeling effort by learning an optimal
kernel classifier from combining multiple kernels [Bach et al. 2004; Rakotomamonjy
et al. 2007; Sonnenburg et al. 2006].
3. A MACHINE LEARNING FRAMEWORK FOR INTERACTIVE CB3DOR
In this section we present a machine learning framework for interactive content-based
3D object retrieval, which is critical to enhancing the users’ interaction with the re-
trieval system. This is because, by providing a more effective relevance feedback tech-
nique, we enable users to achieve their search targets more efficiently in less time
and with less labeling effort. Thus, in the remaining part of this section, we focus our
attention on developing a more effective relevance feedback technique.
ACM Transactions on Interactive Intelligent Systems, Vol. 1, No. 1, Article 3, Pub. date: October 2011.
3:6 S. C. H. Hoi and R. Jin
In the first step of an interactive content-based 3D object retrieval task, the user
provides a query object, denoted by xq, and the system takes the query object and
computes its similarity to the 3D objects in the database. The 3D objects with the
largest similarities are retrieved and presented to the user in descending order of their
similarities. Relevance feedback asks users to mark their relevance judgements over
the retrieved objects, and takes the judged objects to refine the decision function f that
will be used to rank objects in the database. There are therefore two important tasks
in relevance feedback.
(1) The first task is to refine the decision function f that measures the similarity
between a query object and 3D objects in the database.
(2) The second task is to determine which subset of 3D objects should be presented to
users for their relevance judgments.
Formally, we denote by D = {xi, i = 1, . . . ,n} the database of 3D objects where each 3D
object is represented by xi ∈ Rd, a vector of d dimensions. We further denote by xq ∈ Rd
the query object, and by L = {(x1, y1), . . . , (xl, yl)} the set of l 3D objects that are judged
by the user during relevance feedback. The judgment yi is +1 when object xl is judged
as “relevant” and −1 when it is “irrelevant”.
In order to achieve the first task in relevance feedback, that is, to improve the decision
function f (x), we will employ the supervised learning technique. In particular, we treat
the judged objects in L as training examples, and aim to learn a decision function
f (x) that best fits the relevance judgments in L. This will be achieved by learning
with support vector machine (SVM), which is briefly reviewed in the next section.
Specifically, to learn an SVM model from training data, one of the prerequisites is to
define the kernel function κ(x,x′) : X × X → R that assesses the similarity between
objects x and x′. We emphasize the importance of choosing the appropriate kernel
function in the study of content-based 3D object retrieval. This is because the match or
the similarity between two 3D objects can be judged from different prospects, depending
on the underlying information needs of the user, and each prospect could result in a
very different kernel or similarity function. In this study, instead of manually choosing
the kernel function, we employ the multiple kernel learning (MKL) technique [Bach
et al. 2004; Sonnenburg et al. 2006] to efficiently decide the appropriate combination
of multiple kernel functions. The basic technique of MKL is reviewed in Section 3.3.
To address the second task in relevance feedback, that is, to decide which subset of
3D objects should be presented to users to solicit their feedback, we resort to the active
learning techniques. The key to active learning is to identify a set of “informative” 3D
objects that can efficiently improve the decision function f (x). For instance, an object
that is identical to the query object will not be “informative,” and is essentially useless
in constructing the decision function. Almost all the existing studies of active learning
assume a predefined kernel function for constructing f (x). In this study, we consider
a more general case in which both the decision function and the kernel function have
to be learned from data. We refer to this problem as active multiple kernel learning.
The framework for active multiple kernel learning and the related optimization algo-
rithm, which constitute the main technical contribution of this work, is presented in
Section 4.
3.1. Support Vector Machines
SVM is the well-known kernel method, and has been successfully used for relevance
feedback in CBIR. We briefly review the basics of SVM. The key idea of SVM is to
learn an optimal hyperplane that separates training examples with the maximal mar-
gin [Vapnik 1998]. To learn a linear decision function f (x), a linear SVM finds an
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optimal hyperplane f (x) = wx+ b by solving the following optimization problem:
min
w,b
1
2
||w||2 + C
l∑
i=1
ξi
s.t. yi(wxi + b) ≥ 1 − ξi, ξi ≥ 0, i = 1, . . . , l, (1)
where C is the regularization parameter and ξis are slack variables which are intro-
duced for the nonseparable examples. Typically, kernel tricks are used to extend the
linear SVM in (1) to the nonlinear case, that is,
min
f∈Hκ
1
2
‖ f ‖2Hκ + C
l∑
i=1
max(0,1 − yi f (xi)), (2)
where Hκ is the Hilbert space reproduced by a kernel function κ(·, ·). According to the
representer theorem [Vapnik 1998], the optimal solution to (2), f ∗(x), can be written
as follows:
f ∗(x) =
l∑
i=1
αi yiκ(x,xi), (3)
where αi ∈ [0,C] is a combination weight that needs to be determined. As revealed in
(3), the construction of decision function f ∗(x) is decided by two factors, that is, the
combination weights {αi}li=1 and the kernel function κ(·, ·). Although the kernel function
is usually chosen empirically in the study of relevance feedback, in this work, we aim
to learn both the combination weights and the kernel function automatically by using
the technique of multiple kernel learning (MKL). In the next section, we briefly review
the basics of MKL.
3.2. Multiple Kernel Learning
In multiple kernel learning [Bach et al. 2004], we assume that a set of predefined
kernel functions, denoted by κ j(·, ·), j = 1, . . . ,m, is available. Given a collection of
training examples {(xi, yi), i = 1, . . . , l}, our goal is to learn the optimal combination of
the kernels, as well as the combination weights α for the decision function. Similar to
the SVM learning in (1), MKL can be cast into the following optimization problem:
min
w,b
1
2
⎛
⎝ m∑
j=1
||w j ||2
⎞
⎠
2
+ C
l∑
i=1
ξi (4)
s.t. yi
⎛
⎝ m∑
j=1
〈w j, j(xi)〉 + b
⎞
⎠ ≥ 1 − ξi, ξi ≥ 0, i = 1, . . . , l
where  j(x) denotes the kernel mapping induced by the kernel function κ j(x,x′). It can
be shown that the problem in (4) is equivalent to the following min-max optimization
problem [Xu et al. 2008; Sonnenburg et al. 2006]:
min
θ∈
max
α∈
αe − 1
2
αD(y)
⎛
⎝ m∑
j=1
θ j Kj
⎞
⎠ D(y)α, (5)
where e stands for a vector of all ones, D(y) = diag(y1, . . . , yl), α = (α1, . . . , αl) are
the combination weights assigned to training examples, and θ are the weights used
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to combine kernels. Kj = [κ j(xi1 ,xi2 )]l×l is the kernel matrix. Domains  and  are
defined as follows:
 = {θ ∈ Rm+|θe = 1},  = {α|α ∈ [0,C]l}. (6)
4. ACTIVE MULTIPLE KERNEL LEARNING
Although active learning has been successfully applied to relevance feedback, most
of these frameworks, assume a fixed kernel function κ(·, ·) in the construction of the
decision function f (·). In this work, we present a novel framework for active multiple
kernel learning, which facilitates kernel learning by choosing examples that are infor-
mative in determining the kernel function. We present first the overall framework for
active multiple kernel learning and, then the mathematical formulation, analysis, and
optimization algorithms.
4.1. Framework
The objective of active multiple kernel learning is to efficiently find out the optimal
combination weights θ in (5) by labeling a small number of examples (i.e., 3D objects
in our case). Given the kernel weights θ and the weights for training examples α, the
decision function or classifier f (x) is expressed as
f (x) =
l∑
i=1
αi yi
⎛
⎝ m∑
j=1
θ jκ j(x,xi)
⎞
⎠ . (7)
For convenience of presentation, we introduce the matrix Z(x) ∈ Rm×l where each
element of Z(x), denoted by Zi, j(x), is computed as Zi, j(x) = κ j(x,xi). Using the notation
of Z(x), we can rewrite f (x) as follows:
f (x) = θZ(x)D(y)α. (8)
To identify the 3D objects that are most informative to the construction of the decision
function f (x), we follow the uncertainty principle of active learning, and select the
example that is closest to the decision boundary, that is,
x∗ = arg min
x∈U
| f (x)| (9)
where U = D\L includes all the 3D objects in the databaseD that have not been judged
by the user.
Note that the uncertainty in classifying unlabeled example x could arise either
because of the uncertainty in deciding α or because of the uncertainty in deciding θ .
In this study, since we focus on active multiple kernel learning, we assume that the
uncertainty in α is essentially caused by the uncertainty in θ . In particular, we express
α as a function of θ , as stated in the following proposition.
PROPOSITION 1. The optimal solution α to the problem in (5) can be expressed as the
following function of θ :
α = D(y)[K(θ )]−1 D(y)(e + δ − η) (10)
where δ and η are Lagrangian multipliers satisfying the KKT conditions
αiδi = (C − αi)ηi = 0, i = 1, . . . , l.
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PROOF. We introduce δ as the Lagrangian multiplier vector for α  0 and η as the
Lagrangian multiplier vector for α  C. We have the Lagrangian function L as
L = αe − 1
2
αD(y)
⎛
⎝ m∑
j=1
θ j Kj
⎞
⎠ D(y)α + δα − η(α − Ce). (11)
By setting the derivatives to zero, we have
α = D(y)[K(θ )]−1 D(y) (e + δ − η), (12)
where K(θ ) =∑mj=1 θ j Kj . The KKT conditions for δ and η are αiδi = 0 and ηi(C −αi) = 0
for i = 1, . . . , l.
It is important to note that both δ and η in (12) are functions of θ . However, for
simplicity, we assume that when θ is around θ¯ (i.e., the optimal kernel combination
computed from the training examples), both δ and η remain constants. Thus, as shown
in (12), the dependence of α on θ is explicitly expressed via the inverse of matrix K(θ ).
Using the expression in (12), we have f (x) expressed as a function θ , as follows:
f (x; θ ) = θZ(x)[K(θ )]−1 D(y) (e + δ − η). (13)
In order to address the uncertainty in kernel weights θ , we denote θ¯ as the optimal
kernel weights computed from the training examples. We assume that the vector of
true kernel weights θ is in the neighborhood of θ¯ . More specifically, we introduce a
domain,
B = {θ ||θ − θ¯ |2 ≤ ρ}, (14)
where ρ > 0 is the radius of the domain. We quantify the statement that the true θ
is in the neighborhood of θ¯ by assuming θ ∈ B. Thus, following the idea of worst-case
analysis, we define g(x) as the smallest classification confidence over the domain B,
that is,
g(x) = min
θ∈B∩
| f (x; θ )|
= min
θ∈B∩
|θZ(x)[K(θ )]−1 D(y) (e + δ − η)|. (15)
Compared to | f (x; θ )|, g(x) is advantageous in that it takes into account the uncertainty
in deciding the kernel weights when estimating the confidence of classifying an unla-
beled example x. For an active learning task, we will therefore select the unlabeled
example with the smallest value of g(x), that is,
x∗ = arg min
x∈U
g(x). (16)
4.2. Formulation
As revealed in (16), the key computational challenge is how to efficiently assess g(x)
for every example in the set of unlabeled examples U . In this section, we will discuss
how to formulate the computation of g(x) into an optimization problem which could
potentially be solved efficiently. First, we simplify the expression for f (x, θ ). Since we
assume that θ is in the neighborhood of θ¯ , we introduce ε = θ − θ¯ , and approximate
[K(θ )]−1 as follows:
[K(θ )]−1 = [K(θ¯) + K(ε)]−1 ≈ [K(θ¯)]−1 − [K(θ¯)]−2K(ε).
Using the above approximation, we can rewrite the expression for f (x; θ ). To make the
expression concise, we introduce vectoru = (u1, . . . ,um) ∈ Rm, matrix B = (b1, . . . ,bm) ∈
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R
m×m, c ∈ R and a ∈ Rm as follows:
ui = θ¯Z(x)[K(θ¯)]−2Ki D(y) (e + δ − η) (17)
bi = Z(x)[K(θ¯)]−2Ki D(y) (e + δ − η) (18)
c = θ¯Z(x)[K(θ¯)]−1 D(y) (e + δ − η) (19)
a = Z(x)[K(θ¯)]−1 D(y) (e + δ − η) − u (20)
Using the above notation and the simplification of [K(θ )]−1, we have
f (x; θ ) =
∣∣∣∣c + aε − 12εMε
∣∣∣∣ , (21)
where the matrix M is computed by M = (B+ B)/2. Hence, the optimization problem
related to computing g(x) is expressed as
max
ε
∣∣∣∣c + aε − 12εMε
∣∣∣∣ (22)
s. t. |ε|2 ≤ ρ, εe = 0.
The constraint εe = 0 is introduced to ensure θe = 1. When ρ is relatively small, we
could even remove this constraint, and will focus on solving the following optimization
problem:
max
ε
∣∣∣∣c + aε − 12εMε
∣∣∣∣ (23)
s. t. |ε|2 ≤ ρ.
We then remove the absolute sign by considering two optimization problems, that is,
g1(x) = max
ε
c + aε − 1
2
εMε (24)
s. t. |ε|2 ≤ ρ
and
g2(x) = min
ε
c + aε − 1
2
εMε (25)
s. t. |ε|2 ≤ ρ.
g(x) will be computed as g(x) = max(g1(x),−g2(x)). It is important to note that both
optimization problems are likely to be nonconvex, since M is most likely to be indefinite.
However, since each of the two problems consists of a quadratic objective function
and a quadratic constraint, according to the theorem of the S-procedure [Boyd and
Vandenberghe 2004], they are equivalent to their dual problems with zero duality gap.
Hence, we will solve them using their dual problems.
Finally, we would like to point out that computing ui, bi, c, and a requires the
values for δ and η, which cannot be obtained directly by solving (5). To simplify our
computation, we introduce α to denote the example weights for θ = θ¯ and Kˆi for the
normalized kernel matrix. They are expressed as follows:
α¯ = D(y)[K(θ¯)]−1 D(y)(e + δ − η) (26)
Kˆi = [K(θ¯)]−1Ki K(θ¯) (27)
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It is straightforward to verify that ui, bi, c, and a can be expressed in terms of α¯ and
Kˆi without using δ and η, that is,
ui = θ¯Z(x)[K(θ¯)]−1 Kˆi(α¯ ◦ y) (28)
bi = Z(x)[K(θ¯)]−1 Kˆi(α¯ ◦ y) (29)
c = θ¯Z(x)(α¯ ◦ y) (30)
a = Z(x)(α¯ ◦ y) − u. (31)
4.3. Analysis
Before discussing the detailed steps for computing g1(x) and g2(x), it is useful to bound
the values of g1(x) and g2(x) to obtain the overall sense of how the uncertainty in the
kernel weights will affect the choice of unlabeled examples for active learning. First, we
consider the extreme case where the uncertainty about kernel weights is eliminated,
that is, ρ = 0. In this case, we have g(x) = |c|. According to the definition, c is expressed
as
c = θ¯ Z(x)D(y)α¯ =
l∑
i=1
yiαi(θ¯ )
⎛
⎝ m∑
j=1
θ jkj(x,xi)
⎞
⎠ . (32)
Hence, g(x) = |c| is nothing but the classification margin for example x when using
the mixture kernels learned from training examples. This is equivalent to the SVM-
based active learning method, except that a mixture of kernels is used. In the second
case, we consider the uncertainty in kernel weights is small, namely ρ  C. It is
straightforward to verify the following upper bound for g1(x) and the lower bound for
g2(x) as follows:
g1(x) ≤ c + |a|2ρ − min
(
0,
1
2
λmin(M)ρ2
)
(33)
g2(x) ≥ c − |a|2ρ − max
(
0,
1
2
λmax(M)ρ2
)
. (34)
By assuming ρ is small, we could essentially remove the second-order term, and there-
fore we have
g1(x) ≈ c + |a|2ρ, g2(x) ≈ c − |a|2ρ,
g(x) ≈ max(c + |a|2ρ,−c + |a|2ρ). (35)
As revealed by the above analysis, the value of g(x) is essentially decided by |a|2,
and it is therefore interesting to examine the meaning of a. To facilitate our analysis,
we introduce the notation si(x) = (κi(x,x1), . . . , κi(x,xl)) to represent the similarity
between x and the training examples using the kernel κi(·, ·). Using this notation, we
can rewrite a = (a1, . . . ,am) as
ai = si (x)(α¯ ◦ y) − θ¯Z(x)[K(θ¯)]−1 Kˆi(α ◦ y)
= (α¯ ◦ y)
⎛
⎝si(x) −
m∑
j=1
θ¯ j[K(θ¯)]−1 Kˆis j(x)
⎞
⎠
= (α¯ ◦ y)(si(x) − s¯i(x)),
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where ◦ stands for the element-wise product between two vectors, and s¯i(x) is defined
as
s¯i(x) =
m∑
j=1
θ¯ j[K(θ¯)]−1Kˆis j(x). (36)
s¯i(x) can be interpreted as some sort of mean similarity vector averaged over all the
kernels. Hence, the quantity si(x) − s¯i(x) measures the deviation of similarity vector
si(x) from its mean. If the deviation is small, we will have small |a|2, and therefore
adjustment to the classification uncertainty c will be small. If the deviation is large,
we expect to see a large change in the classification model when the kernel weights
are modified, and therefore a larger adjustment will be added to the classification
uncertainty c. Evidently, this is again consistent with our intuition.
4.4. Algorithm
In this section, we focus on solving the optimization problems related to g1(x) and g2(x).
Since the two problems are similar in their structures, we will only show the details
for g1(x), and the derivation for g2(x) will almost be the word-by-word copy of that for
g1(x).
As pointed out before, the optimization problem related to g1(x) is, in general, non-
convex. Here, we utilize the S-procedure to derive a convex optimization for g1(x). We
first state the S-procedure [Boyd and Vandenberghe 2004] as follows:
THEOREM 1 (S-PROCEDURE). The implication
xF1x+ 2q1 x+ h1 ≤ 0 =⇒ xF2x+ 2q2 x+ h2 ≤ 0, (37)
where Fi ∈ Sn, qi ∈ Rn, and hi ∈ R, holds if and only if there exists a λ ≥ 0 such that(
F2 q2
q2 h2
)
 λ
(
F1 q1
q1 h1
)
. (38)
Using the S-procedure as stated, we can derive a convex optimization problem for g1(x),
which is summarized by the following theorem.
THEOREM 2. g1(x) is equal to the optimal value of the following convex optimization
problem:
min
λ
c + 1
2
λρ2 + 1
2
a(M + λI)−1a (39)
s. t. λ ≥ min(0,−λ1), (40)
where λ1 is the minimum eigenvalue of M.
The proof of this theorem can be found in Appendix A.
Although the problem in Theorem 2 is convex, it is still computationally challenging
due to the matrix inverse. Further simplification is required. Specifically, we first
decompose matrix M using eigen decomposition [Moscato et al. 1998], and denote
by (λi,vi) the i-th eigenvalue and eigenvector of matrix M. As a result, the above
optimization can be rewritten as
min
λ
c + 1
2
λρ2 + 1
2
m∑
i=1
1
λ + λi (a
vi)2 (41)
s. t. λ ≥ min(0,−λ1). (42)
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Note that the similar approach of applying eigen decomposition for the above problem
has been commonly used in existing studies [Yang et al. 2008]. Clearly, the above
problem is convex in λ and its optimality condition is
h1(λ) = ρ2 −
m∑
i=1
(avi)2
(λ + λi)2 = 0. (43)
To find the optimal λ, we need to search for the λ that satisfies the above condition.
Note since h1(λ) is a monotonically decreasing function, the optimal λ can be found
efficiently using some bisection search technique. Specifically, we initialize λmin and
λmax, that is, the lower bound and the upper bound for λ. Then, we search for the λ
that satisfies h1(λ) = 0 by checking the value of h1(λ) at the point λ = (λmin +λmax)/2. If
h1(λ) > 0, we update λmin = (λmin + λmax)/2, and otherwise λmax = (λmin + λmax)/2. The
proposition provides a good initialization of λmax and λmin
PROPOSITION 2. By initializing λmax and λmin as follows:
λmin =
√∑m
i=1(avi)2
ρ
− λm, λmax =
√∑m
i=1(avi)2
ρ
− λ1, (44)
we have the facts that h1(λmin) ≤ 0 and h1(λmax) ≥ 0.
It is easy to verify the result in the above proposition.
For computing g2(x), similar to the treatment of g1(x), we have the following theorem,
which converts the related optimization problem into a convex optimization problem.
THEOREM 3. g2(x) is equal to the optimal value of the following convex optimization
problem:
max
λ
c − 1
2
λρ2 − 1
2
a(λI − M)−1a (45)
s. t. λ ≥ λm, (46)
where λm is the maximum eigenvalue of M.
Proving this theorem is almost the same as the approach in proving Theorem 2, which
can be found in Appendix A. Similarly, the bisection search strategy can be used to solve
the above optimization. In particular, we rewrite the above optimization as follows:
min
λ
c − 1
2
λρ2 − 1
2
m∑
i=1
1
λ − λi (a
vi)2 (47)
s. t. λ ≥ λm. (48)
The optimality condition of the above optimization can be derived as follows:
h2(λ) = ρ2 −
m∑
i=1
(avi)2
(λ − λi)2 = 0. (49)
Next, we apply the same bisection search method to search for the optimal λ that
satisfies the above condition, in which λmin and λmax are initialized by the following
proposition:
PROPOSITION 3. By initializing λmax and λmin as follows:
λmin =
√∑m
i=1(avi)2
ρ
+ λ1, λmax =
√∑m
i=1(avi)2
ρ
+ λm, (50)
we have the facts that h2(λmin) ≤ 0 and h2(λmax) ≥ 0.
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Fig. 2. The proposed active multiple kernel learning algorithm (AMKL).
Finally, Figure 2 shows the details of the proposed AMKL algorithm.
5. EXPERIMENTAL RESULTS
5.1. Overview
To evaluate the proposed approach for interactive 3D object retrieval, we conduct an
extensive set of CB3DOR experiments by comparing the proposed algorithm to the
state-of-the-art algorithms for relevance feedback and active learning that have been
successfully applied to content-based image retrieval. The performance of relevance
feedback of an interactive retrieval task is usually affected by two factors: initial label
size, that is, the number of objects judged by the user in the first retrieval list, and
batch sample size, that is, the number of feedback objects judged by the user in each
iteration. In this empirical study, we will evaluate the performance of the proposed
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Fig. 3. Examples of 3D models used in our experiments.
algorithms for interactive 3D object retrieval by varying both the initial label size and
the batch sample size.
5.2. Experimental Testbed
In our experiments, we use a testbed that includes 11,165 3D geometric models crawled
from the Web. Most of the 3D objects in the testbed can be downloaded from http:
//3d.csie.ntu.edu.tw. Each 3D object in the database represents a certain semantic
object (e.g., chair, gun, car, tank), Figure 3 shows some examples of 3D models in the
testbed.
Since the 3D objects in the datasets do not contain explicit category labels, this poses
a difficulty for automatic performance evaluation in retrieval tasks. To create a ground
truth testbed for relevance assessment in performance evaluation, we have developed
a web-based labeling tool, which allows users to manually label whether a 3D object
retrieved from the database is relevant to a query object. In particular, we randomly
sample 100 3D models from the database as queries. Half of them are used as the
validation set to determine the parameters in the evaluated algorithms, including the
best kernel parameters in SVM; the regularization parameter C in SVM and MKL; and
the radius parameter in AMKL. The other half is used as the test set for performance
evaluation. In total, 10 graduate and undergraduate students were engaged in helping
this labeling task. Since the database is large, it is time-consuming to label all retrieved
objects for every query. In our approach, for each query, we first performed a simple
retrieval based on Euclidean distance, and then a user was asked to label the top
1000 retrieved objects by marking either “relevant” or “irrelevant.” Note that we here
assume that the relevant examples appear in the top 1000 retrieved examples by
the Euclidean-based retrieval approach. In practice, however, it is possible that a few
relevant examples may not be identified by such an approach, though the number is
usually very small in our empirical experience. The choice of “1000” is mainly to save
human manual-labeling effort, as labeling the entire dataset for each query would be
simply too expensive.
5.3. Feature Representation
In our study, we represent 3D models by shape features that are extracted by the spher-
ical harmonic descriptor (SHD) [Funkhouser et al. 2003b; Kazhdan et al. 2003], which
is a rotation-invariant shape feature descriptor. This descriptor was first introduced
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by Funkhouser et al. [2003b]. It has demonstrated promising empirical performance
for similarity search of 3D models [Wang et al. 2007]. Specifically, SHD represents
each model as a 544-dimensional feature vector. The detailed steps of extracting the
spherical harmonic features can be found in Funkhouser et al. [2003b] and Kazhdan
et al. [2003]. For similarity measure, according to the suggestion of the previous study
[Kazhdan et al. 2003], we use the l2 distance in our experiments to retrieve similar 3D
models in the first round of an interactive 3D object retrieval task.
5.4. Comparing Schemes
In our experiments, we compared the proposed methods with some state-of-the-art
relevance feedback techniques widely used in content-based image retrieval. In par-
ticular, we have implemented the following four schemes for comparison, in which the
last two are our proposed methods in this article.
—SVM with random sampling. This baseline approach employs the relevance feed-
back technique for learning the decision function by SVM with an RBF kernel, and
uses a simple random sampling method to select unlabeled 3D objects for relevance
judgment, denoted by SVM-rand, for short.
—SVM Active Learning. This is the well-known SVM active learning algorithm, which
learns the decision function by SVM with an RBF kernel and samples the unlabeled
3D objects closest to the decision boundary for user judgment [Tong and Chang 2001],
denoted by SVM-AL, for short.
—Multiple Kernel Learning with random sampling. This is the suggested method for
learning the decision function with a multiple kernel learning technique, and uses a
simple random sampling method for choosing the unlabeled 3D objects for relevance
judgment, denoted by MKL-rand for short.
—Active Multiple Kernel Learning. This is the proposed learning technique for inter-
active 3D object retrieval, in which it uses the multiple kernel learning technique
to learn the optimal combination of multiple kernels, and then applies the proposed
active learning algorithm to find the most informative unlabeled examples for judge-
ment. We denote it by AMKL, for short.
In addition to the preceding methods, for reference, we also include the retrieval re-
sult obtained by a simple noninteractive retrieval method using Euclidean distance
measure, which is denoted by EU, for short.
5.5. Experimental Setup
To evaluate the average retrieval performance, we conducted every experiment with
50 test queries. We simulated the content-based retrieval procedure by first returning
the l 3D models with shortest Euclidean distance to a given query object. The retrieved
l 3D models are then labeled and used as the set of initially labeled data to train the
relevance feedback algorithms.
For the two SVM-based relevance feedback methods, that is, SVM-Rand and SVM-
AL, an RBF kernel with a fixed kernel width is used as the kernel function, in which
the best kernel width is found by the separate validation set. For the proposed multiple
kernel learning methods, that is, MKL-Rand and AMKL, we learn an optimal combi-
nation of 10 predefined kernels, including 1 linear kernel, 2 polynomial kernels (p = 2
and 3), and 7 RBF kernels with different kernel widths (including 0.25, 0.5, 1, 2, 4, 8,
and 16). According to the empirical validation, the regularization parameter C is set
to 100 for the SVM and MKL learning tasks in all the experiments.
To objectively evaluate the retrieval performance, we employed a set of standard
metrics that are widely used in multimedia information retrieval, including precision,
recall, and mean average precision (MAP). The relevance judgements provided by the
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Fig. 4. Precision-recall curves for the active learning algorithms with fixed label and batch sizes for four
rounds of relevance feedback.
user is simulated based on whether the retrieved 3D model is relevant to the query
example. We adopted a recently proposed MKL solver [Rakotomamonjy et al. 2008]1 for
multiple kernel learning. Finally, we implemented the proposed algorithms and other
compared methods, all in MATLAB, and evaluated their performances on a Windows
PC with Dual-Core 3.4GHz CPU and 3GB RAM.
5.6. Experiment I: Evaluation of Fixed Initial Label and Batch Sample Sizes
We first conduct experiments of relevance feedback for interactive 3D object retrieval
with both initial label size and batch sample size fixed to 20. Figure 4 shows the average
precision-recall curves for the first four rounds of relevance feedback, respectively. In
these figures, the black line represents the EU method that is noninteractive; the blue
line represents the baseline SVM-Rand method; the green line represents SVM-AL; the
orange line and the red line represent the MKL-Rand method and the AMKL method,
respectively.
Several observations can be drawn from the results. First, we observe that all the
interactive retrieval methods outperform the baseline noninteractive EU method with
relevance feedback from users. The improvements become more significant when more
rounds of relevance feedback are engaged. This result indicates that the interactive
retrieval methods with the machine learning methods are indeed effective in enhanc-
ing the retrieval performance. Second, the proposed MKL-based relevance feedback
1http://asi.insa-rouen.fr/enseignants/~arakotom/code/simplemkl.zip
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Table I. MAP Results for Four Rounds of Relevance Feedback
Method SVM-rand SVM-AL MKL-rand AMKL
Round-1 0.1592 0.1592 (+ 0.00%) 0.1942 (+21.97%) 0.1942 (+21.97%)
Round-2 0.1746 0.1934 (+10.77%) 0.2058 (+17.82%) 0.2352 (+34.68%)
Round-3 0.1982 0.2219 (+11.96%) 0.2216 (+11.81%) 0.2817 (+42.10%)
Round-4 0.2023 0.2491 (+23.11%) 0.2336 (+15.45 %) 0.3105 (+53.45%)
Table II. Average Precision for the Top Retrieved 3D Objects in the 1st Round of Feedback
Method SVM-rand SVM-AL MKL-rand AMKL
Prec @ top 10 0.6880 0.6880 (+0.00%) 0.7000 (+1.74%) 0.7000 (+1.74%)
Prec @ top 15 0.5413 0.5413 (+0.00%) 0.5840 (+7.89%) 0.5840 (+7.89%)
Prec @ top 20 0.4630 0.4630 (+0.00%) 0.5010 (+8.21%) 0.5010 (+8.21%)
Prec @ top 30 0.3667 0.3667 (+0.00%) 0.4040 (+10.17%) 0.4040 (+10.17%)
Prec @ top 100 0.1964 0.1964 (+0.00%) 0.2342 (+19.25%) 0.2342 (+19.25%)
Table III. Average Precision for the Top Retrieved 3D Objects in the 2nd Round of Feedback
Method SVM-rand SVM-AL MKL-rand AMKL
Prec @ top 10 0.7140 0.7900 (+10.64%) 0.7160 (+0.28%) 0.8140 (+14.01%)
Prec @ top 15 0.5920 0.7080 (+19.59%) 0.6040 (+2.03%) 0.7187 (+21.40%)
Prec @ top 20 0.5070 0.6190 (+22.09%) 0.5340 (+5.33%) 0.6450 (+27.22%)
Prec @ top 30 0.3940 0.4727 (+19.97%) 0.4227 (+7.28%) 0.5060 (+28.43%)
Prec @ top 100 0.2198 0.2254 (+2.55%) 0.2538 (+15.47%) 0.2830 (+28.75%)
Table IV. Average Precision for the Top Retrieved 3D Objects in the 3rd Round of Feedback
Method SVM-rand SVM-AL MKL-rand AMKL
Prec @ top 10 0.7700 0.8600 (+11.69%) 0.7600 (−1.30%) 0.8700 (+12.99%)
Prec @ top 15 0.6480 0.7853 (+21.19%) 0.6573 (+1.44%) 0.7987 (+23.26%)
Prec @ top 20 0.5780 0.7020 (+21.45%) 0.5840 (+1.04%) 0.7130 (+23.36%)
Prec @ top 30 0.4640 0.5713 (+23.13%) 0.4667 (+0.58%) 0.5773 (+24.42%)
Prec @ top 100 0.2592 0.2568 (−0.93%) 0.2746 (+5.94%) 0.3390 (+30.79%)
methods, that is, MKL-Rand and AMKL, outperform their counterparts using fixed
kernels, that is, SVM-Rand and SVM-AL, across all the rounds of feedback. This re-
sult indicates that multiple kernel learning is more effective for relevance feedback
than the method using fixed kernels. Third, the proposed active multiple kernel learn-
ing method, that is, AMKL, consistently outperforms its counterpart without active
learning, that is, MKL-Rand, which indicates the importance of active learning in the
relevance feedback of 3D object retrieval. Finally, we observe that the improvements
made by the proposed AMKL method over the other methods become more significant
when we increase the rounds of relevance feedback. In summary, we found that the
proposed AMKL method is more effective than the other baseline methods for relevance
feedback in the interactive 3D object retrieval task.
To further examine the performance in detail, we summarize the MAP results in
Table I for the four rounds of relevance feedback. In the table, the number inside the
parenthesis indicates the percentage of improvement over the baseline SVM-Rand
method achieved by each of other three methods. Tables II, III, IV, and V summarize
the average precision results for the top retrieved 3D objects for each of the four rounds
of relevance feedback. Based on these results, we could draw similar observations as
the last results, that is, (a) the MKL methods for relevance feedback are more effective
than their counterparts with fixed kernels; and (b) the proposed AMKL algorithm
outperforms all the three baseline algorithms and makes more improvements as the
rounds of feedback increase.
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Table V. Average Precision for the Top Retrieved 3D Objects in the 4th Round of Feedback
Method SVM-rand SVM-AL MKL-rand AMKL
Prec @ top 10 0.7720 0.8820 (+14.25%) 0.7780 (+0.78%) 0.8920 (+15.54%)
Prec @ top 15 0.6720 0.8240 (+22.62%) 0.6760 (+0.60%) 0.8240 (+22.62%)
Prec @ top 20 0.5920 0.7590 (+28.21%) 0.6030 (+1.86%) 0.7580 (+28.04%)
Prec @ top 30 0.4753 0.6360 (+33.81%) 0.4920 (+3.51%) 0.6427 (+35.22%)
Prec @ top 100 0.2708 0.2942 (+8.64%) 0.2938 (+8.49%) 0.3578 (+32.13%)
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Fig. 5. MAP results for relevance feedback with different initial label sizes and the batch sample size fixed
to 20.
5.7. Experiment II: Evaluation of Varied Initial Label Sizes
In this experiment, we evaluated the proposed algorithm with varied initial label sizes
and the batch sample size fixed to 20. Figure 5 shows the MAP results for the four
rounds of relevance feedback. The deep blue color bar represents the EU approach; the
light blue color bar represents SVM-Rand; the green color bar represents SVM-AL;
the orange and red bars represent the MKL-Rand method and the AMKL method,
respectively.
Several observations can be drawn from Figure 5. First, we observe that when the
initial label size increases, the MAP of all relevance feedback methods improves. This
is consistent with our intuition that more training data usually leads to better perfor-
mance. Second, we observe that for all initial label sizes, the proposed AMKL method
is able to consistently outperform the other three baseline approaches across all four
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Table VI. The MAP Results After Two Rounds of Relevance Feedback with Varied Initial
Label Sizes
Label-Size SVM-rand SVM-AL MKL-rand AMKL
10 0.1638 0.1647 (+0.55%) 0.1898 (+15.87%) 0.1970 (+20.27%)
20 0.1730 0.1934 (+11.81%) 0.2058 (+18.93%) 0.2352 (+35.95%)
30 0.1955 0.2129 (+8.90%) 0.2333 (+19.34%) 0.2600 (+32.99%)
40 0.2058 0.2193 (+6.56%) 0.2421 (+17.64%) 0.2666 (+29.54%)
50 0.2063 0.2288 (+10.91%) 0.2459 (+19.20 %) 0.2796 (+35.53%)
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Fig. 6. MAP results for relevance feedback with different batch sample sizes and initial label size fixed to
20.
rounds. Similar to the previous experiment, AMKL achieves more improvement as the
rounds of relevance feedback increase. Finally, the numerical results shown in Table VI
further validate the significance of the improvements.
5.8. Experiment III: Evaluation of Varied Batch Sample Sizes
The third experiment is designed to evaluate the performance of relevance feedback
with varied batch sample sizes and the initial label size fixed to 20. Figure 6 shows
the MAP results for the four rounds of relevance feedback by varying the batch sample
size (the legend used in Figure 6 is same as Figure 5).
First, we observe that when the batch sample size increases, the performances of all
the relevance feedback methods improve. Second, we observe that for all batch sample
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Table VII. The MAP Results After Two Rounds of Relevance Feedback with Varied Batch
Sample Sizes
Batch-Size SVM-rand SVM-AL MKL-rand AMKL
10 0.1658 0.1753 (+5.73%) 0.2088 (+25.93%) 0.2159 (+30.22%)
20 0.1746 0.1934 (+10.77%) 0.2058 (+17.82%) 0.2352 (+34.68%)
30 0.1765 0.2028 (+14.90%) 0.2220 (+25.78%) 0.2493 (+41.25%)
40 0.1800 0.2121 (+17.83%) 0.2234 (+24.11%) 0.2635 (+46.39%)
50 0.1912 0.2170 (+13.49%) 0.2328 (+21.76 %) 0.2738 (+43.20%)
Table VIII. Evaluation of Average Time Cost Per Relevance
Feedback Iteration (seconds)
Algorithm SVM-rand SVM-AL MKL-rand AMKL
Time 0.0039 0.0041 0.0331 0.1084
sizes, the proposed AMKL method achieves the best results among the four competitors
across all the four rounds of relevance feedback. Finally, Table VII shows the numerical
results to further validate the significance of the improvements.
5.9. Experiment IV: Time Cost Evaluation
This experiment aims to evaluate the time performance of the proposed methods for
relevance feedback. Since our algorithm learns an optimal combination of multiple
kernels, it is inevitable to incur more computational cost than the regular SVM ap-
proaches. We thus need to empirically examine if our scheme is feasible and efficient
enough for a practical application.
In this experiment, we measured the time cost by running the relevance feedback
experiment with both initial label size and batch sample size fixed to 20. In particular,
we calculated the average time cost, which includes both the time cost for training the
SVM/MKL model (including updating kernel weights) and the time cost for selecting
informative unlabeled examples. Table VIII shows the results of average time cost eval-
uation per relevance feedback iteration obtained over 50 test queries. From the table,
we can first see that the MKL techniques are considerably more intensive than the
existing SVM approaches, which benefit from the state-of-the-art SVM solver [Chang
and Lin 2001]. Nonetheless, we found that the proposed AMKL algorithm, which took
about 0.1 second per relevance feedback iteration, is still feasible and acceptable for a
practical application. In future work, we plan to investigate more efficient techniques
to improve the performance, including more efficient MKL solvers [Xu et al. 2008] and
more efficient algorithms to solve the AMKL task.
5.10. Experiment IV: Visual Qualitative Evaluation
In addition to the numerical evaluations, we also give some examples in Figures 7
and 8 to show the visual comparisons of the qualitative retrieval results by the four
different algorithms in interactive 3D object retrieval tasks. Among the top retrieved
results, it is clear that, for most cases, the proposed AMKL method is able to identify
considerably more relevant 3D objects than the other approaches. This again validates
our solution is more effective than the existing solutions.
6. DISCUSSIONS
Despite encouraging results achieved in our experiments, we noticed that there are
still some limitations for our current work. First of all, although we have proposed
an efficient algorithm for solving the AMKL problem, the computational cost of our
current solution is still considerably more intensive than the regular SVM approaches.
One major bottleneck of our scheme is mainly due to the difficulty of solving the MKL
task. In future work, we will investigate more efficient MKL solvers [Xu et al. 2008]
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Fig. 7. Example showing the visual comparison of searching a “chair” object by several relevance feedback
algorithms after two rounds of relevance feedback. The first highlighted object is the query model, and the
relevant objects among the top 20 returned objects are marked with a “tick” sign.
to speed-up our current solution. In addition, the current implementation requires
computing a score for each 3D object in the database before the most informative
ones can be identified. We aim to overcome this shortcoming by examining different
heuristics.
Second, it may be somewhat limited for adopting only the spherical harmonic de-
scriptor [Kazhdan et al. 2003] in our current experiments. Our framework is fairly
generic and can easily incorporate other types of features. For future work, we would
like to study other state-of-the-art feature descriptors to extract the intrinsic geometry
of 3D objects, such as local surface descriptors [Gal and Cohen-Or 2006], conformal
factors-based descriptors [Ben-Chen and Gotsman 2008], and scale-invariant heat ker-
nel signatures [Bronstein and Kokkinos 2010].
Third, our current work does not address some other practical issues with relevance
feedback, such as imbalance [Hoi and Lyu 2004a] or small sample learning [Hoi and
Lyu 2005]. In future work, we will extend our framework by including semisupervised
multiple kernel learning techniques to overcome these challenges. In particular, for
the imbalance issue, it is possible to consider ensemble learning methods [Hoi and
Lyu 2004b] by performing biased sampling to overcome the imbalanced training data
problem; for the small sample learning issue, by building some kernels with unlabeled
data [Hoi et al. 2009], we may improve our current solution in solving the challenge of
learning with limited labeled data. Finally, we will also investigate an optimal batch
sampling technique for improving the learning efficiency in future work [Hoi et al.
2009].
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Fig. 8. Example showing the visual comparison of searching a “tank” object by several relevance feedback
algorithms after two rounds of relevance feedback. The first highlighted object is the query model, and the
relevant objects among the top 20 returned objects are marked with a “tick” sign.
Fourth, our current work focuses mainly on the algorithmic study with little concern
for the design of user interfaces. An interesting challenge concerning interaction design
for 3D object retrieval systems will be to determine which interfaces can best support
users’ interaction with a real-world 3D object retrieval system that makes use of the
algorithms introduced here.
7. CONCLUSIONS
This article presented a novel kernel learning framework for relevance feedback in
interactive 3D object retrieval, which can considerably enhance user interaction with
the retrieval system. Unlike the existing learning approaches for relevance feedback,
which assume a fixed kernel function for constructing the decision function, in the
proposed framework for relevance feedback, both the combination weights of examples
and kernel functions are automatically learned from the 3D objects that are judged by
the user. In addition, we present a novel framework of active multiple kernel learning,
which is able to identify the most informative 3D objects to solicit relevance judg-
ments from users, and therefore minimizes the efforts of manual labeling. Encourag-
ing experimental results show that the proposed techniques are more effective than
conventional approaches. Future work will improve the efficacy of the proposed active
multiple kernel learning scheme by other emerging multiple kernel learning meth-
ods [Corinna Cortes and Rostamizadeh 2009; Marius Kloft and Zien 2009; Go¨nen and
Alpaydin 2008] and apply our techniques to various real-world interactive intelligent
retrieval systems.
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APPENDIX
Appendix A: Proof of Theorem 2
PROOF. Let ξ be the maximum value for g1(x). We thus have the following implication
relation:
εε − ρ2 ≤ 0 =⇒ c − ξ + aε − 1
2
εMε ≤ 0.
Using the S-procedure, the above implication relationship is equivalent to the existence
of λ ≥ 0 such that ( −M/2 a/2
a/2 c − ξ
)
 λ
2
(
I 0
0 −ρ2
)
,
which is equivalent to (
λI + M −a
−a −λρ2 + 2(−c + ξ ).
)
 0.
Hence, the resulting optimization problem is
min
ξ,λ≥0
ξ
s. t.
(
λI + M −a
−a −λρ2 + 2(−c + ξ )
)
 0.
The sufficient and necessary conditions for the LMI constraint to hold are (a) λI+M  0,
and (b) −λρ2 + 2(ξ − c) ≥ a(λI + M)−1a, according to the Schur complementary. Using
this simplification, we have
min
λ
c + 1
2
λρ2 + 1
2
a(M + λI)−1a (51)
s. t. M + λI  0, λ ≥ 0. (52)
We simplify the constraint M + λI  0, λ ≥ 0 as λ ≥ min(0,−λ1) where λ1 is the
minimum eigenvalue of M. Thus, the resulting optimization problem becomes
min
λ
c + 1
2
λρ2 + 1
2
a(M + λI)−1a (53)
s. t.λ ≥ min(0,−λ1). (54)
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