Abstract -In this paper, we developed several algorithms to combat the impact of synchronization errors on demodulating Mary orthogonal signaling formats in asynchronous DS-CDMA systems. The system under study resembles the uplink of an IS-95 system. The channel is assumed to be a time-varing flat Rayleighfading channel. Investigation shows that synchronization errors severely deteriorate the performance of multi-user detectors. We proposed an adaptive algorithm to estimate the errors in synchronization. Based on this information, remedial actions are taken to alleviate the performance degradation caused by sampling the received signals at the incorrect timing. Simulation results show considerable capacity gains when the proposed algorithms are performed to erroneously sampled signals.
I. Introduction
The considered system in this paper is a DS-CDMA system with orthogonal modulation. The system resembles the uplink (reverse link) of an IS-95 system in that the narrowband bit stream is spread by one of M possible Walsh codes, which are not used for separating users from each other, but for Mlevel modulation. Then the modulated data is scrambled with a long PN-code. Different scrambling codes are used to separate users.
Demodulation of M-ary orthogonal signalling formats in DS-CDMA system has been the subject of study in various literatures. For instance, interference cancellation, i.e., removal of the multiple access interferences (MAI) by means of subtraction, and interference suppression, i.e., removal of MAI by means of orthogonal projection are studied in [4] , [5] and references therein. They were shown to achieve significant performance gains compared to the conventional receiver. Timevarying Rayleigh fading channel is assumed in those papers, which entails the necessary channel estimation for effective interference cancellation and suppression.
However, errors in delay estimates would drastically degrade the system performance and near-far robustness, which has been shown in [2] and [3] , for the system with BPSK and M-ary modulation respectively. This paper aims at robustifying the receiver algorithms to combat synchronization errors. To this end, three algorithms, namely, perfect interpolation, original received vector estimate, local reference adjustment are proposed and their performance compared with computer simulations.
In section II, the system model is presented. Data detection and channel estimation are briefly introduced in Section III. Section IV describes the synchronization algorithms. Different algorithms are compared in Section V based on the numerical results and conclusions are drawn in Section VI.
II. System Model
The passband received signal due to the kth user is denoted by
and is formed as shown in the block diagram in Fig. 1 
The received signal vector, r
N , due to transmission of the jth symbol can be formed as
The elements of r 
K is defined by the complex channel gains as h
where
N is a diagonal matrix defined by the kth user's scrambling code, and w m is the mth column of the N W N Hadamard matrix. Equation (1) is defined under the assumption of perfect synchronization. In case there is an error in the delay estimation at the receiver end, i.e.,τ k 
T . For notation simplicity, all the above equations are derived for synchronous model in which τ k
K . In asynchronous case, the vector a k ¡ j¢ in (2) should be shifted accordingly based on the delay τ k of each user.
III. Data Detection and Channel Estimation
The task of the receiver is to detect the symbols from all users given the received signal vector r ¡ j¢ , i.e., detect i k
K . The decision on the kth user's symbol at the lth iteration stage is denoted byî S lT k (multistage detection is applied here) and is found asî
In the following, we shall briefly introduce how the soft decision z k ¡ m¢ is obtained in different receiver algorithms.
A Conventional matched filter (Conv.)
The conventional detection technique is to form the soft decision by correlating the received signal with the M possible transmitted waveforms a k 1 , a k 2 ,
where we defined a k m " C k w m . This simple scheme is particularly useful in the beginning of the detection process, e.g., at the first iteration stage, when the estimates of the fading channel are lacking, we must therefore carry out the detection in a noncoherent manner.
B Parallel interference cancellation (PIC)
The PIC scheme detects all users at the same time (in parallel) and then cancels the MAI at the next iteration stage. The soft decision of PIC can be formed as 
C Iterative interference suppression (IIS)
IIS differs from PIC in that it suppresses the MAI via orthogonal projection rather than subtraction.
If we delete the column due to the kth user from the matrix A and form the matrix U:
UU † is the orthogonal projection matrix onto the orthogonal complement to the subspace spanned by the columns of U, where U † denotes the left pseudoinverse of U. The IIS receiver can be formulated as
whereÛ is the estimate of U, i.e., the detected interference at the previous iteration stage.
D Channel estimation
Multiuser detectors require channel estimation to provide substantial capacity gains. Coherent detection always performs better than is noncoherent counterpart provided that the complex channel gains are accurately estimated [3] . Two data-aided algorithms were presented in [4] . The channel estimation in the lth iteration stage uses the data estimateŝ A ¡ j¢ from the previous stage, i.e.,î
. Given the estimate of the transmitted dataÂ ¡ j¢ , the channel can be estimated aŝ
The matrixÂ † A method that would find an approximation toε opt with relatively low complexity is the following stochastic gradient descent algorithm:
where µ is the adaptation step size (here µ is set to 1! m § m " jN i, the principle is to progressively shrink it as the algorithm converges). The original received signal r in the absence of synchronization error is unknown, it can be estimated as:
The matrices A tr ,ĥ tr and the vectorr tr represent the pilot symbols, the channel estimate and the original received vector estimate corresponding to pilots respectively. Fig. 2 shows the experiment results of this adaptive algorithm using 5 pilot symbols, i.e., 160 chips (the spreading factor N " 32). First, we tested the genie-aided case, assuming the fading channel is known to the receiver. The algorithm converges nicely to the real value of synchronization error 0¨3 after 40 chips (less than 2 symbols) adaptation. On the other hand, if we use the channel coefficients estimated by equation (8), the results deviate from the real value regardless of how many symbols we use for the training.
Apparently, the accuracy of the synchronization error estimation depends on the accuracy of the channel estimation. We learned from multistage channel estimation and data detection algorithms ( [4] , [5] ) that the channel is better estimated when the transmitted data are more accurately detected, the performance is improved by repeating the process in an iterative manner. This idea leads to the following algorithms proposed below.
A Initial iteration stage
The initial stage is common for all the proposed algorithms. Given the received vectorr and the training sequence A tr , we can estimate the channel coefficientsĥ tr corresponding to pilots. Then the received signalr tr in the absence of synchronization error can be estimated using equation (8). The adaptive algorithm (7) is performed to estimate the synchronization errorε. The receiver detects the dataÂ after adjusting the sampling timing based on the estimated synchronization error.
Different schemes differ in the subsequent iterations, and are described below.
B Scheme 1: Perfect interpolation
Assume the receiver can perform perfect interpolation and fully recover the baseband signal, the receiver re-samples the recovered signal every time when a new estimate of synchronization error is obtained at each iteration. The algorithm proceeds as follows:
Step 1: Using the synchronization error estimated at the previous iterationε S l f 1T , the receiver re-samples the baseband signal. The received vector would appear differently to the receiver and is denoted byr S lT .
Step 2:Withr S lT and the dataÂ S l f 1T detected earlier, we estimate the channelĥ S lT using the equation (5) or (6).
Step 3: Estimate the received vectorr tr S lT corresponding to the training sequence A tr using the equation (8).
Step 4: Perform the adaptive algorithm (7) to estimate the synchronization errorε S lT .
Step 5: Perform multiuser detection algorithms, e.g., PIC or IIS, to detect the transmitted dataÂ
Step 6: Repeat step 1 through 5 using the newly estimated synchronization errorε 
We initializeÂh
˜r, wherer now is the noisy received vector and enter into the following iteration loop:
Step 1: Estimate the channelĥ Step 2: Using the channel estimateĥ S lT to calculate the received vectorr tr S lT corresponding to the training sequence A tr .
Step 3: Perform adaptive algorithm to estimate the synchronization errorε S lT .
Step 4: ComputeÂh S lT withε S lT using the equation (9).
Step 5: Replace the received vectorr withÂh Step 6: Repeat step 1 through 5 using the new estimated h S lT andÂ S lT .
D Scheme 3: Local reference adjustment
This algorithm is identical to algorithm 2 except the step 5 is modified as follows:
Step 5 Table 1 , 2, 3, 4 show the estimated synchronization errors obtained by adaptive algorithm (7) at the last iteration of each algorithm. Fig. 3, 5, 4 , and 6 present the results of different synchronization schemes as a function of the normalized synchronization error. Based on the experiments, we have made the following observations:
Multiuser detectors without synchronization robustification like PIC and IIS behave similarly in presence of synchronization errors. The logarithm of the bit error rate (BER) increases linearly as τ e ! T c increases, i.e., the performance gain achievable by multiuser detectors over conventional receiver becomes small when the system is out of synchronization. They converge to conventional receiver when the synchronization error approaches half of the chip duration. On the contrary, conventional receiver is less sensitive to synchronization error.
The adaptive algorithm proposed in (7) achieves the accuracy of 0¨04 code chip interval for synchronization error estimate. The channel estimation is a prerequisite for synchronization, and different schemes estimate the channel differently. However, the results of synchronization error estimate obtained by all the three schemes are quite close to each other. Scheme 1 and 2 achieve better performance compared to the scheme 3. They can almost fully remedy the impact of the synchronization errors on multiuser detectors no matter how big the synchronization error is.
Scheme 3 work better with IIS rather than PIC. The higher complexity of IIS trades for better performance on combatting the synchronization errors. VI. Summary and Conclusions In this paper, several synchronization algorithms are proposed and their performance are studied and compared with computer simulations. They considerably robustify the receiver's performance in the presence of the synchronization errors. Especially, the perfect interpolation and the original received vector estimate algorithms approach the BER obtained in the case of perfect synchronization regardless of how much the system is out of synchronization. However, considering the fact that perfect interpolation is impossible with rectangular chip pulses as well as its marginal gain over the second scheme, the original received vector estimate is much preferred way of combating synchronization errors. Nevertheless, compared with the rectangular chip pulses, the more spectrally efficient pulse shapes, e.g., Raised Cosine waveforms would be of more practical use for modulation. This along with other issues like random distribution of synchronization errors among different users, initial acquisition schemes, etc., are the topics for future research by the authors. 
