background subtraction in noisy environment for detecting object is a challenging process in computer vision. The proposed algorithm has been used to identify moving objects from the sequence of video frames which contains dynamically changing backgrounds in the noisy atmosphere. There are many challenges in achieving a robust background subtraction algorithm in the external noisy environment. In connection with our previous work, in this paper, we have proposed a methodology to perform background subtraction from moving vehicles in traffic video sequences that combines statistical assumptions of moving objects using the previous frames in the dynamically varying noisy situation. Background image is frequently updated in order to achieve reliability of the motion detection. For that, a binary moving objects hypothesis mask is constructed to classify any group of lattices as being from a moving object based on the optimal threshold. Then, the new incoming information is integrated into the current background image using a Kalman filter. In order to improve the performance, a post-processing has been done. It has been accomplished by shadow and noise removal algorithms operating at the lattice which identifies object-level elements. The results of post-processing can be used to detect object more efficiently. Experimental results and analysis show the prominence of the proposed approach which has achieved an average of 94% accuracy in real-time acquired images.
INTRODUCTION
In visual surveillance model, estimating the dynamic background and detecting the object from the noisy environment is a computationally challenging problem. Our main target is to identify the object from the multi model background using background subtraction, shadow removal and noise removal techniques. For that we need to detect and extract the foreground object from the background image. After detecting the foreground object there may a large number of possible degradations that an image can suffer. Common degradations are blurring, motion and noise. Blurring can be caused when an object in the image is outside the cameras due to loss of depth information during the exposure. In the proposed approach after detecting the object image, converting it into its spatial frequencies, developing a point spread function (PSF) to filter the image with, and then converting the filtered result back into the spatial domain to see if blur was removed.
This can be done in several steps. At the end, an algorithm was developed for removing blur from an already blurry image with no information regarding the blurring PSF. In-class variability, occlusion, and lighting conditions also change the overall appearance of vehicles. Region along the road changes continuously while the lighting conditions depend on the time of the day and the weather. The entire process is automatic and uses computation time that scales according to the size of the input video sequence.
The remainder of the paper is organized as follows: Section II gives the overview of the related work. Section III describes the architecture and modeling of proposed methodology for background elimination and object detection. Implementation and performance are analyzed in section IV. Section V contains the concluding remarks and future work.
II. OVERVIEW OF THE RELATED WORK
Scores of research have been done in the literature in order to attain a solution to an efficient and reliable background subtraction. To detect moving objects in a dynamic scene, adaptive background subtraction techniques have been developed [1] [2] [3] . Adaptive Gaussian mixtures are commonly chosen for their analytical representation and theoretical foundations. For these reasons, they have been employed in real-time surveillance systems for background subtraction [4] [5] and object tracking [6] . For foreground analysis [7] [8], a method for foreground analysis was proposed for moving object, shadow, and ghost by combining the motion information. The computation cost is relatively expensive for real-time video surveillance systems because of the computation of optical flow. In [9] , a work has presented on a novel background subtraction algorithm that is capable of detecting objects of interest while all pixels are in motion. Background subtraction technique is mostly used for motion pictures to segment the foreground object by most of the researchers [10] [11] . Liyuan Li, et al. [12] proposed foreground object detection through foreground and background classifications under bayesian framework. In addition, moving object segmentation with background suppression is affected by the problem of shadows [6] [13] . Indeed, the moving object detection do not classify shadows as belonging to foreground objects since the appearance and www.ijacsa.thesai.org geometrical properties of the object can be distorted which, in turn, affects many subsequent tasks such as object classification and the assessment of moving object position. In this paper, we propose a novel simple method that exploits all these features, combining them so as to efficiently provide detection of moving objects, ghosts, and shadows. The main contribution of this proposal is the integration of knowledge of detected objects, shadows, and ghosts in the segmentation process to enhance both object segmentation and background keep posted. The resulting method proves to be accurate and reactive and, at the same time, fast and flexible in the applications.
III. PROPOSED WORK
The proposed system extracts foreground objects such as people, objects, or events of interest in variety of noisy environment. The schematic flow of the proposed algorithm is shown in Fig.1 . This is an extension work of our previous method [14] . Typically, these systems consist of stationary cameras placed in the highways. These cameras are integrated with, intelligent computer systems that perform preprocessing operation from the captured video images and notify human operators or trigger control process. The objective of this realtime motion detection and tracking algorithm is to provide lowlevel functionality for building higher-level recognition capabilities. 
A. Preprocessing
Preprocessing is the key step and the starting point for image analysis, due to the wide diversity of resolution, image format, sampling models, and illumination techniques that are used during acquisition. In our method, preprocessing step was done by statistical method using adaptive median filter. The resultant frames are then utilized as an input for the background subtraction module. Image I(x,y) at time t is shown in Fig.2 . The background image B(x,y) at time t is shown Fig.3 . In order to get the estimated background, we have used an adaptive median filter. Basically, impulse noise is a major artifact that affects the sequence of frame in the surveillance system. For this reason to estimate the background in the noisy environment we have proposed an adaptive median filter (AMF). The AMF can be used to enhance the quality of noisy signals, in order to achieve better forcefulness in pattern recognition and adaptive control systems. It executes on spatial processing to determine which pixels in an image have been exaggerated by impulse noise. The AMF categorizes pixels as noise by contrasting each pixel in the image to its close proximity of neighbor pixels. The size of the neighborhood and its threshold are adaptable for the robust assessment. A pixel that is dissimilar from a mainstream of its neighbors, as well as being not logically aligned with those pixels to which it is similar, is labeled as impulse noise. These noise pixels are then substituted by the median pixel value of the pixels in the neighborhood that have passed the noise labeling test [15] . The following steps were used for back ground estimation.
Step 1: Estimate the background at time t using adaptive median filter method.
Step 2: Subtract the estimated background from the input frame.
Step 3: Apply a threshold  to the absolute difference to get the binary moving objects hypothesis mask.
Assuming that the background is more likely to appear in a scene, we can use the median of the previous n frames as the background model
and computation of (.)  is based on the AMF. The following are the algorithm for median filter computation. Algorithm consists of two steps.
Step 1 is described for deciding whether the median of the gray values in the size of the neighborhood or not.
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Step 2: 
B. Foreground Detection
In this module estimated background and foreground mask images are used as an input for further processing. Thus, we use grayscale image sequences as input. Elements of the scene and the sizes of the traffic objects (vehicles and pedestrians) are unknown. The Foreground detection is done by using accumulative difference method, which is change-detection based on subtraction of a background image. It is necessary to update the background image frequently in order to guarantee reliable object detection. The basic idea in background adaptation is to integrate the new incoming information into the current background image using a Kalman filter: The gain are based on an estimate of the rate of change of the background. The larger it is, the faster new changes in the scene are updated to the background frame. In our approach, , they are kept small and the update process based on Eq.(3) is only intended for adapting to slow changes in overall lighting. . The pixels are assumed to contain motion if the absolute differences exceed a predefined threshold level.
As a result, a binary image is formed where active pixels are labeled with a "1" and non-active ones with a "0". With the updated background image strategy using Kalman filter, we get the better foreground detection result. This is a simple, but efficient method to monitor the changes in active during a few consecutive frames. Those pixels which tend to change their activity frequently are masked out from the binary image representing the foreground detection result.
C. Shadow Removal
Shadows appear as surface features, when they are caused by the interaction between light and objects. This may lead to problems in scene understanding, object segmentation, tracking, recognition, etc. Because of the undesirable effects of shadows on image analysis, much attention was paid to the area of shadow detection and removal over the past decades and covered many specific applications such as traffic surveillance. In this paper, 8-neighborhood gray clustering method is used to define the precise shadow and remove it. The mean clustering threshold and the initial cluster seed of the gray are calculated by the following equations. 
is the gray value of I(x,y). If T P i   , i P must be shadow point; otherwise, the point need not be marked. The point i P is checked constantly until no new point is marked. At last all the marked shadow points are removed.
D. Noise removal
In regular practice due to the camera noise and irregular object motion, there are some noise regions existed in both the object and background regions. In our method we have incorporated Gaussian noise with the acquired image and propose a solution to see how the background subtraction module would behave while the traditional background algorithms are not providing the significant results. The focus is on the background subtraction module because image noise mostly impacts the foreground extraction process. If the foreground objects are not detected well, the rest of the modules will possibly fail at their tasks.
In the proposed method, after finding the foreground object, noise is estimated and modeled using the following algorithm.
Step 1: Convert RGB image of ) , ( y x F into gray scale image.
Step 2: Motion blurring can be estimated in a spatially linear invariant system under certain conditions. If we assume the object translates at a constant velocity V during the 
The motion blur can be described mathematically as the result of a linear filter Step 3: Dividing the Fourier transform of the PSF into the transform of the blurred image, and performing an inverse FFT, reconstruct the image without noise. 
where 0 ) (  i l outside the image line range. The above Equation describes how pairs of pixels at particular displacements from each other are correlated. It is high where they are well correlated and low where poorly correlated. For a normal image, the ) (n K will be some function of distance from the origin plus random noises. But for a motion blurred image, the ) (n K will decline much more slowly in the direction of the blur than in other directions.
Step 4: The Noise to Signal Power Ratio was computed using the following equations: PSNR is measured in decibels. It's defined as
Where i, j are the width and height of the frame, respectively, in pixels. The PSNR is defined as , ( 
14)
Step 5: Apply Wiener filter with θ and d to deblur the image.
Step 6: The Wiener filtering is employed on the resultant Autocorrelation matrices. Wiener filtering minimizes the expected squared error between the restored and perfect images. A simplified Wiener filter is as follows:
where
is called the noise to signal power ratio. Step 7: The Lucy-Richardson filtering on the resultant Autocorrelation matrices. Using Lucy-Richardson method the image is modeled by maximizing the likelihood function gives an equation that is satisfied when the following iteration converges 
E. Detection
After post-processing, the image is compared with the one of the original frames (usually, the first frame). If the pixels are less than certain threshold, then they are ignored. Otherwise, they are replaced by the pixels of original image. This resulting www.ijacsa.thesai.org image will be consisting of the moving object ignoring the background and hence satisfying our requirement.
IV. IMPLEMENTATION AND PERFORMANCE ANALYSIS
This system was implemented on an Intel Pentium IV 280 GHz PC. We have tested the system on image sequences on different scenarios like traffic junction intersection, highways etc. Real life traffic video sequence is used to demonstrate the vehicle tracking from traffic video sequences using the proposed framework. All the videos chosen for vehicle tracking have same light intensity and have been taken during day time. We convert the colour video frames to gray scale images.
Automatic monitoring visual surveillance system implementation needs to detect vehicles using automatic background extraction. Background subtraction is the main step for vehicle detection. Fig. 4 shows number of successive frames that are used to extract the background. Digital camera used to take shots. The camera placed over the highway directly. It shots eight frames per second. After applying the threshold, to the absolute difference we got the binary moving objects hypothesis mask which is shown in Fig. 6 . With no noise information, the Wiener and other filters do a poor job at realizing the original, nondegraded, image. However, the Lucy-Richardson filter works really well, despite having no information about the noise in the image. With noise information, the Wiener filter gives better result than other filters. Fig 7. shows the comparison of PSNR value with varies filters. Table I shows the result of a mixture of filters used in the Noise removal module. Fig 8 shows the Comparative Analysis of mixture of filters using chart. 82 | P a g e www.ijacsa.thesai.org The most effective parameters that are playing a main role for automatic background extraction are the threshold level. This threshold is used to extract the moving vehicles from the background. Matlab built-in function has been employed for the evaluation of the threshold. Table II gives vehicle detection results. The background is subtracted from the current image then the resulted image is filtered to get moving vehicles only. By using this technique most of vehicles are detected. Moving vehicles are detected easily after background is subtracted. Performance analysis is shown in Fig.10 . Figure. 
V. CONCLUSION
The experimental results of using this approach lead to detect moving vehicles efficiently. This algorithm has been implemented and evaluated experimentally using natural traffic images. It gives promising and effective results where an average vehicle detection rate was around 94%. In this approach the background subtraction and edge detection are used. It is mainly focused on the autocorrelation method. And then an adaptive algorithm is applied to autocorrelation. PSNR is used for the evaluation to measure the performance of the filters. It could be improved and used as a basis for automatic traffic monitoring. Failure detection resulted from occluding large vehicles with small ones and the far moving vehicles that appear as a point in the image. These difficulties could be solved in the future work. 
