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ABSTRACT 
The problem of multivariate interval interpolation has been defined. Two algorithms for the 
computation of  a multivariate interval interpolating polynomial have been proposed. The 
algorithms have been compared among themselves with respect o the number of  interval arith- 
metic operations required to compute them and the width of the computed intervals. One of 
the algorithms is recommended for fast computation and the other for obtaining the most ac- 
curate results. 
I. INTRODUCTION 
The problem of interpolation of a function of several 
variables is more complex than that of a function of 
a single variable. This is due to the notational com- 
plexity on account of larger number of variables and 
certain inherent difficulties involved in principle (cf. 
[1], [6], [7] and [11]). If the data are not known 
exactly so that they can be represented only by inter- 
vals of real numbers instead of by real numbers, the 
problem of interpolation becomes still more com- 
plicated. 
Rokne [9] has defined Lagrangian i terval interpola- 
tion of a function of a single variable when pairs of 
intervals of real numbers are given instead of pairs of 
real numbers and has proposed some algorithms to 
compute aLagrangian i terval interpolating poly- 
nomial. Majumder and Bhattacharjee [4] have sug- 
gested better algorithms for the same problem. They 
[2] have also defined the problem of Hermite interval 
interpolation for a function of a single variable and 
have suggested some algorithms to compute the poly- 
nomial. 
In this paper the problem of multivariate interval 
interpolation has been defmed. Two algorithms have 
been proposed for the computation ofmultivariate 
interval interpolating polynomial, one of the algorithms 
requires the least number of operations and the other 
produces the most accurate results. 
2. MULTIVARIATE INTERVAL INTERPOLATION 
Let En be an n-dimensional Euclidean space and 
~- [x(1), x (2) . . . . .  x (n)] 
be a generic point in E n. If S be a non-empty subset 
of E n then a particular point x i ~ S is denoted by 
~i = [ x!l) x(2) ,x!n)l (1) 
11 ' i2 ' ' ' "  ~n 
Let the value of the function under consideration at
the point x i be denoted by Yi, where 
Yi = f (gi) = f [x!l) x(2) ' x(n) ] (2) 
11 ' i 2 . . . .  i n 
In multivariate real polynomial interpolation, the prob- 
lem is to fmd a multivariate interpolating polynomial 
which assumes the given values Yi at the point xi, 
i=O, 1 . . . .  t. 
McKinney [6] has shown that an ordering of the data 
points ~i obtained from an one-to-one mapping of 
the n-tuples (il, i 2 . . . . .  in) onto the non-negative 
integers 
n ( sq~j -1  
i= ~ ) (3) 
j=l 
where 
k 
Sik=j=~ 1 ij 
permits arecursive computation ofminimal d-th degree 
n+ d) "interpolating polynomials with t = (n data points 
xi, arranged in an n-dimensional rectangular grid such 
that 
.n+d. 
0<i<(  n )' i j~0,  0~Sin<d.  
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The recursive scheme is defined by 
P0(~ = Yo = ao ] 
ai = [Yi - Pi- 1 (~i)] / wi (~i) 
Pi(X--) = Pi_l(~) + aiwi(~) 
i= l ,2 , . . . , t  
(4) 
where 
n 
¢oi(~ ) =j__H I o (j, ij, ij) 
mjfil x(j) x(i) ~ 
° ( j ' i j 'm j )=k= O[ ij - k ' " 
It may be noted that the main computation i volved 
in obtaining a multivariate interpolating polynomial 
is the calculation of the co-efficients a i, i= 0,1 ..... t 
using (4). 
The problem of multivariate~ polynomial interpola- 
tion can be generalized todefine the problem of multi- 
variate polynomial interval interpolation as follows : 
Given a set of n-dimensional rectangular parallelotope 
Xi= Ix(ill), X!2) 1  . . . . .  x!n)] ,  :t  i=0 ,1  . . . . .  t, 
x (i) rx(J) x(J) 1 
and the corresponding interval values Yi where 
x( J )  ox(J) (9 
{f(~i): ij l l i j ' x2 i j l '  j=1 ,2  ..... n )~Y i, 
: (5 )  
the problem is to construct a multivariate interval 
interpolating polynomial Pt ix-) such that 
{Pt(X--) : Pt(X-) interpolates (xi' Yi )' 
xU) ~ xg), XkO) ij l j  X1 !=~,  k ~.k' j  = 1,2 ..... n~ 
• y ieY i  , i=0 ,1  . . . .  , t )  c Pt(~- ) (6) 
The interval extensions of (4) or a nested form of (4) 
(cf., [2], [4] and [9]) may be used to produce an inter- 
val interpolating polynomial 
t ~jfil 
et (x--) = X A i ~ ix. (j) - X (j)T 
i=O j= l  k=O 'j k "  (7) 
satisfying the condition (6). The interval co-efficients 
A i, i = 0,1 ..... t, thus produced, are wider than 
necessary. Narrower interval coefficients may be ob- 
tained using algorithms requiring smaller number of 
interval operations or algorithms which avoid com- 
putations with non-degenerate nd dependent inter- 
PalS. 
3. AN ALGORITHM BASED ON KROGH'S 
ALGORITHM 
For interpolation of a function of a single variable the 
number of basic arithmetic operations required by 
Krogh's [3] algorithm isless than that required by any 
other method. Krogh's [3] algorithm isbased on the 
fact that the coefficients of the polynomial re ex- 
pressible in terms of divided ifferences. The coef- 
ficients a i of the multivariate interpolating polynomial 
Pt(X-') given in (4) are also expressible in terms of the 
generalized divided difference 
. . . .  il ; ... i2 ; . . . . .  in 
Hence it is possible to compute Ai, the interval exten- 
sion of a. i, i= 0,1 ... . .  t, using the following eneraliza- 
tion of Krogh's algorithm. The algorithm requires 
smaller number of interval operations than that re- 
quired by the interval extension of (4), 
Algorithm MIK : 
Coefficients of the multivariate interval interpoLating 
polynomial (7) using a generalization f Krogh's 
algorithm : 
INPUT : n, t, (Xi' Yi)' i = 0, 1 . . . . .  t; 
OUTPUT : Ai, i = 0, 1 . . . . .  t. 
Step 1 : 
Initialize : i = 0; A 0 = Y0 ; 
Step2 : 
Set up the next case and initialize :
IF i = t stop; i ~- i + 1, FIND ij, j =1 ..... n using (3); 
IF ij = 0 THEN hj = 2 ELSE hj=0, j= 1, 2 ..... n; FIND 
j" and j"  such that ij= 0, j < j" and j > j n, .and 
ij• 0, j= j ' ,  j " ;  Bj, ,r=Ai,; r=0,1  . . . . .  , j , , -1 ,  
where i'j = ij, j ~ j n, i'j = r, j = j" and i" is obtahed 
using (3);mj= 0, j=  1,2 .. . . .  n; mj- =i j -  ; FIND 
m using (3); hj ,, = 1; IF j '= j"  GO TO step 5; 
Step3 : 
Loop, compute divided ifferences involving all the 
v afi'ables up to and including the j-th one : 
J=J" ;  BjO= Ym; 
Step4:  
Take the next case : 
mj~mj  + 1; FIND m using (3); 
Step5 : 
Take the corresponding function value :
V=Ym; 
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Step 6 : 
Compute divided differences : 
V = (BjT- V) / (~)  - X~.), r=O, 1 ..... mj-1 ;  
IF mj = ij GO TO step 7; Bjm j = V; 
IF j = r GO TO step 4; j - r; GO TO step 8; 
Step 7: 
Determine the next step : 
IF j = j " GO TO step 9; j ~- j + 1; IF h j=2 GO TO step 
7; IF h j= l  GO TO step 6; j =r; Bjr = V; hj = 1; 
IF hj_r =2, r =1,2 ..... j -1  GOTO step 8; FIND the 
least integer < j for which hj -r  = 2; hj - r  = 0; 
Step 8 : 
Initialize and branch to loop : 
mj = 0; j ~ j  + 1;IF mj = ij GO TOstep8; 
mj ~mj  + 1;GOTO'step3; 
Step 9: 
End of loop; compute Ai : 
A i = V; GO TO step 2. 
4. AN INTERVAL ANALYTIC PROCEDURE 
The algorithms discussed so far, are based on interval 
extensions of real multivariate interpolation formulae. 
In most of the cases the widths of interval coefficients 
are more than necessary. This is because of the fact 
that there are operations with nondegenerate and 
dependent intervals. In this section we consider an 
algorithm which attempts to replace all non-degener- 
ate and dependent intervali by degegerate intervals. 
Thus the algorithm produces intervals of narrowest 
widths. The same technique has been used by the 
authors in [2] and [4]. 
Consider the computation of a i decreed by (4). Note 
that a i is a function of x(~), a = 1, 2 n~ 
/3 = 0, 1 ... . .  ~ and Yi" i '= 0,1 ..... i. Suppose that 
then a i is non-decreasing as  ~x(~) o ,  
x(~). ~) • . /] increases. If x~ can take any value m the interval 
(tv t~ ) () () 
X ~ then a i will be smallest if x// = Xlfl and largest if . 
If- ~x(a) is of one sign for e ' Yi" 
p 
then the largest (and smallest) value of a i occurs where 
x(~ ) has appropriate xtreme value x~ ) or x(2~). The 
~a" i'= same is true for ~ ,  0, 1 ..... i. 
These ideas have been developed into an algorithm for 
computing bounds of a i. In so doing the possibility that 
~a i ~ai or- may change sign has been taken into 
8x(~) 8Yi' 
consideration. 
For a given i, let 
8a i -fx(i) x(J) 1 if ~ 0 
gk '  £k j 6x(~ ) ~ ' 
W 
8a i 
_ 
k(Z) - ' x(~) ~ 0, 
X~) , otherwise (8) 
fo r j= l ,2  . . . . .  n, k=0,1  . . . . .  ij, Z=l ,2and 
~=l f f  g=2,  ~=2 if g=l ;  
a i 
- [Ygi"  Ygi "1 if &yi----7->0, 
= ~ d0 ,  ~'(9~ [Y~I"' Y~i "] if ~ai 
• 8y i, 
Y i ' '  otherwise (9 )  
for i '= 0, 1 . . . . .  i and ~, ~ are defined as above. 
Notethat X~)  ~ X(~ ), Yi,(~)c--Yi" , £=1,2  
when x(~ ) y(a) and that smallest value of a i occurs e "'/3(1)' 
Yi" e Yi" (1)" Similarly the largest value of a i occurs 
when x(~ ) ~ x ( ')  "-//(2) ' Yi" ~ Yi" (2)" If we compute 
Ai(j~ ) by algorithm MIK with input intervals Y(a) - -~(~) ,  
Yi'(£)' a=1,2  ..... n, ~=0,1  ..... ij, 
i" = 0, 1 . . . . .  i, ~ = 1, 2, and define 
Ai(0) = [a l l ( l ) ,  a2i(2)] (10) 
where 
Ai(£) = [al i (£ ) , a2i(~)], g = 1, 2 then 
a i~ Ai(0) and Ai(0) c__ Ai, A i being the coefficient 
obtained using the input intervals X (j) k '  Y i "  j=1 ,2  ..... n, 
k=0,1  . . . . .  ij, i '=0 ,1  . . . . .  i. 
Thus Ai(0) satisfies ome optimal property. 
The derivatives required for the determination of
X(a) £=1,2, a=1,2 ..... n, ~ =0,1 ..... ij ~(~)' 
are obtained from the following relations. These rela- 
tions have been derived from equations (4). 
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8 a i a i 5 coi(xi) 1 ~Pi- l(Xi ) 
=-¢oi(xi)" 8x~- ~ -  ¢oi(xi) 8x(~) 
~g i a 
=o, #>i  (11) 
8Pi'(xi)  _ 6Pi ' - l (X i  ) 
co i , (x i) 
x(~) 
+ a i ,  
= 0 , /~> i" 
Ot 
6a i, ax(~) wi" (xi) 
~w i- (x i) 
, /3<i  a 
-=c°"(x'~/[x!a), " v'" la - x(=) ]' # < i~, i" < i 
i-i 
x!O  
= 0, otherwise. 
(12) 
(13) 
a i However, the derivatives - -  , - = 1, 2, . . . ,  n 
~x(. ~) 
may not be calculated using the above relations be- 
cause they may be ohtained more easily from the 
following lemma. 
Lemma 1 
I f  a i is defined by (4) then 
i ~a i
~ =0,  a=1,2  . . . .  ,n. 
~=0 ~ x(~) 
Proof 
ia ~ 6oi, (xi) 
From (13) we have ~ - 0.  
~=0 8xff)r~ i~ ~a i 
It follows from (11) and (12) that ~ - -  = 0, 
#=0 ~x(~) 
ia ~a i
ff ~ - -  = 0 for i" < i. It has been verified 
~=0 8x(~) 
that the lemma is true for i = 0, 1. Hence the lemma 
is proved by induction. 
The derivatives required for the determination of  
Yi '  are computed from the following relations. 
~a (£). 
i =0 ,  ,. i '> i  
8Yi" 
= 1/w i (xi), i" = i 
8 P i -1  (xi) 
- / co i (x i ) ,  i" < i 
8Yi" (14) 
and 
Pm (xi) ~ Pm - 1 (x i) ~ am 
- -  - + ¢Om(Xi), m < i -  1 
Yi" ~ Yi" ~ Yi" 
The following algorithm uses the interval analytic tech- 
nique discussed above to compute the coefficients A i 
of  the multivariate interval interpolating polynomial (7). 
Algorithm MIO 
Coefficients of the multivariate interval interpolating 
polynomial (7) using an interval analytic procedure : 
input, output are same as in algorithm MIK : 
Step 1 : 
Initialize : 
i=0;  A0= Y0; ' DX(0, a, 0) = 0, a=l ,2  . . . . .  n; 
DY(O, O) = 1; 
Step 2 : 
Set up the next case and compute derivatives : 
a i 6 a i DX (i, a, ~) - - - ,  DY (i, i ' )  - 
x(~) 8 Yi" 
IF i = t stop; i ~ i + 1; use interval extensions of (11), 
(12) and (13) to COMPUTE DX(i,a,/~), ~=0,1 ..... ia-1, 
-=1,2  ..... n; use I.emma I to'COMPUTE DX(i,=,ia) ,
= 1,2 ..... n; use (14) to COMPUTE DY(i, i ' ) ,  i '<  i; 
Step 3 : 
Determine appropriate degenerate intervals : 
COMPUTE X (j) using (8) and (9); k(g)' Yi" (Z) 
Step 4 
Compute the coefficient Ai(0) : 
use Algorithm MIK to COMPUTE Ai(£), J~ = 1, 2, 
Hence DETERMINE Ai(0 ) using (10); GO TO step 2. 
5. NUMERICAL RESULTS 
In order to test the proposed algorithms programs have 
been developed in FORTRAN-II .  These programs use 
basic rounded interval arithmetic subroutines [5] for 
the IBM 1620 computer. All the arithmetic has been 
performed using fLxed length mantissas with ten sig- 
nificant decimal digits. 
AU the programs have been tested for an example given 
by Scarborough [10] for real bivariate interpolation. 
Instead of using real data we have used interval data. 
The data are presented in table 1. 
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Table 1. Input data; Yi l , i  2 for given X! 1) , 1 X! 2)12 
i2 0 1 2 3 
"~ x!2) il 
0 (61.9995, 
62.0005) 
1 (62.9995, 
63.0005) 
2 (63.9995, 
64.0005) 
3 (64.9995, 
65.0005) 
(66.9995, (67.995, .(68.9995, (69.9995, 
67.0005) 68.0005) 69.0005) 70.0005) 
(1.4220750, (1.4522490, 
1.4220756) 1.4522498) 
(1.4302230, (1.4609630, 
1A302242) 1.4609640) 
(1.4384290, (1.4697530, 
1.4384306) 1.4697535) 
(1.4466800, 
1.4466806) 
(1.4828580, (1.5139060, 
1.4828598) 1.5139662) 
(1.4921720, 
1.4921736) 
Following McKinney [6] the ordering of the data 
points given in table 2 have been used for all the 
algorithms to compute the interpolating polynomial 
Pq (x) = Pq[X (1) , x (2)] 
= A 0 + Al[X(2)---x.(oZ)I + A2 [x(1)-X(0 x)]'" 
+ A3[x(2) 
+ A4[~(2) 
+ As[x(1) 
+ A6[~(2) 
+ A7[x(2) 
+ h8[x(2) 
+ A9 [x(1) 
X (2) x(2) . X (2) - o1[  - 1 1 
x(2) ~(1) x(a) - o1[  - o l 
_ x(ol/]Lx(1)_ x l)] 
X(o xl 
- X(o 2)1b'(2) - 1 ] [  x(2) x(1) -0  ] x(1) 
_X(o 
- X(01)][x (1) . X~ 1)][x (1)- X (1)] 
(15) 
Table 2. The ordering of the data points used for all 
computations 
i 0 1 2 3 4 5 6 7 8 9 
(il,i2) 00) (01) (10) (02) (11) (20) (03) (12) (21) (30) 
The interval coefficients A i, s of the interpolating 
polynomial (15) have been computed using the interval 
extension of (4) and algorithms MIK and MIO. The 
results obtained by algorithms MIK and MIO are 
presented in tables 3 and 4 respectively. The widths 
of the coefficients are also presented. 
Table 3. Coefficients of the polynomial P9 Ix(l)' x(2)] 
using Algorithm MIK 
i A i w(Ai) 
0 ( 0.14220E-F01, 0.14220E+01) 0.60000E- 06 
1 ( 0.30143E-01, 0.30205E-01) 0.61748E- 04 
2 ( 0.81392E-02, 0.81573E-02) 0.18096E-04 
3 ( 0.17083E-03, 0.26461E-03) 0.93775E- 04 
4 ( 0.54659E-03, 0.58504E-03) 0.38456E- 04 
5 ( 0.15241E-04, 0.42672E-04) 0.27431E- 04 
6 (-0.67313E-04, 0.68026E-04) 0.13533E- 03 
7 (-0.12576E-04, 0.46583E-04) 0.59159E- 04 
8 (-0.19212E-04, 0.36930E-04) 0.56143E-04 
9 (-0.22017E-04, 0.17463E-04) 0.39480E- 04 
Table 4. Coefficients of the polynomial P9[x (1), x(2)] 
using Algorithm MIO 
i A i w(A i) 
( 0.14220E+ 01, 
( 0.30143E- 01, 
( 0.81392E- 02, 
( 0.18720E- 03 
( 0.56287E- 03 
( 0.20422E- 04 
(-0.19833E- 04 
(-0.88345E- 05 
(-0.13362E- 04 
(-0.16561E- 05 
0.14220E+01) 0.60000E- 06 
0.30205E-01) 0.61748E- 04 
0.81573E-02) 0.18096E - 04 
0.24819E-03) 0.60984E- 04 
0.56873E-03) 0.58592E- 05 
0.37476E-04) 0.17046E- 04 
0.20614E-04) 0.40448E- 04 
0.42757E-04) 0.33922E- 04 
0.31026E-04) 0.17664E- 04 
0.32034E-05) 0.48595E- 05 
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Table 5. Values of  the polynomial P9 [x(1)' x(2)]' 
whose coefficients are given in table 3, over 
the given X (1), X (2) intervals 
il i2 P9[X~),l , X! 2) ] [X(1),X(2}]'L w,~P 12 a ~ 9 t i ! i2J~ 
.L 
0 0 (0.14220E+01, 
0 1 (0.14521E+01, 
1 0 (0.14301E+01 
0 2 (0.14826E+01 
1 1 (0.14608E+01 
2 0 (0.14383E+01 
0 3 (0.15130E+01 
1 2 (0.14918E+01 
2 1 (0.14695E+01 
3 0 (0.14464E+01 
0.14221E+ 01 
0.14523E+01 
0.14302E+ 01 
0.14830E+ 01 
0.14610E+ 01 
0.14385E+ 01 
0.15147E+01 
0.14924E+01 
0.14699E+01 
0.14469E+01 
0.78131E-04 
0.14095E-03 
0.97403E-04 
0.39239E-03 
0.19860E-03 
0.17176E-03 
0.16449E-02 
0.60694E-03 
0.42384E-03 
0.53833E-03 
1 
i+ = i n + -~- (i n -1 + 1)( in-1  + ( in-2 + 1)' (i n_2 +)"'" 
+ (i 2 + 1)((i 2 + (i I + 1) il) ... )). 
When very high accuracy is not required algorithm MIK 
should be recommended for use. 
The performance of algorithm MIO is superior to all 
other algorithms. This is achieved at the cost of  more 
computations. For a given i, algorithm MIO requires 
the comptation of  i. derivatives with respect o 
x(") and (i + 1) derivatives with to i" < i respec  Yi', 
before computing Ai(1) and Ai(2) using algorithm 
MIK. 
Hence when accuracy of  the result is the only criterion 
in selecting an algorithm, algorithm MIO should be used. 
Table 6. Values of  the polvnomial P,, IX{ 1) X! 2) 1 
, ~ L 11 , 12 j 
whose coefficients are given in table 4, over 
the given X (1), X (2) intervals 
~1 i2 
0 0 (0.14220E+01 
0 1 (0~14521E+01 
1 0 (0.14301E+01 
0 2 (0.14826E+01 
1 (0.14608E+01 
2 0 (0.14383E+01 
0 3 (0.15134E+01 
1 2 (0.14919E+01 
2 1 (0.14695E÷01 
3 0 (0.14465E+01 
0.14221E+ 01) 0.77955E-04 
0.14523E+ 01) 0.14078E-03 
0.14302E+ 01) 0.97211E-04 
0.14830E+01) 0.32659E-03 
0.14610E+ 01) 0.16589E-03 
0.14385E+ 01) 0.15076E-03 
0.15143E+01) 0.87757E-03 
0.14924E+ 01) 0.46087E-03 
0.14699E+ 01) 0.31421E-03 
0.14468E+ 01) 0.26770E-03 
The polynomial P9 [ x(1), x(2)] is computed over the 
given intervals for the coefficients given in tables 3 and 
4. The computed intervals and their widths are pre- 
sented in tables 5 and 6 respectively. 
6. CONCLUSIONS 
The proble/n of  multivariate polynomial interval inter- 
polation has been defined in this paper. Two most ef- 
fective algorithms MIK and MIO for the computation 
of  the coefficients of  a multivariate interval interpolat- 
ing polynomial have been presented in details. 
Algorithm MIK is the most economic one and it pro- 
duces much better esults in comparison with other 
simple interval extension procedures. For a given i the 
number of  interval arithmetic operations required to 
compute the interval coefficient A i using the algorithm 
MIK are i. + t+ + 1 subsiractions and i+ divisions 
where 
n 
i=Z i j ,  
j= l  
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