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1. Постановка задачи
Математическое моделирование многих процессов, происходящих в реальном
мире, часто приводит к изучению прямых и обратных задач для уравнений мате-
матической физики. Многие задачи газовой динамики, теории упругости, теории
пластин и оболочек приводится к рассмотрению дифференциальных уравнений в
частных производных высоких порядков [1, 2]. Представляют большой интерес с
точки зрения приложений дифференциальные уравнения четвертого порядка (см.,
напр. [3–7]). Дифференциальные уравнения в частных производных типа Benney-
Luke имеют приложения в математической физике (см. [7]).
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В случаях решения задач математического моделирования, когда граница об-
ласти протекания физического процесса недоступна для измерений, в качестве
дополнительной информации, достаточной для однозначной разрешимости зада-
чи, могут служить нелокальные условия в интегральной форме ( см. приложения
таких задач с нелокальными условиями в [8–12]).
Интенсивное исследование обратных задач в значительной степени обусловле-
но актуальностью разработки математических методов решения обширного класса
важных прикладных проблем, связанных с обработкой и интерпретацией наблю-
дений. К обратным задачам можно отнести задачи определения некоторых физи-
ческих свойств объектов, таких, как плотность, коэффициент теплопроводности,
упругие модули в зависимости от координат или в виде функций других парамет-
ров. Обратная краевая задача для уравнения Буссинеска четвертого порядка с
несамосопряженными краевыми и с дополнительными интегральными условиями
рассмотрена в [13]. Обратные задачи для интегро-дифференциальных уравнений
с вырожденным ядром рассматривались в [14–19].
В настоящей работе рассматривается однозначная разрешимость нелокальной
обратной задачи для интегро-дифференциального уравнения Benney-Luke четвер-
того порядка с вырожденным ядром. Данная статья является дальнейшим разви-
тием и совершенствованием методики работ [15–17]. Итак, в области Ω рассмат-
ривается уравнение вида
𝜕 2 𝑈(𝑡, 𝑥)
𝜕 𝑡 2
− 𝜕
4 𝑈(𝑡, 𝑥)
𝜕 𝑡 2 𝜕𝑥 2
− 𝜕
2 𝑈(𝑡, 𝑥)
𝜕 𝑥 2
+
𝜕 4𝑈 (𝑡, 𝑥)
𝜕 𝑥 4
− 𝜆
𝑇∫︁
0
𝐾(𝑡, 𝑠)𝑈(𝑠, 𝑥) 𝑑𝑠 =
= 𝜂 (𝑡)𝛽 (𝑥) + 𝑓
⎛⎝𝑥, 𝛽(𝑥), 𝑇∫︁
0
𝑙∫︁
0
𝐻(𝜃, 𝑦)𝑈(𝜃, 𝑦) 𝑑𝑦 𝑑𝜃
⎞⎠ (1)
с интегральными условиями
𝑈 (0, 𝑥) +
𝑇∫︁
0
Θ 1 (𝑠)𝑈(𝑠, 𝑥) 𝑑𝑠 = 𝜙 1 (𝑥), 𝑥 ∈ Ω 𝑙, (2)
𝑈 𝑡 (0, 𝑥) +
𝑇∫︁
0
Θ 2 (𝑠)𝑈(𝑠, 𝑥) 𝑑𝑠 = 𝜙 2 (𝑥), 𝑥 ∈ Ω 𝑙, (3)
граничными условиями Бенара
𝑈 (𝑡, 0) = 𝑈 (𝑡, 𝑙) = 𝑈 𝑥𝑥 (𝑡, 0) = 𝑈 𝑥𝑥 (𝑡, 𝑙) = 0, 𝑡 ∈ Ω𝑇 (4)
и дополнительными условиями
𝑇∫︁
0
Θ 3 (𝑡)𝑈(𝑡, 𝑥) 𝑑𝑡 = 𝜓(𝑥), 𝑥 ∈ Ω 𝑙, (5)
𝑈 𝑡(𝑡, 𝑥) |𝑡=𝑇 = 𝑤 (𝑥), 𝑥 ∈ Ω 𝑙, (6)
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где 𝜂 (𝑡) ∈ 𝐶(Ω𝑇 ), 𝑓(𝑥, 𝛽, 𝛾) ∈ 𝐶(Ω 𝑙 × 𝑅 × 𝑅), 𝛽(𝑥) ∈ 𝐶(Ω 𝑙) – первая функция
восстановления, 𝜓(𝑥) ∈ 𝐶(Ω 𝑙) , 𝜓(0) = 𝜓(𝑙) = 0, 𝜙 𝑘(𝑥) ∈ 𝐶(Ω𝑙) , 𝜙 𝑘(0) = 𝜙 𝑘(𝑙) = 0,
𝑘 = 1, 2, 𝑤 (𝑥) ∈ 𝐶(Ω 𝑙) , Θ 𝑗 (𝑡) ∈ 𝐶 2(Ω𝑇 ), 𝑗 = 1, 2, 3,
𝑇∫︀
0
𝑙∫︀
0
⃒⃒
𝐻 (𝑡, 𝑥)
⃒⃒
𝑑𝑥 𝑑𝑡 <∞, 𝜙 2(𝑥)
– вторая функция восстановления, 𝐾(𝑡, 𝑠) =
𝑚∑︀
𝑖=1
𝑎 𝑖 (𝑡) 𝑏 𝑖 (𝑠), 𝑎 𝑖 (𝑡) , 𝑏 𝑖(𝑠) ∈ 𝐶(Ω𝑇 ),
Ω ≡ Ω𝑇 × Ω 𝑙, Ω𝑇 ≡ [0;𝑇 ], Ω 𝑙 ≡ [0; 𝑙], 0 < 𝑇 <∞ , 0 < 𝑙 <∞, 𝜆 – действительный
спектральный параметр.
Здесь предполагается, что функции 𝑎 𝑖(𝑡) и 𝑏 𝑖(𝑠) являются линейно независи-
мыми.
Решение данной задачи ищется в виде ряда Фурье:
𝑈 (𝑡, 𝑥) =
∞∑︁
𝑛=1
𝑢𝑛 (𝑡)𝜗𝑛(𝑥), (7)
где функции 𝜗𝑛(𝑥) =
√︁
2
𝑙 sin 𝜇𝑛 𝑥 образуют полную систему ортонормированных
функций
{︀
𝜗𝑛 (𝑥)
}︀∞
𝑛=1
в 𝐿 2(Ω 𝑙), а 𝜇𝑛 = 𝑛𝜋𝑙 – соответствующие собственные зна-
чения.
По предположению
𝛽 (𝑥) =
∞∑︁
𝑛=1
𝛽𝑛 𝜗𝑛 (𝑥), (8)
𝑓 (𝑥, 𝛽(𝑥), 𝛾) =
∞∑︁
𝑛=1
𝑓𝑛 (·)𝜗𝑛 (𝑥), (9)
где 𝛽𝑛 =
𝑙∫︀
0
𝛽 (𝑦)𝜗𝑛 (𝑦) 𝑑𝑦,
𝑓𝑛 (·) =
𝑙∫︀
0
𝑓
(︃
𝑦,
∞∑︀
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︀
0
𝑙∫︀
0
𝐻 (𝑠, 𝑧)
∞∑︀
𝑘=1
𝑢 𝑘 (𝑠)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝑠
)︃
𝜗𝑛 (𝑦) 𝑑𝑦.
Кроме того, учтем, что
𝜗′′𝑛 (𝑥) = −𝜇 2𝑛 𝜗𝑛 (𝑥), 𝜗𝐼𝑉𝑛 (𝑥) = 𝜇 4𝑛 𝜗𝑛 (𝑥). (10)
Обозначим через ?ˆ? 22 (Ω) класс непрерывных функций 𝑈(𝑡, 𝑥) двух переменных
в замкнутом прямоугольнике Ω и имеющих в нем частные производные
𝜕 𝑈(𝑡, 𝑥)
𝜕 𝑥
,
𝜕 2 𝑈(𝑡, 𝑥)
𝜕 𝑥 2
,
𝜕 3 𝑈(𝑡, 𝑥)
𝜕 𝑥 3
,
𝜕 𝑈(𝑡, 𝑥)
𝜕 𝑡
,
каждая из которых принадлежат не только 𝐿 2(Ω), но и принадлежат 𝐿 2(Ω 𝑙) при
фиксированном 𝑡 ∈ Ω𝑇 и принадлежат 𝐿 2(Ω𝑇 ) при фиксированном 𝑥 ∈ Ω 𝑙, где
𝐿 2(Ω) =
⎧⎨⎩𝑈(𝑡, 𝑥) :
√︃∫︁ 𝑇
0
∫︁ 𝑙
0
⃒⃒
𝑈(𝑡, 𝑦)
⃒⃒ 2
𝑑𝑦 𝑑𝑡 <∞
⎫⎬⎭ .
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Определение 1. Функция 𝑈(𝑡, 𝑥) ∈ ?ˆ? 22 (Ω) называется обобщенным решением
смешанной задачи (1)− (4), если она удовлетворяет интегральному тождеству∫︁ 𝑇
0
∫︁ 𝑙
0
{︂
𝑈(𝑡, 𝑦)
[︂
𝜕 2
𝜕 𝑡 2
Φ (𝑡, 𝑦)− 𝜕
4
𝜕 𝑡 2 𝜕 𝑦 2
Φ (𝑡, 𝑦)− 𝜕
2
𝜕 𝑦 2
Φ (𝑡, 𝑦)+
+
𝜕 4
𝜕 𝑦 4
Φ (𝑡, 𝑦)
]︂
− 𝐹 Φ (𝑡, 𝑦)
}︂
𝑑𝑦 𝑑𝑡 =
=
∫︁ 𝑙
0
𝜙 1(𝑦)
[︂
𝜕
𝜕 𝑡
Φ (0, 𝑦)− 𝜕
3
𝜕 𝑡 𝜕 𝑦 2
Φ (0, 𝑦)+
+
𝑇∫︁
0
Θ 1 (𝑠)
(︂
𝜕
𝜕 𝑠
Φ (0, 𝑦)− 𝜕
3
𝜕 𝑠 𝜕 𝑦 2
Φ (0, 𝑦)
)︂
𝑑𝑠
⎤⎦ 𝑑𝑦−
−
∫︁ 𝑙
0
𝜙 2(𝑦)
[︂
Φ (0, 𝑦)− 𝜕
2
𝜕 𝑦 2
Φ (0, 𝑦)+
+
𝑇∫︁
0
Θ 2 (𝑠)
(︂
𝜕
𝜕 𝑠
Φ (0, 𝑦)− 𝜕
3
𝜕 𝑠 𝜕 𝑦 2
Φ (0, 𝑦)
)︂
𝑑𝑠
⎤⎦ 𝑑𝑦
для любой функции Φ(𝑡, 𝑥) ∈ 𝐶 2, 4(Ω), подчиненной следующим условиям
Φ(𝑡, 𝑥)⃒⃒
𝑥=0
= Φ𝑥𝑥(𝑡, 𝑥)⃒⃒
𝑥=0
=
𝜕 4
𝜕 𝑥 4
Φ(𝑡, 𝑥)⃒⃒
𝑥=0
=
= Φ (𝑡, 𝑥)⃒⃒
𝑥=𝑙
= 𝑈𝑥𝑥 (𝑡, 𝑥)⃒⃒
𝑥=𝑙
=
𝜕 4
𝜕 𝑥 4
Φ (𝑡, 𝑥)⃒⃒
𝑥=𝑙
= 0,
lim
𝑡→𝑇
∫︁ 𝑙
0
Φ (𝑡, 𝑦) 𝑑𝑦 = lim
𝑡→𝑇
∫︁ 𝑙
0
𝜕
𝜕 𝑡
Φ (𝑡, 𝑦) 𝑑𝑦 = 0,
где 𝐹 Φ (𝑡, 𝑥) =
=
[︃
𝜆
∫︁ 𝑇
0
𝐾(𝑡, 𝑠)𝑈(𝑠, 𝑥) 𝑑𝑠 + 𝜂 (𝑡)𝛽 (𝑥)+
+𝑓
⎛⎝𝑥, 𝛽(𝑥), 𝑇∫︁
0
𝑙∫︁
0
𝐻(𝜃, 𝑦)𝑈(𝜃, 𝑦) 𝑑𝑦 𝑑𝜃
⎞⎠⎤⎦Φ(𝑡, 𝑥).
Определение 2. Под решением обратной краевой задачи (1) − (6) понимается
тройка функций
{︁
𝑈 (𝑡, 𝑥) ∈ ?ˆ? 22 (Ω), 𝛽 (𝑥) ∈ 𝐶(Ω 𝑙), 𝜙 2 (𝑥) ∈ 𝐶(Ω 𝑙)
}︁
, удовлетворя-
ющую уравнению (1) и условиям (2)− (6).
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2. Сведение нелокальной задачи (1)–(4) к счетной системе нелинейных
уравнений
Воспользуемся рядами (7)–(9). Тогда с помощью определения обобщенного ре-
шения из уравнения (1) с учетом формулы (10) и полноты системы ортонорми-
рованных функций
{︀
𝜗𝑛 (𝑥)
}︀∞
𝑛=1
в 𝐿 2(Ω 𝑙) получаем следующую счетную систему
интегро-дифференциальных уравнений второго порядка:
𝑢′′𝑛 (𝑡) + 𝜇
2
𝑛 𝑢𝑛 (𝑡) =
=
𝜆
1 + 𝜇 2𝑛
𝑇∫︁
0
𝑚∑︁
𝑖=1
𝑎 𝑖 (𝑡) 𝑏 𝑖 (𝑠) · 𝑢𝑛 (𝑠) 𝑑𝑠 + 𝜂(𝑡)
1 + 𝜇 2𝑛
𝛽𝑛 +
1
1 + 𝜇 2𝑛
𝑓𝑛 (·), (11)
где 𝑢𝑛 (𝑡) =
𝑙∫︀
0
𝑈 (𝑡, 𝑦)𝜗𝑛 (𝑦) 𝑑𝑦.
С помощью обозначения
𝑐 𝑖𝑛 =
𝑇∫︁
0
𝑏 𝑖 (𝑠)𝑢𝑛 (𝑠) 𝑑𝑠 (12)
уравнение (11) перепишется в следующем виде
𝑢′′𝑛 (𝑡) + 𝜇
2
𝑛 𝑢𝑛 (𝑡) =
=
𝜆
1 + 𝜇 2𝑛
𝑚∑︁
𝑖=1
𝑎 𝑖 (𝑡) 𝑐 𝑖𝑛 +
𝜂 (𝑡)
1 + 𝜇 2𝑛
𝛽𝑛 +
1
1 + 𝜇 2𝑛
𝑓𝑛 (·). (13)
Решая уравнение (13), получаем
𝑢𝑛 (𝑡) = 𝛼 1𝑛 cos 𝜇𝑛 𝑡 + 𝛼 2𝑛 sin 𝜇𝑛 𝑡 + 𝜆
𝑚∑︁
𝑖=1
𝑝 𝑖 (𝑡) 𝑐 𝑖𝑛+
+
1
𝜈𝑛
𝑡∫︁
0
sin 𝜇𝑛 (𝑡− 𝑠)
[︀
𝜂 (𝑠)𝛽𝑛 + 𝑓𝑛 (·)
]︀
𝑑𝑠, (14)
где 𝛼 1𝑛, 𝛼 2𝑛 — произвольные постоянные, которые подлежат определению,
𝑝 𝑖 (𝑡) =
1
𝜈𝑛
𝑡∫︀
0
sin 𝜇𝑛 (𝑡− 𝑠) 𝑎 𝑖 (𝑠) 𝑑𝑠, 𝜈𝑛 = 𝜇𝑛
(︀
1 + 𝜇 2𝑛
)︀
.
Уравнение (14) запишем в виде
𝑢𝑛 (𝑡) = 𝛼 1𝑛 cos 𝜇𝑛 𝑡 + 𝛼 2𝑛 sin 𝜇𝑛 𝑡 + 𝑔𝑛 (𝑡), (15)
где
𝑔𝑛 (𝑡) = 𝜆
𝑚∑︁
𝑖=1
𝑝 𝑖 (𝑡) 𝑐 𝑖𝑛 +
1
𝜈𝑛
𝑡∫︁
0
sin 𝜇𝑛 (𝑡− 𝑠)
[︀
𝜂 (𝑠)𝛽𝑛 + 𝑓𝑛 (·)
]︀
𝑑𝑠. (16)
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Определяем 𝛼 1𝑛, 𝛼 2𝑛 из (15). Условия (2) и (3) запишем в следующем виде
𝑢𝑛 (0) +
𝑇∫︁
0
Θ 1 (𝑠)𝑢𝑛 (𝑠) 𝑑𝑠 = 𝜙 1𝑛, (17)
𝑢′𝑛 (0) +
𝑇∫︁
0
Θ 2 (𝑠)𝑢𝑛 (𝑠) 𝑑𝑠 = 𝜙 2𝑛, (18)
где 𝜙 𝑖𝑛 =
𝑙∫︀
0
𝜙 𝑖 (𝑦)𝜗𝑛 (𝑦) 𝑑𝑦, 𝑖 = 1, 2.
Тогда с учетом (15) из (17) и (18) приходим к системе алгебраических уравне-
ний относительно 𝛼 1𝑛 и 𝛼 2𝑛{︃
𝛼 1𝑛
(︀
1 + 𝜏 11𝑛
)︀
+ 𝛼 2𝑛 𝜏 21𝑛 = 𝜙 1𝑛 − 𝜏 31𝑛,
𝛼 1𝑛 𝜏 12𝑛 + 𝛼 2𝑛
(︀
𝜇𝑛 + 𝜏 22𝑛
)︀
= 𝜙 2𝑛 − 𝜏 32𝑛,
(19)
где
𝜏 1𝑖𝑛 =
𝑇∫︁
0
Θ 𝑖 (𝑠) cos 𝜇𝑛 𝑠 𝑑𝑠, 𝜏 2𝑖𝑛 =
𝑇∫︁
0
Θ 𝑖 (𝑠) sin 𝜇𝑛 𝑠 𝑑𝑠,
𝜏 3𝑖𝑛 =
𝑇∫︁
0
Θ 𝑖 (𝑠)𝑔𝑛 (𝑠) 𝑑𝑠, 𝑖 = 1, 2.
Накладываем условие
𝜔𝑛 =
(︀
𝜇𝑛 + 𝜏 22𝑛
)︀ (︀
1 + 𝜏 11𝑛
)︀− 𝜏 12𝑛 𝜏 21𝑛 ̸= 0. (20)
Тогда, решив систему (19), из (15) получаем
𝑢𝑛 (𝑡) = 𝜙 1𝑛𝑄 1𝑛 (𝑡) + 𝜙 2𝑛𝑄 2𝑛 (𝑡)+
+
𝑇∫︁
0
Θ 3𝑛 (𝑡, 𝑠) 𝑔𝑛 (𝑠) 𝑑𝑠 +
1
𝜔𝑛
𝑔𝑛 (𝑡), (21)
где
𝑄 1𝑛 (𝑡) =
1
𝜔𝑛
[︁(︀
𝜇𝑛 + 𝜏 22𝑛
)︀
cos 𝜇𝑛 𝑡− 𝜏 12𝑛 sin 𝜇𝑛 𝑡
]︁
,
𝑄 2𝑛 (𝑡) =
1
𝜔𝑛
[︁
𝜏 21𝑛 cos 𝜇𝑛 𝑡 +
(︀
1 + 𝜏 11𝑛
)︀
sin 𝜇𝑛 𝑡
]︁
,
𝑄 3𝑛 (𝑡, 𝑠) =
1
𝜔𝑛
[︁
− (︀𝜇𝑛 + 𝜏 22𝑛)︀ cos 𝜇𝑛 𝑡 + 𝜏 12𝑛 sin 𝜇𝑛 𝑡]︁Θ 1 (𝑠)+
+
1
𝜔𝑛
[︁
𝜏 21𝑛 cos 𝜇𝑛 𝑡−
(︀
1 + 𝜏 11𝑛
)︀
sin 𝜇𝑛 𝑡
]︁
Θ 2 (𝑠).
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Подставляя (16) в (21), получаем уравнение
𝑢𝑛 (𝑡) = 𝜙 1𝑛𝑄 1𝑛 (𝑡) + 𝜙 2𝑛𝑄 2𝑛 (𝑡)+
+
𝑇∫︁
0
Θ 3𝑛 (𝑡, 𝑠)
⎡⎣𝜆 𝑚∑︁
𝑖=1
𝑝 𝑖 (𝑠) 𝑐 𝑖𝑛 +
1
𝜈𝑛
𝑠∫︁
0
sin 𝜇𝑛 (𝑠− 𝜃)
(︀
𝜂 (𝜃)𝛽𝑛 + 𝑓𝑛 (·)
)︀
𝑑𝜃
⎤⎦ 𝑑𝑠+
+
1
𝜔𝑛
[︂
𝜆
𝑚∑︁
𝑖=1
𝑝 𝑖 (𝑡) 𝑐 𝑖𝑛 +
1
𝜈𝑛
𝑡∫︁
0
sin 𝜇𝑛 (𝑡− 𝑠)
(︀
𝜂 (𝑠)𝛽𝑛 + 𝑓𝑛 (·)
)︀
𝑑𝑠
]︂
. (22)
Теперь вернемся к обозначению (12). Подстановка его в (22) дает систему из
счетных систем алгебраических уравнений (СССАУ)
𝑐 𝑖𝑛 − 𝜆
𝑚∑︁
𝑗=1
𝐴 𝑖𝑗𝑛 · 𝑐 𝑗𝑛 = 𝐵 𝑖𝑛, 𝑖 = 1,𝑚, (23)
где
𝐴 𝑖𝑗𝑛 =
𝑇∫︁
0
𝑏 𝑖 (𝑠)
𝑇∫︁
0
Θ 3𝑛 (𝑠, 𝜃) 𝑝 𝑗𝑛 (𝜃) 𝑑𝜃 𝑑𝑠 +
1
𝜔𝑛
𝑇∫︁
0
𝑏 𝑖 (𝑠) 𝑝 𝑗𝑛 (𝑠) 𝑑𝑠,
𝐵 𝑖𝑛 = 𝜙 1𝑛 𝛾 1𝑛 + 𝜙 2𝑛 𝛾 2𝑛 +
𝛽𝑛
𝜈𝑛
𝛾 3𝑛 +
𝑓𝑛 (·)
𝜈𝑛
𝛾 4𝑛, (24)
𝛾 𝑘𝑛 =
𝑇∫︁
0
𝑏 𝑖 (𝑠)𝑄 𝑘𝑛 (𝑠) 𝑑𝑠, 𝑘 = 1, 2,
𝛾 3𝑛 =
𝑇∫︁
0
𝑏 𝑖 (𝑠)
⎡⎣ 𝑇∫︁
0
Θ 3𝑛 (𝑠, 𝜃)
𝜃∫︁
0
sin 𝜇𝑛 (𝜃 − 𝜉) 𝜂 (𝜉) 𝑑𝜉 𝑑𝜃+
+
𝑠∫︁
0
sin 𝜇𝑛 (𝑠− 𝜃) 𝜂 (𝜃) 𝑑𝜃
⎤⎦ 𝑑𝑠,
𝛾 4𝑛 =
𝑇∫︁
0
𝑏 𝑖 (𝑠)
⎡⎣ 𝑇∫︁
0
Θ 3𝑛 (𝑠, 𝜃)
𝜃∫︁
0
sin 𝜇𝑛 (𝜃 − 𝜉) 𝑑𝜉 𝑑𝜃 +
𝑠∫︁
0
sin 𝜇𝑛 (𝑠− 𝜃) 𝑑𝜃
⎤⎦ 𝑑𝑠.
СССАУ (23) однозначно разрешима при любых конечных 𝐵 𝑖𝑛, если выполня-
ется следующее условие
∆𝑛(𝜆) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1− 𝜆𝐴11𝑛 𝜆𝐴12𝑛 . . . 𝜆𝐴1𝑚𝑛
𝜆𝐴21𝑛 1− 𝜆𝐴22𝑛 . . . 𝜆𝐴2𝑚𝑛
...
...
. . .
...
𝜆𝐴𝑚1𝑛 𝜆𝐴𝑚2𝑛 . . . 1− 𝜆𝐴𝑚𝑚𝑛
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ̸= 0. (25)
Определитель ∆𝑛(𝜆) есть многочлен относительно 𝜆 степени не выше𝑚. Урав-
нение ∆𝑛(𝜆) = 0 имеет не более 𝑚 различных корней. Эти корни называются
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собственными (характеристическими) числами ядра интегро-дифференциального
уравнения (1). При других значениях 𝜆 условие (25) выполняется. Для таких зна-
чений 𝜆 система (23) имеет единственное решение при ненулевой конечной правой
части.
Решения СССАУ (23) записываются в виде
𝑐 𝑖𝑛 =
∆ 𝑖𝑛(𝜆)
∆𝑛(𝜆)
, 𝑖 = 1,𝑚, (26)
где ∆ 𝑖𝑛 (𝜆) =
=
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1− 𝜆𝐴11𝑛 . . . 𝜆𝐴1(𝑖−1)𝑛 𝐵 1𝑛 𝜆𝐴1(𝑖+1)𝑛 . . . 𝜆𝐴1𝑚𝑛
𝜆𝐴21𝑛 . . . 𝜆𝐴2(𝑖−1)𝑛 𝐵 2𝑛 𝜆𝐴2(𝑖+1)𝑛 . . . 𝜆𝐴2𝑚𝑛
...
...
...
...
...
. . .
...
𝜆𝐴𝑚1𝑛 . . . 𝜆𝐴𝑚(𝑖−1)𝑛 𝐵𝑚𝑛 𝜆𝐴𝑚(𝑖+1)𝑛 . . . 1− 𝜆𝐴𝑚𝑚𝑛
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ .
Среди элементов определителей ∆ 𝑖𝑛 (𝜆) находятся 𝐵 𝑖𝑛. В свою очередь, в со-
ставе 𝐵 𝑖𝑛 находятся неизвестные величины 𝑢𝑛(𝑡, 𝜇), 𝛽𝑛 и 𝜙 2𝑛. В самом деле, эти
неизвестные величины находились в правой части CССАУ (23). Чтобы вывести
их из знака воспользуемся выражением в (24). Согласно свойству определителя
из последнего равенства имеем
∆ 𝑖𝑛 (𝜆) = 𝜙 1𝑛 ∆ 1𝑖𝑛 (𝜆) + 𝜙 2𝑛 ∆ 2𝑖𝑛 (𝜆) +
𝛽𝑛 (𝜆)
𝜈𝑛
∆ 3𝑖𝑛 (𝜆) +
𝑓𝑛 (·)
𝜈𝑛
∆ 4𝑖𝑛(𝜆),
где ∆𝑘𝑖𝑛 (𝜆) =
=
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1− 𝜆𝐴11𝑛 . . . 𝜆𝐴1(𝑖−1)𝑛 𝛾𝑘1𝑛 𝜆𝐴1(𝑖+1)𝑛 . . . 𝜆𝐴1𝑚,𝑛
𝜆𝐴21𝑛 . . . 𝜆𝐴2(𝑖−1)𝑛 𝛾𝑘2𝑛 𝜆𝐴2(𝑖+1)𝑛 . . . 𝜆𝐴2𝑚𝑛
...
...
...
...
...
. . .
...
𝜆𝐴𝑚1𝑛 . . . 𝜆𝐴𝑚(𝑖−1)𝑛 𝛾𝑘𝑚𝑛 𝜆𝐴𝑚(𝑖+1)𝑛 . . . 1− 𝜆𝐴𝑚𝑚𝑛
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ,
𝑘 = 1, 4.
Тогда формула (26) переписывается в виде
𝑐 𝑖𝑛 = 𝜙 1𝑛
∆ 1𝑖𝑛(𝜆)
∆𝑛(𝜆)
+ 𝜙 2𝑛
∆ 2𝑖𝑛(𝜆)
∆𝑛(𝜆)
+
+
𝛽𝑛 (𝜆)
𝜈𝑛
∆ 3𝑖𝑛(𝜆)
∆𝑛(𝜆)
+
𝑓𝑛 (·)
𝜈𝑛
∆ 4𝑖𝑛(𝜆)
∆𝑛(𝜆)
, 𝑖 = 1,𝑚. (27)
Подставляя (27) в (22), получаем следующую счетную систему нелинейных
интегральных уравнений (ССНИУ)
𝑢𝑛 (𝑡) = ℑ
(︀
𝑡; 𝑢𝑛
)︀ ≡ 𝜙 1𝑛𝐺 1𝑛 (𝑡) + 𝜙 2𝑛𝐺 2𝑛 (𝑡) + 𝛽𝑛𝐺 3𝑛 (𝑡) + 𝐺 4𝑛 (𝑡)×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦, (28)
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где
𝐺 𝑘𝑛 (𝑡) = 𝑄 𝑘𝑛 (𝑡) + 𝜆
𝑚∑︁
𝑖=1
∆ 𝑘𝑖𝑛(𝜆)
∆𝑛(𝜆)
⎡⎣𝑝 𝑖𝑛 (𝑡)
𝜔𝑛
+
𝑇∫︁
0
Θ 3𝑛 (𝑡, 𝑠) 𝑝 𝑖𝑛 (𝑠) 𝑑𝑠
⎤⎦ , 𝑘 = 1, 2,
𝐺 3𝑛 (𝑡) =
𝜆
𝜈𝑛
𝑚∑︁
𝑖=1
∆ 3𝑖𝑛(𝜆)
∆𝑛(𝜆)
⎡⎣𝑝 𝑖𝑛 (𝑡)
𝜔𝑛
+
𝑇∫︁
0
Θ 3𝑛 (𝑡, 𝑠) 𝑝 𝑖𝑛 (𝑠) 𝑑𝑠
⎤⎦+
+
1
𝜈𝑛
𝑇∫︁
0
Θ 3𝑛 (𝑡, 𝑠)
𝑠∫︁
0
sin 𝜇𝑛 (𝑠− 𝜃) 𝜂 (𝜃) 𝑑𝜃 𝑑𝑠 + 1
𝜈𝑛
𝑡∫︁
0
sin 𝜇𝑛 (𝑡− 𝑠) 𝜂 (𝑠) 𝑑𝑠,
𝐺 4𝑛 (𝑡) =
𝜆
𝜈𝑛
𝑚∑︁
𝑖=1
∆ 4𝑖𝑛(𝜆)
∆𝑛(𝜆)
⎡⎣𝑝 𝑖𝑛 (𝑡)
𝜔𝑛
+
𝑇∫︁
0
Θ 3𝑛 (𝑡, 𝑠) 𝑝 𝑖𝑛 (𝑠) 𝑑𝑠
⎤⎦+
+
1
𝜈𝑛
𝑇∫︁
0
Θ 3𝑛 (𝑡, 𝑠)
𝑠∫︁
0
sin 𝜇𝑛 (𝑠− 𝜃) 𝑑𝜃 𝑑𝑠 + 1
𝜈𝑛
𝑡∫︁
0
sin 𝜇𝑛 (𝑡− 𝑠) 𝑑𝑠.
Предполагая, что функции 𝛽 (𝑥), 𝜙 2 (𝑥) известны, сначала изучим прямую за-
дачу (1)–(4).
3. Однозначная разрешимость CСНИУ (28)
Как и в случае работы [17], в пространстве 𝐵 2(𝑇 ) рассмотрим норму
⃦⃦
𝑢 (𝑡)
⃦⃦
𝐵 2(𝑇 )
=
⎯⎸⎸⎷ ∞∑︁
𝑛=1
max
𝑡∈Ω𝑇
⃒⃒
𝑢𝑛 (𝑡)
⃒⃒ 2
.
Для произвольной функции 𝜗 (𝑥) ∈ 𝐿 2(Ω𝑙) рассматривается следующая норма
⃦⃦
𝜗 (𝑥)
⃦⃦
𝐿 2(Ω𝑙)
=
⎯⎸⎸⎸⎷ 𝑙∫︁
0
⃒⃒
𝜗 (𝑦)
⃒⃒ 2
𝑑𝑦.
Для числовой последовательности
{︁
𝜙𝑛
}︁∞
𝑛=1
∈ ℓ 2 используется норма
⃦⃦
𝜙
⃦⃦
ℓ 2
=
⎯⎸⎸⎷ ∞∑︁
𝑛=1
⃒⃒
𝜙𝑛
⃒⃒ 2
.
Теорема 1. Пусть выполняются условия (20), (25) и
1.
⃦⃦
𝜙 1
⃦⃦
ℓ 2
⃦⃦
𝐺 1 (𝑡)
⃦⃦
𝐵 2(𝑇 )
+
⃦⃦
𝜙 2
⃦⃦
ℓ 2
⃦⃦
𝐺 2 (𝑡)
⃦⃦
𝐵 2(𝑇 )
+
+
⃦⃦
𝛽
⃦⃦
ℓ 2
⃦⃦
𝐺 3 (𝑡)
⃦⃦
𝐵 2(𝑇 )
≤ 𝛿 0 <∞,
⃦⃦
𝐺 4 (𝑡)
⃦⃦
𝐵 2(𝑇 )
≤ 𝛿 1 <∞;
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2.
⃦⃦
𝑓 (𝑥, 𝛽, 𝛾)
⃦⃦
𝐿 2(Ω𝑙)
≤𝑀 <∞;
3.
⃒⃒⃒
𝑓(𝑥, 𝛽, 𝛾1)− 𝑓(𝑥, 𝛽, 𝛾2)
⃒⃒⃒
≤ 𝑞 (𝑥)⃒⃒ 𝛾1 − 𝛾2 ⃒⃒, ⃦⃦ 𝑞 (𝑥) ⃦⃦𝐿 2(Ω𝑙) ≤ 𝛿 2 <∞;
4.
𝑇∫︀
0
⃦⃦
𝐻 (𝑡, 𝑥)
⃦⃦
𝐿 2(Ω𝑙)
𝑑𝑡 ≤ 𝛿 3 <∞;
5. 𝜌 1 = 𝛿 1 𝛿 2 𝛿 3 < 1, где 𝛿 𝑘 и 𝑀 — положительные постоянные, 𝑘 = 0, 1, 2, 3.
Тогда CСНИУ (28) имеет единственное решение в пространстве 𝐵 2(𝑇 ). Это
решение можно найти методом последовательных приближений:{︃
𝑢 0𝑛 (𝑡) = 𝜙 1𝑛𝐺 1𝑛 (𝑡) + 𝜙 2𝑛𝐺 2𝑛 (𝑡) + 𝛽𝑛𝐺 3𝑛 (𝑡),
𝑢 𝑗+1𝑛 (𝑡) ≡ ℑ (𝑡;𝑢 𝑗𝑛), 𝑗 = 0, 1, 2, . . . .
(29)
Доказательство. Для нулевого приближения используем неравенство Гельдера.
Тогда, в силу первого условия теоремы, из (29) имеем оценку⃦⃦
𝑢 0 (𝑡)
⃦⃦
𝐵 2(𝑇 )
≤ 𝛿 0. (30)
Для первой разности итерации (29), в силу неравенства Гельдера, получаем
⃦⃦
𝑢 1 (𝑡)− 𝑢 0 (𝑡) ⃦⃦
𝐵 2(𝑇 )
≤
⎯⎸⎸⎷ ∞∑︁
𝑛=1
max
𝑡∈Ω𝑇
⃒⃒
𝐺 4𝑛 (𝑡)
⃒⃒ 2×
×
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
⃒⃒⃒⃒
⃒⃒ 𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 0𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦)
⃒⃒⃒⃒
⃒⃒ 𝑑𝑦
⎤⎦ 2.
Отсюда с использованием неравенства Бесселя, в силу условий теоремы и оцен-
ки (30), имеем оценку⃦⃦
𝑢 1 (𝑡)− 𝑢 0 (𝑡) ⃦⃦
𝐵 2(𝑇 )
≤ 𝛿 1
⃦⃦
𝑓(𝑥, 𝛽, 𝛾 0)
⃦⃦
𝐿 2(Ω𝑙)
≤ 𝛿 1𝑀, (31)
𝛾 𝑖 =
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝑡, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑖𝑘 (𝑡)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝑡, 𝑖 = 0, 1, 2, . . .
Теперь для произвольной разности 𝑢 𝑗+1 (𝑡)−𝑢 𝑗 (𝑡) с применением неравенства
Гельдера и Бесселя получим следующую оценку
⃦⃦
𝑢 𝑗+1 (𝑡)− 𝑢 𝑗 (𝑡) ⃦⃦
𝐵 2(𝑇 )
≤
⎯⎸⎸⎷ ∞∑︁
𝑛=1
max
𝑡∈Ω𝑇
⃒⃒
𝐺 4𝑛 (𝑡)
⃒⃒ 2×
×
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
𝑞 (𝑦)
𝑇∫︁
0
𝑙∫︁
0
|𝐻(𝑡, 𝑧) |
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘 (𝑡)− 𝑢 𝑗−1𝑘 (𝑡)
⃒⃒⃒ ⃒⃒
𝜗 𝑘 (𝑧)
⃒⃒
𝑑𝑧 𝑑𝑡
⃒⃒
𝜗𝑛 (𝑦)
⃒⃒
𝑑𝑦
⎤⎦ 2 ≤
ОБ ОДНОЙ НЕЛОКАЛЬНОЙ ОБРАТНОЙ ЗАДАЧЕ ДЛЯ... 29
≤ 𝛿 1
𝑇∫︁
0
𝑙∫︁
0
|𝐻 (𝑡, 𝑧) |
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘 (𝑡)− 𝑢 𝑗−1𝑘 (𝑡)
⃒⃒⃒ ⃒⃒
𝜗 𝑘 (𝑧)
⃒⃒
𝑑𝑧 𝑑𝑡×
×
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
𝑞 (𝑦)
⃒⃒
𝜗𝑛 (𝑦)
⃒⃒
𝑑𝑦
⎤⎦ 2 ≤
≤ 𝛿 1
⃦⃦
𝑞 (𝑥)
⃦⃦
𝐿 2(Ω𝑙)
𝑇∫︁
0
∞∑︁
𝑘=1
max
𝑡∈Ω𝑇
⃒⃒⃒
𝑢 𝑗𝑘 (𝑡)− 𝑢 𝑗−1𝑘 (𝑡)
⃒⃒⃒ 𝑙∫︁
0
|𝐻 (𝑡, 𝑧) | ⃒⃒𝜗 𝑘 (𝑧) ⃒⃒ 𝑑𝑧 𝑑𝑡 ≤
≤ 𝛿 1 𝛿 2
𝑇∫︁
0
⎯⎸⎸⎸⎷ ∞∑︁
𝑘=1
⎡⎣ 𝑙∫︁
0
|𝐻 (𝑡, 𝑧) | ⃒⃒𝜗 𝑘 (𝑧) ⃒⃒ 𝑑𝑧
⎤⎦ 2 ⃦⃦𝑢 𝑗 (𝑡)− 𝑢 𝑗−1 (𝑡) ⃦⃦
𝐵 2(𝑇 )
𝑑𝑡 ≤
≤ 𝛿 1 𝛿 2
𝑇∫︁
0
⃦⃦
𝐻 (𝑡, 𝑥)
⃦⃦
𝐿 2(Ω𝑙)
𝑑𝑡
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 𝑗−1 (𝑡) ⃦⃦
𝐵 2(𝑇 )
𝑑𝑡 ≤
≤ 𝜌 1
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 𝑗−1 (𝑡) ⃦⃦
𝐵 2 (𝑇 )
. (32)
В силу последнего условия теоремы, из оценки (32) следует, что оператор в
правой части (28) является сжимающим. Из оценок (30)–(32) заключаем, что для
оператора в правой части (28) существует единственная неподвижная точка (см.,
напр. [20], стр. 389–401). Следовательно, в пространстве 𝐵 2 (𝑇 ) ССНИУ (28) имеет
единственное решение. Кроме того, для этого решения справедлива оценка скоро-
сти сходимости ⃦⃦
𝑢 𝑗+1 (𝑡)− 𝑢 (𝑡) ⃦⃦
𝐵 2 (𝑇 )
≤ 𝜌
𝑗+1
1
1− 𝜌 1 𝛿 1𝑀. (33)
Теорема доказана.
Покажем, что множество интегро-дифференциальных уравнений (1), для кото-
рых выполняется последнее условие теоремы 1, не пусто. Если в качестве примера
берем функцию 𝐻 (𝑡, 𝑥) = exp
{︀− 𝛿 1 𝛿 2 𝑡− 𝑥}︀, то это условие приобретает вид
𝜌 1 =
(︁
1− exp {︀− 𝛿 1 𝛿 2 𝑇}︀)︁(︁1− exp {︀− 𝑙}︀)︁ < 1.
4. Сходимость ряда Фурье для решения прямой задачи (1)–(4)
Подставляя оператор в правой части (28) в ряд Фурье (7), получаем аналити-
ческое решение краевой задачи (1)–(4)
𝑈(𝑡, 𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥) ·
{︂
𝜙 1𝑛𝐺 1𝑛 (𝑡) + 𝜙𝑛𝐺 2𝑛 (𝑡) + 𝛽𝑛𝐺 3𝑛 (𝑡) + 𝐺 4𝑛 (𝑡)×
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×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦
⎫⎬⎭ . (34)
Также подставляем (29) в ряд (7)
𝑈 𝑗+1 (𝑡, 𝑥) =
∞∑︁
𝑛=1
𝑢 𝑗+1𝑛 (𝑡)𝜗𝑛(𝑥) =
=
∞∑︁
𝑛=1
𝜗𝑛 (𝑥) ·
{︂
𝜙 1𝑛𝐺 1𝑛 (𝑡) + 𝜙𝑛𝐺 2𝑛 (𝑡) + 𝛽𝑛𝐺 3𝑛 (𝑡) + 𝐺 4𝑛 (𝑡)×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑗𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦
⎫⎬⎭ , (35)
𝑗 = 0, 1, 2, 3, . . ..
Теорема 2. Пусть выполняются условия теоремы 1 и 𝑢 (𝑡) ∈ 𝐵 2 (𝑇 ) является
единственным решением ССНИУ (28). Тогда последовательность функций (35)
сходится абсолютно и равномерно к функции (34) при 𝑗 →∞.
Доказательство. Так как 𝑢 (𝑡) ∈ 𝐵 2 (𝑇 ) является единственным решением СС-
НИУ (28), то для разности функций (35) и (34) с применением неравенства Гель-
дера и Бесселя аналогично оценке (32) получаем⃒⃒⃒
𝑈 𝑗+1 (𝑡, 𝑥)− 𝑈 (𝑡, 𝑥)
⃒⃒⃒
≤
∞∑︁
𝑛=1
⃒⃒
𝜗𝑛 (𝑥)
⃒⃒×
×
⎧⎨⎩⃒⃒𝐺 4𝑛 (𝑡) ⃒⃒
𝑙∫︁
0
⃒⃒⃒⃒
⃒⃒ 𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑗𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠−
−𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠ ⃒⃒⃒⃒⃒⃒ ⃒⃒𝜗𝑛 (𝑦) ⃒⃒ 𝑑𝑦
⎫⎬⎭ ≤
≤
√︂
2
𝑙
⎯⎸⎸⎷ ∞∑︁
𝑛=1
max
𝑡∈Ω𝑇
⃒⃒
𝐺 4𝑛 (𝑡)
⃒⃒ 2×
×
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
𝑞 (𝑦)
𝑇∫︁
0
𝑙∫︁
0
|𝐻(𝑡, 𝑧) |
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘 (𝑡)− 𝑢 𝑘 (𝑡)
⃒⃒⃒ ⃒⃒
𝜗 𝑘 (𝑧)
⃒⃒
𝑑𝑧 𝑑𝑡
⃒⃒
𝜗𝑛 (𝑦)
⃒⃒
𝑑𝑦
⎤⎦ 2 ≤
≤
√︂
2
𝑙
𝛿 1 𝛿 2
𝑇∫︁
0
⃦⃦
𝐻 (𝑡, 𝑥)
⃦⃦
𝐿 2(Ω𝑙)
𝑑𝑡
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 (𝑡) ⃦⃦
𝐵 2(𝑇 )
𝑑𝑡 ≤
≤
√︂
2
𝑙
𝜌 1
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 (𝑡) ⃦⃦
𝐵 2 (𝑇 )
.
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Отсюда, в силу оценки (33), получаем
⃒⃒⃒
𝑈 𝑗+1 (𝑡, 𝑥)− 𝑈 (𝑡, 𝑥)
⃒⃒⃒
≤
√︂
2
𝑙
𝜌 𝑗+11
1− 𝜌 1 𝛿 1𝑀. (36)
Из (36) следует, что
lim
𝑗→∞
⃒⃒⃒
𝑈 𝑗+1 (𝑡, 𝑥)− 𝑈 (𝑡, 𝑥)
⃒⃒⃒
= 0
Теорема доказана.
5. Обратная задача (1)–(6)
Для определения первой функции восстановления воспользуемся условием (5).
Тогда из (34) получаем:
𝜓(𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥)
⎧⎨⎩𝜙 1𝑛
𝑇∫︁
0
Θ 3 (𝑡)𝐺 1𝑛 (𝑡) 𝑑𝑡 + 𝜙 2𝑛
𝑇∫︁
0
Θ 3 (𝑡)𝐺 2𝑛 (𝑡) 𝑑𝑡+
+𝛽𝑛(𝜇)
𝑇∫︁
0
Θ 3 (𝑡)𝐺 3𝑛 (𝑡) 𝑑𝑡 + 𝑓𝑛(·)
𝑇∫︁
0
Θ 3 (𝑡)𝐺 4𝑛 (𝑡) 𝑑𝑡
⎫⎬⎭ . (37)
Пусть
𝑇∫︁
0
Θ 3 (𝑡)𝐺 3𝑛 (𝑡) 𝑑𝑡 ̸= 0, ∀ 𝑡 ∈ Ω𝑇 .
Тогда из (37) имеем
𝛽𝑛(𝜇) = ℎ 1𝑛 𝜙 1𝑛 − ℎ 2𝑛 𝜙 2𝑛 − ℎ 3𝑛 𝑓𝑛(·), (38)
где
ℎ 1𝑛 =
𝜓𝑛 −
𝑇∫︀
0
Θ 3 (𝑡)𝐺 1𝑛 (𝑡) 𝑑𝑡
𝑇∫︀
0
Θ 3 (𝑡)𝐺 3𝑛 (𝑡) 𝑑𝑡
, ℎ 2𝑛 =
𝑇∫︀
0
Θ 3 (𝑡)𝐺 2𝑛 (𝑡) 𝑑𝑡
𝑇∫︀
0
Θ 3 (𝑡)𝐺 3𝑛 (𝑡) 𝑑𝑡
,
ℎ 3𝑛 =
𝑇∫︀
0
Θ 3 (𝑡)𝐺 4𝑛 (𝑡) 𝑑𝑡
𝑇∫︀
0
Θ 3 (𝑡)𝐺 3𝑛 (𝑡) 𝑑𝑡
, 𝜓𝑛 =
𝑙∫︁
0
𝜓 (𝑦) 𝜗𝑛 (𝑦) 𝑑𝑦.
Подставляя (38) в (28), получаем
𝑢𝑛(𝑡) = 𝜙 1𝑛 𝐹 1𝑛 (𝑡) + 𝜙 2𝑛 𝐹 2𝑛 (𝑡) + 𝐹 3𝑛 (𝑡) 𝑓𝑛(·), (39)
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где
𝐹 1𝑛(𝑡) = 𝐺 1𝑛 (𝑡) + ℎ 1𝑛𝐺 3𝑛 (𝑡),
𝐹 2𝑛 (𝑡) = 𝐺 2𝑛 (𝑡)− ℎ 2𝑛𝐺 3𝑛 (𝑡),
𝐹 3𝑛 (𝑡) = 𝐺 4𝑛 (𝑡)− ℎ 3𝑛𝐺 3𝑛 (𝑡).
Теперь находим вторую функцию восстановления 𝜙 2 (𝑥). Подставляя (39) в
ряд Фурье (7), получаем
𝑈(𝑡, 𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥) {𝜙 1𝑛 𝐹 1𝑛 (𝑡) + 𝜙 2𝑛 𝐹 2𝑛 (𝑡) + 𝐹 3𝑛 (𝑡) 𝑓𝑛(·)} . (40)
Используя условие (6), из (40) имеем
𝑤 (𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥) {𝜙 1𝑛 𝐹 ′1𝑛 (𝑇 ) + 𝜙 2𝑛 𝐹 ′2𝑛 (𝑇 ) + 𝐹 ′3𝑛 (𝑇 ) 𝑓𝑛(·)} .
Отсюда находим формулу для определения второй функции восстановления
𝜙 2𝑛 = 𝜙 1𝑛 𝜒 1𝑛 − 𝜒 2𝑛×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦, (41)
где 𝜒 1𝑛 =
𝑤𝑛−𝐹 ′1𝑛(𝑇 )
𝐹 ′2𝑛(𝑇 )
, 𝜒 2𝑛 =
𝐹 ′3𝑛(𝑇 )
𝐹 ′2𝑛(𝑇 )
, 𝑤𝑛 =
𝑙∫︀
0
𝑤 (𝑦) 𝜗𝑛 (𝑦) 𝑑𝑦.
Подставляя (41) в (39), для основной неизвестной функции получаем ССНИУ
𝑢𝑛 (𝑡) ≡ ℑ 1
(︀
𝛽𝑛, 𝑢𝑛
)︀
= 𝜙 1𝑛𝐸 1𝑛 (𝑡) + 𝐸 2𝑛 (𝑡)×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦, (42)
где 𝐸 1𝑛 (𝑡) = 𝐹 1𝑛 (𝑡) + 𝜒 1𝑛 𝐹 2𝑛 (𝑡), 𝐸 2𝑛 (𝑡) = 𝐹 3𝑛 (𝑡)− 𝜒 2𝑛 𝐹 2𝑛 (𝑡).
Теперь, подставляя (41) в (38), для первой функции восстановления получаем
счетную систему уравнений
𝛽𝑛 ≡ ℑ 2
(︀
𝛽𝑛, 𝑢𝑛
)︀
= 𝜙 1𝑛 𝜎 1𝑛 + 𝜎 2𝑛×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻 (𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦, (43)
где 𝜎 1𝑛 = ℎ 1𝑛 − ℎ 2𝑛 𝜒 1𝑛, 𝜎 2𝑛 = ℎ 2𝑛 𝜒 2𝑛 − ℎ 3𝑛.
Итак, согласно (42) и (43) имеем систему из двух счетных систем нелинейных
интегральных уравнений (СССНИУ){︃
𝑢𝑛 (𝑡) ≡ ℑ 1(𝛽𝑛, 𝑢𝑛),
𝛽𝑛 ≡ ℑ 2(𝛽𝑛, 𝑢𝑛).
(44)
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6. Однозначная разрешимость CССНИУ (44)
Теорема 3. Пусть выполняются условия (20) и (25). Если
1. 𝐹 ′2𝑛 (𝑇 ) ̸= 0;
𝑇∫︀
0
Θ 3 (𝑡)𝐺 3𝑛 (𝑡) 𝑑𝑡 ̸= 0, 𝑡 ∈ Ω𝑇 ;
2. max
{︁⃦⃦
𝜙1
⃦⃦
ℓ 2
⃦⃦
𝐸 1 (𝑡)
⃦⃦
𝐵 2(𝑇 )
;
⃦⃦
𝜙1
⃦⃦
ℓ 2
⃦⃦
𝜎 1
⃦⃦
ℓ 2
}︁
≤ 𝜀 1 = const <∞;
3. max
{︁⃦⃦
𝐸 2 (𝑡)
⃦⃦
𝐵 2(𝑇 )
;
⃦⃦
𝜎 2
⃦⃦
ℓ 2
}︁
≤ 𝜀 2 = const <∞;
4.
⃦⃦
𝑓(𝑥, 0, 0)
⃦⃦
𝐿 2(Ω𝑙)
≤𝑀 = const <∞;
5.
⃒⃒
𝑓(𝑥, 𝛽1, 𝛾1)− 𝑓(𝑥, 𝛽2, 𝛾2)
⃒⃒ ≤ 𝑞 (𝑥)(︁⃒⃒𝛽1 − 𝛽2 ⃒⃒+ ⃒⃒ 𝛾1 − 𝛾2 ⃒⃒)︁,⃦⃦
𝑞(𝑥)
⃦⃦
𝐿 2(Ω𝑙)
≤ 𝛿 2 = const <∞;
6.
𝑇∫︀
0
⃦⃦
𝐻 (𝑡, 𝑥)
⃦⃦
𝐿 2(Ω𝑙)
𝑑𝑡 ≤ 𝛿 3 = const <∞;
7. 𝜌 2 = 𝛿 0 𝜀 2 𝛿 2 < 1, 𝛿 0 = max {𝛿 3; 1},
тогда CССНИУ (44) имеет единственную пару решений. Эту пару решений
можно найти методом последовательных приближений:{︃
𝛽 0𝑛 = 0, 𝛽
𝑗+1
𝑛 = ℑ 2 (𝛽 𝑗𝑛, 𝑢 𝑗𝑛),
𝑢 0𝑛 (𝑡) = 0, 𝑢
𝑗+1
𝑛 (𝑡) = ℑ 1 (𝛽 𝑗𝑛, 𝑢 𝑗𝑛), 𝑗 = 0, 1, 2, 3, . . .
(45)
Доказательство. Применяя неравенств Минковского, Гельдера и Бесселя для
первых разностей с учетом условий теоремы из приближения (45) получаем оцен-
ки
⃦⃦
𝛽 1 − 𝛽 0 ⃦⃦
ℓ 2
≤ ⃦⃦𝜙 1 ⃦⃦ ℓ 2 ⃦⃦𝜎 1 ⃦⃦ ℓ 2 +
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
⎡⎣⃒⃒𝜎 2𝑛 ⃒⃒ 𝑙∫︁
0
| 𝑓 (𝑦, 0, 0) · 𝜗𝑛 (𝑦)| 𝑑𝑦
⎤⎦ 2 ≤
≤ 𝜀 1 + 𝜀 2
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
| 𝑓 (𝑦, 0, 0) | · ⃒⃒𝜗𝑛 (𝑦) ⃒⃒ 𝑑𝑦
⎤⎦ 2 ≤
≤ 𝜀 1 + 𝜀 2
⃦⃦
𝑓(𝑥, 0, 0)
⃦⃦
𝐿 2(Ω𝑙)
≤ 𝜀 1 + 𝜀 2𝑀, (46)⃦⃦
𝑢 1 (𝑡)− 𝑢 0 (𝑡) ⃦⃦
𝐵 2(𝑇 )
≤
≤ ⃦⃦𝜙 1 ⃦⃦ ℓ 2 ⃦⃦𝐸 1 (𝑡) ⃦⃦𝐵 2 (𝑇 ) +
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
max
𝑡∈Ω𝑇
⎡⎣⃒⃒𝐸 2𝑛 (𝑡) ⃒⃒ 𝑙∫︁
0
| 𝑓 (𝑦, 0, 0) · 𝜗𝑛 (𝑦) | 𝑑𝑦
⎤⎦ 2 ≤
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≤ 𝜀 1 + 𝜀 2
⎯⎸⎸⎸⎷ ∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
| 𝑓 (𝑦, 0, 0) | · ⃒⃒𝜗𝑛 (𝑦) ⃒⃒ 𝑑𝑦
⎤⎦ 2 ≤
≤ 𝜀 1 + 𝜀 2
⃦⃦
𝑓(𝑥, 0, 0)
⃦⃦
𝐿 2(Ω𝑙)
≤ 𝜀 1 + 𝜀 2𝑀. (47)
Для произвольных разностей с применением неравенств Минковского, Гельде-
ра и Бесселя получаем следующие оценки⃦⃦
𝛽 𝑗+1 − 𝛽 𝑗 ⃦⃦
ℓ 2
≤
≤
⎯⎸⎸⎷ ∞∑︁
𝑛=1
⃒⃒
𝜎 2𝑛
⃒⃒ 2⎧⎨⎩
∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
𝑞 (𝑦)
(︃ ∞∑︁
𝑘=1
⃒⃒⃒
𝛽 𝑗𝑘 − 𝛽 𝑗−1𝑘
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑦) ⃒⃒+
+
𝑇∫︁
0
𝑙∫︁
0
|𝐻 (𝜃, 𝑧) |
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘(𝜃)− 𝑢 𝑗−1𝑘 (𝜃)
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑧) ⃒⃒ 𝑑𝑧 𝑑𝜃
⎞⎠ ⃒⃒𝜗𝑛 (𝑦) ⃒⃒ 𝑑𝑦
⎤⎦ 2
⎫⎪⎬⎪⎭
1
2
≤
≤ ⃦⃦𝜎 2 ⃦⃦ ℓ 2
⎧⎨⎩
𝑙∫︁
0
(︃
𝑞 (𝑦)
∞∑︁
𝑘=1
⃒⃒⃒
𝛽 𝑗𝑘 − 𝛽 𝑗−1𝑘
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑦) ⃒⃒)︃ 2 𝑑𝑦
⎫⎬⎭
1
2
+
+
⃦⃦
𝜎 2
⃦⃦
ℓ 2
⎧⎪⎨⎪⎩
𝑙∫︁
0
⎛⎝𝑞 (𝑦) 𝑇∫︁
0
𝑙∫︁
0
|𝐻(𝜃, 𝑧) |
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘 (𝜃)− 𝑢 𝑗−1𝑘 (𝜃)
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑧) ⃒⃒ 𝑑𝑧 𝑑𝜃
⎞⎠ 2 𝑑𝑦
⎫⎪⎬⎪⎭
1
2
≤
≤ 𝜀 2
∞∑︁
𝑘=1
⃒⃒⃒
𝛽 𝑗𝑘 − 𝛽 𝑗−1𝑘
⃒⃒⃒ 𝑙∫︁
0
𝑞 (𝑦)
⃒⃒
𝜗 𝑘 (𝑦)
⃒⃒
𝑑𝑦+
+𝜀 2
⃦⃦
𝑞(𝑥)
⃦⃦
𝐿 2(Ω𝑙)
𝑇∫︁
0
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘 (𝑡)− 𝑢 𝑗−1𝑘 (𝑡)
⃒⃒⃒ 𝑙∫︁
0
|𝐻(𝑡, 𝑦) | ⃒⃒𝜗 𝑘 (𝑦) ⃒⃒ 𝑑𝑦 𝑑𝑡 ≤
≤ 𝜀 2 𝛿 2
⎡⎣⃦⃦𝛽 𝑗 − 𝛽 𝑗−1 ⃦⃦
ℓ 2
+
𝑇∫︁
0
⃦⃦
𝐻 (𝑡, 𝑥)
⃦⃦
𝐿 2(Ω𝑙)
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 𝑗−1 (𝑡) ⃦⃦
𝐵 2(𝑇 )
𝑑𝑡
⎤⎦ ≤
≤ 𝜀 2 𝛿 2
[︁⃦⃦
𝛽 𝑗 − 𝛽 𝑗−1 ⃦⃦
ℓ 2
+ 𝛿 3
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 𝑗−1 (𝑡) ⃦⃦
𝐵 2(𝑇 )
]︁
; (48)⃦⃦
𝑢 𝑗+1 (𝑡)− 𝑢 𝑗 (𝑡) ⃦⃦
𝐵 2(𝑇 )
≤
≤
⎯⎸⎸⎷ ∞∑︁
𝑛=1
⃒⃒
𝐸 2𝑛 (𝑡)
⃒⃒ 2⎧⎨⎩
∞∑︁
𝑛=1
⎡⎣ 𝑙∫︁
0
𝑞 (𝑦)
(︃ ∞∑︁
𝑘=1
⃒⃒⃒
𝛽 𝑗𝑘 − 𝛽 𝑗−1𝑘
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑦) ⃒⃒+
+
𝑇∫︁
0
𝑙∫︁
0
|𝐻 (𝜃, 𝑧) |
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘(𝜃)− 𝑢 𝑗−1𝑘 (𝜃)
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑧) ⃒⃒ 𝑑𝑧 𝑑𝜃
⎞⎠ ⃒⃒𝜗𝑛 (𝑦) ⃒⃒ 𝑑𝑦
⎤⎦ 2
⎫⎪⎬⎪⎭
1
2
≤
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≤ ⃦⃦𝐸 2 (𝑡) ⃦⃦𝐵 2(𝑇 )
⎧⎪⎨⎪⎩
⎡⎣ 𝑙∫︁
0
(︃
𝑞 (𝑦)
∞∑︁
𝑘=1
⃒⃒⃒
𝛽 𝑗𝑘 − 𝛽 𝑗−1𝑘
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑦) ⃒⃒)︃ 2 𝑑𝑦
⎤⎦
1
2
+
+
⎡⎢⎣ 𝑙∫︁
0
⎛⎝𝑞 (𝑦) 𝑇∫︁
0
𝑙∫︁
0
|𝐻(𝜃, 𝑧) |
∞∑︁
𝑘=1
⃒⃒⃒
𝑢 𝑗𝑘 (𝜃)− 𝑢 𝑗−1𝑘 (𝜃)
⃒⃒⃒
· ⃒⃒𝜗 𝑘 (𝑧) ⃒⃒ 𝑑𝑧 𝑑𝜃
⎞⎠ 2 𝑑𝑦
⎤⎥⎦
1
2
⎫⎪⎪⎬⎪⎪⎭ ≤
≤ 𝜀 2 𝛿 2
[︁⃦⃦
𝛽 𝑗 − 𝛽 𝑗−1 ⃦⃦
ℓ 2
+ 𝛿 3
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 𝑗−1 (𝑡) ⃦⃦
𝐵 2(𝑇 )
]︁
. (49)
Из (48) и (49) получаем⃦⃦
𝛽 𝑗+1 − 𝛽 𝑗 ⃦⃦
ℓ 2
+
⃦⃦
𝑢 𝑗+1 (𝑡)− 𝑢 𝑗 (𝑡) ⃦⃦
𝐵 2(𝑇 )
≤
≤ 𝜌 2
(︁⃦⃦
𝛽 𝑗 − 𝛽 𝑗−1 ⃦⃦
ℓ 2
+
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 𝑗−1 (𝑡) ⃦⃦
𝐵 2(𝑇 )
)︁
. (50)
В силу последнего условия теоремы, из оценки (50) следует, что операторы в
правой части (44) являются сжимающими. Из оценок (46), (47) и (50) заключаем,
что для операторов (44) существует единственная пара неподвижных точек (см.,
напр. [20], стр. 389–401). Следовательно, СССНИУ (44) имеет единственную па-
ру решений
{︀
𝑢 (𝑡) ∈ 𝐵 2(𝑇 ), 𝛽 ∈ ℓ 2
}︀
. Кроме того, справедливы оценки скорости
сходимости ⃦⃦
𝛽 𝑗+1 − 𝛽 ⃦⃦
ℓ 2
≤ 𝜌
𝑗+1
2
1− 𝜌 2
(︀
𝜀 1 + 𝜀 2𝑀
)︀
, (51)
⃦⃦
𝑢 𝑗+1 (𝑡)− 𝑢 (𝑡) ⃦⃦
𝐵 2(𝑇 )
≤ 𝜌
𝑗+1
2
1− 𝜌 2
(︀
𝜀 1 + 𝜀 2𝑀
)︀
. (52)
Теорема доказана.
7. Разрешимость обратной задачи (1)–(6)
Теорема 4. Пусть выполняются условия теоремы 3 и
{︀
𝑢 (𝑡) ∈ 𝐵 2 (𝑇 ); 𝛽 ∈ ℓ 2
}︀
является единственной парой решений СССНИУ (44). Тогда обратная задача
(1)− (6) однозначно разрешима.
Доказательство. Подставляя решения СССНИУ (44):
{︀
𝑢 (𝑡) ∈ 𝐵 2 (𝑇 ); 𝛽 ∈ ℓ 2
}︀
и
итерацию (45) в (7) и (8) соответственно, получаем
𝛽 (𝑥) =
∞∑︁
𝑛=1
𝛽𝑛 𝜗𝑛 (𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥)
[︁
𝜙 1𝑛 𝜎 1𝑛 + 𝜎 2𝑛×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻(𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦
⎤⎦ , (53)
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𝛽 𝑗+1 (𝑥) =
∞∑︁
𝑛=1
𝛽 𝑗+1𝑛 𝜗𝑛 (𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥)
[︁
𝜙 1𝑛 𝜎 1𝑛 + 𝜎 2𝑛×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑗𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻(𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑗𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦
⎤⎦ , (54)
𝑈(𝑡, 𝑥) =
∞∑︁
𝑛=1
𝑢𝑛 (𝑡)𝜗𝑛 (𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥)
[︁
𝜙 1𝑛𝐸 1𝑛 (𝑡) + 𝐸 2𝑛 (𝑡)×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻(𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦
⎤⎦ , (55)
𝑈 𝑗+1(𝑡, 𝑥) =
∞∑︁
𝑛=1
𝑢 𝑗+1𝑛 (𝑡)𝜗𝑛 (𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥)
[︁
𝜙 1𝑛𝐸 1𝑛 (𝑡) + 𝐸 2𝑛 (𝑡)×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑗𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻(𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑗𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦
⎤⎦ . (56)
Покажем, что последовательность функций (54) сходится к функции (53) при
𝑗 → ∞. Покажем также, что последовательность функций (56) сходится к функ-
ции (55) при 𝑗 →∞. Пусть {︀𝑢 (𝑡) ∈ 𝐵 2 (𝑇 ); 𝛽 ∈ ℓ 2}︀ является единственной парой
решений СССНИУ (44). Применим методику получения оценок теоремы 2. Тогда
с учетом оценок (51), (52) получаем, что справедливы оценки⃒⃒
𝛽 𝑗+1 (𝑥)− 𝛽 (𝑥) ⃒⃒ ≤ ∞∑︁
𝑛=1
⃒⃒
𝛽 𝑗+1𝑛 − 𝛽𝑛
⃒⃒ · ⃒⃒𝜗𝑛 (𝑥) ⃒⃒ ≤
≤
√︂
2
𝑙
𝜌 2
⃦⃦
𝛽 𝑗 − 𝛽 ⃦⃦
ℓ 2
≤
√︂
2
𝑙
𝜌 𝑗+12
1− 𝜌 2
(︀
𝜀 1 + 𝜀 2𝑀
)︀
<∞, (57)
⃒⃒⃒
𝑈 𝑗+1 (𝑡, 𝑥)− 𝑈 (𝑡, 𝑥)
⃒⃒⃒
≤
∞∑︁
𝑛=1
⃒⃒
𝑢 𝑗𝑛 (𝑡)− 𝑢𝑛 (𝑡)
⃒⃒⃒
· ⃒⃒𝜗𝑛 (𝑥)⃒⃒ ≤
≤
√︂
2
𝑙
𝜌 2
⃦⃦
𝑢 𝑗 (𝑡)− 𝑢 (𝑡) ⃦⃦
𝐵 2 (𝑡)
≤
√︂
2
𝑙
𝜌 𝑗+12
1− 𝜌 2
(︀
𝜀 1 + 𝜀 2𝑀
)︀
<∞. (58)
Подставляя решения СССНИУ (44): 𝑢 (𝑡) ∈ 𝐵 2 (𝑇 ) и 𝛽 ∈ ℓ 2 в (41), определяем
вторую функцию восстановления
𝜙 2 (𝑥) =
∞∑︁
𝑛=1
𝜗𝑛 (𝑥)
[︁
𝜙 1𝑛 𝜒 1𝑛 − 𝜒 2𝑛×
×
𝑙∫︁
0
𝑓
⎛⎝𝑦, ∞∑︁
𝑘=1
𝛽 𝑘 𝜗 𝑘 (𝑦),
𝑇∫︁
0
𝑙∫︁
0
𝐻(𝜃, 𝑧)
∞∑︁
𝑘=1
𝑢 𝑘 (𝜃)𝜗 𝑘 (𝑧) 𝑑𝑧 𝑑𝜃
⎞⎠𝜗𝑛 (𝑦) 𝑑𝑦
⎤⎦ . (59)
Из (57) и (58), в частности, следует сходимость ряда (59). Теорема доказана.
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Are considered the questions of generalized solvability of the nonlocal di-
rect and inverse boundary value problems with integral conditions for a
restore the resource and boundary regimes for a nonlinear Benney-Luke
type integro-differential equation of the fourth order with degenerate ker-
nel. The method of degenerate kernel is applied and developed for the case
of considering Benney-Luke type integro-differential equation of the fourth
order. The required solutions of the problem are decomposed into series by
the aid of Fourier method of separation of variables. Is obtained a system
of countable system of algebraic equations. Solving this system is derived a
system of two countable system of nonlinear functional integral equations
with respect to first and second unknowing variables and the formula for
calculate the third unknowing variable. Is proved the one value solvability
of the considered problem. Is used the method of compressing mapping.
Keywords: inverse problem, Benney-Luke type integro-differential equa-
tion, degenerate kernel, a triple of unknowing functions, one valued solv-
ability.
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