Abstract. Designing a registration framework for images that do not share the same probability distribution is a major challenge in modern image analytics yet trivial task for the human visual system (HVS). Discrepancies in probability distributions, also known as drifts, can occur due to various reasons including, but not limited to differences in sequences and modalities (e.g., MRI T1-T2 and MRI-CT registration), or acquisition settings (e.g., multisite, inter-subject, or intrasubject registrations). The popular assumption about the working of HVS is that it exploits a communal feature subspace exists between the registering images or fields-of-view that encompasses key drift-invariant features. Mimicking the approach that is potentially adopted by the HVS, herein, we present a representation learning technique of this invariant communal subspace that is shared by registering domains. The proposed communal domain learning (CDL) framework uses a set of hierarchical nonlinear transforms to learn the communal subspace that minimizes the probability differences and maximizes the amount of shared information between the registering domains. Similarity metric and parameter optimization calculations for registration are subsequently performed in the driftminimized learned communal subspace. This generic registration framework is applied to register multisequence (MR: T1, T2) and multimodal (MR, CT) images. Results demonstrated generic applicability, consistent performance, and statistically significant improvement for both multi-sequence and multi-modal data using the proposed approach (p-value< 0.001; Wilcoxon rank sum test) over baseline methods.
Introduction
Image registration is a fundamental operation in image-based analytics involving fusion of information, quantitative comparison, or spatial normalization. A typical registration pipeline consists of the following three major components. A transformation model (T µ ) that defines the geometric relationship between the registering images. Depending upon the parameter vector µ, the transformation model can be rigid, affine, or nonrigid (deformable). A similarity metric or cost function (C ) measuring the degree of alignment between the d-dimensional image belonging to the target domain (x t ∈ R d ) and the transformed image belonging to the source domain (T µ x s ∈ R d ). The source and the target domains can be identical or different. Then an optimizer iteratively improves µ based on C . Specifically, at a k th iteration, the current vector µ k is updated by taking a step in the search direction d k µ k+1 = µ k − a k d k , where a k is the scalar step size. A typical registration task involves finding the optimal transformation parameters that maximizes the degree of similarity across the registering images:μ = arg max µ C T µ x s , x t .
State-of-the-Art Methods. The registration of images belonging to domains with substantial discrepancy, also known as drift, remains challenging. Drift in medical images generally occurs due to changes in either the field-of-view (e.g., 2D-3D), modalities or sequences (e.g., CT-MRI, T1-T2 MRI), or acquisition settings (e.g., data acquired with different protocols). Typical approaches to handle drifts use either information theoretic similarity metrics such as mutual information or normalized cross correlation that maximize the transferability of knowledge between domains [1] . In addition, significant research effort has been invested in devising methods for the effective representations of registering domains, more recently using the deep learning approaches [2] [3] [4] . These representation transformation approaches known as domain adaptation or transfer learning methods range from simplistic techniques such as intensity standardization to more sophisticated feature mapping approaches [5] . Commonly used domain adaptation methods estimate a representation transformation of one registering domain to imitate the second one as accurately as possible. The principal hypothesis behind these approaches is that by reducing the drift that exists between the two images through transformation, the task of the similarity metric can be made easier, thus resulting in a more accurate registration. However, depending upon the extent of drift, the predictability of one domain from another can be very limited even theoretically 1 which is the major bottleneck in the performance of these methods.
Our Contributions. The human visual system (HVS) is able to recognize objects despite tremendous variation in their appearance resulting from variation in view, size, lighting, etc. This abilityknown as "invariant" object recognitionis central to visual perception, yet its computational underpinnings are not well understood. One prominent theory behind the cognitive neuroscience of visual object recognition suggests that a drift invariant communal space could be created by the HVS instead of mapping information between spaces [6] .
Mimicking the HVS, instead of learning to imitate one domain from another through domain adaptation, in this work, we propose learning the communal feature subspace between domains. As demonstrated in the next section, a communal subspace W between registering domains that captures images with the same field-of-view can be guaranteed to exist, at least theoretically. Our paper introduces an approach to estimate W using training instances from the registering domains, what we call communal domain learning (CDL). Specifically, CDL estimates the W between source and target domains that consecutively: (I) maximizes the amount of shared information between the source and the target domains; and (II) minimizes the probability differences between the two 1 For maximum mutual information and therefore perfect predictability:
H(x t |x s ), where I and H denotes mutual information and entropy respectively.
domains. Subsequently, the similarity metric and transform parameters for the registration are performed in the estimated communal subspace W. We demonstrated the efficacy of the generically applicable CDL on the registration of multisequence (MR: T1, T2) and multimodal (MR, CT) brain images.
Methods
The flow diagram of the proposed registration framework is presented in Fig. 1 . The core of the framework is the CDL network: a multi-layered fully connected neural network. CDL learns the communal domain W between source and target domains through a set of hierarchical nonlinear transformations. During training, CDL takes as input perfectly aligned (through manual inspection, details are explained in the Experiments section) pairs of source and target instances (i.e., T µ = ½). Let x = {(x s i , x t i )|i = 1, . . . , N} be the scalar-valued training pair and N is the total number of training tensor pairs. There are M + 1 layers in the CDL network and p (m) denotes the number of units in the m th layer. The output of the network at the m th layer is:
where
is the weight matrix and b (m) ∈ R p (m) is the bias vector for 
Communal Domain Learning
Proposition 1 For sets x s and x t defined over two separate vector domains V s and V t , respectively, then ∃W : W ⊆ V s and W ⊆ V t if and only if V s ⊥ V t , where W is a non-empty subset of vector domains V s and V t .
In other words, proposition 1 suggests that as long as the two domains (V s and V t ) are imaging the same field-of-view, a communal domain (W) possessing drift invariant features can be theoretically guaranteed to exist between them. To learn the communal domain W, it is desired to adjust the CDL network parameters (θ = {W, b}) that satisfy the constraints I and II, described in the previous section, at the output of the network. Henceforth, the cost function C at the top layer, M, is formulated as the following optimization problem:
where α > 0 and β > 0 are the regularization parameters, I(h
s ) denote the mutual information and the distribution difference distance at the m th layer respectively. Z F is the Frobenius norm of the matrix Z. The typical cost function for registration (μ = arg max µ C T µ x s , x t ) and (2) are equivalent owing to the way the registration framework is set up Fig. 1 . The back-propagation algorithm for training the neural network requires computing the derivatives of (2) with respect to network parameters θ while the registration optimizer requires the derivative with respect to transformation model parameters µ. (2) requires the estimation of the joint and marginal distributions of the source and target domains. Methods such as the Parzen-window [5] are generally used; however, these windowbased methods are computationally complex. Instead, we used a parametric modeling approach in CDL. Specifically, Katyal et al. [7] demonstrated that the joint and marginal distributions of voxel intensities from multi-sequence/multi-modal MR/CT images that share the same field-of-view, is Gaussian distributed 2 . Moreover, through Taylor series expansion that the set of hierarchical transformations presented in eq.
(1) when applied to Gaussian data preserve its Gaussianity (proof is provided in the supplementary material). Subsequently, for Gaussian distributed h 
s ) . Equality in the equation is achieved, if joint Gaussianity is also assumed [8] . Henceforth,
where overbar indicates the expected value. σ 
2 Optimal parametric models are expected to be dependent on source and target domains and is the topic of our future research.
The updating equations in (4) and (5) for back propagation are calculated as:
where ⊙ denotes the element-wise multiplication.
Distribution Difference. To estimate the distribution differences between two domains, we apply the maximum mean discrepancy (MMD) criteria [9] . MMD is a statistical measure that estimates the dependence of two random variables. Henceforth, the distribution difference distance at the m th layer is defined as:
Similar to mutual information, the partial derivatives of D h
with respect to network parameters are:
Please note that although the same symbols are used to denote losses as (4) and (5), they are defined differently below. Subsequently, the updating equations in (7) and (8) for the back propagation framework are:
Algorithm 1 summarizes the training of the CDL network ( Fig. 1(Left) ). The final form of the gradients of the cost function in (2) with respect to W (m) and b (m) are also provided in (9) and (10), respectively, in Algorithm 1.
Registration Parameter Estimation
The registration framework searches for the optimal transformation model parameters in the communal subset domain by performing a constrained hypothesis search within the valid parameter space [5] . Although several constrained hypothesis strategies have been adopted in the literature [5] , the commonality is the expression for search direction d k ∝ ∂C /∂ µ k . Therefore, differentiating C at the output of the network with respect to the parameter vector at the k th iteration yields the search direction: Compute mutual information (3) and maximum mean discrepancy (6);
using back-propagation. 
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Calculate C k ;
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is subsequently used to iteratively estimate the parameter vector µ until convergence, i.e.,
Since the transformed source image T µ x s is also evaluated at non-voxel positions, B-spline interpolation to estimate values at voxel locations.
Experiments
Data.
[MRI] We used publicly available T1-T2 volumes from IXI dataset (http://brain-development.org/ixi-da for training. A total of 30 T1-T2 pairs from the dataset were used: 20 pairs for training and the rest for validation. The MIPAV application (https://mipav.cit.nih.gov) was used for adjustments in alignment followed by expert inspection for training. For testing, we used 53 T1-T2 pairs acquired at our institution. Spatial resolution in the test data ranges from 0.4mm×0.4mm×0.6mm for T1 and 0.43mm×0.43mm×(1.2mm-4.0mm) for T2.
[CT] A total of 20 MR (T1)-CT pairs were acquired for training and 12 for validation. Testing was performed on separate 10 pairs. Spatial resolution was 0.4mm × 0.4mm × 0.6mm for T1 scans and 0.48mm × 0.48mm × (0.62mm-4.0mm) for CT. Baseline Method. The baseline method used for comparison purposes is mutual information (MI), the standard metric for multimodal registration. MI-based registration tend to perform better when image domains are restricted to the object of interest [10] . Therefore, we used a fixed intensity threshold of 0.01 for masking the background;
we denote this variant by MI+M. Furthermore, to restrict to the whole brain region, brain extraction tool (BET) [11] was used to obtain the whole brain mask; this variant is denoted by MI+B. Unfortunately, we could not compare our approach with other learning-based metrics [2] [3] [4] 10] as their implementation was not available. Miscellaneous Implementation Details. We used Theano with Keras wrapper, Nvidia Titan X GPU, CUDA 7.5, and CuDNN 4.0 for network training. Sigmoid activation, λ = 0.2, α = 0.1, and β = 10 were used in CDL network. The registration pipeline for every framework consists of regular step gradient decent (max 500 iterations, step size a k = 0.2/k). 75 histogram bins were adopted for MI, MI+M, and MI+B variants.
Performance
Registration Accuracy. Statistically significant improvement in the registration performance was observed for both multi-sequence and multi-modal data using the proposed approach (p-value< 0.001; Wilcoxon rank sum test) ( Table 1) . Masking had negligible effect on the performance of the proposed method.
Plausibility of Cost Function and Search Direction. To investigate the gain of registering in the communal domain, we monitor the behavior of C and its derivative in determining the optimal search direction. We randomly perturbed a rotation parameter of the transformation for one image per pair using the 10 aligned validation pairs. Fig.  3 (a) presents the scatter plots of initial and final Dice scores for each registration pair. The scatter plot demonstrates superior performance of the proposed method for all registering pairs. Fig. 3(b) shows the average gain in Dice score in each iteration. Along with Fig. 3(a) , the plot also demonstrates faster convergence. 
Conclusion
We introduced a framework for the registration of images that do not share the same probability distribution. Unlike the conventional approaches that aim at reducing the appearance gap between two domains, the proposed approach learns the communal subset domain. Our approach aims to emulates the human visual system for object recognition in the presence of substantial appearance variation. Unlike previous approaches that focus on addressing a specific aspect of registration through learning (e.g., similarity metric, optimization), our framework presents a complete registration pipeline based on learning. Experimental results have demonstrated higher registration accuracy and potential of generic applicability. 
where f (h (y)) |h ′ (y) | gives the probability density of the transformed random variable Y.
B.1 The tanh (x) Activation
tanh (x) is a one-to-one function with a continuous first derivative. Then, from eq. (13), the density of y = tanh (x) is given as: f (y) = f (h (y)) |h ′ (y) |, where: 
Furthermore, the Taylor series expansion of is:
From the expansion it is clear that y = tanh (x) is Gaussian distributed. Also for y ≪ 1, Y ∼ N µ, σ 2 .
B.2 The sigmoid (x) Activation
The sigmoid function, y = sigmoid (x) = 1 1+exp (−x) is also a one-to-one function with a continuous first derivative. Again, from eq. (13), the density of sigmoid function is given as: f (y) = f (h (y)) |h ′ (y) |, where:
and h ′ (y) = 1 y(1−y) . The above results lead to the fact that for a random variable X ∼ N µ, σ 2 that is transformed using sigmoid (x) activation:
The Taylor series approximation of h (y) can be given as:
The expansion demonstrates that y = sigmoid (x) is Gaussian distributed.
