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Abstract 
Multi-site statistical models for daily rainfall should account for spatial and temporal depen- 
dence amongst measurements and also allow for the event of no rain. Recent research into 
climate change and variability has sparked interest in the relationship between rainfall and 
climate, stimulating the development of statistical models that relate large-scale atmospheric 
variables to local precipitation. Although modelling daily rainfall presents a challenging and 
topical problem, there have been few attempts taking a subjective Bayesian approach. 
This thesis is concerned with developing hidden Markov models (HMMs) for the spatio-temporal 
analysis of rainfall data, within a Bayesian framework. In these models, daily rainfall patterns 
are driven by a finite number of unobserved states, interpreted as weather states, that evolve 
in time as a first order Markov chain. The weather states explain space time structure in the 
data so that reasonably simple models can be adopted within states. Throughout this thesis, 
the models and procedures are illustrated using data from a small dense network of six sites 
situated in Yorkshire, UK. 
First we study a simple (homogeneous) HMM in which rainfall occurrences and amounts, given 
occurrences, are conditionally independent in space and time, given the weather state, and have 
Bernoulli and gamma distributions, respectively. We compare methods for approximating the 
posterior distribution for the number of weather states. 
This simple model does not incorporate atmospheric information and appears not to capture 
the observed spatio-temporal structure. We therefore investigate two non-homogeneous hid- 
den Markov models (NHMMs) in which we allow the transition probabilities between weather 
states to depend on time-varying atmospheric variables and successively relax the conditional 
independence assumptions. The first NHMM retains the simple conditional model for non-zero 
rainfall amounts but allows occurrences to form a Markov chain of autologistic models, given the 
weather state. The second introduces latent multivariate normal random variables to form a hi- 
erarchical NHMM in which neither rainfall occurrences nor non-zero amounts are conditionally 
spatially or temporally independent, given the weather state. 
Throughout this thesis, we emphasise the elicitation of prior distributions that convey genuine 
initial beliefs. For each hidden Markov model studied we demonstrate techniques to assist in 
this task. 
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1.1 Introduction and objectives of the thesis 
Stochastic models of precipitation are either constructed to help planning and decision making 
or to enhance our understanding of the characteristics and dynamics of the rainfall process. 
These objectives need not be mutually exclusive. Typically, the more practically motivated 
models provide a statistical description of the data, rather than the underlying rainfall generating 
mechanism. However, by identifying relationships and trends within the data and summarising 
its salient features, they can be helpful in achieving improved insight. In terms of assisting in 
planning and decision making, stochastic models motivated by either objective are useful for 
generating precipitation series with similar statistical properties to the data used to fit the model. 
Realistic sequences of rainfall data play an important role in "synthetic" hydrology, ecology and 
agriculture where they constitute inputs in many models, such as models of flooding, runoff and 
crop growth. This is particularly pertinent when historical records are of insufficient spatial 
and/or temporal coverage to evaluate important characteristics of the rainfall process. 
In response to questions regarding the potential effects of climate variability and change, recent 
years have seen an increasing interest in the relationship between rainfall and climate. This 
has led to the development of stochastic models which provide a link between synoptic (large 
scale) atmospheric variables and small scale precipitation fields. These models can then, for 
example, be used to associate particular synoptic atmospheric patterns with the frequencies 
and characteristics of periods of flooding or drought. This information can give insight into 
how a water resource system might handle different climatic conditions. The development of 
general circulation models (GCMs) has further stimulated research into these (non-stationary) 
stochastic models which are capable of predicting rainfall under conditions of altered climate. 
GCMs are deterministic mathematical models of the general circulation of the atmosphere. They 
are based on large systems of differential equations, which are solved numerically and chosen to 
provide a realistic representation of the physical processes involved. For example, fundamental 
laws of physics are incorporated, such as conservation of energy, momentum and mass. Given a 
particular set of initial conditions, the numerical solution of these equations allows simulations of 
the Earth's atmosphere to be performed on a resolution which is typically constrained to a scale 
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of approximately 2-5° of longitude and latitude. However, the questions concerning rainfall that 
are normally of interest in hydrology, agriculture and other scientific fields usually concern local 
patterns of rainfall over a much finer spatial scale. This has led to the so-called downscaling 
problem in which the idea is to turn predictions over large spatial scales into predictions over 
smaller spatial scales. There are essentially two ways of addressing this problem. The first is a 
dynamic model approach, in which regional climate models use the GCM output as initial and 
lateral boundary conditions to produce simulations of the climate on a finer resolution. Such 
techniques are highly computationally intensive. The other alternative, in which our interest 
lies, is statistical downscaling. 
One class of statistical downscaling models are weather state models, first introduced by Hay 
et al. (1991) and also studied by, for example, Bardossy & Plate (1992) and Fowler et al. 
(2000). Using the word "day" as a generic description of a unit of time, weather state models 
deterministically classify each day into one of a small number of weather states based on the 
observed atmospheric information, then model precipitation conditionally on the weather state. 
The effect of climate variability on local precipitation processes can be assessed by first using 
historical data to make inference about the parameters of the stochastic model. The weather 
state model is then used to downscale repeated GCM sequences of atmospheric data produced 
under current climate conditions. Taking a more speculative approach, weather state models can 
also be used to study the effect of altered climate by using GCM output obtained under altered 
climate scenarios as input into the stochastic model. However, predictions obtained in this way 
are based on an implicit assumption that the relationship between the atmosphere and rainfall 
remains constant under the altered climate conditions. This might be unrealistic in practice. 
Hughes & Guttorp (1994a) proposed a broad class of spatio-temporal models, referred to as 
non-homogeneous hidden Markov models (NHMMs), linking local precipitation to atmospheric 
circulation patterns, and showed that these models included the weather state model as a special 
case. The NHMM differs from the classic weather state model in that the weather states are not 
determined a priori, instead being inferred from the data. Although they are just artefacts of the 
statistical model, the weather states represent clusterings of distinct precipitation patterns that 
are likely to be associated with particular atmospheric conditions. The role of the atmospheric 
data is to influence the temporal evolution of the weather state. 
The main objective of this project is to develop homogeneous and non-homogeneous hidden 
Markov models to model jointly the processes of rainfall occurrence and amount, within a 
Bayesian framework. The secondary objective is to develop and demonstrate the use of tech- 
niques to assist in the task of elicitation. This was defined by Garthwaite et at. (2005) as 
the process of formulating an individual's knowledge and beliefs about one or more uncertain 
quantities into a (joint) probability distribution. In the context of this thesis, this arises in the 
specification of prior distributions for the model parameters. With regards to the secondary ob- 
jective, in addition to the work contained in subsequent chapters, we also conducted a thorough 
investigation to develop prior distributions for the variance matrix of a multivariate normal dis- 
tribution that were capable of conveying genuine initial beliefs. Although space does not permit 
full details to be provided in this thesis, the work is available in a technical report, Germain 
et at. (2010b). 
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1.2 Outline of the thesis 
The remainder of this thesis is organised as follows. Chapter 2 contains an exploratory exami- 
nation of the dataset, comprising rainfall measurements at a small network of sites in Yorkshire, 
that is analysed in subsequent chapters. This includes an introduction to the atmospheric vari- 
ables on which later models are conditioned, as well as a summary of investigations into the 
spatial and temporal characteristics of the data. Chapter 3 introduces hidden Markov mod- 
els and the philosophy and principles of Bayesian statistics, including the problem of model 
choice/averaging. Inference in hidden Markov models is then formulated in a Bayesian frame- 
work and we discuss, comparatively, methods of approximating posterior model probabilities. In 
the context of hidden Markov models, such techniques can be used to approximate the posterior 
distribution for the number of hidden states. 
In Chapter 4 we present a simple (homogeneous) hidden Markov model for rainfall which as- 
sumes that rainfall occurrences and rainfall amounts, given occurrences, are conditionally inde- 
pendent in space and time, given the weather state. Occurrences and non-zero amounts are then 
modelled as Bernoulli and gamma random variables, respectively, with site (and state) specific 
parameters. Various within model simulation techniques are available for approximating the 
posterior distribution of the number of weather states, which we regard as unknown. Following 
the discussion in Chapter 3, we perform a simulation experiment to compare the performance 
of a number of these methods, including the recently proposed power posterior approach (Friel 
& Pettitt, 2008). The model is applied to the Yorkshire dataset, introduced in Chapter 2, and 
we assess the fit of the model by comparing observed statistics to their posterior predictive 
distributions. 
Chapter 5 presents an NHMM which extends the model from Chapter 4 to allow atmospheric 
information to influence the probabilities of transition between weather states. Additionally, the 
assumptions of conditional spatial and temporal independence between rainfall occurrences are 
relaxed, modelling them as a Markov chain of autologistic models, given the weather state. We 
conclude by applying the model to the Yorkshire dataset and assessing the fit. 
In Chapter 6 we introduce a hierarchical NHMM based on the incorporation of latent multivari- 
ate normal random variables. The model is constructed in such a way that the assumptions of 
conditional independence in space and time, given the weather state, can be relaxed for both 
rainfall occurrences and non-zero rainfall amounts. Treating latent variables equally as param- 
eters, this is an example of a model for which the set of values with non-zero density in the 
prior and posterior do not coincide. We explain that for this kind of model, the power posterior 
approximation of the marginal likelihood requires a correction term. We close the chapter by 
applying the model to the Yorkshire dataset and comparing the fit with that obtained under the 
earlier models. Note that for reference in the "modelling" chapters (4,5 and 6), Appendix E 
details the main variables and parameters that are used. 
Chapter 7 summarises our conclusions and suggests topics for future work. We also provide an 
overview of our findings when the three hidden Markov models studied in this thesis are applied 
to a larger, more spatially diffuse network of sites in the UI<. 
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Exploratory data analysis 
2.1 Background 
In this chapter, we explore the set of precipitation data which will be analysed in the subsequent 
chapters of this thesis. This dataset is from a small, dense network of six sites situated in 
Yorkshire. Data on daily precipitation are available for the winters (December to February) for 
a period of 30 years (that is, 2707 days). The sites were chosen from a larger dataset and we 
followed Fowler et al. (2000) by selecting six sites which are evenly distributed over the region 
and give data over the entire 30 year period (although there are small pockets of missing data at 
two of the sites) with good spatial and altitudinal cover. The mean distance between sites in this 
network is 82.8 km, with the minimum and maximum being 39.8 km and 133.2 km, respectively. 
Additional information is available in the form of atmospheric data, comprising a classification 
of days according to the objective Lamb weather type (LWT) scheme (Jenkinson & Collinson, 
1977), which will be explained in Section 2.2, and used as covariate information in the remainder 
of this thesis. 
The locations of the sites in the Yorkshire network can be seen in Figure 2.1. This map also 
shows the locations of twelve sites from a spatially diffuse network located throughout the entire 
UK. Further discussion of this larger dataset is deferred until Chapter 7. 
According to the American Meteorological Society, in British climatology a rain day is defined as 
a 24 hour period in which at least 0.01 inches or 0.2 mm of precipitation is recorded (Glickman, 
2000). Hence 0.2 mm was used as the cutoff for classifying days as wet or dry. For the Yorkshire 
network, Table 2.1 shows summaries of the proportion of wet days, precipitation on those wet 
days together with the proportion of missing values and altitude. There are no missing values for 
four of the six sites. In the remaining two, the proportion of missing values is very low (2.1%). 
Typically, just over 50% of the days are wet with higher proportions often being associated with 
sites at higher altitude. Similar patterns are observed for mean daily precipitation on wet days, 
where typically values are in the range 3.2-3.6 mm with the values observed at higher altitude 
sites being markedly higher, an extreme case being 10.8 mm for Moorland cottage (site 3) which 
is at an altitude of 343 m. This is one of two Yorkshire sites located in the Pennines, the other 
being Great Walden Edge (site 5) at an altitude of 346 m. Standard deviations are generally 
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Figure 2.1: Locations of sites within Yorkshire (1 6) and UK (1 12) networks. Axes denote metres from 
the south eastern point of the British National Grid coordinate system (latitude 49° north, longitude 2° 
west). 
slightly elevated compared to the means, reflected by the coefficients of variation being slightly 
greater than one. 
The data analysis begins with an exploratory look at the mean wet day precipitation and pro- 
portion of wet days by site, averaged over the whole period, with regard to the Lamb weather 
type classification (Section 2.2). This is followed by an examination of the periods of missing 
values (Section 2.3). Brief details of our exploratory analysis are then provided, firstly consid- 
ering the possibility of spatial structure and short or long term temporal patterns in the data 
(Section 2.4). Next we give an overview of some formal time series modelling of the data from 
the individual sites (Section 2.5). In this final section, we work in a Bayesian framework and 
use simple Markov and autoregressive models to describe the temporal autocorrelation between 
rainfall occurrences and between non-zero rainfall amounts. 
Although all measurements refer to precipitation, the terms rainfall and precipitation will he 
used synonymously throughout the remainder of this thesis. 
2.2 Atmospheric data: Lamb weather types 
Atmospheric data are available in the form of objective Lamb weather types (I, WTs). Lamb 
(1972) developed a subjective weather type classification scheme based on daily synoptic charts 
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1 Lockwood Reservoir 193 59.0 3.585 1.166 0.0 
2 Pearson Park, Hull 2 55.3 3.243 1.284 2.1 
3 Moorland Cottage 343 57.2 10.849 1.266 0.0 
4 The Retreat, York 18 49.4 3.426 1.228 0.0 
5 Great Walden Edge 346 67.7 5.824 1.197 0.0 
6 Kirk Bramwith 7 42.3 3.565 1.189 2.1 
Table 2.1: Summary of the data from the Yorkshire network for winter periods between 1961/2 and 
1990/1. The mean and coefficient of variation for daily precipitation are based only on wet days. 
which depict the state of atmospheric flow over the British Isles at surface level and at a specified 
height in the atmosphere. Under this scheme an expert analyst can use his or her judgement 
to determine the weather type on any day in order to give an indication of the daily steering of 
circulation systems. Jenkinson & Collinson (1977) developed an automated (sometimes called 
"objective") method for identifying these LWTs using daily gridded mean-sea-level pressure 
charts. From these data it is possible to calculate estimates of the dominant direction and 
speed of the flow, as well as its vorticity, which is related to whether a cyclone or anticyclone 
is present. Particular values of these measures are then associated with specific LWTs so that 
the classification provides a categorisation of the direction and synoptic type of the surface flow 
over the British Isles on any particular day. 
The Jenkinson classification scheme contains eight main directional types: north (N), north-east 
(NE), east (E), south-east (SE), south (S), south-west (SW), west (W) and north-west (NW); 
and three main non-directional types: anticyclonic (A), cyclonic (C) and unclassifiable (U). A 
further 16 hybrid types, which combine the eight main directional types with the anticyclonic 
or cyclonic non-directional type, are also recognised. This gives 27 possible objective LWTs, 
which are shown in Table 2.2. Days on which the vorticity is low and the flow is from the 
west, for example, will be classified as westerly types, whilst days on which the vorticity is 
Label Objective LWT Label Objective LWT Label Objective LWT 
1 A 27 U 18 C 
2 ANE 10 NE 19 CNE 
3 AE 11 E 20 CE 
4 ASE 12 SE 21 CSE 
5 AS 13 S 22 CS 
6 ASW 14 SW 23 CSW 
7 AW 15 W 24 CW 
8 ANW 16 NW 25 CNW 
9 AN 17 N 26 CN 
Table 2.2: Labelling of the objective Lamb weather types. 
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Figure 2.2: Frequencies of occurrence of Lamb weather types within the winters 1961/2 1990/1. Types 
1 (and 8-9) are anticyclonic (hybrids), 10-17 are pure directional types, 18 (and 19- 26) are cyclonic 
(hybrids) and 27 is unclassified. See Table 2.2 for further details. 
strongly positive or negative will be categorised as cyclonic or anticyclonic, respectively. When 
the vorticity is only moderately positive or negative, the direction of air flow is also used to 
provide the classification into one of the hybrid types, for example, a day on which the vorticity 
is moderately positive and the flow is from the west would be classified as cyclonic westerly 
(CW). The unclassifiable type is provided to categorise the surface flow on days during which 
the atmospheric circulation is too complex for it to fall into any of the other types. 
The objective Lamb classification scheme has been used to classify the weather type over the 
British Isles for every day in the period from 1880 to the present day; there are no missing 
data in this time series. The frequencies of their occurrence over the period 1961/2-1990/1 can 
be seen in Figure 2.2, with the most commonly occurring LWTs being pure anticyclonic (type 
1), pure westerly (type 15) and pure cyclonic (type 18). Within the directional classifications, 
similar patterns in the occurrence of the individual LWTs are observed for both the pure and 
hybrid groupings. 
The proportion of wet days by LWT can be seen in Figure 2.3(a) with the corresponding plots 
for the mean daily precipitation on wet days shown in Figure 2.3(h). Clear patterns can he seen 
in the proportion of wet days, with lower proportions being associated with anticyclonic types 
(1-9) and higher proportions with cyclonic types (18-26). This pattern is also seen to a lesser 
extent in the variation in mean wet day precipitation amounts across LWTs, where high (low) 
amounts are typically associated with cyclonic (anticyclonic) types. It also appears clear that 
for the two Pennine sites, Great Walden Edge and, in particular, Moorland Cottage, higher wet 
day precipitation amounts are associated with LWTs 5-8,12--16 and 22 25, with the majority 
of these being westerly types. This observation was also noted by Fowler et at. (2000) who 
additionally state that northerly and easterly weather types are the main precipitation bearers 
for the eastern parts of Yorkshire, although this is not immediately apparent from this simple 
analysis. 
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Figure 2.3: (a) Proportion of wet days and (b) mean wet day daily precipitation by Lamb weather type 
for sites in the Yorkshire network. See Table 2.2 for details. 
2.3 Missing values 
The periods of missing values in the Yorkshire data occur in non overlapping sequences at two 
of the sites, Pearson Park (from 2nd January to 28th February 1991) and Kirk Bramwith (from 
3rd January to 28th February 1981). Figure 2.4 shows the sequence of precipitation at all of the 
sites over the period of missing values at Pearson Park together with measurements from the 
previous ten days. The distance between Pearson Park and the other sites is also given. The 
corresponding plot for Kirk Bramwith was similar and is omitted. Neither the preceding values 
at either of the sites in question, nor the values at the other sites suggest that the presence of 
missing values could be attributed to abnormally high precipitation, which might have. caused 
the rain gauge to malfunction. Indeed, given the observations at other sites it semis plausible 
that the missingness was not related to the amount of precipitation during this period. 
2.4 Exploratory spatial and temporal analysis 
We considered two measures of spatial similarity, one to assess the spatial autocorrelation in 
rainfall occurrences, and the other to assess spatial autocorrelation in rainfall amounts, given 
occurrence. For amounts, we use the Spearman's rank correlation coefficient (chosen to avoid 
having to make likely untenable assumptions about underlying normality), and for occurrences 
we use the log odds ratio, defined as follows. Consider two sites, i and j. Denote by ntl and 
noo the numbers of days when it is wet and dry at both sites, respectively, by nol the number 
of days at which it is dry at site i and wet at site j and by nlc the number of (lays at which it 
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Figure 2.4: Pearson Park: precipitation behaviour at other sites during the period of missing data. 
is wet at site i and dry at site j. The odds ratio for rain at site i given rain at site j, against 




not n00 n01'ni0 
which would be the same is we exchanged sites i and j. Therefore the log odds ratio is given by 
log noon,, 
nog njo 
This measure takes values on Iß with the sign (positive or negative) indicating the direction of 
association. Large positive (negative) values indicate strong positive (negative) association and 
near zero values indicate little or no association. 
For the Yorkshire dataset, most log odds ratios and correlations were greater than zero suggesting 
positive association between rainfall occurrences and non-zero rainfall amounts at most pairs of 
sites. Plots of the log odds ratios and correlations against the distance between sites showed a 
clear decrease, implying greater similarity in precipitation characteristics between sites in close 
proximity. This suggested that there is spatial structure in the data. 
By aggregating the data to the yearly level, we considered whether there are any long term 
trends over the thirty year period. Examination of the proportion of wet days and the mean wet 
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day precipitation by year for each site showed no obvious long term trend. In terms of short term 
patterns, time series plots of daily precipitation did not show any within season trend over the 
thirty year period. This is as expected because seasonal patterns are unlikely to be discernible 
when only considering calendar winters. 
2.5 Simple time series models 
To investigate the nature and strength of the temporal autocorrelation in precipitation series we 
fitted simple time series models to the rainfall data at each site. Classifying each day as wet or dry 
(as defined in Section 2.1) led to a sequence of binary variables for each site over the entire period. 
For every site separately, we modelled the data from each winter season as an independent 
realisation from a two state Markov chain of unknown order q, where qE 10, qm.. }, and 
conditioned on the first qm. observations in each winter period. We assigned a conjugate beta 
prior distribution to the Markov transition probabilities for models of each order and a discrete 
uniform prior to the order of Markovian dependence q. This allowed the posterior mass function 
for q to be computed in closed form; see Boys & Henderson (2004) for further details. Taking 
the upper limit to be gmax = 6, we computed the posterior mass function for q at each site in the 
Yorkshire network. In all cases there was negligible posterior support for q=0 which suggests 
that Markovian dependence is a more tenable assumption than independence. For the majority 
of sites the Markov models with the most posterior support were of order one or two, although 
the Pennine site Moorland Cottage was an exception, with the posterior mode for q lying at 
three. 
For rainfall amounts, we define a wet spell of length k as a run of k consecutive wet days which 
is preceded and followed by a dry day. For each site separately, we transformed the data in 
wet spells by taking logarithms and then subtracting the mean for that site. The transformed 
data were then modelled by assuming that each wet spell was an independent realisation from an 
autoregressive model of order p, where pE {0,1, ... ,p 1ax}. 
Suppose that there are K wet spells. 
For simplicity, we conditioned on the first min{pmax, TO observations in the k-th wet spell (k = 
1, ... , K) where Tk is the length of the k-th wet spell. We adopted the fully conjugate normal 
inverse-gamma prior distribution for the autoregressive coefficients and conditional variances 
in the autoregressive models of each order and a discrete uniform prior for the order p. This 
facilitated analytic computation of the posterior distribution for p and for the model parameters, 
conditional on each value of p. For more details concerning these calculations, see, for example, 
Chapter 2 of Denison et al. (2002). For each site, independently, we computed the posterior 
mass function for p, taking pm. =2 to avoid losing too much information due to our conditional 
model specification. For most sites, the posterior tended to offer more support to AR(1) models 
than to AR(0) (independence) or AR(2) models. Exceptions were the two Pennine sites where 
the AR(2) models had the most posterior support. Examination of the marginal posterior 
distributions for the autoregressive coefficients in the AR(1) model for each site provided evidence 
of positive autocorrelation within wet spells and of stronger autocorrelations in wet spells at the 
two Pennine sites. It appears that for sites at higher elevation, the temporal structure in both 
the rainfall occurrence and amounts processes is such that observations at greater lags continue 
to influence the distributions of rainfall occurrence and amount. 
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In fitting these time series models we made a number of simplifications in the modelling. These 
were largely commensurate with performing simple exploratory analyses. For example, when 
assigning prior distributions to the model parameters, we chose conjugate priors for convenience. 
In subsequent chapters, we consider in detail prior elicitation and the challenge of expressing 
substantive initial information. Also, we made no effort to model the spatial structure. In later 
chapters we develop models to capture dependence in both space and time. 
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Chapter 3 
Bayesian analysis of hidden Markov 
models 
3.1 Introduction 
In this chapter, we introduce hidden Markov models as a means of modelling time series data that 
exhibit dependence over time. In brief, this is achieved through the introduction of an underlying 
discrete and unobserved process on which the observed process is modelled conditionally. Each 
observation in the time series has an associated unobserved or hidden state which provides a 
classification of the data into distinct groups, themselves modelled heterogeneously but within 
which data are modelled homogeneously. In a finite mixture model the unobserved states, called 
indicator variables in this context, would usually be modelled as independent and identically 
distributed (iid) random quantities. Hidden Markov models provide a generalisation in which 
temporal dependence is induced in the observed process by modelling the hidden states as a 
Markov chain. These concepts are formally introduced in Section 3.2. 
This thesis is presented entirely from a Bayesian perspective. To this end, Section 3.3 introduces 
the Bayesian philosophy and brief details of the principles of Bayesian inference. We then apply 
these basic principles by formulating the problem of inference for hidden Markov models in a 
Bayesian framework. The Bayesian approach provides a natural framework for incorporating 
uncertainty not just in the model parameters, but in the models themselves. In the context of 
hidden Markov models, given a particular within-state model, this will arise when the number 
of hidden states is unknown. This is a classic example of a problem in Bayesian model choice (or 
averaging) which is reviewed in Section 3.4. Two types of approach are available for computing 
the posterior model probabilities when they are not available analytically; within and across 
model simulation (Section 3.5). Details of available within model simulation techniques are 
provided in Section 3.5.1 together with a critical appraisal of their potential performance in 
analyses involving hidden Markov models. Across model simulation techniques are then briefly 
discussed in Section 3.5.2. 
Note that this chapter is an abridged version of Germain et al. (2010a) and we occasionally refer 
to this technical report for more details. 
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3.2 Hidden Markov models 
A hidden Markov model, often abbreviated to HMM, is a bivariate discrete-time stochastic 
process { (Yt, St) :t=1,..., T} consisting of an observed process {Yt :t=1,..., T} and a 
hidden process {St :t=1,..., T}. The latter is often termed the state or regime and is usually 
assumed to have a discrete and finite state space. The former can be discrete or continuous, 
univariate or multivariate. In the standard theory of hidden Markov models this unobserved 
process is a first order Markov chain and, conditional on these hidden states, the observable 
random quantities, {Yt :t=1,... ,T}, form a conditionally independent sequence 
in which the 
conditional distribution of Yt depends only on St. In the standard case, the hidden Markov 
model is assumed to be homogeneous in the sense that the Markov chain is homogeneous, that 
is, the transition probabilities are constant over time, as is the conditional distribution of Yt 
given St. Through the observed process {Yt :t=1,. .., T}, inference can 
be made about both 
the model parameters and the hidden process which is often of interest in its own right. The 
inclusion of the unobserved random variables means that hidden Markov models may also be 
regarded as missing data models or latent variable models. Chapter 4 contains an example of a 
"standard" hidden Markov model. 
Various generalisations of the standard hidden Markov model have been proposed in the litera- 
ture. For example, the hidden state sequence can be of order greater than one, in which case the 
conditional distribution of St depends only on the preceding d values {S; :i=t-d, ... ,t- 1}. 
Note that the simple case d=0 corresponds to a finite mixture model with independent mix- 
ture component indicators. Another generalisation of the hidden Markov model allows non- 
homogeneous transition probabilities in the hidden process or non-homogeneous within-state 
(conditional) distributions. In other words, the distribution of St given St-1 or of Yt given St 
depends in some way on the time index. A non-homogeneous hidden Markov model (NHMM) 
in which the evolution of the hidden process depends on time through conditioning on time- 
varying explanatory variables will be introduced in Chapter 5. Finally, another generalisation 
involves allowing the conditional distribution of Yt, given the history of the observed process 
up to and including time t -1 (and the whole hidden process) to depend only on the previous q 
observed values {Y; :i=t-q, ... ,t- 1} and St. These are sometimes called Markov switching 
models and in Chapter 5 we introduce a NHMM in which q=1. Hidden Markov models are 
now used in a wide variety of applications in areas such as communications engineering, bioinfor- 
matics, finance, medicine and meteorology. MacDonald & Zucchini (1997), Cappe et al. (2005) 
and Frühwirth-Schnatter (2006) provide references, examples and a comprehensive treatment of 
inference for hidden Markov models. 
3.2.1 Assumptions 
A particular hidden Markov model is partly defined by the choice of conditional independence 
assumptions which govern the factorisation of the joint distribution of {(Yt, St) :t =1,..., T}. 
Let 0 denote the parameters of the model and introduce the notation xi. f to denote the se- 
quence x;, xs+l, ... , x3. The "standard" hidden Markov model is then based on the following 
assumptions: 
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Al. The first addresses the hidden process and can be summarised as 
Pr(St = klSi: t-i, 9) = Pr(St = kI St-i = j, A) =) jk, j, kE Sr ={1, ..., r} 
fort=2, ... , T. This is just the Markov assumption which asserts that, given 
the hidden 
state at the previous time point, the current state does not depend on any past states 
except that which directly precedes it. Moreover, the transition probabilities are constant 
over time. It follows that the states {St :t=1, ... , T} are a first order 
homogeneous r- 
state Markov chain with transition matrix A= (A fk), where each row, Aj= (A jig ... , Ajr), 
is defined on the r-dimensional simplex, , So,. = {(x,. .., s,. 
) : Xj >_ 0Vi, E x{ = 1}. 
A2. The second assumption addresses the observed process and can be summarised as 
(YtIY1: t-i, S1: T, 0) = (YtiSt = k, 0) 'wV(eob3, k) 
for t=2,.., T and (Yl (S1, T, O) - (Y, IS, = k, O) N . F(Bob,, k). 
Here , F(") is some 
parametric distribution family defined over the sampling space y such that . F(O. b., k) 
has 
density P(ytI St = k, 0) = P(Yt I eobs, k) indexed by the parameter 6ob8, k. This assumption 
states that Y1,. .., YT are conditionally independent given the 
hidden states (Si, ... , 
ST). 
To complete the joint model for {(Yt, St) :t=1,..., T}, a marginal distribution for S1 needs to 
be specified, Pr(Si = kiv) = vk, where v= (vi, ... , v,. 
) E There arc a number of possible 
choices for v, but first we review some basic Markov chain theory needed for their description. 
A Markov chain is irreducible if each state can be reached from any other state in a finite number 
of moves, i. e. for all j, k and finite h, Pr(St+h = kISt = j) > 0. A particular state, say j, is 
periodic if, starting from that state, the chain returns to it in a fixed number of steps, d j, or a 
multiple of dd, i. e. 
d2 =gcd{h: Pr(St+h =i, St+h-1 i it"""ISt+i o9ISt =j) > 0}, 
where gcd is the greatest common divisor operator. Further, state j is aperiodic if it is not 
periodic, i. e. if d, = 1. The Markov chain is aperiodic if this is true of all of its states. If a 
chain is both irreducible and aperiodic then it has a unique stationary distribution defined as 
the solution to the matrix equation, S= 6A where ö is a row vector. In addition, regardless of 
the initial state, S1, the Markov chain converges to this distribution. Note that a finite state 
Markov chain will be ergodic if it is irreducible and at least one state is aperiodic. 
Returning to the choice of the initial distribution v, if the hidden chain is assumed to be 
irreducible and aperiodic then a sensible choice might be the stationary distribution, that is, 
v=ö. Although this means the chain starts and hence remains in its stationary distribution, 
because ö is a function of A, this is at the cost of a more complicated joint density for the 
hidden states, given the model parameters. Aside from this there may be reasons for preferring 
a non-ergodic hidden chain, for example, left-to-right hidden Markov models in which the 
Markov chain starts in a particular state before traversing a number of others (without going 
backwards) and terminating in a fixed state, for example, in a change point problem. In cases 
where we do not wish to initialise at the stationary distribution, other choices for the initial 
distribution, v, are: 
14 
Chapter 3. Bayesian analysis of hidden Markov models 
1. S1 is assumed fixed and known, in which case v is degenerate with all its mass at a single 
value. This might be a reasonable choice in, for example, a left-right hidden Markov 
model. 
2. Sl is assumed random and its distribution v does not depend on A, so either: 
(a) v is fixed, for example, the discrete uniform distribution on 5,., or 
(b) v is unknown and therefore regarded as another parameter about which inference is 
to be made. 
Choice 2(b) might be sensible if the data comprise several independent realisations from the same 
hidden Markov model. In such cases, there will be more than one (albeit hidden) "observation" 
from which to learn about v. If the data comprise a single realisation from a hidden Markov 
model then it seems there is nothing to be gained by making v unknown rather than fixed. The 
initial distributions in 2(a) and 2(b) both lead to a slight loss of information about the transition 
probabilities if the chain is irreducible and aperiodic. This is because the first observation made 
on a stationary Markov process contains some information about the transition probabilities as it 
is drawn from the stationary distribution of the chain, which itself is dependent on the transition 
probabilities. Therefore in a Bayesian analysis, a simulation driven possibility for initialising an 
irreducible and aperiodic Markov chain is to approximate the stationary distribution by inserting 
a reasonably small number of missing states before the start of the sequence. 
For the remainder of this chapter, we denote the model parameters by 0= (Ohid 1 Oobs), where 
Ohid = (A, v) and 9obe = (eot.,, l, """, eobs, r) are the parameters of the hidden and observed 
processes, respectively. Note that if v=6 then it is enough to write 9htd = A. To illustrate 
the theory and methodology of hidden Markov models, we will use a simple example of a model 
satisfying assumptions Al and A2 in which the distribution of Yt =Y arises from one out of r 
Bernoulli distributions, depending on the state St, 
T. (Yt1Y1: t-i, S1: T, 0) _ (YNSt = k, 9) Dem(pt) for t=1,... 9 
In this case the within-state distributions are indexed by a single parameter, Oobs, k = Pk- 
3.2.2 Directed acyclic graphs 
In hidden Markov models, directed acyclic graphs (DAGs) are a particularly convenient way 
of representing the factorisation of the joint probability density function of {(Yt, St) :t= 
1, ... , T}. In general, a 
DAG represents a factorisation of a joint probability (density) into one 
or more marginal probabilities and a sequence of conditional probabilities. Each node represents 
a variable and arrows (directed edges) between nodes represent the presence or otherwise of a 
direct relationship. Absence of an edge between two nodes implies conditional independence 
between the corresponding variables. Directed acyclic graphs have no cycles meaning that by 
following the arrows it is not possible to return to a node after leaving it. 
A node V is said to be a parent of another node W if there is an arrow from V to W. Equally, 
W is then a child of V. The descendants of V are those nodes that can be reached from V 
by following the direction of the arrows. If the parents of a node V are known then only the 
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Figure 3.1: A DAG for the hidden Markov model described by assumptions Al and A2. 
descendants of V provide further information about V. Formally, V is conditionally independent 
of all its non-descendants, given the parents of V. This implies a particular factorisation of the 
joint distribution of the variables associated with the various nodes (Vi,. .., V) given 
by 
n 




More details on DAGs and other graphical representations of the local relationships between 
variables can be found in Lauritzen et al. (1990) or Whittaker (1990). 
For the hidden Markov model defined by assumptions Al and A2, a DAG is provided in Fig- 
ure 3.1. We see, for example, that Yt has a single parent, St, and no descendants. Therefore, 
given St, Yt is conditionally independent of all other hidden states and observations. Dropping 
notational dependence on the parameters, the implied factorisation of the joint distribution of 
{(Yt, St): t=1,..., T} is 
TT 
P(Y, s) =11 P(Yt I St = st) x Pr(Sl = sl) 11 Pr(St = st I St-i = st-i)" 
t-1 t=Z 
3.2.3 General properties and applications of hidden Markov models 
An important property of hidden Markov models is their capacity to capture temporal auto- 
correlation. Consider a hidden Markov model satisfying assumptions Al and A2. From the 
DAG in Figure 3.1 we can deduce that if we marginalise over the hidden states, the conditional 
distribution of Yt, given the whole history of the observed process up to and including time 
t-1, depends on all the conditioning variables. Therefore, although the hidden process is first 
order Markov, marginally, the observed process is not a Markov chain of any (finite) order and 
so does not have the loss of memory property of finite order Markov chains. 
It is straightforward to derive the autocorrelation function (ACF), p}; (hjO) = Corr(Y, Y+hIO), 
for a hidden Markov model satisfying assumptions Al and A2 when Yt is univariato and {St 
t=1,... , T} is irreducible, aperiodic and initialised in its stationary distribution, v=J. For 
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example, consider the simple Bernoulli model introduced earlier and assume there to be r=2 
states. For this model, Frühwirth-Schnatter (2006) shows that the ACF is equal to 
aia2(Pl -22 PYt (hl e) - Var(YI9) 
("11 - A21)h where Var(Y IO) =E bkPk -> 
ökPk 
k=1 kizi 
In this case, autocorrelation will be present whenever pl # p2 and Jail 0 \21. It will be positive 
at lag one if X ll > \21 and negative otherwise. 
In general, given that the Markov chain is in state j, it is easily shown that the sojourn time 
in that state is a geometric random variable with parameter ) j. As such, the expected sojourn 
time in state j is 1/(1- A,, ), and so, the larger the on-diagonal element, Aff the more persistent 
the state. In our simple example above, the greater the persistence probabilities, all and )'22 = 
1- \21, the larger the difference A11- . 121 and hence the stronger the (positive) autocorrelation 
at lag one, with the opposite conditions leading to strong negative autocorrelation. 
The ability of hidden Markov models to capture temporal dependence means that they can be 
used to model data that exhibit dependence over time. In addition, specific characteristics of 
these models make them particularly amenable in certain settings. Models satisfying assump- 
tions Al and A2 are just generalisations of mixture models and so also allow for overdispersion, 
skewness and multi-modality. This makes hidden Markov models useful when the marginal dis- 
tributions of observables exhibit these traits. If time series comprise (multivariate) observations 
on a spatio-temporal process, then hidden Markov models provide a means of simplifying the 
multi-faceted dependence structure within the data (see, for example, Zucchini & Guttorp, 1991; 
Hughes et al., 1999, and Chapters 4,5 and 6). Alternatively, in situations where ordered data 
are believed to have arisen in distinct segments, hidden Markov models can provide a means of 
capturing any underlying heterogeneity. Examples include DNA sequence data (Boys & Hen- 
derson, 2004) and series with "change points" (Chib, 1998). Finally, if a temporal process can 
only be observed in noise, hidden Markov models provide a means of extracting the signal, for 
example, in digital communications (Cover & Thomas, 1991) and speech recognition (Rabiner, 
1989). 
Although the hidden states are simply statistical devices for introducing dependence in the 
observed process, there are situations in which the states have a physical interpretation, and are 
of interest in their own right. Sansom (1998) considers a hidden Markov model for breakpoint 
rainfall data in which the states are interpreted as states of the rainfall generating mechanism. 
Learning about the hidden states in such situations may improve understanding of the process 
which generated the data. 
3.3 Bayesian implementation of hidden Markov models 
This section begins by providing a brief introduction to the philosophy and principles of Bayesian 
inference (3.3.1). We then describe the implementation of hidden Markov models within a 
Bayesian framework. This starts with a discussion of the choice of priors (3.3.2) with particular 
reference to issues that arise in analyses involving hidden Markov models. This is followed 
by details of the complete and observed data likelihoods (3.3.3) and the use of MCMC for 
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posterior inference (3.3.4). Further issues that arise in Bayesian implementations of hidden 
Markov models are then discussed, including non-identifiability and label switching (3.3.5) and 
dealing with missing data (3.3.6). 
3.3.1 Principles of Bayesian Inference 
In the Bayesian framework all unknown quantities including parameters, missing observations 
and latent variables are treated equally as random variables. The relationships between all un- 
known quantities and the data are then described by a joint probability distribution. Condition- 
ing on the observed data, the resulting conditional distribution, called the posterior distribution, 
is used to make inferences about the unknown quantities. In this section, we provide a very brief 
introduction to Bayesian inference, and refer to the technical report Germain et al. (2010a) for 
further details. 
Let y= (yl, ... , y) denote the data and let 0= (Or,... , ©d) denote the unknown quantities 
about which we would like to make inference. The key principle of the Bayesian approach 
is to define a prior distribution ir(B), which summarises our prior belief about the unknown 
quantities, and then to use data to update the prior and construct a posterior distribution 
ir(OIy), which provides a complete and coherent summary of our post-data uncertainty about 
0. The information in the data is contained in the likelihood L(OI y) = p(ylO) and the rule for 




or simply, ir(OIy) oc 7r(0)p(ylO). In (3.1), the normalising constant p(y) =f ir(O)p(ylO)dO 
is called the marginal likelihood. For future reference, note that the distribution 7ß(0; I 
0j, """, Ot_i, Ot+i, """, 
Od, y) is called the full conditional distribution of 0;, that is, the distri- 
bution of Oi conditional on the data y and the other parameters (01 1- .. 1 0i_1, 
Oi+1, ... A)- 
Subjective Bayesians regard the prior distribution ir(O) as a wholly subjective description of 
initial uncertainty and choose it to be informative. This is the view taken in this thesis. For a 
review of methods for eliciting prior distributions, see, for example Garthwaite et al. (2005). An 
alternative approach is to use so-called "non-informative" or vague priors with the intention of 
conveying little or no prior information, for example, flat priors (in which a parameter is uni- 
formly distributed over some, possibly infinite, range) and reference priors (Berger & Bernardo, 
1994). A review of such prior distributions can be found in Kass & Wasserman (1996). 
In the majority of cases the normalising constant, p(y), in (3.1) and hence the posterior distri- 
bution is not available in closed form, an exception being when the prior distribution is of the 
same functional form as the likelihood, known as conjugacy. In such cases, Markov chain Monte 
Carlo (MCMC) methods, for example the Metropolis Hastings algorithm or Gibbs sampling, 
can be used to generate samples from the posterior distribution. There is a wealth of literature 
in the area of MCMC, for example, see Gamerman & Lopes (2006), Chib & Greenberg (1995) 
and Brooks (1998). The basic idea is to set up a Markov chain whose transition probabilities 
are analytically tractable and which has the required posterior distribution as its stationary 
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distribution. We can then start from any initial point in the support of the posterior and if the 
chain is run for long enough we will eventually generate (dependent) samples from the posterior 
distribution. 
There is also a large literature devoted to techniques for diagnosing the convergence of MCMC 
chains. Some methods are based on numerical checks (see, for example, Ceweke, 1992; Gelman & 
Rubin, 1992) whilst others take the form of visual examination of plots, for instance, trace plots 
of the MCMC output. Often trace plots from multiple chains, which were initialised at different 
starting points, are compared to help to detect whether chains have simply become trapped 
in the region of a local mode, rather than exploring the full posterior. A thorough review of 
both numerical and graphical convergence diagnostics can be found in Cowles & Carlin (1996). 
Aside from convergence, another issue with drawing inference from MCMC samples is that of 
autocorrelation within chains. If there is strong correlation between successive values in the 
chain, then two consecutive values provide less information about the posterior distribution 
than if these values were independent. The degree of dependence between successive values can 
be assessed by computing the autocorrelation function and plotting it against the lag. 
In order to assess the fit of a model to the data and to our substantive knowledge, various 
Bayesian model checking techniques are available. Some methods are based on cross-validation 
and involve dividing y into a training set and a validation set. The training set is used to 
update the prior then the posterior predictive distribution for the validation set is compared 
with the observed values. For example, if a single observation, y;, is removed then its conditional 
predictive density is given by 
n(yiI y-i) = 
fP(YdOY_i)ir(OIY_i)dO, 
where y_; = (yi, ... , ya_i, ya+lq """, yT)T " See Gelfand et al. 
(1992) or Algallaf & Gustafson 
(2001) for more details. An alternative approach to model checking is to compare data to 
hypothetical replicates yfep that could have been observed under the model without assuming 
omission of any members of the sample (Gelman et al., 1995). This avoids the need to recompute 
the posterior predictive distribution each time a validation set is omitted and is based on the 
posterior predictive distribution 
P(YleplY) = 
JP(YrePIo)7r(OIY)d0. (3.2) 
The basic idea is that if the model fits well then the observed data should look plausible under 
the posterior predictive distribution. A method based on this principle is discussed further in 
Chapter 4. 
3.3.2 Prior distributions 
For hidden Markov models, a standard, and in most cases reasonable, prior assumption is that 
the parameters of the observed and hidden processes Oobs = (Oobs, i, ... , Oobs, r) and Od= 
(A, v) 
are independent a priori. The joint prior can then be factorised as 
7r(O) = 7r(Ooba, Ohid) = 1r(Oobs)1r(Ohid)" (3.3) 
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For the parameters of the observed process, if learning the value of one state specific parameter 
9obs, k would not cause us to revise our beliefs about the values of any of the others, then it will 
be reasonable to assume a priori independence between Oobs, 1, """, Bobs, r" This will often 
be the 
case if states are intended to provide an (autocorrelated) classification of the observed quantities 
into distinct groups. Under this commonly adopted assumption, we can express the joint prior 






For the parameters of the hidden process, it is usual to assume a priori independence between 
v and A (unless v= 6) and between the rows of the transition matrix A. These are convenient 
choices which allow the prior to be factorised into a product of functions of (r + 1) variables 
r 
7r(ehid) = 7r(v) 11 1r(Ak), (3.5) 
k=1 
which mimics the factorisation of the conditional density ir(s I Ohid). Such assumptions can 
simplify subsequent posterior inference and are often reasonable. 
When prior beliefs about the parameters of the observed process can be adequately captured by 
a prior which is conjugate to the conditional density ir(y I S, O) then this will be a convenient 
choice if posterior inference is via an MCMC scheme which samples the hidden states; see 
Section 3.3.4. Improper priors, whose density does not integrate to one over the parameter 
space, are sometimes used as "non-informative" priors. However, for hidden Markov models, 
it is particularly important that they are not used because they can lead to improper posterior 
densities ir(O I y). See Roeder & Wasserman (1997) for a proof in the case of mixture models. 
Consider the parameters of the hidden process, Od= (v, A), and for the purposes of this 
general section, suppose that the prior for °d is factorised according to (3.5). The densi- 
ties lr(sl I v) and ir(s_1 I A, sl) are both of multinomial form, where the notation s-k = 
(31, """I sk-1e Sk+ls .... ST) denotes omission of the k-th component. Therefore when inference 
is via an MCMC scheme which samples the hidden states, the Dirichlet distribution will be a con- 
jugate prior for each row of A and for v (if v= (Pr(Si = 11 v),... ' Pr(Si =rI v)) is assumed 
variable). Consider the d-dimensional Dirichlet distribution 2d(a) with a= (al,. .., ad) E 
lß+ 
and A= ýd 1 ai E R+ whose density is given in Appendix E. For our purposes it will be 
convenient to reparameterise this distribution in terms of its mean ii = a/A and the parameter 
A, which can be interpreted as the information content of the prior, in terms of the size of a 
hypothetical prior sample; see Germain et al. (2010a) or Dickey (1982) for further details. We 
can then write X- 2d(Aä), ii E . Sod, AE R+, and the means, variances and covariances are 
given by 
E(X) = a, Var(X1) aiA1 
+1 
t) and Cov(Xi, Xj) = Aa+ 
i. (3.6) 
It is now clear that once the prior mean has been specified there is only one degree of freedom 
left to set all the variances and covariances. This makes it impossible to elicit different degrees 
of belief in the prior estimate (the mean) for different components of X. Moreover all the corre- 
lations are negative so it is not possible to express prior belief in positive dependence amongst 
any of the components. Thus, although it is a convenient choice, the Dirichlet distribution may 
be unable to provide a true representation of prior belief about transitions in the hidden process. 
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A more flexible prior on the d-dimensional simplex is the additive logistic normal distribution, 
which is obtained by a logistic transformation of the (d-1)-variate normal distribution (Aitchi- 
son, 1986). Having (d - 1) (d + 2) /2 parameters allows the specification of a more flexible prior 
variance and dependence structure than is possible with the Dirichlet distribution but this prior 
is not conjugate to the form of a multinomial likelihood function. Furthermore, simple closed 
form moment expressions are not analytically available and this is an obstacle to prior elicitation. 
In general, parameters (Or,. .., O j) are said to be exchangeable in their joint distribution if 
7r(01,..., Off) is invariant to permutations of the indices; see, for example, Gelman et al. (1995). 
Therefore exchangeable priors are a common means of representing symmetry in belief. Unless 
information is available a priori to distinguish between the states, it is common to adopt a prior 
in which (901,1, ... , 
Oobs, r), are exchangeable and similarly for A and v. For A, an exchangeable 
prior has the property that the joint distribution is unaffected when a particular permutation 
is applied to the rows as long as the same permutation is applied to the columns or vice versa. 
Under the assumption of a priori independence expressed in (3.4), the prior for gob, will ad- 
ditionally be exchangeable if each term 7r(Oobs, k) belongs to the same distribution family and 
is parameterised by the same fixed hyperparameters. If the prior for A comprises independent 
Dirichlet distributions for each row, then exchangeability can be achieved by specifying 
Ak N . 
9, (E ek), independently for k=1, ... ,r 
(3.7) 
where the mean hyperparameters ek = (ekl, ... , ek,. ) are such that ekk = cx E 
[0,11 for all kE Sr 
and eki = (1 - a)/(r - 1) for all (k, e) E S* such that k#1. Note that the information 
content parameters E are the same for each row. Finally, assuming the initial distribution v is 
independent of A, an exchangeable "prior" is given by 
v= U{1,... , r}, 
if v is fixed, that is, Pr(Si =1 v) = ... = Pr(Si =rI v) = 1/r. Note that fixing v means 
that we do not learn about the distribution of S. Alternatively, if v is variable and assigned a 
Dirichlet prior, an exchangeable distribution results from specifying 
V= 
(Pr(si=lIv),..., Pr(si =r I v)) - 2r(G g), 6= (1/r, ... , 1/r). 
(3.8) 
3.3.3 Likelihood 
The complete data likelihood function p(y, s (0) is equal to the joint density of the data and 
the hidden states (the "complete date), given the model parameters, and can be expressed as 
P(y, s 10) = p(y 1 Si 0)P(S 10) = r(y 1 S, Oobs)p(S 1 etua), 
where the mass function p(s I OWd) is sometimes termed the "prior" for s. 
The observed data likelihood function p(y 10) is equal to the density of the data given the 
model parameters and can be represented as a sum of the complete data likelihood over all rT 
possible realisations of s, that is, 
P(YI B)=zp(Y, s(e)" 
e 
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For even moderately large T, direct computation of this sum becomes infeasible. Fortunately 
the likelihood function can be computed more easily using a forward recursion such as that 
described in MacDonald & Zucchini (1997) for a hidden Markov model satisfying assumptions 
Al and A2. A different algorithm from the literature, which we make use of in this thesis, arises 
by writing 
T 
Ay 10) =11 An I y1: t-1 , e) t=1 
In classical analyses of hidden Markov models, the terms p(yt I yi: t-1,0) are called one-step 
ahead predictive densities and they can be computed in a forward recursion derived in the 
following way, 
r 
p(yt 1 yl: t-1, e) = Zp(yt, St =k1 yl: t-1, e) k=l 
r 
_ Pr(St =k Y1: (3.9) t-1 , e)P(Yt ( St = k, Yl: t-1, e), 
k=1 
where Pr(St =kI yl: t-1,0) are called the one-step ahead predictive or "prior" probabilities of 
St having observed data up to time t -1 but not at time t. These "prior" probabilities can be 
calculated according to 
r 
Pr(Sj = 21 Yi: t-1, e) =Z Pr(St = t, St-1 =k1 Yl: t-i, e) 
k=1 
=Z Pr(St =£1 St-i = k, Yi: t-i, 0) Pr(St-i =k1 Yi"t-1,0), (3.10) 
k=l 
where terms of the form Pr(St =kI yi: t, 0) are called filtered state probabilities, or posterior 
probabilities of St having now observed data yt. Given knowledge of the "prior" probabilities 
Pr(St =£I Yi: t_1,0) and the "likelihood" p(yt I St = £, Yl: t-1,0), they can be calculated using 
Pr(St = Yi t, B) . 
Pr(St =1 1 Yi: t-i, e)P(Yt 1 St = e, Yi: c-i, e) (3.11) 
P(Yt 1 Yi: t-i, 0) 
where the expression for the normalising constant is given in equation (3.9), and that for the 
"prior" probability is provided in equation (3.10). Equations (3.9)-(3.11) are inter-related and 
can be computed at times t=1,.. ., T in a single forward recursion (generally referred to as 
filtering) detailed in Algorithm 3.3.1. 
Therefore we see that the observed data likelihood is simply the product of the normalising 
constants (3.13) and (3.16) for t=2,... ,T in the filtered state probabilities. Although this 
approach of filtering the states was traditionally used as an adaptive inference tool, as we shall 
see in Section 3.3.4.2, it is also involved in block updating of the hidden states when posterior 
inference is via MCMC with data augmentation. 
For greater generality which will be helpful in subsequent chapters, the equations in Algo- 
rithm 3.3.1 have not been simplified by taking advantage of the conditional independence as- 
sumptions expressed in Al and A2. In fact they hold under much more general assumptions 
22 
Chapter 3. Bayesian analysis of hidden Mlarkov models 
Algorithm 3.3.1 Forward Filtering 
1: Initialise the forward recursion at t=1: 
where 
Pr(Si =£I Yl, 0) = p(Yl 
I S, = t, ) er(S1= QI e), (3.12) 
pI ) 
P(Y1 10) =Z P(Y1 I Si = k, 9) Pr(Si =k 10). (3.13) 
k=1 
2: For t=2,. . ., T in a 
forward recursion 
(a) Compute the one-step ahead predictive probabilities 
Pr(St =£1 Yi: t-i, 0) 
for f=1, ... , r. 
r 
=E Pr(St =e1 St-i = k, Yi"t-1,8) Pr(St-1 =kI Yi. t-i, 0), (3.14) 
k=1 
(b) Compute the filtered probabilities 
where 
Pr(St =11 Yi: t, e) = 
P(Yt I St = e, Yi: t-1, e) Pr(St =eI Yi: t-i, e) 
9 
(3.15) 
P(Yt I Yi: t-i, 0) 
r 
P(Yt I Yi: t-i, 0) = 
EP(Yt I St = k, Yi: t-i, 0) Pr(St =k1 Yl: t-1,0)" (3.16) k=1 
than these. In particular they hold if Yt depends on previous values Yt-1, Yt-2, """ 
(but only 
the current value of St) or if {St :t=1, ... , T} is a non-homogeneous first order Markov chain 
whose conditional distribution at time t depends on t or on some time varying exogenous vari- 
ables xt in addition to St-1. However, for a simple hidden Markov model based on assumptions 
Al and A2, in equations (3.12) and (3.13) we have 
Pr(Si =9 0) = vt, P(Y1 1 Si = Q, 0) = P(Yi 1 Bob8, t)9 
whilst in equation (3.14), from the DAG in Figure 3.1 it is clear that 
Pr(St =e1 st-1 = k, yl: t-1, e) = Pr(St = 11 St-1 = k, A) = Akt, 
and finally in equations (3.15) and (3.16) 
P(Yt 1 St = e) yl: t-1, e) = P(Yt 1 St = e, e) = P(Yt 1 eobs, c). 
Note that to avoid problems of numerical instability it is best to calculate the filtered state 
probabilities by working on a standardised log scale. 
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3.3.4 Posterior inference via MCMC 
The posterior distribution for the model parameters follows from Bayes Theorem as 
10) 1 
where p(y 0) is the observed data likelihood. The complexity of this posterior distribution pre- 
cludes a fully analytic treatment so MCMC techniques are used to generate (dependent) samples 
from the posterior distribution. It is possible to devise MCMC algorithms based on Metropolis 
Hastings moves for which the state space of the sampler is 0 alone (and not the hidden chain 
s) or even s alone (and not the model parameters 0). These marginal updating schemes will 
be outlined briefly in Section 3.3.4.3. However, the most commonly adopted MCMC method 
in Bayesian analyses of hidden Markov models makes use of the principle of data augmentation 
(Tanner & Wong, 1987) in which the hidden states are introduced as "missing data" and aug- 
mented to the state space of the sampler. This greatly simplifies the process of sampling from 
the posterior, as will be explained in the following section. 
3.3.4.1 Data augmentation 
It is often possible to choose a prior for 0 which is conjugate to the form of the complete data 
likelihood, or at least semi-conjugate in its components, meaning the prior for each component 
is conjugate when the values of the others are fixed. Therefore sampling from the conditional 
posterior of the model parameters given the hidden states (called the complete data posterior) is 
often routine. Moreover, because the state space for each Si is discrete and finite, sampling from 
the conditional posterior of the hidden states given the model parameters is also straightforward. 
This means hidden Markov models are particularly amenable to a two stage Gibbs sampling 
strategy which generates samples from the joint posterior distribution of the model parameters 
and hidden states 
7r(S, 0 1 Y) «p(y I s, O)p(s I e)ir(e) 
by alternating between drawing s from the conditional posterior distribution ir(s ( 0, y) (data 
augmentation) and drawing 0 from the conditional posterior distribution ir(0 I s, y). Effectively 
data augmentation is just a computational tool which allows posterior inferences for the model 
parameters 0 to be obtained by averaging over the distribution of the hidden states, which are 
themselves regarded as "missing data! '. This approach has been adopted by, for example, Albert 
& Chib (1993), Robert et al. (1993), Robert et al. (2000) and Boys & Henderson (2004). When 
a priori independence is assumed between 0. b. and OWd the complete data posterior can be 
written as 
ire I Ss Y) = ir(Oobs I s, Y)lr(Ohid I S) (3.17) 
and the general form of the MCMC sampling scheme is outlined in Algorithm 3.3.2. 
In the standard Gibbs sampler, deriving from the hidden state sequence, there can either be T 
blocks 81, S2, ... IST or one block s depending on whether the hidden states are updated one- 
at-a-time from their full conditional distributions or whether they are updated in a single block 
from the joint posterior distribution of s, given the model parameters. The former naive scheme 
is often referred to as local updating of the hidden chain, whilst the latter more sophisticated 
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Algorithm 3.3.2 Sampling from the joint posterior for (s, 0) using Gibbs sampling with data 
augmentation 
Repeat the following steps for N iterations j=1, ... ,N beyond conver- 
gence: 
1: Simulate O UI from 7r(9 I 0-11, y): 
(a) Simulate 9hä from lr(Ohid I sI-11). 
(b) Simulate O from lr(9obs I sl'1l, y). obs 
2: Simulate sEl from ir(s I OUI, y). 
approach can be termed global updating of the hidden chain. More details will be provided 
in Section 3.3.4.2. In cases when the prior for 0 is conjugate to the complete data likelihood, 
sampling 0 from the complete data posterior is straightforward. In other situations, decomposing 
0 into several blocks may lead to closed form full conditional densities, but if this is not the 
case, Metropolis Hastings steps can be introduced within the Gibbs sampling scheme. 
3.3.4.2 Sampling from the posterior for (s 0) 
The simplest way to simulate a hidden state sequence from ir(s 10, y) is to employ a Gibbs 
sampler with T univariate component blocks, that is, the hidden states are drawn sequentially 
from their full conditional distributions Ir(st I s-t, 0, y) for t=1,2,..., T. These distributions 
are particularly easy to derive for a hidden Markov model satisfying assumptions Al and A2 
and further details can be found in Germain et al. (2010a) or Friihwirth-Schnatter (2006). In 
spite of its simplicity, the one-at-a-time Gibbs sampling scheme typically has poor convergence 
properties due to the high dependence amongst the large number of s-blocks. It has been shown 
by, for example Henderson (1999), that convergence can be improved by introducing a sampling 
scheme which simulates all the hidden states from 7r(s I 0, y) in a single block. Single block 
sampling can be achieved using a forward backward algorithm, based on the factorisation of the 
joint posterior, ir(s ( 6, y), as 
T-1 
Ir(s 1 09 Y) _ Ir(ST I Ys 0) 
f 
Ir(st 1 3T, ST-1 r""" )8tt1, Y, 
0). 
t=1 
We can therefore sample a value for ST from its marginal posterior distribution, then a value for 
ST-1 from the conditional posterior of ST-1 given ST, next a value for ST-2 from the conditional 
posterior of ST-2 given ST and ST-1, and so on. For case of generalisation in subsequent 
chapters, the forward backward sampling scheme we derive in this section relies on much weaker 
conditional independence assumptions than Al and A2, allowing the same relaxations as those 
discussed and permitted in the derivation of the filtering algorithm in Section 3.3.3. 
From the DAG in Figure 3.1 it is clear that St is conditionally independent of {Si :i= 
t+2, ... , T}, given 
St+i, and this would be true even if {St :t=1,..., T} formed a non- 
homogeneous first order Markov chain. Further, there are no direct linkages between Si and any 
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of the variables in {Y{ :i=t+1, ... , T} that do not pass through St+l so that 
Y11,... + YT 
are conditionally independent of St given St+i. Again, this would be true even if the first order 
Markov chain {St :t=1,. .., T} was non-homogeneous. Additionally, 
if Yt depended on its 
own history as well as St, then this statement would hold if we additionally conditioned on Yl: t. 
This means that under Al and A2, or the more general conditions detailed here, we have 
lr(st 1 ST)ST-1, """e 3t+1, Y, 
0) _ lr(st 1 8t+19Y1: t, eý 
for t=1, ... ,T-1, and can calculate 
Pr(St =k St+i = £, Yl: t, 9) a Pr(St+i =£ St = k, Yl: t, e) Pr(St =k1 Yi: t, ©) 
where Pr(St =kI yl; t, 0) is the filtered probability at time t defined in Section 3.3.3. Therefore 
once the filtered probabilities have been calculated in a forward sweep, a hidden state sequence 
can be simulated in a backward sweep starting with the simulation of a value for ST from 
lr(ST I y, 9), which is the filtered probability at time T. Full details of the forward backward 
algorithm are provided in Algorithm 3.3.3. 
Algorithm 3.3.3 Forward backward algorithm 
To simulate a hidden state sequence sE1 at iteration j of the MCMC scheme, whilst holding 0 
fixed at its current value, the algorithm proceeds as follows: 
1: Perform the filtering algorithm (Algorithm 3.3.1) conditional on 0 to compute the filtered 
state probabilities Pr(St =kI Yi: t, 0), kE Sr, for times t=1, ... , T. 
2: Simulate a value for ST according to the filtered state probabilities Pr(ST =kI Y1: T, 0), 
kESr. 
3: For t=T-1, ... ,1 compute the conditional probabilities Pr(St =kI St+j = 8iß+1, Y1: t+ 
e), 
kE Sr given by 
Pr(St =k1 St+i = sip+i, Yi: t, e) 
Pr(St+i = Si t+1 St = k, Yi: t, 0) Pr(Se =k1 Yi: e, e) (3.18) 
ýý_1 Pr(St+i = st+i I St = Q, Yi: t, ©) Pr(St =11 Yi: e, 0)' 
and simulate a value for St from the distribution defined by these probabilities. 
Note that under assumptions Al and A2, the expression Pr(St+1 = sG+i St = k, Yl: t, 8) in 
equation (3.18) reduces to 
Pr(St+i = sý+i ý St = kº ehid) = -\k, U+1 
3.3.4.3 Marginal updating schemes 
Although appealing in their simplicity, problems can arise with data augmentation schemes when 
there is strong dependence between s and 0. This may lead to poor mixing over s, when the 
sampler cannot escape its attraction to local modes in the posterior distribution (Celeux et al., 
2000). In this section we consider briefly two alternative MCMC marginal updating schemes 
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in which the state space is reduced to comprise only 0 or only s, and which may therefore mix 
better than the Gibbs sampler with data augmentation. 
Since the observed data likelihood p(y 10) can be computed exactly using a forward recursion 
(see Section 3.3.3) it is possible to construct an MCMC sampler with the marginal posterior 
distribution for the model parameters 7r(9 ( y) as its stationary distribution. Although the 
posterior distribution will not be of standard form, it can be sampled using a Metropolis Hastings 
scheme. For example, Cappe et al. (2005) and Boys & Henderson (2003) describe algorithms 
for hidden Markov models with normal and multinomial within-state distributions, respectively. 
Similar schemes are used in Celeux et al. (2000) and Capp6 et al. (2003). Particularly when the 
parameter space is highly dimensional, it may be necessary to first decompose 0 into multiple 
blocks and then to update them one-at-a-time in a Metropolis within Gibbs scheme. 
An alternative sampling scheme involves marginalising over the parameters of the hidden Markov 
model and setting up an MCMC sampler whose equilibrium distribution is the marginal posterior 
ir(s I y). Analytic marginalisation over 0 in the joint posterior ir(B, sI y) is possible whenever 
the observation density comes from the exponential family (see, for example, McCullagh & 
Neider, 1989) and priors conjugate to the complete data likelihood are chosen for the model 
parameters 0. In this case we can write 
7r (S Y) = 
P(Y, S) 
a P(Y, S), (3.19) T(Y) 
and because the conditional posterior for 0 given s will be of closed form, we can compute the 
numerator p(y, s) using 
P(Y's) = 
P(Y, S 10)ir(e) 
7r(eIY, s) 
Although computation of the denominator in (3.19) is not generally feasible, the ability to com- 
pute the numerator is sufficient to facilitate one-at-a-time updating of the hidden states from 
their full conditional distributions in simple Gibbs or Metropolis within Gibbs steps. For further 
details, see Frühwirth-Schnatter (2006). Note that the requirement for analytic computation of 
p(y, s) limits the scope of the marginal updating scheme to those occasions when fully conjugate 
priors (which adequately capture prior beliefs) are available. 
3.3.5 Non-identifiability and label switching 
By writing the observed data likelihood as 
P(Y 1 0) _ EP(Y, s1 0) _Z va1P(Yl 1 eobs, al) 
fJ%at-1atP(Yt 1 Oobe, sg), 
S8 t=2 
where the summation is over all possible hidden state sequences, it is clear that the observed 
data likelihood is invariant under permutations of the state labels. This means 
P{Y I eobs, 1, """i 
eobs, 
r, 




for any permutation v(") of the integers {1,2, ... , r}. In other words, renumbering the states in S,, and permuting the parameter indices in correspondence leaves the likelihood unchanged. 
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It follows that if an exchangeable prior is chosen then the resulting posterior distribution will 
also be exchangeable, with r! symmetric modes corresponding to the r! permutations of the 
state labels. This has the consequence that the model parameters are non-identifiable in the 
posterior. Similarly, since the complete data likelihood is also invariant under permutations of 
the state labels, the same comments apply to the joint posterior distribution ir(s, 0 y). Writing 
T 
a (s) = 
(Q(sl), 
... , Q(sT}) and o(6) when the same permutation is applied to the state 
labels 
in 0, we have 
ir{a(s)1 y} =f ir{c(s), Q(O)}d Q(e) =f ir(s, 01 y)d c(e) = 7r(s 1 y) 
because the joint posterior ir(s, 01 y) is invariant to relabelling and the order of integration 
can be interchanged arbitrarily. This means that the posterior for s, like that of 0, will also be 
exchangeable. The non-identifiability of the parameters in 7r(0 I y) results in marginal posterior 
distributions for the state specific parameters which are the same for all states. Similarly, the 
non-identifiability of the hidden states in ir(s I y) results in marginal posterior classification 
probabilities (that is, Pr(St =kI y), kE Sr) which are the same for all states. For a formal 
proof, see Frühwirth-Schnatter (2006). 
A practical consequence of the non-identifiability of the posterior distribution is that posterior 
samples are subject to label switching, in which random permutations of the hidden state labels 
occur over the course of the MCMC run. An illustration where label switching can be seen in 
the MCMC output is provided in Figure 3.2(a). This shows a portion of the trace plots for the 
probability parameters pi and P2, obtained by simulating from the posterior distribution for a 
Bernoulli hidden Markov model with r=2 states. The data used were a simulated sample from 
a hidden Markov model with Bernoulli within-state distributions. 
Given an MCMC sampler which mixed properly over all r! posterior modes, each of the modes 
would be visited equally often. This means that using the MCMC output to obtain summaries 
of the marginal posterior distributions for state specific parameters, or marginal posterior clas- 
sification probabilities, would reflect the theoretical invariance. In practice, however, it is often 
difficult for an MCMC sampler to escape its attraction to one particular mode, especially if 
the modes are well separated. Therefore when using standard MCMC samplers such as those 
discussed in Section 3.3.4, it is often the case that label switching either does not occur at all 
(Celeux et al., 2000) or occurs only occasionally, in an unbalanced fashion, meaning that the rl 
posterior modes are not equally represented in the MCMC output. 
The way in which the (potential) problem of label switching is handled should be tailored 
according to the goals of the analysis. If the sole objective is prediction, then because the 
posterior predictive distribution 
p(Ylep I Y) =f p(Yrep I e)ir(O I y)dO 
is also invariant under permutations of the state labels, its estimate based on the posterior 
draws will also be robust against label switching. As such nothing needs to be done to account 
for any label switching that occurs. Indeed, it is the sentiment of Aitkin (1997) that finding a 
unique labelling is unimportant as the object of interest should be the predictive distribution. 
If the purpose of sampling from the posterior is to approximate the marginal likelihood of the 
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Figure 3.2: Sections of the MCMC output obtained by drawing from the tx)sterior distribution tur+ociatecl 
with a Bernoulli HMM with r=2 states, based on a simulated dataset. Shown are the trace plots for the 
probability parameters pl and p2 when the algorithm is employed (a) without and (b) with relabelling. 
model, then, as we shall see in Section 3.5.1, it is sometimes necessary to use output based on 
a sample in which all r! posterior modes have been explored. A simple way of guaranteeing 
balanced label switching between all r! posterior modes is to employ a random jwrniutation 
sampler (Riihwirth-Schnatter, 2001) in which each draw from the posterior is concludcxd with 
a random permutation of the parameter state labels and the hidden state labels if these are 
also sampled. Celeux et al. (2000) comment that although huch an approach will give a sampler 
which visits all the major symmetric modes in the posterior it. does not address the root of the 
problem, namely that the sampler is unable to traverse areas of low pcusterior density. This 
means (symmetric) local modes may remain unexplored. Finally, if the goal is classification (for 
example determining the most probable sequence of hidden states a postrriori) or parametric 
inference then, to be meaningful, one distinct labelling of the states is required. The remainder 
of this section briefly reviews some of the techniques from the literature for obtaining samples 
from an identified hidden Markov model. 
Identifiability can be achieved by imposing an identifiability constraint on one or more of the 
parameters of the observed or hidden processes, thereby breaking the symmetry in the prior (and 
thus the posterior) distribution. In our simple Bernoulli example an obvious constraint might he 
to restrict the probability parameters so that pl < p2 <"""<p, With the ConsequenCe that the 
prior and hence posterior density outside the region where this constraint is satisfied is equal to 
zero. Although this approach appears to provide a simple solution, in More involvVd i'xanuplrs, it 
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can be very difficult to find identifiability constraints which respect the geometry of the posterior 
sufficiently to induce a unique labelling. In other words, if the posterior modes are not very well 
separated in the direction of one particular parameter, then using it to define an order is likely to 
produce an MCMC sample in which draws pertaining to a specific state arise from several of the 
symmetric modes in the underlying (unconstrained) posterior distribution. As illustrated by, for 
example, Richardson & Green (1997) or Friihwirth-Schnatter (2001), this means that different 
identifiability constraints can lead to different marginal posterior distributions for the model 
parameters. Stephens (1997) provided a formal justification that identifiability constraints can 
be applied in a post-processing manner, permuting each draw from the posterior to satisfy the 
constraint. This allows various different constraints to be tested in an effort to find one which 
isolates a single mode, although there may be no obvious constraint for which this is achievable. 
When the parameters of the observed process O ,k are 
themselves multivariate and parameterise 
multivariate within-state distributions, finding an effective identifiability constraint becomes 
even more difficult as there may be no natural order to scalar summaries (such as the Euclidean 
norm) of these multivariate parameters. 
An alternative solution is to take the decision theoretic approach of Stephens (2000) or Celeux 
et al. (2000) and make use of relabelling algorithms which aim to find the permutation of the 
sampled values which minimises the posterior expected loss (Monte Carlo risk) of some chosen 
loss function. For example, the algorithm might aim to find a permutation of the sampled values 
which makes the marginal posterior distributions unimodal, taking the form of the natural con- 
jugate family for the parameters. However such approaches involve two expensive optimisation 
steps per draw from the posterior (one to optimise over the hyperparameters in the fitted uni- 
modal marginal posteriors and another to optimise over the permutations). Other algorithms 
have loss functions which aim to achieve an optimal clustering of observations according to the 
hidden states. Obviously such algorithms require posterior samples of the hidden state sequences 
and so are usually used to process the output from MCMC samplers which use data augmen- 
tation. Within this general framework, Boys & Henderson (2002) suggest a relabelling scheme 
that post-processes sampled values using an algorithm which attempts to find the most likely 
hidden state at every position in the sequence, that is, the marginal posterior mode (MPM) 
estimate, §, which is conveniently available as a by-product. Computing overheads can be sub- 
stantially reduced by adopting an on-line version of the algorithm which removes the need to 
store sampled hidden state sequences. The details are provided in full in Algorithm 3.3.4, but 
essentially after every draw from the posterior, a scoring criterion is used to find the permutation 
of the sampled values which is the most consistent with the current MPM estimate, s. After 
relabelling according to this permutation, the MPM estimate is updated. Algorithm 3.3.4 is 
therefore similar to the on-line r! means-type clustering algorithm proposed by Celeux (1998), 
except in the latter case the mean of the model parameters in each of the r identified states 
replaces the MPM estimates and the simple scoring criterion is replaced by a more sophisticated 
measure of distance between the successively updated "centres" and the current posterior draw. 
Boys & Henderson (2002) advise choosing the starting point in Algorithm 3.3.4 to be s' Il) = sill 
and relabelling the MCMC output for the first time at iteration j=2. In the context of finite 
mixture models, Nobile & Fearnside (2007) suggest a very similar relabelling scheme which aims 
to minimise the sum of all distances between the component indicator sequences. However, 
this algorithm is applied after MCMC sampling so requires storage of all posterior draws of the 
hidden state sequences. 
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Algorithm 3.3.4 Relabelling Algorithm 
At iteration j, let the current estimate of ä' be ä' 1'1I and let the current draws from the 
posterior for 0 and s be O'I and 01. Then 
1: Choose the permutation a of { 1, ... , r} which minimises 
T 
_ýIIýQýýsýl) = st 
fý-ýl)ý 
t=l 
2: Permute sU1 and O1I according to a j; 
3: Fort=1,2, ... ,T update the estimate of s^* by setting 
i 
st Lit = argmax E II(ok(sýk)) 
iESr k=1 
Relabelling algorithms cannot be guaranteed to prevent label switching. However, an illustra- 
tion of how well Algorithm 3.3.4 appears to work in our experience is displayed in Figure 3.2. 
Adjusting the reversible jump code involved in the production of Figure 3.2(a) to conclude each 
posterior draw with a run through the relabelling algorithm, the trace plots for a representative 
portion of the MCMC output for pi and p2 are shown in Figure 3.2(b). There is now no evidence 
of label switching. 
3.3.6 Missing data 
In time series there may be isolated occurrences or periods of missing data, and the precise way 
that the missing data are modelled will be determined by the assumed missing data mechanism. 
For a comprehensive analysis of missing data see, for example, Chapter 17 of Celman et al. 
(1995). The simplest assumption is that the missing data are missing at random, that is, the 
conditional distribution of the missing data mechanism does not depend on the missing values, 
given observed data, parameters and covariates. Moreover if we are prepared to assume a 
priori independence between the parameters of the missing data mechanism and the model 
parameters, then the missing data mechanism can be termed ignorable. Under these two, often 
very reasonable, assumptions, inferences can be made without any further modelling of the 
missing data mechanism. 
If the missing data mechanism can be assumed to be ignorable then missing data are easily 
handled within an MCMC framework. In this case the missing values are simply appended to 
the set of unknown quantities and drawn, or "imputed", from their full conditional distributions 
(available directly from the "model" for the observed data) on every sweep through the MCMC 
scheme. Formally this allows an analysis to be performed in which we integrate out the missing 
values from the joint density of the observed and missing data. However unless it results in 
significant complication of the MCMC scheme, if we can marginalise over the missing values 
analytically then this strategy is generally preferable because it may produce a better mixing 
MCMC sampler owing to the smaller dimension of its state space. 
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Under assumptions Al and A2, we can write the joint density of the hidden states, model 
parameters and data as 
ir(9) Pr(Si = si I °)P(Yi I Si = sl, 9) 
11 Pr(St °- se I Se-i = se-i, ©)P(Ye I Se = set ©)" 
t=2 
If we simply define 
= 
1, If yt is missing, 3.20 An I St = Sts e) 
P(Yt I O, ), otherwise 
() 
then the standard filtering algorithm still applies and this can be used to compute the observed 
data likelihood as previously. If posterior inference is via MCMC with data augmentation, when 
simulating from the conditional distributions Pr(St I St+1, yl: t, 0) using the forward backward 
algorithm, the data are only involved in the computation of the filtered probabilities and so no 
modification is needed to the backward sweep. In the computation of the posterior for 
(0 18), 
redefining p(yt I St = st, 0) as in equation (3.20) has no effect on the structure of the posterior. 
These arguments would still apply if the hidden chain was allowed to be non-homogeneous. 
However if assumption A2 was relaxed so that Yt was allowed to depend on its own history as 
well as St, further work would be required to analytically marginalise over the missing data. 
Note that in some applications the assumption that the missing data mechanism is ignorable 
may not be tenable. In these cases specific aspects of the missing data mechanism may need to 
be incorporated into the modelling but this will not be considered further in this thesis. 
3.4 Inference for hidden Markov models under model uncer- 
tainty: concepts 
Section 3.3 focused on the Bayesian analysis of hidden Markov models in which the number 
of states, r, is assumed known. In reality, however, the number of states is often itself an 
unknown quantity about which we would like to make inference. In the remainder of this 
chapter, we consider this issue of model uncertainty, firstly describing the concepts of model 
selection and averaging (Section 3.4) and then considering computational tools with which to 
estimate the posterior model probabilities (Section 3.5). In hidden Markov models, inference 
under model uncertainty is sometimes complicated by the non-identifiability of the parameters 
in the likelihood function of overfitting models, where the "true" number of hidden states is less 
than the number in the model being analysed. This can arise if the parameters of the within- 
state models are the same (and transition probabilities from these states into any particular 
other are the same), or if one of the states is empty meaning the transition probabilities into 
this state are zero. In a frequentist analysis, these sources of non-identifiability can lead to 
problems due to the potentially irregular behaviour of the likelihood function. Whilst there is 
no theoretical problem in a Bayesian analysis via MChMC, it is a property of hidden Markov 
models that the likelihood for an overfitting model with r states will be the same as that for 
a model with r-1 states. This means that the likelihood alone cannot distinguish between 
models. 
32 
Chapter 3. Bayesian analysis of hidden Markov models 
We set the problem of Bayesian inference for hidden Markov models in the presence of model 
uncertainty in the form of a Bayesian hierarchical model. Suppose that in our prior beliefs (or 
preferences) the support of r is restricted to the finite countable set 11,2, ... , rmax} and that we have assigned a prior probability distribution to the number of states (or more generally model 
indices) 
irr(r), rE {1,..., rm.. }. 
We then regard the hidden Markov model with 1,2,..., rmex states as a different model, param- 
eterised by 8r, to which we assign a prior 
ir(9,. Ir), for rE{1,..., rm }. 
Finally, we complete our description of the joint distribution for the model index, model param- 
eters and data through the specification of a likelihood function for each hidden Markov model, 
p(y 18,., r). Note that the dimension of the parameter vector, dim(O,. ) = n,., varies between 
models. 
3.4.1 Non-identifiability due to overfitting 
In a Bayesian analysis, it is possible to bound the posterior away from non-identifiability through 
the prior. For example, by choosing a Dirichlet prior distribution for the transition probabilities 
in which all the hyperparameters are substantially greater than one, the marginal distribution 
for the transition probability into any state has zero density at zero and little density in the 
vicinity. This forces the posterior away from a distribution in which the transition probabil- 
ities into any state are zero and would discourage non-identifiability duo to the existence of 
one or more empty states. To discourage non-identifiability due to "matching" states, for any 
particular within-state parameter, say Orj E 9r, obsj, jE Sr, given a particular ordering con- 
straint 0r, 1 <"""<q,.,, one could adopt a prior on the distance between the parameters which 
encouraged separation between them; see Viallefont et al. (2002) for an example involving mix- 
tures of Poisson distributions. However, given an overfitting model, even if no effort is made to 
discourage the occurrence of empty or matching states, the resulting non-identifiability of the 
posterior presents no theoretical problems in a Bayesian analysis via MCMC. The draws would 
still constitute a Markov chain with the posterior of the overfitting model as the stationary 
distribution. The posterior distribution simply averages over the non-identifiable parameters. 
From a practical point of view, however, as the posterior approaches non-identifiability due to 
overfitting, label switching is likely to occur more often if the posteriors for the within-state 
parameters of two or more states begin to overlap meaning some of the rl symmetric modes 
will be situated close together. This also makes label switching increasingly difficult to remedy 
by any identifiability constraint or relabelling algorithm. In terms of prediction, because the 
posterior predictive distribution is invariant under permutation of the state labels, the increased 
prevalence of label switching is unimportant. However if interest lies in learning the properties 
of the states identified by the model, it is important that we can identify a unique labelling. For 
more details in the context of finite mixture models, see Frühwirth-Schnatter (2006). 
Whilst non-identifiability due to overfitting is not a theoretical problem in a Bayesian analysis, 
pragmatically, we prefer to report parsimonious, interpretable models. As explained previously 
there is nothing in the likelihood function to distinguish an overfitting model with r states from 
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the corresponding reduced model with r-1 states. Therefore, when considering hidden Markov 
models with different numbers of states, it falls to the joint prior for (r, Br) to penalise overfitting. 
The interplay between the conditional prior 7r(O,. I r) and the likelihood function p(y 10', r) In 
Bayesian model selection is borne out through the marginal likelihood. 
3.4.2 Defining the marginal likelihood and posterior model probabilities 
Regarding the number of states r as a model indicator, the task of discriminating between dif- 
ferent values of r (that is, different models) is essentially a problem in Bayesian model selection; 
see Congdon (2006) for an introduction and ICass & Raftery (1995) or Chipman et al. (2001) 
for a review. Having observed data y, applying Bayes Theorem gives the posterior probability 
distribution for r over {1,2, ... , rmax} as 
irr(r I y) = rmP(Y 
I r)irr(r) (3.21) 
E P(Y I k)irr(k) 
k=1 
where the marginal likelihood, p(y I r), is obtained by marginalising the joint conditional distri- 
bution of (y, 9, ), given r, over Ort 
Xy1 r) =1 P(Y I er, r)ir(er 1 r)d Br" (3.22) 
It is clear from (3.22) that the marginal likelihood can be regarded as the prior predictive density 
of the data given a hidden Markov model with r hidden states, and is equal to the normalising 
constant in the conditional posterior density of the model parameters 9,., given r. The posterior 
distribution (3.21) adjusts the prior probabilities, irr(r), in light of their relative support from 
the data, p(y I r). Let us look briefly at the two components in the kernel of the posterior 
distribution for r. A simple and common choice of prior for the number of hidden states in a 
hidden Markov model (see, for example, Robert et at. (2000)) is the discrete uniform distribution 
7r,. (r) =1, rE {1,2,. .., rmax 
}, 
rmax 
which might be used in an effort to express prior indifference with regards to the number of 
states, in the sense of favouring all values of r equally. Given the comments in the concluding 
paragraph of Section 3.4.1, the prior for r is perhaps better viewed, not as a quantification of 
prior belief about the number of hidden states, but as an expression of prior preference for more 
parsimonious models. In other words the prior for r can be used directly to penalise overfitting 
models, or even just complex models, by choosing a prior which ultimately decays with increasing 
r. For example, a Poisson distribution truncated to the set { 1,2, ... , rmx 
} could be used (see, 
for example, Boys & Henderson, 2004). However, the marginal likelihood is generally believed 
to provide a trade off between model fit and model complexity, meaning there should not be 
any particular need to choose irr(r) so that it favours simple models. Congdon (2006) explains 
this trade-off as follows. 
By rearranging Bayes Theorem, the log marginal likelihood can be expressed as 
log{p(y 1 r)} = log{p(y 1Or r)} + log{ir(O,. 1 r)} - log{ir(©,. 1 y, r)} 
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for any 9,, with non-zero density/mass in the posterior. Congdon argues that the term log{7r(Or I 
r)}-log{7r(6,. I y, r)} acts as penalty to favour more parsimonious models, whilst a more complex 
model nearly always leads to a higher loglikelihood, log{p(y 1 0,, r)}. However, the exact nature 
of this trade-off is complicated and depends critically on the choice of priors for the parameters 
in the different models. 
3.4.3 Sensitivity of the marginal likelihood to the prior distribution 
From (3.22) it is clear that the marginal likelihood is actually the expectation of the observed 
data likelihood with respect to the prior distribution lr(Or I r). Therefore when comparing 
models by their marginal likelihoods, we are actually comparing model-prior combinations. As 
such, it is inevitable that the marginal likelihood will be sensitive to the prior specification. For 
example, if ir(Or I r) is chosen to be overly diffuse for any particular r, then there will be little 
prior support in the region where the likelihood is substantial, which may result in p(y I r) and 
hence ir(r I y) being downweighted. 
In the case of univariate normal mixture models, Frühwirth-Sehnatter (2006) and Jennison 
(1997) provide results which show that a problem similar to Lindley's paradox (Lindley, 1957) 
can arise, in which increasing the prior variance leads to increasing evidence in favour of a 
model with only one mixture component. Therefore to avoid overpenalisation of more complex 
models, with parameter spaces of higher dimension, it is important not to specify excessively 
diffuse priors. Equally, we want to avoid setting the prior dispersion to be so small as to give 
the prior an inappropriately high influence. For example, if the spread of the prior is small, this 
could lead to more complex models being favoured as the prior becomes increasingly amenable 
to multiple similar states. This effect was observed by Richardson & Green (1997) in studies of 
prior sensitivity for mixture models with a variable number of components. As the prior variance 
becomes smaller still, unless the prior is centred exactly in the region of highest likelihood, more 
simple models are likely to be favoured once more because the likelihood associated with simpler 
models will be less peaked and so potentially higher in the narrow region of high prior density. In 
an effort to make the posterior more robust to the choice of prior in mixture and hidden Markov 
models, some authors, for example, Richardson & Green (1997) and Robert et al. (2000) use 
hierarchical prior specifications for the parameters of the observed process. 
Ideally, in any transdimensional analysis, we wish to specify priors that allow the accumulation 
of posterior probability around models that could provide an appropriate simplification of the 
data generating mechanism. Especially in cases when we can offer a physical interpretation to 
the hidden states, it is likely that we will be seeking a model in which the hidden states are 
well defined and well differentiated. The prior for r, thought of as a penalty for more complex 
models, is too blunt a tool to express the intricacies of this statement of prior preference. In 
Section 3.4.1, choices of prior designed to bound the posterior away from non-identifiability were 
discussed. However, even amongst models which arc not overfitting, we might prefer those with 
fewer states if they better satisfy the latter criteria. A prior which penalises similarity of states 
would assist in increasing posterior support for models with well differentiated hidden states. 
This idea was commented upon in the discussion of Richardson & Green (1997) where Lawson & 
Clark (1997) suggested combating over similarity of states through the use of inhibition priors, 
more traditionally used in cluster modelling. This would involve specifying a particular form 
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of joint prior for the number of states and, say, the component mean parameters; see Lawson 
& Denison (2002) for more details. A prior which penalises states which occur infrequently 
would assist in increasing posterior support for models with well defined hidden states. For 
example, for a hidden Markov model with r states this might be achieved by choosing the prior 
for the transition matrix so that it offered very little support in the region where all the inward 
transition probabilities (Alk, ... , Ak-l, k, ? k+l, k, """, Ark), kES,., are small. 
To make such prior 
statements we would need to introduce a priori dependence between the off-diagonal elements in 
any column of the transition matrix, although exactly how this might be accomplished sensibly 
may be a difficult problem. 
3.4.4 Model selection versus model averaging 
In applications involving hidden Markov models, interest often lies in predicting hypothetical 
data Yf that could have been observed under the model. The overall posterior predictive 
distribution p(yf I y) is given by marginalising both 0,. and r from the joint posterior distribution 
ir(yf, 6,., rI y) to obtain 
, 'Max 
P(yf 1 y) =Z irr(r I y) 
fp(yf I er, r)ir (Or I Y, r)d ©r. 
r=1 
This mixture representation is called model averaging because instead of basing predictions 
on a single candidate model, a composite model is created by "averaging" over all competing 
models. By averaging over the unknown number of states r, the posterior predictive distribution 
p(yf I y) properly incorporates our uncertainty about the value of r. Indeed if the only objective 
of the modelling process is prediction then there is no need to choose any particular model and 
the problem of model selection is replaced by model averaging. However there are occasions 
when we might wish to choose a particular value for r where, for example, analysis of one 
particular hidden Markov model might provide scientific insight into the underlying physical 
process which generated the data; see, for example, Sansom (1998). Alternatively, we may 
actually be comparing hidden Markov models with different within-state distributions and wish 
to advise on the "best" model. 
Pragmatically, basing predictions on a single chosen model will be less costly in terms of com- 
puting time and effort than averaging over all competing models. If the problem is one of model 
selection and we need to choose a particular value for r then a very simple strategy is to choose 
the posterior mode, in other words the value for r for which rr(r I y) is the largest. In a more 
formal setting, model selection can be based in a decision theoretic framework (see, for example, 
DeGroot, 2004; Smith, 1988) in which the ultimate goal is to minimise the expected loss (the 
"risk") associated with choosing a particular model. 
3.5 Inference for hidden Markov models under model uncer- 
tainty: computational tools 
The posterior distribution Ir,. (r I y) provides a complete post-data summary of our uncertainty 
about the number of hidden states, but the integral (3.22) cannot be evaluated in closed form 
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meaning the posterior distribution for r must be computed using numerical techniques. There 
are essentially two computational methods for extracting this posterior information. The first 
approach, considered in Section 3.5.1, is to use within model simulation, in which we first ap- 
proximate the marginal likelihood for each model and then compute the posterior for r through 
application of Bayes Theorem. The second approach, outlined briefly in Section 3.5.2, is to 
make use of so-called across model simulation, or transdimensional MCMC methods, of which 
the most well known is the reversible jump MCMC (fLIMCMC) algorithm (Green, 1995). 
3.5.1 Within model simulation 
The computation of the marginal likelihood for hidden Markov models is a non-trivial integration 
problem. Various methods have been proposed for approximating the marginal likelihood; see 
Congdon (2006) for a thorough introduction, Bos (2002) for a brief comparative study and 
Friihwirth-Schnatter (2006) for a comparison between the more commonly used techniques for 
finite mixture models. Two features of hidden Markov models make approximation of the 
marginal likelihood a particularly difficult problem. The first is linked to the irregular asymptotic 
behaviour of the posterior distribution in models which are overfitting. The second is the 
existence of r! symmetric (major) modes in the posterior distribution 7r(©,. I y, r) when an 
exchangeable prior is used. Moreover, there may additionally be (symmetric) local modes present 
when there are several r-state models competing to provide an explanation of the data; see, for 
example, Celeux et al. (2000). Failure to take account of the multiple modes in the posterior 
distribution can lead to bias or inefficiency in the approximations. 
In Sections 3.5.1.1-3.5.1.4 we present details of various techniques for approximating the marginal 
likelihood. This is followed in Section 3.5.1.5 with a discussion outlining their benefits and draw- 
backs in the general context of hidden Markov models. In Chapter 4 we consider the relative 
merits of the different techniques in applications involving the specific types of hidden Markov 
model in which we have interest. 
3.5.1.1 Laplace approximation 
The Laplace approximation to the marginal likelihood is given by expanding the natural loga- 
rithm of the posterior kernel, h(Or) = log{p(y 9r, r)n(O, ( r)}, as a quadratic about its mode 
9r. Exponentiating then gives an approximation to the posterior kernel which has the form of 
a normal density with mean b, and covariance matrix H(©, ), where H(©, ) is minus the inverse 
Hessian matrix of h(Or) evaluated at Or. Integrating the approximation of exp{h(©r)} with 
respect to Or gives 
p(y I r) ' (27r),, r/2IH(er)Ih/2p(y I ©r, r)ir(©r I r). 
The asymptotic justification of the Laplace approximation is obtained under the same regularity 
conditions that guarantee asymptotic normality of the posterior density. The approximation 
error is therefore small when the posterior, Ir(Or I y, r), is approximately multivariato normal. 
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3.5.1.2 Monte Carlo simulation techniques 
Approximations of the marginal likelihood using importance sampling are based on the identity 
p(y 1 r) =1 p(y 
1 eq(e)(er 1 r)q(o )d0, = Eq 
{r(Y I eq(e)(Or 1 r) 
9 (3.23) 
where Eq(") denotes expectation with respect to the density q(9,. ), a suitable importance density 
which should be chosen to sample from the more "important" parts of the space of integration. 
Using Monte Carlo integration, an estimate of p(y I r) based on an independent and identically 
distributed (iid) sample from q(O, ) is given by 
1L p(Y 19f9, r)ir(O 1I r) PIs(Y (r) =Lý, 
q(erleý) 
where 6rß "N q(9r) for = 1,..., L. (3.24) 
A sufficient but not necessary condition for the variance of this estimator to be finite (Friihwirth- 
Schnatter, 2006) is that the ratio p(y I 6,., r)ir(O,. I r)/q(9,. ) is bounded so q(9,. ) should have 
heavier tails than the unnormalised posterior p(y 1 8,., r)ir(O,. I r) as well as being a good 
approximation to ir(Or I y, r). By taking q(9,. ) = ir(O,. I r) in the integrand of (3.23), we recover 
the Monte Carlo approximation 
L 1 
PMC(Y I r) =L P(Y I erb, r), Oll i 
id ir(Or I r), (3.25) 
1=1 
as a special case of the importance sampling estimator. 
A related approximation, the reciprocal importance sampling estimate, is based on the identity 
1=f 9(er) 
P(Y I r)r(Or I y, r) d Or, (3.26) 
p(y Or, r)it(Or I r) 
from which we obtain 









(I)( BI) r 
-1I 
e) (9I ) PY r, r 
(3.27) 
where here E, r(") denotes expectation with respect to the posterior, ir (Or I y, r). An estimate of 
the marginal likelihood based on an MCMC sample from the posterior is then given by 
1M 9(Or. m) -1 Pw (Y I r) = where 9;. "`ý - 7r(©r y, r) for m=1, ... , M. mE P(Y I erml, r)7r(8*m, I r) 
(3.28) 
A sufficient but not necessary condition for this estimator to have finite variance is that the ratio 
q(Or)/p(y 16,., r)1r(Or I r) is bounded so q(Or) should have thinner tails than the unnormalised 
posterior p(y Or, r)ir(O,. I r) and be a good approximation to ir(O,. y, r). If we take q(Or) 
ir(O,. I r) in (3.27) we obtain a special case of ppj called the harmonic mean estimator 
P11M(Y 1 r) =ý (3.29) 1ý1 
mai PýY 
1 Or 'ml 
'r) 
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where 6;. 1l , ... ,O 
M' are MCMC draws from the posterior. 
Meng & Wong (1996) introduced the bridge sampling technique, which is based on the identity 
1f a(Or)ir(er 1 Y, r)9(O 
)d Br Eq{o(©r)ir(er 1 Y, r)} (3.30) f a(Or)9(Or)ir(Or I Y, r)d 9r E,. {«(Or)9(©r)} 
where q(Or) is an importance density approximation to the posterior and or(©r) is the bridge 
function which satisfies 
Cup = 
Jc(Or)ir(Or 
I y, r)q(Or)d Or > 0. (3.31) 
Let ir*(O,. I y, r) = p(y I 9r, r)ir(9,. I r) denote the unnormalised posterior. Substituting 
ir(Or I y, r) = ir* (Or I y, r)/p(y I r) into (3.30) and rearranging leads to the bridge sampling 
estimator of the marginal likelihood, 
PBS (Y I r) = 
L 






which is based on an iid sample from the importance density, "N q(©r) for I=1, ..., L, 
as well as an MCMC sample from the posterior, 0 m1 , 7r(Or ( y, r) for m=1, ... , Af. 
Note 
that by taking a(Ot) = 1/q(9,. ) or a(9,. ) = 1/ir'(Or I y, r) we recover the importance or 
reciprocal importance sampling estimators, respectively. Based on iid draws from both lr(Or I 
y, r) and q(9,. ), Meng & Wong (1996) show that an asymptotically optimal choice of a(©r), 
which minimises the expected relative error of the estimator pns (y I r) is 
cx(Or) a1 (3.33) Lq(Or) + Mir(Or 1 Y+ r) 
When the bridge function is chosen to satisfy (3.33), Riihwirth-Schnatter (2004) shows that 
the relative mean square error of the bridge sampling estimator depends on a sum of ratios, 
each of which is bounded regardless of the tail behaviour of q(6,. ). This makes the optimal 
bridge sampling estimator less sensitive to the tail behaviour of the importance density q(Or) 
relative to the posterior ir(Or I y, r) than the importance sampling estimator or the reciprocal 
importance sampling estimator. The optimal bridge function (3.33) depends on the normalised 
posterior density, which is unknown. Meng & Wong (1996) suggest an iterative procedure to 
obtain PBS (y I r) as the limit of a sequence pBS, t (y r) as t --º oo. At each step, t =1,2, ..., the 
most recent estimate 7BS, t-i (y I r) is used to normalise the posterior kernel i' (©* 1 y, r) and 




I Y, r) 
w PBSr, t =L 1'1 
Lq(e*t)) +Mir'(©r. I Y, r)/PBS., e-i (3.31) 
1 ýt q(Or'm') 
]l1 Lq(Or"') + Mfr*(O .mY, r)ýPBSr, t-ý M=l 
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The recursion is typically initialised at t=0 by one of the other marginal likelihood approxima- 
tions and is run until convergence. A simple choice for q(9,. ) is to take the importance sampling 
density to be the prior, yielding the estimator 
1L P(Y 1 9(ßl, T) 
PBSPrýt =L 
t= L `}- Mp(y I er 
]t 
r)/PBSPr, t-i (3.35) 
1ý1 
M 
m=ý L+ Mp(Y 1O 
m1, r)/PBSPr, t-1 
Friel & Pettitt (2008) propose a method to compute the marginal likelihood based on samples 
from the so-called power posterior, defined as 
lrt(0,1 y, r) a P(Y I er, r)tir (0,1 r) (3.36) 
where tE [0,11 is an auxiliary variable (or "temperature" parameter). Borrowing ideas from 
path sampling (Gelman & Meng, 1998) allows the log marginal likelihood to be expressed as 
logp(y r) = 
10I 
EorIy,,., t{logp(y 19,., r)}dt, (3.37) 
where the expectation of the half mean deviance in the integrand is with respect to the power 
posterior at temperature t. 
To estimate the integral in (3.37), Friel & Pettitt (2008) suggest two alternatives: a serial MCMC 
approach and a population MCMC approach. Here we provide details on the former. Using this 
approach, the integral is discretised over tE [0,11 as 0= to < ti < ... t_1 < t = 1, and then 
approximated by the trapezoidal rule, 
n-1 E©ly, r, t{+l {1o9P(Y I er, r)} + E©,, Iy, r, tiflog p(Y (er, r)} logPPP(Y I r) = E(ti+l - ti) 2' 
(3.38) 
i=0 
where logppp(y I r) ^_- logp(y I r). By separately sampling from the power posterior at each 
temperature t, the expectations Eorly,,,, tflog p(y I 9,., r)} in (3.38) can be estimated by Monte 
Carlo integration. 
Denote by OýIj the j-th iteration of parameters 0,. from an MCMC sampler exploring the power 
posterior at temperature t;, ir(O,. Iy, r, t; ). Given a particular choice of n and a particular spacing 
for the ti's, the algorithm is presented in Algorithm 3.5.1. Note that for reasonably closely spaced 
t{, (3.39) should give a reasonable starting value for the next Markov chain so that little burn-in 
is required. 
To apply the power posterior approach to hidden Markov models, we can either use data aug- 
mentation, appending the hidden states to the set of unknowns, or we can marginalise over the 
hidden states. Friel & Pettitt (2008) use the former approach in computing the marginal likeli- 
hood for a hidden Markov random field model, although in their case marginalisation over the 
hidden variables would be more involved than in a standard hidden Markov model. The data 
augmentation approach has the advantage that if the conditional density p(yls, Or r) follows an 
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Algorithm 3.5.1 Estimating the marginal likelihood via power posteriors 
1: Initialise 9; 0ö, if possible at the prior mean (thereby guaranteeing immediate convergence to 
the power posterior at temperature 0, i. e. the prior). 
2: Fori=O,..., n: 
(a) Set the temperature parameter t, 
(b) Generate a sample r0tK+1], .., 6; 
R1 } by MCMC sampling from ir(©,. ly, r, tj) 
(c) Estimate the expectation 
R 
E©,. Iy, r, tt flog p(yIOr, r)} -1 K 
1ogP(YI©ýi, r) 
j=K+i 
(d) While i<n initialise the next chain at an estimate of the mean for p(9,. ( y, r, t1) 
1R e*01 +i 'R- IC 
l 
8G{ (3.39) 
3: Compute log ppp(y I r) using (3.38) 
exponential family, then raising that to a power t gives a distribution belonging to the same 
exponential family. This means the power posterior could easily be sampled, given a conjugate 
prior. If the hidden states are integrated out of the joint power posteriors for (0,., sI r), then 
the approach bears some resemblance to simulated tempering (Celeux et al., 2000), in which 
t is introduced to allow easier movement around the posterior for °,. As with the marginal 
updating scheme in Section 3.3.4.3, the power posteriors in this case will not be of standard 
form requiring Metropolis Hastings updates for the parameters O. 
3.5.1.3 Chib's method 
Chib (1995) proposed a marginal likelihood approximation based on the equation 
py 1 r) _ 
Py I er, r)rr(er lr) 
1(er 1 y(r) 
for all Or such that ir(Or 1 y, r) > 0, 
which is simply a rearrangement of Bayes Theorem. Therefore, for a given ©, *, if a good ap- 
proximation to the posterior 7r(9* I y, r) can be constructed then the marginal likelihood can be 
estimated by 
PCM(Y I r) = 
P(Y I err)ir(6* I r) 
*(0, * I Yi r) 
(3.40) 
where for greater efficiency in estimation, typically 0 is taken to be a point of high posterior den- 
sity. The estimate of the posterior ordinate is based on the marginal/conditional decomposition 
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of ir(O,. I y, r) into B<n, blocks, 
B 
i (0 1 y, r) = 
][ 
ir(er, i 1 y, r, Or, 19 ... , 
Or, i-1). 
i=1 
Each of the ordinates lr(Or, jIy, r, °r, 1i ... , 
Or, {-1) is then estimated in a separate MCMC run, 
fixing certain parameter blocks at the high density points for those blocks as appropriate. To 
estimate the ordinates using the techniques described in Chib (1995), all the full conditional 
distributions in the Gibbs sampler must be known. Chib & Jeliazkov (2001) extended the 
method to handle situations in which some of the full conditional distributions have unknown 
normalising constants and the corresponding parameters are updated in Metropolis Hastings 
steps. 
When approximating the marginal likelihood for hidden Markov models and an exchangeable 
prior is used, application of Chib's method will produce a biased estimate if the label switching 
problem is not addressed; see, for example, Friihwirth-Schnatter (2004) or Marin & Robert 
(2008). In brief, if the approximation is based on MCMC output that fails to visit all of the 
r! modes in the posterior, it cannot provide an accurate estimate of the posterior ordinate or 
therefore the marginal likelihood. One way of overcoming this problem is to use an MCMC 
sampler which, by design, only explores one of the r! posterior modes and then to adjust the 
marginal likelihood appropriately, by multiplying with a factor of r!; see Frühwirth-Schnatter 
(2004) for a full explanation. The problem with this approach is that the "correction" will 
lead to a biased estimate if the MCMC scheme fails to isolate a single mode of the posterior 
distribution. Another solution is to adjust the approximation of the posterior ordinate so that 
it respects the symmetry of the posterior, for example, Friihwirth-Schnatter (2004) suggests 
basing the approximation on the MCMC output of a random permutation sampler, which forces 
exploration of all r! posterior modes. Marin & Robert (2008) propose an alternative fix. 
3.5.1.4 Marginal posterior methods 
In the literature on finite mixture models, other techniques for making inference about the num- 
ber of components are based on the marginal posterior distribution for the (latent) component 
indicators, say s, having first integrated the model parameters 6r = (Or, obs, er, htd) out of the joint posterior lr(Or, sIy, r). These approaches are designed for models where this marginalisa- 
tion can be performed analytically, which demands the choice of a conjugate prior for 6r. Nobile 
& Fearnside (2007) proposed an MCMC sampler, known as the allocation sampler, whose state 
space consists of the number of components and the component indicators. It can therefore 
be regarded as analogous to the reversible jump sampler of Richardson & Green (1997), on 
a reduced state space, in which transitions occur between discrete spaces containing different 
numbers of elements, as opposed to spaces of variable dimension. The sampler comprises moves 
which do not affect the number of components and moves which change it. 
Having integrated out the model parameters from the joint posterior density ir(Or, sIy, r), Steele 
et al. (2006) suggest an importance sampling estimator of the marginal likelihood, expressed in 
terms of the latent component indicators, 
p(y r) _ P(Y ( s, r)p(s I r). (3.41) 
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Here summation is over all possible component indicator combinations. The authors propose 
using a mixture importance mass function q(s) which respects the symmetry of the posterior. 
To avoid making q(s) overly concentrated, its first component mass function is the prior, p(s I r). 
Other components, centred at posterior modes, are then added to q(s) incrementally until it is 
judged that no important parts of the space of integration in (3.41) have been missed. This 
includes the r! (major) symmetric modes as well as smaller local modes in the posterior mass 
function. 
3.5.1.5 Discussion: comparing the methods of approximation 
Although the Laplace approximation of the marginal likelihood can be very effective when the 
posterior kernel is sufficiently well-behaved, it is justified using arguments which appeal to the 
asymptotic normality of the posterior density. However, for overfitting hidden Markov models, 
asymptotic normality of the posterior may not hold, making the assumptions underlying the 
approximation untenable. 
Of the first three Monte Carlo simulation techniques, the optimal bridge sampling estimator 
has an advantage over the importance sampling or reciprocal importance sampling estimators 
of having a bounded variance. However, its computation is more expensive because of the re- 
quirement to use a recursive formula together with both an MCMC sample from the posterior 
and an iid sample from an importance density. More generally, the strengths and weaknesses 
of these three estimators are intrinsically linked to the choice of importance sampling density. 
Given a well chosen q(9,. ) from which it is easy to sample (or evaluate in the case of recipro- 
cal importance sampling), approximation of the marginal likelihood should be reasonably easy 
and efficient. To work well, the importance sampling density should have most if its density 
concentrated in "important" parts of the space of integration, in other words its shape should 
be similar to that of the posterior. The multimodality of the posterior density therefore makes 
it difficult to find a suitable importance density, and a poorly chosen q(O,. ) can lead to biased 
estimators or estimators with high variance. In the following paragraphs we discuss possible 
choices for q(O, ), emphasising their merits and weaknesses. 
One simple and automatic choice is to take q(8,. ) = ir(Or I r) which, assuming an exchangeable 
prior is selected, respects the symmetry of the posterior by offering equal support to all of 
its r! symmetric modes. With importance sampling, this choice leads to the Monte Carlo 
estimator in equation (3.25). However, since the prior is usually flat relative to the posterior, 
this simple estimator is likely to be inefficient as many draws from the prior will fall in regions 
of low likelihood. Bos (2002) compared marginal likelihood estimators for a simple regression 
model and found this estimator to be unstable, with a substantially larger variance than that 
of any of the other estimators considered. Steele et al. (2006) reached similar conclusions with 
regards to the variance of the Monte Carlo estimator in a comparison involving finite mixture 
models. However, it was notable that the Monte Carlo estimator was less biased than the more 
sophisticated approaches considered, with a considerably shorter computing time. 
Taking q(9,. ) = ir(O,. I r) in the reciprocal importance sampling estimator yields the harmonic 
mean estimator in equation (3.29). In computing this estimator, all that is required to obtain 
the summands is the observed data likelihood, evaluated at the posterior draws. If the MCMC 
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scheme makes use of the forward backward algorithm to sample the hidden states, these values 
are available directly as a by-product of forward filtering. This means that the harmonic mean 
estimator can be computed immediately following MCMC sampling. In spite of its ease of 
computation, however, the harmonic mean estimator is prone to being unstable if there happens 
to be a few very small likelihood values in the MCMC output. In a simulation study involving 
finite mixtures of Poisson distributions, Frühwirth-Schnatter (2006) found the harmonic mean 
estimator to perform rather poorly, particularly when the differences between the means of the 
component Poisson distributions were large. This may have been because, when the posterior 
modes are well separated, the prior (which is unimodal) provides an even poorer approximation 
to the unequivocally multimodal posterior. In an effort to stabilise the harmonic mean estimator, 
Newton & Raftery (1994) suggested a hybrid estimator, based on combined samples from the 
prior and posterior. Starting with the simulation consistent marginal likelihood estimator 
M 
ir(O 1I r)/4(erm) I r) x PAY IOI, r) 
M=l 
M 
7r(erm) I r)/q(efm1 I r) 
M=l 
and taking the importance density to be q(9,. ) = bir(O,. I r) + (1 - b)zr(Or I y, r) with 0<5<1 
and 5 small, for example 5=0.05, leads to the estimator 
PNRF(YIr) = 
P(Y I Orr", r) 
m=1 
öPNRF(Y I r) + (1 - ö)P(Y IO, r) (3.42) 
M 
E 16PNRF(Y I r) + (1 - b)P(Y I efn), r)}-1 
M=l 
This can be computed by a standard iterative scheme. To avoid having to simulate from the 
prior, Newton & Raftery (1994) also suggest an approximation to (3.42) based on a sample of 
size Al from the posterior and a notional sample of size SAi/(1- 5) from the prior, such that all 
likelihood values p(y I Or"n , r), evaluated at the notional prior draws, are equal to their expected 
value p(y I r). This yields the approximation 
b Al P(Y I erml, r) 
(1- b) 
º 
i SPNttA(Y I r) + (1 - b)P(Y I ©. 
Iml, 
r) Pývtýn(Y I r) =M (3.43) 
ÖM 
(1 - b)PNRA(Y I r) 
+L {bpNttp(Y I r) + (1 - b)P(Y I e;. m1, r)}-1 
m=1 
which can be computed by a standard iterative scheme. Green (2003) recommends using the 
hybrid estimator over the Monte Carlo or harmonic mean estimators. 
The prior generally provides a poor approximation to the posterior. Choosing an importance 
sampling density which bears a closer resemblance to the posterior may improve bridge sampling, 
importance sampling and reciprocal importance sampling estimates of the marginal likelihood. 
However, finding such a density is not easy. One possibility might be to base the importance 
sampling density on an approximation to the posterior, obtained using the output from some 
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initial MCMC run. Being unimodal, a simple normal approximation is unlikely to work well 
because of the multimodality of the posterior. An obvious remedy might therefore be to in- 
troduce an identifiability constraint in order to focus on one particular mode, then to choose 
the importance sampling density q(O, ) to approximate this mode. This demands an adjust- 
ment to the marginal likelihood estimator in which the prior in the summands is normalised 
over the constrained space by multiplying by rl; see Friihwirth-Sehnatter (2004) for further ex- 
planation. However, the posterior distribution in hidden Markov models often possesses local 
modes, meaning the (constrained) posterior under the identifiability constraint may itself be 
multimodal. Again this will be detrimental to the performance of a unimodal importance sam- 
pling density like the normal distribution. In response to these problems Friihwirth-Sehnatter 
(2006) proposes taking q(9,. ) to be an estimate of the (unconstrained) posterior density, based 
on the expression 
P(Or I Y, r) _ 7r(Or, obs 
I y, s, r)P(Or, bid I s, r)p(s I y, r) (3.44) 
8 
where the sum is over all possible hidden states sequences and 9r, obs and 8r, hid are assumed 
in- 
dependent a priori. Given MCMC draws sill,... , si, 
ýtl from the posterior for the hidden states, 
expression (3.44) can be approximated by Rao-Blackwellisation leading to the importance sam- 
pling density 
M 
q(Or) =ME 7r(er, obs 
I y, srml, r)P(Br, hid I sIml, r)" (3.45) 
M=1 
To ensure the importance sampling density captures all the modes of the posterior it is essential 
that the MCMC sampler forces balanced label switching. The approximation in (3.45) is based 
on the assumption that the priors for 9r, obs and 9r, hld are conjugate so that the summands 
in (3.45) are available in closed form. If the priors for some of the parameters in 9r, obs are only 
semi-conjugate, then Friihwirth-Schnatter (2004) provides a more general importance sampling 
density, of which (3.45) is a special case. In a simulation experiment involving Poisson mixture 
models, Frühwirth-Sehnatter (2006) found the importance sampling density (3.45) to lead to 
approximately unbiased marginal likelihood estimates, with the bridge sampling estimator hav- 
ing a smaller relative mean square error than the importance or reciprocal importance sampling 
estimators. One of the most appealing features of this importance sampling density is that its 
construction can be incorporated into MCMC sampling. Therefore little extra work is required 
to approximate the marginal likelihood after obtaining a posterior sample. However, the main 
drawback is that there is no obvious extension in situations when some of the full conditional 
densities have unknown normalising constants. 
This is not a problem when estimating the marginal likelihood via power posteriors and the 
method remains applicable when non-conjugate priors are used. Although the same is true 
of Chib's (extended) method, estimation by power posteriors is more automatic and involves 
considerably less bookkeeping. The approximation is sensitive to the chosen number of temper- 
atures (n) and to the spacing of the ti's. Therefore the need to make these choices is a drawback 
of this approach. Furthermore, with a large number of temperatures, obtaining the estimate can 
be computationally slow. This is especially noticeable when compared to other techniques, in 
which the marginal likelihood can be estimated more or less directly from the output of standard 
MCMC sampling. Finally, the validity of the approximation depends crucially on convergence 
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of the collection of Markov chains but checking all of them may be impractical. As such, we 
should bear in mind the pitfalls of unsupervised MCMC. 
Chib's method lends itself particularly well to MCMC sampling when data augmentation is used. 
Given the available corrections, therefore, it is an attractive method if the number of blocks 13 
is not too large and especially if the full conditional distributions are all known. For instance, 
if the complete data posterior ir(O,. I s, y, r) is available in closed form, then an estimate of the 
posterior ordinate is given by 
N 
I Y, r) = *(O NE ir(O I st 
1, y, r) 
i=1 
where s1Nl are the MCMC draws of the hidden states obtained using a random permu- 
tation sampler. The summary quantities required to compute this sum can be stored during 
MCMC sampling, so afterwards very little extra computing time and effort is required to ap- 
proximate the marginal likelihood. However, for hidden Markov models in which the number 
of parameter blocks is large, many reduced MCMC runs would be required to compute the 
estimate. This would require considerable computing time, as well as judicious bookkeeping. 
The scope of methods based on the marginal posterior for the latent variables is limited to 
model/prior combinations in which marginalisation over the parameters can be performed an- 
alytically. However, within the limits of their viability, these methods address the specific 
peculiarities of latent variable models (such as the multimodality of the posterior) and so might 
be expected to perform well. More significantly, because the parameters are integrated out 
of the model analytically, the methods of approximation remain essentially the same even for 
within-state distributions of high dimension. 
3.5.2 Across model simulation 
In dealing with model uncertainty, an alternative to within model simulation is transdimensional 
MCMC, also known as across model simulation. These methods involve constructing Markov 
chains which simultaneously traverse both the parameter and the model space, in exploration 
of the joint posterior distribution, ir(Or, rI y). 
The most widely implemented approach to transdimensional MCMC is reversible jump MCMC 
introduced by Green (1995) as a generalisation of the Metropolis Hastings algorithm, which 
additionally includes the model indicator. The reversible jump algorithm allows the construction 
of an ergodic Markov chain with states of the form (r, 9r) and the joint posterior distribution 
of the parameters and the model indicator as its stationary distribution. The sampler "jumps" 
between models by periodically proposing moves from one model to another, each of which 
is rejected with a probability which ensures that the chain possesses the correct stationary 
distribution. Attractive features of RJMCMC include the efficiency associated with simultaneous 
exploration of the model and parameter space and the potential for improved mixing, especially 
if posteriors are multimodal. In this case, the possibility of moving between different models 
can lead to easier passage between local modes than would be possible with standard fixed 
dimensional samplers. For example, Richardson & Green (1997) make this observation in an 
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application involving finite mixture models with an unknown number of components. In spite 
of these benefits, the success of any IJMCMC scheme is largely dependent on the ability to 
construct efficient proposal distributions for transdimensional moves. Although there have been 
attempts to provide guidelines (see, for example, Brooks et al., 2003; Godsill, 2001), this is a 
challenging problem, especially when the difference in dimensionality between different models 
is large. 
Besides R. JMCMC, a variety of alternative across model simulation techniques have also been 
applied to mixture and hidden Markov models with an unknown number of components/states. 
These include product-space MCMC methods (Carlin & Chib, 1995), continuous time MCMC 
samplers based on marked point processes (Cappe et al., 2003; Shi et al., 2002) and the saturated 
state space approach (Brooks et al., 2003). All provide the potential benefits of efficiency and 
improved mixing but, like RJMCMC, these benefits can only be achieved if the across model 
sampler promotes good mixing between models. For more details on across model simulation 
techniques, see the technical report Germain et al. (2010a), or the reviews in Green (2003) or 
Sisson (2005). 
In general, one of the main factors influencing the choice between within and across model simu- 
lation should be the number of models under consideration, in our case, the size of rmax. If rmax 
is large, computing the marginal likelihood of each model separately (within model simulation) 
would be computationally prohibitive, whereas an across model approach may be viable. An- 
other consideration should be the tenability of designing an across model sampler which mixes 
well over the joint space of the model indicators and the model parameters. Generally, this 
is likely to be easiest when models differ only by the presence/absence of a small number of 
parameters, and is more difficult otherwise. For example, Robert et al. (2000) compared the 
performance of reversible jump samplers when they modelled various sets of data using both 
mixture models and hidden Markov models, with univariate normal within component/state 
distributions. For transdimensional moves, acceptance rates were found to be around 20-30% 
when using mixture models. However, when modelling the same data using hidden Markov mod- 
els, for which there were much larger differences in dimensionality between parameter spaces 
for different models, the rates were substantially lower (around 0.3-4.4%). Acceptance rates of 
a similarly low magnitude were found by Dellaportas & Papageorgiou (2006) when they gener- 
alised the reversible jump scheme proposed by Richardson & Green (1997) to model mixtures 
of multivariate normal distributions. 
In this thesis, we model rainfall using hidden Markov models for which the number of states is 
unknown. However, motivated by physical arguments (see Section 4.7.1.1), we choose to limit 
rmax so that the number of states is not overly large. In principle, therefore, within model 
simulation will be feasible. Moreover, because we model rainfall at multiple sites, the within- 
state distributions will be multivariate and highly parameteriscd. It is likely, therefore, that 
building an efficient across model sampler would be very difficult. Consequently, we do not 




A homogeneous hidden Markov 
model for rainfall data 
4.1 Introduction 
Zucchini & Guttorp (1991) pioneered the use of hidden Markov models for describing daily 
precipitation at multiple sites. In applications of multi-site rainfall modelling, the unobserved 
states in a hidden Markov model correspond to particular patterns of precipitation at the sites. 
Although these states might not be identifiable with interpretable weather types, they are gen- 
erally intended to summarise the meteorological situation and as such can be interpreted as 
"weather states". In their seminal work, Zucchini & Guttore (1991) characterised the temporal 
structure in their hidden Markov model for rainfall occurrence by assuming a homogeneous first 
order Markov chain for the hidden states and conditional (temporal) independence in the ob- 
served process, given the hidden process. That is, the temporal structure could be summarised 
by assumptions Al and A2, respectively, from Chapter 3. The spatial structure of their model 
was then simplified through an assumption of conditional independence between sites given 
the weather state. Following this initial publication, the basic model has been extended in a 
variety of ways. In brief, extensions have included allowing the hidden Markov chain to be 
non-homogeneous with transition probabilities dependent upon observed atmospheric variables 
(Hughes & Guttorp, 1994 a); explicitly modelling spatial dependence between rainfall occurrences 
within weather states (Hughes & Guttorp, 1994b; Hughes et al., 1999); and additionally mod- 
elling precipitation amounts, summarising the spatial structure both with (Bellone et al., 2000; 
Betro et al., 2008) and without (Thompson et al., 2007; Ailliot et al., 2009) an assumption of 
conditional independence given occurrence and the weather state. Data from Australia (Hughes 
et al., 1999; Charles et al., 2004), New Zealand (Thompson et al., 2007; Ailliot et at., 2009), 
North America (Hughes & Guttorp, 1994a; Bellone et at., 2000), South America (Robertson 
et al., 2004), Africa (MacDonald & Zucchini, 1997) and the Mediterranean (Betro et al., 2008) 
have been analysed, but to our knowledge, hidden Markov models have not found application 
in analyses of UK data. 
More significantly in terms of this thesis, in all of these studies, the problem has been formulated 
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in a frequentist framework using standard inferential and computational techniques such as 
maximum likelihood and the EM algorithm, respectively. The Bayesian approach which we 
present is therefore novel in this aspect, and through it we can provide a complete and coherent 
summary of all post data uncertainty, including that surrounding the number of hidden states. 
An additional benefit of modelling within the Bayesian paradigm is the facility to incorporate 
prior knowledge. We show how, with some consideration, prior beliefs about the rainfall process 
can easily be encapsulated in probabilistic form. 
The remainder of this chapter is organised as follows. Section 4.2 describes a hidden Markov 
model for precipitation, including a discussion of the underlying assumptions, specific parameter- 
isations that have been used in this implementation and an exploration of the spatio-temporal 
dependence structure. This is followed in Section 4.3 by an explanation of the chosen prior 
distribution and details of how prior information can be incorporated. A description of the 
likelihood is given in Section 4.4, followed by details of the MCMC scheme used for posterior 
inference in Section 4.5, including details of the conditional posterior distribution of the param- 
eters, given the weather states. The section which follows considers the problem of inference 
about the number of weather states. Following the introduction to within model simulation in 
Chapter 3, Section 4.6 presents details of a simulation experiment, in which several methods for 
estimating the marginal likelihood are compared. Section 4.7 applies the model and inferential 
procedures to the Yorkshire dataset, and include details of the prior specification, the resulting 
posteriors and the use of the posterior predictive distribution for model checking. 
4.2 Description of the hidden Markov model 
Following the introduction to hidden Markov models presented in Chapter 3, suppose there exists 
a hidden or unobservable discrete-valued stochastic process which we interpret as the weather 
state. We denote by St the weather state at time t, t=1,2,..., T, and by S,. = 11,2, ... , r} 
its state space. For example, if we assumed there to be just two weather states, r=2, then 
broadly speaking we might expect one to be associated with wet weather conditions and the 
other to be associated with dry weather conditions. Our interest lies in modelling daily rainfall 
data and so a day represents one time unit, although the theory would remain applicable for 
different (discrete) units of time. 
Consider a network comprising n sites at which rain is measured. Let Dt = (Di, D?,. .., Dt 
)T 
be an n-dimensional random vector for the process of rainfall occurrence defined so that 
{ 1, if there is greater than or equal to cmm rain on day t at site i, Dt 
0, otherwise, 
for some suitable cut-off c mm. According to the American Meteorological Society, in British 
climatology a rain day is defined as a 24 hour period in which at least 0.01 in. or 0.2 mm of 
precipitation is recorded (Glickman, 2000), so we use the cut-off c=0.2 mm. Let Wt = 
(We', Wt , ... , IVt 
)T be an n-dimensional random vector for the process of rainfall amount de- 
fined so that Wt is the amount of rain on day t at site i, taken to be 0 if Di = 0. Note that the 
weather state on any particular day is common to all sites in the network. 
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Figure 4.1: A DAG showing the (temporal) dependence structure in the class of 1IMD1s described by 
assumptions Al and A2 and the factorisation of the joint mixed density and mass function p(wt, de 
St, Oob, ) given in equation (4.1). 
4.2.1 Assumptions of the hidden Markov model 
In this chapter we focus on a class of hidden Markov models for rainfall occurrence and amount 
whose temporal structure is defined by the "standard" assumptions from Chapter 3, namely 
Al. Pr(St I Si: t-i, 0) = Pr(St =kI St-i = 9s Ohid) = \jk, it k, E Sr 
for t=2, ... ,T with Pr(Si 10) = Pr(Si =kI Ohid) = vk 
A2. p(wt, dt I wi: t-i, di: t-i, S1: T, 0) = p(wt, di I Si = k, Oob8) for t =1, ... , T. 
These assumptions assert that the temporal dependence in the weather state process (described 
by Al) captures all the temporal persistence in the precipitation process. Together Al and A2 
describe a broad class of models for precipitation occurrence and amount. A particular hidden 
Markov model within this class is defined by the parameterisation chosen for p(wt, dt I St = 
k, Oobs)" 
4.2.2 Parameterisation for the precipitation process 
We factorise the joint mixed density and mass function p(wt, dt I St = k, ©obe) as 
p(wt, dt I St = k, eoba) = Pr(Dt = dt I St = k, Oot a)P(wt I Di = dt, St = k, e(, ba) " 
(4.1) 
The resulting factorisation of the joint distribution for { (Wt, Dt, St) :t=1,2,. .., T} is shown 
in Figure 4.1. However this DAG gives no indication of the conditional spatial structure at any 
particular time point. In other words, at a given time, t, it provides no information about the 
relationships between the variables in the joint conditional distributions Pr(Dg = dt,..., D' = 
St = k, eobe) or P(wi ... , wi I Dt = dtv St = k, Oohs). 
50 
Chapter 4. A homogeneous hidden Afarkov model for rainfall data 
The reasonably simple model for p(wt, dt I St, Oob ), which wo will consider in this chapter, 
assumes conditional spatial independence of rainfall occurrence, given the weather state and 
conditional spatial independence of rainfall amount, given occurrence and the weather state, so 
p(wt, di 1 St = k, 9obe) = Pr(Dt = de 1 Se = k, eob. )P(wt 1 De = d1, St = k, ©ob. ) 
n 
_ Pr(Di = St = k, ©oý)P(wt (Di = di, St = k, ©oý), (4.2) 
where 
Pr(cvt =OI Dt '=O)=l, (W tI D' = i, St = k, O. t. ) , ca(aik, Qik), (4.3) 
and DiI St = k, O0be - IIern(pik). (4.4) 
Here, for site i in weather state k, pik is the probability of rain whilst aik and ßik are the 
shape and scale parameters in the gamma distribution, Ga(a; k, Q; k), for rainfall amounts on 
wet days. Bellone et at. (2000) use the same parameterisation of the precipitation process in 
their NHMM for rainfall occurrence and amount. Although the gamma distribution is the most 
commonly used model in the literature for non-zero rainfall amounts, other distributions have 
been used, for example, a mixture of exponentials (Woolhiser & Roldän, 1986) or the lognormal 
distribution (Smith, 1994). Betro et at. (2008) fitted a hidden Markov model to precipitation 
data from Sardinia in which the non-zero rainfall amounts were modelled using a mixture of 
Weibull distributions with a fixed shape parameter, choosing the number of mixture components 
using the BIC. For their dataset, it was judged that the more standard distributions did not 
have sufficiently long tails to capture the extreme rainfall events which often affect the central 
and southeastern coast of the island. However for daily rainfall data in the UI<, the gamma 
distribution has been shown to provide a good model in most regions and most seasons; see 
Gregory et at. (1993). 
The shape and scale parameters of a gamma distribution are not natural quantities about which 
we can elicit prior opinions. This motivates a reparameterisation which allows the specification 
of priors at a level of the model that we can interpret. For example, we might reparameterise 
each gamma Ga(a; k, ß; k) distribution in terms of its mean a, k/ß; k and variance a; k/ß 
k; or 
in terms of its mean and coefficient of variation, 11a; k, the latter quantity being defined as 
the ratio of the standard deviation to the mean. We prefer to use the coefficient of variation, 
rather than the variance, because it corresponds more naturally to the way in which most people 
would think about their uncertainty regarding, especially positive, random quantities; see, for 
example, Garthwaite et al. (2005). This is because in such cases, it is often easier to express our 
degree of belief on a multiplicative rather than additive scale, as a point estimate plus or minus 
some percentage "error". Moreover, in specifying the priors for the parameters of the gamma 
distribution, it is advantageous if the chosen parameterisation allows us to think about changing 
one parameter, without having to alter our beliefs about the other. This is particularly true for 
a problem such as the one at hand, where it is necessary to elicit prior information for multiple 
sites. Suppose we have already specified the hyperparameters in the prior for a site known to be 
generally "wet". Now suppose that we wish to think about the prior for another site, known to 
be generally "dry". It would be natural to think first about how the mean differs between the 
two sites. For a positive valued quantity, if we think the mean differs, we should also expect the 
variance to differ, but not necessarily the coefficient of variation. With these arguments in mind 
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we reparameterise the gamma distribution for non-zero rainfall amounts at site i in weather 
state k as 
1 (Wt (D' = 1, St = k, gob. ) N Ga , vim , 
(i, k) E {1,2,... , n} x 
S,. (4.5) 72 - 
ik {k sk 
where mik is the mean and v; k is the coefficient of variation of the gamma distribution. The 
chosen parameterisation of the precipitation process is therefore 
" {PiicGa 11 di 
P(wt, di I St = k, Bob$) _ [I 
I 
vvkm; k) 
ý1 P k)' , (4.6) C =1 
where Ga(w I a, Q) denotes the gamma Ga(a, ß) density (sec Appendix E) evaluated at w. 
For notational convenience, we collect the set of unknown rainfall occurrence probabilities into a 
nxr matrix P with (i, k)-th entry Pik. Similarly we collect the mean and coefficient of variation 
parameters into nxr matrices M= (m; k) and V= (v; k), respectively. The set of all model 
parameters is therefore denoted by 0= (Ohid, Oobs), where 
°hid=(A, v)EY* x. 9f 
parameterises the hidden process and 
eobs = (P, M, V) E [o, 1]nr x R+ X R+ 
parameterises the observed process. The notation [0,1]x denotes the product of x [0,11 intervals, 
R. denotes the product of x (0, oo) intervals and Y* denotes the product of x unit simplices, 
each one of dimension r. 
4.2.3 Exploring the spatio-temporal dependence 
It is important to appreciate that although in this relatively simple model we assume conditional 
temporal and spatial independence, given the weather state, marginally spatio-temporal depen- 
dence is induced by the common weather state which evolves in time according to a first order 
Markov chain. The temporal properties of hidden Markov models were illustrated in Chapter 3, 
in which we presented the autocorrelation function for a 2-state hidden Markov model with 
Bernoulli within-state distributions, and showed how positive temporal autocorrelation could 
be induced. To illustrate the spatial properties of this particular hidden Markov model, we prove 
the following proposition. 
Proposition 4.1. Denote Pr(St =k 0) = gk(t; Ohid) for k=1, ... , r, noting that gk(t; 
©h; d) _ 
ök if the hidden Markov chain {St :t=1,..., T} is irreducible, aperiodic and in its stationary 
distribution, a= (al, ... , b,. ). For any pair of sites (i, j) E{1, ... , n}2, i0j, at time 
t= 
1, ... , T, we have 
Cov(Dt, Di 10) = Covst10(pis, , Pjs, ) (4.7) 
and 
Cov (Wt, Wt 1 0) = Covs 1o{E(Wg St, 0) , E(WV! 1 St, 0)} 
(4.8) 
where E(W' 1 St = k, 0) = mikpik. 
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Proof. Beginning with equation (4.7), by definition 
Cov(Dt, D1 10) = E(DiDt 0) - E(Di I ©)E(Dt 0). 
Using the Law of Total Expectation, and the conditional independence of Di and Di, given St, 
we have 
cov(Dt', Dj 10) =Z E(Dt I St = k, 0)E(D I St = k, O)9k(t; Ohld) 
k=1 
rr 
-E E(D I St = k, O)9k(t; Ohid) 
E 
{E(I 
I St = k, ©)9k (t; Ohid) 
ka1 k-1 
= Covs, lo{E(D' I St, e), E(D 1 St, e)} 
= Covs io(pise , pjst) " 
After a little algebra, note that this result can be written as 
rrr 
Ciov(Dt, D 10) _ 
EPikPjkgk(t; ehid) - 
{rik9k(t; 
oIild}) Pjk9k( t; ehi d) 
k=1 k=1 k=1 
r-1 r 
_ZE (Pik - Pit) (Pjk - Pjt)9k (t; Ohid)9t(t; Ohid)" (4.9) 
k=1t=k+1 
Next, since WV' and Wt are also conditionally independent, given St, it follows by analogy with 
the derivation above that 
Cov(wt ,W 10) = Covstlo{E(IVt' 1 St, 0), 
E(Wyi 1 SS, 0)}, 
where, using the Law of Total Expectation, 
E(cvt' St =k, 0) = E(cvt Di=O, Sg =k, 0)(1 -Pik) + E(Wvt l Dt'= i, St = k, e)Plk = mikPik. 
0 
Equation (4.7) shows that the covariance between rainfall occurrences at two sites is simply the 
covariance over weather states between the conditional probabilities of rain, given the state. 
Therefore, the weather states can induce positive correlation between Di and Mt if the condi- 
tional probabilities of rain at sites i and j are similar to each other in most states. Negative 
correlation can be induced if most weather states correspond to very different conditional prob- 
abilities of rain at the two sites. This conclusion is borne out through equation (4.9) which 
shows that positive association will arise between Di and Mt if either Pik > pit and Pjk > Pjt or 
Pik < pit and Pjk < p3t for most pairs of states, k and e. Conversely, negative association will 
arise if (pik - pit) and (pik - p2t) broadly have opposite signs. 
Similarly, from equation (4.8) it is clear that the covariance between rainfall amounts at two 
sites is simply the covariance over weather states between the conditional mean amounts, given 
the state. As a result, positive (negative) association will arise between WVt and W if the 
conditional mean rainfall amounts at sites i and j are similar (different) to each other in most 
states. 
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4.3 Prior distribution 
Uncertainty about the unknown model parameters, a priori, is expressed through a prior distri- 
bution of the form 
7r(e) _ 1r(ehld)1(eobs) = lr(A)7r(v)1T(P)lr(M)7r(V), (4.10) 
where the density for v would be omitted if Sl was given a distribution parameterised by As 
such as the stationary distribution of the chain. Implicit in equation (4.10), is an assumption of 
a priori independence, not only between the parameters of the observed and hidden processes, 
but also between the parameter blocks within each of these components of 0. We assume that 
the prior distribution (4.10) is exchangeable across weather states because we do not wish to 
distinguish between any of the weather states a priori. 
The remainder of this section provides a description and justification of the particular prior 
distributions that we choose for each of P, M, V, A and i. The joint distributions that we 
choose are based on a set of independence assumptions which may not be truly representative 
of our prior beliefs. Therefore we also discuss priors which could be used to express belief in 
more complex relationships between parameters. The section concludes with details of how the 
hyperparameters can be chosen in order to incorporate our prior knowledge. 
For simplicity we assume a priori independence between the rainfall probability parameters at 
each site and in each weather state so that 
nr 
ir(P) = 1111 lr(Pik)" 
=l k=1 
The rainfall occurrence probabilities in P are each defined on the interval [0,11 and so a suitable 
prior distribution for each Pik is the beta distribution, 
Pik ^' Beta(alik, a2ik)f (i, k) E {1l... ' n} x 
8rß (4.11) 
for fixed hyperparameters alik and a2ik. This is a convenient choice because the beta distribution 
is conjugate to a likelihood function of Bernoulli form. 
If it is known before seeing the data that a particular site has a tendency to be generally wet 
or generally dry, then the assumption of a priori independence across weather states may be 
brought into question. However, if such information is not available then an independence 
assumption seems reasonable because the probabilities p; l, ... , p;,. at any site, i, are expected 
to 
correspond to weather states representing distinct precipitation conditions. Therefore knowledge 
that, say, p; l was greater than its expected value would not affect our prior beliefs about the 
expectation of pik for kE Sr \ {1}. For a network of sites which are spatially well separated, the 
assumption of a priori independence across sites within the same weather state may be more 
reasonable than it would be for a dense network of sites. In the latter case we might believe 
that each weather state will represent broadly similar precipitation conditions at all sites so 
that learning say Pik was greater than its expected value would lead to an upward revision of 
our beliefs about the expectation of Pik for iE {2,... , n}. This would mean the probabilities 
Pik, ... 9 Pnk for each kES. are actually positively correlated in our prior beliefs. An example 
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of a prior which would allow pik, ... , pk to be correlated a priori 
is the multivariate logit- 
normal distribution. Joe (1997) defines a random vector P= (P1, ... , P)r E 
[0,1]" as having 
a multivariate logit-normal distribution with parameters µ and E if 
log 
Pi 
1 Pl) I ... , 
log 
Pn 
1- P - 
Nn (p, E). 
Clearly this distribution is not conjugate to a likelihood function of Bernoulli form. Although this 
is not prohibitive to its use, it makes MCMC more difficult and time consuming, as parameter 
updates require Metropolis Hastings steps. Moreover the moments of P are not available in 
any simple closed form (for the univariate case; see Johnson, 1949) which makes it difficult to 
elicit prior beliefs, particularly about the dependence between the components of the random 
vector P. A simpler way of inducing a priori correlation, whilst retaining the computational 
convenience of (semi)-conjugacy, is to adopt a hierarchical beta prior such as 
Pik I Pk , Beta(Pkgk, (1 - Pk)4k), Pk -Beta(ulk, u2k), (i, k) E{1, ... , n} x 
Sr, (4.12) 
where ulk and ulk are fixed hyperparameters and qk could either be fixed or given a distribution 
on R+. Marginalising over Pk (and qk if it is not assumed fixed) in the joint distribution 
of 
(P1kg.. 
., Pnk, Pk, 
(qk)) gives a distribution for (pik, .... pnk) on 
(0,11" in which the pik are 
correlated. 
The mean and coefficient of variation parameters in the gamma distributions for rainfall amounts 
on wet days will also be assumed independent across weather states and across sites so that 
nrnr 
ir(M) = 11 ]1 7r(mik) and 7r(V) = ]I 117r(vik)" 
i=l k=1 i=1 k=l 
The validity of each assumption of a priori independence was questioned for the rainfall prob- 
ability parameters and similar physical considerations cause us to question the validity of the 
assumptions here. Nevertheless, the use of more sophisticated priors which allow a priori de- 
pendence across sites and/or weather sites will be reserved for later chapters. The parameters 
in M and V are only constrained to he on the positive real line so any distribution with support 
on R+ would be suitable for the individual m; k and v; k. We choose inverse gamma distributions 
for the elements of the matrix Jul, 
m ik N IG(bljk, b2, k), (i, k) E {1, ..., n} x S,, 
(4.13) 
and gamma distributions for the coefficient of variation parameters V, 
V1k - Ga(cljk, C22k), (i, k) E{1, ... , n} x S. 
(4.14) 
The inverse gamma distribution is chosen for each mean rainfall amount parameter because 
it is semi-conjugate; see Section 4.5. Choosing the semi-conjugate prior therefore has the 
computational benefit of allowing the mean parameters to be updated in simple Gibbs steps, 
without recourse to Metropolis Hastings schemes. There is no conjugate or semi-conjugate prior 
for the elements of the matrix V, and other distributions such as the lognormal would provide 
alternatives. In order to represent a priori belief in dependence amongst the mik or v; k, suitable 
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priors would be the multivariate lognormal distribution with non-diagonal variance matrix, or 
a hierarchical prior formulated in a similar way to (4.12). 
The hyperparameters {a jjk, a2ik, b1ik, b2ik, C1ik, C2ik :i=1,. .., n, 
kE Sr} are chosen to reflect 
prior beliefs concerning the rainfall occurrence and amount processes. This will be discussed in 
Sections 4.3.1 and 4.3.2. 
Possible priors for the transition matrix A in a hidden Markov model were discussed in Sec- 
tion 3.3.2. In spite of its rather inflexible dependence structure, we find that our prior beliefs 
about transitions between weather states can be adequately captured by adopting independent 
Dirichlet distributions for the rows of A, 
Al ^'. 9r(Ejei), E Sri (4.15) 
where E(A3) = ej. Here ej E . 9,. and Ef E 1EY+ are fixed hyperparameters which are chosen 
to 
reflect prior beliefs about the mean sojourn time for any particular weather state. This will be 
formalised in Section 4.3.3. 
Following the discussion in Section 3.2.1 regarding the choice of initial distribution, depending 
on the particularities and inferential objectives of analyses in subsequent sections within this 
chapter, we will consider two possibilities for the initial distribution: (i) v is a fixed probability 
distribution and (ii) v is variable and assigned a conjugate Dirichlet prior, parameterised by its 
own hyperparameters, GE R+ and gEV,.. 
4.3.1 Prior beliefs about the probabilities of rainfall 
The Beta(al, a2) distribution has mean al/(al + a2) and variance 
ala2 
(al +a2)2(al +a2 -f- 1). 
Specifying a mean and a variance gives a pair of simultaneous equations which can be solved 
for al and a2. In practice, it might be easier to express our prior beliefs, or at least the degree 
of belief in our prior point estimate, using the equivalent prior sample approach (Garthwaite 
et al., 2005). For Bernoulli data/beta prior combinations, this involves regarding the prior as 
containing information equivalent to a hypothetical prior sample of length (al + a2) days in 
which there were al wet days and a2 dry days. 
The prior for P is exchangeable across weather states which means that for each site, i= 
1,2,.. ., n, al, k = all and a2ik = a21 for all kE Sr. As such the only sensible choice 
for our 
prior point estimate at site i, for example, the mean, would seem to be one which reflects our 
beliefs about the probability of rain on a "typical" day at that site. Based on the equivalent 
prior sample approach, for each site, i, the prior specification for a particular weather state has 
an equivalent length of (all+a2i) days so the total information content of the prior specification 
is r(al{ + a2i) days. The information content should be chosen to be small, that is, large prior 
variances should be selected to represent our prior belief that any particular weather state might 
be associated with extremely wet (i. e. p, N 1) or extremely dry (i. e. p,. ,º 0) conditions at site 
i, rather than the "typical" conditions quantified by the prior point estimate. 
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4.3.2 Prior beliefs about the mean and coefficient of variation for non-zero 
rainfall amounts 
As there is no fully conjugate prior for the parameters in M or V, prior opinion cannot be assessed 
using the equivalent prior sample approach. Armed with an understanding of the meaning of 
these parameters, we can choose the hyperparameters in their prior distributions by thinking 
about the median and another percentile such as the lower or upper 5% point of each distribution 
rather than the mean and variance. This is the so-called quantile method of eliciting priors in 
a parametric distribution (Carthwaite et al., 2005). Although the quantiles of the gamma and 
inverse gamma distributions are not available in closed form, computer languages such as R (R 
Development Core Team, 2008) can easily be used to solve numerically the appropriate pair of 
simultaneous equations for the hyperparameters. Again, the only sensible choice for the medians 
of these priors would seem to be values regarded as representative of the mean and coefficient of 
variation in the rainfall distribution on a "typical" wet day at the site in question. Recalling that 
a priori exchangeability is assumed across weather states, the choices of the lower or upper 5% 
points for each site should take into consideration the fact that a weather state might represent 
an atypical or extreme kind of precipitation climate at that site. 
4.3.3 Prior beliefs about the weather states 
Our decision to make the prior distribution 7r(A) invariant under permutations of the weather 
state labels demands that we take the information content parameter Ej to be the same for all 
rows of A, i. e. E, =E for all jES,., and the mean hyperparameter ej= (e fl, ... , ei,. 
) to contain 
elements e33 =aE [0,1] and e3k = (1 - a)/(r - 1) if j#k. To complete the prior specification 
we need only select the values of two hyperparameters, a and E, which can be chosen to reflect 
prior beliefs about the mean sojourn time in any particular weather state; see, for example, 
Boys & Henderson (2004) for an analogous elicitation strategy in the context of DNA sequence 
segmentation. 
Given A, the sojourn time in weather state jES,, follows a geometric distribution with pa- 
rameter ) j, so the expected sojourn time in state j is 1/(1 - .\f j). Since the marginal prior 
distribution for a f is Beta{Ea, E(1 - a)} it follows that the prior induced for 1/(1 - Ajj) 
has 
mean and variance 
1_ E-1 1= (E -1)Ea E1- 
ajj E(1- a) -1' 
V 
1- AA j {E(1- a) -1}2{E(1 - a) - 2}' 





j {j2(e - i) + C(e + i)} . 
Alternatively we can think about the mean of 1/(1 -\ ff) and the equivalent prior sample size, 
also known as the information content. In the same way that a Betaal, a2) prior can be regarded 
as containing information equivalent to a hypothetical (Bernoulli) prior sample of size al + a2, 
we can think of a Dirichlet 19,. 
(Aä) prior as containing information equivalent to a hypothetical 
multinomial prior sample of size A. In 7r(A) each row is equivalent to E transitions giving the 
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STV Srr+i Srr+2 ... Sri, +i Sl+i+i 
R7v RTy+i R? w+s ltTv+1 Tr+l+t 
Figure 4.2: A DAG showing the (temporal) dependence structure in independent winter segments. 
overall prior specification an equivalent weather state sequence length of nA = rE +1 days, 
where the plus one accounts for the existence of n transitions in a sequence of length n+1. 
Therefore, we can specify a value for na (and hence E) and use this along with the expression 
for the mean, E{1/(1 - aj f)} =1, to give the solution 
_ 
(E -1)(P -1) 
Ee 
A further alternative would be to fix the values for cx and E by thinking about two percentiles 
in the distribution of 1/(1 - Afl), for example the median and the lower (or upper) 5% point. 
From this we can obtain the corresponding percentiles in the distribution of )jj and then use a 
computer language such as R to solve the resulting system of two equations numerically for the 
hyperparameters. 
As discussed in Section 3.3.2, the assumption of a priori exchangeability across weather states 
requires that the initial distribution is made equal to the discrete uniform distribution on Sr 
if v is fixed, or that the expectation of v is g= (1/r, ..., 1/r) if v is variable and assigned 
a Dirichlet -9(Gg) prior. 
The information content parameter G can be chosen by making a 
judgement about the equivalent prior sample size. 
4.4 Likelihood 
In applications involving hidden Markov models, it is usually assumed that the data comprise one 
long time series of observations made over consecutive units of time. The observed dataset which 
we will consider, however, divides naturally into Y sub-series which, together with the weather 
states, can be modelled as Y independent realisations of the same hidden Markov model. Let the 
number of days in each sub-series be Ty, y=1, ... , Y, and denote the partial sums Tf =Ei 
Ty 
with the convention that T1 = E0.1 TI, = 0, and clearly T1ý+1 = "y 1 T. = T. Now we could 
choose to represent the temporal dependence in the model by the DAG in Figure 4.2, where 
Ri' = (W f, DT). To put this into context, for the dataset which we will consider, the y- 
th sub-series corresponds to the y-th winter (December-February) period so Y will be the 
number of winters and T. will be the number of days in the y-th winter. Subsequent analysis 
will assume that each {(wTv+1, d Tv+1, STV+1), """, (w7, v+1, dT+i, s7+, )} for y=1, ... ,Y 
is an 
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independent realisation of the hidden Markov model defined by assumptions Al and A2, with 
the precipitation process parameterised according to (4.2)-(4.4). Of course a more conventional 
analysis can be recovered by taking Y=1. 
Posterior inference will be via MCMC using data augmentation and so derivation of the full 
conditional distributions for the model parameters will require the complete data likelihood 
p(w, d, s1 0) = p(w, d1S, eob. )p(s 1 ©hid) 
where 
P(w, dIs, eoi) = fl p(wt, dt 1st = st, ©obs) 
r 
_ P(Wt, di 1 St = k, 0. b. ) 
k=1 {t"ag=k} 
rn1 






P(S I chid) _ 
LJ 















Tilk (S) = 
T 





11 11 11 
Ca 
(wt, I 
v? ' v2 mik / k=1 i=1 {t: ag=k, ik Ik 
(4-1) 
Ty+l 
Pr(St = st I St-i = st-i, A) 
t=1+2 
1" 
mf (s) =E II(8Tv+1 = ,7 
)+ 
y'1 
[ II(se-i = j, se = k) 
Y=i t=TV+2 





Note that in the case of a fixed initial distribution for each sub-series, the terms involving V 
can be absorbed into a constant of proportionality and omitted from the expression (4.18). 
4.5 Posterior inference via MCMC 
In Section 3.3.4 we discussed three MCMC techniques for generating (dependent) samples from 
the posterior distribution of the model parameters in a hidden Markov model, here given by 
7r(e 1 w, d) « ir(O)P(w, d 10). 
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These were MCMC with data augmentation, where the state space of the sampler is augmented 
to include the hidden states (s), and two marginal updating schemes based on Metropolis Hast- 
ings updates, where the state space of the sampler is either 0 alone or s alone. If the third 
technique is used, then a sample from the posterior for 0 can be obtained from the output s1l 
by drawing one-for-one from the conditional posterior, ir(©I w, d, s). However, for the hid- 
den Markov model studied in this chapter, this marginal updating scheme can immediately be 
discarded because the priors for the elements in M and V are not fully conjugate and so the pa- 
rameters cannot be analytically integrated out of the joint posterior distribution 7r(©, aIw, d). 
In producing an efficient sampler that mixes well, the success of the other marginal updating 
approach relies on judicious partitioning (or blocking) of 0 and laborious tuning of the Metropo- 
lis Hastings algorithm. This becomes increasingly difficult as the dimension of 0 increases. The 
main drawback with data augmentation is that mixing over an additional layer can cause conver- 
gence difficulties and require longer MCMC runs to obtain a particular number of approximately 
uncorrelated posterior samples. This problem is particularly acute if there is strong dependence 
between s and 0, when the sampler can become stuck in local modes. However, unlike the 
marginal updating scheme for 0, MCMC updating with data augmentation readily scales up 
to handle multivariate within-state distributions. For a given value of r, the dimension of gob. 
increases linearly with the number of sites n, and so, except for small networks, comprising 
only a few sites, the dimension of the parameter space will be large. Therefore we use MCMC 
with data augmentation because, compared with marginal updating of 0, it seems better suited 
to handle the complexity of the within weather state distributions for rainfall occurrence and 
amount. 
Gibbs sampling with data augmentation was outlined generically in Algorithm 3.3.2 and applies 
as stated because we have assumed a priori independence between O. bs and ©hid. Step 1 involves 
drawing 0 from 7r(9 I s, w, d) and is described in the following section. Step 2 is the data 
augmentation step in which s is simulated from 7r(s 0, w, d). We use the generic forward 
backward scheme detailed in Algorithm 3.3.3, in which we can make use of the simplifications 
facilitated by assumptions Al and A2. Since we assume that each sub-series of observations and 
weather states is an independent realisation from the same hidden Markov model, we can apply 
the forward backward algorithm separately to each sub-series. Clearly the overall observed 
data likelihood can then be calculated as the product of the observed data likelihoods for each 
sub-series. 
4.5.1 Sampling from the complete data posterior distribution 7r(©ß s, w, d) 
The complete data posterior distribution is given by Bayes Theorem as 
ir(e 1 s, w, d) «ir(O)p(w, d, s 10) 
which can be decomposed as 
7r(O I s, w, d) = 7r(O be I s, w, d)1r(Ohid 1 s) 
where 
1r(eob®) s, w, d) « 7r(Oobs)P(w, dI Si eobs) and 7r(Ohid 1 s) « lr(©hid)P(S I ©hid)" (4.20) 
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Step 1(a) of Algorithm 3.3.2 involves drawing Ohjd from lr(OhId I s). Combining the prior for 
A, (4.15), with the relevant part of the complete data likelihood, (4.18), yields 
rrrrrr 
ir(A I s) « 11 f I3k jk-1 X 11 f ýnJk(8) _ 
111 A kE jk+nik(N)-1 
j=1k=1 j=lk=1 j=lk=1 
so letting nj(s) = 
(nji(s),. 
., n,,. (s)), we recognise 
Aj _ (aal, ... , A3,. ) Is- -9,. 
(Ecj + nj (s), independently for jE Sr, 
which can be sampled directly. Similarly if v= (vi,... ' v,. 
) is variable, assumed independent of 
Aa priori and assigned the conjugate Dirichlet 1r (Gg) prior then the posterior will be of the 
same form, 
vas - vI s1N2r(Gg+m(s)), (4.21) 
where m(s) = 
(mi(s). 
.., m,. (s)) , which again can be sampled directly. 
Next, step 1(b) of Algorithm 3.3.2 involves sampling gobs from IT(Oobs I s, w, d). Starting with 
the first equation in (4.20) we can then deduce the kernel of the full conditional distribution for 
any component of 901,. by simply dropping factors independent of that component. 
For the rainfall probability parameters, combining the relevant part of the complete data like- 
lihood, (4.17), with the prior, (4.11), is straightforward owing to the conjugacy of the beta 
distribution to a Bernoulli form of the likelihood expression, and leads to a full conditional 
distribution for P such that pll, ... , Pir, P21, ... p,, are conditionally independent and 
Pik (... ' Beta(ali + Tile(s), a2{ + lik- (s)), (i, /: ) E {1, ..., n} x S, . 
The notation "I ""-" is used to represent conditioning on all other variables, that is, the other 
model parameters, the weather states s and the observed data (w, d), although in this case it is 
clear that pik is conditionally independent of 0\ {p; k} given (s, w, d). 
For the mean rainfall amount parameters M, the assumption of a priori independence across 
sites and weather states, along with the semi-conjugacy of the inverse gamma distribution to 
the so-parameterised gamma form of the likelihood in p(w, dIs, ©obs) leads to a full conditional 
distribution for M in which Mil, ... , mir, m21, .... m,, r are conditionally independent and 
? 'ik(s) T k($)wtk(S) 
mik I ... ^' IG 
(b11 




wik (s) =1w (4.23) T{k(s) t 
dý=1} 
is the arithmetic mean of the rainfall amounts on wet days at site i in weather state k. 
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Denoting by 
11TIVS) 
wg, ikýsý = 'Wt 
{t: agtk, 
deal} 
the geometric mean of the rainfall amounts on wet days at site i in weather state k, the full 
conditional density for V is given up to proportionality as 
rn 




HH Ga wilt/ 't/'2 
kýl i=1 {t: aeaký tk ik 
dý=1} 
(4) -Tihýs) 2Tk(a)Iv2 -Cli i1 -T j, (s)Ivik -T k(=)/v b ar wg, ikk=1 
i=1 ik 
x exp S- 
(c2vk 
+' 
lv mck JI ik 
from which we can deduce that the coefficient of variation parameters are conditionally inde- 
pendent across sites and weather states, but their densities are not of standard form, being 
proportional to 
1 -TI (8) 
-{ k(a)Ivcw-C, i+l} 7 (s)/v,, - Ti (')/" 7r(vik (... ar2 vik 11- rvgik(8) ýk A 
vik 




for (i, k) E 1112,. .., n} x Sr. 
Sampling from the full conditional distributions of P and M is standard. In order to sample from 
the full conditional distribution of each v; k, we introduce a Metropolis Hastings step. Specifically, 
at each iteration we use a random walk on the gamma scale by generating a proposal, v; k, from 
a gamma distribution whose mean is equal to the current value, v; k, 
w{ 





The term wE R+ is a tuning parameter for site i which can be adjusted to control the acceptance 
rate. This proposal distribution has coefficient of variation (w,, , 
)'1I2 so increasing w, i, reduces the 
coefficient of variation and encourages more moves to be accepted. The acceptance probability 
of the proposed move is given by 




a (vtk, vik) =min 1, 7r(Uik I ... )9(vik, Uik) 
= min{1, A} (4.25) 
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where 
(v k)-{2T k(a)I(vk)1-cli+2Wý} e r_ {cjvg',. 2+ 
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A_L vik mfk vfk 
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r_ {civth 
+T))+", v11 L unk mfk vfk JJ 
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fk(B))Tk(S)/(V'h)2 r{ vfk }- mfk 
The ratio, A, simplifies, and might be better expressed as 
'wik(g) 'ý , rk(s) 
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4.5.2 Missing data 
The Yorkshire dataset that we analyse in Section 4.7 contains some missing values. In the 
exploratory data analysis in Section 2.3 we examined the periods of missing data and in each 
case concluded that, given the observations at other sites, it seemed plausible to assume the 
missingness was not related to the amount of precipitation during the period. Therefore it 
seems reasonable to assume the missing data are missing at random. We further assume a 
priori independence between the parameters of the missing data mechanism and the model 
parameters. Combining these two assumptions, we take the missing data mechanism to be 
ignorable and analytically marginalise over the missing values as described in Section 3.3.6. 
4.5.3 MCMC scheme 
Assuming v to be variable and independent of A, the MCh1C scheme can proceed as follows. 
We initialise the algorithm with a sequence of weather states aMMM obtained by inputting starting 
values for the model parameters 0101 and applying the forward-backward algorithm as detailed 
below. Then at each iteration I=1,2, ... we perform a fixed sweep of the following steps: 
1. Simulate ON from ir(O I sit-11, w, d): 
(a) Simulate Ohid from 7r(Ohid I SIt-1l): 
(i) Simulate a, ý"""N 
. 9,. 
{E1ec + nj (sit-11)} for each jE Sr. 
(ii) Simulate v"""N9,. {Gg + m(slt-1I)}. 
(b) Simulate 9. b. from 7r(O0 slt-11, w, d) by successively passing through the following 
Gibbs (or Metropolis-within-Gibbs) steps: 
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(i) Simulate pik I""" ti Beta{al{ + T{k(stt-11), a21 + 
rjk(Slt-11)} for each pair (i, k) E 
{1,2,..., n} X S,.. 
(ii) Simulate m; k ý""" IG 
{b1i + T"1(8['-')), b2{ + TI (ii) 
} for each pair 
V3 VA 
(ilk) E {1,2,..., n} x S, 
(iii) Perform Metropolis Hastings updates of Vik for each pair (i, k) E{1,2, ... , n} x 5,.: 









H. Evaluate the acceptance probability of the proposed move, a(v{k 
It- 11, v, k), as 
defined in equations (4.25) and (4.26). 
III. Set Vik = vik with probability a(vIt '], ; k) and set Vik = v{k 
1) otherwise. 
2. Simulate s1e1 from 7r(s I 914, w, d) by applying the forward backward scheme described in 
Algorithm 3.3.3 separately to each sub-series. 
Note that if v is fixed we simply omit step 1(a) (ii). 
4.6 Estimating the marginal likelihood: simulation experiment 
In Sections 3.4 and 3.5 we considered Bayesian inference for hidden Markov models when the 
number of hidden states, r, is treated as an unknown random quantity. We focused primarily on 
within model simulation techniques and discussed a variety of methods for approximating the 
marginal likelihood. This section contains a simulation experiment in which the performance of 
several of these marginal likelihood estimators are compared. 
In the remainder of this chapter, r is regarded as a random variable and so, as in Sections 3.4 and 
3.5, we distinguish between the parameters and hyperparameters associated with the different 
hidden Markov models by introducing notational dependence on r. This takes the form of the 
first subscript in both the model parameters and the hyperparameters in their prior distributions. 
For example, we denote the parameters of the observed process in an r-state hidden Markov 
model by 9r, obs = (Pr, Jul,., Vr) and the hyperparameters in, say, the prior for (p,., {k I r) by ar, ii 
and ar, 2i. 
4.6.1 Background to simulation experiment 
Sections 3.5.1.1-3.5.1.4 contained a brief outline of various methods for estimating the marginal 
likelihood. This was followed in Section 3.5.1.5 by a comparison between these estimators, 
with emphasis on their application in hidden Markov models. Of the available methods, the 
Laplace approximation can immediately be discounted because of concerns related to the validity 
of the approximation in overfitting models. As the prior distribution in our hidden Markov 
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model for precipitation is not fully conjugate we cannot analytically marginalise the model 
parameters out of the joint posterior density ir(Or, sIw, d, r) and so the methods based on the 
marginal posterior for the hidden states are not applicable. Likewise, since the full conditional 
distributions for the components of V do not have known normalising constants we cannot 
construct an importance sampling density using the Rao-Blackwellisation approach suggested 
by Frühwirth-Schnatter (2004). By the same argument Chib's original method (Chib, 1995) is 
not applicable although the extension (Chib & Jeliazkov, 2001) which overcomes the problem 
of intractable full conditional densities is a possibility. However, it is not an attractive option 
because MCMC updating for our precipitation model involves partitioning Or into a number of 
blocks, nr of which (the v, k) are updated singly in Metropolis Hastings steps. Estimating the 
marginal likelihood by Chib's extended method would therefore require several reduced MCMC 
runs and a substantial amount of bookkeeping, which we deem computationally infeasible. This 
eliminates all the methods considered except the Monte Carlo and harmonic mean estimators, 
the Newton Raftery hybrid estimator and its approximation, the bridge sampling estimator with 
importance sampling density equal to the prior, and the estimator based on the power posterior 
approach. The simulation experiments which follow provides a numerical comparison between 
these estimators. We consider simplified versions of the hidden Markov model for precipitation 
in order to allow exact calculation of the marginal likelihood. A consequence is that Chib's 
original method can be applied, using output from a single MCMC run. Chib's method is 
generally thought to provide a good approximation to the marginal likelihood of latent variable 
models (see, for example Fühwirth-Schnatter, 2006; Marin & Robert, 2008) and is included 
here to provide a benchmark for the performance of the other estimators. 
The simulation experiments involve single realisations of a hidden Markov model (Y = 1) of 
length T in networks with n=1 and n=4 sites. We consider models for occurrence alone, i. e. 
omitting the nodes W19 W2, ... , WT from the DAG in Figure 4.1, and for both occurrence and 
amount. In the latter case, the parameterisation of the precipitation process differs from that in 
Section 4.2.2 in that non-zero rainfall amounts are modelled using the exponential rather than 
gamma distribution, 
(1v 1 Dt = 1, St = k, er, ob®, r) '' EXp(Qr, ik) = Ga(1, ßr, ik) 
in order to facilitate exact computation of the marginal likelihood when (standard) conjugate 
priors are used. For notational convenience we denote Br = (ß,.,; k). 
4.6.2 Exact computation of the marginal likelihood 
The marginal likelihood for the rainfall occurrence model can be expressed as 
p(d I r) _E P(d I s, r)P(s (r), (4.27) 
d 
whilst for the model which additionally incorporates amounts, it can be written as 
p(w, dI r) P(w, dIs, r)P(s I r). (4.28) 
In each case the sum is over all rT possible weather state sequences of length T. When ©r, hld 
and 9r, 0b. are assumed conditionally independent, given r, and assigned fully conjugate priors, 
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the summands in (4.27) and (4.28) can be computed exactly. Therefore when T is small it is 
feasible to compute the marginal likelihood by direct enumeration of these summands over all 
weather state sequences, allowing the estimates to be compared to the true values. 
In these simulation experiments since we only have one sequence (Y = 1), for simplicity, we 
take the initial distribution yr to be fixed and equal to the discrete uniform distribution on 
Sr, i. e. Pr(Si =kI r) = 1/r for all kE Sr. The exchangeable prior distribution described in 
Section 4.3 must be adjusted as follows to account for the modification to the parameterisation 
of the precipitation process. Clearly the terms pertaining to the amounts process arc dropped 
in the prior for the occurrence only hidden Markov model. In the model which additionally 
incorporates rainfall amounts, the prior for (M,, V,. I r) is replaced with a prior for (Br 1 r), 
which is exchangeable across weather states and comprises independent Gamma distributions 
for each ßr, ik, 
Qr, ik Ir ^' Ga(fr, 1t, fr, 2i), (i, k) E{1, ... , n} x 
Sr. 
The resulting prior distributions, 7r (Ar, Pr I r) or ir(Ar, Pr, Br I r), are fully conjugate, therefore 
we can calculate 
AS I r) = 
Jr(s I A,., r)ir(A* I r)dA,. 
rT 
=J Pr(Si = sl I r) 2 Pr(St = st I St-1 = st-1, Ar, r)ir(A,. I r)d A, 
t=z 
1r fl r 
(Fr 
k=1 
Ererjk) III r Ererak+njb(s)-1 
=r fk-1 r(Ererjk ) 
\r 
jk 




I r) =1 1rT1 
r (Ek_1 Erer, jk) ITk= r{Ererjk + njk(S)} p(s 
r )_I i 1k=1 r(Erer, jk)r [E i{Ererjk + njk(S)}I 
where the transition counts n, k(s) associated with a particular weather state sequence s are 
defined in equation (4.19) with Y=1. 
Similarly, for a rainfall occurrence only hidden Markov model 
p(d I s, r) = 
fp(d 
I s, Pr, r)ir(Pr I r)dP,. 





T-r r(ar, li + ar, 2i) %nr, li+Tik(s)-1 1_ aß, 21+k(s)-'d 
r(ar, r(ar, 2i) J pr, ik 
( Pr, ik) Pr, ik 
k=ii=1 
rn T-r r(ar, li + ar, 2i)r{ar, li + Tik(s)}r{ar, 21 +7 (s)} _ 
k=l i=1 r(ar, 1i)r(ar, 2i)r{ar, li 
+T k(s) + ar, 21 +2 (s)} 
_ 
r(ar, l{ +a r, 2i) 
rn r{ar, li + Tik(s)}r{ar, 21 + Tjok(S)l L'1 (4.29) 
I'(ar, li)r(ar, 2i) T{ar, li + 2'ik(s) `f' ar. 2i + Tjok(S)l 
66 
Chapter 4. A homogeneous hidden Afarkov model for rainfall data 
where the counts T, (s) and T, °k(s) for a particular weather state sequence s are defined in 
equation (4.19). 
For the hidden Markov model for both occurrence and amount we have 
p(w, dIs, r) = p(d I s, r)p(w I d, s, r) (4.30) 
where p(d I s, r) is given in equation (4.29) and 
Pkw I d, s, r) = 
fp(w I d, s, 13r, r)ir(L3r I r)d t3r 
[flp(wt T 
=JI Dt = dte St = st, fJr, r)ir(! r r)d I3r 
t=1 
rn fr, ii 
_ 
fr, 




ik expý-ifr, 2i + 
Tikls)wikýS)IQr, ikýd ßr, ik 
k=1i=1 





r{fr, 1i +Tk(s)} 
k=1 i_1 r(fr, li){fr, 2i + Tlik 
(s) wik(s)}{Ir, u+Ttk(s)} 
_n 
fr2ýt r rIfr, lt +Tik(s)} (4.31) 




with w; k(s) defined in equation (4.23) as the arithmetic mean of the non-zero rainfall amounts 
at site i in weather state k, for a particular weather state sequence, s. 
4.6.3 Design of the simulation experiment 
Four sets of experiments were performed in which data were simulated from and modelled using 
hidden Markov models for: 
1. Rainfall occurrence only, with n=1 site 
2. Rainfall occurrence and amount, with n=1 site 
3. Rainfall occurrence only, with n=4 sites 
4. Rainfall occurrence and amount, with n=4 sites 
For each of these four scenarios the data were generated from hidden Markov models with r=2 




For the first scenario, we simulated 100 replicated datasets, each of length T= 20, choosing 
the parameters in the observed process to be p2,11 = 0.45 and p2,12 = 0.9. We then simulated 
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Scenario Parameter Set 1 Parameter Set 2 Parameter Set 3 
1 P2 = 
(0.45 0.9 
- 











0.99 p2= (0.9 0. ýJ 
2 
Lie= 1.0 0.2) B2 10.0 0.2) 132 = 
(0.2 0.2) 
0.45 0.9 0.05 0.9 0.9 0.9 
0.4 0.95 0.1 0.95 0.95 0.95 
3 Pý = _ PZ = 9ý 0.45 0.8 0.1 0.8 0.8 0.8 
0.5 0.85 0.05 0.85 0.85 0.85 
0.45 0.9 0.05 0.9 0.9 0.9 
0.4 0.95 0.1 0.95 0.95 0.95 
= P2 _ P2 = 'Pý 0.45 0.8 0.1 0.8 0.8 0.8 
0.5 0.85 0.05 0.85 0.85 0.85 
4 
1.0 0.2 10.0 0.2 0.2 0.2 
0.9 0.3 10.5 0.3 0.3 0.3 ý2 _ ý2 _ ýý 1.1 0.3 9.5 0.3 0.3 0.3 
1.0 0.25 9.5 0.25 0.25 0.25 
Table 4.1: Observed process parameters used to simulate the data in the simulation experiments. 
another 100 replicated datasets of length T= 20, this time changing the probability of rain 
in state 1 so that p2,11 = 0.05 and leaving the probability of rain in state 2 unchanged, i. e. 
P2,12 = 0.9. This was repeated a third time, again changing only the probability of rain in state 
1 so that in this case p2,11 = P2,12 = 0.9. We proceeded in an analogous fashion for each of 
the remaining scenarios by simulating 100 replicated datasets of length T= 20 from models in 
which the parameters in 92, obs were fixed at three different sets of values, as given in Table 4.1. 
Note that within each of the four scenarios, it is only the parameters in the first weather state 
which change between parameter sets. In addition, within all parameter sets, weather state 
two (see the second column in the parameter matrices in Table 4.1) is designed to represent 
a "wet" weather state with high probabilities of rain and large rainfall amounts on wet days. 
When 02, obs is set according to parameter sets one and two, weather state one is intended to 
be associated with drier conditions than weather state two, with parameter set two leading to a 
bigger difference between the states. When data are simulated using parameter set three, a two 
state hidden Markov model will be overfitting, as the data actually arise from a hidden Markov 
model in which r=1. 
For each parameter set, within each scenario, the performances of nine estimators were compared: 
(i) The Monte Carlo estimator 
(ii) The Newton Raftery hybrid estimator (and its approximate version) in which the weight 
assigned to the prior in the mixture importance sampling density is 6=0.01 
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(iii) The Newton Raftery hybrid estimator (and its approximate version) in which the weight 
assigned to the prior in the mixture importance sampling density is 6=0.05 
(iv) The harmonic mean estimator 
(v) The bridge sampling estimator with importance sampling density equal to the prior 
(vi) The estimator based on the power posterior approach 
(vii) Chib's estimator 
4.6.4 Implementation 
For the purpose of these simulation experiments the hyperparameters in the priors for A2, P2 
and 132 were chosen to be 
E2 = 2, e2, j _ 
(I21 
2) , 
for je SZ; a2, ii* = a2,2I =1 for iE {1, ..., n}; 
and f2,1{ = f2,21 =1 for iE {1,..., n}, 
respectively. 
Several of the estimators are based on MCMC samples from the posterior distribution of the 
model parameters. These were generated by Gibbs sampling with data augmentation. The al- 
gorithm used was based on that presented in Section 4.5.3 with a simplification when analysing 
data generated from the occurrence only model in which steps 1(b)(ii) and 1(b)(iii) were omit- 
ted, and a modification when analysing data from the model for both occurrence and amount. 
This modification was necessary to account for the exchange of the gamma distribution for the 
exponential distribution and consisted of replacing the aforementioned steps by simulation of 
ß2, ik from its full conditional distribution, 
132, ik I ... ti Ga 
{f2, 
ii + Tj; (S), f2,2i + Tik (8) Oik (13) 
} 
for each pair (i, k) E {1,2, ... , n} x SZ. 
For each set of simulated data, following a burn-in of 10,000 iterations, 50,000 posterior draws 
were obtained and thinned to every 10-th iterate to reduce computing overheads. This gave a 
final posterior sample of size 5,000 from which to compute the estimators. 
For each set of simulated data, the simple estimators (i)-(v) were constructed as follows. The 
harmonic mean and approximate versions of the Newton Raftery hybrid estimators were com- 
puted directly from the MCMC output. The (original) Newton ltaftery hybrid estimators were 
computed using a mixture of the MCMC draws and draws from the prior. The bridge sampling 
estimator was computed based on the MCMC sample together with a random sample of size 
5,000 from the prior. The Monte Carlo estimator was based purely on a random sample of 
size 5,000 from the prior. The remainder of this section contains details of the (more involved) 
computation of Chib's estimator and the estimator based on power posteriors. 
In all scenarios, the prior for 02 is fully conjugate to the form of the complete data likelihood 
and so the appropriate complete data posterior, Ir(92 s, d, r= 2) or lr(02 1 s, w, d, r= 2), is 
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available in closed form. The posterior ordinate in Chib's estimator, (3.40), could therefore be 
approximated directly from the MCMC output using 
N 
fr(P2, A2 I d, r= 2) =NE 7r(P2, A2 Ist , 
d, r= 2) 
i=l 
N 
ci21A2, k I E202, k + nk(sthI)} 
t=1 k=1 
rn 
x 11 fJ Beta{p', ik I a2,1 +T{k(st'), a2,2i + 7'iok($('1)} 
k=li=1 
for the hidden Markov models for occurrence only, and 
N 
*(PZ, Bi, A w, d, r=2) _ 
E7r(P2, Bs, A2 I st'l, w, d, r=2) 
1=1 
Nr 
=N 92{i12, k 
I E202, k+nki(s)} 
i=1 k=1 
rn 
x Beta{P2 (s1`ß)} 
, ik 




JJ 11 Ga{A;, ik 
I f2,1i + Tk(s1il), f2,2i + T{k(5lil)Wik(Blt, )} 
k=1 i=1 
for the models additionally incorporating amounts. The high density point was taken as the 
MCMC iterate corresponding to the maximum value of the observed data likelihood obtained 
during MCMC sampling. Note that it was necessary to add a random permutation sampling 
step at the end of the MCMC algorithm in order to correctly compute Chib's estimator; see 
Section 3.5.1.3 for further details. 
To estimate the marginal likelihood using power posteriors, we used data augmentation, ap- 
pending the hidden states to the set of unknowns. For the hidden Markov models considered in 
this chapter we chose not to marginalise over the hidden states because the resulting Metropolis 
Hastings algorithm would then require careful blocking of 9, and time consuming tuning, par- 
ticularly in cases when the number of sites and hence dimension of ©, is large. At temperature 
t, the power posterior is defined as 
lrt(02, s I d, r = 2) 
a p(d 1029 S, r= 2)tp(02, sIr= 2) 
= p(d I 02, ob8, s, r= 2)tp(s I O2, hid, r= 2)lr(O2, hid Ir= 2)7r(©2, obs Ir= 2) (4.32) 
for the rainfall occurrence models and 
lrt(e2, s I w, d, r=2) 
a p(w, dI e2, obs, s, r= 2)tp(s 192, hld, r= 2)lr(92, hid Ir= 2)7r(02, oba Ir= 2) 
(4.33) 
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for the models which also include amounts. As the temperature variable t is fixed, it is imme- 
diately clear that °2, h; d (here simply equal to A2) is conditionally independent of t given s, so 
its full conditional distribution remains as it would be in an ordinary posterior analysis. Since 
the Bernoulli and exponential distributions are both members of the exponential family we can 
easily derive the full conditional distributions of the elements of °2, ob9 as 
P2, ik I ... ^' Beta{a2,1{ + tT 
k(s), a2,2i + t7ik(S)} (i, k) E {1,2,..., n} X SZ, 
and when additionally modelling amounts 
92, ik I ... .s Ga {f2, li + tT 
k(s), f2,2i + tTik(s)wik(s)} (i, k) E {1,2, ... , n} x 
82. 
To sample the weather states from their full conditional distribution we simply use a modified 
version of the forward backward algorithm (Algorithm 3.3.3) in which the density, p(du I Su = 
Sus B2, ob8, r= 2) or p(wu, du I Su = su, 92,0bs, r= 2), in the filtered probability at 
time u is 
raised to the power t. 
Estimation of the expected half deviances proceeded according to Algorithm 3.5.1, and the 
overall estimate of the log marginal likelihood was obtained using the trapezoidal rule, 
(3.38). 
For each set of simulated data, we used the "vanilla" power posterior algorithm advocated by 
Friel & Pettitt (2008), with a geometric spacing of the temperatures, t{ = (i/n)c, for i=0, ..., n 
where n= 40 and c=4. At each temperature 10,000 samples were generated from the power 
posterior omitting the first 4,000 as burn-in. 
4.6.5 Results 
For each of the four scenarios, the performance of the estimators was assessed by approximating 
over the 100 replications the distribution of the estimation error, {logp(d Ir= 2) - logp(d I 
r= 2)} or {logp(w, dIr= 2) - logp(w, dIr= 2)}, as appropriate. Figures 4.3-4.6 provide 
graphical representations of these distributions, in the form of box-and-whisker plots. In each 
case, subfigures (a)-(c) correspond to parameter sets 1-3, respectively. 
In Figures 4.3-4.6 there is generally little difference between the plots (a)-(c). This is surpris- 
ing since the data were simulated within each scenario with the intention that the resulting 
posterior distributions would have different shapes depending on the parameter set that was 
used in generating the data. Specifically, the data were simulated so that the difference between 
the hidden states was smaller when using parameter set one than parameter set two, with no 
difference at all when using parameter set three. When the parameters in the two states are 
very different we would anticipate there to be little posterior uncertainty in the assignment of 
days to states. As such we might expect the posterior to be fairly concentrated about each of its 
2! =2 well separated and symmetric (major) modes, meaning that the diffuse unimodal prior 
would be unlikely to provide a good approximation to the posterior. Consequently we expected 
the estimators obtained by basing an importance sampling density on the prior to perform more 
poorly in experiments when data were simulated from hidden Markov models with very distinct 
states. We expected this to be true especially of the harmonic mean estimator because it only 
has bounded variance if the prior has thinner tails than the unnormalised posterior, and this 
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(c) 
Figure 4.3: Distributions of the estimation error log p(d Ir= 2) - log p(d Ir= 2) for different estimators 
based on data simulated from an=1 site, r=2 weather state hidden Markov model for rainfall 
occurrence using the parameter sets (a) 1; (b) 2; and (c) 3. The estimators considered are the Monte 
Carlo estimator 5Mc; the Newton Raftery hybrid estimator based on 6=0.05,7NRu9 and on a=0.01, 
pNR2, and the approximate versions 3NM1 and pNRA2i the harmonic mean estimator p11M; a bridge 
sampling estimator ßBsp; Chib's estimator ß; and the power posterior estimator jpp. 
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PMC PNRI PNRAI PNR2 PNRA2 AIM PBSP PCM ppP 
(c) 
Figure 4.4: Distributions of the estimation error log p(w, dIr= 2) - log p(w, d(r= 2) for different 
estimators based on data simulated from an=1 site, r=2 weather state hidden Markov model for 
rainfall occurrence and amount using the parameter sets (a) 1; (b) 2; and (c) 3. The estimators considered 
are the Monte Carlo estimator p«c; the Newton ßaftery hybrid estimator based on 6=0.05, ptvtu, and 
on 6=0.01, iNa2, and the approximate versions ßNRA1 and 7Na 2; the harmonic mean estimator ptuM; 
a bridge sampling estimator pBsp; Chib's estimator pcM; and the power posterior estimator ppP. 
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cri 
Figure 4.5: Distributions of the estimation error logp(d Ir= 2) - logp(d Ir= 2) for different estimators 
based on data simulated from an=4 site, r=2 weather state hidden Markov model for rainfall 
occurrence using the parameter sets (a) 1; (b) 2; and (c) 3. The estimators considered are the Monte 
Carlo estimator sic; the Newton Raftery hybrid estimator based on 6=0.05, pNRI, and on 6=0.01, 
pNR2, and the approximate versions jNpl and pNnA2; the harmonic mean estimator 311M; a bridge 
sampling estimator Pnsp; Chib's estimator PCM; and the power posterior estimator jpp. 
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(c) 
Figure 4.6: Distributions of the estimation error logp(w, dIr= 2) - log p(w, dIr= 2) for different 
estimators based on data simulated from an=4 site, r=2 weather state hidden Markov model for 
rainfall occurrence and amount using the parameter sets (a) 1; (b) 2; and (c) 3. The estimators considered 
are the Monte Carlo estimator pMc; the Newton flattery hybrid estimator based on d=0.05,73 ai, and 
on 6=0.01, pNR2, and the approximate versions pNRAI and pNa 2; the harmonic mean estimator him; 
a bridge sampling estimator ßnsp; Chib's estimator pars; and the power posterior estimator ppp. 
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is unlikely to be the case if the posterior is very concentrated. However, these effects were not 
particularly borne out through the simulation experiments. 
In general the Monte Carlo estimator performs rather well except within the simulation experi- 
ments involving hidden Markov models for both occurrence and amount at n=4 sites, in which 
it seems the Monte Carlo estimator underestimates the marginal likelihood and has a very large 
variance. One possible explanation for this is that the prior for (Liz Ir= 2) assumes indepen- 
dence between sites, whilst the parameters used to simulate the data are chosen to be similar 
at all sites within a weather state. Therefore drawing from the prior will fail to produce many 
draws which respect the dependence that is likely to be exhibited in the posterior. With few 
draws in regions of high likelihood, the estimator will be dominated by a few large likelihood 
values explaining the large variance and slow convergence to the exact marginal likelihood. 
For all scenarios and all parameter sets, the harmonic mean estimator overestimates the marginal 
likelihood in the majority of the 100 simulated datasets. As we might expect, the Newton Raftery 
hybrid estimator tends to be more stable than the harmonic mean estimator (with fewer extreme 
estimation errors), especially when more weight is assigned to the prior, i. e. J=0.05 compared 
to b=0.01. The full hybrid estimators generally introduced less bias than their approximate 
versions. The bridge sampling estimator is the worst amongst those considered, especially in 
hidden Markov models for rainfall occurrence and amounts when the estimation error is generally 
very large. 
The estimators based on Chib's method and the power posterior approach perform very well in 
all scenarios, for all parameter sets, with the estimation error being very close to zero. Compared 
with the other methods, the power posterior approach required slightly more work to program 
and computing times were slightly longer. Also, in contrast to the other methods, it could not 
be incorporated directly into standard MCMC sampling from the posterior. However, modify- 
ing existing MCMC code which sampled from the joint posterior of the model parameters and 
hidden states was trivial and led to an estimator which performed better than the others con- 
sidered, including Chib's estimator. Chib's estimator is generally considered to provide a good 
approximation to the marginal likelihood in hidden Markov models. Computationally, however, 
its extended version was deemed too expensive for our model and so Chib's estimator was really 
only included as a benchmark, emphasising the strength of the power posterior approach. 
4.6.6 Concluding Remarks 
On the basis of these simulation experiments, it seems that the power posterior approach provides 
a very good approximation to the marginal likelihood of hidden Markov models and, unlike many 
of the other estimators, it continues to be usable when some of the full conditional distributions 
have unknown normalising constants. In this and subsequent chapters, therefore, we will attempt 
to compute the posterior distribution for r using Bayes Theorem, after estimating the marginal 
likelihoods via the power posterior approach. 
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4.7 Application to Yorkshire winter rainfall data 
The model and inferential techniques described in the previous sections will now be illustrated 
by analysing the Yorkshire winter dataset described in Chapter 2. The time series comprises 
the winter (December-February) rainfall data at n=6 sites over the years 1961/62 to 1990/91, 
so divides naturally into Y= 30 sub-series; one for each winter season. As mentioned in 
Section 4.4, there are long (nine month) time periods separating consecutive sub-series so it 
seems reasonable to model them, together with the associated weather states, as independent 
realisations of a hidden Markov model. The overall length of the data is T= 2707 and each 
sub-series has length Ty = 90 (or Ty = 91 if the y-th February lies in a leap year). 
This section begins by explaining our choice of prior for r and the hyperparameters in our 
priors for (0,. I r), r=1, ... , rII1ax. We then use the power posterior approach to estimate the 
log marginal likelihood for each model, before combining this information with the prior for 
r to deduce its posterior distribution. For all those values of r with non-negligible posterior 
support, we use the MCMC scheme outlined in Section 4.5.3 to obtain samples from the posterior 
distribution ir(O,., sIw, d, r) and analyse the output from the model corresponding to the 
posterior modal value of r. Finally we assess the fit of the model to the data by comparing the 
observed values of various test quantities to their posterior predictive distributions, averaged 
over the posterior for r. 
4.7.1 Prior specification 
In attempting to model the Yorkshire rainfall data we have two main objectives. The first is 
prediction, and the fulfilment of this objective will be assessed by comparing observed statistics, 
summarising important features of the rainfall data, to their posterior predictive distributions; 
see Section 4.7.4. Our second aim is to provide a parsimonious, interpretable model which could 
assist in understanding the underlying physical mechanism which generated the rainfall data. 
In this section we begin by specifying our prior for r. This involves choosing a value for rmax, 
then a suitable mass function over the support 11, ... , rmax}. Both choices are made to reflect 
the goals of the analysis, above. Next, we specify our conditional prior for the model parameters, 
given r. In making this specification we need to consider two issues. First, given the sensitivity of 
the marginal likelihood to the prior, we choose our conditional priors, ir(61 Ir= 1), ... , ir(©rm. * 
I 
r= rmax), to give the same predictions for simple marginal quantities like the probability of 
rain. This is to allow the marginal likelihood to discriminate between models using properties 
of the joint rainfall distribution rather than the marginal distribution of rain on any particular 
day. The second issue is how to elicit our prior knowledge probabilistically. Section 4.3 provided 
details of our prior distribution and guidelines regarding the choice of hyperparameters. Our 
prior specification is concluded with an illustration of this choice. 
4.7.1.1 Prior for r 
The weather states are just abstract constructs of the hidden Markov model and are not real 
in any physical sense. However, it is likely that we will be able to provide well defined, distinct 
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r123456 
Computing Time 1.00 1.96 2.92 4.31 6.67 16.36 
Table 4.2: Computing time required to produce 10,000 MCNIC draws from the posterior distribution in 
the analysis of the Yorkshire dataset, conditional on various values of r. The time required when r=1 
is taken as a single unit of time, in real terms, around 2 minutes. 
physical interpretations of each if the number of weather states is not too large. The hidden 
Markov model described in this chapter assumes conditional spatial and temporal independence 
in the precipitation process, given the weather state. This leaves the weather state as the model's 
only device for capturing the spatio-temporal structure in the data and represents a very simple 
within weather state model for the observed process. More complex models are available which, 
for example, allow dependence between the rainfall occurrence indicators, Dt, ... , D,, given the 
weather state. The model chosen for (Dt I St = k, 0,., r) and (Wt I Dt, St = k, 0", r) in each 
state, k, governs the overall shape of the contours in the bivariate cross-sections of the joint 
densities Pr(Dt I St = k, 0,., r) and p(wt I Dt = dt, St = k, Or, r). This concept is perhaps 
easiest to think about in the related problem of constructing models using finite mixtures of 
multivariate normal distributions. In the bivariate case, consider a situation in which the data 
appear to arise in elliptical clusters lying on rotations from the principal axes. If a diagonal 
variance matrix is assumed in the within component model, i. e. the components are constrained 
to follow the principal axes, then the marginal likelihood might suggest that a larger number of 
mixture components are required than if a rotation was allowed. Therefore there is a trade-off 
between the number of weather states (and hence model interpretability) and the complexity 
of the within-state model. Thus, to help in achieving our second objective of interpretability, 
we choose the upper bound for r to be reasonably small at rmgz =5 and express a preference 
for a number of states towards the centre of the support, 11,.. ., 5}, by choosing a truncated 
Poisson Po(3) prior, with mean at 2.823. In Section 4.7.2.2 we provide further comments on 
sensitivity to this prior specification. Note that ideally we would formalise our prior preferences 
for well defined, well differentiated weather states using the prior for (0,. 1 r) (as discussed in 
Section 3.4.3) but we leave this as an area for future research. 
One might argue that limiting the support of r to the small set 11,2, ... , 5} is overly restrictive, 
and indeed might be detrimental to the predictive ability of the model. However, if the model 
is still unable to provide a good description of the data with r=5 states, then we regard this 
as symptomatic of an overly simple within weather state model for the precipitation process. 
The particular choice rmax =5 is motivated by practical as well as theoretical considerations. 
For the Yorkshire data, conditioning on each of r= Table 4.2 contains the computing 
time required to pass through 10,000 sweeps of the MCMC algorithm (with online relabelling), 
relative to the time required when conditioning on r=1. It is the online relabelling algorithm 
which is largely responsible for slowing down the execution of the MCMC scheme because, 
for every draw from the posterior, it is necessary to search through all r! permutations of the 
MCMC output in order to find that which is the most consistent with the marginal posterior 
mode estimate for the weather state sequence, s. It appears that the computing time sharply 
increases between r=5 and r=6 states. 
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4.7.1.2 Prior for (9,1 r) 
For the purposes of the following analysis, two important features of our prior distribution for 
(6r 1 r), r=1, ... , rmax, which was outlined in Section 4.3, are that, conditional on r, 
(a) we assume a priori independence between the parameters of the observed and hidden pro- 
cesses, 6r, obs and Or, hid; 
(b) we adopt a prior for 6r, obs in which the parameters are independent and exchangeable across 
weather states. 
We aim to choose the hyperparameters in the priors for (©, r), r=1, ... , rmax, so that the 
first 
and second order moments in the prior predictive distribution for a single observation (Wg, Di) 
do not vary with r. Specifically, we are interested in matching each of the prior predictive 
moments 
E(D' I r), E(IV I Dt = 1, r)ß 
E(DtDt r), E{(W )2 Dt =1, r}, E(W V1 Di = 1, Di = 1, r). 
Note that EI(Di)2 I r} does not appear in this list because E(Di I r) = E{(Di)2 1 r} as Di is 
binary. 
Consider a random vector X= (Xi,. .., X) from some joint distribution which is parameterised 
by 0. Suppose that 0 is assigned a prior with density 7r(9). By the Law of Total Expectation, 
for any i, j and any qi, q2 E Z, 
E(Xi, Xj)(X{, Xjj) = E©{E(Xi, x! )1©(X{'X f! )} 
= fE(xj, xj)o(X7X, 
i)7r(O)dO, (4.34) 




In the prior predictive distribution for rainfall amount we have 
I 
E(WW Ir)=>E(lr I Dt=d, r)Pr(Dt=dir) 
d=0 
= E(Wt I Dt =1, r) Pr(Dt =1 1 r) since E(W1 Dt' = 0, r) =0 
= E(Wt ý Dt = 1, r)E(D' I r) since Di is binary 
and so conditional on occurrence 
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It can similarly be shown that 
E{(WVW )2 I Dt =1, r} = 
E{(WV {)2 I r} 
E(De I r) 
and 
E(WVW 6Vt I Dt' =1, Dt = 1, r) = 
E(WV/ WV/ I r) 
E(D'Df r) 
Therefore having computed the prior predictive moments for the occurrence process, E(Di I r) 
etc., in order to compute the moments in the prior predictive distribution for rainfall amounts 
given occurrence, we simply need to calculate E(WV/ I r), E{(WV/ )2 I r} and E(IV/ WVi 
Each of the expectations of interest can be obtained from equation (4.34) or (4.35) by averaging 
the corresponding conditional expectation (given the model parameters and r) over the prior 
distribution ir(Or I r). For example the prior predictive means E(D' I r) and E(1Vi I r) are given 
by 
E(Di 1 r) = 
1i I ef, r)ir(9,. 1 r)d 9r, E(1V 1 r) =11 8r, r)n(©r 1 r)dOr. 
For rainfall occurrences, 
rr 
E(D' 10, -, r) =Z Pr(St =k1 ar, r)E(D; 1 Si = k, ©r, r) = 9k (t; er, hid)Pr, ik 
k=1 kml 
where gk(t; Or, hid) = Pr(St =k1 9r, r) and the notation indicates that gk(t; Br, hid) will depend 
on t and be a function of the parameters of the hidden process, ©r, wd = (Ar, Pr). Note that 
if the chain was in its stationary distribution we would have gk(t; Or, hid) = br, k at all times, t, 
where 8r = (ar, i, ... , Sr, r) is the solution to the matrix equation 6r = brAr. Similarly, 
r 
E(DiDi I er+r) =Z 9k(tiOr, hid)Pr, ikPrjk" 
k=1 
For rainfall amounts we have 
1r 
E(6Vt 9r, r) =EE Pr(Dt = d, St =k1 6r, r)E(WW I Di = d, St = k, ©r, r) 
d=0 k=1 
r 
=Z Pr(Dt =1, Si = k, 9r, r)E(1Vt 1 Di = 1, St = k, ©r, r) 
k=1 
r 
=> {Pr(St =k 19r, r) Pr(Dt = 1, St = k, ©r, r)E(IVi 1 Di = 1, St = k, 8r, r) } 
k=1 
_ 9k(t; Or, hid)Pr, ikmr, ik" 
k=1 
80 
Chapter 4. A homogeneous hidden Afarkov model for rainfall data 
In the same way it can easily be shown that 
r 
E{(WW )2 f OrI r} _E 9k (t; er, hid)Pr, ik(mr, ik) 
21(vr, 




E(WVW/ Or, r) _ 
E9k(t; Or, hid)Pr, ikPr,, jk'mr, ikmrJk. 
k=1 
For any i, j each of these expectations has the form 
r 
E(" ( Or, r) _E 9c (t; Or, hid)h(Or, obe, k) 
k=1 
where 9r, obs, k is the collection of parameters in 9,., obs associated with the weather state 
k and 
where h(") is a polynomial expression. Taking expectations with respect to the prior density 
yields 
E(" I r) = jE(. I Or) r)ir(9r r)d 0 
r 
=JE 9k (t; 
Or, hid)h(Or, obs, k)7r(Or 
I r)d 0 
B k_1 1 
r 
gk(t; Or, hid)h(Or, oba, k)7r(Or, oba 







_E/ 9k(t; Or, hid)lr(Or, hid I r) 
f 
h(Or, 
obs, k)lr(er, obs, k 
I r)d ©r, obs, kdOr, hid 
k=1  r, bld r, oba, k 
r 
_zJ 9k(t; Or, hid)lr(Or, hid I r)E©r, ob., kIr{h(©r, obs, 
k)}d Br, hld, 
k=1 r 
where the third and fourth lines follows from the assumptions of a priori independence outlined 
in (a) and (b), respectively. Our assumption of a priori exchangeability between weather states 
means that 
EO., 
ob., llr{h(Or, obs, l)} = ... = 
E©,.,,, 
b. rlr{h(9r, obe, r)} = 
Fh, say, 
where Fh is independent of k, so we have 
rJ 
E(" r) = Fh gk(t; Or, hid)lr(Or, hid I r)d ©r, hid 




Or, hid)7(Or, hid I r)d©r, hid 
r, hid 
-}- J1- 91 
(t; Or, hid) lr(©r, htd I r) d ©r, hid 
©r, Afd k=1 
= Fh. 
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Therefore, the first and second order moments in the prior predictive distributions for rainfall 
occurrence, and rainfall amount, given occurrence, on a single day do not depend on the prior 
chosen for the parameters of the hidden process, ©r, htd. This seems to be a reasonable result; 
intuitively a prior chosen for the parameters of the hidden process would be expected to influence 
only the probability of that day being assigned to a particular weather state. If our prior for 
the parameters of the observed process makes no distinction between weather states, then the 
prior for Or, hid will have no bearing on these prior predictive moments. 
We can therefore match the prior predictive moments across different values of r simply by choos- 
ing the same conditional priors 7r(Or, ob., k I r), for every k=1, ... , r, and each r=1, ... , rmax. 
We do not have prior knowledge that would allow us to distinguish between the rainfall climate 
at any of the six sites, so we chose the hyperparameters in the joint prior specification for 
(9r, obs I r) so that the parameters were exchangeable across sites as well as weather states. To 
help in forming prior opinions about these parameters, information is available from another 
site in the Yorkshire region. For the winters (December-February) of 1961/62 to 1990/91 the 
overall proportion of wet days at the extra site, Leeming Reservoir, is 0.494 whilst for rainfall 
amounts on wet days the mean and coefficient of variation are 3.312 mm and 1.229, respectively. 
We chose the hyperparameters in the prior for (7'r I r) so that the mean was 0.5, approximately 
matching the probability of rain at Leeming Reservoir. Although this could be achieved by 
setting ar, {1 = ar, i2 = a, i=1,2,.. ., n, for any a>0, we chose to take a=1 in order 
to maximise the prior variance subject to the constraint a >- 1. This avoids U-shaped prior 
distributions which would not be representative of our prior beliefs. For the parameters in Mr 
and Vr we chose the medians of (mr, tk I r) and (vr,, k I r) to match the mean and coefficient of 
variation statistics, respectively, for the Leerring Reservoir data. We chose the 95-th percentile 
of each (mr, ik I r) to be 10 mm and the 5-th percentile of each (vr, {k I r) to be 0.5 mm. Solving 
the appropriate systems of equations numerically using f gave hyperparameters br, ii = 3.340, 
br, 21 = 10.000, c,., li = 4.671 and c,., 2; = 3.533 for each site, i=1,2, ... , n, in each weather state. 
Based on our intuitive notion of the length of time it takes a weather front to traverse a re- 
gion, we chose the expected mean sojourn time in any particular weather state to be 2.5 days 
and equivalent to 45/r weather state transitions per row of Ar. This gives an overall prior 
specification equivalent to 45 weather state transitions which does not represent a particularly 
strong degree of belief in our prior estimate, especially when we consider that the time series 
of observed data contains information on 2707 - 30 = 2677 transitions, where subtraction of 30 
from T= 2707 accounts for there being Ty -1 transitions in the y-th winter, y=1.... 130. 
Moreover, this prior specification guarantees that for all r=1, ... , rmgx, 
both parameters in 
the marginal (Beta) prior for any transition probability, arJk, are greater than one. Again, this 
avoids U-shaped marginal priors which would not have been in keeping with our prior beliefs. 
Finally in the prior for yr we chose the information content parameter Gr to be equal to r, giving 
a 1,. (1,..., 1) prior for each model. This choice maximises the prior variance of any component 
of vr, k subject to the constraints imposed by exchangeability (E(vr, k I r) = 1/r)) and avoidance 
of U-shaped marginals (Gr/r > 1). 
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4.7.2 Posterior inference for r 
In the following section we provide details regarding the estimation of the log marginal likelihood 
for each model via power posteriors, including a method for estimating the Monte Carlo standard 
errors. We then describe the results when the method is applied to the Yorkshire data. 
4.7.2.1 Implementation 
The power posterior at temperature t is defined as 
lrt(er, s1w, d, r) a P(W, d1 Or, s, r)tP(s 1 Or, hid, r)lr(Or, hld 1 r)7r(©r, oba 
lr)" 
For each value of r= estimation of the expected half deviances proceeds accord- 
ing to Algorithm 3.5.1 in which the weather states s are treated as parameters in the model. 
The estimates of the expected half deviances are combined to produce the overall estimate of 
the log marginal likelihood using the trapezoidal rule, (3.38). At each temperature, t, step 3 
of the algorithm involves generating a sample from the power posterior with stationary dis- 
tribution ir(O,., sIw, d, r, t). Implementation of this step was described in Section 4.6.4 for a 
simpler model in which rainfall amounts were modelled using the exponential instead of the 
gamma distribution. Therefore the only modification needed here is to replace draws from the 
full conditional distributions of the inverse scale parameters, Br = (Q,., {k), in the exponential 
distributions with draws from the full conditional distributions of Mr = (m,., {k) and Vr = (vr,, k) 
which parameterise the gamma distributions, 
tT; ý(s) tT; ý(s)1! )ik(S) 
mik I ... """ IG 
(bii 





_{2tTik(a)/v k-clt+l -tTl sv ýt1 (vik ... )at 
(k) 
,2 
vi m" wk} tk 










for (i, k) E {1,2,.. ., n} x S,.. For each (i, k), the latter non-standard distribution is sampled 
in a Metropolis Hastings step, generating proposals using a random walk on the gamma scale; 
see Section 4.5.1. The tuning parameters in this step, c4, i=1,. .., n=6, were chosen to 
be 
(60,45,70,35,60,25). 
Following the encouraging results of the simulation experiment, we again chose a temperature 
schedule t, = (i/n)c for i=0,.. ., n where n= 40 and c=4. Within each temperature we 
collected 10,000 samples from the power posterior of which the first 4,000 were discarded as 
burn-in. Sensitivity to the spacing of the temperatures in [0,11 will be discussed further in the 
following section. 
In addition to computing estimates of the log marginal likelihood, we also calculated estimates 
of the associated Monte Carlo standard error. The Monte Carlo standard error measures the 
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variability in an estimate of an integral when estimation is via Monte Carlo simulation. Given 
the trapezoidal rule used to numerically integrate over t, Friel & Pettitt (2008) estimate the 
overall Monte Carlo standard error by piecing together the individual Monte Carlo standard 
errors, MCSE;, for each estimated expectation, E©,,, djW, d,,., t j 
{log p(w, d 10r, s, r) }. The overall 







There is a vast literature on methods for estimating the Monte Carlo standard error, for example 
see Geyer (1992) or Jones et al. (2006). Here we choose to estimate each MCSEj using the simple 
batch means method with 50 batches; see Roberts (1996) for further details. 
4.7.2.2 Results 
The expected half deviance, Eo,,, slw, d, r, t{logp(w, dIs, 9,., r)}, is plotted against temperature, 
t, in Figure 4.7 for all the hidden Markov models, r= The plot for r=1 has a 
similar shape to the plots presented by Friel & Pettitt (2008) in which the expected half deviance 
increases sharply near zero before starting to level off. However in Figure 4.7, the plots for r>1 
do not increase smoothly. Following the initial rapid increase and subsequent flattening in shape, 
the gradient rises sharply again near t=0.2, and once more near t=0.4 for r>3. The plots for 
the simulated data described in Section 4.6 (not shown) displayed similar patterns when the data 
were generated using parameter set two, corresponding to hidden Markov models in which there 
was a large difference between the parameters in the two states. One possible explanation for 
this behaviour derives from the exchangeability of the prior distribution, which means there is no 
distinction between any of the hidden states a priori. It is conceivable that at lower temperatures, 
the likelihood contribution is downweighted to such an extent that, when combined with an 
exchangeable prior, it is not possible to distinguish between any of the states in the power 
posterior. However, as the temperature is increased, and the likelihood is allowed to impart 
more influence, a point is reached at which more than one state can be identified. This provides 
a better explanation of the data and so the expected half deviance, Eo,,, sJw, d, r, t{logp(w, 
d I 
s, 8r, r)}, increases sharply. The additional "jump" when r>3 may arise when it becomes 
possible to identify yet more states in the power posterior. When the simulation experiments 
in Section 4.6 were repeated using a non-exchangeable prior that asserted a priori belief in 
one "wet" and one "dry" weather state, plots showed the expected half deviance increasingly 
smoothly with temperature. Although not intended to provide a definitive justification, this 
does give some evidence in support of our conjecture. 
The temperature schedule, tj = (i/n)° with c>1, is designed to ensure many of the chosen 
temperatures are close to zero, so will be most appropriate in situations where the behaviour of 
the expected half deviance under each power posterior is "typical", with a single sharp increase 
near zero. Therefore, for r>1 it is possible that placing more temperatures around the other 
sharp increases could improve the efficiency of the log marginal likelihood estimates. However, 
for the models with r=2, ... , rma,, states, inserting an extra ten equally spaced temperatures 
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Figure 4.7: From analyses of the Yorkshire data, expected half deviance against temperature for the 
hidden Markov model with r=1(), r=2(), r=3(), r=4() and r=5 
() states. 
r 1 2 3 4 5 
Log marginal likelihood -33534.08 -30930.88 -30242.23 -29927.35 -29709.68 
Monte Carlo std. error 0.10 0.68 0.99 0.68 0.74 
Posterior probability 0.00 0.00 1.16 x 10-231 4.87 x 10-95 1.00 
Table 4.3: Estimates of the log marginal likelihood, the associated Monte Carlo standard error and the 
posterior distribution for r for the Yorkshire data. The estimates of the log marginal likelihoods were 
computed via power posteriors. 
in the vicinity of the "jumps" and recomputing the estimates led to negligible changes in their 
values. 
Estimates of the log marginal likelihoods, the associated Monte Carlo standard errors and the 
posterior distribution for r are presented in Table 4.3. Even taking account of the Monte Carlo 
sampling variability, the magnitude of the differences between the marginal likelihood estimates 
on the log scale is such that the posterior evidence in favour of r=5 is overwhelming. By the 
same argument, the posterior for r is not sensitive to the choice of prior zrr(r). For example, 
even if a monotonically decreasing probability mass function, such as a truncated Poisson Po(1) 
distribution was chosen, the posterior mass would still be stacked up at r=5. 
Figure 4.8 displays a plot of the log marginal likelihood estimates against r and suggests that 
the rate of increase decays with increasing r. However, it appears that extending the support 
of the prior for r (allowing values greater than rma,, = 5) might result in an increase in the 
value which maximises the log marginal likelihood. The reason for this, and indeed the reason 
why the posterior distribution for r offers virtually no support to r< rm., is likely to be some 
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Figure 4.8: Estimates of the log marginal likelihood for the Yorkshire data calculated using the power 
posterior approach. 
combination of the choice of priors and model misspecification. This can be explained as follows. 
As discussed in Section 3.4, the maximum of the likelihood for an overfitting hidden Markov 
model with r states will be the same as that for a model with r -1 states and so if there were no 
other unknown parameters over which to marginalise, the likelihood would be non-decreasing 
as r increased. In reality, however, the models do contain other unknown parameters and so 
what happens to the marginal likelihood as r gets larger depends on the priors assigned to 
these parameters. Although we did attempt to balance the information in the priors for models 
with r=1, ... ,5 states, it is very difficult to assess the effect of the prior on the marginal 
likelihood and so it is possible that we inadvertently assigned priors which favoured large values 
of r. In terms of model misspecification, as explained in Section 4.7.1.1, there is likely to be a 
trade-off between the number of weather states and the flexibility of the within-state model. 
In other words, if the within-state distributions provide a poor description of the precipitation 
patterns in the data, then it is likely that adding extra states will allow refinements in the 
shape of the resulting mixture distribution. This in turn may increase the likelihood. Since 
our within-state model is very simple and leaves the weather state as the model's only device 
for capturing spatio-temporal dependence, this effect is likely to be very strong. Consequently, 
model misspecification is likely to be the dominant factor causing the posterior distribution for 
r to offer so little support to r< rmax. In Chapter 5 we will consider more complex models 
for the within weather state rainfall occurrence process and anticipate that this will allow the 
accumulation of greater posterior mass at smaller values of r. 
4.7.3 Posterior inference for (Or, sI r) using MCMC samples 
In the following section we focus on the hidden Markov model with r=5 states since the 
posterior probability for this model is essentially equal to one. First we give details of the 
implementation of the MCMC scheme. We then illustrate how the model might be useful in 
improving understanding of the spatio-temporal properties of rainfall in the region, by presenting 
and discussing the posterior distributions for the model parameters, 9, and for the weather 
states, s. 
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4.7.3.1 Implementation, convergence and mixing 
Fixing r=5, the MCMC algorithm was run frone a variety of starting points each of which pro- 
duced essentially the same results. Each run comprised 1,000,000 iterations. The first, 500,000 
were discarded as burn-in and for the remaining 500,000 iterations, only every 50 th iterate 
was recorded in order to reduce computing overheads. Our posterior inferences are based on one 
such run of N= 10,000 sampled values. We want to be able to make inferences about the model 
parameters and the weather states and so need to identify one distinct labelling of the states. 
Therefore we addressed the problem of label switching by implementing the online relabelling 
algorithm (Algorithm 3.3.4). The graphical diagnostic checks discussed in Section 4.5.3 gave no 
evidence of lack of convergence, and the posterior distributions showed no signs of multiniodal- 
ity. Based on the autocorrelation plots, thinning to every 50-th iterate appeared to produce 
an approximately uncorrelated posterior sample. For example, Figure 4.9 displays trace, au- 
tocorrelation and density plots for a representative parameter, rn5,5,1. The tuning parameters 
for the six sites, WL, were chosen to be (60,45,70,35,60,25) leading to acceptance rates for the 























Iteration (x50) Lag 1115,53 
Figure 4.9: Graphical convergence checks for the parameter m5,53 in a fixed dimensional analysis of the 
Yorkshire data with r=5 weather states. 
Although not presented here we also performed fixed dimensional analyses of the models with r= 
1, ... ,4 states. 
The results were similar in terms of the convergence and mixing of the sampler, 
although the posterior densities for some of the parameters in the model with r=4 states 
displayed evidence of bimodality. Multimodality in the posterior distributions of parameters in 
latent variable models is not uncommon, for example see Richardson & Green (1997) or Celeux 
et al. (2000). It generally arises due to the existence of two or more competing descriptions of 
the data which are comparable in terms of their posterior support. Exploring the two posterior 
modes in our case we found one was associated with a description of the data which had more 
support from the prior, and the other was associated with a description which had more support 
from the likelihood. 
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4.7.3.2 Posterior for (6b Ir= 5) 
Figure 4.10(a) displays the marginal posterior distributions for the rainfall occurrence probabili- 
ties, 15, through the estimated posterior means together with 95% equi-tailed Bayesian credible 
regions. Figures 4.10(b) and 4.10(c) display the corresponding plots for the mean and coefficient 
of variation parameters, M5 and V5, in the gamma distributions for non-zero rainfall amounts. 
From these plots it appears that the weather state labelled 1 is characterised by wet conditions 
at all sites with high probabilities of rain and large rainfall amounts on wet days. The weather 
state labelled 2 is also associated with wet conditions at all sites, but typically less rain falls on 
wet days than in weather state 1. 
Weather state 4 can be characterised as "dry", representing opposite conditions to those as- 
sociated with state 1. In weather state 5, it is typically dry at all but the two Pennine sites, 
Moorland Cottage (site 3) and Great Walden Edge (site 5), where the posterior means for the 
rainfall occurrence parameters are both in excess of 0.7. Compared to the other weather states, 
weather state 3 seems to be associated with "average" conditions at most sites which are nei- 
ther particularly wet nor particularly dry. The exception is the most Northerly site, Lockwood 
Reservoir (site 1), at which state 3 is the weather state with the highest probability of rain. 
In Chapter 2 we found that one of the Pennine sites, Moorland Cottage (site 3), typically 
experiences much larger daily rainfall totals on wet days than the other sites. This observation 
is borne out through Figure 4.10(b) which shows that all but one weather state has an associated 
posterior mean for m5,3k which is at least equal to 10.838 mm. In fact, at this site there is little 
difference between the marginal posteriors for m5,3k, kE S5 \4 or for p5,3k, kE S5 \ 4. 
From the plots in Figures 4.10(b) and 4.10(c), there is still considerable posterior uncertainty 
surrounding the parameters in the rainfall amounts distribution for site 6 in weather state 4. 
This can almost certainly be explained by the posterior for P5, CA which is concentrated about 
a mean of 0.026. In other words, it rarely rains at site 6 in weather state 4 and, therefore, 
there is a paucity of information in the data for updating our prior beliefs about the param- 
eters m5,64 and v5,64. Coupled with knowledge that weather states will represent similar con- 
ditions at all sites, this provides an argument in favour of priors which facilitate borrowing of 
strength between sites within weather states. For example, a prior in which (m,., ik I r) were 
positively correlated between sites within each weather state, k, would allow knowledge that 
mr, 1k, ... s mr, i-1 k, mr, i+1 k, ... s mr, nk were, say smaller than their mean, to update our 
beliefs 
about mr, ik so that we would also expect m,,,; k to be smaller than its mean. 
The posterior distributions for the parameters in P6 and M5 are, in general, well separated be- 
tween weather states. However for every site, there is considerable overlap across weather states 
in the marginal posterior densities for the coefficient of variation parameters. This indicates 
that, relative to the mean, the within weather state variability in the gamma distribution for 
non-zero rainfall amounts is similar in all states. 
Table 4.4 displays summaries of the marginal posterior distributions for the parameters of the 
hidden process, A5 and vb. The "dry" weather state, state 4, is clearly very persistent with a 
posterior mean for the probability of self-transition equal to 0.704. In contrast, the posterior for 
the probability of self-transition in the wettest weather state, state 1, is concentrated about a 
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Figure 4.10: Conditional on r=5, posterior means with 95% equi-tailed Bayesian credible intervals for 
the parameters in (a) 25; (b) M5; and (c) V5 in weather states 1(), 2 (- -), 3 (--), 
4 
( )and5( 
much smaller mean of 0.292, so it appears that runs in this weather state are quickly terminated. 
These observations are quantified by evaluating 1/(1 - A5, jj), jE S5, for each draw from the 
posterior. This gives a sample from the posterior of the mean sojourn time in each of the weather 
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Parameter Means Standard Deviations 
0.292 0.361 0.331 0.008 0.007 0.031 0.040 0.036 0.007 0.006 
0.133 ). 37 0.414 0.056 0.019 0.015 ºº. ºº'2l 0.025 0.016 0.010 
A5 0.082 0.269 0.171 0.224 0.252 0.016 0.026 º 0º'' :º 0.027 0.030 
0.014 0.076 0.010 0-701 0.196 0.006 0.014 0.007 0.022 0.022 
0.102 0.298 0.015 0.097 0.017 0.026 0.011 0.019 
115 
(0.032 0.301 0.183 0.291) ') 
(0.030 
ºi. 086 ). U 79 (º. Iºý 1 1,1,, ,) 
a5 (0.104 u. 2r>l o. 1ýiº 0.5,7) 
ý(l. 
olt) n. iºý:, n. ýºi u. iºýýý 
Table 4.4: Conditional on r=5, posterior means and standard deviations for the transition matrix, A5, 
the initial distribution, v5 and the solution to the matrix equation, b5 65A5. 
states. The means (and standard deviations) are 
1.416 (0.068), 1.610 (0.062), 1.212 (0.042), 3.402 (0.251), 1.959 (0.111) 
for states 1-5. The means of these posterior distributions are reasonably consistent with our 
prior expectation of 2.5 days. 
As we would intuitively expect, transitions from the two wettest weather states (states 1 and 
2) to the two driest (states 4 and 5) are rare. Similarly transitions from the driest two weather 
states (states 4 and 5) to the wettest (state 1) are rare. The posteriors for transition probabilities 
into state 3 from states 1 and 2 and from state 3 into states 4 and 5 are concentrated about 
reasonably large values, so it seems that weather state 3 provides a route from the wet to the 
more dry weather states. 
The solution to the matrix equation 65 = 65A5 will be the unique stationary distribution of a 
Markov model with transition matrix A5 if the Markov chain is irreducible and aperiodic. We 
can obtain a sample from the posterior distribution of 65 by evaluating the solution to this matrix 
equation at all draws from the posterior for A5. The posterior means and standard deviations for 
v5 and 65 are shown in Table 4.4. Although v5 is not formally constructed as an approximation 
to the stationary distribution of the chain, it is reassuring that there is considerable overlap in 
the posterior distributions for v5 and 65. The posterior distributions for the components of v5 
have larger variances than those for the components of 65, but this is to be expected since only 
the 30 weather states on December 1st 1961-1990 contribute directly to the component of the 
complete data likelihood involving v5, whereas 2677 weather state transitions contribute to the 
component involving A5. 
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4.7.3.3 Posterior for (s Ir= 5) 
A useful summary of the posterior distribution for the weather state sequence is the marginal 
posterior mode (MPM) estimate, ä, which is available as a by-product of the relabelling algo- 
rithm (Algorithm 3.3.4). Given the results presented in Section 4.7.3.2, it is no surprise that the 
MPM estimate, displayed in Figure 4.11(a), shows that the sojourn times in the "dry" weather 
state, labelled 4, are, in general longer than those in any other weather state, and that spells 
in the wetter weather states (1 and 2) are usually separated from spells in the drier states (4 
and 5) by days in weather state 3. It also appears that, in each year, long spells in the dry 
weather state become more prevalent towards the end of February, which is likely to be due to 
the advance of spring. This might be regarded as evidence against homogeneity in the weather 
state sequence. In the next chapter we will consider non-homogeneous hidden Markov models 
in which atmospheric information influences the transition probabilities between the weather 
states. It is possible that these atmospheric variables will be able to explain such seasonal 
effects. 
Posterior uncertainty about the weather states can be summarised by the marginal posterior 
probabilities, Pr(St =jIw, d, r= 5), jE Sb, at each time point. Since the weather states are 
sampled during MCMC, a simple estimate of these probabilities is given by 
N 
Pr(St =jw, d, r) =NL II(St"J = j), )E Sr (4.38) 
i=1 
for t =1, ... , T. These estimates can be computed online (because the sampler relabels online) 
to avoid having to store the posterior draws of s. The Rao-Blackwellised equivalent, 
N 
PrRB(Se =jIw, d, r) =N Pr(Sc =jIw, d, ©'1, r), 
provides a more precise estimate. However, for each ýosterior draw, 9; 'l, computation of the 
full sample smoothed probabilities, Pr(St =jw, d, 6f', r) for t=1, ... ,T requires a recursive 
algorithm; see Fiihwirth-Sehnatter (2006) for full details. Clearly this estimator is more com- 
putationally expensive than the simpler estimator in (4.38). Therefore we choose the simple 
estimator to summarise our posterior uncertainty about the weather state allocation. 
Figures 4.11(b) and 4.11(c) show the estimates of Pr(S1 =jIw, d, r= 5) on every day in the 
first and last winters in the dataset, respectively. Similar patterns were observed in other years. 
It appears that there is, in general, little posterior uncertainty regarding the weather state on 
most days, with the probability of one particular weather state on many days being at or near 1. 
If there is uncertainty in the posterior distribution for the weather state on any particular day, 
it tends to be uncertainty between weather states associated with parameters in ©,,, ob, whose 
posteriors display the greatest overlap. For example between the two wetter weather states, 
states 1 and 2. 
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Figure 4.11: Conditional on r=5, (a) marginal posterior mode (MPM) estimate of s; posterior weather 
state probabilities Pr(St =kIw, d, r= 5) for k=1(), k2( -----), 
k-3 (--- ). k=4 
() and k=5() in the winter (b) 1961/62 and (c) 1990/91. 
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4.7.4 Model checking 
The methods of Bayesian model checking advocated in Chapter 6 of Colman et al. (1995) Involve 
comparing data to hypothetical replicates that could have been observed under the model. The 
role of the posterior predictive distribution in these procedures was introduced in Section 3.3.1 
(see equation (3.2)). The central idea is that if the model fits well then the observed data should 
look plausible under the posterior predictive distribution, or at least this should be true for those 
aspects of the model in which we have interest. To this end, denote a test quantity by T{(w, d)}. 
This is a scalar summary of the data that we want the model to capture adequately. Colman 
et al. suggest assessing the fit of a model by comparing the posterior predictive distributions of 
a number of test quantities to their observed values. 
In this section we will use the posterior predictive distribution for various test quantities to 
assess the model's ability to capture some of the important properties of the rainfall data in 
this small, dense network of sites. In particular, for each site, separately, we will examine the 
proportion of wet days and the quantiles in the distribution of rainfall amounts on wet days. 
The ability of the model to capture the spatial dependence in the occurrence process will be 
assessed by comparing the observed log odds ratios, defined in Chapter 2, to their posterior 
predictive distributions. Similarly the ability of the model to capture spatial dependence in 
the process of rainfall amount (given occurrence) will be assessed by comparing the Spearman's 
rank correlation coefficients to their posterior predictive distributions. Assessment of the ability 
of the model to capture the temporal dependence in the occurrence process will be based on 
comparisons between the observed empirical survivor function of wet and dry spells at each of 
the sites and their posterior predictive distributions. The empirical survivor function of wet 
(dry) spells is simply defined as the proportion of runs of consecutive wet (dry) days that persist 
for at least k days, k=1,2,.... Finally, for each site, the model's ability to capture temporal 
dependence in the process of rainfall amount (given occurrence) will be assessed by comparing 
the observed Spearman's rank correlation coefficients between rainfall amounts at various lags 
(within uninterrupted wet spells) to the corresponding posterior predictive distribution. 
The posterior predictive distributions for these test quantities, T{(w, d)}, are not available 
analytically and so they are simulated by generating replicated data, (wrep, dreP)(rl, for each 
draw from the posterior and computing the test quantities, T{(wrcp, dreP)I'1}, for this replicated 
data. The posterior predictive distributions are then plotted together with the observed values. 
Clearly, lack of fit is indicated by the observed value lying far into the tails of the posterior 
predictive distribution. 
As discussed in Chapter 3, in the present context, Bayesian model averaging refers to the tech- 
nique of making predictions using a weighted average of the posterior predictive distributions, 
conditional on each value of r, the weights being given by the posterior probabilities, lrr(r I w, d). 
In this way, uncertainty in the value of r is accounted for. However, for the Yorkshire data, 
the posterior support for r= rm. =5 relative to r< rmax is so overwhelming that Bayesian 
model averaging is essentially equivalent to basing predictions on the posterior predictive distri- 
bution conditional on r= rmx. The results in this section are therefore based on the posterior 
predictive distribution for a model with r=5 weather states. 
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Figure 4.12: Observed values versus posterior predictive means for (a) precipitation occurrence relative 
frequencies at each Yorkshire site; and (b) relative frequencies of each precipitation occurrence vector for 
the Yorkshire network. () indicate the posterior predictive 95% Bayesian credible regions. 
4.7.4.1 Simple marginal properties 
Figure 4.12(a) comprises a plot of the observed and posterior predictive means for the relative 
frequencies of rainfall occurrence at each of the Yorkshire sites. All of the points lie on the 
unit diagonal which indicates very good agreement between the two sets of quantities. Defining 
a rainfall occurrence vector as a vector of wet/dry indicators at the six sites, Figure 4.12(b) 
displays the observed and posterior predictive means for the relative frequencies of all possible 
rainfall occurrence vectors. The uncertainty in each posterior predictive distribution is indicated 
by plotting 95% equi-tailed Bayesian credible regions. If the unit diagonal intersects the plot- 
ted credible region, this indicates that the observed statistic lies within the central 95%u of its 
posterior predictive distribution. The observed statistics for most rainfall occurrence vectors lie 
within the 95% credible regions, but there is some evidence that the model underestimates the 
most commonly occurring rainfall occurrence vector (rain at all sites) and that which occurs on 
around 5% of days (dry at all sites except Moorland Cottage). This suggests that the model is 
not quite capturing the joint distribution of rainfall occurrence at all sites. This will be explored 
further in Section 4.7.4.2. 
Calibration refers to the statistical consistency between distributional forecasts and the observa- 
tions that materialize. In the context of probabilistic forecasting, it is discussed by, for example, 
Gneiting et al. (2007) who propose tools for checking calibration and sharpness, that is, the 
concentration of the predictive distributions. Figure 4.13 shows calibration curves for the poste- 
rior predictive probability of rain at each site. Calibration curves are more usually encountered 
in the elicitation literature (see, for example, Smith, 1988) as a means of judging a person's 
probability assessments. However we can apply the same ideas here to assess more finely the 
accuracy of the posterior predictive probability of rain at each site. 
For every day, t, at each site, i, we can approximate the posterior predictive probability of rain 
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Figure 4.13: Calibration curves for the posterior predictive probability of rain at (a) Lockwood Reservoir; 
(b) Hull, Pearson Park; (c) Moorland Cottage; (d) the Retreat, York; (e) Great Walden Edge; (f) Kirk 
Bramwith. () is a posterior 95% Bayesian interval for the "true" probability based on the observed 
sample (assumed binomial) and a uniform prior on the "true" probability. 
for a hypothetical replication, say Dt*, of Dt by the Monte Carlo estimate 
Pr('* =1Iw, d, r) 
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where sý1 is the j-th MCMC draw of the weather state on day t, and p[j)k is the j th MCMC 
draw of pr, ik. Consider intervals [0,0.1), [0.1,0.2),..., [0.9,1.01 and denote the j-th interval 
by Ij, j=1,... , 10. 
To construct the calibration curve for site i, the proportion jIj of days 
on which rain was observed when the posterior predictive probability lies in the interval Ij is 
plotted against the midpoint of Ij, j=1, ... , 10. 
Some intervals might be associated with 
very few observations, so we add 95% error bars to the observed proportions pIj in order to 
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Figure 4.14: Quantile-quantile plots for the observed versus posterior predictive mean rainfall amounts (in 
mm) at (a) Lockwood Reservoir; (b) Hull, Pearson Park; (c) Moorland Cottage; (d) the Retreat, York; 
(e) Great Walden Edge; (f) Kirk Bramwith. (------) indicate the posterior predictive 95% Bayesian 
credible regions. For reference, (") and (. ) indicate roughly the 95-th and 99-th percentiles. 
convey this information. These are calculated by regarding the observed number of wet days 
which gave rise to Plj as a binomial observation, and by assigning a uniform prior to the "true" 
probability. The 2.5% and 97.5% points in the resulting (beta) posterior distribution for the 
"true" probability then provide the end points of the error bar for the j--th observed proportion. 
Clearly if the posterior predictive distribution can accurately "forecast" the probability of rain, 
the observed proportions will lie roughly on the unit diagonal. Referring to Figure 4.13, for all 
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sites, most points lie close to this line with some deviations occurring, most noticeably at sites 
1,4 and 6, when the posterior predictive probability of rain is between 0.4 and 0.6. At these 
sites the observed proportions remain fairly constant over a few of the more central intervals, 
indicating that the posterior predictive distribution is less informative about probabilities over 
this range. 
Figure 4.14 contains plots of the sample quantiles of the distribution of non zero rainfall amounts 
and the means of the corresponding posterior predictive distributions. The red dotted lines 
indicate 95% posterior predictive credible regions. All the observed quantiles lie well within the 
central 95% of the posterior predictive distributions, and slight departure from the unit diagonal 
only starts to appear for some sites at around the 99-th percentile (indicated by a blue dot). 
This gives no particular reason to doubt the ability of the (mixture of) gamma distributions to 
capture the marginal distribution of rainfall amount on wet days at any of the sites. 
4.7.4.2 Spatial structure 
The means and 95% posterior predictive credible regions for the log odds ratios between rainfall 
occurrences at all pairs of sites, together with the observed statistics, are displayed in Fig- 
ure 4.15(a). Figure 4.15(b) shows the corresponding plot for the Spearman's rank correlation 
coefficients between non-zero rainfall amounts all pairs of sites. From Figure 4.15(a) it appears 
that the model is capable of capturing the spatial dependence when that dependence is not 
particularly strong. However, the observed statistics in the upper right hand corner of the plot, 
corresponding to the highest log odds ratios, lie well above the 97.5% point in the posterior 
predictive distribution which suggests the model cannot reproduce strong positive spatial asso- 
ciation in the occurrence process. We can draw similar conclusions for the amounts process from 
Figure 4.15(b). This suggests that when we restrict the maximum number of states to r .. ax ----: 
5, 
unmodelled within-state spatial dependence remains. In Chapter 5 we will investigate a model 





















Figure 4.15: Observed values versus posterior predictive means for (a) log odds ratios between rainfall 
occurrences; and (b) Spearman's rank correlation coefficients between non--zero rainfall amounts at each 
pair of sites in the Yorkshire network. () indicate the posterior predictive 95% Bayesian credible 
regions. 
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4.7.4.3 Temporal structure 
Figure 4.16 shows the empirical survivor function for wet spells at each site together with 
the mean and the upper and lower 2.5% points from the corresponding posterior predictive 
distribution, all plotted on the log scale. For sites 2,4 and 5, the observed distribution of wet 
spell duration lies largely within the 95% posterior predictive credible region, and agreement 
with the posterior predictive mean is particularly good at sites 2 and 4. However, for sites 
1 and 3, the observed distribution lies well above the 97.5%-point in the posterior predictive 
distribution even for some of the shorter wet spell durations. The difference is most evident at 
site 3 where there appears to be very strong positive association in the observed distribution. 
Indeed, in Chapter 2, we observed that when the occurrence data at each site are modelled by 
a q-th order Markov chain, the marginal likelihood for the site 3 data is maximised by a chain 
of order q=3, compared with q=1 or q=2 for the other sites. 
One possible explanation as to why the posterior predictive distribution is able to reproduce the 
temporal dependence in the occurrence process at some sites and not others is as follows. In 
Section 4.7.3.2 we observed that the posterior distribution for As has considerable support for 
transitions between the two "wettest" weather states, states 1 and 2. Referring to Figure 4.10(a), 
at sites 2,4 and 5 the posterior distributions for P5, i1 and p5, i2, i=2,4,5, are concentrated about 
means very close to 1 so that wet spells are likely to persist as long as the weather state remains in 
states 1 or 2, or switches from one to the other. However at site 3, for example, the weather state 
associated with the largest rainfall probability parameters (state 5) is such that the posterior 
mean for p5,35 is only equal to 0.787. Therefore regardless of the persistence of the "wetter" 
weather states in this model, there is always a reasonably large probability of a dry day so that 
wet spells are easily interrupted. Similarly at sites 1 and 6 there is only one, rather than two, 
states where the posterior for the probability of rain parameter is concentrated close to one. 
The corresponding plots for dry spells are displayed in Figure 4.17. Although, on average, the 
dry spell durations seem to be shorter than the wet spell durations, the plots show comparable 
patterns and therefore similar conclusions can be drawn. The tendency for predictions to un- 
derestimate the persistence in dry spells at sites 1 and 3 can be linked to absence of a weather 
state whose associated rainfall probability parameters have much posterior density near zero. 
The prediction of wet and dry spells which are, on average, shorter than those in the observed 
data at some sites suggests that the persistence of the weather state is not enough to capture the 
strong temporal dependence in the rainfall occurrence process. In Chapter 5 we will consider a 
model which allows the conditional distribution of rainfall occurrence, given the weather state, 
to depend additionally on whether or not it rained on the previous day. 
For each site, Figure 4.18 shows observed Spearman's rank correlation coefficients between rain- 
fall amounts at various lags (within uninterrupted wet spells) and the means and equi-tailed 95% 
credible regions from the corresponding posterior predictive distributions. The lengths of the 
95% credible regions increase as the lag increases because relatively few long runs of consecutive 
wet days are observed, so there is less information in the data about the correlations at larger 
lags. At sites 2,4 and 6 the observed correlations lie within the 95% posterior predictive credible 
regions for most lags. However, at sites 1,3 and 5 the observed statistics at the earlier lags, 
especially lag 1, lie well above the 97.5-th percentile in the posterior predictive distribution. In 
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Figure 4.16: Observed ( ), posterior predictive mean () and posterior predictive 95% 
Bayesian credible regions (------) for the survival distributions of wet spells at (a) Lockwood Reser- 
voir; (b) Hull, Pearson Park; (c) Moorland Cottage; (d) the Retreat, York; (e) Great, Walden Edge; (f) 
Kirk Bramwith. 
fact, the observed lag 1 correlations are highest at sites 3 and 5, both being in excess of 0.26, 
whilst the means of the corresponding posterior predictive distributions are amongst the lowest, 
being equal to 0.028 and 0.099 respectively. Figure 4.10(c) suggests that at sites 2,4 and 6, 
small values for the coefficient of variation parameters in the "wetter" states (states 1 and 2) 
are likely a posteriori. Therefore as long as these wetter states persist, there is little variability 
in the gamma distribution modelling rainfall amounts on wet days. This may explain why the 
model is able to capture the autocorrelation between rainfall amounts within wet spells at these 
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Figure 4.17: Observed ( ), posterior predictive mean () and posterior predictive 95% 
Bayesian credible regions (------) for the empirical survival distributions of dry spells at (a) Lock- 
wood Reservoir; (b) Hull, Pearson Park; (c) Moorland Cottage; (d) the Retreat, York; (e) Great Walden 
Edge; (f) Kirk Bramwith. 
sites. However the same is not true at sites 1,3 and 5 which may account for the inability of the 
posterior predictive distribution to reproduce the temporal persistence at these sites. Relaxing 
the assumption of temporal independence in the process of rainfall amount, given occurrence 
and the weather state, will be addressed in Chapter 6. 
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Figure 4.18: Observed (s), posterior predictive mean (- ) and posterior predictive 95% Bayesian credible 
region () for the Spearman's rank correlation coefficient between wet days (within runs of consecu- 
tive wet days) at various lags at (a) Lockwood Reservoir; (b) Hull, Pearson Park; (c) Moorland Cottage; 
(d) the Retreat, York; (e) Great Walden Edge; (f) Kirk Bramwith. 
4.8 Summary 
In this chapter we have described a reasonably simple hidden Markov model for multi site 
precipitation and have illustrated some of the Bayesian inferential procedures, discussed in 
Chapter 3, by applying the model to the Yorkshire dataset. The chapter had two main focuses: 
finding a satisfactory method for estimating the posterior distribution for the number of weather 
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states, r; and developing a fully Bayesian approach to inference In hidden Markov models for 
precipitation, as an alternative to the frequentist versions presented elsewhere In the literature. 
With regards to the former focus, most methods from the literature for approximating the 
marginal likelihood require that the complete data posterior ir(O I s, w, d), or at least all of 
the full conditional distributions, have known normalising constants. However, neither of these 
conditions is met for the hidden Markov model presented in this chapter. Therefore, amongst 
the more sophisticated methods from the literature, the recently developed power posterior 
approach (Friel & Pettitt, 2008) is one of the few available that wo can apply. In Section 4.6, we 
conducted a simulation experiment and showed that for models with both univariate (n = 1) and 
multivariate (n > 1) within-state distributions, the estimator calculated using power posteriors 
had negligible bias and small variance, when based on reasonably small MCMC samples. «'e 
demonstrated how the approach can easily be implemented for hidden Markov models and used 
it to estimate the log marginal likelihood in an application to the Yorkshire dataset. 
In problems involving model choice or averaging, one of the most appealing features of a fully 
Bayesian implementation is that post data uncertainty can be completely summarised by the 
joint posterior distribution of the model parameters and the model indicator, in this case the 
number of hidden states. This offers a single coherent framework for Inference, unlike the fre- 
quentist equivalent which treats the model parameters and model indicators separately. By 
taking a Bayesian approach to inference, therefore, we were able to compare the models directly 
in terms of their posterior probabilities. We believe this to offer an improvement over frequcntist 
implementations of hidden Markov models for precipitation, in which models have been com- 
pared using so-called objective information criterion like the BIC (Hughes et al., 1999), the AIC 
(Ailliot et al., 2009) or the method of cross validated likelihood (Robertson et al., 200.1). Funda- 
mental in the Bayesian paradigm is the specification of a prior distribution. We demonstrated 
how we can incorporate prior information about meaningful quantities such as the probability 
of rain and the mean rainfall amount on wet days, and suggested more sophisticated prior struc- 
tures which allow borrowing of strength between parameters that are correlated In our prior 
beliefs. 
The fit of the model to the Yorkshire data was assessed by comparing the posterior predictive 
distributions for various test quantities to their observed values. Although the model was able 
to capture simple marginal characteristics of the data, such as the proportion of wet days at 
each site and the quantiles in the distribution of non-zero rainfall amounts, the model could 
not provide an explanation of some of the (higher order) spatio-temporal properties. The 
posterior predictive distribution underestimated the strongest spatial autocorrelations markedly 
in both the rainfall occurrence and amounts processes. At some of the sites, where there was 
strong temporal dependence between rainfall occurrences and between rainfall amounts, the 
posterior predictive distribution underestimated the durations of wet and dry spells and the lag 
one autocorrelation between rainfall amounts within wet spells. The model presented here can 
also be criticised on the grounds that it cannot be used to model non--stationary shifts in the 
rainfall process, which arise duo to changes In atmospheric conditions, so could not be used for 
statistical downscaling; see Chapter 1 for more details. However, each of these shortcomings 
presents its own remedy. The model studied in this chapter has a relatively simple spatio- 
temporal dependence structure, namely conditional Independence between sites and In time 
given the weather state. Modifications to the parameterisation of the precipitation process 
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which allow the conditional probability of rain at site i to depend on the rainfall status at site 
j, given the weather state, might provide a more realistic spatial model. Similarly, relaxing 
assumption A2 to allow the conditional probability of rain at any particular site (given the 
weather state) to depend additionally on whether or not it rained the previous day may account 
for the unmodelled temporal autocorrelation that remains at certain sites. These modifications 
both relate to the occurrence process, but similar suggestions apply to the distribution of rainfall 
amounts, given occurrence and the weather state. Finally, relaxing assumption Al to allow 
atmospheric explanatory variables to influence the transition probabilities in the weather state 
process would allow the model to respond to changes in the underlying atmospheric conditions 




A non-homogeneous hidden Markov 
model for rainfall data 
5.1 Introduction 
In the hidden Markov model introduced in Chapter 4, the weather state was the only device for 
capturing spatio-temporal dependence. When applying the model to the Yorkshire dataset, it 
was found to be unable to predict, a posteriori, spatial and temporal dependencies as high as 
those actually observed amongst rainfall amounts and, in particular, rainfall occurrences. Ad- 
ditionally, in Chapter 1 it was noted that there is currently particular interest in models which 
can be used in statistical downscaling. To fulfil this function, models need to be able to describe 
relationships between atmospheric variables and precipitation. In this chapter we generalise the 
model developed in Chapter 4 by relaxing the "standard" assumptions that; (Al) the hidden 
states evolve as a homogeneous first order Markov chain and (A2) the observable random quan- 
tities are conditionally independent in time, given the hidden states. In allowing a more complex 
spatio-temporal dependence structure, focus is placed on rainfall occurrences, describing their 
conditional distribution, given the weather state, as a Markov chain of autologistic models. De- 
pendence on atmospheric information is also introduced in the weather state process by allowing 
time dependent atmospheric variables to influence the probabilities of transition between the 
weather states, thus making the model non-homogeneous. 
The remainder of this chapter is organised as follows. Section 5.2 provides an introduction to the 
autologistic model which will be incorporated in the within-state model for rainfall. Section 5.3 
describes the new set of conditional independence assumptions on which the non-homogeneous 
hidden Markov model (NHMM) is based, and specifies the parameterisations chosen for the 
weather state and precipitation processes. Section 5.4 gives details of the prior distribution, 
several of whose components are specified in order to encourage borrowing of strength between 
related parameters. This can be regarded as a compromise between a priori independence and 
a naive approach of fixing various parameters to be equal. This section also provides guidelines 
for thinking about prior elicitation in the highly parameterised NHMM. The complete data 
likelihood is derived in Section 5.5, and the full conditional distributions of all model parameters 
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and the weather states are given in Section 5.6. This section also outlines the MCMC scheme for 
generating posterior samples for a model with a fixed number of states, r. Finally, in Section 5.7, 
we apply the model and inferential procedures in an analysis of the Yorkshire dataset. This 
includes details on estimating the posterior distribution for r via power posteriors, and a detailed 
exploration of some of the problems in implementing the MCMC scheme. These largely arise 
due to parameters being only weakly identifiable in the likelihood. We also use the posterior 
predictive distribution to compare the fit of the NHMM to that obtained using the simple hidden 
Markov model from Chapter 4. 
5.2 The autologistic model 
In Section 5.3.3 we model rainfall occurrences as a Markov chain of autologistic models, con- 
ditional on the weather state. This section introduces the autologistic model as a means of 
modelling correlated binary data and describes some of the methods from the literature for 
handling its analytically intractable normalising constant. 
5.2.1 Background 
The autologistic model of Besag (1972,1974) is a popular model for multivariate binary data 
when a spatial component is incorporated. As a special case it includes the Ising model, originally 
developed by physicists to model electron spin at each site in a magnetic field. Elsewhere the 
autologistic model has been used in several ecological applications, for example, to describe 
spatial patterns of disease presence/absence in agricultural fields (Gumpertz et al., 1997). 
Consider a random vector D= (DI,..., D")T where D{ is a binary variable corresponding to 
the i-th spatial location. These spatial locations, called sites hereafter, might be single points 
that are indexed by sets of coordinates, or areal units into which a geographical region has 
been divided. The autologistic model belongs to a more general class of auto-models which are 
formulated in terms of conditional, rather than joint distributions. These models are based on 
the definitions of sets of neighbours for each site, in which a site, say i, is defined as a neighbour 
of site j0i if and only if the functional form of its full conditional distribution depends 
on site j. Often the autologistic model is defined on a regular lattice, in which case various 
neighbourhood structures might be assumed, for example, the first order scheme in which the 
full conditional distribution for site i depends on its four nearest neighbours. When the sites are 
irregularly distributed, criteria based on the distances between them are often used to decide 
the sets of neighbours. Once the sets of neighbours have been defined, assuming pairwise only 
dependence between sites (that is, ignoring interactions involving more than two sites), the 
Hammersley-Clifford Theorem (Cressie, 1993) is used to generate the conditional distributions 
which give rise to a valid joint distribution. In the autologistic model, each full conditional 
distribution is of logistic form and expresses the log odds of "success" at a particular site as 
a linear combination of the "successes" or "failures" at sites in the set of neighbours. Letting 
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D'4 = (Dl,..., D''1, Di+1,... , D"), the full conditional and joint distributions are given 
by 
+ ýjý{ ýýjdidj/ 
Pr(D{ = d` I D'{ = d'{, {cri}, {p; j}) = 
exP 
(aid' 





Pr(D =dI jai}, fpij}) = 








respectively, where XOi f= ßj, and Q, j =0 unless Sites i and j are neighbours. The normalising 
constant in the denominator of the joint mass function is a sum over all 2" possible binary 
vectors. 
Besag's original autologistic model has been extended to incorporate both covariates (see, for 
example, Wu & Huffer, 1997; Gumpertz et at., 1997) and a time component. Some authors, for 
example Zhu et at. (2005) or Zheng & Zhu (2008), have treated time in terms of an extra spatial 
dimension, redefining the set of neighbours of each site to include response variables at past and 
future time points. Other authors, for example Zhu et at. (2008), model the multivariate binary 
response variables, {Dt = (Dt , ... ,Df 
)T :t=0, ... , T}, as a q-th order Markov chain 
in which 
Dt is modelled using an autologistic regression model, conditionally on (Dt_q,..., Di-1). This 
model belongs to a more general class called MCMF (Markov chain of Markov field) models 
that were developed by Guyon & Hardouin (2002). 
Both the ease with which explanatory variables can be incorporated, and the intuitive appeal 
of a model in which the probability of success at a particular site depends transparently on 
the successes/failures at neighbouring sites, have contributed to the popularity of autologistic 
(regression) models. However, as a serious drawback, there is no closed form expression for 
the normalising constant, except in special cases. When the number of sites, n, is large this 
presents a substantial computational challenge. Other drawbacks with autologistic models are 
the possibility of multicollinearity, when the dependence between different pairs of sites are 
highly correlated (Gumpertz et al., 1997), and the irregular behaviour of the likelihood when 
the spatial dependence parameters are large (Moller et al., 2006). These problems can lead to 
inferential difficulties. 
5.2.2 Handling the normalising constant 
Reeves & Pettitt (2004) derive an efficient algebraic recursion for computing the normalising 
constant of the autologistic model on the lattice. The saving in computational time is realised by 
taking advantage of conditional independence assumptions made in defining the neighbourhood 
structure. The recursion can handle lattices with up to 20 rows but is not helpful when, for 
example, conditional independence is not assumed between any pairs of sites. 
A common means of addressing the problem of an intractable normalising constant is to ap- 
proximate its value, for instance, using path sampling (Gelman & Meng, 1998) or the method of 
Monte Carlo maximum likelihood (Geyer & Thompson, 1992). This is the approach adopted by 
Hughes et al. (1999) who use the autologistic model in an NHMM for rainfall occurrence. In a 
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Bayesian setting, a recent variation of this approach was provided by Zheng & Zhu (2008) who, 
at every iteration of their MCMC algorithm, approximated the ratio of normalising constants 




1/c(O) - c(00)/c(O) 
where C(") is the normalising constant, 0 denotes the parameters of the autologistic model 
and , is a fixed parameter which should be close to the posterior mode for 0. As with the 
technique of Monte Carlo maximum likelihood, the term C(9)/C(i') can then be expressed 
as an expectation of the ratio of unnormalised likelihoods, and this can be approximated via 
importance sampling. The problem with embedding such approximations within an MCMC 
scheme is that the acceptance ratio in steps involving parameters of the autologistic model is 
only approximately equal to the correct acceptance ratio. This has the obvious consequence that 
the equilibrium distribution of the algorithm can only estimate the true posterior distribution. 
To avoid approximating the normalising constant, Moller et al. (2006) suggest an NICNIC method 
based on the introduction of an auxiliary variable. This allows the proposal distribution to be 
constructed in such a way that the normalising constant in the likelihood cancels from the 
Metropolis Hastings acceptance ratio. For the algorithm to have good mixing and convergence 
properties, the density of the auxiliary variable should approximate the likelihood. To this end, 
the authors suggest taking the auxiliary density to be equal to the likelihood evaluated at a 
fixed estimate of the parameters of the autologistic model, for example, the pseudo-maximum 
likelihood estimate (Besag, 1975). This is the parameter value maximising the product of the 
full conditional distributions. 
5.3 Description of the NHMM 
In this section we introduce the pair of conditional independence assumptions on which the 
NHMM studied in this chapter is based. We then describe the parameterisations chosen for the 
weather state process and the precipitation process. 
We denote by Xt the atmospheric data at time t, t=1, ... , T, for example, 
Xt might include 
some measure of the sea level pressure over the region in which the sites arc located. Like the 
weather state, St, the atmospheric data on day t is common to all sites in the network. 
5.3.1 Assumptions of the NHMM 
Following Hughes & Guttorp (1994a), we relax the "standard" assumption Al from Chapter 4 to 
allow the first order hidden Markov chain to be non-homogeneous, with transition probabilities 
dependent upon time varying atmospheric covariates. For the dataset analysed in Chapter 4, 
model checks based on the posterior predictive distribution indicated that the temporal depen- 
dence induced by the Markovian evolution of the weather state was insufficient to capture the 
observed persistence in rainfall occurrences at certain sites. Therefore we also relax assumption 
A2 from Chapter 4 to allow the conditional distribution of rainfall occurrence on day t, Dt, 
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given all the weather states and the whole history of rainfall occurrences up to and including 
time t-1 to depend on Dt_1 as well as S. Based on these revised assumptions, the model 
might more correctly be termed a non-homogeneous Markov switching model (see Section 3.2 
for a definition). To our knowledge, the literature does not contain any studies where this type 
of model has been applied to rainfall data. 
Denote the parameters of the NHMM by 0= (O d, 0) where ©Md parameterises the hidden 
process and 8. b. parameterises the observed process. The temporal structure in the NHMM 
considered in this chapter is described by the following assumptions: 
A3. Pr(St I So: t-i, X i: T, 6) = Pr(St I St-i, Xt, Ohjd) 
for t =1, ... ,T with Pr(So I X1: T, 9) = Pr(So =kI ©htd) = vk. 
A4. p(wt, dtI wi: t-1, do: t-i, SO: T, X i: T, e) = p(wt, dtI dt-1, St = k, ©obs) 
for t =1, ... ,T with Pr(Do I SO: T, X 1: T, 9) = Pr(Do I So, O. b, ). 
Assumption A3 asserts that, given the weather state at the previous time point and the cur- 
rent atmospheric information, the current weather state is conditionally independent of any 
earlier weather states and of any past or future values of the atmospheric data. The term 
"non-homogeneous" therefore refers to the way in which the explanatory variables, Xt, adjust 
the transition probabilities in light of the current atmospheric information. The weather states 
typically represent particular precipitation patterns which, in turn, are likely to be associated 
with particular atmospheric patterns. In some sense, therefore, incorporating atmospheric infor- 
mation allows the weather state to provide a classification of both atmospheric and precipitation 
patterns. 
Our second assumption, A4, stipulates that the joint distribution of rainfall occurrence and 
amount on day t, given the whole hidden process, all atmospheric variables and the history 
of the observed process up to and including time t-1, depends on Di-1 as well as St. This 
allows a refinement in the temporal dependence structure so that on any day, conditional on 
the weather state, rainfall occurrence on the previous day still affects the joint distribution of 
rainfall occurrence and amount. In this chapter we do not consider an explicit autoregression 
on lagged rainfall amounts and defer discussion of this more complex structure until Chapter 6. 
Note that we have introduced an extra weather state, So, so that we can incorporate the atmo- 
spheric information on day t=1 in a consistent fashion to that for days t=2,. .., T. 
In the 
observed process, we also go back an extra time step and introduce a latent occurrence vector, 
Do, to reduce the effect of the marginal specification at the beginning of the time series. The 
ensuing buffering effect could be enhanced by going back further in time, but we choose to avoid 
this added complication. This is because the dataset studied in Section 5.7 divides naturally 
into multiple sub-series which we model as independent realisations of the same NHMM, given 
the atmospheric data. Therefore, we would need to introduce the extra latent variables at the 
beginning of each sub-series, which would add greatly to the dimension of the parameter space 
and could impair the performance of the MCMC sampler. 
Assumptions A3 and A4 generalise Al and A2 from Chapter 4, respectively, but we need not 
consider both generalisations simultaneously. We could adopt assumptions Al and A4 and 
consider a (homogeneous) Markov switching model. Similarly, we could adopt assumptions A3 
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Figure 5.1: A DAG showing the dependence structure in the NIMINI described by assumptions A3 and 
A4, with RT = (WT , DT). Note that Rt only depends on 111-1 through 
Dt_1. 
and A2 and consider a simple non-homogeneous hidden Markov model, for example, a non- 
homogeneous version of the hidden Markov model studied in Chapter 4. Further comments on 
this model will be provided in Section 5.3.3.1. 
Writing RT =(, Df ), the temporal dependence structure of the class of models characterised 
by assumptions A3 and A4 can be represented by the DAG in Figure 5.1. A particular model 
within this class is defined through the parameterisations chosen for the weather state process 
Pr(St I St_1, Xt, Ohid), and the precipitation process p(wt, dt I dt-i, St, ©ot, ). 
5.3.2 Parameterisation for the weather state process 
This section begins with a brief review of the parameterisations chosen for the weather state 
process in other NHMMs for rainfall from the literature. The atmospheric data available to 
us take the form of categorical time varying covariates, so the remainder of the section then 
discusses possible models for incorporating explanatory variables of this type. 
MacDonald & Zucchini (1997) consider two state NHMMs for daily rainfall occurrence at a 
single site and model seasonality by expressing the logit transformation of each self-transition 
probability in terms of its truncated Fourier representation. Extending this model when there 
are more than two states would therefore be non-trivial. In the literature, other NHMMs for 
precipitation allow the hidden chain to be non-homogeneous by conditioning on time varying 
atmospheric covariates, as expressed by assumption A3. It is important to appreciate that 
such NHMMs are specified conditionally on the atmospheric data, which therefore serve only 
as exogenous or explanatory variables. In other words, a joint conditional distribution for 
{(Dt, Wt, St)} given {Xt} is specified, rather than a joint distribution for {(D j, Wt, St, Xt)} 
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and it is this which makes the model non-stationary. A stationary model could be obtained 
by adopting a (stationary) distribution for {Xi}. Hughes & Cuttorp (1994a), Hughes et al. 
(1999), Charles et al. (1999) and Bellone et al. (2000) all use continuous atmospheric data in 
NHMMs for rainfall, typically comprising linear combinations of high dimensional atmospheric 
fields which span the region of interest. For example, Hughes & Guttorp (1994a) use the first 
five principal components of the sea level pressure measurements from the multiple node grid 
covering the study area. In each of these studies, the weather state process was parameterised 
so that it could be regarded as the product of a baseline transition matrix and a Gaussian kernel 
of covariates 
Pr(St =kI St-1 = . 
7, X6 Ohid) a )jk eXp {_(x1 - iljk)T V-1(Xt -1Ljk) 
}, (5.2) 
with the (arbitrary) variance matrix V set equal to the raw variance matrix of Xi, and the con- 
straints >k=1, \jk =1 and Ek=1 µ3k =0 imposed to ensure identifiability. Similarly, Robertson 
et al. (2004) incorporated continuous atmospheric data in an NHMMM for rainfall occurrence 
using a multinomial logistic regression model, shown to be equivalent to (5.2) under certain 
conditions. 
The available atmospheric data for the Yorkshire network are Lamb weather types. These were 
introduced in Chapter 2 and their relationship with daily precipitation was explored. This type 
of atmospheric data is similar to that used by other authors in that it comprises summaries of 
atmospheric information, but it differs in that the Lamb weather types arc categorical, rather 
than continuous. As such, incorporating the Lamb weather type data presents a new challenge. 
We denote the Lamb weather type on day t by Xt, where Xt EQ={1, ... , 27}. 
Details of the 
labelling were presented in Table 2.2. The most natural way of incorporating these data might 
appear to be a multinormal logistic model (sec, for example, Gelman et al., 1995; Congdon, 
2005) such as 





njxk = ak + Qjk + ryxk +a jxk" 
For transitions into weather state k, ak is an overall mean, ßßk is the effect of the preceding 
day's weather state (for weather state j), 'y=k is the effect of the current day's Lamb weather 
type (for type x) and öjxk is an interaction effect. To ensure that the parameters arc identifiable 
in the likelihood, constraints would be required, for example, fixing al and each Qjl, Qlk, 'Yrl, 
Y1k, bfxl, blxk and bilk to be zero. However, since there is no obvious "baseline" weather state, 
it might be preferable to impose a more symmetric set of constraints such as Fk'1 cxk =0 and 
r 27 r 27 r 1: 




= ajxk =F Jjxk =E ajzk 
j=1 k=1 x=1 k=1 j-l x'1 ka1 
for each j, x, k or pair thereof. We could assign a multivariate normal prior to all effects except, 
say, err and each ßrk, Qjr, 'Y27, k, 'Irr, arrk, af, 27, k and dj, which are defined, by subtraction, to 
satisfy the constraints above. Within this prior it might be sensible to give the interaction effects, 
JjA, zero means and small variances to penalise more complicated models. It would also be 
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reasonably straightforward to build a prior dependence structure which encouraged borrowing of 
strength between Lamb weather types. For example, we might specify high a priori correlations 
between the parameters rylk, '12k, ."" , '127, k for each kES 
Although the parameterisation (5.3) is appealing for its potential to build a sophisticated prior 
dependence structure, the entanglement of the very large number of parameters in the likelihood, 
and the absence of a conjugate prior for any of them, make it unattractive in terms of performing 
inference via MCMC. A parameterisation which might lend itself more naturally to this kind of 
analysis would be 
Pr(St =kI St-r = it Awe = x, Ohid) = Ajk (5.4) 
for t=1,. .., T, where we ensure identifiability by imposing the constraints E'k Ajk =1 
for each pair (j, x) E Sr x Q. In other words, for every combination of the previous day's 
weather state and the current day's Lamb weather type, a different stochastic vector Al = 
E Vr governs the probabilities of transition to the current day's weather state. 
Using this parameterisation, a conjugate prior in the form of the Dirichlet distribution is now 
available for each stochastic vector Af . For notational convenience we denote the collection of 
stochastic vectors by 
27 27 27r AE Sor. = (A1,..., A1 ,..., A',..., Ar) . 
By adopting a hierarchical Dirichlet prior for A, we can benefit from (semi) -conjugacy whilst 
encouraging borrowing of strength between the elements of A. This will facilitate (indirect) 
learning about some of the more rare (j, x) combinations. Further details will be given in 
Section 5.4. 
In the context of homogeneous hidden Markov models, various possibilities for specifying the 
initial distribution, in this case the distribution of So, were discussed in Chapter 3. One of these 
was the stationary distribution of the Markov chain. For the NHMM, however, the absence 
of a model for the atmospheric data, {Xt}, makes the Markov chain non-stationary, and so 
it cannot be initialised at its stationary distribution. Denote Pr(So =kI ©hid) = vk with 
v= (vi, ... , v,. 
) E . So,.. As with the real data applications in Chapter 4, we choose to make So 
random, with a distribution, v, that does not depend on any of the transition probabilities in 
A. 
5.3.3 Parameterisation for the precipitation process 
In this section, we begin by outlining a simple non-homogeneous extension to the hidden Markov 
model from Chapter 4. We then describe the more complex within-state model for precipitation 
that will be studied in the remainder of this chapter. 
5.3.3.1 A simple within-state model 
In building an NHMM for rainfall, a more natural development of the hidden Markov model de- 
scribed in Chapter 4 might have been to alter only the assumptions of the hidden process. This 
would lead to a model in which assumption A3 from Section 5.3.1 characterised the temporal 
dependence structure of the hidden process, whilst assumption A2 from Chapter 4 characterised 
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that of the observed process. The weather state process could be parameterised according to 
equation (5.4), whilst the precipitation process could be modelled according to Section 4.2.2, 
leading to a non-homogeneous model which assumes conditional spatial and temporal indepen- 
dence in the joint distribution of rainfall occurrence and amount, given the weather state. We 
fitted this model to the Yorkshire dataset, but its predictive capabilities did not noticeably differ 
from those of the model from Chapter 4. Therefore what follows is only a brief summary of the 
results of this analysis. 
In the simple NHMM described above, the priors chosen for the hidden process parameters were 
the same as those which will be outlined later in this chapter (see Section 5.4), whilst the priors 
for the observed process parameters and the number of states, r, were the same as those chosen 
in Chapter 4 (see Section 4.3). Within these priors, we elicited the same values for the fixed 
hyperparameters as those chosen in Sections 5.7.1 and 4.7.1.2 for the hidden and observed process 
parameters, respectively. For the Yorkshire dataset, we computed the log marginal likelihood for 
the NHMMs with r=1, ... ,5 states. Comparison with the corresponding values for the hidden Markov model revealed that the NHMM had a moderately larger log marginal likelihood for each 
r=1, ... , 5. This suggested that under the chosen prior specifications, the simple NHM'IM offers 
a more likely explanation of the data than the corresponding homogeneous hidden Markov model. 
In spite of these differences, the plots used in model checking for the homogeneous hidden Markov 
model (see Section 4.7.4) and this NHMM (not shown) were virtually indistinguishable. In 
particular, the NHMM was still unable to reproduce the temporal and spatial dependence when 
that dependence was high. In the remainder of this section, we describe the parameterisation 
of the precipitation process that will be studied further in this chapter. 
5.3.3.2 Allowing spatio-temporal dependence in the within-state model 
From assumption A4, the joint density of the variables in the NHM'IM is factorised in such a way 
that the conditional distribution of (Wt, Dt) depends on D1_1 as well as St. We factorise the 
joint mixed density and mass function of (Wt, D1), given (Dt_1, St), as 
P(wt, di 1 dt-i, Si = k, eob. ) 
= Pr(Dt = di 1 Dt-i = dt-i, St = k, Oob, k)P(wg 1 Di = di, St = k, ©ot«, k), (5.5) 
then the overall model can be represented graphically by the DAG in Figure 5.2. In this chapter 
we focus on adding spatio-temporal structure to the occurrence process and assume that Wt 
is conditionally independent of Di-1, given Dt and the weather state, St. Further, we assume 
conditional spatial independence of rainfall amounts, given occurrences and the weather state, 
so that 
n 
P(Wt I Dt = dtv St = k, 6ot., k) _ fl P(wi I Di = di, St = k, ©obe, k), (5.6) 
i=1 
where 
Pr(IUt =01 Dt=0)=1, (IV Di=1, St=k, 6obs, k)^'Ga (5.7) 
(4-s 
vik vikm1k 
for sites i=1,... , n, which is identical to the rainfall amounts model adopted in 
Chapter 4. 
Dependence on Dt_1 could be incorporated by adopting a different set of parameters in each 
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Figure 5.2: A DAG showing the (temporal) dependence structure in the class of Nl1Mhis described by 
assumptions A3 and A4 and the factorisation of the joint mixed density and mass function p(wi, dt 
dt_1, St, 90b, ) given in equation (5.5). 
gamma distribution, depending on whether or not it rained the previous day. However, other 
authors have not found such extensions to be useful; see, for example, Stern & Coe (1984) or 
Woolhiser & Roldän (1982). Adding further spatio-temporal structure to the amounts process, 
such as autoregressions on the values at neighbouring sites, or on lagged values at the site in 
question, is difficult because of the presence of zeros. We provide further comments in Section 5.8 
when considering extensions to the model, but postpone the introduction of more sophisticated 
models for non-zero rainfall amounts until Chapter 6. 
In the initial rainfall occurrence distribution, Pr(Do = do I So = k, ©obe, k), We assume that 
Do', -, Do are independent of So and of each other with 
Dä - Bern(pö), independently for i=1, ... ,n 
where pö E [0,1] is fixed. A more sophisticated approach would have been to allow po, ... , pö to 
be variable and to give them a prior which encouraged borrowing of strength between sites; see 
Section 4.3 for an example of this kind of prior. 
To incorporate spatio-temporal structure in the within-state model for rainfall occurrences, we 
adopt a Markov chain of autologistic models, as introduced in Section 5.2. Our model for rainfall 
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occurrence is given by 




1 ýiký 'ý' 
E{: 
2 
ýjsi Qijk di ý' ýi"i ýiik _1) 
ýa eJm 
(ýi= 
aikdý ý' Eia2 Ejml Qijkdidi ý' ýiml Yikdidt-1) 
nn i-1 n 
a exp Eaikd''i-ZEßijkddý +E1'ik _1 , 
(5.9) 
i=1 i=2ja1 ia1 
for t=1, ... , T. The sum in (5.8) is over all 2" possible rainfall occurrence vectors, and (3i jk =0 
unless sites i and j are neighbours. The "normalising constant" at time t depends on St and 
Dt_1 and henceforth will be denoted by 
nn i-1 n 




aieed{ +EE ßej, idtdj +ý 7t, ß d'de_1 
d i=1 i=2j=1 ia1 
where, for notational convenience, we use I(dt_i) dß_12"-{ E {0,1, ... 92n -1} to 
denote 
the numerical labelling of dt_1. 
The parameters cx; k and Qijk can be interpreted as spatial trend and spatial dependence pa- 
rameters, respectively, whilst the ry; k can be viewed as temporal dependence parameters. In the 
special case when ryik =0 for all i, k we recover Besag's standard autologistic model, as used by 
Hughes & Guttorp (1994b) and Hughes et al. (1999) in their NHMhis for rainfall occurrence. 
When ßijk =0 for all i, j, k we obtain a model which assumes conditional spatial, but not 
temporal, independence amongst rainfall occurrences, given the weather state. Temporally, the 
occurrence process at each site would be described as a first order Markov chain, conditional on 






1+ exp(aik +'Ytk) 
exp(aik) 
1+ exp(aik) 
exp(aik + ^fik) 
1+ cxp(aik + ryik) 
for site i and weather state k. In the above notation, p, k and p, k would be the probabilities of rain 
at site i in weather state k, given that the previous day at site i was dry and wet, respectively. 
Finally, when ý6ijk = 71k =0 for all i, j, k we recover the conditional spatial independence model 
for occurrences studied in Chapter 4, with Pik = e°'b/(1 + e°«). 
The absolute magnitude of Qi jk indicates the strength of the pairwiso dependence, with larger 
absolute values indicating stronger associations, whilst the sign indicates whether the spatial 
dependence is positive or negative. We follow Hughes et al. (1999) and assume that every site, 
j; i, belongs to the set of neighbours of site i, for i=1, ... , n. In other words, we 
do not 
make any assumptions of conditional independence between sites and so all the Q; Jk (i # j) are 
assumed non-zero. A simplification suggested by Hughes & Guttorp (1994b) but not considered 
here, would be to define a distance, say h>0, such that only sites separated by a distance less 
than h are regarded as neighbours. Note that without making any assumptions of conditional 
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independence between sites, we cannot simplify computation of the normalising constant using 
the forward recursion discussed in Section 5.2.2. 
Conditional on the weather state, the absolute magnitude of yik indicates the strength of the 
lag one persistence in wet spells, with larger absolute values indicating stronger persistence, and 
the sign of'yik. indicating whether the (conditional) temporal dependence is positive or negative. 
Since 
Pr(D{ =1 DT' = d-i D=dS=kB= 
ex' 
(crik + FjOi Qijkdt `f" IM(P 
ý 
tec, t-1 t-1, e, obe, k) 1+ cXp(aik `f' E jai Qijkd +'Yikd-1) 
(5.11) 
where ßijk = ßjik, the model is defined so that the only lagged rainfall occurrence to affect the 
conditional probability Pr(Dt =11 Dt' = dý 8, De-I = dt_1, S=k, ©ots, k) is that at site i. 
A more sophisticated temporal model might include temporal interactions across sites, that is, 
terms of the form dtdt_1 for i0j. Such models are considered in Guyon & Hardouin (2002). 
5.4 Prior distribution 
This section provides a description and justification of the prior distribution chosen for the 
model parameters from equations (5.4), (5.7) and (5.8). Several of the prior components are 
specified with hierarchical structure in order to encourage borrowing of strength between similar 
parameters, meaning that correlations between them will have to be considered, as well as means 
and variances. When, for example, parameters have the same function at different sites, such 
correlated priors seem intuitively reasonable. Moreover, from a pragmatic perspective, they arc 
often necessary for the convergence of the MCMC sampler. The section is concluded with a 
series of guidelines for choosing hyperparameters in order to incorporate prior knowledge. For 
example, we suggest an elicitation strategy for choosing the hyperparameters in a hierarchical 
Dirichlet prior, in such a way that marginal correlations do not have to be specified directly. 
For convenience in notation, we collect the set of spatial trend parameters in the occurrence 
process into anxr matrix A with (i, k)-th entry a; k. Similarly, we collect the spatial and 
temporal dependence parameters into n(n-1)/2 xr and nxr matrices B= (ß; jk) and G= ('Yik), 
respectively. For the parameters in the distributions of non-zero rainfall amounts we adopt the 
notation from Chapter 4 and collect the mean and coefficient of variation parameters into nxr 
matrices M= (mik) and V= (vik), respectively. The set of all model parameters is therefore 
denoted by 0= (Ohid, 0) where 
Ohid _ (A, y) Ey 7r x . s' and O obs = (A, 13, ctM, V) E Rnr x 
Rn(n-1)r/Z x jßnr x R+ x R+ R. 
Uncertainty about the unknown model parameters, a priori, is expressed through a prior distri- 
bution of the form 
7r(O) = 7r(Ohid)lr(Oobs) = 7(A)7l (v)1r(A)7r(ß)1r(g)1r(M)7r(V ), (5.12) 
which we will assume to be exchangeable across weather states. This prior distribution expresses 
an assumption of a priori independence between ©hid and ©o1., and between each of the pa- 
rameter blocks within these two components of 0. Since the quantities about which we hold 
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prior beliefs are likely to include the marginal probability of rain at each site, this assumption 
might be considered untenable for the parameters of the occurrence process (A, 13, g) as chang- 
ing prior beliefs about one of these parameter blocks would necessitate a change in belief about 
the others. For example, cxsk and ß, fk are actually likely to be negatively correlated in our prior 
beliefs because increasing one of them without reducing the other would increase the marginal 
probability of rain at site i in weather state k. However, especially when the number of sites, n, 
is large, assessing the effect of learning the value of one parameter on our beliefs about others is 
very difficult. In the absence of credible knowledge about the dependence structure, therefore, 
we argue that it is less harmful to assume a priori independence between A, B and 9 than 
to adopt a more sophisticated prior dependence structure whose correlation parameters would 
be difficult to solicit reliably. From a Bayesian perspective, this lack of transparency might be 
regarded as a criticism of the autologistic model. 
Beginning with the parameters which also appeared in the model from Chapter 4, we continue 
to adopt the conjugate Dirichlet prior, 
Or(Gg), (5.13) 
for the initial distribution, v. Note that the information content parameter, GE R+, and mean, 
gE9., are fixed hyperparameters. For the parameters of the rainfall amounts process, M and 
V, we adopt the prior distributions described in Section 4.3 for the simple hidden Markov model. 
Consider the parameters of the occurrence process, (A, B, C9 ). In the priors for the spatial trend 
parameters in A, we assume independence between weather states, and similarly for the spatial 
and temporal dependence parameters in B and 9, respectively. This seems reasonable since 
the weather states are likely to be associated with broadly unrelated patterns of rainfall. In 
Section 5.2.1 we remarked that multicollinearity is a commonly reported problem concerning 
autologistic models, arising when the dependencies between site i and sites j#i are highly 
correlated. Although this will be discussed further in Section 5.7.3.1, briefly, (partial) multi- 
collinearity leads to flat ridges on the likelihood surface in the directions of affected parameters, 
making these parameters difficult to identify. It is therefore likely that we will need priors which 
encourage borrowing of strength. If there are some parameters about which the data are infor- 
mative, such correlated priors allow this information to update belief about related parameters, 
for which the data are less informative, through the influence of the prior in their posterior 
distributions. 
We therefore adopt hierarchical priors such that, for each kES, , 
Clik 10k, Q&2 2 
,k- 
N((xk, a&, k) independently for iE 
IDijk I 13k, c ,k .s 
N(ßk, ap, k) independently for (Q) E {(i, j) 
j=1,..., i-1}, 
'Yik I '1k, Qy, k - N(ryk, Qy, k) independently for iE{1, ..., n}, 
where 
ak , N(Qo, a, k, al, a, k)s an, k - 
jCir(ti0, 
a, k9ItI^k)o 
Qk ^' N(Qo, R, k, ai, Q, k), °R, k ^' IG(ho, A, k, ti,, P, k), 
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Note that we could, more simply, construct a hierarchical prior in which the variances 0,2'k 9 C2 
and ary, k were fixed. Under this prior, the amount of information that, say, ark could convey 
about ajk (through the prior) would be fixed, even if the data actually suggested that aik and 
ajk were not particularly alike. The effect of allowing a. k, ap. k and a; ,k 
to be random variables 
is to allow the amount of information provided by a{k about ajk to depend on how similar 
the data suggest aik and aJk are. In other words the amount of borrowing of strength can be 
influenced by the data, rather than being fixed a priori. 
Using the law of total expectation it can be demonstrated that, marginally, 
E(aik) = a0 k, Var(a{k) = 
hl, 
a, k + al, a, k, 
t=1, 
... ,n a ho,,,, k 
2 
Corr(aik, ajk) 
a l, a, k = i, j=1, ... ný 10j h1, a, k/(ho,,,, k - 1) + al,., k 
for each kE5,., with analogous expressions for the Q; jk and yik. The term represents a, k 
shared variance, whilst the mean of the distribution for oa, k, namely hl, a,, k/(he, Q, k - 1), rep- 
resents specific variance. We can increase the marginal correlations by choosing values for the 
hyperparameters which make the shared variance large compared to the specific variance. 
The choice of hyperparameters {a°,,,, k, ai, «, k, 
ho, a, k, hl, a, k :kE 
Sr} for the cx; k, and equiva- 
lently for the ß; ßk and ry; k, will be discussed further in Section 5.4.1. For notational conve- 
nience, we denote , 
A° = (cxl, ... ) a, , vä, 1, ... , a«, r) with 
13° and C° defined analogously. We 
append (A°, BO, 9°) to the (observed process) model parameters, ©ob,, and replace the product 
ir(A)ir(ß)7r(9) in the prior distribution (5.12) with 
ir(A I A°)ir(B 113°)ir(g I g')7r(A°)7c(C3°)a(go) 
which then factorises as 
r ft(k n i-1 
f 
{(Qk)(1k) 
I akº aä 
, k) 
x 7r(I6k)7r(aO, k) 
ft fl 
7r(Qijk I Oki aR'k) 
k=1 i=1 is2j=1 
n 
X 7r(7k)7r(O, y, k) 
11 
r1'iik I 'Yk, C7, k) 
ia1 
Figure 2.2 indicated that there are some Lamb weather types that occur very infrequently. This 
means that the data are unlikely to be very informative about some of the stochastic vectors in 
A. A natural way of thinking about how the atmospheric data might influence the transition 
probabilities is to suppose there is some underlying baseline transition matrix. We might then 
imagine that particular Lamb weather types could lead to deviations from this baseline. The 
parameterisation (5.2) exemplifies this way of thinking, with the atmospheric data adjusting 
the baseline transition matrix in a multiplicative way. We can encourage a similar structure by 
adopting a set of two-stage or hierarchical Dirichlet priors, 
Aj 1 Zj ý^' fr(. jZI), Z'j ^' . 
9r(Ej0j), (5.20) 
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independently for each jE Sr, where EjE 1R+, Ej E R+ and ejE 8', are fixed hyperparameters, 
whilst ýf is the (variable) mean in the conditional prior for (Aj I f), xEQ. Here Aj = 
(A71,.. ., Ax. 
), where Aik = Pr(St =kI St-1 = j, Xe = X, OW). This is analogous to a 
hierarchical normal prior; if ýj and the (A J11 were multivariato normal, then ýj would 
represent a baseline vector from which A2, for each Lamb weather type x, deviated in an additive 
manner. We can therefore think of the rx r) matrix with j-th row equal to ýf as being like a 
baseline transition matrix, although the posterior will not actually take this hierarchical form. 
More formally, the prior (5.20) is defined so that the blocks of stochastic vectors (Aý, ... , An) 
and (At,. .., A27) are independent for each distinct pair of weather states j, kE Sr. However, 
within each block the stochastic vectors Ai,.. ., AA7 are positively correlated, expressing the 
belief that if, for example, Aik was found to be larger (smaller) than its mean, this would lead 
to an upward (downward) revision of our beliefs about the mean of Ajk for y0x, x, yEQ. 
The distribution (5.20) belongs to a family which has been termed a (continuous) mixture 
of Dirichlets (see, for example, Albert & Gupta, 1982). One of its main benefits is that it 
is (semi)-conjugate to the multinomial form of the complete data likelihood. Note that we 
could additionally allow Sf to be variable and assign to it a distribution on lß+. As explained 
previously, the effect of assigning a (non-degenerate) distribution to the second-stage variance- 
like parameter in a hierarchical prior is to allow the amount of borrowing of strength to be 
influenced by the data. 
Using the law of total expectation it can be shown that the marginal means, variances and 
covariances across Lamb weather types are 
E(AG) = E{E(A? I Cj)} =ej, 
Var(Ajk) = E{Var(Ajk I Ef)} + Var{E(Ajk Iý f)} =e 
fk(1 -e jk)(E j+ Ef + 1) (Ej + 1) (Ej + 1) 
Cov A7 Ajl' E Cov Ajk> Ay + Cov{E(Ajk= I tf), vt= ejk(1 - 
ejk) ( 
ýký ýk) ={( >k 
I ýf)} E(Afk I ýj)I 
Ej -1- 1 
so that, marginally, the correlation between Ajk and Alk fors 0y is given by 
Cov(A k Avk) 
_+I (5.21) Con(Aj, k, Alk) =- VVar(Aj-k)Var(Ayfk) Ei + ýi + 1* 
Note that the parameter Ej reflects uncertainty shared by A), Ai,. .., Af whilst 
Ej reflects 
uncertainty specific to a particular A7 . For any jE Sr, in the limit as Ej -º oo, then Var(Ajk 
1 
j) -º 0, and we obtain A7 _f ýº . 
9r(Ejej) for each xEQ. In other words, Ail , Aj, ... A7 
become perfectly positively correlated and we recover a (homogeneous) hidden Markov model. 
This fact is borne out by equation (5.21) which shows that the marginal correlation between A jk 
and AYk, x, y, approaches one as Sj approaches infinity. Likewise in the limit as the shared 
uncertainty approaches zero (Ej -º oo), then ýf=ej, and we obtain a prior which assumes 
independence between all stochastic vectors. Again this is substantiated by equation (5.21) 
which shows that the marginal correlation between Ajk and Aýk, x 96 y, approaches zero as Ej 
approaches infinity. 
We can therefore express prior belief in strong correlations amongst Ai, A2, ... , 
Aý7 by making 
the shared uncertainty large relative to the specific uncertainty, that is, by choosing Ef to be 
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small relative to E j. In practice it will be difficult to elicit values for E1 and Ej based on these 
vague notions of shared and specific uncertainty or in terms of the above moments. The objective 
of Section 5.4.2 is therefore to outline an alternative approach. In this and subsequent sections, 
it will be convenient to introduce the notation E= (ý1, ..., c,, 
) E 9' and append i to the set of 
(hidden process) model parameters OMd. The term ir(A) in the prior distribution (5.12) should 
then be replaced with 7r(A I E)ir(E) which factorises as 
r 27 
II 7r%)117r(Af Iýf)" j=1 x=1 
5.4.1 Prior beliefs about the parameters of the rainfall occurrence process 
To give a prior for the parameters of the rainfall occurrence process which is exchangeable across 
weather states, we need to choose the hyperparameters to be the same for each weather state, 
for example, ao, a, k = ao, a, ai, a, k = ai, Q, 
ho, a, k = ho,,, and hl, 4,, k = hl,,,, for all kE Sr in the 
prior for AO. Eliciting values for these hyperparameters is not easy because the expectations of 
quantities that we can, in principle, observe correspond to very complicated combinations of the 
parameters in A, 13 and G. For precisely this reason it is very difficult to think about the priors 
for each of A, B and g separately due to their correlation in our prior beliefs. However, as we 
have assumed a priori independence between them, we arc forced to consider each of A, !3 and 
G independently. Given these difficulties, in this section we attempt only to provide a series of 
guidelines about how to make a sensible prior specification. 
For fixed values of aik = a, 131jk =ß and Iy; k = ry, we can easily simulate data from the Markov 
chain of autologistic models. These data can then be summarised in terms of statistics, such as 
the overall proportion of wet days, about which we might hold prior beliefs. By experimenting 
with different values, we can find a set that leads to simulated samples with sensible properties, 
then choose the expectations a°,,,  a°, p and ao,. y in the hierarchical priors to 
be equal to this 
set of values. However, we still need to elicit values for three other hyperparameters in each 
of 7r(A°), 7r(13°) and ir(g°). In each case we can do this by choosing a value for the marginal 
variance and correlation, and the variance of the distribution for aä, op or ary. The mean of this 
distribution is the specific variance, whilst its variance controls the extent to which the amount 
of borrowing of strength can be influenced by the data. Having specified these three values, we 
can solve the resulting set of simultaneous equations to fix the values of the three remaining 
hyperparameters, for example, al,,,,, ha, a and hl, 0 in the case of 7r(A°). 
Choosing values for the marginal variances is difficult for precisely the reasons previously dis- 
cussed. However, we can gain insight into the scale on which values might be considered "large" 
by thinking about a simple logistic model 
Pr(D =11 a) =1+- with prior a- N(m, v2). 
In order to illustrate how m and v2 might be chosen in this simpler problem, suppose our prior 
estimate of g(a) = Pr(D = 11 a) = e°/(1 + e°) is 0.5. By symmetry, we can make the prior 
mean of g(a) equal to 0.5 by setting m=0. In order to choose the variance, v2, a sensible 
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strategy might be to pick the largest value before the prior for g(a) becomes bimodal. This will 





It is straightforward to show that v2 = 2, indicating that marginal prior variances of around 2 
might be a sensible choice. 
When choosing the variances in the priors for a, ,, a22 and al and the marginal correlations 
(e. g. 
Corr(a; k, ajk)), our experience has shown that, unless the variances and marginal correlations 
are chosen to be (reasonably) small and large, respectively, the MCMC sampler suffers from 
convergence difficulties due to problems of likelihood non-identifiability for certain parameters. 
5.4.2 Prior beliefs about the weather state transition probabilities 
To satisfy exchangeability across weather states in the hierarchical prior specification, the 
marginal prior mean e1 must have the form 
C1-a . 1-a 1-a . 1-a 
where the j-th element is a, and r is the number of states. Further, the information content 
parameters at each stage in the hierarchical prior, Ej and E j, must be the same for all weather 
states, say, .:., 3 =S and E3 =E for all jE Sr. 
Correlation is a measure of linear association and, as such, is not a particularly natural quantity 
to think about for random variables with constraints on their support, especially when the 
constraints are interlinking, such as those on the simplex. This makes it difficult to elicit values 
for the marginal correlations in the prior for the weather state transition probabilities, A. The 
objective of this section is to suggest an alternative, more intuitive, way of thinking about the 
dependence structure in the prior for (Ai,.. ., A 
f7), jE Sr. 
Suppose that we have specified values for the marginal means and variances of the self-transition 
probability parameters, say m and v, so that 
E2 (Ajj) = ejj =m and Var2(Aj! )=elf(1-cjj)(E+E+1) _v, (E+1)(E+1) 
where the superscript 2 denotes expectation/variance with respect to the two-stage (hierarchical) 
prior (5.20). We can rewrite the expression for the marginal variance as 
Var2(A>; ) - 






where C= ýE/(c +E+ 1). Then by rearranging (5.22) we can also express (, whose value is 
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Our task is therefore to decide on values of EE R+ and SE R+, subject to the constraint 
'E/(- +E+ 1) = C. To this end, consider the following hypothetical scenario. 
Instead of the two-stage Dirichlet prior, suppose we adopted a simple one-stage Dirichlet prior 
Af-2,. (Ce f), independently for all (j, x) E Sr xQ (5.23) 
in which the means and variances of the self-transition probabilities are the same as those in 
the hierarchical specification, (5.20). That is, El (Aji) =ejj=m and Vari (Afj) = ej j (1 - 
e3 j)/(( + 1) = m(1 - m)/(C + 1) = v, where the superscript 1 denotes expectation/variance 
with respect to the one-stage prior (5.23). Now suppose that we could learn everything about 
All, 
... , 
AßAJT+1, ... , 
AI7, or (roughly) equivalently, suppose we could learn that 4J was 
exactly equal to its mean, ej. If we had adopted the simple prior above, ao might judge that 
this information is worth observing N transitions from weather state j, terminating on days 
where the Lamb weather type is x. Under (5.23) we can compute the prior expectation of the 
posterior variance of Ajj if we really did observe N such transitions. Let njk denote the number 
of these transitions to weather state k and write ni = (n fl, n72, ... , nj,, 
). Then E _1 njk =N 
and we have 
Aj I data , 2,. (C0 j+ nj"), 
from which we can compute 
Edata{Vari(Az" I data)} = EdatB 
(Ceti + nii)(C +N- Ceji -n ji) 
ýý (( + N)2(( +N+ 1) 
_1 
(Ceti + nii) (C +N - (eii - nfi) 
-EAG Edgalag (C + N)2(( +N+ 1) 
_ 
Cej, (1 - e, i) 
((+ N)(( + 1) 
_ 
Cm(1- m) (5.24) 
(C + N)((+ 1)' 
Here the (outer) expectation on the second line is taken with respect to the simple one-stage 
prior (5.23). According to our equivalence assessment, above, this value of E{Varl(Ajj I data)} 
should be equal to the prior variance in the hierarchical model, (5.20), if we learnt that ýj was 
exactly equal to ee, in which case (5.20) reduces to Af I ýj = ef -. 9r(-ef). That is, (5.24) 
should be equal to 
Var2(A7ßI tj=e, )=CJf(1-eJJ) _m(1-m) 
(5.25) 
(=+ 1) (=+l) 
where, here, the variance is taken with respect to the two-stage prior (5.20) when ýj= ej. 
Equating (5.24) and (5.25) and solving for S' gives 
C2+CN+N 
then E is obtained from the expression t_ ýE/(E +E+ 1) as 
E_ ((E+1). 
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Note that if this calculation had used the variance expressions for Ajk, rather than All, then we 
may have arrived at different formulae for IS and E. Nevertheless, we prefer to work in terms 
of the self-transition, or persistence probabilities, as we would formulate our beliefs in terms of 
the expected sojourn times, 1/(1- A71), in the case of independent priors. 
This elicitation strategy relies on the provision of values for the marginal mean and variance 
of Aft. The transition matrix, A= (A, k), of the homogeneous hidden Markov model from 
Chapter 4 was given a prior comprising an independent Dirichlet distribution for each row. In 
Section 4.3.3 we chose the hyperparameters in this prior by thinking about the moments or 
quantiles in the distribution of the expected sojourn time, 1/(1 - Af1), in any state, jE Sr. 
Calculations of these quantities were based on a property of the Dirichlet distribution that 
the univariate marginals are beta distributions. Marginalising over {(A, E) \ Afj} in the joint 
prior density for (A, E) does not lead to a beta distribution for Aj f. Nevertheless, 
for each 
jE Sr, we choose the marginal mean and variance for A7 j, x=1,... , 27, to match the values 
E(A13) and Var(. 11j) that we would hypothetically choose if we were analysing a homogeneous 
hidden Markov model. Consequently, in the limit as the specific uncertainty approaches zero 
(that is, -º oo), Aj', ... , A? 
7 become perfectly positively correlated and we would obtain a 
homogeneous hidden Markov model with the same prior as that specified in Chapter 4. 
5.5 Likelihood 
The Yorkshire data are analysed in Section 5.7. As explained in Section 4.4, this dataset divides 
naturally into Y subsets, one for each winter season, and so, conditionally on the atmospheric 
data x, the sub-series {(wTy+l, d , +l, sTv+1), ... , 
(WTv+l, drv+1, sT31+1)} for y=1, ... ,Y are 
modelled as independent realisations of the same NHMM. Let so, y and do, y = 
(do, 
y, ... ,4 y)T 
denote the initial weather state and occurrence vector for the y-th sub-series then write so = 
(so, l, """, so, y) and do = 
(do, l, """, do, y). Posterior inference will 
be via MCMC with data 
augmentation (see Section 5.6), meaning the derivation of the full conditional distributions will 
require the complete data likelihood 
P(w, d, do, s, so 10, x) = P(w, d, do 1 S, So, Oobs)P(8,80 1 en d, X) (5.26) 
where, 
Y 
p(w, d, d0 I s, s0, Oobs) ° 
[I 
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that is, 
rnT1 1('t=k, &ml) 
ý-- P(W, d, do (s, so, Oob. ) =P(do) x flflflGa wtil 9 
k=1 i=1 t=1 
vik vikmik 
r "1 
x1 Cke I °obs, k)-Lkt(s, 
do) 
k=l [= 
nn i-1 n 
x exp 
E Tik(s)aik + ETtfk(S)Aijk +E 1Tik(s)'Yik 
1=1 i=2 j=1 f=1 
and 
Y 
P(s, SO 1 Ohid 9 X) _ 
II 
lr(STv+1: Tv+l , s0, y 
I chid, XTv+1: Tv+1 
y=l 
Y T+ý 
_YV AzT"+' Axe 11 ao, v a0, v+aTV+i ae-ise 
y=1 : =7'v+2 
rr 27 r 




7 (s) _> II(d = 1, st = k), Tiljlk(s) _ II(di = 1, d =1, se = k), 
Y 
1Tik (s) _ d(dzw+i = 1, ,y =1, 
sTv+i = k) + 
y=i 
Y 
m, (so) _Z l(so, v = j), 
v=1 
,v=j, 
srv+i = k, xTv+1 = x) + 
t 








E l(st-1 = j, St = k, 2t = 2) 
t=TV+2 
Y TV+l 
Lkt(s, do) _ II{z(do, v) = e's7, v+i = k} + II{i(dý-i) = e, si = k)} 
y=1 t=TV+2 
denote the relevant counts and II(x) is the indicator function. 
5.6 Posterior inference via MCMC 
In Section 4.5, the reasons for choosing to sample from the posterior via MCMC with data aug- 
mentation were outlined. These arguments apply equally to the NHMM studied in this chapter, 
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and so we apply the generic Algorithm 3.3.2 to sample from the joint posterior distribution 
of the model parameters, 0, and the weather states, (s, so). However, we need to add a third 
step in which we sample the initial rainfall occurrence vectors, do, from their full conditional 
distributions: 
" Step 1(a) involves sampling O hid = (v, A, E) from 7r(©hid s, so, x) and will be described 
in Section 5.6.1. 
" Similarly, step 1(b) involves sampling bob, = (A, 13,9, M, V, Aß, 130,90) from 
7r(90bý I w, d, do, s) and more details are provided in Section 5.6.2. 
" Step 2 is the data augmentation step in which (s, so) is simulated from ir(s, so ý 
0, w, d, do, x). Further details are outlined in the paragraph below. 
" Finally, step 3 involves sampling the initial rainfall occurrence vectors do from 
7c(do I d, s, bobs) and is outlined in Section 5.6.3. 
The generic forward backward algorithm (Algorithm 3.3.3) for sampling the weather states from 
their full conditional distribution was derived under very general conditions which are satisfied 
by an NHMM based on assumptions A3 and A4. Conditionally on the atmospheric data x, each 
sub-series is modelled as an independent realisation of the same NHMM and so we apply the 
forward backward algorithm separately to each sub-series. However, we need to modify both 
the (forward) filtering and backward recursions so that the first time point is time t=0 and not 
t=1. Moreover, because Do is assumed to be independent of So in our model, we can simplify 
the initialisation of the filtering algorithm so that 
Pr(So =11 do, 0) = Pr(So =e 10) = vt. 
In the current notation, within the one step-ahead predictive probabilities and the filtered 
probabilities in equations (3.14)-(3.16) we have 
Pr(St =1 St-i = k, Wl: t-1, do: t-1, B, Xt) = Pr(St = 11 St-i = k, e, xt) = Akt (5.30) 
and 
P(wt, dt I St =1, Wi: t-i, do: t-i, e) 
= P(wt, dt I dt-1, St = Q, e) 
= Pr(Dt = dt I Dt-i = dt-i, St = Q, O)P(wt ( Dt = dt, St = e, ©) (5.31) 
with Pr(Dt = dt I D1_1 = dt_l, St = P, 0) and p(wg I Dt = dt, St = e, 0) given in equations (5.8) 
and (5.6)-(5.7), respectively. Equation (5.30) also holds in (3.18) within the backward sweep. 
Note that compared with the equations in the generic algorithm, we have to condition on the 
explanatory variable, xt, in (5.30) to account for the non-homogeneity of the transition proba- 
bilities in the hidden Markov chain. 
Evaluation of the normalising constant in the expression for Pr(Dt = dt I Dt-i = de-1, St = 
1,9) requires summation over 2" terms and can become computationally infeasible for large 
n. Although this chapter does not consider any applications in which we cannot compute the 
normalising constants exactly, we could, if necessary, approximate their values using one of the 
methods outlined in Section 5.2.2. 
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5.6.1 Sampling from the complete data posterior lr(©hId I s, so, x) 
From (5.13) and (5.28) we can immediately deduce the posterior for the initial distribution, v, 
as rrr 
7r(v I s) a ir(v)p(so I v) «f of ! (ao) xf Vf sj-1=1 Vf 91+m1(o)-l 
j=1 j=1 ßa1 
whence 
vIso N2f(Gg+m(so)) 
where rn(so) = 
(mi(so),. 
.., mr(so)) . Therefore we can sample from the full conditional 
distri- 
bution of v directly. 
Combining the appropriate part of the complete data likelihood with the prior for (A, E) yields 
ir(A, e I s, so, x) 
x 7r (A I E) ir(E)p(s I A, so, x) 
r 
[{fl 
r_r 27 r 
11 klejk-1 
11 
ý(Afk)nj5, ý) « 
rl r(Eiýjk)-1(Ajk)! ifik-1 
j=1 x=1k=1 k=1 x-1 k=1 




[J fl(Ajk)EJ Jk+nýk(°, so)-1 , 
(5.32) 
j1=11 k=1 x=1 k=1 
from which we can immediately deduce that the sets of stochastic vectors (ý j, A j, Ai,... , An) 
and (ak, A', Ak, .... A27) are conditionally independent for all j#k, j, kE Sr. It is also clear 
that 
27 r 
ir(A I £'s, so, x) cc 1111 (Ajk): -VJ-1+"Jk(e, ap)-1 
x=1 k=1 
from which we recognise that the stochastic vectors A), A,. .., An are conditionally 
indepen- 
dent, given (ýj, s, so, x), with 
Aj Iýj, s, so, x,. 9'. 
(': "jýf. {-nf(s, so)) (5.33) 
where nj (s, so) = 
(n; 
i(s, s0), ... , n7r(s, so)) . Using (5.32) we can readily obtain the 
(non- 
standard) full conditional distribution of ýj for each jE Sr. However, compared to a two 
block MCMC sampler which draws from the full conditional distribution of E and then the 
full conditional distribution of A, mixing was found to improve by implementing a one block 
sampler which draws from the (non-standard) joint full conditional distribution of (A, E). We 
use a Metropolis Hastings step to update ( AA, Aý, ... , 
A27) for each jE Sr as follows. 
Denoting Aj = (A? , A?,. .., Ar), we first propose 4J with density q, (4* Aj) and next AA 
with density g2(Aj f 4j, ý', A, ). In practice, we take the proposal densities to be such that 
q1(4* 14j, A') = qi(4* 1 4f) and g2(Aj 14j, 4j, = g2(Af I Ej). 
For ql (ý j* Iý j) we use a Dirichlet distribution 
ýf ' 91(ýj I ýj) = -9r(wdýj 
+El0, 
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where 1,. is an r-vector of 1's, wd E ]R. is a tuning parameter which can be adjusted to control 
the acceptance rate and fE R+ is an additional parameter which should be set equal to some 
small value and can improve the mixing of the chain. In practice we used the values cad = 120 
and c=0.005. The proposal distribution has mean 
Wd ý"+E 1r -º as f -º 0 (5.34) wd+rE ' cadre f' 
and so, for e=0, could be regarded as a random walk on the Dirichlet scale. The variance of 
the k-th component of the proposal is 
(wdýjk + E){Wd(1 - ejk) + (r - 1)e} ýjk(1 - 40 
as E -º 0, ke Sr. 
(5.35) 
(cad + rE)2(Wd + re + 1) cad +1 
Before taking the limit, this expression is quadratic in wd in the numerator and cubic in wd in 
the denominator. Therefore increasing wd reduces the variance and encourages more moves to 
be accepted. To demonstrate the purpose of the additional parameter c, consider generating 
and accepting a proposal at the £-th iteration such that the resulting ý1 
J is very close to zero 
or one for some kE Sr. With reference to equations (5.34) and (5.35), ie=0 the mean of the 
proposal distribution at the (P+1)-th iteration would be approximately zero or one, respectively, 
and the proposal variance would be approximately zero. This means the sampler can effectively 
get stuck at zero or one in this component. However, taking e to be small but strictly positive 
ensures that in such extreme cases the mean of the proposal distribution is drawn slightly away 
from zero or one and the proposal variance is greater than zero. 
The proposal distribution q2 (AA I tj*) is taken to be the same as the full conditional distribution 
of Aj, (5.33), conditioned on the value tj* proposed from ql(t fI tf). It is clear from (5.32) 
that the joint full conditional distribution for (A,, t') factorises as ir(A j, tjIs, so, x) = Ir (tj 
s, so, x)7r(A, I ýj, s, so, x) and so the terms involving A, will cancel from the acceptance ratio, 
ir(A;, Z; 1 s) so, X)9l (Zf 1 Z; )g2(Aj 141) cx{(Aj, 4j), (A., 4*i)} =min 1, ir(A3, Cj I s, so, x)9i(ee I e1)g2(Af I) 
= min{1, A} (5.36) 
where 
A_ 
Ilk=1 { ýýjkýE1e1k-wdF1k-(rýýdýjk + E)r(wjýjk)27 ££x27 
=1 
r(yjý; 




** 27 ,ýx ýk=1 
(»k 
+ E)r(ýjýjkýý ýl r(E Ejk + njk)} 
With probability a{(Aj, ýj), (A;, ýj )} we accept the proposal (A;, t; ) as the next iteration, 
otherwise we retain (A,, t f). 
5.6.2 Sampling from the complete data posterior 7r(6ob, I w, d, do, s) 
We can write p(w, d, do I s, so, O . b. ) = p(w, d do, s, O. b8)p(do) and so the complete data 
posterior lr(O0b3 I w, d, do, s) is given by 
ir(Oob. I w, d, do, a) « ir(Oob. )p(w, dI do, s, Oobs), 
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from which we can deduce the full conditional distributions of each component of (A, B, 0, Jul, V) 
as follows. 
For the mean rainfall amount parameters in M and the coefficient of variation parameters in V, 
derivation of the full conditional distributions proceeds as described in Section 4.5.1, with the 
full conditional distributions being given by (4.22) and (4.24). 
Using the notation "I ""-" to denote conditioning on all variables, the full conditional density 
for 01k is given, up to proportionality, as 
lr(crik I ... ) OC ? f((Xik I cik) X 














1=0 a, k 
for (i, k) E 11, ... , n} x 5,., where Ck (e 19obs, k) is the normalising constant in the autologistic 
model when conditioning on 7(dt_1) =I and St = k; see equation (5.10). It can similarly be 
shown that the full conditional distributions for Ajk and ryik are, respectively, 
2'-l 
7r(IQijk ... 1 CC 
[J Ck(i I eobs, k)-Lki(s, 








for (i, j, k) E {(i, j, k) :i=2, ... , n, j =1, ... ,i -1, k =1, ... , r} and 
Zn-1 
lr('Yik I ... ý OC 








l=0 7, k 
for (i, k) E 11, ... , n} x S,.. Across weather states, the parameters of the occurrence process arc independent a posteriori because both the complete data likelihood and the prior factorise into 
a product of r functions, one for each weather state. However, the presence of the product of 
normalising constants, Ck(P I Oobs, k), in each of the full conditional distributions, (5.38)-(5.40), 
means that the parameters (cI1k, """, ank, 
021k, 
""", Qn, n-1, k, 'Yik, """9 ^tnk) 
for any particular state, 
kE 5r, are correlated in the posterior. 
For the parameters in A° = (al, ... , ar, a;,, .. ", 7ä, r), combining information 
from the prior, 
ir(A°), with information from the "likelihood", ir(A I A°), is straightforward due to the semi- 
conjugacy of the normal and inverse gamma distributions to the Gaussian likelihood function. 
Focusing first on the mean parameters (ai, ... , ar), their full conditional 
distribution is such 
that al, ... , ar are conditionally independent with 
2 cý n 
2N ai, a [, 1 aik + ao, c a;, k alýaa; k for kE Sr. ak I aik+ ... , ank+ aal k22+s na1 -}- Qa, k Haha + Qa, k 
The full conditional distribution for the variance parameters (Qä. 1, ... , oäis such that 
aä, i, ... , oä,,, are conditionally independent with 
2 
E(aik 
- ak)2 -i- h1, 
for %v E Sr. Q&, 1 
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In an analogous fashion we can obtain the full conditional distributions for the parameters in 
BO and 99° as 
2n -1 272 
2 ai, ß {-2 
Eýjal ßijk + ao, ßýQ, k ai, ß°Q, k 
IQk Q21k ."" 
Qn, 
n-l, k, aQ, k ^ý N mat +Q 'mat +Q i, ß ß, k l, ß p, k 
n 1-1 
Iß21ký """ ,+ 
h1, ß Q2,1 Qn, n-l, ke 
Qk ^' IG 2m+ ho, Q, 2E 
Z(IDifk 
- Qký2 
i-2 j ml 
a1,7 Et=1 'iik + a0,7ary, k a'1, ti1', k 'Yk I'Ylkt"""9links (7 y, k, 
N 
2 O'-21, k 
222 nal,, `i- O'-21, k 'k 
na1,  
+ °-r, k 
211n Qy, l 'flke ... 9'Ynk9'ik , IG 2n + ho, e2 
ýý'Yik 
-'Yk)2 + h1,7 
1=1 
for kE 5v, where here m= n(n -1)/2. 
The full conditional distributions for the parameters in M, AO, 130 and 90 are standard and can 
be sampled directly. However, the full conditional distributions for the parameters in V, A, B 
and 9 have unknown normalising constants and samples are drawn using Metropolis Hastings 
steps. The Metropolis Hastings scheme for the parameters in V was described in Section 4.5.1. 
For the parameters of the occurrence process in A, B and C, the presence of the normalising 
constant presents a challenge. For any kE5,., each normalising constant, Q. (I I Oob8, k), involves 
n a summation over 2" terms, and computing the product f t_01 Ck(e I Oobs, k)-Lkt(s'do requires 
calculation of (up to) 2" of these normalising constants, one for each value, 1, for which the 
count, Lkt(s, do), is non-zero. Calculating the value of this product of normalising constants 
is therefore computationally demanding and becomes infeasible as n increases. Techniques for 
dealing with the normalising constant were discussed in Section 5.2.2. Amongst these we prefer 
to avoid methods which approximate the normalising constant because of the error that this 
introduces. Although the auxiliary variable Metropolis Hastings approach of Moller et al. (2006) 
obviates the need to make such approximations, it is not well suited for our purpose. This is 
because its success relies on the choice of a density function for the auxiliary variable which 
provides a good approximation to the likelihood. The "complete data" (w, d, do, s, so) changes 
at every MCMC iteration, meaning a new approximation to the density p(d I do, s, Bobs) would 
need to be produced at every MCMC iteration. It is likely that this would be computationally 
prohibitive and so we did not pursue this approach further. 
In the remainder of this chapter it will be assumed that the normalising constants can be 
computed exactly. For the Yorkshire dataset, there are only n=6 sites and calculating a 
normalising constant as a sum over 28 = 64 terms is not computationally unreasonable. For 
datasets with a larger number of sites, exact computation of the normalising constants could be 
made feasible by simplifying the model. For example, if the sites were divided into a few non- 
overlapping groups of neighbours then, effectively, we would have a conditionally independent 
autologistic model for each group, given the weather state. Computation of each normalising 
constant may then be analytically tractable because the problem would reduce to that of finding 
the product of the (simpler) normalising constants for each group. We provide more comments 
about modelling larger networks of sites with this simplified model in Chapter 7. 
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A simple way of updating the parameters of the autologistic model is to implement a sequence of 
Metropolis Hastings steps in which the parameters are updated one-at-a-time using symmetric 
Gaussian random walks. For example, in the Metropolis Hastings step in which we update aik, 
we would propose 
akI aik ^' q(aikt k) = N(a, k, ca). 
The term cßä E R+ is a tuning parameter for site i which can be adjusted to control the 
acceptance rate. The symmetry of the proposal density, q(a, k, aik) = q(a; k, a k), means that 
the acceptance probability of the proposed move is simply given by 
a(ý'ik, ü k) = min S 1,7r(aik 
... ) 







C'kýe I eobs, ký 
Lx exp Tik(s)a k- Z( 
öý- 










n-1, ke'ilk, """ t'Ynk)- 
(5.42) 
One-at-a-time Metropolis within Gibbs sampling can lead to slow mixing of the Markov chain. 
This might be improved by implementing a block updating scheme, in which changes in several 
parameters are considered simultaneously; see, for example, Gamerman & Lopes (2006) for more 
details. To be successful in realising this objective, a block updating scheme should take account 
of the dependence structure within the posterior. One way of achieving this is to use a tailored 
independence chain (Chib & Greenberg, 1998) which is a Metropolis Hastings scheme which 
tailors the proposal density to the unnormalised target density. For a general parameter 0 with 
unnormalised (joint) full conditional density g(9 I"""), a proposal is taken to be 0=6+w 
where w is an increment random vector and 9 is the approximate mode of logg(© I""" Chib 
& Greenberg (1998) suggest using the multivariate-t distribution to generate the increment 
random vectors, but a simpler alternative takes w to be multivariate normal with mean zero 
and variance matrix r2C, where r2 is a tuning parameter and C is the inverse of the negative 
Hessian matrix of log g(9 I"""), evaluated at the approximate mode, Ö. At every draw from the 
posterior, the approximate mode 9 is obtained using two or three steps of the Newton-Raphson 
algorithm, initialised at the mode from the previous draw. Note that the normal approximation 
to the posterior tends to have thinner tails than the actual posterior density, and so satisfactory 
exploration of the tails of this distribution requires r2 > 1. Although it has the potential to 
improve mixing, finding the normal approximation to the posterior at every iteration of the 
MCMC algorithm can be computationally demanding. Further comments on this subject will 
be provided in Section 5.7.3.1. 
5.6.3 Missing data and initial occurrence vectors 
The Yorkshire dataset that we analyse in Section 5.7 contains missing values. As discussed 
in Section 4.5.2, we assume that the missing data mechanism is ignorable. In Chapter 4, 
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our assumptions of conditional independence in time and space, given the weather state, al- 
lowed analytic marginalisation over the missing data. In this chapter, we retain the conditional 
independence assumption for rainfall amounts, given occurrences and the weather state, and 
so can proceed according to Section 3.3.6 in order to marginalise analytically over the miss- 
ing rainfall amounts. However, for rainfall occurrences, we cannot handle the missing data in 
this way because the same conditional independence assumptions are not made. As the state 
space of Dt is discrete and finite, if we omitted the dependence on temporally lagged vari- 
ables, Dt_1, we could easily marginalise over the missing data on day t by simply summing 
Pr(Dt = dt I St = st, Oobs,, t) over all possible values for the missing occurrence(s). 
However, 
since we do not assume this simple temporal structure, there is no straightforward way of com- 
puting the probabilities Pr(Dt = dt I Dt-i =d t-i, St = 8t, Oob8,,, ) if di-1 is missing completely 
or only partially observed. To simulate from the posterior of the weather states given the model 
parameters, either by the forward backward algorithm or the naive one-at-a-time Gibbs updat- 
ing scheme described in Section 3.3.4.2, a closed form expression for this probability must be 
available, which is not the case here. Therefore we append the missing occurrence data to the 
set of unknown quantities and sample values from their full conditional distributions. 
If (c4, wt) is missing, the full conditional distribution of Di depends on the value of t which 
dictates whether the vector Dt is connected on both sides, with Dt_1 and Dt+i, or just on one 
side. We now consider each case separately. Denote Di' = (Dt,... , Dt-1, 
Di+l, ..., 
Dt) and 
d-t = (di: t-i, dt+i: T)" Then, if Ty +1<t< ? 'y+l -1 for y=1, ... , Y, the 
full conditional 
distribution of Dt is given by 
Pr(Dt =dI dt i, d-t, do, s, Bob$) 
oc Pr(Dt = d, DT' = dt s I Dt-le St = 8t, eobs, a, ) 
x Pr(Dt+i I Di = d, Di ;= dt {, St+i = st+i, eobs, aj+, ) 
a exp cxiaid + (Ylatdt + Qilat t+ Qljaedtdt ý''Ytatdt-ldt -''Yiat-1 
toi { j: j. t, 
j96i} 
x [Cat+i {1(c4 = d, dt {) Oohs,., +i 
}]-1 eXP('Yise+i *+Id) 
and so 
Pr(Dt =1 1 dt i, d-t, do, s, O. be) 
= Cae+i {Z(cPt = 0, clt 




+f Qi[a, dt +'riaecPc-1 + 7ise+i +l 
lei 
x Ce+I {T 
(dt = 1, dt 
{) I eobs, 
ag+i 
} 
+Cat+, {1(c4 = O, d {) I Oobs, at+1 
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where ß jk = , 3jik and it is understood that di-1 = do, y if t= Ty + 1, some y=1, ... , 
Y. If 
t= Ty+l so that Di has no child at the next time point, the full conditional distribution of Di 
has logistic form 
Pr(Dt =dI dt i, d-t, do, s, Oohs) 




orla, di +Qtlatdt + djfcýt 'i''Ylaedi-ldt + ýiatddi-1 










tdtt + -tis, 
&t-1) 
where 6ijk = ß3, k. 
Therefore if the observation on day t at site i is missing, we draw a value for Dt from the 
Bernoulli distribution with success probability Pr(Dt = 11 di {, d-t, do, s, Bow) given by (5.43) 
or (5.44), as appropriate. 
The initial rainfall occurrence vectors arc latent and it is convenient to draw them from their full 
conditional distributions. Denoting the vector for the y-th sub-series by Do, y = (Dö, y, ... , 
Do, 
y), 
the i-th component has full conditional distribution 
Pr(D', v =d 
ldo, 
v, 
d, s, Oobe) 
a Pr(D', v = d) Pr(D7v+1 = diiº+1 
I Dö, v = d, Dö, 
v = d-' , STv+I = 8Tv+1, Oob6,. rv+i) 
-1 Ia ('0)d(l 
- Pi 




sTy+l lý-1 OXP('YisTV+1`*Tv+ld) 
and so 
Pr(D', v 11 dö, 
v, d, s, e0bs) 
CsTV+1 






O, yý} CXP('YigTV+id i++i)p 
+u)P0 + C, 7,, +, {-Ti v=1, 
do'y)}(1- 
(5.45) 
Therefore at every iteration of the MCMC scheme, we draw values for each DO, y, 
(i, y) E 
{ 1, ... , n} x 
{1,... 
, Y}, from the Bernoulli distribution with success probability 
Pr(DO, y =1 
, V, 
d, s, Oob8) given in equation (5.45). d0-, 0-' 
5.6.4 MCMC scheme 
The general form of the MCMC algorithm was outlined at the beginning of Section 5.6 and 
full details can be found in Appendix A. Note that in order to obtain posterior samples from 
an identified NHMM, we address the problem of label switching by using the online relabelling 
algorithm (Algorithm 3.3.4) described in Chapter 3. 
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5.7 Application to Yorkshire winter rainfall data 
In this section we illustrate application of the model and inferential procedures through an 
analysis of the Yorkshire winter dataset. This time series comprises observations at n=6 sites, 
on T= 2707 days, over the Y= 30 consecutive winters (December-February) from 1961/62 
to 1990/91. Conditional on the atmospheric data (Lamb weather types), the winter periods, 
together with the weather states, are modelled as independent realisations of the same r-state 
NHMM. Each winter period has length T. = 90 or 91. 
The number of states, rE {1, ..., rmax}, is also an unknown quantity about which we would 
like 
to make inference, and so our interest lies in the joint posterior distribution 7r(r, On s, so, do I 
w, d). To indicate the model from which the different parameters and hyperparameters arise, we 
attach r as their first subscript. For example, the spatial trend parameters for the occurrence 
process in an r-state model are denoted by Ar = (a,., {k), whilst the hyperparameters at the 
lowest level in their hierarchical prior are written as ar, o, Q, ar, l, a, hr, o, a and hr,,, a . This is the 
style of notation that was adopted in Chapters 3 and 4 when there was uncertainty regarding 
the number of states. 
This section begins by explaining our prior specification for r, and the choice of hyperparameters 
in our conditional priors for (0,. 1 r). We then use the power posterior approach to estimate 
the posterior distribution for r, and compare the log marginal likelihoods to those obtained 
for the simple hidden Markov model from Chapter 4. For each value of r, we use the MCMC 
scheme outlined in Appendix A to obtain samples from the posterior distribution, ir(©,., s, sa, do I 
w, d, r), and analyse the distribution conditioned on the posterior mode. By comparing the 
posterior distributions for Aä for x=1, ... , 27, we assess whether there is enough 
information 
in the data to discriminate between Lamb weather types. Finally, using the posterior predictive 
distributions of various test quantities, we assess the fit of the model and compare its performance 
to that of the simple hidden Markov model. 
5.7.1 Prior specification 
Proceeding as in Chapter 4, we restricted rmi to be equal to 5, and adopted a truncated Poisson 
Po(3) prior distribution for r. This prior expresses our preference for small values of r, in the 
hope that the states in such models will hold meteorological meaning. 
We adopted a prior for the model parameters, (9,. r), which is exchangeable across weather 
states and which factorises as 7r(O,. I r) = 7r(Or, 0b. I r)lr(©r, hid I r). For the model in 
Chapter 4, 
we showed that under these conditions, for each r= the first and second order 
moments in the prior predictive distributions for Dt and (Wt I Dt = 1) will be the same if 
identical priors, lr(O,., obs ( r), are specified for each r. By analogy, the same is true for the more 
complicated NHMM considered in this chapter. Therefore, for all rE{1, ... , rmax}, we chose 
the same hyperparameters in our priors for the parameters of the observed process, O,., 0b,. As 
we do not distinguish between sites a priori, we also adopt priors which are exchangeable across 
sites. 
For the mean and coefficient of variation parameters in the gamma distributions for non-zero 
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rainfall amounts, Mr and V,., we chose the same hyperparameters as those selected in Sec- 
tion 4.7.1.2 for the homogeneous hidden Markov model. Following the guidelines outlined in 
Section 5.4.1, we chose the hyperparameters in the hierarchical priors for the occurrence process 
parameters to be 
ar, p, a = -1.8, a2 r, 1, a = 2.0, hr, o, a = 2.1, 
hr, 1,4 = 0.1155, 
ar, o, ß = 0.6, a2,1, ß = 2.0, hr, oß = 2.1, hr, 1, ß = 0.1155, 
ar, 0. y = 0.6, ar, 1,1' = 2.0, hr, o,. y = 2.1, hr, 1,1 = 0.1155. 
This gave a prior which is exchangeable across sites with marginal variances equal to 2.105 
and marginal correlations equal to 0.950. The choice of marginal variances was based on the 
suggestion from Section 5.4.1 that variances of around 2 might be sensible for the parameters of 
an autologistic model. The high marginal correlations were actually necessary to give an MCMC 
sampler with good convergence properties; see Section 5.7.3.1. For example, when the marginal 
correlations were only 0.75, some of the parameters were so weakly identified in the posterior, 
that the sampler did not converge. The values for the marginal means, ar, o, a, ar, o, Q and ar, o, y, 
were decided by simulating samples from the following Markov chain of autologistic models, 
nn i-1 
Pr(Dt I Dt-i, a, Q, 'Y) a exp 
E 
uc +EEQ+> ryc4di-ý , 
i=1 i=2 j-1 i: l 
with a, ß and ry fixed at a selection of values. Setting a= -1.8, ß=0.6 and 'y = 0.6 led to a 
sample with the following properties: 
(i) The overall proportion of wet days at each site was close to 0.5 
(ii) The proportion of days on which the rainfall status at each pair of sites was the same was 
close to 0.6 
(iii) The proportion of wet days following wet (dry) days at each site was close to 0.6 (0.4). 
These properties seemed reasonable, and so the hyperparameters a,, o, Q, a,., o, p and ar, o,, 7, which 
represented the marginal means in the hierarchical priors, were taken to be equal to these values 
of a, ß and y. It is noted that the posterior was broadly insensitive to changes in the values of 
these hyperparameters. 
The fixed parameters, pä, in the distribution for the initial rainfall occurrences, Do, y, were chosen 
to be 0.5, in keeping with our prior beliefs about the probability of rain at any site in the winter 
period. It follows that ir(do) is the discrete uniform distribution over {0,1}"},. 
Following the elicitation strategy outlined in Section 5.4.2, for each jES,. and each rE 
we chose the marginal prior means and variances for the self-transition probabil- 
ities, Ar, j j, z=1, ... , 27, to match the values E(\1r,, jI r) and Var(. Ar, jfI r) that we would 
choose if we were analysing a homogeneous hidden Markov model with transition matrix Ar. In 
Section 4.7.1.2 we applied a simple homogeneous hidden Markov model to the Yorkshire dataset, 
with independent Dirichlet priors for the rows of (A,. I r). The hyperparameters in the prior for 
each (A,. I r) were chosen to have the information content of a sequence of length 46 days and 
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to represent belief that the mean sojourn time in any state is around 2.5 days. For example, 
conditional on r=3, this led to a prior in which the mean and variance for )3Jf were m=0.56 
and v=0.0154. Therefore, in the hierarchical prior for (A3, j, ..., A3 
j), we set e3Jf = 0.561 
e3,1k=(1-e3, jj)/(3-1)=0.22, j 0k, and fixed (--m(1-m)/v-1=15. 
For each rE {1, ..., rmg. 
} and every jES,. we then judged that learning that 4, j was equal 
to its mean, e,.,,, would be equivalent to observing N= T/(27r) x 1.6 transitions from weather 
state j, terminating on days with Lamb weather type x, if we had adopted a simpler prior in 
which the A,. 'J were all independent. If the time series contained an equal number of each of 
these (st-1 = j, xt = x)-type transitions, (j, x) E Sr x Q, then there would be T/(27r) of each 
kind. The figure for N that we selected is 1.6 times this value. Note that we chose a reasonably 
large value for N because we anticipated that there would be some stochastic vectors, Aj, about 
which we would learn very little. From the specification of the marginal means and variances, 
and the choice of N, we deduced values for E,. and Ef using the formulae in Section 5.4.2. 
Continuing the example with r=3, we took N= 2707/(27 x 3) x 1.6 ^_- 53, finally leading to 
Ix 3= 71.53 and E3 = 19.25. This procedure led to prior distributions in which the marginal 
correlations between A,, j and ATa1, x#y, were just under 0.8 for all rE{I.... , rm 
}. 
Finally, for the initial distribution, we adopted the exchangeable prior specification from Chap- 
ter 4, taking the information content parameter, G, to be equal to r, to give (vr I r) a Dirichlet 
, 1) distribution for rE{1, ... , rmax 
}. 
5.7.2 Posterior inference for r 
In this section we provide further details on estimation of the posterior distribution for r via 
power posteriors and then present the results when the method is applied to the Yorkshire data. 
5.7.2.1 Implementation 
Assume first that there are no missing data. Recall that the power posterior method is a within 
model simulation technique and so we estimate the marginal likelihood for each model (i. e. for 
each value of r) separately. For a model with r states, the power posterior at temperature t is 
given by 
lre (0., s, so, do I w, d, x, r) 
a P(w, d1 er, s, so, do, x, r)tir(Or, s, so, do I x, r) 
= p(w, d1 do, s, Or, obs)`p($, So 1 ©r, hld, x, r)1(Or, hld 
1 r)1r(©r, ob® 1 r)P(do). 
The expected half deviances, Eor, a, so, dojw, d,, c, r, t{logp(w, d( do, s, so, 9,., r)}, at all temperatures, 
t, are calculated according to Algorithm 3.5.1, in which the weather states, (s, so), and the ini- 
tial occurrence vectors, do, are treated as model parameters. Application of the power posterior 
algorithm to hidden Markov models was discussed in detail in Section 4.6.4 and so we provide 
only brief details here. The temperature variable, t, is fixed and so the full conditional distri- 
butions of 9r, hid and (4,130, C9,0) which do not appear in the expression p(w, dI do, s, er, oba)t 
remain as they would be in an ordinary posterior analysis. The full conditional distributions for 
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the parameters in Mr and V, were deduced in Section 4.7.2.1 and are given in equations (4.36) 
and (4.37), respectively. For the parameters in the autologistic model, derivation of the full 
conditional distributions is straightforward, for example, for aik we have 
2"-1 t- 
7r(Qrr, ik I,, *) pC Iff Ck(Q I Br, obs, k, r)-Lktýe, do) X cXp tTik(S)CXr, ik + (ar'27 ar'kýý 
t=o r, °, k 
for each (i, k) E{1, ... , n} x S,., with similar expressions for the elements in 13,, and c,.. These 
distributions are sampled in Metropolis Hastings steps, generating proposals using symmetric 
Gaussian random walks. The full conditional distribution for the initial rainfall occurrence, 
Dö, y, is Bernoulli, with success probability 
C3TV+1 {T (dö, 
y - U, 




v)}t exp(t(iaTV+14+l)Pö + CsTV+1 
{Z(dp = 1, d 
and can be sampled directly. In order to simulate from the full conditional distribution of the 
weather states we adopt the block updating scheme outlined in Section 4.6.4, where a sample is 
generated using an adapted version of the forward backward algorithm in which the distributions 
p(wu, du I D, ß_1 = d. - 1, 
Su = Su, Br, obs,,,,, r) in the filtered probabilities arc raised to the power 
t. 
Now suppose that some of the data, (wmj, dmiss), are missing, with (w-m', d-mom) denoting 
the observed data. In an ordinary posterior analysis, we handle the missing occurrence data 
by appending them to the set of unknowns and simulating values from the full conditional 
distributions on every iteration of the MCMC scheme; see Section 5.6.3 for details. If we 
handled the missing data in this way within the power posterior algorithm, the expectation that 
we would need to compute at every temperature would be 
Eof l 
,., 8, so, do, dmls. ja'-ml.., d-mbaýx, r, tflogP(W-miss, 




log P(w-miss, d-m1 I do1, dmý , 8b1, N 
j_1 
0 
where here (do', dýL , sUl, so 
1,0) denotes the j-th draw from the power posterior at temper- 
ature t. However, in the conditional density, 
p(W-misss d-miss I do, dmisa> s> so, 9r, r) = p(w-mips I d-mies, et Or, r)p(d-m" I d0, dmisa, Sr ©r, r), 
there is no closed form expression for p(d-mi I do, dmiM, s, 9,., r). It can be written as 
P(d-miss, dmiss (do, s, er, r) 
where p(dmiss I do, s, er, r) p(d-miss, dmj. I do, s, pr, r), P(dmisa I do, s, er, r d-mim 
but calculation of this expression for the denominator is generally not computationally feasible. 
The 115 missing values in the Yorkshire dataset are roughly equally split between the winters of 
1980/81 and 1990/91, so we chose to omit these two years when computing estimates of the log 
marginal likelihood. Of course, this means that we cannot deduce the complete joint posterior 
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Figure 5.3: From analyses of the Yorkshire data, expected half deviance against temperature for the 
NHMMwith r=1 ( ), r=2( ), r=3( ), r=4( )andr=5( )states. 
ir(r, 8r> s, so, d0 I w, d), and r(r I w-""'9, d-"') can only be regarded as an approximation to 
irr(r I w, d). 
In the power posterior algorithm, we use the temperature schedule t; = (i. /n)ý, i=0, ... , n, with 
n= 40 and c=4, and generate 100,000 draws from the power posterior at each temperature, 
of which the first 40,000 are discarded as burn in. For every temperature, note that we have 
increased the number of posterior draws by a factor of 10 compared with the analyses from 
Chapter 4. This was due to very high auto correlations in the MCMC output (see Section 5.7.3.1) 
which meant that every posterior draw was worth considerably less than it would have been, 
had the draws been less highly correlated. The estimates of the expected half deviance at each 
temperature were combined using the trapezoidal rule to give the overall estimate of the log 
marginal likelihood, and the Monte Carlo standard errors were estimated using the procedure 
outlined in Section 4.7.2.1. 
5.7.2.2 Results 
For the NHMMs with r=1, ... ,5 weather states, Figure 5.3 displays plots of the expected 
half 
deviance, Ee,,, B, s0, d0 w, d, x, r, t{logp(w, dI do, s, se, 6r, r) j, against temperature, t. The shapes are 
similar to those that we observed in Chapter 4, with occasional sharp increases in the expected 
half deviance at temperatures when the likelihood is given sufficient weight to allow additional 
weather states to be identified in the power posterior. 
Estimates of the log marginal likelihoods, their Monte Carlo standard errors and the posterior 
distribution for r are presented in Table 5.1. The posterior for r is such that virtually all the 
posterior mass lies at r=5 and it seems unlikely that this result would change if we had been 
able to use all of the data to compute the log marginal likelihood estimates. In Chapter 4 
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r 1 2 3 4 5 
Log marginal likelihood 











Posterior probability 0.00 3.41 x 10 : 317 2.86 x 10 181 1.77 x 10 ''' 1.00 
Table 5.1: Estimates of the log marginal likelihood, the associated Monte Carlo standard error and the 
posterior distribution for r for the 28 years in the Yorkshire datf+. set with no missing values. The estimates 











Figure 5.4: Estimates of the log marginal likelihood, for the 28 complete years in the Yorkshire dataset, 
when modelling the data using the r-state NHMM (. ) and simple hidden Markov model () from 
Chapter 4. Estimates were calculated using the power posterior approach. 
we obtained a similarly extreme posterior distribution for r. Again, this is likely to he due 
to some combination of the choice of priors and model misspecification. For example, even 
though rainfall occurrences are allowed to be positively correlated within weather states, we 
still assume non-zero rainfall amounts to be conditionally independent. Consequently, a large 
number of states may be required to compensate for the simplicity of the within state model 
for rainfall amounts on wet days. 
The Monte Carlo standard error for the estimate when r=5 is noticeably larger than that for 
any other value of r. Although trace plots of the half mean deviance, log{p(w, dI d0, s, SOO,, r)}, 
displayed quite large variances at some temperatures, this did not appear to he due to any lack 
of convergence. The large variances may be because some of the weather states in the 5 state 
model are not well supported by the data when the likelihood is raised to a power less than 
1, that is, when the influence of the likelihood is downweighted. It, follows that at the lower 
temperatures there might be a lot of uncertainty surrounding some of the weather states in the 
5 state model, and perhaps more variability in the power posterior for the half mean deviance. 
For comparative purposes, we estimated the log marginal likelihood for the simple homogeneous 
hidden Markov model (see Chapter 4) with r=1,... ,5 states, using only the 
28 years of 
data which contained no missing values. The resulting estimates are plotted together with the 
corresponding values for the NHMM in Figure 5.4. For all values of r, the marginal likelihood 
suggests that the NHMM provides a better description of the data than the simple hidden Markov 
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model with the same number of states. Indeed, evidence in favour of the NHMM is sufficient 
that the estimate of the log marginal likelihood for the NHMM with r=2 states is similar to 
that for the simple hidden Markov model with r=5 states. It also appears that the log marginal 
likelihood increases more slowly with r for the NHMM than the simple hidden Markov model. 
A possible explanation for this is that the within-state model for the NHMM explains some 
of the spatio-temporal dependence in the occurrence process, whereas the weather state is the 
only device for capturing this structure in the simple hidden Markov model. Moreover, the large 
number of parameters in 9r, bid for the NHMM means that, in comparison to the hidden Markov 
model, every increase in r constitutes a greater escalation in model complexity. Therefore, in 
terms of providing a better fitting, but parsimonious model, less is gained per increase in r for 
the NHMM. 
5.7.3 Posterior inference for (0,, s I r) using MCMC samples 
In this section we describe some of the problems encountered during MCMC sampling. We 
then present summaries of the posterior distributions for the model parameters and the weather 
states. We focus on the model with r=5 states since the posterior probability for this model 
is essentially equal to one. However, we also generated posterior samples from models with 
r=1, ... ,4 states, and encountered similar MCMC problems, although to a lesser extent. 
5.7.3.1 Implementation, convergence and mixing 
Fixing the number of states at r=5, the MCMC algorithm was run from a variety of starting 
points, all of which produced essentially the same results, up to the labelling of the states. In 
each run we generated 2,500,000 draws from the posterior, omitting the first 500,000 as burn-in, 
and thinning the remaining output so that only every 200-th sample was stored. This gave a 
posterior sample of size N= 10000. The posterior distributions presented in this section arc 
based on one such run. Convergence was assessed using the usual graphical diagnostic checks 
(see Section 3.3.1), and although the posterior distributions showed no signs of non-convergence, 
the mixing for the parameters in some weather states was poor. In some cases, the ACF plots 
showed that even thinning to every 200-th iterate did not eliminate the autocorrelation between 
successive draws. For example, for the most highly autocorrelated parameter, the effective 
sample size, which gives a measure of the sample size adjusted for autocorrelation (ICass et al., 
1998), was only 1,574. 
Mixing was worst amongst the 05, ik and some of the ß5, ijk parameters in weather states 4 and 
5, which we categorise as "wet" weather states in the next section. Mixing problems arise when, 
in certain weather states, there are observations on too few of the 2" possible rainfall occurrence 
vectors. For example, conditioning on the marginal posterior mode for s, it appeared that, 
on average, only six distinct rainfall occurrence vectors occurred in the wettest weather state 
(state 5). The consequence of observing too few occurrence vectors in some states is that some 
parameters are, at best, only weakly identifiable in the likelihood. We explore this issue below. 
On any day, the rainfall occurrence indicator can take one of 2" possible values. Therefore, 
conditional on the weather state and the rainfall occurrence indicator on the previous day, the 
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likelihood is of multinomial form. To explain the source of the identifiability problems, it will 
be convenient to begin by thinking about the multinomial distribution. To this end, consider a 
multinomial distribution with index parameter equal to 1 and probability vector (Pi, ... , ph 
). 
This is simply the generalisation of the Bernoulli distribution to K>2 possible outcomes. By 
definition, 
K 
E pi (5.46) 
i=1 
and so the multinomial likelihood will be completely determined by any (K -1) of pi.... , pK or, 
equivalently, by the relative sizes of pr, ... , pK. For example, if we regarded pi as a baseline, then 
the likelihood could be determined through the ratios 42, ... , OK where Oj = pi/pi. 
Suppose 
that we are using a model with (K - 1) parameters, for example, ¢2, ... , 4'K, in which case 
P1 = 1/(1 + 02 + ... + OK) and pi = qi/(1 + 02 + ... + Ox) for i=2, ... , K. 
Based on 
independent realisations from this multinomial distribution, the likelihood is 
K 
Loci p7 i 
i=1 
where ni is the total number of times outcome i is observed. 
Suppose that for one i, say i=a, we have na = 0. Then pa does not appear in the likelihood 
above, but it can still be identified because it follows from (5.46) that pQ =1- Ei'Aa pi. Suppose 
now that we have zero frequencies for two (or more) outcomes, say i=a and i=b. Then we 
cannot identify pa and Pb since, even using (5.46), they only appear in the likelihood as (pa+Pb). 
Therefore, we cannot identify ¢a and fib. 
Now consider modelling multivariate binary data using the (atemporal) autologistic model in 
equation (5.1). Let ß =-- (al, ., a,,, ß2i, ... , Qnn_1)T and denote the probabilities of 
the 2" 
possible vectors, (dl,... , d')', by pi, ... , pK where K= 2n. In this model, each qi = 
log 0i is 
just a linear combination of the parameters in /3, say, r= x'ß. The vector x{ will comprise 
1's, 0's and (-1)'s depending on which probability is chosen as the baseline. If we have two or 
more zero frequencies then some of the {r7i} are not directly identified, that is, they would not 
be identified if they were separate parameters. It may then be the case that we cannot identify 
certain elements of 0 from the remaining {m}, typically because they always occur together in 
the same combination. Suppose we take the baseline to be a probability corresponding to one of 
the binary vectors with zero observed frequency. If we denote just the identified {t } as q, then 
we can write r1= X/3. Now the parameters in p will only all be identified if the matrix 
i has 
rank equal to the number of parameters in A or, equivalently, if the columns in X are linearly 
independent. When this is not the case, the problem is akin to the issue of multicollinearity, 
which arises in classical linear regression when two or more explanatory variables are highly 
correlated. 
As an example, suppose that we are modelling binary vectors of length n=2 using the (atem- 
poral) autologistic model. Let the probabilities of observing (0,0), (0,1), (1,0) and (1,1) be pi, 
P2) P3 and p4, respectively, and suppose we take p3 to be the baseline. Then 
Ili =1og01 = log(P1/P3) _ -al 
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and, similarly, 112 = a2 - ai whilst 1J4 = a2 + 021. Suppose that we only ever observe (0,0)'s 
and (1,1)'s. If we observe nj of the former and n4 of the latter then 11 = (111,174)T and 
X_100 
011 
which has rank 2<3. Therefore we cannot identify all the parameters in 0. In this example we 
do not learn about '12 = a2 - cq. This can also be seen by writing out the likelihood in terms 
of (czl, a2, /321), which gives 
en4(al+a, +021) 
ý1 + eal + eQ2 + eat+a2+ß21) l+n4 
Clearly the likelihood depends on al and a2 in exactly the same way, and so, we do not learn 
about a2 - a1. 
In our NHMM for rainfall, the problem is more complicated because, conditionally on the 
weather state, we have a Markov chain of autologistic models. However, for each weather state, 
this simply means that there are many multinomial distributions, one for each occurrence vector 
on the previous day, which are linked by common parameters. In practice, this just means that 
we have many constraints of the form (5.46). 
The identifiability problems discussed above are likely to have been responsible for the poor 
mixing in the wet weather states, states 4 and 5. As remarked earlier in this section, the wettest 
weather state (state 5) was only associated with six distinct rainfall occurrence vectors. It was 
therefore impossible to identify all 27 parameters in the likelihood for rainfall occurrences in 
this state. Similarly, on most days in state 4, there were some pairs of sites which were either 
both wet or both dry, again leading to multicollinearity problems. When there arc parameter 
combinations which are, at best, only weakly likelihood-identifiable, this leads to flat ridges in 
the likelihood in some directions of the parameter space. This in turn leads to mixing problems 
during MCMC sampling. 
When the parameters are not identifiable in the likelihood, or only weakly identifiable, the same 
need not be true in the posterior. If the combinations of parameters that give rise to the same 
value of the likelihood lead to different values of the prior, then the parameters will be iden- 
tifiable in the posterior distribution. Clearly, the greater the distinction between these sets of 
parameters in the prior, the easier it will be to distinguish between them in the posterior. The 
idea of borrowing of strength can be used to construct a prior which is informative for directions 
in the parameter space about which the data provide little information. In the hierarchical pri- 
ors (5.14)-(5.19) we had to introduce high a priori correlations so that the prior was sufficiently 
informative to overcome identifiability problems in the likelihood. 
Often mixing can be improved by updating parameters simultaneously in blocks. Since mix- 
ing seemed to be worst for the parameters in A5, for each kE Sr we considered updating 
(a5,1k, ... , ag, nk) in a single block using a tailored independence chain, as outlined in Sec- 
tion 5.6.2. For the parameters in some of the drier weather states this led to faster decay 
in the ACF function, that is, mixing improved. However, for the parameters in the wetter 
weather states, where the ACF function decayed the most slowly, block updating made very lit- 
tle difference to the ACF plots. In approximating the mode of the log of the unnormalised target 
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density, computation of its first and second derivatives at every step of the Newton Itaphson 
scheme involved multiple summations over 2" terms. Therefore, computationally, the scheme 
was considerably slower than one-at-a-time updating based on symmetric Gaussian random 
walks. ]Further, in the wetter weather states, the Newton Raphson scheme was rather unstable 
and often failed to converge to the mode of the log target density. This is likely to have been 
because the posterior was still rather flat in certain directions of the parameter space, making 
the second derivatives small, even in the vicinity of the mode. Within the small number of 
recursions considered, this might have caused the Newton Raphson algorithm to stray from the 
mode. We therefore abandoned such block-updating schemes and the results presented in the 
following sections are based on one-at-a-time updating of the cx; k, IQi fk and yik. 
5.7.3.2 Posterior for (O Ir= 5) 
Conditional on the posterior mode, r=5, Figures 5.5 and 5.6 display the posterior distributions 
for the conditional probabilities of rainfall at each site, given the weather state and the previous 
day's rainfall occurrence vector, Dt_1. That is, the posteriors for Pr(Dti = 11 Dt_1 = dt-1, St = 
k, 95,0bs, r= 5) for each possible value of dt_1 and each kES. At each site, the numerical 
labels of the 2' possible values for Dt_1, T(dt_1), are ordered such that the first 2s-1, on the 
left hand side of the dotted line, correspond to no rain at the site in question on day t-1, 
and conversely for the last 2"-1 values. Each posterior distribution is visualised through its 
mean and 95% equi-tailed Bayesian credible regions. Figure 5.7 displays plots of the marginal 
posterior distributions for the mean parameters, M5, in the gamma distributions for rainfall 
amounts on wet days. 
From these plots it seems that weather state 5 is wet at all sites, with large rainfall amounts 
on wet days and high probabilities of rain, irrespective of the rainfall occurrence vector at lag 
one. The converse is true for the "dry" weather state, state 3, but in this case, the probability 
of rainfall is sensitive to rainfall occurrence at lag one, with lower probabilities of rain if the 
preceding day at the site in question was dry. Weather state 4 is generally wet, with high 
probabilities of rainfall at all sites (except Lockwood Reservoir, site 1), and reasonably large 
non-zero rainfall amounts. At the high altitude site, Lockwood Reservoir, weather state 2 
was the wettest state, although elsewhere this state represented conditions that were neither 
particularly wet nor dry. Similarly, whilst the wettest weather state for Moorland Cottage (site 
3) was weather state 1, at other sites this state was associated with dry conditions. Since 
Moorland Cottage is a high altitude site in the Pennines, it is likely that orographic effects 
(i. e. the influence of rising altitudes) are responsible for the occurrence of days characterised by 
this kind of behaviour. Although the labelling of the states was different, the weather states 
identified by the simple hidden Markov model in Chapter 4 had similar characteristics to those 
identified here. 
The effect of rain on the preceding day is the most pronounced at sites 1 and 3 in all weather 
states. This may be because the behaviour at these two sites often differs from the behaviour 
elsewhere. Therefore it could be that the weather state and autoregression on neighbouring sites 
is less able to explain the probability of rainfall occurrence at these sites, so that autoregression 
on the previous day is still an important factor. It also seems that in the wetter weather 
states, states 5 and 4, the conditional probability of rainfall depends only on whether or not it 
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Figure 5.5: Conditional on r=5, posterior means with 95% equi-tailed Bayesian credible intervals for 
the probabilities Pr(Dti =1I Dt_ 1= dr i, Sr = k, es,. b., k, r= 5), Z(dt _ 1) = 
0, ... , 
2" - 1, at sites (a) 
1 (b) 2 and (c) 3, in weather states 1(), 2(), 3(), 4() and 5(). The 
values T(dt_ 1) are ordered so that the first 2n-1 correspond to d, I-0, in ascending order, and the 
last 
2"-1 correspond to df_1 = 1, in ascending order. 
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Figure 5.6: Conditional on r=5, posterior means with 95%, equi -tailed Bayesian credible intervaLs for 
the probabilities Pr(D, ý =1ID, _1 
dr 1, St =-k, 8.,, ()Im, k, r -- 5), I(dt 1)0, ... , 
2" 1, at sites (a) 
4 (b) 5 and (c) 6, in weather states 1(), 2( --), 3 (- -), 4( -- ) and 5(). 
The 
values I(dl_ 1) are ordered so that the first 2n-1 correspond to d, _i0, 
in ascending order, and the Last 
2 "-1 correspond to d't_1 = 1, in ascending order. 
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Figure 5.7: Conditional on r=5, posterior means with 95% equi -tailed Bayesian credible intervals 
for 
the parameters in M5 in weather states 1(), 2(), 3(), 4() and 5( )" 
rained at the site in question the previous day, and not on the lag one rainfall occurrence at 
other sites. For each site, this is apparent from the similarity in the posterior distributions for 
Pr(D, ' Dr-i = dt - t, 
St = k, 95, obs, k, r= 5), where k=4 or k_5, amongst all 
2" 1 values of 
dt_ 1 for which d=0, and amongst all 2i-1 values for which d=1. In the other weather states, 
the lag one rainfall occurrences at sites j#i also seem to affect the conditional probability of 
rain at site i. For example, for each site, the first and last values of Z(dt 1) correspond to 
dt_ 1= (0,0,0,0,0,0)T and dt_1 = (1,1,1,1,1,1)T, respectively, and represent the lowest and 
highest probabilities of rain in state k, where k=1,2 or 3. The disparities between the posterior 
distributions given the different lag one rainfall occurrence vectors is evidence that they can be 
distinguished a posteriori. This supports the inclusion of an autoregression on lagged rainfall 
occurrences. 
The plots of the marginal posterior distributions for the coefficient of variation parameters in V5 
show the same patterns as the corresponding plots for the hidden Markov model in Chapter 4 
(see Figure 4.10(c)) and so are not shown. They again semi to suggest more variation between 
sites than between weather states. 
Figure 5.8 displays the marginal posterior distributions for some of the weather state transition 
probabilities, A5. jk = Pr(St =kI St_ 1=j, Xt = : r., 95, hide r= 5). The Lamb weather types are 
labelled so that 1 (and 8-9) are anticyclonic (hybrids), 10 17 are pure directional types, 18 (and 
19-26) are cyclonic (hybrids) and 27 is unclassified; see Table 2.2 for more details. Each plot 
also shows the marginal posterior distribution for the corresponding ý, y, jk's and the marginal 
prior distribution for the transition probabilities, which is the same for A; jk and 
A5 
jk, where 
xAy. Figure 5.8(d) shows the marginal posteriors for A5,53, x=1, ... , 
27, and is typical of the 
posteriors for all probabilities of transition from weather states 5 and 4, A5 5k and A5 4k. For 
these transition probabilities there is considerable overlap in the marginal posteriors across Lamb 
weather types, indicating that the atmospheric data are not particularly helpful in explaining 
transitions from the wetter weather states. However, the transition probabilities from and, to 
a lesser extent, into the "dry" weather state are heavily influenced by the Lamb weather type. 
Figure 5.8(c), for example, displays the marginal posterior distributions for A5 , ;, x=1,... , 27. 
This is the probability of remaining in the dry weather state given that the current Lamb weather 
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Figure 5.8: Conditional on r=5, posterior means with 95% equi-tailed Bayesian credible intervals for 
As, jk, x=1, ... , 27, 
() and Gjk ( --------------- ) when (a) j 1, k -- 1; (b) j 2, k 3; (c) j -= 3, 
k=3; and (d) j=5, k=3. Also shown are the marginal prior means with 95% equi tailed Bayesian 
credible intervals (---) for the corresponding transition probabilities Ajk, .r1, ... , 
27. 
type is x and, for all x, the transition probabilities are high, indicating that the dry weather 
state is persistent. Further, if the Lamb weather type is pure anticyclonic (. r. = 1), the posterior 
for the probability of making this transition, A51,33, has more density at larger values than the 
posteriors for A5.33 for any other Lamb weather type x#1. Given that the anticyclonic weather 
type is generally associated with dry conditions, this is not surprising. Conversely, when the 
Lamb weather type on the current day is pure south westerly (x = 14) or pure westerly (x = 15), 
the posterior for the probability of remaining in state 3 has more density at lower values than 
the posteriors for A5.33 with x 14 or 15. As discussed in Chapter 2, this may be because the 
westerly weather types tend to bring rain to the Pennines and so it is unlikely that the weather 
state would remain "dry" if the Lamb weather type was pure westerly. 
Many of the posterior distributions for transition probabilities A5 JA, . r, = 1'... '27, are only 
noticeably different when the Lamb weather type is pure anticyclonic or pure cyclonic (x = 18). 
For example, the marginal posterior distributions for the transition probabilities Ax 23 and All, 11, 
x=1, ... , 27, are shown in Figures 5.8(b) and 5.8(a), respectively. Weather state I is broadly 
characterised as dry which provides an explanation tos to why the probability of self transition, 
A5,11, is lower when the Lamb weather type is pure cyclonic, since cyclonic Lanih weather types 
tend to be rain bearing. Similarly, transition from state 2 into the dry weather state, state 3, is 
more likely, a posteriori, if the current Lamb weather type is pure anticyclonic. 
For some distinct pairs of Lamb weather types, x and y, and some state j to state 
k transitions, 
the central 95% of the posteriors for A5 jk and A5 jý_ do not overlap, for 
example, those for 
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Figure 5.9: Marginal posterior means and 95% equi-tailed Bayesian credible regions for the solution to 
the matrix equation 65A5 - 65, x=1, ... , 27. Here A5 is the 5x5 stochastic matrix with j th row 
equal to A5 
, J' 
85 =5 I' X5,2' X5,3+ a5 4+ b5 5) E 95 and the plots show (a) S5 , 
(b) fix .,, 
(c) 63 and (d) 
66 
, 5. 
Ej_1 a5, ß =1 and the plot for d5,4 is not shown. 
A5 and A5 33, demonstrating that the Lamb weather types can help to explain some of the , 33 transitions between states in the hidden process. 
Defining A5 as the 5x5 stochastic matrix with j -th row equal to A3, we can compute the 
posterior distribution for the solution to the matrix equation 6 A5 = for each value of x. The 
solution, 85, can then be interpreted as the stationary distribution of the (homogeneous) hidden 
Markov model that would prevail if the Lamb weather type was always equal to r. Posterior 
means and 95% equi-tailed credible regions for these hypothetical stationary distributions are 
displayed in Figure 5.9 for each value of x, and these highlight clear patterns amongst the Lamb 
weather types. The pure cyclonic type (x = 18) offers much more support to weather states 2 and 
5 than any other Lamb weather type. Given that state 5 is the wet weather state, and cyclonic 
Lamb weather types are typically associated with wet conditions, this agrees with our intuition. 
Most of the cyclonic hybrids, for example, cyclonic south easterly (. r = 21) also offer more 
support to weather state 5 than the anticyclonic or pure directional Lanih weather types. The 
pure anticyclonic type (x = 1) strongly favours weather state 3, as we would expect given that 
state 3 is dry and anticyclonic Lamb weather types tend to be associated with dry conditions. 
Many of the anticyclonic hybrids also offer more support to state 3 than the cyclonic or pure 
directional types. Several of the westerly hybrids (x =69 and : r, = 23 25), the pure north- 
westerly and south-westerly types (x = 16 and x= 14) and, in particular, the pure westerly 
type (x = 15) offer much more support to weather state 1 than the other Lamb weather types. 
Similarly, the pure northerly (x = 17) and north--easterly (x = 10) types offer more support 
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to weather state 2 than most of the other Lamb weather types. Weather states 1 and 2 arc 
associated with wet conditions at Moorland Cottage, in the Pennines, and Lockwood Reservoir, 
in East Yorkshire, respectively. The westerly Lamb weather types are the main precipitation 
bearers for the Pennines, whilst the northerly and easterly types tend to bring rain to Eastern 
parts of Yorkshire, so these observations are in accordance with the known relationships between 
Lamb weather types and precipitation. 
5.7.3.3 Posterior for (s Ir= 5) 
The marginal posterior mode estimate of the weather state sequence, s, conditional on there 
being r=5 weather states, is shown in Figure 5.10(a). The colour coding for the states is chosen 
so that at least the clear-cut wet (blue) and dry (red) states are coloured in the same way as 
their hidden Markov model counterparts from Chapter 4 (see Figure 4.11). As was the case for 
the hidden Markov model, the dry weather state (here state 3) is, again, the most persistent, 
and becomes more prevalent towards the end of February. It also appears that the sojourn times 
in the two wetter weather states, states 4 and 5, are generally shorter than those in states 1-3. 
The marginal posterior probabilities, Pr(St =jIw, d, x, r= 5), jE S5, at each time point were 
approximated using the simple estimate 
Pr(St=j1 w, d, x, r=5)=N II(sti, =j), jE$5, 
i=l 
where st'ý is the i-th (thinned) MCMC draw of st. Figures 5.10(b) and 5.10(c) display the 
estimates for the first and last winter periods, and are representative of patterns seen in other 
years. Comparison with the corresponding figures for the hidden Markov model in Chapter 4 
(Figures 4.11(b) and 4.11(c)) suggests that the NHMM generally leads to more posterior un- 
certainty in the allocation of days to weather states. One possible reason for this is that the 
within-state model used in the NHMM can capture a greater range of spatial patterns than 
that in the hidden Markov model, which assumed conditional independence in space, given the 
weather state. Therefore, compared with the simpler model, more of the weather states may be 
able to offer a plausible explanation for the observed patterns of rainfall (occurrence) on any 
particular day. 
5.7.4 Model checking 
In this section we compare the posterior predictive distributions for the test quantities introduced 
in Chapter 4 with the observed statistics, in order to assess the fit of the model and to compare its 
performance with that of the simple hidden Markov model. The posterior predictive distributions 
are, again, simulated in the manner described in Section 4.7.4. Since the posterior distribution 
for r has essentially all of its mass at a single value (r = 5), averaging the posterior predictive 
distribution for a test quantity over the posterior for r is equivalent to using the posterior 
predictive distribution conditioned on r=5. 
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Figure 5.10: (a) Conditional on r-5, marginal posterior mode (MPM) estimate of s; posterior weather 
state probabilities Pr(Sr =kIw, d, x, r= 5) fork =1(), k-2( -), k-3(), k '1 
() and k=5() in the winter (b) 1961/62 and (c) 1990/91. 
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5.7.4.1 Simple marginal properties 
Plots of the posterior predictive distributions for the relative frequencies of rainfall occurrence 
at each site and for the relative frequencies of each rainfall occurrence vector were very similar 
to those based on the homogeneous hidden Markov model and so, for brevity, are not shown. 
In brief, the posterior predictive means for the proportion of wet days at each site matched 
almost exactly the observed proportions. The same was true of all rainfall occurrence vectors, 
except the most frequently occurring, Dt = (1,1,1,1,1,1)T, for which the observed proportion 
lay slightly to the right of the mean in the posterior predictive distribution. However, this slight 
underestimation was less pronounced than it had been for the hidden Markov model, suggesting 
an improvement in the joint model for rainfall occurrence on any particular day. 
The probability Pr(Dt {= 11 St = st, 0, x) for a hypothetical replication Dt of Dt has no simple 
closed form and so the calibration curves in Figure 5.11 are based on the posterior predictive 
probabilities 
Pr(Dt {=11 Dt-1 = dt-i, w, d, x) 
N 
Pr(Dt ; =1 I Dt-1 = dt-i, st = sýý, eý) ý, ) N obs, a j=1 
N 
=N Pr(Dt t =1, D` -ý _ d-t Dt-i = de-i, Sc= 3111, O1 
1 
. 
9=1 d-' obs, st 
where di-1 is the observed rainfall occurrence vector on day t- 1. Compared with the calibration 
curves constructed from the hidden Markov model (see Figure 4.13) the plots for the NHMM 
indicated generally improved fit, although at some sites there is still some discrepancy between 
the observed and posterior predictive probabilities. This suggests that the posterior predictive 
distributions are still uninformative about the probabilities over some intervals. 
The plots displaying the sample quantiles of the distribution of non-zero rainfall amounts at 
each site and summaries of the corresponding posterior predictive distributions (not shown) 
were indistinguishable from those obtained using the hidden Markov model. Again, they gave 
no reason to question the choice of (a mixture of) gamma distributions to model rainfall amounts 
on wet days. 
5.7.4.2 Spatial structure 
For all pairs of sites, the means and 95% equi-tailed posterior predictive distributions for the 
log odds ratios between rainfall occurrences and the Spearman's rank correlation coefficients 
between non-zero rainfall amounts are displayed in Figures 5.12(a) and 5.12(b), respectively, 
together with the observed statistics. One of the deficiencies of the simple hidden Markov 
model was that it underestimated the larger log odds ratios, but this problem has been largely 
eradicated by introducting a Markov chain of autologistic models within weather states. From 
Figure 5.12(a), all of the observed log odds ratios lie within the central 95% of their posterior 
predictive distributions with the larger observed values positioned only slightly higher than the 
posterior predictive means. 
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Figure 5.11: Calibration curves for the posterior predictive probability of rain at (ii) Lockwood Reservoir; 
(b) Hull, Pearson Park; (c) Moorland Cottage; (d) the Retreat, York; (e) Great Walden Edge; (f) Kirk 
Bramwith. () is a posterior 95% Bayesian interval for the "true" probability based on the observed 
sample (assumed binomial) and a uniform prior on the "true" probability. 
The hidden Markov model in Chapter 4 assumed conditional independence between rainfall 
amounts given occurrences and the weather state and was unable to reproduce the highest 
correlations between pairs of sites. Although the NHMM studied in this chapter continues 
to make this assumption, it seems to perform better in this regard. The largest observed 
correlations continue to lie beyond the 97.5% points in their posterior predictive distributions 
but it appears that the posterior predictive distributions associated with the NHMM assign 
more density to larger values than those based on the hidden Markov model. This may he due 
to differences in the properties of the weather states identified by the hidden Markov model 
and the NHMM. The improvement was not observed when we studied the straightforward non 
homogeneous generalisation of the simple hidden Markov model (see Section 5.3.3.1) and so must 
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Figure 5.12: Observed values versus posterior predictive means for (a) log odds ratios between rainfall 
occurrences; and (b) Spearman's rank correlation coefficients between non-zero rainfall amounts at each 
pair of sites in the Yorkshire network. () indicate the posterior predictive 95`y, 13ayesian credible 
regions. 
be due to the improved modelling of rainfall occurrences via the Markov chain of autologistic 
models, rather than the incorporation of atmospheric information. 
In later work (Chapter 6) we will consider models which allow rainfall amounts to be correlated 
within weather states which may explain the extra correlation left over after conditioning on the 
weather state. 
5.7.4.3 Temporal structure 
The empirical survivor functions for wet spells at sites 1,3 and 6, together with the mean 
and upper and lower 2.57o points frone the posterior predictive distributions are displayed in 
Figure 5.13. The simple hidden Markov model led to good agreement between the observed 
survivor functions and the posterior predictive means at sites 2,4 and 5, and this remains the 
case for the NHMM. At sites 1,3 and 6, the simple hidden Markov model underestimated the 
proportions of longer duration wet spells (see Figure 4.16), with the empirical survivor function 
lying beyond the 97.5% point in the posterior predictive distribution. From Figure 5.13 it is clear 
that at site 1, the empirical survivor function now lies within the central 95%, of its posterior 
predictive distribution. At sites 3 and 6, the model still underestimates the proportions of longer 
duration wet spells, but considerably less so than the simple hidden Markov model. 
The hidden Markov model also underestimated the proportions of longer duration dry spells 
at sites 1 and 3 (see Figure 4.17). However, from Figure 5.14, this problem has largely been 
rectified by the more complex temporal dependence structure of the NHNIM. 
Finally, plots (not shown) displaying the observed Spearman's rank correlation coefficients be- 
tween rainfall amounts at lags 0-8, and the corresponding posterior predictive distributions, 
exhibited no discernible difference compared to the plots obtained using the hidden Markov 
model (see Figure 4.18). This means there is still a slight tendency for the \Hh1M to un- 
derestimate the dependence between consecutive rainfall amounts in wet spells, at sites where 
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Figure 5.13: Observed ( ), posterior predictive mean () and posterior predictive 95% 
Bayesian credible regions (------) for the survival distributions of wet spells at (a) Lockwood Reser- 





















Figure 5.14: Observed ( ), posterior predictive mean () and posterior predictive 95% 
Bayesian credible regions (------) for the survival distributions of dry spells at (a) Lockwood Reser- 
voir; (b) Moorland Cottage. 
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this dependence is strong. The problem of explicitly incorporating dependence between rainfall 
amounts in wet spells, given the weather state, will be discussed further in Chapter 6. 
5.8 Summary 
In this chapter we had two main objectives; (i) to develop a model for the weather state pro- 
cess which incorporated categorical atmospheric variables (Lamb weather types) in a manner 
amenable to posterior inference via MCMC, (ii) to introduce a more sophisticated model for 
rainfall occurrences, given the weather state. In our fully Bayesian framework, satisfaction of 
each of these objectives required careful specification of a prior distribution that encouraged 
borrowing of strength between parameters. This was necessary as compensation for the paucity 
of information in the data about some of the unknowns in this highly parameterised model. 
Regarding the first objective, we suggested describing each vector of (st-1, xi)-type transitions 
as a separate stochastic vector A5 and then introduced a priori dependence between Aj, ... , Aý7 
through a hierarchical Dirichlet prior. We also presented an intuitive strategy for choosing the 
hyperparameters in these priors which avoided having to think directly about marginal corre- 
lations or covariances. In the Yorkshire dataset, we found differences between the stochastic 
vectors Ai,... , 
M7, a posteriori, suggesting that different Lamb weather types can be associ- 
ated with different precipitation patterns. Indeed, evidence of some of the known relationships 
between Lamb weather types and Yorkshire precipitation could be gleaned from the analysis. 
Considering now the second objective, in this chapter we introduced a Markov chain of autologis- 
tic models to describe the joint distribution of rainfall occurrence, given the weather state. Both 
the marginal likelihood and checks of model fit based on the posterior predictive distribution 
suggested that the NHMM provided a better description of rainfall in the Yorkshire network 
than the simple hidden Markov model from Chapter 4. 
In spite of the improvements over the simple hidden Markov model, there are several problems 
with the model proposed in this chapter. Although it was manageable for the small network of 
Yorkshire sites, computation of the normalising constants in the Markov chain of autologistic 
models would quickly become analytically intractable if the number of sites was increased. In this 
case, either the normalising constants would need to be approximated, which would introduce 
error, or the model would need to be simplified so that its normalising constants could be 
computed exactly. However, such simplifications may compromise the ability of the model to 
capture spatial dependence between rainfall occurrences. A second problem is that, a posteriori, 
the model could not predict correlations between non-zero rainfall amounts as strong as some 
of those observed in the Yorkshire dataset. However, there is no particularly natural way of 
developing the within weather state model studied in this chapter to incorporate dependence 
between non-zero rainfall amounts. In Chapter 6 we consider NHMMs in which latent and 
partially latent multivariate normal random vectors are introduced to jointly model dependence 
between both rainfall occurrences and between rainfall amounts within weather states. The 
complete data likelihood of this model is also free of potentially intractable normalising constants. 
Another major problem with the Markov chain of autologistic models is that there are often 
weather states in which some parameters are, at best, only weakly likelihood-identifiable. This 
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leads to ridges in the likelihood in certain directions of the parameter space which, in turn, 
can cause mixing problems in the MCMC analysis. In order to remove these ridges from the 
posterior, it is necessary to introduce very strong priors, for example by making parameters with 
the same function at different sites highly correlated a priori. However, another criticism of the 
autologistic model is that it is difficult to identify the exact nature of the relationships between 
the various parameters in the likelihood. This in turn makes it very difficult to encapsulate prior 
information in our prior specification. 
The latter criticisms highlight a more general point about hidden Markov models with highly 
parameterised within-state distributions. Hidden Markov models are designed to partition data 
into more homogeneous segments. Inevitably, therefore, given enough hidden states, there will be 
some associated with only a limited range of data patterns. If we adopt a highly parameterised 
model within each hidden state, then the consequence is likely to be identifiability problems 
in the likelihood for some states. Therefore, to encourage identifiability in the posterior, it 
will be helpful to construct priors which allow borrowing of strength between parameters. To 
this end, it is important to have a framework in which we can think about the relationships 
between different parameters and are able to construct a prior which conveys this information. 
Germain et al. (2010b) consider the problem of constructing a prior for a variance matrix which 
allows a full specification of all a priori beliefs about the variances and covariances, within a 
distributional framework that guarantees positive definiteness. This prior is used in Chapter 6 
for NHMMs which rely on the introduction of latent multivariate normal random vectors. 
154 
Chapter 6 
Hidden Markov models and latent 
Gaussian variables in models for 
rainfall data 
6.1 Introduction 
Much of the recent work on statistical rainfall modelling has been based on the introduction 
of latent multivariate normal random variables. For example, Sansö & Guenni (2000), Allcroft 
& Glasbey (2003) and Ailliot et al. (2009) have all taken this approach. Often, the latent 
variables are related to the observable rainfall amounts through a process of truncation and 
transformation in which rainfall only occurs if the value of a latent variable exceeds a particular 
threshold. When this threshold is exceeded, the observed rainfall amount is then equal to some 
transformation of the latent random quantity. The same unobserved random vector is therefore 
responsible for capturing the dependence amongst rainfall occurrences as well as non-zero rainfall 
amounts. Although this provides a parsimonious means of modelling spatial association in the 
two processes, it prevents independent changes in the probability of rain and the distribution 
of non-zero rainfall amounts. However, by giving the transformed non-zero rainfall amounts a 
non-degenerate distribution, conditional on the latent Gaussian variables, a much more flexible 
model can be obtained. In this chapter we use these ideas to build spatio-temporal dependence 
amongst rainfall occurrences and non-zero rainfall amounts, adding an extra latent layer between 
the weather states and the observables in a more sophisticated hierarchical NHMM. This resolves 
two of the difficulties encountered in Chapter 5. Specifically, MCMC can proceed without the 
need to compute intractable normalising constants, whilst spatial dependence between non-zero 
rainfall amounts can be incorporated naturally through the dependence structure of the latent 
multivariate normal random variables. 
The remainder of this chapter is organised as follows. In Section 6.2, we discuss how latent 
Gaussian variables can be used to model spatial dependence between rainfall occurrences, then 
propose an NHMM in which, effectively, the rainfall occurrences form a Markov chain of multi- 
variate probit models, conditional on the weather state. Section 6.3 extends the ideas from the 
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previous section, describing a general framework for the spatial modelling of rainfall amounts 
that is based on two (partially) latent Gaussian variables. We explain how many of the models 
from the literature fit into this framework, then embed a simplified version into an NHMM for 
daily rainfall amounts. For this NHMM, Sections 6.4 and 6.5 outline the prior and likelihood, 
respectively, then Section 6.6 details posterior inference via MCMC for a model with a fixed 
number of states. In Section 6.7 we explain how the power posterior approach for computing 
marginal likelihoods needs a correction term when applied to certain models, namely, those for 
which the set of parameter (and latent variable) values with non-zero posterior density/mass 
is a proper subset of that comprising values with non-zero prior density/mass. The proposed 
NHMM belongs to this class and we describe how its marginal likelihood can be approximated. 
In Section 6.8 we apply the model to the Yorkshire dataset, and compare our results to those 
obtained in earlier chapters. The posterior predictive performance of the model is assessed 
through comparisons with data used to fit the model as well as observations from outside of the 
model-fitting dataset. 
6.2 Modelling rainfall occurrence 
The hidden Markov model in Chapter 4 assumed that the weather states formed a homogeneous 
first order Markov chain and that rainfall occurrences were conditionally independent in time 
and space, given the weather state. The NHMM studied in Chapter 5 allowed atmospheric data 
to influence the transition probabilities between weather states and modelled rainfall occurrences 
using a Markov chain of autologistic models, given the weather state. The NHMM was able to 
reproduce the spatial structure in the observed data much more closely than the simpler model 
from Chapter 4. In this section we consider models which borrow the dependence structure of 
the multivariate normal distribution in order to induce dependence between binary variables. 
We focus on modelling spatial association because our objective is to develop NHMMs for rainfall 
in which the temporal dynamics will be largely captured through the weather state process. An 
NHMM for rainfall occurrence data is discussed in Section 6.2.4. 
6.2.1 Hierarchical models for spatial binary data 
When the autologistic model is used to describe binary data, spatial dependence is introduced 
at the first stage of the model specification. An alternative approach is to adopt a hierarchical 
model and introduce spatial association at the second stage using the components of latent 
multivariate normal random variables as spatially varying random effects. Consider a vector of 
rainfall occurrence indicators D= (Dl,..., Dn)T where D' is equal to 1 if it rains at site i and 
is equal to 0 otherwise. A simple hierarchical model might assume that, given model parameters 
ß and latent variables Z;, the rainfall occurrence indicators D{ are conditionally independent 
Bernoulli random variables, 
D' I Z1, /3 "N Bern(g-1(rß{)) 
,i=1,..., n, 
(G. 1) 
where , q{ = (xi)Tß+Z' for some link function g: (0,11 -+ R with inverse g-1. The Zi would then 
be modelled as spatial random effects coming from a Gaussian process. Therefore the second 
156 
Chapter 6. HA Ms and latent Gaussian variables in models for rainfall data 
stage specification might be 
Z= (z19... 9 Zn)T 1u2,0-N. (6.2) 
where H(O) would typically be an isotropic correlation function, for example, the exponential 
correlation function, where Corr(Z', Z- (0) = exp(-qdj f) and d, f is the distance between the 
i-th and j-th sites. At the third stage, priors would be assigned to the parameters p, a2 and 
0. Suitable link functions for binary data are the logit or probit links. This is an example of a 
generalized linear spatial process model in which, more generally, the data can be assumed to 
arise from any member of the class of exponential family models. For further details, see Diggle 
et al. (1998) who developed the model framework, or Banerjee et al. (2004) who suggested using 
the Bernoulli version as a model for multi-site rainfall occurrence data on a single day. 
Choosing the logit link, Velarde et al. (2004) model weekly rainfall occurrence at 25 sites in the 
central region of Brazil using a modified version of the three stage Bernoulli model, in which 
the spatial random effects are CAR effects. Conditionally autoregressive (CAR) models, first 
introduced by Besag (1974), are a class of models for multivariate data which have the property 
that the joint distribution of the data is uniquely determined by the full conditionals, assuming a 
particular neighbourhood structure. For example, the autologistic model, studied in Chapter 5, 
is a CAR model for binary data. The Gaussian version (sometimes called the autonormal model) 
is often used at the second stage of a hierarchical model to capture spatial association via random 
effects. Specifically, let Z= (Z1, ... , Zn)T be a vector of spatially varying random effects and let w; j be equal to 1 if location j is a neighbour of location i and equal to 0 otherwise. A very 
simple CAR model takes 
Zs ( Z',.. Zi-i Zi+i Zn T2 ,,, N(2' 'r2/mt), (6.3) 
where mi = rj#t wij is the number of neighbours of location i and 2' = Ejo{ w; jZJ/m{ is 
the average of the Zi, j#i, for locations j that are neighbours of i. This leads to a joint 
distribution of pairwise difference form 
P(Z', ..., 
Z" I TZ) a exp -21 
nL-1 
ýE 
wij(Zi _ Zf)2 , 
(6.4) 
t=1 j>i 
which is improper and unaffected by the addition of a constant to all of the Z. Thus to 
identify an intercept term in the linear predictor, a constraint must be imposed, for example, 
Ei n-1 Z' = 0, although this does not make the density proper. The joint distribution in (6.4) 
can also be written as 
P(Z',..., Zn 1rr2) a exP 
{_ ! 




where D. = diag(ml, ... , m) and the matrix W contains w; f in the (i, j)-th position for i#j 
and zero's on the diagonal. The impropriety in the joint distribution (6.5) can be remedied by 
introducing a "propriety parameter" which makes the precision matrix, (Dw - W)/T2, non- 
singular. For theoretical details and properties of CAR models see, for example, Besag et al. 
(1991) or Banerjee et al. (2004). 
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Rainfall data would usually be classified as point data, meaning the rainfall amounts are mea- 
sured at locations whose coordinates vary continuously over multidimensional Euclidean space. 
Typically, models with CAR effects are used for areal data in which measurements are often 
sums or averages of variables over the areal units into which a geographical region has been 
divided. For such data, it may be natural to use neighbour-based notions of proximity between 
spatial locations, for example, two units are neighbours if they share a common boundary. How- 
ever, with point data, as long as a sensible neighbourhood structure can be defined, CAR effects 
offer computational advantages over more general Gaussian process random effects in that their 
conditional specification makes Gibbs sampling particularly convenient. Additionally, the CAR 
model directly parameterises the precision matrix of the random effects, unlike a Gaussian pro- 
cess model which will typically parameterise the variance matrix using an isotropic covariance 
function. Therefore, because likelihood evaluations require computation of a quadratic involv- 
ing the precision matrix, the use of CAR effects can simplify such calculations. In their rainfall 
model, Velarde et al. (2004) define the neighbourhood set of each site using a distance-based 
criterion. Independent and identically distributed sets of CAR effects of the form (6.3) are then 
incorporated in the model for rainfall occurrence in each week. For the rainfall occurrence indi- 
cator at the i-th site in week t, Dt, the fixed effects component of the linear predictor ((xi)Tß'i) 
incorporated seasonal effects and temporal association, the latter by including the terms Dt'_q 
in xt for q=1,2,3. One drawback of this approach is the very limited scope for prior elicitation 
in the distribution of CAR effects, in this case being confined to the choice of prior for a single 
parameter r2. Also note that although the neighbourhood sets were defined using distances 
between sites, this will not necessarily lead to any distance based association in the variance 
matrix of the random effects. 
In these hierarchical models for binary data, spatial dependence is introduced using normally 
distributed random effects at the level of the linear predictor. An alternative way to induce 
dependence through the multivariate normal distribution is to directly define each binary variable 
as some transformation of a latent normal variable. This idea is central to the multivariate probit 
(MVP) model, in which the latent multivariate normal random variables deterministically fix 
the values of the binary variables by means of a threshold specification. 
6.2.2 The multivariate probit model 
The multivariate probit model was introduced by Ashford & Sowden (1970) as a generalisation 
of the standard binary probit model. The flexible dependence structure of the multivariate 
normal distribution is used to model dependence between binary variables by introducing a latent 
multivariate normal random vector, whose mean is typically expressed as a linear combination of 
observed covariates. The binary data are then assumed to arise through a threshold specification 
on the underlying latent vector. Appealing features of the MVP model therefore include the 
ease with which covariates can be incorporated and the separation of trend and dependence 
parameters in the linear predictor and the variance matrix, respectively. From a Bayesian 
perspective, the ability to think independently about the parameters in the linear predictor 
and the variance matrix could, in principle, offer an advantage over the autologistic model, 
discussed in Chapter 5, for which it was difficult to assess separately the spatial trend and 
spatial association parameters. 
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In general, evaluation of the observed data likelihood in MVP models is difficult because it 
involves computing multidimensional normal integrals. This can be avoided through a combi- 
nation of Gibbs sampling and data augmentation in which the latent variables are appended to 
the set of unknowns. An MCMC scheme then alternates between generating draws from the 
conditional posterior distribution of the latent variables, given the model parameters, and the 
conditional posterior distribution of the model parameters, given the latent variables. Chib & 
Greenberg (1998) were the first to present this as an MCMC solution to numerical analyses of 
MVP models. 
Denote by Di = (Di , ... , Dt )T a binary random vector whose i-th entry, Di, corresponds to the 
t-th observation on the i-th variable for t=1, ... ,T and i=1, ... , n, and let Zt = (Zi , ... , 
Zt )T 
be an n-variate normal random vector for t=1, ... , T. Let Xt = (Xg, o, """, Xt,, ºº-I) 
denote a 
(n x mn) design matrix for the t-th observation where, for j=0,. .., m-1, Xjj= 
diag(x j). 
Here, xt, = (x j, ..., xt f)T is a vector of covariates whose i-th entry is associated with the t-th 
observation on the i-th variable. Suppose that Zi has distribution 
Zt I l3, E ^d Nn(Xeß, E) 
for t =1, ... , T, where 03 = (f3ö , ... , f3 _1)T and 
/3j = (01, ... , O! )T E R' for j=0, ... ,m -1. 
Therefore, each /3j is a vector of unknown regression coefficients whose i-th entry is associated 
with the i-th variable. Finally, we relate Dt and Zt through the signs of the elements of Zi, 
specifically 
Dt =1((Zt > 0), i =1, ... , n, t=1, ... , T. 
The probability that Dt = dt, conditioned on parameters (/3, E) and on covariates Xt, is given 
by 
Pr(Dt = dt (Q, E) =f... 
J On(Zt I Xtß, E) dZt 
tI 
where 5(Zt ( Xtß, E) is the density of the n-variate normal distribution, N(X1fl, E), evaluated 
at Zt, and 
B{ 
f(O, 
oo) if d=1, Bt' 
(-oo, 0) ifdt=0. 
Let Bt =13ý x B2 x"""x Bt so that Bt depends purely on the observed data, D. 
As presented above, the parameters (p, E) arc not identifiable in the observed data likelihood. 
For example, for any positive definite (n x n) diagonal matrix, C= diag(Ci, ... , 
Cn), suppose 
that fl is an (n x n) matrix defined by C= CECT and 7= (i' +""", . yo ,""" 91m'-19 "". ym-1)T is 
an mn-vector whose elements are defined by'yi = Ctß. It is then easy to show that Pr(Dt = dt 
0, E) = Pr(Dt = dt I ry, SZ). Therefore, for the parameters ((3, E) to be likelihood identifiable, 
restrictions need to be placed on 3 or E that prevent arbitrary rescaling of the linear predictor, 
Xtß, or the variance matrix, E. Section 6.2.3 provides further discussion of ways in which the 
non-identifiability problem can be handled. 
When the probit link is used in the hierarchical Bernoulli model, its equivalence to the MVP 
model can easily be verified. Here, by equivalence, we simply mean that any joint mass func- 
tion for the binary variables that is produced by the MVP model can also be generated from 
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the hierarchical model through an appropriate choice of parameters, and vice versa. However, 
the MVP model offers a computational advantage over hierarchical Bernoulli models. This is 
because the full conditional distributions for the latent variables in the MVP model are trun- 
cated normal distributions (see Section 6.6.2) from which draws can easily be generated. In the 
hierarchical Bernoulli model, however, the full conditional distributions for the spatial effects 
are non-standard and therefore more difficult to sample. 
6.2.3 Handling the non-identifiability problem in MVP models 
In the previous subsection we remarked that the parameters (0, E) in the MVP model are not 
likelihood identifiable. Edwards & Allenby (2003) suggest handling this problem by ignoring it 
and post-processing the posterior draws of (ß, E) using the transformations R= S-'ES-' 
and aý = S, -'M, for j=0, ... ,m-1 and i=1, ... , n, where S= diag(S1,... , 
S) is a 
diagonal matrix of standard deviations and R is the correlation matrix. The parameters a= 
('"" ", cxö +""", am-i, """, afl _1)T and 
R are then identifiable in the likelihood and will have 
proper posterior distributions as long as the prior distributions for 3 and E are proper. Draws 
of the identified parameters (a, R) can be used to assess the convergence of the MCMC sampler 
and for posterior predictive inference. The marginal posterior of (a, R) is theoretically the 
same as that obtained by working only with the identified parameters and the joint prior for 
(a, R) which was induced by the prior for (/3, E). The main advantages of this approach are 
that it is typically easy to sample from the full conditional distributions of 8 and E, especially 
if conjugate priors are chosen, and the performance of the MCMC sampler might be improved 
compared to a situation in which identifiability constraints were placed on (3 or E. This effect was 
observed by McCulloch et al. (2000) in an analysis of the related multinomial probit model. From 
the perspective of prior elicitation, however, a subjective Bayesian should feel uncomfortable 
specifying priors for non-identified parameters. Ideally, we should relate expressions of prior 
belief about unknown parameters to expressions of belief concerning observable quantities (see, 
for example, Garthwaite et al., 2005), but this is not possible if parameters cannot be identified 
in the likelihood. Although it would be possible to use numerical techniques to deduce the 
marginal prior for the identified parameters, (a, R), in general, this density will not be available 
in closed form. This makes it difficult to express prior beliefs about (a, R) through the prior 
for (, Q, E). 
The most common strategy for dealing with the non-identifiability problem in MVP models 
is to constrain the variance matrix to be a correlation matrix. However, the space of correla- 
tion matrices is subject to complex constraints, requiring matrices to be positive definite, with 
fixed diagonal elements equal to one. These constraints present an obstacle to prior elicitation, 
making it difficult to specify a prior for the correlation matrix that conveys substantive initial 
information; see, for example, Germain et al. (2010b) for further details. They also introduce 
computational problems in sampling the correlation matrix from its full conditional distribution 
(FCD). Much of the work in the literature on MVP models has focused on the latter issue. 
Noting that it is easy to derive the range of an individual correlation, Jýj, over which a correlation 
matrix, R, remains positive definite, Barnard et al. (2000) suggest using a griddy Gibbs sampler 
to draw the correlations one-at-a-time from their FCDs. However, high correlations between 
components of the correlation matrix can lead to poor mixing and slow convergence of the 
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MCMC sampler. This technique is also likely to he computationally expensive due to the 
n(n - 1)/2 evaluations of the FCD of R required per complete draw. Chib & Greenberg (1998) 
suggest updating the correlation matrix using either a random walk sampler, or a particular 
kind of independence sampler, in which the shape of the proposal density is tailored to the 
unnormalised FCD of It. For example, this can be achieved by using a t--distribution with 
mean equal to the approximate mode of the log FCD, and variance matrix equal to a scaled 
version of the negative Hessian of the log FCD, evaluated at the mode. A problem with both of 
these proposal densities is that they cannot be guaranteed to generate valid correlation matrices. 
Further, the random walk sampler might suffer from poor mixing due to high autocorrelations 
between successive draws. Although the independence sampler might offer an improvement in 
this regard, numerical approximation of the mode and Hessian of the log FCD at every iteration 
can be computationally demanding. 
Borrowing ideas from parameter expansion algorithms (Liu et al., 1998), Liu (2001) suggests 
an MCMC scheme that introduces a reparameterisation of the regression coefficients, ß, the 
correlation matrix, It, and the latent variables, Z= (Z1, ... , ZT), when sampling the correlation 
matrix. In the reparameterised space, the correlation matrix is transformed to a variance matrix 
and this allows a draw of R to be generated by drawing the variance matrix from its FCD, then 
transforming back via R= S-1ES-1. Here, S is a diagonal matrix of standard deviations which 
take their scale from the latent variables in the reparameterised space. By choosing the prior for 
R to be that which is induced by Jeffrey's prior on a variance matrix, ir(R) oc JR1-("+1)/2, the 
FCD for the variance matrix in the reparameterised space is an inverse Wishart distribution. 
This makes it easy to sample the variance and hence correlation matrix. As a by-product of the 
sampling procedure, draws of the scale parameters, S, are obtained and can be used to adjust 
the current draws of the regression coefficients and latent variables. This can improve the mixing 
and convergence of the MCMC sampler. However, to be implemented as described, Jeffrey's 
prior must be chosen for the correlation matrix which, by design, cannot reflect substantive 
prior information. Liu & Daniels (2006) propose the "parameter expanded reparameterisation 
and Metropolis Hastings algorithm" as an extension of the work by Liu (2001) to allow R to 
have any prior. To accommodate this extra flexibility, R must be sampled via E in a Metropolis 
Hastings step, in which the inverse Wishart distribution is only used to generate a proposal for 
E in the reparameterised space, and hence a proposal for It. 
Zhang et al. (2006) suggest the "parameter extended Metropolis Hastings algorithm" for sam- 
pling the correlation matrix in MVP models. In some sense, this is a cross between the "param- 
eter expanded reparameterisation and Metropolis Hastings algorithm" of Liu & Daniels (2006) 
and the approach of Edwards & Allenby (2003) involving non-identifiable parameters. In this 
algorithm, the likelihood is defined only in terms of identifiable parameters, (p, R), but a joint 
prior must be specified for (/3, It, S), with S being a diagonal matrix of (non-identified) stan- 
dard deviations. Interest then lies in the joint posterior distribution ir(p, It, S, ZI D). The pair, 
(R, S), are sampled jointly in a Metropolis Hastings step in which a proposal, (1V, S'), is gener- 
ated by drawing a variance matrix, E', from a Wishart proposal distribution. This distribution 
is centred at the current value of E= SIS, and the relevant Jacobian must be incorporated in 
the proposal density of the acceptance ratio. The advantage of this technique is that it allows 
the correlations to be updated in a single block and, unlike the methods suggested by Chib & 
Greenberg (1998), proposals are guaranteed to be valid correlation matrices. However, because 
this Metropolis Hastings method is essentially a random walk on the Wishart scale, this can 
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lead to poor mixing due to high autocorrelations between successive draws. In eliciting the prior 
for (R, S), the authors suggest choosing a Wishart or inverse Wishart distribution for E and 
then deducing the prior this induces for (R, S). However, unless the (fixed) scale matrix in the 
original prior for E is diagonal, it is not possible to analytically obtain the marginal prior for 
R, making it difficult to assess its properties. This would not, however, be a problem if the 
modeller assumed a priori independence between ß, and S, and adopted any proper prior for S, 
together with a separately assessed prior for R. 
The methods proposed by Liu & Daniels (2006), Zhang et at. (2006) and Chib & Greenberg 
(1998) all provide techniques for sampling the correlation matrix in MVP models without re- 
stricting the choice of its prior. However, as explained earlier in this subsection, choosing a prior 
for a correlation matrix which is representative of genuine beliefs can be difficult due to the 
constraints on the space of correlation matrices. In Germain et al. (2010b) we develop a prior 
for the variance matrix in multivariate normal distributions. Further details are provided in Sec- 
tion 6.4 but, briefly, this prior is based on the modified Cholesky decomposition of the precision 
matrix and can be used to provide a complete pre-data summary of our uncertainty about the 
value of E. To be able to use this prior directly we need to parameterise the likelihood in terms 
of the full variance matrix. We therefore make use of an alternative approach to handling the 
non-identifiability problem, which has been neglected in the literature in favour of constraining 
the variance matrix. Specifically, we can prevent arbitrary resealing of the linear predictor Xiß 
by placing restrictions on the regression coefficients 0. This also has the advantage of removing 
the difficult problem of sampling a correlation matrix. 
One appropriate way of constraining /3 = (p0 , ... , ýOm_1)T is to insist that, say, 
0,, 
-l E {-1,1}". This is a particularly natural solution when the explanatory variables xt, m-1 = 
(Xi, 
m-1, ... I Xim-, 
)T are indicator variables. In this case 
Pr(Dt = 11 xL, m-1 = d,, 
3, E) = 
(ßxo + ... + Pm-z2i, m-z + 
am-1d 
Ei i 
for i=1,.. ., n. Therefore, compared to a baseline where xi m- 1=0, changing only 
this 
indicator to Xt, m_1 =1 can either 
increase (ß 
, _1 = 
1) or decrease (/j;,, _1 = -1) 
the marginal 
probability that Dt = 1. When xt, m_1 does not consist of indicator variables, it might be more 
appropriate to choose ß,,, _i E 
{-P, £}" for some other fER. The value chosen should, of 
course, be taken into consideration when eliciting priors for the other regression coefficients, 
Q0, """, 
ßm-2" 
Introducing identifiability constraints is a well known cause of convergence and mixing problems 
in MCMC samplers and the particular way that an identifiability problem is remedied can 
affect the performance of the sampler. Although it is not a primary objective, the constrain- 
/3 approach to handling the non-identifiability problem might lead to an MCMC algorithm 
with better mixing properties than some of those previously discussed, which constrain E. To 
investigate this further, omitting full details for brevity, we conducted a simulation experiment 
for an MVP model in which 
Zt I Dt-1 = dt-1, Qº E, N. (Xtß, E) 
for t=1,... , T, where /3 = (po , ßi )T and Xt = (Xto, Xti ), with Xto = In and Xti = 
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diag(dt_1,... , d_1). For simplicity, the sequence was initialised with independent discrete uni- 
form distributions, Do N U{0,1}, i=1, ... , n. The binary sequence {D1 :t=1, ... , T} then formed a Markov chain of n-vectors of correlated binary variables. Taking n=7, T= 1000 
binary vectors were simulated from a model in which E was taken to be a correlation matrix and 
each component of X01 = on )T was set equal to 1. We then generated 50,000 posterior 
=1 samples using four MCMC implementations; (i) constrain-/3 and, for simplicity, restrict 01 
fori=1, ... , n, 
(ii) constrain-E and update the correlation matrix, It, in four blocks using the 
simple symmetric random walk proposed by Chib & Greenberg (1998), (iii) constrain-E and 
update the correlation matrix using the parameter expanded reparameterisation and Metropolis 
Hastings algorithm of Liu & Daniels (2006) and (iv) constrain-E and update the correlation 
matrix using the parameter extended Metropolis Hastings algorithm of Zhang et al. (2006). 
Let E= SRS, where S is a diagonal matrix of standard deviations. A priori independence 
was assumed between R, po and 31 in (ii)-(iv) and between It, S and /3o in (i). In all cases, 
multivariate normal priors were chosen for ß0, whilst the jointly uniform prior (Barnard et al., 
2000) over the set of all correlation matrices, ir(R) oc 1, was chosen for the correlation matrix. 
For (i), independent zero-median lognormal distributions were chosen for the diagonal elements 
in S and the resulting joint prior for (R, S) induced a prior for E. In (ii)-(iv), multivariate 
normal priors were chosen for ß1, with unit means. Note that in (iv), where a prior for (R, S) is 
required, following Zhang et al. (2006), the jointly uniform prior is achieved for It, marginally, by 
choosing a Wishart prior for the variance matrix, E, with identity scale matrix and n+1 degrees 
of freedom. This is then converted to a joint prior for (R, S). So that the prior specifications for 
(i) and for (ii)-(iv) could be regarded as roughly "equivalent", the remaining hyperparameters 
in the priors for ß1 and S were adjusted until they led to prior predictive distributions for Dt 
in which the first and second moments, obtained by Monte Carlo integration, approximately 
matched. 
The full conditional distributions for Zt, t=1, .... T, i=1,... 'n, and for 0 
(or 00 in (i)) are 
truncated normal and multivariate normal distributions, respectively, which can be updated in 
simple Gibbs steps (see Section 6.6 for more details). In (i), the full conditional distribution 
for E is non-standard and was updated in a Metropolis Hastings step, in which the normalised 
likelihood (an inverse Wishart density) was used to generate the proposals. The methods for 
updating the correlation matrix in (ii)-(iv) were specific to the algorithm and outlined, briefly, 
earlier in this subsection. 
In terms of recovering the parameters used to generate the data, there was little difference 
between any of the four implementations. However, the posterior standard deviations for the 
elements of the variance matrix, E, in (i) were, as expected, larger than those for the more 
constrained elements of the correlation matrix, It, in (ii)-(iv). The time taken to generate the 
posterior samples was broadly similar across implementations (i)-(iii), but around 40% slower 
in implementation (iv). Based on posterior samples that had been thinned to every 20-th 
iterate, trace and autocorrelation plots revealed better mixing in implementations (i) and (iii) 
compared with (ii) and (iv). In the latter pair of implementations, the lag-1 autocorrelations in 
the trace plots for some Rsj were still in excess of 0.8. In contrast, virtually no autocorrelation 
remained in the trace plots for parameters updated using implementation (iii), whilst the small 
amount of autocorrelation remaining in trace plots for parameters updated using the constrain- 
.3 
implementation, (i), died out quickly. It therefore seems that the approach of constraining /3 
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can lead to an MCMC algorithm with better mixing properties than some of the constrain-E 
suggestions from the literature. In particular, this includes those which are based on random 
walk Metropolis Hastings updates of the correlation matrix. It is worth noting that the mixing 
of the constrain-, 0 implementation might have improved further if E had been assigned a semi- 
conjugate prior, so that the variance matrix could be updated via Gibbs, rather than Metropolis 
Hastings, steps. 
6.2.4 An NHMM for rainfall occurrence 
In Section 6.3.3, we present our final NHMM for rainfall occurrence and amounts. Effectively, 
this model is an extension of an NHMM for rainfall occurrence in which the MVP model describes 
the binary observables, conditional on the weather state. An outline of this foundational model 
for rainfall occurrence is provided in the remainder of this section. 
There are no closed form expressions for the multi-dimensional normal integrals in the observed 
data likelihood for the MVP model. For simplicity, we therefore include the latent multivari- 
ate normal random vectors, Zt = (Zt , ... , Zt )T, t=1, ... , T, underlying the MVP model 
in 
the specification of the NHMM for rainfall occurrence. Continuing to use the notation from 
Chapters 4 and 5, let Di = (Di,.. ., Dt 
)T, St E Sr ={1, ... , r} and Xt denote the observable 
random vector of rainfall occurrence indicators, the hidden weather state and the observable 
atmospheric data, respectively, on day t where t=1, ..., T. Also, denote the parameters of 
the 
NHMM by 0= (Ohid, Bobs) where 6hid parameterises the weather state process and, although 
now associated with latent variables, 9ob9 denotes the parameters which do not directly relate 
to the weather state process. 
The temporal structure of this NHMM is based on the following set of conditional independence 
assumptions: 
A3. Pr(St I So: t-i, X1: T, 9) = Pr(St I St-i, Xt, Ohjd) 
for t =1, ... ,T with Pr(So I X1: T, 0) = Pr(So =kI Ohid) = vk. 
A5. (a) Di = II(Zt > 0) for i =1, ... ,n and t=1, ... , T. 
(b) P(dt, zt I do: t-i, zi: t-i, SO: T, X1: T, 0) = P(zt Id t-i, St = k, eob) 
for t=1, ... ,T with an initial model Pr(Do I SO. T, X 1: T, 0) = Pr(Do 
I So, 90bs). 
Note that assumption A3, concerning the hidden process, has been taken directly from Chapter 5. 
Within A5(b), the simplification 
P(de, ze I do: t-1, Zi: t-i, SO: T, X i: T, B) = P(zt Id i-i, St = k, Oob)P(d I zt) 
= p(zt 1 dt-1, St = k, Oobs) 
arises due to assumption A5(a) which means that p(di I zt) =1 for any actually observed dt. 
The information in A3 and A5 can also be summarised by the DAG in Figure 6.1, where the 
double circles show that Di depends deterministically on Zt. 
The weather state process and initial rainfall occurrence distribution can be parameterised 
exactly as described in Sections 5.3.2 and 5.3.3, respectively. At times t=1, ..., T, we suggest 
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Figure 6.1: A DAG showing the temporal dependence structure in the NIIMM described by assumptions 
A3 and A5. 
parameterising the rainfall occurrence process (in A5(b)) using the MVP model with 
Zt I Dt-1 = dt-l, St = k, eobs ^' Nn(Xtßk, Ek) 
where (3k _ (ß ,ß )T and Xt = (Xto, Xti ), with Xto =I,, and Xt1 = diag(dt_1, ... , dt 1). 
In Chapter 4 we found that assuming rainfall occurrences to be conditionally independent in 
time prevented the hidden Markov model from predicting long duration wet and dry spells as 
frequently as they occurred in the observed data. Therefore we do not make this assumption 
here. In the model presented above, each Zt node has a single child, Dt. Therefore, if we omitted 
the latent vectors {Zt :t=1,..., T}, then Dt would inherit the parents of Zt, namely St and 
Dt_1. In other words, integrating out the latent vectors Zt would lead to a model in which, 
conditionally on {St}, the rainfall occurrence indicators, {Dt}, form a first order Markov chain. 
A more sophisticated temporal structure would arise by making Zt_1 a parent of Zt for each t. 
If the latent vectors were then integrated out, {Di} would neither be independent nor first order 
Markov, conditionally on {St}. Thinking in terms of MCMC sampling, however, we choose to 
avoid this approach because we would expect it to be detrimental to the mixing of the chain. This 
is because, updating (Zi, ... , ZT) one-at-a-time, the full conditional distribution of Zt would depend on Zt_1 and Zt+l in addition to St and Dt, leading to high dependence amongst the 
large number of Zt blocks. Standard forward-backward algorithms to update the Zt in a single 
block would not be applicable here. This is because linear combinations of normal and truncated 
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normal random variables do not have standard distributions. Therefore in the (forward) filtering 
algorithm, storing enough information to summarise the (non-standard) filtered distributions 
would become increasingly impractical. 
In this highly parameterised model, there may be some within-state parameters about which 
the data are not particularly informative. Therefore it is especially important that our prior 
conveys genuine initial beliefs. Using methods discussed in Germain et al. (2010b), which will be 
outlined in Section 6.4, we can specify a prior for the variance matrix that conveys substantive 
prior information. In contrast, as discussed in Section 6.2.3, it is difficult to express genuine 
beliefs in a prior for a correlation matrix. Therefore, we choose to handle the non-identifiability 
problem in the MVP model by introducing constraints on the parameters /3k, kES,. (rather than 
Ek, kE Sr) in the manner described in Section 6.2.3. Specifically, we restrict the coefficients, 
/31k, for the lag-1 rainfall occurrence indicators to be such that IkE {-1,1} for each i=1, ... ,n 
and each kES,.. Although we would generally expect the probability of rain following rain to 
exceed the probability of rain following dry, this also allows the opposite to be true. 
6.3 Jointly modelling rainfall occurrences and amounts 
The data applications in Chapters 4 and 5 suggested the need to relax the assumptions of 
conditional spatial independence in both rainfall occurrences and non-zero amounts, given the 
weather state. In constructing a spatial model for rainfall, one of the main challenges is the mixed 
nature of rainfall distributions, combining a point mass at zero with a continuous, positively 
skewed density function on the positive real line. Clearly, rainfall data are highly non-normal. 
However, through the introduction of latent multivariate normal random variables, the Gaussian 
dependence structure can easily be used to build spatial dependence between both the discrete 
and continuous components of rainfall distributions. 
Section 6.3.1 provides a general framework illustrating how this approach can be used to capture 
the spatial dependence in rainfall data. We show that many models from the literature are 
particular cases of this general structure and provide some criticism of each. Section 6.3.2 then 
outlines how temporal dependence can be built into these models. One possibility is through 
hidden Markov models and in Section 6.3.3 we describe an NHMM for rainfall in which spatial 
dependence within weather states is captured via latent multivariate normal variables. 
6.3.1 Using latent normal variables to build spatial dependence 
In this section we consider rainfall models whose spatial structure is generated through latent, or 
partially latent, multivariate normal random variables, which we denote by Zo = (Zö, """+ ZO" )T 
and Z1 = (Z11,... ' Z, ")T. We associate Zo with rainfall occurrences and Z1 with non-zero 
rainfall amounts. Many models from the literature are based on the DAG in Figure 6.2 where 
W= (W',... , WW")T is a vector of observed rainfall amounts at n sites. Occasionally the 
node Z1 will be omitted in which case the vector ZO is responsible for modelling both rainfall 
occurrences and non-zero amounts. Note that the DAG does not include a vector of rainfall 
occurrence indicators, D. This is because, in general, models of this type are not based on 
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Figure 6.2: A DAG showing the factorisation of the joint density for (W, Z0, Z1) where Zo and Z1 are 
latent multivariate normal random vectors and W denotes rainfall. 
(a) (b) 
Figure 6.3: A DAG illustrating the two-stage model specification for rainfall amounts W and occurrences 
D when the latent variables ZO and Z1 (a) are not and (b) are assumed to be independent. 
the two stage approach of previous chapters which first provides a model for occurrences and 
then a model for amounts when rainfall occurs. However, the use of latent multivariate normal 
variables does not preclude analysis by the two-stage procedure, and we begin by considering 
this kind of model. 
Under a two-stage model specification, it is convenient to introduce a vector of rainfall occurrence 
indicators, D, and to consider a DAG of the form illustrated in Figure 6.3(a). This is a special 
case of Figure 6.2. Consider the hierarchical model for rainfall occurrence characterised by 
equations (6.1) and (6.2). Writing ZO in place of Z, a latent variable two-stage specification 
would arise by extending this occurrence model to include a generalized linear spatial process 
model for rainfall amounts when rain occurs. For example, we might assume that, given model 
parameters, say 0, and latent variables Zi, the non-zero rainfall amounts 1V; are conditionally 
independent gamma random variables 




n: Di = 1} (6.6) 
79 (ý 
where y is a dispersion parameter, 71, = (xi)T /+ Z1 and gl(") is some suitable link function, 
for example, the log link. The Zi would then be modelled as spatial random effects. We 
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(a) (b) 
Figure 6.4: Modified versions of the DAG in Figure 6.2 in which rainfall W depends deterministically on 
some model parameters c and (a) latent variables ZO and Z1, or (b) the single latent variable Zo, having 
omitted the node Z1. 
might expect the same physical factors to be responsible for the dependence between rainfall 
occurrences and between non-zero rainfall amounts. Therefore at the second stage specification 
we could define Z1 conditionally on ZO or, more in the spirit of hierarchical spatial modelling, 
Z1 and ZO could be conditionally independent at the second stage, but marginally correlated 
through lower level prior specifications. 
Velarde et al. (2004) adopt a two-stage modelling approach for rainfall. The occurrence model 
was described in Section 6.2.1 and, in this case, the spatial random effects, Zo, were modelled as 
CAR effects. When rainfall was observed, the amounts were modelled according to (6.6) with 
-y =1 (giving the exponential distribution), a log link and CAR effects, Zi, of the form (6.3). 
The CAR effects in the link function for the occurrence and amounts processes were assumed 
to be independent, so the DAG reduced to that in Figure 6.3(b). 
In this two-stage approach, D and W depend stochastically on the latent variables Zo and Z1. 
However, there is an alternative one-stage procedure in which the value of each rainfall amount, 
WV', depends deterministically on ZO and Z1 and possibly some unknown model parameters, say, 
a. The DAG corresponding to this kind of model is illustrated in Figure 6.4(a) which shows 
that, in effect, W=f (Zo, Z1, a) for some known function f. For example, non-occurrence 
of rain at site i could correspond to ZO' falling below some threshold, whilst rainfall amounts 
on wet days might arise as some known transformation of Zi and a. The generalized linear 
spatial process models discussed previously can often be computationally awkward because the 
latent variables typically have non-standard full conditional distributions. A benefit of this 
transformation-type approach is that the full conditional distributions for the latent variables 
tend to be either normal or truncated normal which is convenient in terms of MCMC sampling, 
especially when there are many latent variables, corresponding to many time points. 
When the Z1 node is omitted, Figure 6.4(a) reduces to Figure 6.4(b). ßardossy & Plate (1992), 
Sans6 & Cuenni (1999), Sans6 & Guenni (2000), Allcroft & Glasboy (2003) and Ailliot et al. 
(2009) all base their models for rainfall on the DAG in Figure 6.4(b), where a= (aq, aT )T and 
10 is related to ZZ through truncation and transformation, 
w{ =1(4 >a 4)9(4, a), i=1, ... , n. 
(6.7) 
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The function g is necessary to provide a distribution with heavier tails than the normal dis- 
tribution in order to accommodate the possibility of (moderately) extreme rainfall. Allcroft 
& Clasbey (2003) use aj= (al, 0z, ry)T and assume that ZO has a multivariate normal dis- 
tribution with zero mean and unit marginal variances but unknown correlation matrix. The 
transformation g is defined through the inverse mapping 
g-1(wt, a) = aq + al (w{)1 + cx2(wi)2 (6.8) 
which is found to be monotonic in the region of interest. In each of the other examples cited 
above, a=0, aB = (al, ..., cx")T, Zo is assumed to have unknown mean vector and unknown 
variance matrix and the transformation g is given by 
9(ßö, a) _ (%' )aý, (6.9) 
often setting a{ =a for all i=1,... 'n. Here, the induced distribution 
for W is called a 
truncated, power transformed Gaussian distribution. An advantage of this type of model is its 
parsimonious description of spatial dependence in rainfall occurrences and amounts through a 
single latent variable. However, by dropping the node Z1 some flexibility in modelling non- 
zero rainfall amounts is lost. To illustrate, consider the univariate (n = 1) version of the 
truncated, power transformed Gaussian distribution defined by (6.7) and (6.9). Suppose that 
Zo I p, a2 N N(µ, a2). Conditional on rainfall occurring, the density function for TV is given up 
to proportionality as 
P(w Iw>0, µ, aZ, a) oc w(1-a)/a e7iP - 2ý2 
(wl/" _ µ)ý w>0, 
and the p-th quantile in its conditional distribution lies at 
wp=v° [m +I '{1-(1-p)4)(m)}]°, 
where m= p/c. For the power transformation to produce a distribution with longer tails than 
the corresponding truncated normal distribution (a = 1), it is therefore necessary to take a>1. 
In this case the conditional density has an asymptote at w=0. Consequently, long-tailed density 
functions with modes greater than 0 are not possible and this lack of flexibility immediately 
provides a criticism of the truncated, power transformed Gaussian distribution as a model for 
rainfall. A more noteworthy criticism, however, is that the model does not allow independent 
changes in the probability of rain and the distribution of non-zero rainfall amounts. As an 
illustration, consider the distributions for W conditional on two sets of parameters, ({to, oä, ao) 
and (pi, a,, al). Let po = 1.225, oö = 1.5 and ao = 2.5 so that mo = Ego/Qo =1 and the 
probability of rain given the first set of parameters is 4? (mo) = 0.841. The corresponding 
probability given the second set of parameters will be smaller if we choose mi = pl/el to be 
less than mo. Suppose we make this the case by taking ml = -mo = -1, that is, pi = -ai, 
which leads to a probability equal to 4i(ml) = 0.159. Now suppose that we want to choose 
the parameters (pl, Qi, al), where pl = -al, such that the lower and upper quartiles in the 
conditional distribution of (W I IV > 0) are the same, given both sets of parameters. Solving 
two equations in two unknowns, this requires pi = -4.141, of = 17.15 and al = 1.741 
leading 
to lower and upper quartiles of wo. 25 = 0.600 and w0 75 = 7.269, respectively, in both conditional 
distributions. For each set of parameters, Figure 6.5 plots the survivor function for non-zero 
rainfall amounts, Pr(IV >wIW>0, p, 02, a), on the log scale. It is clear that the tail in the 
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Figure 6.5: Survivor function for non-zero rainfall amounts, on the log scale, conditional on the first pa- 
rameter set, (µo, oo, ao), () and on the second parameter set, (µl, a, al ), ( ). Also indicated 
are the matched lower and upper quartiles ( ). 
distribution conditional on the second set of parameters is heavier than that in the distribution 
conditional on the first set. 
The introduction of a relationship between the probability of rain and the distribution of non 
zero rainfall amounts can be avoided by using two latent variables, Zo and Z 1. Rappold et at. 
(2008) consider spatio-temporal models for wet mercury deposition which occurs when dissolved 
gaseous, aerosol or particulate mercury species is transferred to the Earth's surface by precip- 
itation. Therefore without precipitation there can be no wet deposition. When wet mercury 
samples are available, the amount of mercury is related to the amount and type of precipitation, 
so many of the spatio-temporal patterns in deposition data can be explained by the spatio- 
temporal autocorrelation in rainfall. Regarding precipitation as a driver of deposition, Rappold 
et at. (2008) model the two processes jointly in a dynamic hierarchical structure, in which the 
model for rainfall alone could be represented through the DAG in Figure 6.4(a), with 
wz = II(zo > 0) exp(zi), (6.10) 
and the a node omitted. Effectively this allows the parameter Zo to control the probabilities of 
rain at each site, whilst Z1 models log rainfall amounts via a normal distribution. The mean and 
correlation matrix in the distribution for ZO are assumed unknown, the variances being fixed 
at 1 to ensure identifiability. A multivariate linear regression then models Z1 conditionally on 
Z0. Precipitation is modelled in a similar way by Sahu et at. (2010) as part of a hierarchical 
model for chemical deposition. This model extends that of Rappold et al. (2008) by allowing 
(observed) point data and (simulated) areal data to he modelled jointly. 
Although it would not naturally be represented by a DAG such as that in Figure 6.2, another 
model from the literature which essentially uses multivariate normal random variables to build 
spatial dependence is the regional weather state model proposed by Thompson et al. (2007). This 
is based on the marginal specification of a separate (three state) partially hidden Markov model 
at each site, in which non-zero rainfall amounts have an exponential distribution with state and 
site specific parameters. The term "partially" refers to the fact that the "dry" weather state 
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at each site is observable, corresponding to days with no precipitation. Latent multivariate 
normal random variables are then used to combine the marginal specifications and produce 
a joint model with spatial dependence structure. For the non-zero rainfall amounts, this is 
achieved by introducing a Gaussian copula function (see, for example, Nelsen, 2006) to export 
the Gaussian dependence structure to the exponential marginals. On day t, spatial dependence 
between the site-specific weather states (and hence rainfall occurrences) is modelled through an 
unobserved multivariate normal random variable, Zot = (zöe+ """+ zöe)T whose i-th component, Zöt, determines the weather state at site i by a set of threshold specifications. The thresholds 
depend on the site and the weather state at that site on the previous day. Therefore although 
the partially observed Markov chain has 3" states, their joint probability mass function makes 
some combinations very unlikely. Note that if the two (unobserved) non-dry weather states at 
each site were combined to produce a single (observable) wet state, this would be equivalent to 
modelling rainfall occurrences using a multivariate probit model with mean dependent on the 
vector of rainfall occurrences the previous day. 
The main criticism of this regional weather state model relates to its use of copula functions. 
Although copulas are a very flexible way of building multivariate distributions with non-normal 
marginal distributions, they typically produce complicated likelihood functions. In Bayesian 
analyses this leads to non-standard full conditional distributions which can be computationally 
inconvenient. 
6.3.2 Incorporating temporal dependence 
We have described how the dependence structure of latent, or partially latent, multivariate nor- 
mal random variables can be used to generate spatial autocorrelation in multi-site rainfall dis- 
tributions. Time series of rainfall data also exhibit temporal dependence which can be modelled 
in a variety of ways. If models use both the latent vectors Zo and Z1, a parsimonious spatio- 
temporal model might describe temporal dependence through {Zot} whilst assuming {Zlt} to 
be conditionally independent in time given {Zot}. The reasoning behind this is that the same 
physical processes which create temporal autocorrelation between rainfall occurrences, mod- 
elled using Zot, will also be responsible for temporal autocorrelation between non-zero rainfall 
amounts, modelled using Zit. 
Allcroft & Glasbey (2003) use the truncated and transformed multivariate normal distribution 
summarised by the DAG in Figure 6.4(b) and equations (6.7)-(6.8) to model hourly rainfall 
data on a two-dimensional lattice. Denoting by Zo, j3g the normal random variable associated 
with the observed rainfall W{p at the (i, j)-th spatial location at time t, the partially latent 
normal variables {Zo, iji} are modelled using a Gaussian Markov random field (GMRF) with 
a particular spatio-temporal neighbourhood structure. This means that Zo, tj and Zo, kt, are 
assumed to be conditionally independent unless (i, j, t) and (k, f, s) are neighbours; see Rue & 
Held (2005) for a thorough examination of GhMRFs. Allcroft & Glasbey (2003) were interested in 
using Gibbs sampling to disaggregate coarse resolution observed rainfall, that is, generating data 
at a finer spatial resolution, conditional on the coarse resolution observations. The conditional 
independence assumptions underpinning GMRFs makes them particularly amenable to Gibbs 
sampling and this was the motivation for modelling the transformed rainfall data using GhMRFs. 
However, for forecasting, time series models are typically more convenient. 
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A variety of time series models are available for multivariato normal data and can be applied 
to the latent vectors {Zot}. Bardossy & Plate (1992) use the truncated and transformed multi- 
variate normal distribution summarised by the DAG in Figure GA(b) and equations (6.7) and 
(6.9) with a=0. The rainfall distribution is specified conditionally on an observed weather 
state and temporal dependence is modelled by supposing the multivariate normal random vec- 
tor, Zot, to follow a vector autoregressive VAR(1) process, in the case of a persisting weather 
state. On days when the weather state differs from that on the previous day, Zot is reinitialised 
at the stationary distribution of the particular VAR(1) model which corresponds to the current 
weather state. This resetting of the likelihood each time the weather state changes significantly 
complicates the likelihood function. Rappold et at. (2008) jointly modelled precipitation and 
mercury deposition using latent multivariate normal random vectors in which the model for pre- 
cipitation was based on the DAG in Figure 6.4(a) and equation (6.10). Again, Zot is modelled as 
a mean centred VAR(1) process, with the simplifying assumption that the nxn autoregressive 
coefficient matrix is diagonal, with a common diagonal element, 0E (0,1), which is constant 
over time. Given Zot, the process for Zit is assumed to be conditionally independent across time. 
Then Zlt is related to Zot, t=1, ... , T, by a multivariate normal linear regression in which the 
regression coefficients and conditional variances are time-dependent. The correlations between 
the error terms in both the marginal Zot process and the conditional (Zot I Zit) process are 
modelled using exponential correlation functions which do not vary over time. Viewing Zot as 
the "state" and Zig as the "data", Rappold et al. (2008) regard their model for (Zot, Zit) as a 
spatio-temporal dynamic linear model. 
In both of the above examples, first order Markovian dependence is assumed for the {Zoi} 
process. A simple way of inducing non-Markovian dependence in a time series model for {Zot} 
is to assume that Zot are conditionally independent given another latent process, say {©t}, 
which forms a first order Markov chain. Then, the {9i} can either be continuous random vectors, 
suggesting a dynamic linear model formulation, or discrete random variables, suggesting a hidden 
Markov model formulation. This is precisely the approach adopted by Sans6 & Guenni (2000) 
and Ailliot et al. (2009) who use the truncated and transformed multivariate normal model to 
relate the observed rainfall, Wt, to the single latent vector Zot, t=1,... , T. Ailliot et al. 
(2009) use a hidden Markov model, in which the parameters of the truncated and transformed 
multivariate normal distribution depend on the hidden state. Although this provides a simple 
stochastic framework for modelling the temporal persistence in rainfall, Chapter 4 showed that 
vesting all the dynamic structure in the hidden states sometimes fails to account for the strong 
autocorrelation in time series of rainfall occurrences. Further comments on this model will be 
provided in Section 6.9. Sans6 & Guenni (2000) adopt a dynamic linear model for {Zog}, set up 
in such a way as to capture spatial structure and seasonal trends. Compared to the (stationary) 
hidden Markov model of Ailliot et al. (2009), an advantage of the dynamic linear model approach 
is the easy incorporation of (time-varying) seasonal trends. 
6.3.3 An NHMM for rainfall occurrence and amount 
The NHMM for rainfall which we consider in this chapter only differs from the model of Chapter 5 
in its parameterisation of the precipitation process. We therefore continue to assume that the 
dynamics of the weather state process, {St}, conditional on the observed atmospheric data, 
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{Xt}, can be summarised through assumption A3 of Section 6.2.4 which, in turn, was carried 
over from Chapter 5. The available atmospheric data comprise Lamb weather types, Xt = Xe E 
Q= {1, ... , 27}, and we continue to parameterise the weather state process according to the 
model described in Section 5.3.2. 
Introducing the latent multivariate normal random variables, (Z01, Zlt), for t=1,... , T, we 
build our conditional model for precipitation, given the weather state, by defining the observed 
precipitation at site i on day t as 
lvt =1( t> 0) exp(zie) (6.11) 
so that Wt will be equal to exp(Zit) if Zot >0 and equal to 0 otherwise. The model, outlined 
below, describes the joint distribution for {(Wt, Zot, Zit)} conditional on the weather states, 
{St}. Notationally, it will also be convenient to introduce the rainfall occurrence indicators, 
implicitly defined as Dt = II(Z& > 0). 
In standard hidden Markov models, all of the temporal dynamics are vested in the hidden states 
which, in this case, would correspond to an assumption that the bivariate latent process (Zoe, Zee) 
is conditionally independent across time, t, given the weather state. However, in Chapter 4 we 
found that a model with this temporal structure predicted wet and dry spells which tended to be 
of shorter duration than those observed. Conditional on the weather state, St = k, we suppose 
that Zg also depends on {Zo, :s =1, ... ,t- 1} through the signs of (Zö, e-1, """, 
Zö, t-i ), that 
is, through the rainfall occurrence indicator Dt_1 (since Di-1 = 1(Zö, e_1 > 0)). 
Again, let 
9= (Ohid, Bobs) comprise the parameters of the NHMM where ©hyd parametcrises the weather 
state process and bobs denotes the parameters which do not relate directly to the weather state 
process. We specify 
Zot 1 De-i = di-1, St = k, ©obe , Nf(Xeßk, Ek), (6.12) 
where Ek is an nxn symmetric positive definite matrix, ßk = (po , /3i 
)T In which ýOok and 
ßlk are n-vectors with real entries. Further, Xt = (Xto, Xtl) where Xto = I and Xt1 = 
diag(dt-i,..., d, 1). Next, given {Zot} and {St}, we specify the (partially) latent amounts 
process, {Zit}, to be conditionally independent across time with 
Zit I Zot, St = k, ©obs - Nn(Ilk + 7kZOt, 1k)- (6.13) 
Here, µk is an n-vector and 7k is an nxn matrix, both with real entries, and 11k is anxn 
symmetric positive definite matrix. 
Overall, the temporal structure of the NHMM can be summarised by combining assumption A3 
from Section 6.2.4 with 
A6. (a) 6Vt = II(Z& > 0) exp(Zit) (which means Dt' = ! (Zot > 0)) for i=1, ... ,n and 
t=1,..., T. 
(b) p(wt, Zote Zit I W1: t-1, Z0,1: t-1, Z1,1: t-1, D0, SO: T, X1: T, 0) 
= P(ZOt I dt-1, St = k, ©ob. )P(z1t I zot, St = k, ©ob. ) 
for t=1, ... ,T with an initial model Pr(Do I SO-T, X1: T, 0) = Pr(Do 
I So, Bobe)" 
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Here, the conditional densities of (Zot I Di-1, St) and (Zit I Zot, St) are parameterised according 
to equations (6.12) and (6.13), respectively. The simplification in AG(b), 
p(Wt, zot, zit I W1: t-1e ZO, 1: t-1, Zl, l: t-1, D0, SO: T, X1-. Tr 0) 
= p(zot I wt-1, St = k, 00)P(z1t I zot, St = k, ©ob. )r(w 1 zot, zit) 
= p(zot 1 dt-1, St = k, 00 , «)P(zit 1 zot, Si = k, ©ota) 
arises because assumption AG(a) means that p(wt I zot, zit) =1 for any actually observed wt. 
The set of conditional independence assumptions A3 and AG can be represented graphically 
through the DAG in Figure 6.6, where the nodes {Dt} are included for clarity. If we were only 
modelling rainfall occurrences and therefore omitted the latent vectors {Zlt}, the model would 
reduce exactly to the NHMM for rainfall occurrence described in Section 6.2.4. We therefore 
regard our model as an extension of this combined NHMM and MVP model, which additionally 
incorporates non-zero rainfall amounts. Note that introducing the latent vector Zit does not 
remove the non-identifiability problem from the underlying MVP model because changes in the 
scale of Zot could be exactly compensated for by changes in the scale of -Yk. Therefore to ensure 
identifiability, we continue to constrain the coefficients /01k such that Pik E 1}" for all 
kESr. 
As explained in Section 6.2.4, assuming Zot to follow a VAR(1) process, conditionally on the 
weather state, may significantly impair the performance of the MCMC sampler. This is the 
motivation for the simpler temporal model for Zot, summarised through AG. Integrating out the 
latent vectors {(Zoi, Zit)} then produces a non-homogeneous Markov switching model, that is, 
an NHMM in which {(Wt, Dt)} forms a Markov chain conditionally on {St}. The model studied 
in Chapter 5 also belonged to this general class although the decision to make (IV/ I Di = 1, St) 
conditionally independent of Dt_1 in this earlier model gave it a simpler temporal structure. This 
observation notwithstanding, the two NHMMs differ fundamentally in the way in which spatial 
dependence is modelled between non-zero rainfall amounts. The model from Chapter 5 assumed 
conditional independence across sites, given the weather state, whilst the model presented in 
this section allows the log rainfall amounts to be correlated within weather states. 
We complete our model specification by choosing a distribution for the unobserved rainfall 
occurrence indicator at time t=0, Do = (Di,... , D)". For consistency, wo give 
Do the same 
distribution that was adopted in Chapter 5, that is, Do',. .., Do are assumed to 
be independent 
of each other and of So with 
(Do' I So) = Do" - Bcrn(pa), independently for i=1, ... ,n 
(6.14) 
E [0,1] is fixed. where each Pb 
6.3.3.1 A simplification to the spatial structure 
The NHMM presented above contains rn(n + 1)/2 variance and covariance parameters in 
(E1, ... , E,. ) and the same number in (521, ... , i2,. ). For models with more than one state, 
it is 
likely that many of these parameters will be only weakly identified in the likelihood. Marginal- 
ising over Zot in the joint distribution for (Z0t, Zit I Dt-i, St) gives 
Zit I Di-1 = dt-1, St = k, eobs - Nn(<<k + 7kXtl3k 9 
flk +'YkEk7k ). (6.15) 
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Figure 6.6: A DAG showing the temporal dependence structure in the MINIM described by assumptions 
A3 and A6. 
Therefore, assuming the variance matrices (SZ1i..., fy) to be diagonal would result in a more 
parsimonious model, in which the components of Zli are still correlated when Zai is integrated 
out. Allowing IL- to be non-diagonal creates a flexible dependence structure for Z. 
We only observe Zlt if there is rain on day t at site i and, in this case, Zit = log W. However, 
MCMC becomes much more straightforward if we additionally sample the latent Zlt because the 
full conditional distributions of the model parameters in {(µk, -rk, f1k) :kE Sr} and the latent 
variables in {Zot :t =1, ... , T} have much simpler forms when wo work with the complete 
data. 
An exception is when Z11,,..., Zit arc conditionally independent, given Zot and St. In this case 
the latent Zit are terminal nodes and can be trivially integrated out of the model. It follows 
that we can avoid sampling the unobserved Zl, by assuming each matrix in (111, ... , rl, 
) to 
be diagonal. The resulting model then affords a more straightforward computational analysis, 
whilst still offering a flexible spatial dependence structure for Z11. If the latent Zit are integrated 
out of the model, the only Zit which remain are those corresponding to wet days on which Zit = 
log Wt. Therefore, there is no need to distinguish between the WVt and the remaining Zl1. Within 
weather states, this suggests a return to the two-stage model specification from Chapters 4 and 
5, where we first modelled rainfall occurrences and then rainfall amounts, conditionally on 
occurrence. Applying this idea here, we model rainfall occurrences through equation (6.12), 
which uses the latent Gaussian variables {Zot}. Then we model rainfall amounts, conditionally 
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on occurrence and these latent Gaussian variables, through 
n 
p(wt I de, se, zoe, Oobs) _ 




Pr(IVt =0 Dt = 0) = 1,1Vt I Di = 1, St = k, Zot - LogN k+ 7k öe + ýk (G. 17) 
jal 
The DAG corresponding to this formulation of the model is shown in Figure 6.7(a). Corre- 
spondingly, the set of conditional independence assumptions defining the temporal structure of 
the NHMM can be summarised through assumption A3 from Section 6.2.4 and 
A7. (a) Di = II(Zöt > 0) for i=1, .... n and t=1, ... , T. 
(b) p(wt, dt, Zot Wi: t-i, do: t-i, Zo. i: e-i, So, . T, 
X 1: T, 0) 
= P(wt I dt, st, zot, eobe)P(zot I dt-i, 8t, Bob. ) 
for t=1, ... ,T with an initial model Pr(Do SO: T, X i: T, 0) = Pr(Do 
I So, Oohs)- 
in place of assumption A6 outlined earlier in this section. Here the conditional densities of (Zoe I 
Dt-1, St) and (Wt I Dt, Zot, St) follow from equations (6.12) and (6.16)-(6.17), respectively. 
The initial rainfall occurrence distribution, Pr(D0 I So, 9. b. ), was specified in equation (6.14). 
Figure 6.7(b) shows the factorisation of the joint distribution for {(W1, Dt, Si)} that arises 
after marginalising over {Zot}. Comparing this with the DAG for the Chapter 5 model (see 
Figure 5.2), it is clear that Dt_1 is now a parent of Wt as well as Di. This illustrates our earlier 
observation that the model presented here offers a more sophisticated spatial and temporal 
structure for non-zero rainfall amounts. 
The conditional model defined through assumption A7 shares something in common with the 
truncated, power transformed Gaussian distribution in that it only contains a single time series 
of latent multivariate normal variables, {Zot}. However, in contrast to the latter model, it 
does not prevent independent changes in the probability of rain and the distribution of non- 
zero rainfall amounts. This is because the model outlined above does not assume the non-zero 
rainfall amounts to be deterministically dependent on the latent variables. 
Section 6.3.1 discussed the use of generalized linear spatial process models as a means of cap- 
turing spatial dependence between non-zero rainfall amounts. With ZO, playing the role of the 
vector of spatial random effects, the model defined through equations (6.16)-(6.17) is similar to 
a generalized linear spatial process model with normally distributed observables (log non-zero 
rainfall) and an identity link. An alternative NHMM might be based on A3 and A7, but could 
model non-zero rainfall amounts (or their logs) using a different distribution from the class of 
exponential family models. The mean in this distribution may then be linked to the latent pro- 
cess, Zot, using a different link. For example, the gamma distribution could be used, together 
with a log link. 
For the remainder of this chapter we choose to represent the model through the DAG in Fig- 
ure 6.7(a), that is, the characterisation summarised by assumptions A3 and A7. 
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(a) 
(b) 
Figure 6.7: DAGs showing the temporal dependence structure in the MINIM described by assumptions 
A3 and A7 (a) before and (b) after omitting the Zoe nodes. 
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6.4 Prior distribution 
In this section, we outline the prior distribution chosen for the model parameters, 0. Many of 
the components of 0 are assigned priors which encourage borrowing of strength between sites 
or, for some of the parameters of higher dimension, between states. 
The set of all model parameters is denoted by 0= (Ohio, Oob), where 001. = (Oot, l, ... , Oobs, r) 
and 
Oobs, k = (130k, ß1k, 1,90 70 Ek, 12k) E Rn X {-1,1}n x IRn x R"2 X din x iR!. 
for each kE 5r. Above, D" denotes the set of all nxn symmetric, positive definite matrices. 
The parameters of the weather state process are 
ehid=(A, v, e)Ei27rxY, xYr 
where A= (A',..., A27'... A.., ... , A27) in which Aj= (Ajl, ... ,Ar St-1 = is Xt=x, Ohid); V= (vl,... , vr) where vk= Pr(So =kI ©hid ); and e=(i, ."i er) in 
which _ (i. .., ýjr) is the variable mean in the hierarchical prior for 
(A',.. f. ,Af 
27) 
Uncertainty about the model parameters, a priori, is expressed through a prior of the form 
7r(O) = 7r(Oobs) X lr(Ohid) 
= lir(h301, ... 'ßor)ir(Q11, ... ' 
31r)ir(%L1, 
... r Ilr)7r(71, ... ''Yr)7 
(El 
t ... ' 
Er) 
X Sig)} x {ir(A 16)ir(e)ir(v)} (6.18) 
which is assumed to be exchangeable across weather states. Note that the parameters of the 
precipitation and weather state processes, 9. b. and ©Md, respectively, are assumed to be inde- 
pendent a priori. 
The parameters of the weather state process are given an identical prior specification to that 
outlined in Section 5.4 (see equations (5.13) and (5.20)) and we refer to Section 5. f. 2 for details 
regarding the elicitation of this prior. 
For the latent process {(Zot I St, Dt-1)}, the coefficients /301, ... ,. 
00'. and are 
assumed to be independent across weather states, a priori, and similarly for the parameters 
µl, ... ,1r arising from the process {(Wt I Dt, St, Zot)}. These parameters appear 
in the con- 
ditional means E(Zot I Dt_1, St, ©ob®) and E(log Wi I Di = 1, St, Zot, ©ot. ) and so influence first 
order properties of rainfall, such as the probability of rain and the mean rainfall amount on 
wet days. We would expect these properties to show different patterns within different weather 
states and so the independence assumption does not seem unreasonable. However, because we 
expect broadly similar behaviour at each site within any particular weather state, we might not 
wish to assume a priori independence across sites. For example, learning that ßk was greater 
(less) than its expected value would lead to an upward (downward) revision of our beliefs about 
the expectation of pok, j#i, for each kE Sr. The same is true of the parameters in O1k and 
Itk. To account for these relationships in our prior beliefs, for each kE Sr, we adopt hierarchical 
priors with first level specifications given by 
J 
is 2 80k 16ok, a 
,k ^' 
N(Qok, ap,, k) independently for iE 
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pik ( Pk - ScBern(pk) 
µk I Ilk, Qµ, k "' N(/! k, cµ, k) 
independently for iE {1,. .., n}, 
independently for iE {1,..., n}, 
where the notation XN ScBern(p) means that the random variable X has a Bernoulli dis- 
tribution with parameter p, scaled to have support on {-1,1}, that is, X= 2Y -1 where 
YN Bern(p). The associated probability mass function is given in Appendix E. 
The second level prior specification is 
Qok - N(ao,, oo, a1,00), 
Pk N Beta(bo, ß1, bl, A1), 
2 
, 14ý, µk ^' N(ao, µ+ a1 
s Qýo, k "' IC(ho, o., hl, vo), 
a ,k- 
IG(ho, µ, h1, µ)" 
These priors have the advantage of being (semi)-conjugate to the form of the likelihood function. 
They also allow borrowing of strength between sites which is likely to be helpful if, in a particular 
weather state, the likelihood is not very informative about the parameters associated with certain 
ýo, A, O k), as random variables is to allow sites. The effect of regarding the first level variances, (a2 
the data to influence the extent to which strength is borrowed between sites. More details and 
formulae for the marginal moments in hierarchical Gaussian priors can be found in Section 5.4. 
Concerning the hierarchical scaled Bernoulli prior, using the law of total expectation it can 
readily be shown that, marginally 
E(Qik) = 
b0, ol - bi, ol Var(Qik) _ 
`ib0. al b1,01 i. 1, ... ,n bo, ß1 + bl, Ql (boßß + bl, 01)2 
= 1, ... , n, i 
Corr(, k, Qljk) _ bo, Al + 61, Rl +1 
Z' 
for each kESr" 
As described, the model contains rn(n+1)/2 variance and covariance parameters in (E1, ..., Er) 
and rn variance parameters in Consider first the set of unstructured variance 
matrices (E1, ... , E,. 
) and the dependence in their joint prior. On the one extreme, the variance 
matrices could be assumed to be independent, but in this case, it is unlikely that all of the 
rn(n + 1)/2 distinct parameters would be properly identified in the posterior. This would 
be especially true if some of the states occurred infrequently so that the data provided little 
information about the associated variance matrix. Therefore, pragmatically, assuming a priori 
independence between is not an attractive option. The other extreme choice would 
be to assume perfect positive dependence between the variance matrices, that is, Ej=E for all 
jE Sr, but this prevents the data from being able to suggest that a common matrix is, in fact, 
untenable. 
The problem of simultaneously modelling several variance matrices has been considered by, for 
example, Bensmail et al. (1997), Barnard et al. (2000) and Daniels (2006). In pursuit of a simple 
compromise between the two extreme prior assumptions, a common approach is to decompose 
the variance matrix into components, of which some are constrained to be common across 
states (or more generally, across groups) and others are unrestricted. For a problem in cluster 
analysis, Bensmail et al. (1997) consider choosing a joint prior for several variance matrices. 
Using the geometric interpretation of the spectral decomposition of the variance matrix (see, 
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for example, Banfield & ßaftery, 1993) they elect to assume constancy across clusters of certain 
features, such as the shape, volume or orientation, whilst allowing the parameters controlling 
other features to vary. Barnard et al. (2000) consider modelling related variance matrices across 
cells in general location-scale models. Their approach is to decompose the matrix in terms of 
the corresponding correlation matrix and standard deviations. Next, they assume a common 
correlation matrix across cells, but leave the vectors of standard deviations unrestricted, although 
possibly correlated in their prior through a log-linear regression model. 
A more flexible compromise between the two extreme dependence assumptions does not fix 
any of the components to be constant across groups but allows the parameters in the variance 
matrices (E1, ... , E,. 
), or some reparameterisation thereof, to be positively correlated a priori. 
The two extreme cases are then recovered in the limit as these correlations tend to one (common 
variance matrix) or as they tend to zero (independence). This approach borrows strength from 
the assumption of a common variance matrix whilst allowing the data to inform the posterior 
when this is not tenable. 
In applications in longitudinal analyses where patients have been partitioned into multiple 
groups, Daniels (2006) considers reparameterising the variance matrix for each group in terms of 
its spectral decomposition or in terms of the modified Cholcsky decomposition of the precision 
matrix. The spectral decomposition of the variance matrix, E, is given by E= PAPT where A 
is a diagonal matrix of (ordered) eigenvalues and P is the corresponding orthogonal matrix of 
eigenvectors. If E is an nxn matrix, then P can be reparameterised in terms of the n(n - 1)/2 
Givens angles, which represent rotations in the plane spanned by pairs of components of the 
multivariate normal vector; see Daniels (2006) for further details. The modified Cholesky de- 
composition of the precision matrix reparameterises the variance matrix in terms of the slope 
coefficients and the conditional variances in the regression of each component of the underlying 
multivariate normal vector on its predecessors. In these reparameterisations, the Givens angles 
and slope coefficients can be interpreted as "dependence" parameters, whilst the eigenvalues and 
conditional variances can be interpreted as "variance" parameters. Based on either decomposi- 
tion, Daniels (2006) suggests placing two or three stage hierarchical priors on the n(n - 1)/2 sets 
of dependence parameters, whilst allowing the variance parameters to be independent a priori. 
The idea is to encourage shrinkage within each set of dependence parameters to a common value. 
The dependence parameters are targeted simply because there are more of them. Intuitively, 
however, this might not be unreasonable. Consider the geometry of the underlying multivariate 
normal distribution for each group (or state, in our case). In some sense, variance-typo parame- 
ters provide a measure of the overall size and shape of the multi-dimensional density functions, 
whilst dependence-type parameters roughly measure their orientation. In fact, this is precisely 
the interpretation which Bensmail et al. (1997) assign to the eigenvalues and the orthogonal 
matrix of eigenvectors in the spectral decomposition of the variance matrix. It is conceivable 
that the size and shape of the density functions for each group might differ according to whether 
that group represents a broad or narrow range of behaviours in each of its dimensions. In this 
case, learning the value of a variance parameter in one group would not necessarily lead us to 
revise our beliefs about the value of that parameter in other groups. However, we might expect 
the general orientation of the density functions to be reasonably similar across groups. When 
the dependence and variance parameters do not correspond to the relevant components of the 
spectral decomposition of the variance matrix, there is clearly less support for this argument 
but it nevertheless provides an intuitive motivation for introducing a priori correlation between 
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dependence-type parameters. 
The inverse Wishart distribution is commonly chosen as a prior for the variance matrix E of 
a multivariate normal distribution because it is conjugate and therefore convenient. However, 
it is very inflexible in terms of prior elicitation, having only n(n + 1)/2 +1 hyperparameters. 
This means that once the expectation of the variance matrix has been chosen, there is only one 
hyperparameter to set all the prior variances and covariances, Cov(Ejk, Etm). Motivated by 
the inadequacy of the standard conjugate prior, in Germain et al. (2010b) we developed priors 
for the variance matrix that were capable of conveying genuine initial beliefs, and proposed 
elicitation strategies for these priors. Our favoured method followed a similar approach to 
Daniels & Pourahmadi (2002) by first reparameterising the variance matrix in terms of the 
modified Cholesky decomposition of its inverse. Omitting full details for brevity, suppose that 
Y= (Y i, ... , Y)T I µ, EN N (µ, E), then write R=Y- It so that ii. IE Nn 
(0, E). 
The elicitation method we propose requires a tentative estimate, Eo, of the variance matrix 
which is used to define a more natural order amongst the variables in R. This is important for 
the parameters in the transformed variance matrix to be meaningful. The variables are then 
reordered through Q= MR where the fixed matrix M is just an nxn identity matrix whose 
rows have been permuted appropriately. Now QIEN N(0, E) where t= MEMT. In the 
next step, we reparamerise the variance matrix in terms of the modified Cholesky decomposition 
of i; -'. This is given by E-1 = TTD-1T where f) is a diagonal matrix with (j, j)-th entry 
ö>0 and T is a unit lower triangular matrix with (j, k)-th entry -q5fk E1ß. Let 
(0ý1, 
... , 1j_, 
)T and Qi; j_1 = (Qi,..., Q f_1)T, then the marginal /conditional decomposition 
of the joint density of Q is given by 
n 
P(Q I ý) = P(Ql I i; ) 11 P(Qj I Qi: f-It E) J=2 
where Q1 IE N(0, Ql) and Qj I Ql: j-1, E N(Of Q1: j-1, &J2) for j=2, ... , n. 
The Ojk 
are therefore slope coefficients in the best linear predictor of Qj based on its predecessors 
Q1, ... ,Q j-1, whilst QJ is the conditional variance. A semi-conjugate prior is available by 
assuming a priori independence between = (0z , ... , 
On )T and äj = (äi) ... , ön), and then 
by giving i7a multivariate normal distribution and the aj inverse gamma distributions. 
Based on this approach, we use a tentative estimate of the variance matrix, Ek, for state k to 
reorder the variables in (Zoe - Xt/3k), then reyarameterise the permuted variance matrix, 
Ek, in 
terms of the slope coefficients, /k = (k, 21, Ok, 31, ... , cb&., n, n-i)T, and the conditional variances, 
ök = (ök, i, ... , &k, n), arising 
from the modified Cholesky decomposition of Ek 
I. Motivated by 
the practical and intuitive considerations outlined earlier in this section, we adopt a prior in 
which the slope coefficients, are correlated a priori but the conditional variances, 
öi2 2 , ... , Q*, are independent across weather states. As stated previously, our prior is to be 
exchangeable across weather states and so the slope coefficients, ( 1, ... , fir), can be given a 
prior 
Nrn(n-1)/2(mb, o, V$, o), 
(6.19) 
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in which m$, o and V410 have block structures: rn$, o = (m 10, ... , 
rn '0)T and 0 01 
Vý, 
o Cý, o ... C;, o 
C;, o Vý, o ... Cm, o V4,, o = 
Cm o Cm, o ... 
Vm, 
o 
Here mý'a is an {n(n -1)/2}-vector and Vý, o and Cß, 0 are {n(n - 1)/2 x n(n -1)/2} matrices. 
For simplicity, we take C 
,0= 
pOVO, o, where pý E (0,1) is fixed. This means that 
for k, tE Sr, 
with k0e, Corr(&, at, t e, uv) = pýCorr(&, ato q6k, uv) = pgCon'(Ol, at, O[, uv)" To avoid working 
with a normal distribution of such high dimension, we found it easier, computationally, to adopt 
the hierarchical prior specification 
ýk ^' Nn(n-1)/2(ýp Vý, o)9 
independently for k=1, ... , r, where Vý, o = 
(Vý, o - Cm0) = (1 - pý)V j, o, then 
ý ^' Nn(n-1)/2(mm, o, Cm, o)* 
The variable mean, 3, can then be appended to the set of unknown parameters, ©ob., and 
sampled as part of the MCMC scheme. Formally, this should be equivalent to adopting the one- 
stage prior in (6.19), since marginalising over ý produces precisely this distribution. Note that 
we prefer to avoid a hierarchical prior in which the first level variance matrix, V0,0, is assigned a 
prior at the second level of the specification. Pragmatically, it would be difficult to learn about an 
unknown first level variance matrix if the number of states, r, was small. Conceptually, too, there 
is no real justification for this added complication. Hierarchical Gaussian priors with unknown 
variance parameters are the most meaningful when the parameters, here q1, ... , 
ý,., can be 
regarded as a sample from some infinite population. This is appropriate when, for example, the 
collection of parameters are indexed by site and we can think of an infinite collection of sites. 
However, because the weather states are just artifacts of the model, and not real in any physical 
sense, this concept seems less credible when the parameters are indexed by weather state. 
As remarked previously, the conditional variances (&2,..., &2 1) are assumed to be independent 
across weather states. However, within any particular weather state, we believe it to be more 
likely that we will under/over estimate the general variability at all sites, rather than only at 
a few. Therefore, we choose to correlate the conditional variances across sites. To this end, we 
adopt a hierarchical prior in which, for each kES,, 
Qk{ ý Qk '-IG 
v_ 
+ 2, C{Qk 
(-+1 
&2j a 2j 
independently for i=1,1,.. ., n with 
ök N Ga(ca, 452, cl, a2). 
182 
Chapter 6. HA Ms and latent Gaussian variables in models for rainfall data 
It follows from the law of total expectation that, marginally 
E(°k, ý) = 
C+co ä1 Var(&k, i) = 
Ci e°, a3 (1 + vo,, {(1 + c0, &3)}' n 
C1,52 -2 
Corr(ak, t+ýk, j) =1, tj ° 1,..., n, i0 V11 + vä2q{(1 + co, &2)}{1 + vQ2, j(1 + co, ö2)} 
(6.20) 
for each kES The fixed hyperparameters, C{, allow the marginal mean to be different at each 
site. 
The variances {(SZkI, ... , fl ): kE Sr} in the conditional distributions for 
(log IV/ I Di = 
1, St, Zot) will also be assumed to be independent across weather states. In any particular state, 
however, the distributions of non-zero rainfall amounts are likely to display a similar level of 
variability at all sites. As such we assume the parameters (1l)', ... , Stn") to 
be correlated a 
priori. To retain the computational benefits of (semi)-conjugacy, we adopt a hierarchical prior 
such that, for each kES, , 





independently for i=1,1,.. ., n with 
f1k Gg(CO, nj c1, n). 
The expressions in (6.20) give the marginal moments in a similar inverse gamma hierarchical 
prior. The coefficient of variation parameter, vo, in equation (6.21), could also have been made 
state specific and assigned a distribution at the second level of the prior specification. Although 
this would allow the data to influence the degree of borrowing of strength between sites, we 
experimented with variable vfZ, k parameters and found that, for some weather states, they could 
not be identified in the posterior, yielding MCMC algorithms which failed to converge. 
Finally, the parameters -yi, ... ,y arising from the process { (Wt I Di, St, Zot) 
} are each nxn 
matrices containing coefficients in the regressions of the log 1Vt on Zot. Although they do not 
formally contain variance or covariance parameters, it is clear from equation (6.15) that if we 
integrated out the latent Gaussian vectors, {Zot}, the coefficients, 'is would appear in expres- 
sions for the variances and covariances amongst the log rainfall amounts. Therefore, analogously 
to the slope coefficients, 41, ..., ¢,., we are motivated by both pragmatic and intuitive consider- 
ations to make the 7k correlated between states. We choose to adopt the following hierarchical 
prior 
vec('Yk) 17 ^' NO ('Y, V7, o), 
independently for k=1, ... , r, with 
'1' ^' Nna(II1.7,0, CA1, o), 
Here vec(7k) '--': (7k1, ... , 'Ykn, ... , ryk 
1 
... , 'ykn)T and we choose V. y, p = 
(1 - py)Vy, o and C. ,0= 
p7V. y, p where the fixed hyperparameter V,, 0 contains elicited values for the marginal variances 
and covariances amongst vec(7k). Note that ryk is the coefficient of Zöf in the regression of log W 
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on ZO j, given (Di = 1, St = k). We would expect the effect of ZI on log 1Vý to differ when j=i 
compared to when j#i and so it might be reasonable to assume a priori independence between 
the on and off diagonal elements in -yk. 
The random variables introduced at the first level of the hierarchical prior specifications 
{(60k, Q2 ýo, k, pk, µk, vµ, k, ök, 1k) :kE Sr}, 
/ and y are appended to the set of unknown model 
parameters gobs. Its prior, r(O0b. ), in (6.18) must then be replaced with an expression which 
factorises as 
rnn 
7r ýOobs) = 
flr(, 
aok)lr(afi2 
0, k) 7TOTok 
I ßok, t4 ,, k) 
X 1r(pk)11 1r(ß kI Pk) 
k=1 i=1 iml 
nn 
X 7r(Itk)1r(Qý, k) 
fl 
1r(µk I µk, cµ, k) X r(Qk) 
f[ 
7r(&2,, 1 Qk) 
i=1 isl 
n 
X1r(nk) fl 1r(4k Ink) X 1r 1r ý1, ... X 7r(y)7r(71, ... , 7r 17). i=1 
Providing general guidelines on the elicitation of this prior is, in general, very difficult because 
the latent Gaussian variables, Zot, are not observable. Nevertheless, in an application to the 
Yorkshire dataset in Section 6.8.1, we explain the justifications for our choice of fixed hyperpa- 
rameters. 
6.5 Likelihood 
Denote by zo = (zol, ... , zcT) the complete time series of 
latent multivariate normal 
variables underlying the MVP model for rainfall occurrence. The Yorkshire dataset 
that is analysed in Section 6.8 divides naturally into Y sub-series, one for each of the 
Y winter periods. As such, conditionally on the atmospheric data, x, the sub-series 
{(w +l, dT , +l, z0, Tv+1,8TV+1), """t 
(WTV+i, dT, +i, ZO, TV+i, sTy+i )} for y=1, ... ,Y are mod- 
elled as independent realisations of the same NHMM, where the Ty notation was explained in 
Section 4.4. Denote by so, y and do, y = (dopy, ... , doty)T the initial weather state and occurrence 
vector for the y-th sub-series then write so = (so, 1,... , so, y) and 
do = (do, 1, """, 
do, y)" Poste- 
rior inference is via MCMC with data augmentation, and so derivation of the full conditional 
distributions will require the complete data likelihood, 
P(w, d, do, s, so, zo I O, x) = P(g', d, do, zo I s, so, ©obB)P(s, so I ©hid, X) (6.22) 
where p(s, so I Ohid, x) was computed in Section 5.5 (see equation (5.28)) and 
p(w, d, do, zo I s, so, Bobs) 
Y 
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This can be factorised as 
P(w, d, do, zo I s, so, Bobs 
Yn TV+t n 
=H fl r(d`o, y) x 
fi fl p(di Iz)x P(zo, Tv+1 l do, y, 8rs +1, 
©otm) 
Y-1 i=1 t=Tv+l ia1 
Tv+i Ty+t 
x 11 P(zot jd t-1 q8t, ©obs) x 
11 P(wt I d1,8t, zot, ©obs) " 
(6.23) 
t=TV+2 t-Tv+l 
Denote by Bernd I p) the probability mass function of the Bernoulli distribution, Bern(p), 
evaluated at d, and by qk(z I µ, E) the density function of the k-dimensional multivariate 
normal distribution, Nk(µ, E), evaluated at z. Then the components in (6.23) are given by 




P( Böe) = I{Cpt = II(zot > 0)}, 













p(ZO, Tv+1 I do, y, STy+1, 
eobs) _ On 
(zOTV+1 
I 1160, sTv+1 -F 
dlag(4, 




Recall that Xt = (I,,, Xtl) where Xtl = diag(di_1, ..., dt_1). If, in addition, we write 
Xtl = 
diag(dö, y, .... doy) at times t= T=+ +1 for y =1, ... , Y, then we have 
P(zot I dt-1, st, Oobs) = q5n (ZOt I Xt/s,, EsI) , 
(6.25) 
for any time, t=1, ... , T. 
6.6 Posterior inference via MCMC 
Augmenting the observed data (w, d) with the latent Gaussian variables z0, the weather states 
(s, so) and the initial rainfall occurrence vectors do, the joint posterior distribution of interest 
is then 7r(O, s, so, do, zo I w, d, x), which we can write, via Bayes theorem, as 
7r(©, s, so, do, zo I w, d, x) a P(w, d, do, s, so, zo 10, x)7r (©) 
= p(w, d, do, zo I s, So, ©obs)p(s, So I X, ©hld)7r(©hid)7r(©obs). (6.26) 
We can easily sample from this distribution using a straightforward Gibbs scheme which repeat- 
edly iterates through the following four steps. Note that only 1(a) involves generating draws 
from a non-standard distribution. 
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1. Sample 0 from its conditional posterior distribution, 7r(©( w, d, do, s, so, zo, x), given the 
latent vectors, zo and do, and the hidden states, (s, so). This step is broken down further as 
(a) Sample °hid from lr(9hJd I s, so, x). This posterior is not affected by the conditional model 
chosen for precipitation, given the weather state, and so is consistent with the distribution 
derived in Chapter 5. Sampling 9hid therefore proceeds according to Section 5.6.1. 
(b) Sample 9. b. from 7r(9ob8 I w, d, do, s, zo) in a series of Gibbs steps. These will be described 
in Section 6.6.1. 
2. Sample (s, so) from its conditional posterior, 7r(s, so I w, d, do, zo, ©, x), given the model 
parameters, 0, and the latent vectors, zo and do. We provide further details below. 
3. Sample zo from its conditional posterior, ir(zo I w, d, do, s, ©ob, ), given the model parameters, 
gobs, the initial occurrence vectors, do, and the weather states, s. This step will be described 
in Section 6.6.2 
4. Sample do from its conditional posterior, ir(do I zo, s, ©ob. ), given the model parameters, 
bobs, the latent Gaussian vectors, zo, and the weather states, s. Section 6.6.3 outlines how 
to simulate from this distribution in a series of Gibbs steps. 
This scheme can be regarded as an extension to Algorithm 3.3.2, which described Gibbs sampling 
with data augmentation for more standard hidden Markov models, in which the hidden states 
were the only latent variables. 
Algorithm 3.3.3 outlined a generic forward backward scheme for sampling the hidden states from 
their joint conditional posterior distribution, given the model parameters, in a single block. In 
step 2, above, the corresponding posterior distribution for (s, so) also involves conditioning on 
the latent vectors, zo and do. For the purposes of sampling the hidden states, these latent 
vectors are treated no differently from the observed data and we can think of the NHM'IM as 
being characterised by a DAG with the structure of Figure 5.1, in which Re = (Zöl, WT , Di 
)T. 
This is just a non-homogeneous Markov switching model and so the conditions needed to ap- 
ply Algorithm 3.3.3 are satisfied. Conditionally on the atmospheric data, x, each sub-series 
is modelled as an independent realisation of the same NHMM and so we apply the forward 
backward algorithm separately to each sub-series. However, both the (forward) filtering and 
backward recursions need to be modified so that the first time point is t=0, rather than t=1. 
The assumption that Do and So are independent then allows the initialisation of the filtering 
algorithm to be simplified so that 
Pr(So=LI do, 0) =Pr(So=110) =ve. 
In the current notation, within the one step-ahead predictive probabilities and the filtered 
probabilities in equations (3.14)-(3.16), we have 
Pr(St =Q lSt-i = k, Wi: t-i, do; t-i, zo, i: t-i, O, xt) = Pr(St =e lSt-i = k, O, xt) = Akt (6.27) 
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and 
P(Wt, dt, zot I St = Q, Wi: t-i, do: t-i, zo, i: t--i, 0) 
= P(wt, dt, zot I dt-1, St = e, 0) 
= P(wt I dt, Zot, St = e, e)P(dt I zot)p(zot I di-1, St = ¬, ©) 
= P(Wt dt, Zot, St = £, ©)p(zot dt-i, St = e, ©) (6.28) 
with p(wt ( dt, zot, St = e, 9) and p(zot I dt-t, St = e, 0) given in equations (6.24) and (6.25), 
respectively. Equation (6.27) also holds in (3.18) within the backward sweep. 
As in earlier chapters, we address the problem of label switching using the online relabelling 
algorithm (Algorithm 3.3.4). 
6.6.1 Sampling from the complete data posterior ir(©ob. I w, d, do, s, zo) 
From the expression for the joint posterior distribution of (0, s, s0, do, zo) in equation (6.26), it 
follows that the full conditional distribution for any of the parameters in ©o1. can be derived by 
combining the relevant components from the likelihood expression, p(w, d, do, zo 1 s, so, ©ob, ), 
and the prior, lr(Oobs). In the following subsections we derive the full conditional distribu- 
tions for the parameters in 0b.. They are all standard distributions from which sampling is 
straightforward. 
6.6.1.1 Pull conditional distribution for (ß0ý, ... ,ß .) 
To deduce the full conditional distribution for the coefficients (f301,. .., ß»), the contribution from the likelihood expression, (6.23), is 
Y Ty+i 





exp 2> {(z0t - Xtlßlk) - AOk}T 2k 
1{(Z0t 
- Xt1ß1k) - 
00k} 
k=1 t: Se=k 
The relevant expression from the prior, lr(Aob8), is 
r 
7r 030k I #60k9 O'2 ao, k) k-1 
where 630k I Ißok, 0'&, k) ^' Nn(Qok1n, O0, kIn) in which In is an n-vector of 1's. The expres- 
sions for the likelihood and prior as products of factors over the weather state index means 
that X301, ... ,. 
30,. are conditionally independent in their joint full conditional distribution. In 
Appendix B, we derive the full conditional distribution for the regression coefficients in a multi- 
variate normal linear regression model, assuming a multivariate normal prior for the regression 
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coefficients. This result is directly applicable here, and we use it to deduce the full conditional 
distribution for /30k as 
ßok ... ý.. Nn(InQok, Pt VOok+A) 
where, letting Nk=E1 I(st = k), the posterior variance and mean are 
Pok 
VQok, 
P = a2 
In + NkEk 1+ Mook, P = 
voow, 
P P'k 
In + Ek (zot - Xtll6lk) 
! ýo' k ljo, t: Si rik 
6.6.1.2 Full conditional distribution for (Oll, ... , ýOlr) 
The contribution from the likelihood expression in equation (6.23) to the full conditional distri- 
bution for the coefficients (011, ... , ßl,. ) is given by 
Y Tv+l 






exp {(Zot - ßok) - Xt1A1k}TEk 
1{(zoj 
- ß0k) - Xtlßik} . 
(6.29) 
k=1 t: Se=k 
Using the results from Appendix B, equation (6.29) can be written as 
r 











t: st=k t: ae=k 
The prior distribution, ir(O0 ), involves the expression 
jIlr(ßlk IPh) _ k=1 
n 
IIfl1r(ßk IPk), k=1 1 
where Pr( k=j Pk) = p(kl+1)/2(1-pk)(I- f)/2 for j= -1,1. The factorisation of the likelihood 
and prior contributions as products over the weather state index means that ß11, ... , 131r are 
conditionally independent in their joint full conditional distribution, which will be a product 
of r independent discrete probability mass functions with support on {-1,1}". Howwever, the 
normalising constant in each of these probability mass functions is a sum over 2" terms, making 
it computationally expensive to evaluate. It will therefore be easier to simulate Qik, ... , AIlk, kE Sr, one-at-a-time from their (univariate) full conditional distributions, 
pi(pjl'k =. i I Qlk+... ) cx pkl+j)/2ýi pk) 
(1 -J)/2 e _2 
(ßiW 
- Q1k) 
Walk (Q1k((j) - Q1k) 1+ 
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for j= -1,1, where 01- 
}_ (Qik, 
... , 
Qik, i, Qlk1, 
... , k)T and 
ß1k denotes Olk with the '-th 1k 
0 
element omitted. It can readily be verified that this simplifies so that the full conditionals are 
scaled Bernoulli distributions 





where Welk denotes the (i, j)-th entry of Wp, k and e; is an n-vector with a1 In the i-th place 
and zero everywhere else. 
6.6.1.3 Full conditional distributions for (01, ... , O,. 
) and (äi, ... , ä* 
) 
In deriving the full conditional distributions for the parameters the contribution 
from the likelihood arises through the terms 
I, Tw+i 




We then reparameterise the variance matrix according to Ek 1= MTTk Dk 1TkM for each 
kE 5r. Here M is an nxn known matrix which transforms li = (Zoj - X1ß,, ) to Qt = MRt 
so that Var(Qt ( St = k, Ek) = Ek = MEkMT. The nxn matrices Tk and Dk then arise 
from the modified Cholesky decomposition of E 
1, 
where Tk is a unit lower triangular matrix 
with -ýk, ij in the (i, j)-th position and 
Dk = diag(&2, l, ... , &Ä). To derive the 
full conditional 





k=1 t: Se=k 
r 
_ If)A; 2exp 
{_Qt 
- Utýk)TDkl(Ql (6.30) 
k=1 t: St=k 
where Ut is a in x n(n - 1)/2} matrix given by 
o o 00 ... 00 0 Qi 0 00 ... 00 0 
TJt =0 Qi Qi 0 ... 00 0 
0 0 00 ... 0 Qi Qi 
A hierarchical prior was adopted for (1, ... , 
ý,, ) in which 
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where (ýk I ý) N Nnln_il/2(I, Vß, 0). Since the likelihood and prior can both be written as 
a product of factors over the weather state index, ý1, ... , 
¢r are conditionally independent in 
their joint full conditional distribution. It follows from the results in Appendix i3 that 








Ui Dk'Ut , mmk,, = vmý, r 
Vý, 
oý `+ ' 
UT Dk 
-IQ, 
t: at=k t: atak 
In deriving the full conditional distribution for (&2,. .., äf), since 
Dk is a diagonal matrix, we 









k=l =l j= J<i 





where (r72, I Ok) - IG tl&2 { 
+2, ýi{Ök 41Q2 {'i' 
1 it is clear that 1.11 """ +&211n+ """ Ur , J.. .1 
&2 
are conditionally independent in their joint full conditional distribution with 
2 Qk, { IG 







{ Qt ýk, ij 
(f 
- 2 21 ai 'i t: Siuk 
6.6.1.4 Full conditional distribution for {(<L1, -ýý),..., (<<,,, 'y,. )} 
The parameters (1'1, " .., µ,. 
) and ry,. ) from the model for non-zero rainfall amounts can 
be updated jointly. This is likely to produce an MCMC scheme with better mixing proper- 
ties than a two-block scheme. To deduce the joint full conditional distribution, the relevant 
components from the likelihood expression, (6.23), can be written as 
Y Ty+l nn 1(d'-1) 
i l (i4 lo 
ý+ 
iýf ii `'oe) n", 
Y-1 t=TV+1 i=l f=1 
r 
wt 
iak)2 a [J exp -2 
M(log X 
k=1 t: st=kf: dtal k 
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where 




=1),..., II(i = n), II(i =1)ýöeý..., II(t = 1)ýöeý..., D(i = n)zöt,..., II(i = n)zöi,. 
The relevant terms from the prior distribution, lr(©obe), are 
r 
ir (ak I Ilk, -Y' 
k=1 
where (ak I µk, 7, aµ, k) ^' Nn(n+i)(mQk, o, Vpk, o). Here mOk, o is an n(n + 1)-vector with µk in 
the first n positions and the elements of ry in the remaining n2 positions. Similarly, V.., o is 
an {n(n + 1) x n(n + 1)} matrix with oµ. k in the first n diagonal positions, V. y, o occupying the 
nxn submatrix in the bottom right hand corner and zero everywhere else. The factorisation 
of the likelihood and prior as products over the weather state index mean that al, ... , a,. are 
conditionally independent in their joint full conditional distribution. Using Appendix B, the 
component corresponding to ak is given by 
Clk I ... - Nf(n+1)(mak, P+VQk, P) 
where 






t: stmk (: (gal 
k 




omb, o ý' psi Xt 
T log wt 
t: sg=k{: dmi k 
6.6.1.5 Full conditional distribution for (1l , ... , Str) 
The full conditional distribution for the diagonal elements {(fl',... , fn") :kE 
Sr} can be 
deduced from the likelihood and prior contributions 
Y Ty+t nn I(de=1) 
4iý It 






k exp - 2f (log w, - ilk - k=1 i-1 {tai=k, 
=i} 
and nn 
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respectively, where (S1j I Ilk) IG vn2 + 2, Ilk 
(vj2 
+ 1) . Since both the likelihood and 
prior can be expressed as a product o factors over the weather state and site indices, it follows 
that S2i1, ... nn ", ... , Str ... , 11 ' are conditionally independent in their joint full conditional 
distribution with 
nZ 






It: aeuk, , 
jml 
d'i=1) 
6.6.1.6 Full conditional distributions for second stage prior parameters 
Consider the parameters {(, 60k, pk) :kE Sr} and {(0,020, k, a , k) 
E Sr} which were given 
distributions at the second level in the hierarchical prior specifications for {(/30k' Ilk) :kE Sr}. 
Omitting details, for brevity, the full conditional distributions are 
1 ne 2N 
(ak 
ao, 9 + ai, 9 L. 
=I 0i a© 
,k 
ai, 9 Ok I ©k,... ©k Qg, k - 
Qp, k + no al, o o0, k + no a1, © 
and 
10 ne 
ßä, k I ©ký ... , ©ke, 
Ok N IG 
(ho, 
o +Z, hi, ©+ 2 (01 - Ok)2 
c=i 
independently for kE Sr, where 0 represents ßa or p and no = n. 
For the parameters (pi,. .., pr), which were given distributions at the second 
level in the hier- 
archical prior specifications for each ß1ki the full conditional distributions arc 
n 
Pk IQlkv ... ,k- Beta bool +E I(Mk = 1) j bip, + I(Ok = -1) 
i=l {al 
independently for kES. 
From the hierarchical prior specification for (ryl, ... , -y,. ) and ( 1, ... , Vif), the 
full conditional 
distributions for the variable means, 7 and ý, are given by 











+ t'V j 0) ' mý+P 
Vj, 
P (Cm, o )+ Vý 0 ýk . k"l 
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The full conditional distributions for the variable mean components (n, ... , ö) In the 
hicrar- 
chical priors for the conditional variances {(& i, ..., ok.,, ) :kE Sr} are given by 
Qk 1 °k, i, ... , Qk, n ^' 
Ga ca, o2 ++2 
), 
cl, &2 +E vT 
+1 
{al 02, j jml k, aýýý 
independently for kE Sr. 
Finally, from the hierarchical priors for the variance parameters (t2k, ... , ftr), the 
full conditional 
distributions for the variable means (Sl1 i ... , fly) are 
11 
pik I SZki, 
..., 
SZk" N Ga co, n + ri +2 Cl. n + 
(4- 
+ 1J 
il il {: 1 
independently for kE Sr. 
6.6.2 Sampling the latent Gaussian vectors from ir(zo I w, d, do, s, ©obs) and 
handling missing data 
The joint posterior distribution, ir(O, s, so, do, zo I w, d, x), was defined in equation (6.26). In 
this distribution, the latent Gaussian vectors, zo, appear only in the component, p(w, d, do, zo I 
s, so, Oobs), of the complete data likelihood, through which their contribution to the joint poste- 
rior is given by 
Y 7v+1 fi&('ogw: n 
I(dý'1) 
on (ZOt I Xtßsi 
I 
Eat) xI µae +F 7se 1-1101 ad 
y=1t=Tv+l i=1 j=1 
x I(zoc E Bt) 
which can be written, up to proportionality, as 
T 
11 
cxP '2 (Zot - Xtf33 )TE 
1 (zot - X1p1J 
tal 
x exp -1 2E1, e 
{ (log uni - µ; e) - -y', zot 
}' x I(zot E Bt) 
Cdigml 
where Wyk denotes the i-th row of 7k and Iii =Bx. ""xB, in which 
(0100), 
Bi = (-oo, 01, 
1(-00,00), ifdt=1 
if cot =0 
if (Pt is unobserved. 
(6.31) 
(6.32) 
It follows from (6.31) that when dl,..., dT are all observed, the latent variables Zol,... , Zar 
are independent in their joint full conditional distribution. For a random vector X, the notation 
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XN TN(µ, E, B) means that X has a multivariate normal distribution, N(, t, E), truncated 
to the region BC iRa. At any time, t, we can regard the first term in (6.31) as the "prior" and 
the second term as the "likelihood", then Appendix B can be used to deduce the full conditional 
distribution for Zot as 
Zot I ... ,.. TNn(mz(, e, p, 






i: di=1 at 
1 





)T (1og wi - Ali) 
i: dtaj s! 
and ft was defined in (6.32). 
Each truncated multivariate normal distribution is sampled according to the Gibbs scheme in 
Appendix C. This comprises a cycle of n steps to successively simulate the components of Zot 
one-at-a-time from the distributions (Zöc I Zvi, Wt, Dg, Dt_1, St, O . b. ) for i=1, ... , n. 
Each 
of these conditional distributions is truncated univariate normal. 
As discussed in Section 4.5.2, we assume that the missing data mechanism is ignorable. Non- 
zero rainfall amounts, Wt, are assumed to be conditionally independent in space and time given 
the latent Gaussian vectors, Zog, and the weather states, Si. As such we can proceed according 
to Section 3.3.6 in order to marginalise analytically over the missing rainfall amounts. If the 
arrows from the nodes D1_1 to Zot were omitted, then we could easily marginalise over the 
missing rainfall occurrences, expressing the probability of rain at the observed sites through a 
latent vector from the relevant (marginal) multivariate normal distribution of lower dimension. 
This is possible because, in this case, the Dt nodes would not have any children. However, 
since Dt_1 is a regressor for Zot in our model, analytic marginalisation over the missing data is 
very difficult. We therefore numerically average over the missing rainfall occurrences by drawing 
them jointly with the latent vectors Zot. That is, if the rainfall occurrence indicator at site i 
on day t is missing, we jointly draw (4, di) by sampling 4 and then (d -, i, ) which is given 
deterministically by d =11(4 > 0). 
6.6.3 Sampling the initial rainfall occurrence indicators from ir(do I s, zo, ©) 
For the sake of notational concision in this section, we write ty in place of Ty + 1. Now, the initial 
rainfall occurrence indicators contribute to the joint posterior only through the component, 




1Poi) x on ZOýty ýQp, aty -{' 
dlf1 ýý, 





Chapter 6. HAfA1s and latent Gaussian variables in models for rainfall data 
This is proportional to 
t Y In H Hpo 'y(1 - pp; )1-ý°. v 
v_1 i=i 
xe 
1[_{(zo T E-1 {(zo, t po )- Bi,,, do} XP ýýv -QOýsev - l, aev OýL Stu v , env v 
where Bl,, t., = 
diag(61,,, 
y, ... , 
ßj' ). It follows that d011,... , d0, y are conditionally 
inde- 
pendent in their joint full conditional distribution which is a product of Y independent discrete 
probability mass functions, each with support on {O, 1}". However, evaluation of the normalising 
constant for each posterior mass function requires summation over 2" terms and so, cornputa- 
tionally, it is more convenient to sample the elements dä, y, ... , cte', y, y=1, ... , 
Y, one-at-a-time 
from their full conditional distributions, 
Pr(D', =I Dö, v = do,,, ... ) 
ocp 1(1 -pw)1-f 
{@ T_ 
X exp -2 fv - ßo, 3, 
) 
- B1,, ty 








for j=0,1, where dö, Y }= (49 y, ... ,c ry , 
j, y,... , tý, y)T . 
These Bernoulli distributions can 




dov, ... ,.. Bern 
where 
pP, v = POi Ni + 
(1 - poi) eXP 
fsi 
B2 




(ZU, ty - ßo, at y 
)T ý'ai1 Bi, aýýci 
-1 
in which B2 dtv 
denotes the (i, j)-th entry of (BT, IV v 
B1,, ýý) and ei is an n-vector with a1 
in the i-th place and zero everywhere else. 
6.7 Posterior inference for r 
In this section, we begin by reviewing the power posterior approach in order to demonstrate 
that a correction is needed when the method is applied to models, such as that presented in 
this chapter, with certain properties. We then explain why difficulties in approximating the 
correction term for the latent Gaussian variable NHMM prohibit the use of power posteriors. 
Chib's original method was outlined in Section 3.5.1.3. In this section, we provide further 
details, focusing on the extension (duo to Chib & Jcliazkov, 2001) which allows the method 
to be applied when some parameter blocks have full conditional distributions with unknown 
normalising constants. We then explain how this method can be applied to the latent Gaussian 
variable NHMM. 
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6.7.1 The power posterior approach 
Consider data y, unknowns 0' (which might include auxiliary variables) and a temperature 
parameter tE [0,11. Friel & Pettitt (2008) define the power posterior at temperature t as 
Pt(0' I Y) a P(y 1O')tp(0'). 
Let Aa and 61 denote the sets of values of 0' which have non-zero probability/density in the 
prior and posterior, respectively, and note that 01 C Go. Let us define the normalising constant 
in the power posterior as 
z(y I t) = p(y 1 O')'p(©')d©' 
when t 96 0 and 
z(Y 1t= 0) = 
jr(O')dO' 
o 
when t=0. Regarding z(y I t) as a function of t, if 61 is a strict subset of 6a, then 
p(©')d©' = z(y t= 0) 96 t *o+ 1 l 
im z(y I t) = Je p(©')de' 
100 
and so, in this case, z(y t) has a discontinuity at t=0. We now denote 
z*(Y) = 
tlu 
z(y 1 t) =f p(©')d©'. 
eo+ , 
When e1 C e0, the discontinuity at t=0 means that the function z(y I t) is not differentiable 
at t=0. Following the derivation from diel & Pettitt (2008), but restricting attention to 
0<t<1, we have 
dtion{z(yl t)}=z(yIt)' It) 
=1dI p(y I ©')tp(©')d©' z(y t) dt l 
y( 
J1r 
(y 10')1 log{p(y 1 ©')}p(©')d©' 
fi(y I O')tr(©') log{p(y 1©')}d4' fe, -(Y 1 t) 
= Eo ly, i[Iog{P(y 1 ©')}J =z *(y 1 t), say. 
Integrating with respect to tE [c, 1], where 0<E<1, then gives 
rI log{z(y It= 1)} - log{z(y It= E)} =J Eo.,. =[log{p(y 10')})dt, 
(6.33) 
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where z(y It= 1) is equal to the marginal likelihood, z(y It= 1) = p(y). Finally, letting 
c -º 0+ and rearranging, yields the following expression for the log marginal likelihood 
1 
log{p(y)} = lim Ey1 , 1[1og{p(y 




=f z"(y I t)dt+log{z"(y)}. (0.34) 
0 
Friel & Pettitt (2008) only considered problems for which e1 = e0. In this case z(y I t) does 
not have a discontinuity at t=0 and z'(y) is simply the integral of the prior over the set of 
values with non-zero prior density. As such, log{z'(y)} is equal to zero and wo recover 
log{P(Y)} =f1 Eo,,, 1[log{P(Y I ©')})dt, 
(6.35) 
0 
which is the expression for the log marginal likelihood presented by Friel & Pettitt. 
For most problems, the prior and posterior have support over the same set of values of 0' and 
so equation (6.35) can be used directly. This is even true of many problems in which 0' includes 
auxiliary variables, for example, the hidden Markov models considered in Chapters 4 and 5. 
However, there are some problems involving auxiliary variables for which e1 is a strict subset 
of e0. Let 0' = (9, z) where z are auxiliary variables and 0 are "parameters". In auxiliary 
variable models with e1 C Go, the likelihood is often such that for any actually observed y, 
p(y 1 0') = p(y I z) where p(y I z) is a constant with respect to z, say, p(y I z) = C(y). 
For example, this will be the case with a simple probit model, in which each observed binary 
indicator variable depends deterministically on the sign of an (auxiliary) Gaussian variable. If 
this is the case then equation (6.34) becomes 
log{p(y)} = log{C(y)} + log{z"(y)}, or equivalently, p(y) = C(y)z'(y), (6.36) 
and estimation of the marginal likelihood reduces to evaluating or, more likely, approximating the 
integral z'(y) = f'ei p(O')dO'. In other models with e1 C Go, where p(y 10') is not a constant 
with respect to 0' for any actually observed y, the first term in (6.34) can be approximated 
using the techniques discussed in Friel & Pettitt (2008) for approximating the right-hand-side 
of (6.35), but limiting sampling to e1 when t=0. To obtain an estimate of the log marginal 
likelihood, this must then be corrected by adding log{z'(y)} which, itself, may need to be 
approximated. The model discussed in this chapter is of the latter typo, requiring estimation in 
two stages. 
In general, an area for future research is the development of efficient ways of computing the 
correction term, z' (y), when it is not available analytically. 
6.7.1.1 Application to the latent Gaussian variable NIHMM 
Let 0' _ (9aba, 9hld, s, so, do, zo). For the parameters 0_ (©obo, ©hId) and the latent variables 
(s, so, do), the set of values which has non-zero density in the prior is the same as that in the 
posterior. However, for each t=1,... , T, the latent Gaussian variable Zot 
has non-zero density 
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over R in the prior, but only over Ii in the posterior, where the n-dimensional region Th was 
defined in (6.32). It follows that e1 C e0. For any actually observed set of rainfall occurrences, 
d, the likelihood is given by 
p(w, d 1 s, so, do, zo, O) =p(w 1 d, s, zo, ©0 ) 
Y 7. u+t nn 1(di-1) 
=HH 11 &1 log wt +E ry'' öt), (6.37) 
y=1 t=TV+1 ia1 ja1 
whilst p(w, dIs, so, do, zo, 0) =0 if 0' ý e1. Equation (6.37) is clearly not a constant with 
respect to 0'. Therefore, estimation of the log marginal likelihood could, in theory, proceed by 
adding an estimate of the integral of z*(w, dI t), defined in (6.33), over tE (0,11, to an estimate 
of log z' (w, d). 
Let Se, S., so and SS denote the sets of values of 0, (s, so) and do which have non-zero proba- 
bility/density in both the prior and the posterior. Now consider the integral of the "prior" over 
the support of the posterior, 
z' (w, d) = 
fse rJ 
P(O, s, soy dog zo I x)dzot, ... , dzýd© 
Sdo S-, -o .I 
DT B1 
_EE p(©, s, so, do, d I x)dO 






For a given value of 0, estimation of the observed data likelihood p(w, d ©, x), will be discussed 
in Section 6.7.2.1, where we show how it can be approximated at a single point, 0= ©'. The 
observed data likelihood for rainfall occurrences, p(d 10, x), appearing in equation (6.38) could 
be evaluated in an analogous fashion. Essentially this would involve enumerating p(d, do ý 
0, x) = p(do)p(d I do, 0, x) over all possible values of do. For each value of do in turn, p(d 
do, 0, x) would be computed using forward filtering to marginalise the joint density p(d, s, so 
do, ©, x) over the hidden states. As part of the filtering recursion, probabilities of the form 
Pr(Dt = di I St = k, Di-1 = dt-i, 0) = Pr(Z1 E Iii I St = k, Di-i = dt-l, ©) would have to be 
estimated using a numerical algorithm for approximating multivariate normal probabilities. In 
principle, therefore, Monte Carlo integration could be used to approximate z" (w, d) by averaging 
(estimates of) p(d I ©, x) over draws from the prior of the model parameters, 7r(©). However, 
even at a single value of 0, estimation of p(d 0, x) requires a large amount of computing time, 
rendering this approach to approximating z'(w, d) infeasible. 
Although it is possible that better methods for estimating the integral z' (w, d) could be found, 
we choose to pursue an alternative approach to approximating the marginal likelihood for this 
model. 
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6.7.2 Chib's method 
For general data y and a model characterised by the parameter 0, Chib's method (Chib, 1905; 
Chib & Jehazkov, 2001) is based on the identity 
P(Y) = P(y 
I 0)7r(O) 
ir(©IY) 
Denoting by 0' a point of high posterior density, an estimate of the marginal likelihood, on the 
log scale, is given by 
logp(y) = logp(Y 10*) +logir(©') - log 7r(0* 1 y), 
and so, as long as the prior and likelihood can be evaluated or approximated at the high density 
point 0', the marginal likelihood can be estimated by finding an approximation to the posterior 
ordinate, ir(O' I y). 
Suppose 0= (Oi, ... , 9a) for some partitioning of 0 that is convenient to Gibbs or Metropolis 
within Gibbs sampling. If data augmentation is used when drawing MCMC samples from the 
posterior, denote the auxiliary variables by z. Under Chib's method, the posterior ordinate is 
estimated by the marginal/conditional decomposition of the joint posterior density 
B 
ir(O" I y) = fJ 7r(©, * y, © ... , ©ý-ý)" i=1 
Chib's original method (Chib, 1995) requires that all the parameter blocks 01, ... , ©Q 
have full 
conditional densities with known normalising constants. The first ordinate n(©i I y) Is estimated 
by averaging the full conditional density of 01, evaluated at ©i, over the draws from a full MCMC 
run. The second ordinate is then obtained in a reduced run in which we fix 01 = ©i and sample 
all other blocks 02, ..., ©B and auxiliary variables z from their full conditional densities. 
This 
leads to an estimate of the conditional ordinate given by 
7r(e2I y, ai) =1Z 7r(0z I y, ©, ©39I, ... , ©191, zt91). ý1 
9: 1 
Subsequent conditional ordinates are estimated by the same procedure, fixing additional param- 
eter blocks at their high density points. 
Clearly, this technique cannot be used if some of the parameter blocks have unknown nor- 
malising constants. However, using the detailed balance property of the Metropolis Hastings 
algorithm, Chib & Jeliazkov (2001) provided an extension to overcome this problem. Suppose 
that the i-th parameter block, 01, has a full conditional distribution, 7r(Oi I y, ©_ J, z), whose 
normalising constant is unknown. Let ©f: k = (©f, ... , 
©k) and suppose that ©i is updated by 
a Metropolis Hastings step in which q(Oj, 01 y, 9i: t-i, ©i+i: fl, z) is the proposal density and 
a(Oi, ©i I y, 91: i_1, Oi+1: a, z) is the acceptance probability of the proposed move from ©j to O. 
In this case, it can be shown that the posterior ordinate 7r(©; I y, ©i, ... , ©r_1) is given 
by 
""" 
El {a(©i, OIy, ©l: i-i, ©i+1: 13, Z)9(©i, ©i 1 y)©l: i-1, 
©i+1: D, Z) } 
E2 {a(©i 
, 
©i l Y, Di: i-i, ©i+i: o, z) 
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where the expectation in the numerator, E1("), is with respect to the conditional posterior 
I(©t, et+1: a, ZIY, 0ia_1) and the expectation in the denominator, E2("), is with respect to the 
distribution 7r(9t+1; n, zIY, ©i: t) x 9(©i, ©t I Y, ©ia-1, ©t+i: d x)" From (6.39), an estimate of the 
conditional posterior ordinate is available as 
fr(ej I y, ©i,..., ©j_, ) 
I 
ai©V, ©i (Y, ©ia-i, ©i+i: n, zýl)9(©i91+ ©, 1 Y, ©1: r-i, ©i+i., O, z191) 
jEj , a(©i, ©ul I Y, ©i: t-i+©ii+i: B, zUJ) 
where the draws {0{91,011: B, z191 } in the numerator are obtained by setting 0i: i_1 = 
Oi, ý_1 and 
sampling from zr(Ok I y, 0-k, z) for k=i,... , 13 and from 7r(z 
I y, 0) in a reduced MCMC run. 
The draws {0; ý+11, D, z1l} in the denominator are obtained in a second reduced run by setting 
01:; -1 = 01*; t-1 and Oj= 0i and sampling from lr(Ok 
I y, 0_k, z) fork =i+1,..., J3 and 
from ir(z ( y, 0). At every step of this second reduced run, a draw 0' is also required from 
the proposal density q(0 , 0; I y, 0': i_1,0G+1: D, zUi) in order to evaluate each summand 
in the 
denominator. Note that the draws {OU+, D, zLI} obtained in the second reduced run can also 
be 
used in the evaluation of the next conditional posterior ordinate zr(0i+1 I Y, 011: i)" 
6.7.2.1 Application to the latent Gaussian variable NHMM 
In Chapters 4 and 5, many of the parameters of the observed process were updated in single 
parameter blocks using Metropolis Hastings steps, for example, each of the coefficient of variation 
parameters, vjk, from the gamma distributions of non-zero rainfall amounts. Therefore, the 
number of parameter blocks, B, would have been large, necessitating many reduced MCMC 
runs to estimate the marginal likelihood by Chib's method. This made it less attractive than 
the power posterior approach. For the latent Gaussian variable model, however, we explained 
in Section 6.7.1.1 that the power posterior approach is not viable. In contrast, Chib's method 
actually provides a satisfactory solution as long as we fix each 1Ik to be either 1 or -1. Setting 
k=1for all i=1, ... ,n and all k=1, ... ,r does not seem like an unreasonable simplification 
to the model since it corresponds to an assumption that the probability of rain following rain 
at site i in state k exceeds the probability of rain following no rain, which we would intuitively 
expect. Furthermore, in ordinary MCMC analyses when the #I,,. were allowed to be either 1 
or -1, their marginal posteriors generally offered zero or negligible support for ßk= -1; see 
Section 6.8.3.1, which concerns implementation of the MCMC scheme, for more details. When 
the 13 k are fixed, the MCNIC scheme (see Section 6.6) is such that 0 can be sampled in a 
modest number of blocks which are all relatively high in dimension. In particular, the only 
parameters requiring Metropolis Hastings updates are the weather state transition probabilities 
(ý f, A), A,.. .9 AA7), jES,., and for each j these arc updated jointly. 
For the purposes of marginal likelihood estimation, we chose to partition 0 as 
e1 = (001, ... I Por) 02 = l1%l1, ßi'1), """, (<<r, IN) I 
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03 = (il 1, A;, ai, ... , 
A; 7) 
02+r = A,, Art... tý'r7) 
e3+r = (ii, ... s 
k) 
22 e4+r = ýQ1, """t 
&2 04+r) 
eb+r = (flit """ff1r) 
e6+r =v 
07+r = ý01,... , IýOr, , - olz,... - 1 1111 ... 1 r, 7, fll,..., flr) ,ýr2 
22 e8+r =( Uýo, 1, ... , OQo, r' 
2 2 ap, r). 
Following the recommendation of Chib & Jeliazkov (2001), the parameter blocks are arranged 
so that those of higher dimension appear earlier in the list. Note that the final ordinate ir(©e+,. 
w, d, 91; 7+r, x) is available directly, since 






IG O#o, kIho, µ +2I 
%il,. + 1: 041V k)ß 
kal tml 
where IG(0 I a, 6) denotes the inverse gamma IG(a, b) density evaluated at 0. Therefore a 
reduced run is not necessary for its computation. Moreover, although the auxiliary variables 
(s, so, do, zo), need to be sampled during the first 6+r h'ICAMC runs, they are not required for 
estimation of ir(07+,. I w, d, 01: 6+,, x) in the (7 + r)-th run. Consequently, estimation of 
the 
final two conditional posterior ordinates can be performed very quickly. 
When Chib's method is used to estimate marginal likelihoods for hidden Markov models, Sec- 
tion 3.5.1.3 explained that the existence of rl posterior modes (for an r--state model) needs to be 
accounted for in order to avoid introducing bias in approximations. This is only a consideration 
for the marginal posterior ordinate n(O I w, d, x) because the conditional posterior distribu- 
tions ir(Og I w, d, 01*;; _1, x) will not, 
in general, be exchangeable with respect to the hidden state 
labels, although they might not be unimodal. However, if the states are clearly identified by 
the conditioning set 61*; i_l, multimodality in the conditional posterior distributions 
is less likely 
to occur. For the datsset considered in the following section, the parameters (001,..., P0,. ) had 
marginal posteriors which were clearly separated across states, and were therefore chosen to 
appear first in this list, 01 = (030 , ... , Aor)" To force exploration of all ri posterior modes 
in the 
first (full) h7CMC run, which is used to estimate the marginal posterior ordinate zr(©i 1 w, d, x), 
we employed a random permutation sampler (Frühwirth-Sehnatter, 2001) in which each draw 
from the posterior is concluded with a random permutation of the parameter state labels and 
the hidden state labels; see Section 3.3.5 for more details. 
For the NHMM described in this chapter, Chib's estimate of the marginal likelihood, on the log 
scale, arises by approximating 
logp(w, d 1 0', x) =logp(w, d I ©', x)+logir(©') -logir(©' 1 w, d, x)" 
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Estimation of the posterior ordinate 7r(©' I w, d, x) was explained above and the prior ordinate 
ir(O') can be evaluated directly. Although there is no closed form expression for the observed 
data likelihood, p(w, dI©, x), it can be approximated at the high density point as follows. 
Conditionally on the atmospheric data, x, the data from the Y winter periods in the Yorkshire 
dataset, {(w7-v+1, drv+1, Zo, Tv+1,8TV+1),. "", 
(wTv+i, dir+i, ZoTv+i, 8j-v+i )} for y 1, ... ,Y are 
modelled as independent realisations of the same NHhIh1. Therefore the log of the likelihood 
ordinate can be expressed as 
Y 
logp(w, d 0, x) _ log P(WT.,, +1: 7v+t, dru+l: 7, º+' 
I ©*, XTw+1: Tv+i ). 1* 2.4 
V=1 
For each year, y, the likelihood contribution p(wT+1, Tv+i, dTv+1, T+i 10', xTv+1, Tv+i) can be 
expressed as 
P(W7v+1: 7-j+1, dTv+1: TjJ+1 
I O*+ XTr+1: Ty+1 
_Z p(WTp+1: Tv+i, dTv+1: Tv+l 
( do, 
U, 




where the summation is over all 2" possible initial rainfall occurrence indicators do, y for the 
y-th year. Note that if there were any missing data in the y-th year, we could simply evaluate 
the density of the observed data by summing the joint distribution of observed data and missing 
occurrences over all possible values for the missing rainfall occurrences. 
Each density p(wT+i: z., º+i, d7v+l: TV+i I do, g, 9', xpw+1: 7 v+l) can be approximated using the 
for- 
ward filtering recursion (Algorithm 3.3.1). Dropping the TV notation for clarity, and initialising 
at t=0 with Pr(So =II do, 0', x) = Pr(So =[ 10*) = vv, each density p(w, dI do, 0', x) is 
expressed as a product of the normalising constants in the filtered probabilities. The conditional 
densities of the observables in the filtered probabilities (equation (3.15)) can be written as 
P(Wt, dt St = P, d0: t-1e W1: t-1,0*, x) = P(dt 1 dt-1, St = e, ©')p(wg 
I d1, dt-1, St = e, W)" 
(6.40) 
In equation (6.40), 
p(dt 1 di-i, St = £, 0*) = JD" ... 
rDt 
0. (Zoe 1 Xlß;, E; )dZot (6.41) 
in which {(ß )T, (/31*l)T }T, Xi = {I,,, diag(dt_i)} and the Dý were defined in (6.32). 
Although there is no closed form solution to the integral in (6.41), the multivariate normal 
probability can be computed numerically. For the application presented in Section 6.8, wo used 
the pmvnorm() function in the R package mvtnorm (Genz et al., 2010; Genz & Bretz, 2009). This 
in based on the algorithms of Cenz (1992) which transform the integrals into integrals over unit 
hypercubes, this form being more suitable for numerical integration. 
The term p(wt Idt, d1, St =1,0') in equation (6.40) can be evaluated directly as 
P(wf 1 di, di-1, Se =1, e') = PW4 (We 1 dt-i, Se = e, ©') 
where Wt denotes the subset of {W11,... , lVt } with corresponding 
dt = 1. If dd =1 for 
all i=1,.. ., n then Wt = Wt and by marginalising over Zot in the joint 
distribution for 
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(log Wt, Zot I St, Dt_1), it can easily be verified that 
logWt I Dt-i =d t-1, St =1,0* N,, ($L + 7iX tßi , n; + 7i E; 
'T ), (6.42) 
where logWt = (log We',. .., log Wt n). If, instead, 
k where 1k<n, then Wt 
is a proper (non-empty) subset of Wt and the joint distribution for log Wt has a marginal 
distribution that is k-dimensional multivariate normal and easily deduced from (6.42). For 
example, if k=1 and dt =1 then log Wt would be univariate normal with mean equal to the 
first component of µz +ý, *X tß; and variance equal to the first diagonal element of fl -}-ry1 E1 t 
T. 
Finally, if dt =0 for all i=1,..., n then Wt is an empty set and pW, (wt I dt-1, St = 1,0*) = 1. 
6.8 Application to Yorkshire winter rainfall data 
In this section we illustrate application of the model and inferential procedures through an 
analysis of the Yorkshire winter dataset. Interest lies in the joint posterior distribution of the 
model parameters, the weather states and the number of states, r. To identify the model (that 
is, the number of states it contains) from which the different parameters and hyperparameters 
arise, we adopt the convention from earlier chapters of attaching r as their first subscript. 
This section begins by explaining our prior specification for (r, 6,. ). We then use Chib's extended 
method to estimate the posterior distribution for r and compare the log marginal likelihoods 
to those obtained for the models in Chapters 4 and 5. This is followed by a discussion of 
the convergence and mixing problems that arose during MCMC sampling from the posterior 
distributions ir(Or, s, so, do, zo I w, d, x, r) where r= Next we present summaries 
of the posterior distributions for the parameters and weather states in the model with r" states, 
where r" is the mode of the posterior distribution for r. The section concludes with an assessment 
of the fit of the model, comparing the posterior predictive distributions for various test quantities 
to corresponding observed statistics. For this final chapter, we also perform an out-of-sample 
assessment in which observed test quantities for 6 years of data not used in model fitting are 
compared to their posterior predictive distributions. 
6.8.1 Prior specification 
As in Chapters 4 and 5, it was initially our intention to consider models with r=1, ... , rmax 
states where rm = 5. However, non-convergence of the MCMC chain for the model with r=5 
states ultimately dictated the choice rmg,, = 4. Such MCMC problems will be explored in detail 
in Section 6.8.3.1. We continued to adopt a truncated Poisson Po(3) prior for r, now truncated 
to the set 11,2,3,4}. Note, however, that the posterior was very insensitive to this distributional 
choice, once the sample space for r was decided. 
Conditional on each value of r, the parameters of the weather state process, 9r, hld, were given an 
identical prior specification to that outlined in Section 5.7.1 for the application of the NHMM 
from Chapter 5 to the Yorkshire dataset. In common with earlier chapters, the prior specified 
for the parameters of the observed process, 7r(9,., 0bs I r) was exchangeable with respect to 
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the weather state labels, and identical for each value of r. In general, eliciting the prior was 
difficult because the latent Gaussian variables, Z0, arc not observable. In addition, the MCMC 
problems which prohibited convergence of the model with r=5 states were also manifest in 
models with fewer states, although to a lesser extent. This meant parts of our prior specification 
were influenced by computational considerations, in order to facilitate convergence of the MCMC 
chains. Of course, this is not ideal, and finding reparameterisations or modifications to the model 
which would make the posterior better behaved is an area for future work. In the remainder of 
this section we detail our choice of hyperparameters in the priors, r(©r, bs I r). Where possible, 
we try to indicate the reasoning behind our specifications. 
The prior chosen for the , ß* ok was pivotal in determining the convergence of the MCMC chains. 
As we explain in Section 6.8.3.1, it was necessary to make the prior very concentrated and 
shorter-tailed than its original form, in the latter case, by fixing the variance parameters o2 r, 00, k 
in the hierarchical priors, rather than modelling them as inverse gamma random variables. After 
much experimentation, we arrived at the following hyperparameter specification in the prior for 
the Or', ok' 
ar, o, Ao = -0.5, af, 1, o = 
0.19, ä'00'k = 0.01, 
leading to a prior in which, marginally, E(ß ok I r) = -0.5, Var(orok I r) = 0.2 and 
Corr(ß*, ok, Q*, ok I r) = 0.95 for each site, i =1, ... , n, or each pair of sites, 
in every weather state, 
kE Sr. To understand the reasoning behind the choice of prior mean, consider the marginal 
probability of rain at site i in weather state k, 
Pr(Dt =1l De -i = 
de-1, Sc = k, er, ot., r) = Pr(Z& > 01 Di-i St = k, ©r, obs, r) 
_ , ok 




is the i-th diagonal element in Er, k. For a typical winter day in Yorkshire, it seems 
reasonable to think that the probability of rain following a dry day should be less than 1/2 whilst 
the probability of rain following a wet day should be greater than 1/2. From equation (6.43), 
this would be the case if 
, ok 
<0 and ß*, ok + ßrl, lk > 0. The ßri, lk are constrained to 
be either 
-1 or 1, and so, because we expect that Qr 1k = 1, taking a,., o, po = -0.5 ties in with our 
beliefs 
about the probabilities of rain. Note that, for a simple probit model where Pr(D = 11 0) _ 
4i(ß), if /j is given a normal prior, the prior distribution for the probability Pr(D =1 (Q) 
becomes U-shaped as soon as the variance in the prior for Q exceeds 1. This can easily be 
demonstrated by determining the nature of the turning points in the induced prior density 
function for Pr(D =1 , Q). Therefore, a marginal prior variance of 1.0 for the 
Ook had originally 
seemed sensible. Unfortunately, this value had to be reduced to moderate the convergence 
problems during MCMC sampling. 
In the hierarchical prior for the Qr lk we chose 
br, o, Ai = 0.2, br, i, Qi = 0.05, 
so that, marginally, E( 
, lk 
I r) = 0.6, Var(ß lk I r) = 0.64 and Corr(ß, lk, 
pf, lk I r) = 0.8 for 
each site, i=1, ... , n, or each pair of sites, in every weather state, kE 
5r. The prior specification 
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above was chosen to express the belief that ßIk =1 is more likely than -1, and that 
the ßr, lk are highly positively correlated, although still allowed to differ. 
To help in eliciting the prior for (link I r), we found it helpful to think of the conditions 
under which µ'ßk would correspond to a more interpretable parameter. Recall that the prior for 
(µr, k I r) treats sites exchangeably. At site i, consider hypothetical days associated with latent 
variables St =k and Z02 =0 for all j0i. As Z& tends to zero (from above), /4k corresponds to 
the mean log rainfall amount at site i in weather state k. We can therefore think of ;, k as the 
mean log rainfall amount on days of indeterminate weather which are just on the threshold of 
rainfall occurrence. We thought that the median rainfall amount on such days should be small, 
say 0.55 mm, and because of the symmetry of the normal distribution, this corresponds to a 
mean log rainfall amount of log 0.55 = -0.6. The hyperparameters chosen in the hierarchical 
priors for the 14 k were 
ar, ý, µ = -0.6, ar, i, µ = 2.0, hr, oµ = 2.1,0.1155 
leading to marginal means of -0.6, marginal variances of just over 2 and marginal correlations 
between sites equal to 0.950. This tallies with our beliefs about the mean, above, and indicates 
that we think the µ',, k are highly correlated between sites. 
The i-th row in the matrix 7,., k comprises coefficients in the regression of log 1Vý on the latent 
variables Zot, conditional on the weather state, St = k. However, it is very difficult to think 
about likely values for these coefficients because we have little understanding about the scale of 
the latent variables, ZO IV To assist in prior elicitation, therefore, we considered regressing the 
log W on Zöt = S-1Zot where Sr, k is a diagonal matrix of standard deviations, specifically, the 
square roots of the diagonal elements in Er, k. The advantage of this modification is that the 
variables Zöt have unit scale. Unfortunately, resealing is achieved at the expense of complicating 
the likelihood, so that the priors for ýr, k and the ö; ,k 
would no longer be semi-conjugate. As 
such, we did not adopt this reparameterisation. 
In practice, the mean hyperparameter, rn,.,. y, o, in the hierarchical prior for 
(7r., 1, ... , 7,., r 
I r) 
was chosen so that on-diagonal elements in the coefficient matrices had means equal to 1.0 and 
off-diagonal elements had means equal to 0.0. This was based on the idea that a large value of 
Z&, corresponding to a day with a high probability of rain at site i, would be suggestive of a 
large rainfall amount at site i, if it rained. However, we were indifferent to whether an increase 
in Zot, j#i, would increase or decrease the log rainfall amount at site i. Therefore it did not 
seem unreasonable to specify 0's and 1's for the off- and on-diagonal elements, respectively, in 
the mean, m,.,. y, o. _Our 
prior specification was then completed by taking V,.,. y, o = (1 - pr, 7)Vr,, y, o 
and C,., 1,, o = pr,, yV,., y, o, where pr, y = 0.999, whilst 
V,., 
,, o was chosen so that, 
for any matrix 7,., k, 
the marginal variances of both on and off -diagonal elements were 2.0, the marginal correlations 
amongst on-diagonal elements and amongst of diagonal elements were 0.95, and the on- and 
off- diagonal elements were uncorrelated. The specification p,.,. y = 0.999 meant that, a priori, the 
correlation between the (i, j)-th elements of 7,., k and 7,, t was 0.999. Such high correlations were 
necessary to ensure parameter identifiability in the posterior. However, they did not prevent 
the data from informing the posterior of a difference amongst certain 'Y i' ... , 'Yf 
r, in particular, 
those for which i=j. For example, conditional on r=4, the posterior means (standard 
deviations) for 7i and ry44 were 0.119 (0.059) and 0.242 (0.071), respectively. Moreover, when 
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we assumed ="""= -y,,,,,, or equivalently, p,.,. y = 1.0, the marginal likelihoods for models 
with r>2 states were smaller than those for the corresponding models where pr,. y = 0.999, for 
example, -27930.84 compared with -27902.27 for models with r=4 states. 
Our strategy for handling the non-identifiability problem in MVP models initially seemed to offer 
advantages in terms of prior elicitation because it allowed us to assess a prior for a full variance 
matrix, rather than a correlation matrix. In the case of observable data, Germain et al. (2010b) 
outlined a prior elicitation strategy for the slope coefficients and conditional variances arising 
from the modified Cholesky decomposition of the precision matrix in a multivariate normal 
distribution. However, applying this strategy in the prior specifications for r) 
and (&2 2 ... , Qr,,. I r) is substantially complicated by the fact that the variables 
Zot are not 
observable and, as remarked above, we do not have a good understanding of their scale. The 
latent variables Zot are related to the observed log (non-zero) rainfall amounts through the 
regression of each log W' on Zot. We chose to elicit the priors for each pair (Or, k, ö*, k I r) 
by supposing that the Zot were log non-zero daily rainfall amounts. Elicitation then followed 
along the same lines as the example in Germain et al. (2010b), where we specified a prior for 
log monthly rainfall totals at the same network of Yorkshire sites. Space does not permit a full 
explanation, but an outline of this elicitation procedure is as follows. The first stage involved 
choosing a tentative estimate, E0, of the variance matrix, Er, k, for the hypothetical log non-zero 
rainfall amounts in state k. This was used to reorder the variables in Rt = (Zot - Xfor, k) by 
successively choosing the site IZt which, under the tentative model E, -, k = E0, minimised 
the 
variance of the remaining sites 11 the most. The first site in the reordered list was therefore 
chosen to be the site which we believed to be the most informative about the others. This 
procedure led to a matrix M, given in Appendix D, for reordering the sites according to Qt = 
MRt. The choices for the marginal prior means of the slope coefficients o,., kt and of the 
conditional variances Q* k, { were based on a transformation of the tentative estimate 
Ea, then 
the marginal prior variances were chosen to reflect confidence in these estimates. Finally, the 
marginal prior correlations amongst the c5r, k, i f were chosen in a manner which induced positive 
a priori correlations between covariances, Er, k, i f and Er, k, tm, associated with pairs of sites, 
(i, j) 
and (¬, m), separated by similar distances. 
The parameter pr ý, representing the marginal correlation between ý,,, k, i j and 
ýr, t, { j, k#1, was 
chosen to be reasonably large, pr4 = 0.95, to assist parameter identifiability in the posterior. As 
a result of applying the above procedure, the hyperparameters in the gamma prior for each Q*, k 
were set at c,., o, ö2 = 0.15 and C., i, ös = 0.15. The choices for the other hyperparameters, rnr, ý e, 
Cr, o-, U9 V4,01 
(Cr, t, ... , %r, n) and 
(vr, &2,1, ... , vr, &2, n) arc provided in 
Appendix D. Although the 
strategy outlined above is not entirely satisfactory, developing elicitation methods in complicated 
latent variable models is a difficult problem in which further research would be beneficial. 
From the conditional model specification 
n 
log Wt I Dt = 1, St = k, Zot, er, obe, rN µr, k +>7;. 
öt 
+ nr k (6.44) 
dal 
it is clear that Str k is a conditional variance parameter. For the purposes of prior elicitation, 
suppose that the latent variables St and Z0 were observed. For each site, independently, equa- 
tion (6.44) would then represent a multiple linear regression of the log non-zero rainfall amounts 
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on covariates Zöt, """, Z. In this case the least squares estimate of 11 k would be the sum of 
squared residuals at site i in weather state k, divided by 7-n-1, where T{k is the number 
of wet days for this site/weather state pair. This quantity is related to the amount of variation 
in log rainfall amounts that is not explained by the regression on Zo1, and we can think of Zot 
as a measure of the general propensity for rain at the sites. Therefore, in choosing the prior 
means, E(SZr, k) = Go, n/G, 1, n, for fl. ',, we found it helpful to start by thinking about the un- 
conditional 
variances of log (non-zero) rainfall amounts. To this end, we judged that a value of 
0.55 would be appropriate, and that approximately 1/2 of this variance could not be explained 
by regression on Zot. This led to a point estimate of [Ir" 
Wk 
equal to 0.275, and so we originally 
chose E(, k) = 0.275. However, as we explain in Section 6.8.3.1, to ensure convergence of the 
MCMC chains, we had to adapt the prior for the flso that less mass was assigned close to 0. 
Therefore we eventually selected the following values for the hyperparameters 
vr, f1 = 0.2, crp, n = 0.2, Cr, l, n = 0.3 
giving prior expectations, variances and correlations between sites of 0.666,2.32 and 0.954, 
respectively. 
6.8.2 Posterior inference for r 
In this and subsequent sections we make references to models from earlier chapters. For nota- 
tional brevity, we refer to the latent Gaussian variable NHMM from this chapter by the acronym 
LG-NHMM. The simple hidden Markov model from Chapter 4, based on assumptions of con- 
ditional independence in space and time, is referred to as the CI-HMM, and the NHMM from 
Chapter 5, based on a Markov chain of autologistic models, is referred to as the MCA-NHMM. 
The Yorkshire dataset includes two years that contain missing values. For the MCA-MIM, 
when estimating the marginal likelihood using power posteriors, we were unable to find a satis- 
factory means of handling these missing data and so chose to estimate the marginal likelihood 
for the 28 years of complete data only. Section 6.7.2.1 explained how Chib's method can handle 
missing data in the marginal likelihood calculation for the LG-NHMM. However, for compa- 
rability with the MCA-NHMM, we, again, compute the marginal likelihood using only the 28 
years of complete data. 
The high density points for models with r=1, ... ,4 states, 0*, were taken to 
be the posterior 
means from an initial MCMC run of length 500,000 iterations after a burn-in comprising the 
same number of samples. The full and reduced MCMC runs needed to estimate the marginal 
and conditional posterior ordinates each consisted of 250,000 posterior draws, thinning to every 
10-th iterate to reduce computational overheads. 
In approximating the log of the marginal likelihood by Chib's method, we can think of the 
numerical standard error as the variation that would be expected in the estimate if the simulation 
were to be repeated. Chib & Jeliazkov (2001) suggest a method for estimating the numerical 
standard error in the approximation of the log posterior ordinate. This is based on an estimate of 
the sample variance matrix of the summands in the approximation of each marginal/conditional 
posterior ordinate, for example, {7r(9;, 1 I w, d, 9ýý, 8+,., si91, so9i, dö 
i, zö9i, r, x)} for g=1, ... , lýf 
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r 1 2 3 4 
Log marginal likelihood -28726.68 -28373.44 -27927.40 -27902.27 
Numerical standard error 1.11 1.12 1.57 1.69 
Posterior probability 0.00 2.36 x 10_205 1.22 x 10-11 1.00 
Table 6.1: Estimates of the log marginal likelihood, the numerical standard error of the log posterior 
ordinate estimate and the posterior distribution for r for the 28 years in the Yorkshire dataset with no 
missing values. The estimates of the log marginal likelihoods were computed using the extended version 
of Chib's method. 
whose mean value provides an estimate of the marginal ordinate, 7r(©;,, I w, d, r, x). The 
proposed estimate of the sample variance matrix adjusts for autocorrelation in the series of 
summands. For full details, see Chib & Jeliazkov (2001). However, this only accounts for the 
standard error in the approximation of the log posterior ordinate. It does not account for the 
fact that the log likelihood ordinates were themselves only approximated. To fully quantify the 
numerical standard error in the estimate of the log marginal likelihood, therefore, the variances 
of the approximations to the log likelihood ordinates should also be incorporated. Unfortunately, 
it is difficult to estimate the variance of the log likelihood ordinate for this model because of 
the way in which it is approximated in a forward recursion. However, we can gauge, roughly, 
the error in the estimates of the log likelihoods by repeating the estimation procedure multiple 
times and assessing the variability of the estimates. 
Table 6.1 presents estimates of the log marginal likelihoods together with the estimated posterior 
distribution for r. It also displays the numerical standard errors in the estimates of the log 
posterior ordinates, calculated according to the method outlined above. For each value of r, we 
assessed the variability in the log likelihood estimates by repeating the calculations five times. 
The log likelihood estimates generally agreed to two decimal places, with the maximum difference 
being 0.01. It would therefore appear that the variation arising from the approximation of the 
likelihood is negligible in comparison to that from the approximation of the posterior ordinate. 
This, in turn, is very small in comparison to the differences between the log marginal likelihood 
estimates for models with different numbers of states. 
From Table 6.1 it is clear that virtually all the posterior mass Tics at rm". = 4. As in previous 
chapters this is likely to be because the hidden Markov model is only a simple approximation of 
the very complex data generating mechanism. Therefore it could be that increasing the number 
of states from r=1 to r=4 substantially increases the likelihood by compensating for the 
disparities between the shape of the "actual" distribution of rainfall and that allowed under the 
models with fewer states. Figure 6.8 displays the estimated log marginal likelihoods together 
with the corresponding values for the CI-HMM and the MCA-NHMM" The CI-HMhi assumed 
that both rainfall occurrences and rainfall amounts (given occurrences) were conditionally inde- 
pendent in time and space, given the weather state. The MCA-NHMM upheld this assumption 
for rainfall amounts, but it was relaxed for rainfall occurrences, allowing them to follow a Markov 
chain of autologistic models, conditional on the weather state. The LG-NHMhi relaxed the con- 
ditional independence assumption for both rainfall occurrences and amounts. Therefore, if we 
compare log marginal likelihoods for the version of each of the three models with r=1 state, 
it is not surprising that the most complex model, the LC-NHMM, has the largest marginal 
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Figure 6.8: Estimates of the log marginal likelihood for the Yorkshire data calculated using Chib's 
extended method for the LG-NHMM (0). Also shown are the estimates calculated using the power 
posterior approach for the MCA-NHMM (") and the CI-HMM (- ). 
likelihood. However, comparing models with r= .1 states, the log marginal likelihood 
for the 
LG-NHMM coincides with that for the simple Cl HMM. If we were to discriminate between 
models purely on the basis of their marginal likelihoods, therefore, we would have no reason 
to favour the 4-state LG-NHMM over the 4-state Cl HMM. Given that the LG NHMM is a 
substantially more complex model than the CI-HMM, we might consider this to mean that any 
improvement in fit offered by the LG-NHMM does not compensate for the increase in model 
complexity. However, this overstates the interpretation of the marginal likelihood as a means 
of trading off model fit and model complexity. It is important to appreciate that the marginal 
likelihood compares model and prior combinations, and so we could only begin to draw such 
conclusions if our priors for the two models conveyed information that was, in some sense, 
equivalent, perhaps in terms of the prior predictive distribution for rainfall on a single day. 
In Section 6.8.1 we remarked that, for the LG-NHMM, convergence of the MCMC sampler could 
only be achieved by making the priors for certain parameters very concentrated. In particular, 
this was true of the pr., Ok. To help in understanding the effect this had on the marginal likelihood, 
it is helpful to consider the value of the prior ordinate evaluated at the high density point in 
Chib's estimator. Recall that Chib's estimator of the log marginal likelihood for an r -state 
model is 
log p(w, d1r, x) =log ir(0 1 r) + log p(w, d1 6T, r, x) -log 7r(O 1 w, d, r, x), 
and so decreasing the value of the prior ordinate, whilst keeping the likelihood and posterior 
ordinates unchanged, decreases the marginal likelihood. The contribution to the log prior ordi- 
nate from the parameters (ß4. o1, , 
ß4,04,04,01! 
""", 
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meaning the high density point (posterior mean) was very unlikely under the prior. Contribu- 
tions from most other parameter blocks were positive. The prior means and variances for each 
(variable mean) parameter ß4,0k were -0.5 and 0.19, respectively. In the wettest and driest states 
in the r=4 state model, the high density points for the ß4,0k were 1.47 and -1.80, respectively. 
This illustrates that, for these two "extreme" states, the prior assigns very little support to the 
values of ß4,0k championed by the posterior. The marginal likelihood is simply the expectation 
of the likelihood with respect to the prior and so, in some dimensions, the values of the model 
parameters 04 which produced large likelihood values were heavily downweighted by the prior. 
This likelihood-prior conflict will certainly have contributed to the relatively small log marginal 
likelihood values for the LG-NHMM. We explore this issue further in Section 6.9 after taking 
into consideration the posterior predictive performance of the model. 
6.8.3 Posterior inference for (Or, sI r) using MCMC samples 
In this section, we begin by discussing implementation of the MCMC scheme used to obtain 
posterior samples from models with r=1, ... , rmax states, exploring the convergence and mixing 
problems that were experienced. We then present summaries of the posterior distribution for 
the model with r= r" =4 states where r" is the mode of the posterior distribution for r. 
6.8.3.1 Implementation, convergence and mixing 
Fixing the number of states at r=1, ... , 4, in turn, the MCMC algorithm was used to generate 
2,500,000 draws from the posterior, omitting the first 500,000 as burn-in and thinning the 
remaining output to retain every 200-th iterate. This gave posterior samples of size N= 10000. 
The usual graphical diagnostic checks were employed to inspect the convergence and mixing 
properties of the chains. 
In earlier MCMC runs, using a more diffuse prior specification than that detailed in Section 6.8.1, 
the MCMC chains for models with r=3 and r=4 states failed to converge. For r>2, 
the model always identified one state associated with dry conditions at all sites, and another 
associated with wet conditions at all sites. As the number of states increased, these wet and 
dry states came to represent more clear-cut versions of their namesake conditions, for example, 
the marginal probabilities of rain in the wet state moved closer to 1. Consequently, in these 
extreme states, we only observed data from a small part of its total sample space. This made 
it difficult to identify the parameters associated with these states in the likelihood. For models 
where r=3 and r=4, two specific problems arose; one for the parameters in the wet state, 
and another for the parameters in the dry state. 
In these earlier runs (which failed to converge), by partitioning the data according to the marginal 
posterior mode estimate of the weather state sequence, s, we found that the wet state in the 
r=3 and r=4 state model was such that rain was observed on almost all days at some sites. 
Consider equation (6.43), which gives the expression for the probability of rain at site i, given 
that St =k and Dt_1 = (Pt-1. In the extreme case when the data suggest that it rains on all of the 
days, t, allocated to state k at site i when Di_1 = d, the likelihood would be maximised by this 
probability taking the value 1. This can be achieved in the limit as (ýýok + 01 , lkd)ý 
ý" 
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The O, ik are constrained to belong to the set {-1,1} whilst prior correlations between the 
variance matrices Er, 1, ... , Er,,. should discourage the diagonal elements from tending to zero. 
Therefore, unless Or ok has a prior that makes large values very unlikely, its posterior will have 
substantial density at arbitrarily large values of ok in order to support the likelihood's bid 
to increase the probability of rain. Consequently, when the prior for each ß ok was not very 
concentrated about its mean, -0.5, trace plots showed some of the O ok parameters increasing 
without bound over the course of the MCh7C run. To prevent this from happening we had to 
reduce our initial choices for the prior variances of the /, ok, in addition to shortening the tails 
of the prior by fixing the variance parameters o* PO, k, k=1, ..., r, in their hierarchical priors. 
In the dry weather state, for models with r=4 states, a different problem arose. Consider the 
conditional distribution for non-zero rainfall amounts at site i in state k, 
n 
WtI Di = 1, "St = 
k, ZOt, er, 
obs "' 
logN rk+ E'%r k Öt 
, 
ýr, k . 
f ai 
In the dry weather state on days when rain was observed, typically these rainfall amounts were 
small and displayed little variation. Consequently, the variation in the Zý could explain a 
substantial proportion of the variation in the W. Therefore, when the prior for the St;! k was 
chosen to be relatively diffuse, zero values were not implausible in the posterior, leading to the 
SI;, k tending to zero in the dry state. To avoid the associated numerical problems, therefore, we 
had to modify our initially chosen prior so that it assigned less density near zero. 
The problems described in the preceding paragraphs ultimately forced us to set rmax = 4, 
rather than rm. = 5, which had been the limit chosen in earlier chapters. Specifically, for the 
r=5 state version of the LG-NHMbi, even after making the modifications above, the problems 
persisted and the MCMC did not converge. For models with r<4 states, however, these 
adjustments seemed to remove the MCMC problems just described. Convergence was assessed 
by initialising chains at a variety of starting points and comparing trace plots from the different 
runs. For models with r=1 and r=2 states, the various runs produced essentially the same 
results. The same was true for models with r=3 and r=4 states when each r, lk E 
{-1,1} 
was initialised at 1. However, when these parameters were initialised at -1, some, associated 
with the clear-cut wet and dry states, remained at -1, whilst the rest switched to 1 almost 
immediately, where they stayed for the rest of the MCMC run. It could be argued that this was 
a sign of non-convergence. 
Judging whether an MCMC sample has converged is a problem when analysing any complex 
model. This is especially true if the posterior is multimodal because the sampler may not have 
run long enough to establish the mixing weights, or even to visit all of the modes. In our case, 
the lack of convergence indicated by non-convergent chains, seems to have been caused by a 
combination of (i) weak likelihood identifiability of some parameters in the wet and dry states 
and (ii) deficiencies in the MCMC sampler, creating barriers to moving between modes. 
Consider a wet weather state, say, state k. Within such wet states there was always one site, 
say, site i, at which it was wet on most days. This means we make a number of observations that 
are informative about the probability of rain after rain, but few which are informative about the 
probability of rain after no rain. Therefore, the value of, lk E {-1,1}, whose sign determines 
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the relative risk of rainfall occurrence between days following wet versus dry days, will be only 
weakly identified in the likelihood. Unless the data are very informative that fli. lk =1 it will be 
difficult for the sampler to jump from -1 to 1 because, if it were to make this transition, similar 
large jumps would be necessary for many other parameters. However, precisely because the 
data tell us little about whether ß;,, 1k = ±1, the value of ß3,1k will be relatively unimportant 
in 
terms of providing a statistical description of the data. Indeed, the probability density function 
p(w, d, zo, do 19,., r, x), which is computed as a by-product of the forward backward algorithm, 
provides an overall measure of the "likelihood" and trace plots of this combined parameter 
from runs with different starting points overlapped completely. If parameters are only weakly 
identified in the likelihood, then it is likely that it will only be their value in combination with 
other parameters that is important in describing the data. Correspondingly, it will be these 
parameter combinations that are important in producing posterior predictive inferences. In 
support of this argument, we found that samples from the posterior predictive distributions 
of various test quantities were insensitive to the starting point of the MCMC sampler used 
to generate the original MCMC output. For these reasons, we were not concerned about the 
convergence of the chains analysed in subsequent sections. 
In addition to causing convergence difficulties, weak identifiability of some of the parameters in 
the likelihood is also likely to have contributed to poor mixing of the chains for models with 
r=3 and r=4 states. ACF plots of the MCMC output revealed that the autocorrelation for 
certain parameters, particularly in the clear-cut wet and dry weather states, decayed very slowly. 
For example, an additional thin to every 40 iterations would have been needed to eliminate the 
autocorrelation in some series. 
As we remarked in Section 6.2.3, the performance of the MCMC sampler can be affected by 
the way in which the non-identifiability problem is handled in the MVP model. We therefore 
considered an alternative approach to making the model identifiable, by fixing the conditional 
variances ö k, kE5,., at the values selected for their prior means. The restriction on the sample 
space of the ßr, lk could then be removed, assigning them multivariate normal priors. 
However, 
this led to chains in which the autocorrelation decayed even more slowly and so we did not 
consider this approach further. 
6.8.3.2 Posterior for (04 1r= 4) 
Conditional on the posterior mode, r=4, Figure 6.9 displays the posterior distribution for 
the conditional probability of rainfall at each site, given its rainfall status the previous day 
and the current weather state, that is, the posteriors for the combinations of parameters equal 
to Pr(Dt =11 Di-1 = d, St = k, ©4,0bs, r= 4), where d=0,1 and k=1, ... ,r 
for each 
i =1, ... , n. The posterior distributions are visualised through their means and 95% equi-tailed 
Bayesian credible regions. 
In Section 6.7.2.1, by showing how the observed data likelihood could be approximated at a 
single point, we illustrated that the univariate distribution for (IVY I Dt' = 1, Dt_1 = dt-i, St = 
k, 94,0bs, r= 4) was lognormal with location and scale parameters given by the i-tli and (i, i)-th 
elements of µ4, k + 74, kX t, 34, k and fl4, k + 1y4, kE4, k74 k, respectively. For each possible value 
of d! _1 E 
{0,1}" and for each state, kE S4, the posteriors for the means in these lognormal 
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Figure 6.9: Conditional on r=4, posterior means with 95%, equi tailed Bayesian credible intervals for 
the probabilities (a) Pr(Dt =1I St = k, Dý_ 1=U, 9a, obs. k, r 4) and 
(b) Pr(Dt 1 Sý k, Uý 
1, B4, abs, k, r= 4) at all sites, i=1, ... ,6 in weather states k1(), 2(), 
3 (---) and 4 
( )" 
distributions are displayed in Figure 6.10 for sites 1-3 and Figure 6.11 for sites 4 6. At each 
site, the numerical labellings of the 2n possible values of Dt 1, I(d, 1), are ordered so that the 
first 2r-1 posteriors, to the left of the dotted line, correspond to no rain at the site in question 
on the previous day, and conversely for the posteriors to the right of the (lotted line. 
Based on the plots in Figures 6.9-6.11, it appears that the weather state labelled 2 is clear cut 
wet, and that labelled 3 is clear-cut dry. For the low elevation sites (sites 2,4 and 6), there 
appears to be little distinction between states I and 4, both of which represent days on which 
the probability of rain is close to 1/2 and with mean rainfall amounts on wet days of around 
1 mm. At site 1, state 4 is the state associated with the greatest probability of rain following 
rain and with the largest mean rainfall amounts on wet days. For site 3, the same is true of 
state 1. The states identified by the models in Chapters 4 and 5 had similar characteristics. 
Comparing Figures 6.9(a) and 6.9(b), it can he seen that at most sitess, in the majority of 
states, there is a clear separation between the posteriors for the conditional probabilities of 
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Figure 6.10: Conditional on r=4, posterior means with 95% equi tailed Bayesian credible intervals for 
the means in the lognormal distributions for (WW I Dt' = 1, Dt I dt 1, Sr k, r 4), where 
Z(dt_ 1) = 0, ... , 
2" - 1, at sites i= (a) 1 (b) 2 and (c) 3, in weather state-, kI(). 2(), 3 
() and 4(). The values Z(dt__ 1) are ordered so that the first 2" 1 correspond to dt 1 0, 
in ascending order, and the last 2"- 1 correspond to df_1 1, in ascending order. 
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Figure 6.11: Conditional on r=4, posterior means with 95% equi tailed 13nyvsia n credible intervals for 
the means in the lognormal distributions for (WW I Dt' 1, Dt I d, 1, St k, r= 4), where 
I(dt_, ) = 0, ... , 
2" - 1, at sites i- (a) 4 (b) 5 and (c) 6, in weather states kI(), 2(), 3 
() and 4(). The values I(dt _ 1) are ordered so that the first, 
2" 1 correspond to d; 0, 
in ascending order, and the last 2"-1 correspond to &t_1 1, in ascending order. 
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Figure 6.12: Conditional on r=4, posterior means with 95X equi-tailed E3ftyesian credible intervals 
for the coefficients of variation in the lognormal distributions for (W, ' ID1, Dt i dt 1, St - 
k, 04, obe, k, r 4) at each site, i, in weather states k-1(), 2(), 3 (- -) and -1 
( )" 
Note that the coefficients of variation do not depend on D 1. 
rain depending on whether the conditioning argument D, ' 1 is equal to 0 or I. 
Similarly, in 
the plots for each site in Figures 6.10 and 6.11, in most states, at least some of the posteriors 
corresponding to different dt_1 do not overlap, especially in states associated with large rainfall 
amounts. This illustrates that, after conditioning on the weather state, there is still evidence, 
a posteriori, to identify the effect of the previous day's rainfall occurrence indicator in both the 
process of rainfall occurrence and the process of non zero rainfall amounts. Given the weather 
state, the CI-HMM and MCA-NHMM modelled non zero rainfall amounts as conditionally 
independent gamma random variables and so the effect of the rainfall occurrence indicator on 
the previous day was ignored. 
For each site, i, in each state, k, Figure 6.12 shows the posterior for the coefficient of variation 
in the conditional lognormal distribution for (W, ` I D, = 1, Dt 1=d, 1, S, = k, 94, ot, m r= 4). 
Note that in forming the coefficient of variation, dependence on d, i in the mean and standard 
deviation of the lognormal distribution cancel, and so the coefficient of variation does not de- 
pend on Dt_1. For the 5-state CI HMM (see Figure 4.10(c)) and the 5 state MCA NHMM, we 
found that the coefficients of variation in the gamma distributions for non -zero rainfall amounts 
showed little variation between states, with considerable overlap in their posterior distributions. 
Moreover, the means in the posteriors were typically less than 1.2. It, is ininiediately clear, there- 
fore, that the coefficients of variation in the lognormal distributions, here, are considerably larger 
than those associated with the ganinia distributions in the CI HMM and the MCA NHNIM. 
This may, in part, be because the model whose posterior is suniniarised in this section had 4, 
rather than 5 states, meaning that each state had to represent a broader range of precipitation 
patterns. At the low elevation sites (sites 2,4 and 6), the posteriors for the coefficients of vari- 
ation in the clear-cut dry state (state 3) are concentrated about small means, but the converse 
is true for the high elevation sites (sites 1,3 and 5). At the latter sites, therefore, the dry state 
is associated with a lot of variation in the non-zero rainfall amounts, relative to the mean. We 
explore this observation further in the following section as it appears to be related to posterior 
uncertainty regarding the weather state sequence. 
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The properties of the weather states, highlighted above, clearly illustrate the source of the 
convergence problems during MCMC sampling. Figure 6.9(b) shows that, at some sites, in 
the wet weather state (state 2), the posterior for the probability of rain following rain is very 
concentrated near one. As explained in the previous section, this leads to weak identifiability 
of the 04', 02 in the likelihood. Similarly, we remarked that the coefficients of variation in the 
dry state at the low elevation sites were very small, implying little variation in non-zero rainfall 
amounts relative to the (small) mean. This made it possible for the variation in the Zot to 
explain much of the variation in the rainfall amounts. 
Plots (not shown) based on the posterior distributions for the weather state transition probabil- 
ities, A4, Ik = Pr(St =kI St-1 = j, Xt = x, °4, Md, r= 4), led to the same kinds of conclusions as 
those reached for the MCA-NHMM in Chapter 5. For example, there was very little separation 
between the posteriors for Al 
, Jk, ... , 
A2ä, ß for transitions from the clear-cut wet weather state, 44 
but much more for transitions from the clear-cut dry weather state. Therefore, for brevity, we 
do not repeat a similar analysis of the posterior for 04, Hd here. 
6.8.3.3 Posterior for (s Ir= 4) 
In Chapters 4 and 5, plots of the marginal posterior mode estimate of the weather state se- 
quence, s, indicated that the dry state was the most persistent and, on average, more days were 
allocated to this state towards the end of February. The same comments can be made about the 
corresponding plot for the 4-state LG-NHMM, and so, we omit the plot and further details. 
Figure 6.13 shows the marginal posterior probabilities Pr(St =jIw, d, x, r= 4), jE S4, for 
the days t in the first and last winter seasons. Comparing these plots to Figures 4.11(b)-(c) 
and 5.10(b)-(c) for the 5-state CI-HMM and the 5-state MCA-NHMM, it is clear that the 
4-state LG-NHMM leads to considerably more posterior uncertainty in the allocation of days 
to weather states. Focusing on the last winter season, for example, within the first 15 days there 
are two days on which the posterior probability that St =j is roughly equally shared between 
states j=3 and j=1 and another two days for which the same is true of states j=3 and 
j=4. This is consistent with our earlier observation, where we highlighted the support for 
large values in the posteriors for the coefficients of variation at sites 1,3 and 5 in the dry state 
(state 3). Elucidating further, at site 1, Figure 6.10 showed that the means in the conditional 
lognormal distributions for rainfall amounts were large in state 4. Similarly, the posteriors for 
the means at sites 3 and 5 supported large values in state 1. Therefore, for there to exist this 
kind of uncertainty, a posteriori, in whether a day should be allocated to a state characterised 
by small rainfall amounts (state 3), or large rainfall amounts at some sites (states 1 or 4), the 
coefficients of variation at these sites, in the dry state, would have to be large. 
6.8.4 Model checking 
This section begins by comparing the posterior predictive distributions for the test quantities 
introduced in Chapter 4 with the observed statistics, focusing on differences in the performance 
of the LG-NHMM compared with the simpler CI-HMM and MCA-NHMM. Using data from 
outside of the sample used to fit the model, we then compare observed values of the test quantities 
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Figure 6.13: Conditional on r=4, posterior weather state probabilities 1'r(St kIw, d, x, r 4) for 
k1(), k=2(), k-3() and k4() in the winter (a) 1961 /62 and (h) 
1990/91. 
to their posterior predictive distributions, conditioning the model on Lamb weather type data 
from the out-of-sample period. 
Only a negligibly small proportion of the posterior for r is shared by values r=1, ... ,3 and so 
averaging the posterior predictive distribution for any particular test quantity over the posterior 
for r is essentially equivalent to using the predictive distribution conditioned on r=4. 
6.8.4.1 Within sample 
Figure 6.14 shows the observed relative frequencies of rainfall occurrence at each site and their 
posterior predictive distributions. Consider the corresponding plot in Figure 4.12(a), based 
on the CI-HMM, but also representative of the. plot for the MCA NHNIM. Compared with 
Figure 4.12(a), it appears that the LC NHMM slightly overestimates the proportion of wet 
days at the site (site 6) where this proportion is the lowest, and vice versa for the site (site 5) 
where this proportion is highest. This was also true for the posterior predictive distribution of 
a model with just r=1 state. It is likely to be due to the very concentrated, highly correlated 
prior for the Xr ok whose variance was made very small to facilitate convergence of the 
MCMC 
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Figure 6.14: Observed values versus posterior predictive means for precipitation occurrence relative 
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Figure 6.15: Calibration curves for the posterior predictive probability of rain at Lockwood Reservoir (site 
1) obtained by modelling data according to the (a) 5-state MCA NIIIIM and (b) 4 state LC NIIMM. 
() is a posterior 95% Bayesian interval for the "true" probability based on the observed sample 
(assumed binomial) and a uniform prior on the "true" probability. 




possibly preventing the prediction of relative frequencies which matched the high and 
low observed proportions exactly. A similar plot for the relative frequencies of each rainfall 
occurrence vector (not shown) revealed that, like the MCA NHMM, the LG NHMM gave rise 
to posterior predictive distributions with means very close to the observed statistics. 
Figure 6.15(b) shows the calibration curve for the posterior predictive probability of rain at site 
1, Pr(D7 1=1I Df_1 = dt_l, w, d, x), where D, 1 is a hypothetical replication of DI and dr 1 
is the observed rainfall occurrence indicator on day t-1. Figure 6.15(a) shows a corresponding 
plot obtained using the MCA-NHMM. Although the patterns displayed in the two plots cio not 
imply better fit by one model or the other, Figure 6.15(a) is the only one to include a point 
with x-coordinate equal to 0.95. In other words, the LG NHMM was unable to predict any 
probabilities in the interval [0.9,1.01, but there were some days on which the MICA NHNIhi was 
able to do this. At other sites we also observed similarity between the plots (not shown) for 
the two NHMMs, with the MCA-NHMM occasionally predicting probabilities in the intervals 
[0.0,0.1) or [0.9,1.0] when the LG-NHMM did not. Again, this may be because of the restrictive 
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Figure 6.16: Quantile-quantile plots for the observed versus posterior predictive mean rainfall amounts 
(in mm) at (a) Moorland Cottage (site 3) and (b) the Retreat., York (site I). (- --- -- -) indicate the 
posterior predictive 95% Bayesian credible regions. For reference, (") and (. ) indicate the 95 th and 
99-th quantiles. 
prior chosen for the ok" 
The sample quantiles of the distribution of non-zero rainfall amounts and sumniaries of the 
corresponding posterior predictive distributions are shown in Figure 6.16 for sites 3 and 4. 
Figure 6.16(a) is representative of those for the other high elevation sites (sites I and 5) whilst 
Figure 6.16(b) is representative of the other low elevation sites (sites 2 and 6). Figure 4.14 
showed the same kind of plots for the CI HMIM and the corresponding figure for the MCA 
NHMM was not discernibly different. For all three models, the agreement between observed 
and predicted quantiles is good, with only the very highest observed quantiles lying outside of 
the central 95% of their posterior predictive distribution. However, in replacing the gamma 
distributions for nonzero rainfall amounts with lognormal distributions, the slight tendency 
for the CI-HMM and MCA NHMM to underestimate the highest quantiles has been replaced 
with a slight tendency for overestimation by the LG NHMM. This can be seen by comparing 
Figures 4.14(c)-(d) with Figure 6.16. The large width of the credible region for site 3 may he 
due to the large coefficient of variation in the dry state, making very large rainfall amounts 
plausible in the posterior predictive distribution. 
The means and 95% equi-tailed Bayesian credible regions in the posterior predictive distri- 
butions for the log odds ratios between rainfall occurrences and Spearnian's rank correlation 
coefficients between non-zero rainfall amounts at all pairs of sites are displayed in Figure 6.17, 
along with the observed statistics. Corresponding plots for the Cl HNIM and MCA NHMMM 
are displayed in Figures 4.15 and 5.12, respectively. The Cl HMM generally underestimated 
the larger log odds ratios and Spearnutn's rank correlation coefficients. The former problem 
was largely eliminated by the MCA NHNIMI through the introduction of within state spatial 
dependence between rainfall occurrences. However, the latter problem remained. Figure 6.17(a) 
shows that when the data are modelled according to the LC NHMM, the larger log odds ratios 
lie further into the right-hand tails of their posterior predictive distributions than they had done 
when modelling with the MCA-NHMM. This indicates that the MICA NHNIM is more able to 
predict strong spatial dependence between rainfall occurrences than the LG NHMM (although 
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Figure 6.17: Observed values versus posterior predictive means for (a) log odds ratios between rainfall 
occurrences; and (b) Spearman's rank correlation coefficients between non-zero rainfall amounts at Each 
pair of sites in the Yorkshire network. () indicate the posterior predictive 95"/cß Bayesian credible 
regions. 
the LG-NHMM still offers a considerable improvement over the Cl HMIM). This may be due to 
the restrictive prior for the f ok, or possibly because of differences between the shapes of the 
autologistic and multivariate-probit link functions, which are likely to be the most noticeable 
in regions where joint probabilitites are very small or large. 
The benefit of introducing within -state spatial dependence between the non zero rainfall 
amounts in the LG-NHN-1M is clear from Figure 6.17(b), in which nearly all the observed 
Spearman's rank correlation coefficients lie within the central 95% of their posterior predic- 
tive distributions. The problem associated with earlier models of underestimating the higher 
correlations has been substantially reduced. 
The MCA -NHMM assumes rainfall occurrences to be conditionally Markov, given the weather 
state. The same is true of the LG NHMM after marginalising over the latent Gaussian vari- 
ables, Z0. The posterior predictive distributions for the survival functions of wet and ciry spells 
obtained for the two models were not discernibly different, and so, plots showing the comparison 
with the observed distributions are not shown. We can therefore repeat our conclusions from 
Chapter 5 and surmise that the LG--NHMM captures the persistence of wet and dry spells well, 
although at two sites (sites 3 and 6), there is a tendency to underestimate the proportions of 
long duration wet spells. 
For the CI-HMM, Figure 4.18 showed the observed Spearman's rank correlation coefficients 
between rainfall amounts (within wet spells) at lags 0 8, together with suniniaries of the cor- 
responding posterior predictive distributions. Plots based on the MCA NHMIM were similar. 
From these figures, we concluded that the models underestimated the correlations at the high 
elevation sites (sites 1,3 and 5) where the temporal dependence was strong. This is likely to 
have been because both models adopt a simple temporal structure for rainfall amounts, assuming 
them to be conditionally independent in time given occurrences and the weather state. 
In contrast, after marginalising over Zo in the LG--NHMM, each node. Wt, has parents Df, St 
and Dr 1. Figure 6.18 displays plots for the lagged correlations at sites 3 and 5. The plot for 
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Figure 6.18: Observed (e), posterior predictive mean (- ) and posterior predictive 95% Bayesian credible 
region () for the Spearman's rank correlation coefficient, lwtwee"n wet days (wit hin runs of con- 
secutive wet days) at various lags at (a) Moorland Cottage (site 3) and (b) Great Walden Edge (site 
5). 
site 1 was very similar to that for site 5 and is omitted. Compared with Figures 4.18(c) and 
4.18(e), the observed statistics are now much more plausible under their posterior predictive 
distributions, so the incorporation of dependence on the previous day's rainfall occurrence indi- 
cator seems to have improved modelling of the temporal dependence between rainfall amounts 
within wet spells. 
6.8.4.2 Out-of-sample 
The method of model checking frone the previous section is soil iet. inu s criticised on the grounds 
that the data have been used twice, both in the model fitting and model checking stages. For 
example, see Bayarri & Berger (2000). We can go some way towards addressing these concerns 
by comparing the posterior predictive distribution to data that were not included in the model. 
This might give more insight into which aspects of the rainfall process are not captured by the 
model, as well as an indication of how useful the model might be as a means of predicting rainfall 
in Yorkshire. 
Precipitation and Lamb weather type data are available for the six winter (December February) 
seasons from 1991/2 to 1996/7 which follow the 30 winter seasons used to fit the model. With two 
leap years in this period, the overall length of the dataset is 542 days. At site 2 there are fewer 
data available for model checking because the 213 values between I)eceniber Ist 1991 awl January 
Ist 1994 (inclusive) are missing. The purpose of this section is to compare they observed test 
quantities from this out-of-sample period to their posterior predictive distributions, conditioned 
on the out-of-sample atmospheric data. 
Figure 6.19 displays summaries of the posterior predictive distributions for a variety of test 
quantities. Subfigures (a), (e) and (f) show the observed and posterior predictive distributions 
for relative frequencies of rainfall occurrence at each site, log odds ratios between rainfall occur- 
rences at all pairs of sites and Spearman's rank correlation coefficients between non zero rainfall 
amounts at all pairs of sites, respectively. Frone these plots, it seems that agreement between the 
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Figure 6.19: Comparisons between observed test quantities and their posterior predictive distributions for 
the out-of-sample Yorkshire dataset. Test quantities are (a) precipitation occurrence relative frequencies; 
(b) Spearman's rank correlation coefficients between wet (lays (within wet spells) at various lags at site 
5; sample quantiles for rainfall amounts at (c) site 4 and (d) site 5; (e) log odds ratios between rainfall 
occurrences; (f) Spearman's rank correlation coefficients between rainfall amounts; survival distributions 
of wet spells at (g) site 4 and (h) site 5. (" and (-/ -) indicate observed statistics/posterior 
predictive means in (b) and (g)-(h). (- -) indicate posterior predictive 95% Bayesian credible regions 
in (a), (b), (e) and (f). (------) indicate posterior predictive 95% Bayesian credible regions in (c), (d), 
(g) and (h). (") and (") indicate the 95-th and 99- th quantiles in (c) and (d). 
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observed statistics and corresponding posterior predictive means is not as good as it had been 
for the within-sample test quantities, but this is to be expected since the latter data were used 
to fit the model. Moreover, the 95% Bayesian credible regions appear to be wider here than 
they had been in the previous section, perhaps because the out-of-sample dataset is smaller 
than that used in model fitting. However, in each of subfigures (a), (e) and (f), most of the 
observed statistics lie within the central 95% of their posterior predictive distributions. The only 
noticeable exception is the proportion of wet days at site 5 in subfigure (a). A similar plot (not 
shown) for the relative frequencies of all rainfall occurrence vectors showed comparable patterns, 
with only the largest proportion (rain at all sites) lying slightly beyond the 97.5% point In its 
posterior predictive distribution. At site 5, the proportion of wet days in the within-sample 
dataset was 0.677, but in the out-of-sample dataset, this proportion was only 0.557. There 
appears to have been a medium-term shift in the precipitation behaviour at site 5, which has 
not been captured by conditioning on the Lamb weather type data. This shift is also evident 
in the comparison of some of the other test quantities for site 5 with their posterior predictive 
distributions. 
For example, subfigures (d) and (h), respectively, compare the observed sample quantiles in the 
distribution of non-zero rainfall amounts at site 5 and the empirical survival function for wet 
spells at site 5, to the posterior predictive distributions. Subfigures (c) and (g) show corre- 
sponding plots for site 4, in which the observed test quantities look highly plausible under their 
posterior predictive distributions. The latter plots were representative of those for sites 1,2,3 
and 6. For all sites, plots showing the empirical survival functions for dry spells (not shown) and 
the Spearman's rank correlation coefficients between non-zero rainfall amounts at various lags 
revealed that the observed test quantities lay within the central 95% of their posterior predictive 
distributions. This was even true for site 5. For example, the plot for the lagged correlations 
within wet spells is shown in subfigure (b). 
In general, these checks reinforce the observation from the previous section that the LG-NHh1M 
seems able to predict rainfall data with similar spatio-temporal characteristics as sets of observed 
data. However the medium-term shift in precipitation patterns at site 5 was not predicted by 
the model, in spite of conditioning on Lamb weather type data. 
6.9 Summary 
The main objective of this chapter was to develop an NHMM for rainfall such that, conditional 
on the weather state, both rainfall occurrences and non-zero rainfall amounts were correlated in 
space and time. This was achieved by adopting a hierarchical model in which the weather states 
were separated from the observable quantities by a time series of latent multivariate normal 
random variables. These played the dual roles of thresholding variables, whose sign governed 
the occurrence or otherwise of rain, and of spatially-varying regressors in the conditional distri- 
butions of the log non-zero rainfall amounts. By making the previous day's rainfall occurrence 
indicator a parent of the current latent multivariate normal random variable, additional temporal 
structure was introduced, beyond that incorporated by the weather state process. 
In studying this model, we have been able to develop useful ideas of more general applicability. 
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These are highlighted in the following paragraphs, before we summarise the contents of the 
chapter and our main conclusions. 
Our first contribution concerns the method of handling the non-identifiability problem of multi- 
variate probit models. The usual approach is to constrain the variance matrix to be a correlation 
matrix, but this leads to the difficult problem of sampling a correlation matrix during MCMC. 
We proposed two alternatives, both of which remove this obstacle and present the opportunity 
to choose semi-conjugate priors. These were; (i) placing restrictions on the vectors of regression 
coefficients, in order to prevent arbitrary resealing of the linear predictor and (ii) fixing the con- 
ditional variances arising from the modified Cholesky decomposition of the precision matrix (see 
Section 6.8.3.1). In the former case, we proposed constraining the coefficients of one (suitable) 
covariate to be ±1. Simulation experiments suggested that this led to improved MCMC mixing 
compared with some of the approaches from the literature which rely on random walk Metropo- 
lis Hastings steps to update a correlation matrix. In (ii), we proposed fixing the conditional 
variances at the values that would otherwise have been chosen for their prior means, but this 
did not offer improved mixing compared with suggestion (i). 
In addition to the computational benefit, we had hoped that both (i) and (ii) would offer 
the opportunity to elicit a more meaningful prior because we could work directly with the 
variance matrix, rather than the correlation matrix, which has a more complicated sample 
space. However, choosing the hyperparameters in the priors was not easy because of our poor 
understanding of the scale of the latent multivariate normal random variables. Further work in 
developing elicitation strategies for these priors is therefore required. It is possible that fixing the 
conditional variances at some other value in (ii) would simultaneously simplify prior elicitation 
and improve MCMC mixing. 
Our second contribution was the discovery that the power posterior approximation to the 
marginal likelihood needs a correction when the support of the posterior differs from that of 
the prior. Developing techniques to approximate the correction term in complicated models, 
such as the hidden Markov model in this chapter, is another area for future work. 
In this chapter, we identified a general framework, based on (partially) latent Gaussian variables, 
for modelling spatial dependence amongst rainfall occurrences and amongst non-zero rainfall 
amounts. We then showed that many of the rainfall models from the literature are grounded 
in this general framework. Amongst these is a hidden Markov model, proposed by Ailliot et al. 
(2009), which was fitted to daily rainfall data collected at seven sites in South Island, New 
Zealand over 26 consecutive Aprils. Conditional on the weather state, daily rainfall totals were 
assumed to be independent in time, but correlated in space through the dependence structure 
of the truncated and transformed multivariate normal distribution, which had state dependent 
parameters. Compared with this model, the LG-NHMM offers a more sophisticated temporal 
structure in which, jointly, rainfall occurrences and amounts are conditionally Markov given 
the weather state. Moreover, by modelling non-zero rainfall amounts conditionally on the 
latent Gaussian variables, rather than through some deterministic function thereof, wo do not 
prevent independent changes in the probability of rain and the distribution of non-zero rainfall 
amounts. In addition to offering a less flexible model, Ailliot et al. (2009) also took a frequentist 
approach, whereas we offer a fully Bayesian treatment. Philosophical superiority aside, the 
Bayesian approach to inference also offers practical advantages. To stabilise their estimates 
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of the variance matrix, Ailliot et al. (2009) consider models that assume various parametric 
forms, for example, basing their variance matrices on the exponential covariance function. By 
correlating the variance matrices in the prior, we can borrow strength between states, and so, 
do not need to impose any kind of structure on the variance matrix. 
In spite of these advantages, the model presented in this chapter is not without fault. Intro- 
ducing latent variables into models often simplifies computation, however, by creating further 
separation between the parameters and observable quantities, prior elicitation can often become 
more difficult. This issue was not fully addressed in this chapter and so, as commented earlier, 
eliciting the prior was not easy. Furthermore, in Chapter 5 wo noted a practical problem of us- 
ing hidden Markov models with highly parameterised within-state distributions. Essentially, in 
certain states, when we only observe data from a small subset of its sample space, it is inevitable 
that some parameters will be only weakly identified in the likelihood. The susceptibility of hid- 
den Markov models to this problem was reinforced by the mixing and convergence problems 
we experienced in this chapter when implementing MCMC. To avoid such problems, therefore, 
one solution might be to adopt different within-state models for states representing particularly 
extreme conditions. For example, we might consider different conditional distributions for rain- 
fall, with fewer parameters, given classification into very wet or very dry states. We could then 
choose the priors for the parameters in these states to encourage the intended classification of 
weather conditions. Alternatively, we could introduce two states, one where it always rains at 
all sites, and another where it is always dry at all sites. We provide further comments on this 
modification to the model in Chapter 7. 
Finally, the application of the model to the Yorkshire dataset highlighted an interesting question 
concerning the utility of the marginal likelihood as a means of comparing models. The marginal 
likelihood for the LG-NHMM with r=4 states was smaller than that for the very simple 4-state 
CI-HMM. Almost certainly this is because the prior for the LG-NHMM was very concentrated 
in some directions of the parameter space, and the regions with the greatest prior and likelihood 
support did not always coincide. This, in turn, was largely because computational considerations 
had necessitated the choice of very tight priors. However, after comparing observed data to their 
posterior predictive distribution, it was clear that the spatial and temporal characteristics were 
much better predicted by the LG-NHMM than the CI-HMM. Rationalising in this way, if 
asked to pick the "best" model, we would probably disregard the information from the marginal 
likelihood and choose the LG-NHMM. 
Posterior model probabilities are obtained by combining the marginal likelihood with the prior 
model probabilities using Bayes Theorem. Theoretically, these probabilities provide a complete 
summary of our posterior uncertainty about the models under consideration and are often used to 
compare them. However, we know that the marginal likelihood really compares model and prior 
combinations, and not just models. Unfortunately, when attempting to discriminate between 
complex models, it is generally difficult to balance the information in the priors because of 
computational considerations or simply because eliciting the priors is not easy. In these cases, 
therefore, there is certainly an argument that the posterior model probabilities are not the 
correct metric for making the comparison. Very often, models are constructed in order to make 
predictions, and so, perhaps the real metric for comparing them should focus on their posterior 
predictive performance, although deciding how this should be measured is not a trivial problem. 
For example, see Gelfand & Ghosh (1998). 
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Typically, as statisticians, we are likely to prefer models that are convenient to use. As such, wo 
might like our posterior-predictive based mediator to include a penalty for inconvenience which 
would be application-specific. For example, we might penalise models associated with excessively 
slow computing times. An interesting area for future work would involve building these ideas 
into a principled framework for model comparison, for example, using a multi-attribute value 
function. We provide further comments along these lines in Chapter 7. 
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Conclusions and future work 
7.1 Introduction 
In this chapter we highlight our contributions to the literature (Section 7.2) and then review 
our overall conclusions (Section 7.3). Section 7.4 then summarises our findings in applying the 
models and inferential procedures from earlier chapters to a larger, spatially diffuse network of 
sites. The objectives of this section are to both demonstrate how our inferential procedures 
scale up to handle larger networks of sites and to examine the performance of the models in 
applications involving sites which are spatially well separated. In Section 7.5 we conclude with 
a discussion of some possible directions for future work. 
7.2 Objectives and contributions of the thesis 
The primary objective of this thesis was to develop homogeneous and non-homogeneous hidden 
Markov models for rainfall, within a Bayesian framework. To this end, v%we have investigated three 
hidden Markov models with increasingly complex distributions for rainfall, given the weather 
state. We have also shown how categorical atmospheric data, namely Lamb weather types, can 
be incorporated in the weather state process. 
Taking a broad view, the main contribution of Chapters 4,5 and 6 has been towards an im- 
proved understanding of the potential of hidden Markov models to describe rainfall, identifying 
strengths and limitations. Some of the problems with models from earlier chapters were ad- 
dressed subsequently. For example, the simple model from Chapter 4 failed to capture the 
spatial dependence amongst rainfall occurrences, and this was remedied in Chapters 5 and 6 
by explicitly modelling spatial association between rainfall occurrences, given the weather state. 
Other problems remain unresolved and require further investigation, two examples of which are 
provided in Section 7.5. 
By investigating the practicalities of fitting hidden Markov models in a Bayesian framework, we 
have made methodological contributions in several specific areas, three of which are detailed here. 
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The simulation experiment and discussion in Chapter 4 showed that the recently proposed power 
posterior approach provides a good approximation to the marginal likelihood for hidden Markov 
models. Also, unlike many competing methods from the literature, it does not require that fully 
conjugate priors are chosen or that all full conditional distributions have known normalising 
constants. In Chapter 6, we then showed that the power posterior approximation needs a 
correction term when applied to models for which the prior and posterior do not have support 
over the same sets of values. 
Chapter 6 contained two alternative strategies for handling the identifiability problem in mul- 
tivariate probit models. The first involved constraining the coefficients in the linear predictor 
so that the coefficient of one covariate could only take the value 1 or -1. The second involved 
fixing the conditional variances in the marginal/conditional decomposition of the joint density 
function for the latent multivariate normal random variable. Under both approaches, a particu- 
lar choice of prior leads to full conditional distributions with known normalising constants, and 
this presents a computational benefit. Although problems regarding prior elicitation remain, 
the second approach shows potential and would be worthy of further investigation. 
Finally, rainfall modelling is an example of a problem where we need to use a mixture dis- 
tribution with a degenerate component at zero. Chapter 6 described a hierarchical modelling 
framework, based on two (partially) latent multivariate normal variables, to account for the spa- 
tial dependence between rainfall occurrences and between rainfall amounts, given occurrences. 
However, the model does not force us to prescribe the extent to which the dependences are 
linked. Similar ideas could be applied in other spatial problems involving such mixtures; see, 
for example, Boys et at (2011), where we consider a zero-inflated Poisson model for counts of 
fish at various spatio-temporal locations. 
The secondary objective of this project was to develop and demonstrate techniques to assist in 
the task of prior elicitation. Throughout Chapters 4,5 and 6, we explained how prior knowledge 
could be used to specify priors subjectively. This was the most straightforward for the simple 
model in Chapter 4, where we could employ standard techniques, such as the equivalent prior 
sample approach and the quantile method, but became more difficult as model complexity 
increased. Nevertheless, in Chapter 5, we suggested a novel elicitation strategy for a hierarchical 
(two-stage) Dirichlet prior. Having chosen values for the marginal means and variances, prior 
correlations between stochastic vectors were fixed by quantifying the value, in terms of the size 
of a hypothetical number of observations, of learning that all but one parameter at the first 
stage of the prior was equal to the common and unknown mean. 
Although space did not allow full details to be provided in this thesis, we also made a contribution 
to the elicitation literature through work on building genuine beliefs into a prior for the variance 
matrix in multivariate normal distributions. A brief outline of some of this work was provided 
in Chapter 6, where it was applied in specifying a prior for the variance matrix of the latent 
Gaussian variables in the hierarchical NHMM for rainfall. This research is ongoing and further 
details can be found in a technical report, Germain et al. (2010b). 
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7.3 Conclusions 
Chapter 2 was based on an exploratory analysis of the Yorkshire dataset which was analysed 
further in later chapters. We found clear relationships between the Lamb weather types and 
precipitation, for example, smaller (larger) proportions of wet days tended to be associated 
with the anticyclonic (cyclonic) types. In addition, different relationships were observed at the 
Pennine sites where westerly Lamb weather types were linked with much larger rainfall amounts 
on wet days than they had been at eastern sites. Exploration of the spatial characteristics of 
each dataset revealed that dependence between rainfall occurrences generally decreased with 
increasing distance between sites, and likewise for non-zero rainfall amounts. Temporally, there 
were no obvious long-term or within season trends, and no effort was made to model such 
effects subsequently. By fitting separate binary Markov models to rainfall occurrences at each 
site, we found that chains of order 1 or 2 were generally favoured over those of higher or lower 
order. Similarly, by fitting autoregressive models to mean-centred log rainfall amounts within 
wet spells, we found that AR(1) models usually had more support from the data than AR(0) 
(independence) or AR(2) models. Higher orders were often favoured at high elevation sites in 
both the Markov and autoregressive models. 
After introducing Bayesian inference for hidden Markov models in Chapter 3, Chapters 4,5 and 
6 investigated increasingly sophisticated hidden Markov models for rainfall, in which the 
hidden 
states were interpreted as states of the weather. In Chapter 4 we studied a simple 
homoge- 
neous hidden Markov model whose temporal structure was defined by "standard" assumptions: 
(i) the hidden states evolve as a homogeneous first order Markov chain and (ii) jointly, rainfall 
occurrences and amounts are conditionally independent in time, given the weather state. The 
precipitation process was then factorised so that both rainfall occurrences and rainfall amounts, 
given occurrences, were conditionally independent in space, given the weather state. Rainfall 
occurrences and non-zero amounts were modelled as Bernoulli and gamma random variables, 
respectively, with site (and state) specific parameters. The advantages of this model were borne 
out of its simplicity. Analysis by MCMC was fast and did not lead to any convergence or mixing 
problems. Moreover, the parameters of the observed process, for example, probabilities of rain 
and expected non-zero rainfall amounts, were natural quantities about which to solicit prior 
beliefs. This meant we could use standard elicitation techniques, such as the quantile method, 
to specify priors. However, model checks revealed that the strong spatial associations observed 
between rainfall occurrences and between non-zero amounts at some pairs of sites would be very 
unlikely under the posterior predictive distribution. The same was true for the long duration 
wet and dry spells that were observed at some high elevation sites. 
The problem of approximating the posterior distribution for the number of hidden states was 
also addressed in Chapter 4. For the models we considered, modelling data at multiple sites led 
to within-state distributions with a large number of parameters per state. Consequently, the 
parameter spaces for models with different numbers of states differed substantially in dimension. We therefore judged that it would be difficult to design an across model sampler which mixed well 
over the joint space of the model indicators and the model parameters, and instead focused on 
within model simulation techniques. This was a viable option because we limited the maximum 
number of states, and hence the number of marginal likelihood calculations, to only rm. = 5. Amongst the methods from the literature for approximating the marginal likelihood, many of 
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the more sophisticated techniques rely on choosing conjugate priors, or at least priors that 
lead to full conditional distributions with known normalising constants. They were therefore 
inappropriate for the models investigated in this thesis for which this condition did not hold. 
Two exceptions were the recently proposed power posterior approach and Chib's (extended) 
method, although the latter is less convenient when many parameters are updated singly in 
Metropolis Hastings steps, as was the case for the models in Chapters 4 and 5. In a simulation 
experiment, we compared the performance of various marginal likelihood estimators, including 
the power posterior approximation, Chib's estimator and other simple estimators, such as the 
harmonic mean. This revealed that the power posterior approach outperformed all others, with 
negligible bias and small variance. We used this approach in an application to the Yorkshire 
dataset and found that plots of the expected half deviance against temperature were not smooth, 
but exhibited sharp changes. We conjectured that these occurred at temperatures at which the 
likelihood had enough weight to allow additional hidden states to be recognised in the power 
posterior. 
The model from Chapter 4 did not incorporate any atmospheric information and could not, 
therefore, respond to non-stationary shifts in atmospheric conditions, or be used in statisti- 
cal downscaling. To remedy this deficiency, the models analysed in Chapters 5 and 6 were 
non-homogeneous hidden Markov models (NHMMs), in which the Markov assumption for the 
weather state process was modified to allow the Lamb weather types to influence the transition 
probabilities. This was achieved by introducing a different stochastic vector for each pair, U, x), 
of lag-one weather state and current Lamb weather type, then specifying a prior which encour- 
aged borrowing of strength between them. In the Yorkshire dataset, the posteriors for some 
state j to state k transition probabilities showed marked differences depending on the Lamb 
weather type. The patterns identified could be explained by meteorological knowledge of the 
relationships between precipitation and Lamb weather types in Yorkshire. 
We criticised the model from Chapter 4 on the grounds that it failed to capture some of the 
spatial and temporal patterns in the data. The models from Chapters 5 and 6 were attempts 
to remedy these problems by successively relaxing the assumptions of conditional independence 
between observables. In Chapter 5, rainfall occurrences were modelled as a Markov chain of 
autologistic models, given the weather state. We continued to model non-zero rainfall amounts 
as conditionally independent gamma random variables. A significant drawback with autologistic 
models is the need to compute the normalising constants. For the Yorkshire dataset, with 
only n=6 sites, this was not particularly challenging, but for larger networks of sites, exact 
computation would not have been feasible. We provide further comments about how this problem 
can be addressed in the following section. 
Model checks revealed good agreement between observed and posterior predictive log odds ratios 
between the rainfall occurrences at most pairs of sites in the Yorkshire dataset. Similarly, the 
long duration wet and dry spells at the high elevation sites were much more plausible under 
their posterior predictive distributions than they had been using the Chapter 4 model. However, 
conditional independence in space and time was still assumed between rainfall amounts, given 
occurrences and the weather state. This meant that the larger spatial associations between non- 
zero rainfall amounts continued to be underestimated. There did not appear to be any natural 
extension to introduce dependence between non-zero rainfall amounts, given the weather state, 
and this can be regarded as another drawback of this model. 
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The model in Chapter 6 was a hierarchical NHMM, relying on the introduction of Intent multi- 
variate normal random variables, {Zoe}. The rainfall occurrence indicators were assumed to arise 
deterministically through a threshold specification on the underlying latent Gaussian vectors, 
with the time (t - 1) rainfall occurrence indicator and the time t weather state both taken to be 
parents of Zot. In effect, rainfall occurrences were modelled as a hMarkov chain of multivariate 
probit models, given the weather state. The latent Gaussian variables also induced dependence 
amongst non-zero rainfall amounts, which were assumed to be conditionally independent log- 
normal random variables, given the weather state and Zog, with location parameter expressed 
as a linear combination of the terms in Zot. Marginalising over the latent Gaussian variables 
gave rise to an NHMM in which neither rainfall occurrences nor non-zero rainfall amounts were 
conditionally spatially or temporally independent, given the weather state. This model was 
grounded in a more general framework, in which spatial structure is modelled through the in- 
corporation of two (partially) latent Gaussian variables, one responsible for dependence amongst 
occurrences, and the other for dependence amongst non-zero amounts. We showed that many 
other rainfall models from the literature also have their foundations in this framework. 
Approximation of the marginal likelihood for this model presented difficulties. The latent Gaus- 
sian variables had non-zero support over the whole real line a priori, but only over the positive 
or negative half real line a posteriori. The power posterior approach (used previously) was found 
to require a correction term when applied to such models. In light of the problems in approx- 
imating this correction term, we focused on finding a different technique, and Chib's extended 
method provided a viable alternative. Although model checks based on the posterior predic- 
tive distribution suggested that the latent Gaussian variable NHMM provided a good fit to the 
Yorkshire data, the 4-state version of this model had a smaller marginal likelihood than the 
4-state versions of each of the simpler models. We judged this comparison to be unfair, how- 
ever, because it was necessary to specify a much more concentrated prior for the latent Gaussian 
variable model in order to achieve parameter identifiability in the posterior; see Section 7.5.2, 
where Bayesian model choice is discussed further. 
Although the complexity of the latent Gaussian variable model facilitated good fit to the data, 
it was also responsible for its two main limitations. First, as will be explained In Section 7.5.1, 
problems arose during MCMC sampling when certain parameters were only weakly identified in 
the likelihood. When analysing the Yorkshire dataset, these problems were so severe that the 
MCMC for a model with r=5 states simply did not converge. In order to force parameter 
identifiability in the posterior, therefore, it was necessary to choose a very strong prior. This led 
to a specification which was too concentrated to truly represent our prior beliefs and, of course, 
affected our posterior inferences. For example, very little posterior predictive density could 
be assigned to probabilities of rain near zero or one, compared with earlier models. However, 
even if computational considerations had not influenced our prior specification, incorporation of 
genuine initial beliefs would have remained problematic because the latent Gaussian variables 
are not observable. This made it difficult to put into practice the ideas from the technical report 
Germain et al. (2010b) regarding prior elicitation for the variance matrix in multivariate normal 
distributions. We therefore regard difficulties in eliciting the prior as the second main criticism 
of the latent Gaussian variable model. 
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7.4 Application to UK winter rainfall data 
The Yorkshire dataset analysed in this thesis comprised a small number of sites with little spatial 
separation between them. Two important questions arc (i) how well the inferential procedures 
for the models in Chapters 4,5 and 6 scale up to handle larger networks of sites and (ii) the 
performance of these models in describing data from networks in which sites are spatially well 
separated. To investigate these questions we applied the three hidden Markov models to a 
larger, spatially diffuse network of n= 12 sites located throughout the entire UI<. The locations 
of these sites can be seen on the map presented in Chapter 2 (Figure 2.1). Note that the distances 
between sites range from 113.6 km to 813.1 km, with a mean of 344.3 km. This is compared with 
minimum, maximum and mean distances of 39.8 km, 133.2 km and 82.8 km, respectively, for the 
six sites in the Yorkshire network. The UI< dataset comprises winter (December to February) 
rainfall observations over the 28 years from 1961/2 to 1988/9 and does not contain any missing 
values. In this section, we begin by discussing the computational implications of modelling 
a larger network of sites with each of the three hidden Markov models. Next we summarise 
the results of applying the models to the UK dataset, including assessments of the fit of each 
model. For notational convenience, we adopt the abbreviations from Chapter 6 and refer to the 
models in Chapters 4 and 5, and a homogeneous version of the model from Chapter 6, using the 
acronyms CI-HMM, MCA-NHMM and LG-HMM, respectively. 
7.4.1 Scalability of inferential procedures and model simplifications 
The simple CI-HMM from Chapter 4 could be applied to the UK dataset directly and with- 
out any simplification to the model. Analysis via MCMC generated draws from the posterior 
distribution which converged quickly and mixed well. In general, the time taken to generate a 
particular number of MCMC samples was around 1.5 times larger than the time required in the 
analysis of the Yorkshire dataset. 
For the MCA-NHMM introduced in Chapter 5, computation of the normalising constants in 
the Markov chain of autologistic models presented a difficult challenge, with each calculation 
involving a sum over 212 = 4096 terms. Correspondingly, the time taken to obtain 1,000 draws 
from the posterior was around 800 times greater than the time required when analysing the 
Yorkshire dataset. One way of dealing with this problem would have been to approximate 
the normalising constants using one of the techniques discussed in Section 5.2.2, for example, 
path sampling. However, to avoid such approximations we chose to partition the sites into 
non-overlapping groups of neighbours which were conditionally independent, given the weather 
state. Conditional on the weather state, this allowed the rainfall occurrences in each group to 
be modelled through independent Markov chains of autologistic models. As a consequence, the 
overall normalising constants were just products of the normalising constants for the condition- 
ally independent groups. As long as all of the groups contained substantially fewer than twelve 
sites, this made it feasible to compute the normalising constants exactly. 
Letting d' = (4, ... ,c . 
)T denote the time series of rainfall occurrences at the i-th site, the 
general problem of partitioning the sites, or more precisely the data {dl,..., d"}, into k disjoint 
groups is one of cluster analysis; see, for example, Everitt (1993) or Hartigan (1975) for an 
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introduction. We chose to select simultaneously the number of groups kE{1, ... , 12} and the 
set of k groups C(k) = {C1(k),..., Ck(k)} by maximising the multi-attribute value function 
given by 
V {C(k), Q= 
Ao - A{C(k), k} 11 +14 Ei `' 
. Ao n(k) +I E{C(k), k} 
A value function is essentially the opposite of a loss function; see Keeney & Raiffa (1976) for a 
formal definition. In this case A{C(k), k}, B(k) and E{C(k), k} are loss functions given by 
k 
A{C(k), k} = 1: F (id{ - aj (k) 112, 
j=1 d'EC! (k) 
k 
B(k)=(k-1), E{C(k), k} _Z 4'l(k), 
i'1 
in which d, (k) is the mean of the j-th group when there are k groups, mi (k) Is the number of 
sites in the i-th group when there are k groups and El, c2 >0 are fixed constants. Further, Ao 
is the maximum ("worst") value of A{C(k), k}, given by 
Ao 
i=1 
whilst B1 =0 and El = 4n are the minimum ("best") values of B(k) and E{C(k), k}, respec- 
tively. For fixed k, the loss function A{C(k), k} is just the usual k-means loss function. It 
assigns small losses to partitions with a high degree of within-group similarity. Allowing k to 
vary, this loss function favours larger values of k since its (fixed k) minimum cannot increase as k 
increases. The second loss function B(k) is intended to penalise partitions which lead to a large 
number of assumptions of conditional independence between sites and favours small values of k. 
Finally, E{C(k), k} is designed to penalise partitions which lead to Markov chains of autologis- 
tic models whose normalising constants cannot be calculated without excessive computational 
expense. This loss function generally favours large values of k. 
The loss functions are combined through a multiplicative multi-attribute value function so that 
partitions are only valued highly if they perform well in all three attributes. The exponents el 
and e2 will clearly affect the results so they were chosen in a principled manner by matching 
preferences over partitions {C(k), k}, leading to el = 2.45 and e2 = 0.15. The resulting value 
function was then maximised by a partition into k=2 equally sized groups. These represented 
the six sites in the west of the UK and the six sites in the cast. The computational burden for this 
model was reduced further by assuming that the site and state specific temporal trend parameters 
in the Markov chain of autologistic models were constant across sites, that is, 71k ="""= '(k for 
each weather state, kE Sr. This reduced the number of times the complete data likelihood had 
to be evaluated per sweep through the MCMC scheme since parameters were updated one-at- 
a-time from their full conditional distributions. Following these simplifications, the computing 
time for the MCMC analysis was no longer unmanageable. 
When applying the LG-HMM to the UK dataset, we found that even with a priori correlations 
as high as 99.9% between the coefficient matrices -yl...... y,., the MCMC algorithm generated 
posterior samples which converged slowly and were highly autocorrelated. These problems were 
substantially reduced by assuming a constant coefficient matrix ryl ="""= 7r. The time taken 
to obtain a particular number of draws from the resulting model was then around 1.5 times 
longer than the time required for the Yorkshire analysis. 
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7.4.2 Posterior inference and model checking 
For each of the three models we computed the posterior distribution for the number of states 
r, where rE {1, ... , 5}, and found that the posterior probability for r=5 was approximately 
equal to one. Conditional on there being r=5 states, analysis of the posterior distributions 
for the model parameters in each of the three hidden Markov models revealed there to be one 
clear-cut wet weather state, one clear-cut dry weather state and three intermediate states, 
the properties of which differed between the three models. The simple CI-IIMM Identified 
one weather state with higher than average probabilities of rain at the eastern sites and lower 
than average probabilities at the western sites and another state characterised by the opposite 
conditions. Similarly, the MCA-NHMM identified two states which represented a north/south 
division of the sites. When rainfall occurrences are assumed to be conditionally independent, 
given the weather state, Section 4.2.3 showed that by assigning probabilities of rain which 
are similar within regions but different across regions, within-region positive correlation can 
be induced, with negative or no correlation between sites in different regions. Conditional 
on the weather state, the simplified version of the MCA-NHMM from Chapter 5 assumed 
eastern and western sites to be internally correlated but mutually independent. Therefore it 
seems that by identifying pairs of states which represent opposite conditions in eastern/western 
or northern/southern parts of the UK, the CI-HMM and MCA-NIHMM'I were able to induce 
correlations between sites that were conditionally independent in space, given the weather state. 
The LG-HMM did not make this assumption for any pair of sites which may explain why the 
states identified by this model did not represent any kind of geographical division of the sites. 
The MCA-NHMM introduced atmospheric data in the form of Lamb weather types. In the 
application to the Yorkshire dataset, our elicitation strategy for the parameters of the weather 
state process AT jk = Pr(St =kI St-1 = j, Xt = x, 0,, hid, r) led to a priori correlations of around 
80% between the stochastic vectors A27 for every jES,. and each rE 11, ... , r,,, sx}. 
In 
the UK application we had to make the a priori correlations very high, ultimately around 98%, 
because smaller values led to overestimation of the overall proportion of wet days at most sites. 
This was because the data suggested that the wetter weather states had a substantially shorter 
sojourn time than that predicted by the prior. When there was less borrowing of strength 
between Lamb weather types, the probabilities of self transition Ai corresponding to less 
common Lamb weather types were pulled more strongly towards the prior mean, increasing the 
length of time spent in the wetter weather states. An analysis of the posterior distributions for 
Ab, Ik, ... , 
A27 for each pair (j, k), j, kE S5, showed there to be very little difference between the 
transition probabilities for different Lamb weather types. This suggests that the Lamb weather 
types are not a rich enough source of atmospheric information when the NHMM is applied to 
datasets with large geographical coverage. Although this result will have been influenced by 
the choice of high a priori correlations amongst the transition probabilities, the data were not 
sufficiently informative about some of the parameters to allow a weaker specification to be used 
effectively. Due to the similarity in the posterior distributions for A*ý, ."", A27 we chose not to 
condition the model from Chapter 6 on the atmospheric data. 
In order to assess the fit of each model, we compared the posterior predictive distributions for 
the test quantities introduced in Chapter 4 with the observed statistics. W'i'e focus on spatial 
characteristics here as our conclusions regarding other test quantities did not differ appreciably 
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from those based on the Yorkshire applications. Initially it seemed plausible that the assumption 
of conditional spatial independence in the observed process, given the weather state, may be a 
more realistic conjecture for the UK dataset than it had been for the dense Yorkshire network 
of sites. However the simple CI-HMM still underestimated the strongest spatial autocorrela- 
tions between both rainfall occurrences and non-zero rainfall amounts. Prediction of the log 
odds ratios between rainfall occurrences was improved by the MCA-NHMM, but some of the 
observed statistics lay beyond the 97.5% point in their posterior predictive distribution. Each 
of these corresponded to a pair of sites (i, j) in which site i came from Group 1 and site j came 
from Group 2 or vice versa. This highlights the limitations of handling the normalising constant 
in the Markov chain of autologistic distribution in the manner described in Section 7.4.1. In 
comparison with these earlier models, the LG-HMM predicted log odds ratios and Spearznan's 
rank correlation coefficients which matched those in the observed data much more closely. Cor- 
respondingly, for each rE 11.... , 5}, the marginal likelihood for an r-state model was 
largest 
for the LG-HMM and smallest for the CI-HMM. 
In summary, our inferential techniques for the CI-HMM and LG-HMM scaled up well to handle a 
larger dataset. This was not true of the MCA-NHMM for which computation of the normalising 
constants in the Markov chain of autologistic models was problematic. Although MCMC analysis 
of the simple CI-HMM was straightforward, this model failed to provide a good explanation of 
the spatial autocorrelation between sites, in spite of the large distances between them. For a 
network of sites covering a large geographical region, we found that the Lamb weather types were 
not a rich enough source of atmospheric information to be helpful in explaining the transition 
probabilities between weather states. It is possible that continuous atmospheric data, such as sea 
level pressure or air temperature measurements, could be a more useful source of information. 
Future work could therefore attempt to incorporate this kind of atmospheric data into the 
weather state process. Alternatively, denoting these continuous covariates by X1, ... , XT, we 
could factorise the joint distribution for {(Wt, Di, St)}, given {Xt}, such that Xt and St were 
both parents of (Wt, Dt), but the weather states evolved as a homogeneous first order Markov 
chain. 
7.5 Future work 
Throughout this thesis, we have highlighted areas in which further work would be valuable. In 
retrospect, there are two directions that might be particularly worthy of exploration. These are 
discussed below. 
7.5.1 Modifications to within-state models in "extreme" states 
During MCMC simulation for the models in Chapters 5 and 6, the Markov chains for some of 
the parameters in the clear-cut wet and dry states mixed poorly and prevented the sampler from 
converging (within a reasonable time), unless strong priors were chosen. We attributed this to 
the inherent capacity of hidden Markov models to partition data into homogeneous segments, 
each associated with realisations from only a small subspace of the space of observable outcomes. 
To guard against this problem in future work, it may be useful to specify different within-state 
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models for clear-cut wet and dry states, with fewer, if any, parameters. 
To this end, suppose there are more than r=2 states. Let us specify, a priori, that states 1 
and 2 can only be associated with days when it rains at no sites or at all sites, respectively. In 
other words 
Pr(Dt = dt I St = 1) = 
1, if dt=0 
Pr(Di=ddS1=2)= 




where 0 and 1,, are n-vectors of 0's and 1's, respectively. We would then choose a joint 
distribution for the rainfall amounts at all n sites in the case of rain everywhere (state 2). For 
example, we might model them using the multivariate lognormal distribution, with location 
parameter depending on the rainfall occurrence indicator the previous day. Under this model, 
days with rain at no or all sites could, in principle, be explained by other states, but we would 
expect most days with these properties to be assigned to states 1 and 2. 
As an alternative, we could make weather states 1 and 2 observable. This would reduce the 
state space of the sampler, which could lead to improved mixing. However, wo would then have 
to assign zero probability to the occurrence of On or 1 in other states, and this may complicate 
the analysis. 
7.5.2 Model choice through pragmatic posterior predictive loss 
The marginal likelihood and therefore posterior model probabilities are sensitive to the choice 
of prior for the model parameters. In analyses involving complex models, such as the NHMMM in 
Chapter 6, computational considerations or difficulties in conveying prior information can make 
it difficult to construct a prior which is truly representative of our initial beliefs. If this is the 
case, and we cannot balance the prior information across models, then we have an argument 
against discriminating between them using posterior model probabilities. 
G. E. P. Box famously wrote, "All models are wrong but some are useful" (Box, 1979). If we do not 
really believe that any model in the set under consideration is the "true" model, then perhaps we 
should abandon the idea of assigning prior probabilities to models and dedicate ourselves to the 
more pragmatic pursuit of the "most useful" model. To do this, we need some justifiable means 
of quantifying how useful the models under consideration are, in relative terms. If prediction is 
the main goal of the analysis, as is typically the case in rainfall modelling, then it would seem 
sensible to devise a criterion which is based on the posterior predictive performance of a model 
(for example, see Gelfand & Ghosh, 1998) but which also reflects application-specific practical 
considerations. This is in the same spirit as the clustering analysis outlined in Section 7.4.1 which 
was based on a multi-attribute value function, some of whose components reflected practical 
preferences. 
Gelfand & Ghosh (1998) adopt a formal utility maximisation approach to model choice. lie- 
placing utilities with losses, a criterion is obtained by minimising posterior predictive loss for a 
given model. Out of the models under consideration, the one which minimises this criterion is 
then selected. Formally this involves calculating 
min 
{minEyrepiy, 
m L(Yrepºa (Yob. )} (7.1) 
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and choosing the model mE {1, ... , R1} to which this minimum corresponds. Ilere, yam, is a 
hypothetical replicate of the observed data yobs (with the same first stage distribution as yj. ), a 
is the action vector (in this case an estimate trying to accommodate the partially observed "state 
of nature" (Yobs, Yrep)) and the loss function L(yrep, aI Yoba) quantifies the loss for guessing a, 
when y, ep obtains and Yobs was observed. Note that the expectation is with respect to the 
posterior predictive distribution for yrep under model m. For various choices of loss function, 
the authors show that their criterion partitions into what can be interpreted as a goodness-of-fit 
term and a penalty term. In contrast to criteria such as the AIC or I3IC, the penalty term arises 
without having to specify model dimension or appeal to asymptotic theory. 
If we are prepared to accept that we are simply seeking to advise on the "most useful" model, 
then our model choice criterion should quantify the practical considerations which would cause 
us to favour some models over others. The loss function, L(yiep, a I Yobs), proposed by Celfand 
& Ghosh (1998) cannot do this because it does not depend on the model. We might solve this 
problem by modifying the criterion in (7.1) so that the loss function is replaced with L(m, yre ,aI 
yon). If we think that capturing the consequences of m have nothing in common with capturing 
those of (y1ep, a), given yobs, we could then partition the loss function as L1(yrep, aI Yob. ) + 
L2(m I yobs). It might be reasonable to assume that L2(m I yoba) = L2(m), then L2(m) could 
represent the loss of advising m as the model of choice. If, based on this advice, computer 
simulations would need to be re-run (perhaps in light of different or new data) then this might 
include some measure of the computing time. As another example, if the chosen model would 
need to be explained to some scientists with limited statistical understanding, then L2(m) might 
include some measure of the interpretability of model m. The structure of L2(m) should be 
formulated with consideration to the problem at hand. 
Developing these ideas further would be an interesting direction for future research. 
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MCMC scheme for Chapter 5 
Denote the collection of missing rainfall occurrences by dmj, then the MCMC scheme can 
proceed as follows. Initialise the algorithm with a sequence of weather states (s101, sä01), missing 
data (do °1, di 
n°, 
L ) and model parameters 0101. Then at each iteration t=1,2.... perform a fixed 
sweep of the following steps: 
1. Simulate 014 from r(9 sIt-11, sot-hl, w, d, dIt-hJ, x): 
(a) Simulate Ohid from 7r(Ohid I sit-1I, söt-11, x) by successively passing through the following 
Gibbs (or Metropolis-within-Gibbs) steps:: 
= (i) Perform Metropolis Hastings updates of (ýj, A j), for each jES, where Al 
(AJ1, ... , An): 
I. Generate a proposal value by first drawing 
ý1* I 
1ll-lj ,v 91(ýf* 
I t[[f-1J) = ! 2r(wdE(jf-11 + fir), 
and then simulating A! IýfN Q2 (A jI t*) by drawing 
(A7)' Iý f'stt-iý, Sot-i1 ,w., 
Cýýý fnf (sot-iýý S(t-ýýý1 + 
for each xEQ, independently. 
II. Evaluate the acceptance probability of the proposed move, Al 
(VI, M)}, as defined in equations (5.36) and (5.37). 
III. Set <<i and t" (t li t x (AT)II (), EQ, with probability C, f ), 
( j*, A; )} and set j11-11 and (A7)il = (Aj)it'11, xEQ, otherwise. 
(ii) Simulate vI stt-1i, s0It-11 N 2,. {Gg + m(sit-11)}. 
(b) Simulate gobs from ir(O0 sit-11, w, d, dot-1i) by successively passing through the following 
Gibbs (or Metropolis-within-Gibbs) steps: 
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(a? 
a 1+0 
(j[11 a2 (o2 )Itj E1- {k ,aa. k) l. a a. k for Simulate ak ý"""NNZz, 







(ii) Simulate a2 ký"""N IG 2n + 
ho, « ,2 
F(cxik 1l 
- akn)2 + 11,10 for each kE Sr. 
t=l 
(iii) Simulate ßk (" "" N(mpk, p, Vßk, p) for each kE Sr, where 
zn 1-1 It 1) Qa 1t-11 a1. Q E =2 j=i Q; jk + ao, Q( Q. k) 
mQk, n - and ýn(n - 1)a2 l, # + 
(aQ, k)ft-uI 
ai, Q(aÄ. k)fl-il YQk, n ° 
. 2n(n -1)ai, Q + (ao, k)It-i) 
. 
n i-1 
(iv) Simulate a, 2,3,1 """N IG 
(inn 
- 1) + ho, p ,2 
E(pI jk li 





1l + ý, 'r(ýry, k)'t-1' a2. "r(°2. k)tt-h) (v) Simulate ryk ... N nai,. r +(, 72 , k)it-i) 




(vi) Simulate a! I"""N IG 2n 
+ ho,. y, ,2 
ý(7tt 1) 7Ei)2 + hl, y for each 
kE Sr. 
i=1 
(vii) Perform Metropolis Hastings updates of aik for each pair (i, k) E {1,2, ... , n} x 
Sr: 
I. Generate a proposal value 
. (t-l) (t-lj .1 (t-lj i pik 1 aik ' 9ýCYik +Clik! = 
NýQik 
I aý" 
II. Evaluate the acceptance probability of the proposed move, a(aik 
1), a; k), as de- 
fined in equations (5.41) and (5.42). 
III. Set all = ask with probability a(ai li, ask) and set aft = a; 
li otherwise. 
(viii) Perform Metropolis Hastings updates of Qi jk for each (i, j, k) E {(i, j, k) :i=2, ..., n, 
j=1, ... ,i-1, k=1, ... , r} using analogous symmetric Gaussian random walks 
to 
those in step 1(b)(vii). 
(ix) Perform Metropolis Hastings updates of ryik for each pair (i, k) E {1,2, ... , n) x Sr 
using analogous symmetric Gaussian random walks to those in step 1(b)(vii). 
6iß + 
Tiý(sIt 1) T. 1(Slt 
-- 
V. k(sit-1j) for each air (x) Simulate mik IG I""" ^' ý--, bet + pair 
vik 
(ilk) E {1,2,..., n} xSr 
(xi) Perform Metropolis Hastings updates of v, for each pair (i, k) E 11 9 2,... , n} x Sr: 
I. Generate a proposal value 
[t -i[ 'ý' [t-i) *i mo 
it, 
Vi*k 
I Vik 9ý'v{k º vik) = 
Ga Wu, l-1 
vik 
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II. Evaluate the acceptance probability of the proposed move, a(vik 1l, va), as de- 
fined in equations (4.25) and (4.26). 
III. Set v! 
4 
= v, k with probability a(v{k-1), v, k) and set v(k = vlk 
', 
otherwise. 
2. Simulate (sin, sod) from 7r(s, so 914, w, d, d011`11, x) by applying the forward backward scheme 
outlined in Algorithm 3.3.3 (and made specific to the NHMM in Section 5.6) separately to each 
sub-series. 
3. Simulate doh from 7r(do I w, d, sit, so4,6i1, x) then, if there are any missing data, simulate 
dmý; 
ý 
from ir(dmisa I w, d, d014, stl, sp4,014, x): 
(a) Simulate Dö, y 
I""" Bern (Po, {y) for each pair (i, y) E {1, ... , n} x{1, ... , Y}, where 
Pa, {y 
is equal to 
CCTV+1 {17(4, v = 0, do, v) } exp 
(7'iaTV+1 4v+l )PÖ x ICI, Tv+, {z(do. v =1 + dý, 
v) } (1 - nö) 
I_1 + Cs 




(b) Simulate Dt I"""N Bern(Pit) for each pair (i, t) E{1, ... , n} x 
11,... , T} such that 
d is 
missing where Pit is equal to 
Cgt+i12(dt' = 0, dt f) I Oobs, st+i}exp fiat +EQitaýde +')'iaedi-1 +'1üt+1Wi+1 
tai 
x Cat+i {Z(dt = 1, di 
i) 1 Oobs, 
at+i 
} 
+Cat+1 fl((Pt = De dt t) I eob, at+i 
}e aiat + Pit., (fit +'riat at-1 + 7'iae+t al+l 
lj4i 
if Ty +1<t>-7'y+1-1, y=1,..., Y, and 
exp 
(aist + Ec#i ß113 dt +'Yiigc4 
Pit _1) 
(U3t 1+ exp + Et7ji Pit,, dt +'Yia, ý_1) 
if t=7, y+1, y=1, ... , Y. 
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FCD for the regression coefficients in 
a multivariate normal linear 
regression model with a conjugate 
prior 
Suppose the likelihood for a q-dimensional parameter 0 can be written as 




- X, 9) 
tES 
where S is some subset, S9{1, ... , T}, with TEN. 
Differentiating the loglikelihood, 1(9 «) = log L(6 I"" ") , with respect to 0 gives 
at 
=E Xe Ec 1(Zt - XtO), äe 
tEs 
then equating to zero and solving yields the least squares estimate of 0 as 
e= w-1 E Xt Et l Zt (B. 1) 
tEs 
where 
W= Xt Et 1Xt. (B. 2) 
tcs 
In the likelihood, the argument of the exponential function can be written as 
-1 
1: (Zt-Xt9)T Et 1(Zt - XtO) 2 
tES 
_ -1 {Zt - Xt9 + Xt(6 - 9)}TE= i{Zt - Xtb + Xt(© - 0)), 2 
tcs 
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model with a conjugate prior 
that is, 
_1 
E(zt_Xto)TE -l(zt -X to) 2 
tES 
0)TXt Et lXt(9 - 0) +2 
E(Zt 
- Xt©)T Et 1X1(©- 0) 
tes f es 
+E(Zt - Xt0)TEt 1(Zt - X, 0) . (13.3) 
tES 
Expanding the second term in (B. 3) and using (B. 1) and (B. 2) yields 
E(zit 
- Xtö)T Fit'Xt(ö - 0) 
tES 
Zt Et'Xte - Zt Et-1Xt9 -E eT Xi E--1Xg +E 
äT XT EI 1Xt© 
tES tES tES tES 
=6TWO-9TWO-OTW9+9TWB 
=0. 
It follows that 
L(O ... ) a exp 
Z(Zt Xt9)TEt l(Zt - Xt9) 
tES 
x exp -2 Z(9 - 9)TXt Ei 1X, (9 - ©) 
tES 
OCexp -2(8-e)TW(e-B) 
which means that 6 is sufficient for 0. 
Now suppose that the prior distribution for 0 is given by 
01 mo, Vo N Nq(mo, Vo) 
where mo or (mo, Vo) could be given distributions if a second level was added to this prior 
specification. 
Denote by Po = VO 1 the prior precision matrix. Then the full conditional distribution for 0 
can be derived via Bayes Theorem as 
ir(O ") a ir(O I rno, Vo)L(O I ... 
a exp 
t_j(0 
2- mo)TPo(9 - mo)} x exp 
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model with a cogjugute prior 
where 
1 




[c Xt Et'Xt)- 
` 
and 
MP = (Po + W)-1(Pomo + W9) = Vp 
CVO 1 rno + 
and so the full conditional distribution can be recognised as 






Simulating from the truncated 
multivariate normal distribution 
C. 1 Accept-reject algorithms for simulating from the truncated 
univariate normal distribution 
Denote by TN(0,1, [a, b]) the standard normal distribution truncated to the interval [a, b], where 
a, b, ER and a or b can be -oo or oo, respectively. In this section we describe two accept-reject 
algorithms for simulating from the left truncated normal distribution, TN(0,1, [f, oo)), with 
density 
12 
fx(x) oc 72N exp 2 1(x > e). (C. 1) 2ir 
The symmetry of the standard normal density about zero means wo do not need a different 
algorithm for simulating from right truncated distributions. In order to simulate from the 
distribution, TN(0,1, (-oo, r]), with density 
fx (x) ix 2ý exp (-) (x < r), 
we simply simulate X* = x* - TN(0,1, [-r, oo)) then set X= -x*. For this purposes of this 
thesis, we do not need to simulate from a standard normal distribution which is truncated on 
both the left and the right, although algorithms are available in the literature; see, for example 
Geweke (1991). 
The accept-reject algorithm is a technique which uses draws from a distribution that can easily 
be sampled to generate realisations from another distribution for which direct simulation is 
difficult. Consider a distribution with density function f, called the target density, from which 
a sample is needed. Then the accept-reject algorithm generates the required sample by using 
a density function g, under the restriction that f (x) < Afg(x), where Af >_ 1 is an appropriate 
bound on f (x)/g(x). To simulate a value X=x-f using an instrumental density g which 
satisfies the latter restriction, the accept-reject algorithm proceeds as follows 
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1. Generate Y=yNg; 
2. Generate U=uN U[O, 11. Accept X=y if u<f (y)/{11 fg(y)}. Otherwise ttlect Anti 
return to step 1. 
When evaluated for the properly normalised densities, the probability of acceptance Is l/Al. For 
more details on accept-reject methods, see, for example, Robert & Casella (2005). 
C. 1.1 A "naive" accept-reject method 
In the "naive" accept-reject algorithm, the non-truncated standard normal distribution provides 
the instrumental density. The algorithm is as follows 
1. Generate Y=y- N(0,1); 
2. Accept X=y if y>I. Otherwise reject and return to step 1. 
The probability of acceptance can easily be computed as 4(-t). Clearly, when t Is large, many 
proposals will have to be generated for a single acceptance. 
C. 1.2 The exponential accept-reject method 
Robert & Casella (2005) present the following accept-reject algorithm, which is generally much 
more efficient than the naive method and the inverse CDF method (details not provided). 
1. Generate Y=y from the translated exponential distribution, Exp(a, l), with density 
9aQI) = aexp{-a(y - e)}a(y > e). 
That is, generate 
then take 
Y' = y` - Exp(a), 
y=y'+l. 
2. Generate U=u- U[O, 11. Accept 1V =y if u< exp{-J(y Otherwise reject and 
return to step 1. 
Here, the rate parameter in the instrumental density is taken as cr =j (f + E" + 4), this c1loice 
being optimal, in the sense of maximising the acceptance rate, (27r)1/2a$(-f) exp(a(t - a/2)). 
The acceptance probability of the exponential method will therefore exceed that of the naive 
method when 
(2ir)1/2cx I (-e) exp{a(¬ - a/2)} >4 (-t). 
Solving this equation, numerically, the exponential method has a higher acceptance rate when 
> -0.470, to three decimal places. Note, however, that this takes no account of the computa- 
tion time of one generation from the instrumental density. 
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C. 2 A Gibbs algorithm for simulating from the truncated mul- 
tivariate normal distribution (Geweke, 1991) 
In this section we describe a Gibbs algorithm, due to Geweke (1991), for simulating from the 
truncated multivariate normal distribution. This only requires the ability to generate samples 
from truncated versions of the univariate standard normal distribution. 
Suppose interest lies in simulating from an n-variate normal distribution, subject to restrictions 
on the marginal variables 
X= (X19... $Xn)T -Nn(Ii, E), a5X<b, 
where any of the components of a and b can be -oo or oo, respectively. This is equivalent to 
sampling from 
Y^'N. (0, E), a<Y 
where a=a-p, ý0 =b-µ, and then taking X= /t + Y. 
The method exploits the fact that the distribution of each element of Y, conditional on all 
the other elements, is truncated univariate normal. A cycle of n Gibbs steps can therefore be 
composed in order to simulate each of the components in turn. 
At iteration j, the previous draw YU-1) is used to generate a new value YU), and hence XWl, 
as follows 
1. Generate successive values 
Yu1 N 7c (Y1 Yý-111 Y-11ý 
yUJ'.. 7r (Y2 yGl1YLf-11,... fYri -11) 
yt1 ,,, ir(yn I YlUItYUI,... fY -I1) 
where the distribution of a general component, Y, conditional on Y_t = (Y1, .""+ ýi-t, 
Y+1, ... , Yn)T 
has the construction 
Y= c'Y_i + hic{, E{ - TN (o, i 
[cvi Q= Y-r 
Here 
Ci = -P 1P{, <i and %i2 = Pj1 
where P; j is the (i, i)-th element in the precision matrix, P= Er1, and Pj, <j Is a row 
vector of length (n - 1) composed of the i-th row of P with P, j omitted. 
2. Compute X(j) = {. c + YUU)- 




Prior specification for 
or, r 
I r) and (&i,. .., o'rr 
ý rý 
In the Yorkshire data application in Chapter 6, conditional on there being rE {1,.. . ,. 1) states, 
the matrix M which is responsible for reordering the sites was chosen to be 
000100 
000001 
M_ 001000 010000 
000010 
100000 
Next, the hyperparameters (C,., 1, ... , C,,,, 
) and (vf, s,, l, ... , vr, a2, n) in the priors 
for (ä, 
ßl, ... , 
öý,, 
r), were chosen to be identical for each value of r and equal to 
Cr, i = 0.524, Cr, 2 = 0.174, Cr, 3 = 0.224, Cr, 4 = 0.158, Cr, a = 0.158, Cr, g = 0.169 
and 
Vr, &2 1=1.85, Vr, 52,2 = 1.90, Vr, o3,3 = 1.95, Vr, &2,4 = 2.09 Vr, J2,5 = 2.05, Vr, &2,0 = 2.10, 
respectively. 
In the prior for (ýr, l+ """+ ýr, r 
I r), the hypcrparameters inr, , 0+ 
Cr, j, 0 and 
Vr,;, 
O were Chosen to 
be identical for each value of r and equal to 
m,., ý, o = (0.818,0.513,0.277,0.402,0.428,0.058,0.183,0.355,0.3.16,0.030,0.331,0.023, 
0.332,0.212,0.008)T 
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kr j r) and (& t, """. Q;. r r) 
with C., ý, o = p*, V*, ý, 0 and Vr,, ý, 0 = (1 - p4)V*A0 where p,, ý e2 0.95 and 
V,,;, 
0 Is equal to 
1 
100 
'100 10 10 40 25 10 25 25 10 25 40 40 25 10 -10' 
10 100 25 10 10 10 25 25 40 40 10 10 25 40 25 
10 25 100 10 10 10 25 40 25 40 25 25 40 10 '10 
40 10 10 100 25 10 40 40 10 40 10 10 40 25 40 
25 10 10 25 100 25 25 40 25 10 10 10 40 25 25 
10 10 10 10 25 100 40 25 40 25 10 10 25 10 25 
25 25 25 40 25 40 100 10 10 40 25 10 40 25 25 
25 25 40 40 40 25 10 100 40 25 40 10 25 40 10 
10 40 25 10 25 40 10 40 100 10 25 40 40 25 410 
25 40 40 40 10 25 40 25 10 100 10 10 25 -10 -10 
40 10 25 10 10 10 25 40 25 10 100 25 10 -10 -10 
40 10 25 10 10 10 10 10 40 10 25 100 . 10 25 '10 
25 25 40 40 40 25 40 25 40 25 10 -10 100 10 25 
10 40 10 25 25 10 25 40 25 40 40 25 10 100 -10 
, 




Glossary of notation 
Table E. 1 lists the main variables and parameters used in the "modelling" Chapters (4, ti, 6). 
Variable/parameter Definition/usage 
Chapters 4,5 and 6 
Di = (Dtl,... , Dt )T Dt' =1 if at 
least c mm of rain on day t at site 1, Dj =0 otherwise. 
Wt = (till, ... , Wr )T W' is the amount of rain on day t at site i. 
St E Sr Weather state at time t; Sr = 
0= (chid, Bobs) Model parameters, where OhId and ©b, contain parameters asrºoci- 
ated with the weather state and observed processes, respectively. 
V= (vi, ... , v,. 
) E .9 Pr(Si =jI enid) = of In Chapter 4; Pr(So =j 10nw) - vj In Chapters 5 and 6; . V,. is the r-dimensional unit simplex. 
Chapters 4 and 5 
M= (mik) E Rnr and W' D' = 1, St = k, 0ob, ^-Ga 
V=(vck)ER+ 
Chapter 4 
A= (A j), Aj= (A ji, ... ,Aj, ) Pr(St =kI St-t = i, OhId) =) jk. 
where Aj E . So,. 
1'= (Pik) E [0,11nr De I St = k, bob. ' Bern(p, k)" 
J= (51, ... , b,. 
) E .;,. Stationary distribution of the Markov chain (St :t-1,... , T). 
13 = (ß )ER! Wg I Di = 1, Si = k, 0ob. - Exp(ß, k) In the simplified 1IMM used 
in the simulation experiment. 
Chapters 5 and 6 
Xt EQ Lamb weather type on day t; Q={1, ... , 27}. 
Do = (D0...... Do )T E {0,1}" Dö is the initial rainfall occurrence Indicator at site i. 
So E Sr Initial weather state. 
Continued on next page 
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Continued from previous page 
Variable/parameter Definition/usage 
(pö+ """+ pö) E 
[0,1]n Dö N Bernpol) Independently for iE{1, ... , n}. 
A= (At,. .. Ar) where 
Pr(St =kI Se-1 = J, Xt = x, ©hid) = Ajk" 
Aj = (A1, ... , AJ27) and 
x= Aj _ 
(Ajx1, 
... , 
Ajx,. E . SOr 
e_ (CA cj= (ej1, ... , 
&j,. ) A J11 
I Fj 2r(EjCj) independently for each sEQ. 
where E! E S°r 
Chapter 5 
1A = (aik) E Rnr+ Pr(De = dt I De-1 = de-1, St = k, 0.1. ) 
13 = (Qijk) E Rn(n-1)r/2 and exp 
(.. 
1 aikt + 
ýi=z F! 
=i A+ikdidi + 
Ei=l ry+k&td; _t, 
g =('yik)ER" cý EdeXP (En 
=1 akd' 
+ Lrf=s p+lkd 
dj { L. 
i 
t 7ýkdýdi-t/ 
in which the denominator is denoted Ck {Z(dt _ 1) I ©ob., k 
}. Here In 
1(dt_1) = E{=1 di_12"-i E 10,1,... '2n - 1) represents the 
numerical labelling of dt_1. 
, 4° = 
{(ak, o2 k) :kE Sr}, aik I ak, a, 'k ' 
N(ak, oä. k) independently for each iE (1,... , n}. 
ak ER and o, 
i,, 
k E R+. 8° and The parameters in B° and (° arise through analogous prior erpcdfi- 
99° are defined analogously. cations. 
Chapter 6 
Zoe = (Zöt+ """+ Zöt)T E R" 
Latent Gaussian random vector in the multivariate probat model 
for rainfall occurrence, Di, = I(Zot > 0). Also acts like a vector of 
spatial random effects in the model for log Wt. 
{lßok, ß1k+ ýk+ Ok) :kE Sr}, Zot I Dt-1 = dt-1St = k, 00bß - Nn(Xtf3k, Ek), 
pok E R", Alk E {-1,1}", where ßk = (ßoTk, Q k)T, Xt = {In, diag(d; _1,... +ct'_t)} and Ok E °(n-1)/2+ ök = R+ Ek 1= MTTk f)-1r 1TkM. Tk Is a unit lower triangular matrix with 
(i, j)-th entry -0k, ij, Dk = diag(ökýt, ... , ök, ) and 
Iii is all nxn 
known matrix. 
{({=k,. yk, Dk) :kE Sr}, 1Vt I Dt = 1, St = k, Zog ^- LogN 
Ciik +'jrl fk fat + ýk 
Pk E Rn+ Yk =()E Rnxn, l Rnx" denotes the set of nxn matrices with real entries. 
... 
Ok") f1k = diag(( , 
where flk E R+ 
{(Qok+pk, izk, , 
f1k) :kE Sr}, State specific means Introduced at the first level of the hierarchical 
Pok, 1 kE lß, pk E [0,1[, priors 
for , Dok, Pik, µk+ ak and ftk, respectively. 
ök, f1k E R+ 
{(aß0, k, '7 , k) 
:kE Sr}, State specific variances introduced at the first level of the hierarchi- 
o2 o2 E R+ cal priors 
for pok and µk, respectively. 
Oo'k+ µ, k 
Continued on next page 
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Continued from previous page 
Variable/parameter Definition/usago 
E Rn(-1)/2 and -y E 3ltn2 Means introduced at the first level of the hierarchical priors for 
iii, ... , 1r) and 
(7i+ ... , 7r), respectively. 
Table E. 1: The main variables and parameters introduced in the models from Chapters 4,5 and 6. 
Table E. 2 presents the notation, probability density/mass functions and the sample and param- 
eter spaces for the distributions used in the "modelling" Chapters (4,5 and ß). 
Family Notation Probability/Density Sample/Parameter Spaces 
Axe-Jº 
Poisson Po(A) Pr(X = x) = xj sE 
{0,1, ... }; AE R+ 
Bernoulli Bern(p) Pr(X = x) = px(1- p)1-z iE (0,1); pE (0,11 
Scaled ScBern(p) Pr(X = x) = p(l+x)/2(1 - p)(i : )/s xE -1 {, 1); pE (01 11 Bernoulli 
Exponential Exp(A) p(x) = Ae-ax xE R+; AE R+ 
ýaxn-le-fix 
Gamma Ga(a, A) p(x) = r(a) xE R+; a, AE R+ 
Normal N(µ, 02) 
(l 




tER; it E R, aE R+ 
Beta Betaa, ß) 
-1 -1(1 - x)R 
p(x) =Xa B(a, p) zE 
(0,11; a, # C R+ 
Lognormal LogN(p, a2) p(x) =1 exp 
j (logx - p), 1 
2a 2x 21ra2 lJ 
Inverse bax-a-1 e-b/: IG(a, b) P(x) = r(a) Gamma 
r Ed 
l aý) ftx_1 
Dirichlet d(a) P(X) =f =1 r(a; ) i 
xCR+; pCR, cR; 
R+; ; a, bcR 
xC Yd; aCRd 
Multivaria 
malte 
Nd(IL9 E) P(x) = (2, r)d/IIEll/2 
xc Rd; is c Rd, c Dd 
x exp 
{-2(x 
- lg)TE-1(x - ! ý)ý 
Table E. 2: Probability distributions. B(a, p) = r(a)r(p)ma + A) denotes the beta function; 1' 
denotes the space of positive definite symmetric dxd matrices; $'d denotes the space of d-dimensional 
unit simplices, Y, ={ (xi, ."., xr) : xi ?0Vi, 
E xi = 1} - 
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