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COVARIANT DERIVATIVES OF EIGENFUNCTIONS ALONG PARALLEL
TENSORS OVER SPACE FORMS
FEI QI
Abstract. We study the covariant derivatives of an eigenfunction for the Laplace-Beltrami
operator on a complete connected Riemannian manifold with nonzero constant sectional curva-
ture. We show that along every parallel tensor, the covariant derivative is a scalar multiple of
the eigenfunction.
1. Introduction
The study is motivated by Yi-Zhi Huang’s construction of a meromorphic open-string vertex
algebra (MOSVA hereafter) and its modules over a Riemannian manifold in [H2]. Roughly
speaking, a MOSVA is an algebraic structure of vertex operators that are associative, but not
necessarily commutative (see [H1], [Q1] for more details). To give a rough description on Huang’s
construction, let
• M be a Riemannian manifold;
• TM be the tangent bundle with Levi-Civita connection;
• TMC be the complexified tangent bundle C⊗R TM with the natural connection;
• (TMC)⊗r be the tensor product bundle of TMC of degree r;
• T (TMC) be the tensor algebra bundle, i.e., T (TMC) = ⊕∞r=0(TMC)⊗r;
• Π((TMC)⊗r) be the space of parallel r-tensors, i.e., parallel sections of the bundle
(TMC)⊗r with respect to the natural connection;
• Π(T (TMC)) be the space of all parallel tensors, i.e., parallel sections of the bundle
T (TMC) with respect to the natural connection.
• C∞(U)C be the space of complex-valued smooth function defined on an open subset U
of M
In [H2], Huang constructed a MOSVA on the space of parallel sections of certain affinized bundle
of TMC. On the space C∞(U)C, Huang defined an action of Π(T (TM
C)) by
ψU (X)f = (∇mf)(X)
for every X ∈ Π((TMC)⊗m) of degree m, and showed that
ψU (X ⊗ Y ) = ψU (X)ψU (Y )
1
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for every X,Y ∈ Π(T (TMC)). In other words, the space C∞(U)C is a module for the associative
algebra Π(T (TMC)). An induced module construction can then performed, giving a module for
the MOSVA.
Of particular interest are the submodules generated by an eigenfunction for the Laplace-
Beltrami operator. Huang showed that the Laplace-Beltrami operator appears as a component
of some vertex operator in the MOSVA he constructed. Thus starting from an eigenfunction f of
the Laplace-Beltrami operator, we can induce the Π(T (TMC))-submodule of C∞(U)C generated
by f to a module for the MOSVA. As eigenfunctions can be understood as quantum states
in quantum mechanics, the modules they generate can be understood as the string-theoretic
excitement to the quantum states. It is Huang’s idea that the modules for the MOSVA generated
by the eigenfunctions and the yet-to-be-defined intertwining operators among these modules may
lead to a mathematical construction of the quantum two-dimensional nonlinear σ-model.
Therefore, to understand the module for the MOSVA generated by an eigenfunction f , the first
step is to understand the Π(T (TMC))-submodule of C∞(U)C generated by f , which is simply
the space spanned by the covariant derivatives of f along all parallel sections. In [Q2], the author
studied the example of MOSVA and its eigenfunction modules for a two-dimensional orientable
space form of nonzero sectional curvature, and was surprised to find that all such covariant
derivatives are scalar multiples of the function f . In other words, the Π(T (TMC))-submodule in
C∞(U)C generated by f is simply the one-dimensional Cf . It turns out that the same is true for
orientable and non-orientable space forms in all dimensions with nonzero sectional curvatures.
The purpose of this paper is to give a proof to this surprising fact. The conclusion will be used
to study the MOSVAs and modules over such space forms in [Q3], generalizing [Q2].
This paper is organized as follow:
In Section 2, we discuss the holonomy group of the tensor bundles (TMC)⊗r and the tensor
algebra bundle T (TMC). The discussion reduces the problem of finding parallel tensors to the
invariant theory of O(n,R) and SO(n,R). We then use the results in [LZ] and [GW] to give a
spanning set of the space Π((TMC)⊗r), thus characterizing the space Π(T (TMC)).
In Section 3, we discuss the fundamental lemma of covariant derivatives to be used in this
work. The lemma was proved in [Q2]. The proof is repeated here for the convenience of readers.
In Section 4, using the fundamental lemma of covariant derivatives extensively, we give a proof
to the main result. In particular, for orientable space forms, the results in Section 2 gives two
different types of parallel tensors for orientable space forms, one type is O(n,R)-invariant, and
the other is not. We show that only those O(n,R)-invariant ones can have nonzero actions. All
parallel tensors that are not O(n,R)-invariant annihilates f .
Acknowledgements. The author would like to thank Yi-Zhi Huang for his long-term sup-
port. The author would also like to Roe Goodman and Nolan Wallach for discussions on invariant
theory, and Johannes Flake for bringing the author’s attention to the work [LZ].
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2. Parallel tensors
Let M be a n-dimensional Riemannian manifold with constant sectional curvature K. For
convenience, we assume M is connected and complete. We will also focus on the case K 6= 0.
2.1. The curvature tensor. Fix p ∈ U , let {e1, ...en} be an orthonormal basis of TpM . Then
for some neighborhood U of p, let X1, ...,Xn : U → TM be local sections such that Xi|p = ei
and for every q ∈ U , (Xi|q,Xj |q) = δij . For convenience, we will not distinguish the tangent
vectors at a point and the sections over an open set when there is no confusion.
Since the section curvature is constantly K, we know that for every q ∈ U and
R(v1, v2)v3 = −K(g(v1, v3)v2 − g(v2, v3)v1)
for every v1, v2, v3 ∈ TqM (See [P], Proposition 3.1.3). In particular, for mutually distinct i, j, k,
we have
R(Xi,Xj)Xk = 0,
R(Xi,Xj)Xi = −KXj
R(Xi,Xj)Xj = KXi
Regarded as a linear endomorphism on TqM , the matrix of R(Xi,Xj) with respect to the basis
{X1, ...,Xn} is the skew-symmetric matrix KEij −KEji, where Eab is n× n-matrix with (a, b)-
entry being one, and all other entries being zero. In case K 6= 0, the subspace spanned by the
matrices of R(Xi,Xj) in End(TqM) coincides with the subspace spanned by the skew-symmetric
matrix, which is precisely the Lie algebra of SO(n,R).
2.2. Holonomy of the tangent bundle. Recall that the holonomy group of a bundle E based
at a point p ∈ M is the subgroup generated by all the parallel translations along piecewise
smooth contractible loops based on p. To determine the holonomy group of TM , we will use the
following version of Ambrose-Singer theorem over vector bundles.
Lemma 2.1 ([J], Theorem 2.4.3(a)). Let M be a manifold, E a vector bundle over M , and
∇ a connection on E. Fix p ∈ M , so that holp(TM) is a Lie subalgebra of End(TpM). Then
holp(TM) is the vector subspace of End(TpM) spanned by all elements of End(TpM) of the form
P−1γ [R(v,w)]Pγ where R is the curvature tensor, p ∈ M is a point, γ : [0, 1] → M is piecewise
smooth with γ(0) = p and γ(1) = q, Pγ : TpM → TqM is the parallel translation map, and
v,w ∈ TqM .
Lemma 2.2. For every p ∈M , the holonomy group Holp(TM) of the tangent bundle TM is
Holp(TM) =
{
SO(n,R) if M is orientable,
O(n,R) if M is non-orientable.
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Proof. From Lemma 2.1 with γ(t) = p being the trivial loop, we see that the Lie algebra holp(TM)
contains all R(v,w) for v,w ∈ TpM . It follows from the discussion in 2.1 that holp(TM) contains
the Lie algebra of SO(n,R). Thus Holp(TM) ⊃ SO(n,R). The conclusion then follows from the
fact that M is orientable if and only if Holp(TM) ⊂ SO(n,R) (see [P]). 
Lemma 2.3. For every p ∈ M , the holonomy group Holp(TMC) of the complexified tangent
bundle TM is
Holp(TM
C) =
{
SO(n,R) if M is orientable,
O(n,R) if M is non-orientable.
Proof. This essentially follows from the fact that as a bundle, TMC = TM ⊕√−1TM . 
For every r ∈ Z+, let Π((TMC)⊗r) be the space of parallel sections of the tensor bun-
dle (TMC)⊗r. For convenience, elements of Π((TMC)⊗r) will simply be called as parallel
tensors. It is well-known that Π((TMC)⊗r) can be identified with the fixed point subspace
((TpM
C)⊗r)Holp((TM
C)⊗r) in (TpM
C)⊗r. We start by explicitly determining the holonomy group
of (TMC)⊗r.
Lemma 2.4. There is a natural surjective homomorphism Holp(TM
C) → Holp((TMC)⊗r) of
holonomy groups, where g ∈ Holp(TMC) is mapped to g⊗r : (TpMC)⊗r → (TpMC)⊗r defined by
(g⊗r)(v1 ⊗ · · · ⊗ vr) = gv1 ⊗ · · · ⊗ gvr.
for v1, ..., vr ∈ TpM . A tensor X ∈ (TpMC)⊗r is fixed by every element in Holp((TMC)⊗r), if
and only if g⊗rX = X for every g ∈ Holp(TMC).
Proof. For any piecewise smooth path γ : [0, 1] → M with γ(0) = p, let Pγ(t) : TpM → Tγ(1)M
be the parallel transport along γ on the bundle E; let P r
γ(t) : (TpM
C)⊗r → Tγ(1)M⊗r be the
parallel transport along γ with respect to the bundle (TMC)⊗r. Then from the definition of the
connection on (TMC)⊗r:
∇(X1 ⊗ · · · ⊗Xn) =
n∑
i=1
X1 ⊗ · · · ⊗ ∇(Xi)⊗ · · · ⊗Xn,
it follows that
P rγ(t)(v1 ⊗ · · · ⊗ vr) = Pγ(t)v1 ⊗ · · · ⊗ Pγ(t)vr.
In case γ(t) is a loop based at p, this essentially realizes every element of Holp((TM
C)⊗r)
as g⊗r for g ∈ Holp(TMC). So the map g 7→ g⊗r gives a natural surjective homomorphism
Holp(TM
C)→ Holp((TMC)⊗r). The second conclusion follows directly from this realization. 
Therefore, to identify Π((TMC)⊗r), it suffices to identify ((TpM
C)⊗r)SO(n,R) ifM is orientable;
((TpM
C)⊗r)O(n,R) if M is non-orientable.
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2.3. Parallel tensors. We now use the first fundamental theorem of invariant theory of orthog-
onal groups to give a spanning set of the space of parallel tensors. We will state the theorem of
O(n,C) and SO(n,C), then apply Weyl’s unitary trick to reduce to O(n,R) and SO(n,R).
For every integer r, we denote the symmetric group of {1, ..., r} by Sr. Sr acts naturally on
the (TpM
C)⊗r by permutation:
σ(v1 ⊗ · · · ⊗ vr) = vσ−1(1) ⊗ · · · ⊗ vσ−1(r).
Consider now the following tensors
θ =
n∑
i=1
Xi ⊗Xi
Λ =
∑
σ∈Sn
(−1)σXσ(1) ⊗ · · · ⊗Xσ(n)
Roughly speaking, θ corresponds to the metric form; Λ corresponds to the volume form.
Lemma 2.5 ([GW], Theorem 5.3.3). For every r ∈ Z+,
((TpM
C)⊗r)O(n,C) =
{
spanC{σr(θ⊗k), σr ∈ Sr} if r = 2k is even,
0 otherwise.
Lemma 2.6 ([LZ], Theorem 2.1). For every r ∈ Z+, the space ((TpMC)⊗r)SO(n,C) can be
decomposed as
((TpM
C)⊗r)O(n,C) ⊕ ((TpMC)⊗r)O(n,C),det
where ((TpM
C)⊗r)O(n,C) is defined as in Lemma 2.5, and
((TpM
C)⊗r)O(n,C),det =
{
spanC{σr(θ⊗k ⊗ Λ), σr ∈ Sr}) if r = n+ 2k ≥ 0 is even,
0 otherwise.
Proposition 2.7. ((TpM
C)⊗r)SO(n,R) = ((TpM
C)⊗r)SO(n,C)
Proof. Since SO(n,R) ⊂ SO(n,C), the left-hand-side contains the right-hand-side. A standard
application of the unitary trick shows that that left-hand-side is included in right-hand-side. In
greater detail, let X be an element in the left-hand-side. Then X is annihilated by every element
in the Lie algebra so(n,R). Since so(n,C) = so(n,R) ⊗R C, X is also annihilated by every
element in the Lie algebra so(n,C). Thus X is fixed by every element in SO(n,C). 
Roughly speaking, the parallel tensors are generated by applying the permutations to θk and
θk · Λ. We will refer the permutations of θk by O(n,R)-invariant tensors, and the permutations
of θk ⊗ Λ by non-O(n,R)-invariant tensors.
3. Fundamental lemma of covariant derivatives
Theorem 3.1. Let f : U → C be a complex-valued smooth function. Then for n ≥ 3, we have
(∇nf)(Z1, ..., Zn−1, Zn)− (∇nf)(Z1, ..., Zn, Zn−1) = 0
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And for i = 1, ..., n − 2,
(∇nf)(Z1, ..., Zi, Zi+1, ..., Zn)− (∇nf)(Z1, ..., Zi+1, Zi, ..., Zn)
=
n∑
j=i+2
(∇n−2f)(Z1, ...,−R(Zi, Zi+1)Zj , ..., Zn)
=(∇n−2f)(Z1, ...,−R(Zi, Zi+1)Zi+2, Zi+3..., Zn)
+ (∇n−2f)(Z1, ..., Zi+2,−R(Zi, Zi+1)Zi+3, ..., Zn)+
+ · · · · · ·
+ (∇n−2f)(Z1, ..., Zi+2, Zi+3, ...,−R(Zi, Zi+1)Zn)
Proof. We prove the first equation by induction on n. For n = 3, we have
(∇3f)(Z1, Z2, Z3) = (∇Z1(∇2f))(Z2, Z3)
= ∇Z1((∇2f)(Z2, Z3))− (∇2f)(∇Z1Z2, Z3)− (∇2f)(Z2,∇Z1Z3)
(note that ∇2f(X,Y ) = ∇2f(Y,X))
= ∇Z1((∇2f)(Z3, Z2))− (∇2f)(Z3,∇Z1Z2)− (∇2f)(∇Z1Z3, Z2) = (∇3f)(Z1, Z3, Z2)
Assume the equation holds for n− 1:
(∇nf)(Z1, ..., Zn−1, Zn) = (∇Z1(∇n−1f))(Z2, ..., Zn−1, Zn)
= ∇Z1((∇n−1f)(Z2, ..., Zn−1, Zn))− (∇n−1f)(∇Z1Z2, ..., Zn−1, Zn)
− (∇n−1f)(Z2, ...,∇Z1Zn−1, Zn)− (∇n−1f)(Z2, ..., Zn−1,∇Z1Zn)
(by induction hypothesis)
= ∇Z1((∇n−1f)(Z2, ..., Zn, Zn−1))− (∇n−1f)(∇Z1Z2, ..., Zn, Zn−1)
− (∇n−1f)(Z2, ..., Zn,∇Z1Zn−1)− (∇n−1f)(Z2, ...,∇Z1Zn, Zn−1)
= (∇nf)(Z1, ..., Zn, Zn−1)
So the first equation is proved.
For the second equation, we first consider the case i = 1:
(∇nf)(Z1, Z2, Z3, · · · , Zn) = (∇Z1(∇n−1f))(Z2, Z3, · · · , Zn)
= ∇Z1((∇n−1f)(Z2, Z3..., Zn))− (∇n−1f)(∇Z1Z2, Z3, ..., Zn)−
n∑
j=3
(∇n−1f)(Z2, ...,∇Z1Zj, ..., Zn)
= ∇Z1∇Z2((∇n−2f)(Z3, ..., Zn))−
n∑
j=3
∇Z1((∇n−2f)(Z3, ...,∇Z2Zj , ..., Zn)) (1)
−∇∇Z1Z2((∇n−2f)(Z3, ..., Zn)) +
n∑
j=3
(∇n−2f)(Z3, ...,∇∇Z1Z2Zj, ..., Zn) (2)
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−
n∑
j=3
(
∇Z2((∇n−2f)(Z3, ...,∇Z1Zj , ..., Zn)−
j−1∑
k=3
(∇n−2f)(Z3, ...,∇Z2Zk, ...,∇Z1Zj , ..., Zn)
)
(3)
−
n∑
j=3

−(∇n−2f)(Z3, ...,∇Z2∇Z1Zj , ..., Zn)−
n∑
k=j+1
(∇n−2f)(Z3, ...,∇Z1Zj , ...,∇Z2Zk, ..., Zn)


(4)
Similarly,
(∇nf)(Z2, Z1, Z3, · · · , Zn) = (∇Z2(∇n−1f))(Z1, Z3, · · · , Zn)
= ∇Z2∇Z1((∇n−2f)(Z3, ..., Zn))−
n∑
j=3
∇Z2((∇n−2f)(Z3, ...,∇Z1Zj , ..., Zn)) (5)
−∇∇Z2Z1((∇
n−2f)(Z3, ..., Zn)) +
n∑
j=3
(∇n−2f)(Z3, ...,∇∇Z2Z1Zj, ..., Zn) (6)
−
n∑
j=3
(
∇Z1((∇n−2f)(Z3, ...,∇Z2Zj , ..., Zn)−
j−1∑
k=3
(∇n−2f)(Z3, ...,∇Z1Zk, ...,∇Z2Zj , ..., Zn)
)
(7)
−
n∑
j=3

−(∇n−2f)(Z3, ...,∇Z1∇Z2Zj , ..., Zn)− n∑
k=j+1
(∇n−2f)(Z3, ...,∇Z2Zj , ...,∇Z1Zk, ..., Zn)


(8)
Then in the difference, the second sum in (1) cancels out with the first term in the sum of (7);
the first term in the sum of (3) cancels out with the second sum in (5); the second term in the
sum of (3), together with second term in the sum of (4), cancel out those in (7) and (8). So the
difference is
(∇nf)(Z1, Z2, Z3, ..., Zn)− (∇nf)(Z2, Z1, Z3, ..., Zn)
= (∇Z1∇Z2 −∇Z2∇Z1)((∇n−2f)(Z3, ..., Zn))−∇∇Z1Z2−∇Z2Z1((∇n−2f)(Z3, ..., Zn)
+
n∑
j=3
(∇n−2f)(Z3, ...,∇∇Z1Z2−∇Z2Z1Zj , ..., Zn) +
n∑
j=3
(∇n−2f)(Z3, ..., (∇Z2∇Z1 −∇Z1∇Z2)Zj , ..., Zn)
=
n∑
j=3
(∇n−2f)(Z3, ..., (∇Z2∇Z1 −∇Z1∇Z2 +∇∇Z1Z2−∇Z2Z1)Zj , ..., Zn)
=
n∑
j=3
(∇n−2f)(Z3, ...,−R(Z1, Z2)Zj , ..., Zn).
So the case i = 1 is proved for arbitrary n.
We proceed by induction of i. The base case has been proved above. Now we proceed with
the inductive step.
(∇nf)(Z1, ..., Zi, Zi+1, ..., Zn) = (∇Z1(∇nf))(Z2, ..., Zi, Zi+1, ..., Zn)
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= ∇Z1((∇n−1f)(Z2, ..., Zi, Zi+1, ..., Zn))−
i−1∑
k=2
(∇n−1f)(Z2, ...,∇Z1Zk, ..., Zi, Zi+1, ..., Zn)
− (∇n−1f)(Z2, ...,∇Z1Zi, Zi+1, ..., Zn)− (∇n−1f)(Z2, ..., Zi,∇Z1Zi+1, ..., Zn)
−
n∑
k=i+2
(∇n−1f)(Z2, ..., Zi, Zi+1, ...,∇Z1Zk, ..., Zn)
Similarly,
(∇nf)(Z1, ..., Zi+1, Zi, ..., Zn) = (∇Z1(∇nf))(Z2, ..., Zi+1, Zi, ..., Zn)
= ∇Z1((∇n−1f)(Z2, ..., Zi+1, Zi, ..., Zn))−
i−1∑
k=2
(∇n−1f)(Z2, ...,∇Z1Zk, ..., Zi+1, Zi, ..., Zn)
− (∇n−1f)(Z2, ...,∇Z1Zi+1, Zi, ..., Zn)− (∇n−1f)(Z2, ..., Zi+1,∇Z1Zi, ..., Zn)
−
n∑
k=i+2
(∇n−1f)(Z2, ..., Zi+1, Zi, ...,∇Z1Zk, ..., Zn)
We use the induction hypothesis to see that the difference is expressed as
∇Z1

 n∑
j=i+2
(∇n−3f)(Z2, ...,−R(Zi, Zi+1)Zj , ..., Zn)


−
n∑
j=i+2
i−1∑
k=2
(∇n−3f)(Z2, ...,∇Z1Zk, ...,−R(Zi, Zi+1)Zj , ..., Zn)
−
n∑
j=i+2
(∇n−3f)(Z2, ...,−R(∇Z1Zi, Zi+1)Zj , ..., Zn)
−
n∑
j=i+2
(∇n−3f)(Z2, ...,−R(Zi,∇Z1Zi+1)Zj , ..., Zn)
−
n∑
k=i+2
k−1∑
j=i+2
(∇n−3f)(Z2, ...,−R(Zi, Zi+1)Zj, ...,∇Z1Zk, ..., Zn)
−
n∑
k=i+2
(∇n−3f)(Z2, ..., Zi+2, ...,−R(Zi, Zi+1)∇Z1Zk, ..., Zn)
−
n∑
k=i+2
n∑
j=k+1
(∇n−3f)(Z2, ..., Zi+2, ...,∇Z1Zk, ...,−R(Zi, Zi+1)Zj , ..., Zn)
which is equal to the right-hand-side. 
4. Covariant derivatives of an eigenfunction along parallel tensors
4.1. Terminologies and Notations. Let f ∈ C∞(U)C be an eigenfunction for the Laplace-
Beltrami operator, i.e.,
∆f = −λf.
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We now compute the covariant derivative of f along parallel tensors. By Lemma 2.6, it suffices
to consider the covariant derivatives of f along the O(n,R)-invariant tensors and non-O(n,R)-
invariant tensors.
To avoid the clumsy of double-subscript, we use |i〉 to denote the vector field Xi. The
tensor field Xi1 ⊗ · · · ⊗ Xir will be denoted by |i1 · · · ir〉, as well as |i1 · · · ij〉 ·|ij+1 · · · ir〉 and
|i1 · · · ij〉|ij+1 · · · ir〉, for any j = 1, ..., r − 1.
With the new notation,
θ⊗k =
(
n∑
i=1
|ii〉
)⊗k
=
n∑
a1=a2=1
· · ·
n∑
a2k−1=a2k=1
|a1a2 · · · a2k−1a2k〉.
For any σ ∈ S2k,
σ(θ⊗k) =
n∑
a1=a2=1
· · ·
n∑
a2k−1=a2k=1
∣∣aσ−1(1) · · · aσ−1(2k)〉.
4.2. Along the O(n,R)-invariant tensors.
Theorem 4.1. For any σ ∈ S2k, (∇2kf)(σ(θ⊗k)) ∈ Cf
Proof. We proceed by induction. In case k = 1, any σ ∈ S2 stabilizes θ and ∇2f(θ) = ∆f = −λf .
Now we assume that the conclusion holds for degree k−1 and argue for k. Based on the induction
hypothesis, we first proceed to prove the following technical proposition.
Proposition 4.2. For any σ ∈ S2k and any i = 1, ..., 2k − 1,
(∇2kf)(σ(θ⊗k))− (∇2kf)((i, i+ 1)σ(θ⊗k)) ∈ Cf.
Proof of the Proposition. By definition,
σ(θ⊗k) =
n∑
a1=a2=1
· · ·
n∑
a2k−1=a2k=1
∣∣aσ−1(1) · · · aσ−1(2k)〉,
(i, i+ 1)σ(θ⊗k) =
n∑
a1=a2=1
· · ·
n∑
a2k−1=a2k=1
∣∣aσ−1(1) · · · aσ−1(i+1)aσ−1(i) · · · aσ−1(2k)〉.
In case i = 2k − 1, we know from the first part of Theorem 3.1 that
(∇2kf) (∣∣aσ−1(1) · · · aσ−1(2k−1)aσ−1(2k)〉) = (∇2kf) (∣∣aσ−1(1) · · · aσ−1(2k)aσ−1(2k−1)〉) .
So the difference is a sum of zeros and the conclusion follows. For all other i = 1, 2, ..., 2k − 2,
by the second part of Theorem 3.1,
n∑
a2l−1=a2l=1
l=1,...,k
(∇2kf) (∣∣aσ−1(1) · · · aσ−1(i)aσ−1(i+1) · · · aσ−1(2k)〉)
−
n∑
a2l−1=a2l=1
l=1,...,k
(∇2kf) (∣∣aσ−1(1) · · · aσ−1(i+1)aσ−1(i) · · · aσ−1(2k)〉)
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=−
n∑
a2l−1=a2l=1
l=1,...,k
2k∑
j=i+2
(∇2k−2f)
(∣∣aσ−1(1) · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· ∣∣R(aσ−1(i)aσ−1(i+1))aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
. (9)
The following cases arises in the arrangement of σ−1(i) and σ−1(i+ 1):
Case 1. {σ−1(i), σ−1(i + 1)} = {2s − 1, 2s} for some s = 1, ..., k, then since a2s−1 = a2s, the
curvature tensor is constantly zero. So (9) simply zero.
Case 2. σ−1(i) ∈ {2s − 1, 2s}, σ−1(i+ 1) ∈ {2t − 1, 2t} for different s, t ∈ {1, ..., k}. Without
loss of generality, assume σ−1(i) = 2s, σ−1(i+ 1) = 2t. Then (9) becomes
−
n∑
a2l−1=a2l=1
l=1,...,k
2k∑
j=i+2
(∇2k−2f)
(∣∣aσ−1(1) · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· ∣∣R(a2sa2t)aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
(10)
There will be a few situations that requires independent treatment.
Case 2.1. Both 2s− 1 and 2t− 1 does not appear in {σ−1(i+2), ..., σ−1(2k)}. Then (10) can
be rewritten as
−
n∑
a2l−1=a2l=1
l=1,...,k
2k∑
j=i+2
(∇2k−2f)
(∣∣aσ−1(1) · · · a2s−1 · · · a2t−1 · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· ∣∣R(a2sa2t)aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
= −
2k∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
n∑
u,v=1
(∇2k−2f)
(∣∣aσ−1(1) · · · u · · · v · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· ∣∣R(uv)aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
.
Here the order of a2s−1 and a2t−1 is not important, as will be explained later.
Now for every fixed j, σ−1(j) ∈ {2m − 1, 2m} for some m ∈ {1, ..., k}. Without loss of
generality, assume σ−1(j) = 2m and 2m − 1 appears in {σ−1(1), ..., σ−1(i − 1)}. From the
discussion in Section 3.1,
∣∣R(u, v)aσ−1(j)〉 = |R(u, v)a2m〉 =


−K|v〉 if a2m = u,
K|u〉 if a2m = v,
0 otherwise.
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Thus the sum can be rewritten as
K
2k∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t,l 6=m
n∑
u,v=1
(∇2k−2f)
(∣∣aσ−1(1) · · · u · · · v · · · u · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· |v〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
−K
2k∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t,l 6=m
n∑
u,v=1
(∇2k−2f)
(∣∣aσ−1(1) · · · u · · · v · · · v · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· |u〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
Writing θ⊗(k−1) as
θ⊗(k−1) =
n∑
a2l−1=a2l=1
l 6=s,t,m
∣∣a1a2 · · · ̂a2s−1a2s · · · ̂a2t−1a2t · · · ̂a2m−1a2m · · · a2k−1a2k〉 n∑
u,v=1
|uuvv〉.
we see that for each j = i+ 2, ..., 2k, the tensors
n∑
a2l−1=a2l=1
l 6=s,t,m
n∑
u,v=1
∣∣aσ−1(1) · · · u · · · v · · · u · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)vaσ−1(j+1) · · · aσ−1(2k)〉
(11)
n∑
a2l−1=a2l=1
l 6=s,t,m
n∑
u,v=1
∣∣aσ−1(1) · · · u · · · v · · · v · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)uaσ−1(j+1) · · · aσ−1(2k)〉
(12)
are both permutations of θ⊗(k−1). From the induction hypothesis of the theorem, their actions
on f via ∇2k−2 results in a scalar multiple of f . So summing up different j results in a scalar
multiple of f as well. Thus the conclusion follows in this case.
Now we explain why our assumptions above bring no loss of generality.
(1) If instead, 2m − 1 is in {σ−1(i + 2), ..., σ−1(j − 1)} (or {σ−1(j + 1), ..., σ−1(2k)}), then
the corresponding tensors (11) and (12) are modified to
n∑
a2l−1=a2l=1
l 6=s,t,m
n∑
u,v=1
∣∣aσ−1(1) · · · u · · · v · · · aσ−1(i−1)aσ−1(i+2) · · · u · · · aσ−1(j−1)vaσ−1(j+1) · · · aσ−1(2k)〉
n∑
a2l−1=a2l=1
l 6=s,t,m
n∑
u,v=1
∣∣aσ−1(1) · · · u · · · v · · · aσ−1(i−1)aσ−1(i+2) · · · v · · · aσ−1(j−1)uaσ−1(j+1) · · · aσ−1(2k)〉,
or
n∑
a2l−1=a2l=1
l 6=s,t,m
n∑
u,v=1
∣∣aσ−1(1) · · · u · · · v · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)vaσ−1(j+1) · · · u · · · aσ−1(2k)〉
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n∑
a2l−1=a2l=1
l 6=s,t,m
n∑
u,v=1
∣∣aσ−1(1) · · · u · · · v · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)uaσ−1(j+1) · · · v · · · aσ−1(2k)〉,
all of which are permutations of θ⊗k.
(2) If instead, σ−1(j) = 2m− 1, it is easy for the reader to check that the process is indeed
verbatim, as a2m = a2m−1. We will not elaborate the process here.
(3) If the order of a2s−1 and a2t−1 is swapped, this amounts to be swapping the position of
the first u and v. The corresponding tensors (11) and (11) stay as permutations of θ⊗k.
(4) If (σ−1(i), σ−1(i+1)) = (2s−1, 2t) (or (2s, 2t−1), or (2s−1, 2t−1), respectively), then
with the assumption that both 2s and 2t−1 (or 2s−1 and 2t), or 2s and 2t), respectively)
are sitting in {σ−1(1), ..., σ−1(i−1)}, it is also easy for the reader to find that the process
is indeed verbatim, as a2s = a2s−1 and a2t = a2t−1. We will not elaborate the process
here.
This comment on the generality applies to all the subcases discussed below and shall not be
repeated henceforth.
Case 2.2. One of 2s − 1, 2t − 1 appears in {σ−1(i + 2), ..., σ−1(2k)} but the other does not.
Without loss of generality, say 2s − 1 ∈ {σ−1(1), ..., σ−1(i − 1)} and 2t − 1 = σ−1(j0) for some
j0 ≥ i+ 2. Then (9) becomes
−
n∑
a2l−1=a2l=1
l=1,...,k
j0−1∑
j=i+2
(∇2k−2f)
(∣∣aσ−1(1) · · · a2s−1 · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· ∣∣R(a2sa2t)aσ−1(j)〉∣∣aσ−1(j+1) · · · a2t−1 · · · aσ−1(2k)〉
) (13)
−
n∑
a2l−1=a2l=1
l=1,...,k
(∇2k−2f)
(∣∣aσ−1(1) · · · a2s−1 · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· |R(a2sa2t)a2t−1〉
∣∣aσ−1(j+1) · · · · · · aσ−1(2k)〉
) (14)
−
n∑
a2l−1=a2l=1
l=1,...,k
2k∑
j=j0+1
(∇2k−2f)
(∣∣aσ−1(1) · · · a2s−1 · · · aσ−1(i−1)aσ−1(i+2) · · · a2t−1 · · · aσ−1(j−1)〉
·
∣∣R(a2sa2t)aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
.
(15)
The sum (13) and (15) can be similarly handled as in Case 2.1. For the sum (14), using the fact
that a2t = a2t−1, we have
|R(a2sa2t)a2t−1〉 =
{
K|a2s〉 if a2t = a2t−1 6= a2s,
0 if a2t = a2t−1 = a2s.
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Thus (14) becomes
−K
n∑
a2l−1=a2l=1
l=1,...,k
a2s 6=a2t
(∇2k−2f)
(∣∣aσ−1(1) · · · a2s−1 · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· |a2s〉
∣∣aσ−1(j+1) · · · · · · aσ−1(2k)〉
)
,
which can be further simplified as
−K(n− 1)
n∑
a2l−1=a2l=1
l=1,...,k,l 6=t
(∇2k−2f)
(∣∣aσ−1(1) · · · a2s−1 · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j0−1)〉
· ∣∣a2saσ−1(j0+1) · · · · · · aσ−1(2k)〉
)
.
If we write θ⊗(k−1) as
θ⊗(k−1) =
n∑
a2l−1=a2l=1
l=1,...,k,l 6=t
∣∣a1a2 · · · a2s−1a2s · · · ̂a2t−1a2t · · · a2k−1a2k〉,
then it is immediately seen that the sum (14) is the action of a permutation of θk−1. By induction
hypothesis, (14) is also a scalar multiple of f .
Case 2.3. Both 2s−1 and 2t−1 appear in {σ−1(i+2), ..., σ−1(2k)}. Without loss of generality,
assume σ−1(j1) = 2s− 1, σ−1(j2) = 2t− 1 with j1 < j2. Then (10) can be written as
−
n∑
a2l−1=a2l=1
l=1,...,k
j1−1∑
j=i+2
(∇2k−2f)
(∣∣aσ−1(1) · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· ∣∣R(a2sa2t)aσ−1(j)〉∣∣aσ−1(j+1) · · · a2s−1 · · · a2t−1 · · · aσ−1(2k)〉
)
(16)
−
n∑
a2l−1=a2l=1
l=1,...,k
(∇2k−2f)
(∣∣aσ−1(1) · · · aσ−1(i−1)aσ−1(i+2) · · · aσ−1(j−1)〉
· |R(a2sa2t)a2s−1〉
∣∣aσ−1(j+1) · · · a2t−1 · · · aσ−1(2k)〉
) (17)
−
n∑
a2l−1=a2l=1
l=1,...,k
j2−1∑
j=j1+1
(∇2k−2f)
(∣∣aσ−1(1) · · · aσ−1(i−1)aσ−1(i+2) · · · a2s−1 · · · aσ−1(j−1)〉
· ∣∣R(a2sa2t)aσ−1(j)〉∣∣aσ−1(j+1) · · · a2t−1 · · · aσ−1(2k)〉
) (18)
−
n∑
a2l−1=a2l=1
l=1,...,k
(∇2k−2f)
(∣∣aσ−1(1) · · · aσ−1(i−1)aσ−1(i+2) · · · a2s−1 · · · aσ−1(j−1)〉
· |R(a2sa2t)a2t−1〉
∣∣aσ−1(j+1) · · · aσ−1(2k)〉
) (19)
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−
n∑
a2l−1=a2l=1
l=1,...,k
2k∑
j=i+2
(∇2k−2f)
(∣∣aσ−1(1) · · · aσ−1(i−1)aσ−1(i+2) · · · a2s−1 · · · a2t−1 · · · aσ−1(j−1)〉
· ∣∣R(a2sa2t)aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k)〉
)
.
(20)
The sums (16), (18), and (20) can be similarly processed as in Case 2.1, while the sums (17) and
(19) can be processed similarly as in Case 2.2 with trivial modifications. We shall not repeat the
discussion here. If instead, j1 > j2, this amounts to be swapping a2s−1 and a2t−1. The process
is still similar.
Proof of the Theorem. We first note that
(∇2kf)(θ⊗k) = (−λ)kf ∈ Cf.
Since t1 = (12), t2 = (23), ..., t2k−1 = (2k− 1, 2k) generates S2k, any σ ∈ S2k can be written as a
product tik · · · ti1 . The proposition then allows us to conclude that
(∇2kf)(tij+1tij · · · ti1θ⊗k)− (∇2kf)(tij · · · ti1θ⊗k) ∈ Cf.
for every j = 0, ..., k − 1. Summed up with all j’s, we see that
(∇2kf)(σθ⊗k)− (∇2kf)(θ⊗k) ∈ Cf.
It then follows from (∇2kf)(θ⊗k) ∈ Cf that
(∇2kf)(σ(θ⊗k)) ∈ Cf.

4.3. Along the non-O(n,R)-invariant tensors. Now we look at the action of the other type
of parallel tensors. We have the following theorem:
Theorem 4.3. For any σ ∈ S2k+n,
(∇2k+nf)(σ(θ⊗k · Λ)) = 0.
Proof. We argue by induction on k. For the base case k = 0, it suffices to argue that
(∇nf)(Λ) = 0.
as permutations on Λ only changes the sign of the tensor. Using the notation introduced in the
proof of Proposition 4.2,
Λ =
∑
µ∈Sn
(−1)µ|µ(1) · · · µ(n)〉.
Let An be the subgroup formed by the even permutations. Then Sn = An ∪ (n− 1, n)An. This
allows us to write
Λ =
∑
µ∈An
|µ(1) · · · µ(n− 1)µ(n)〉 −
∑
µ∈An
|µ(1) · · · µ(n)µ(n− 1)〉.
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Note that for every µ ∈ An, it follows from the first part of Theorem 3.1 that
(∇nf)(|µ(1) · · · µ(n− 1)µ(n)〉) = (∇nf)(|µ(1) · · · µ(n)µ(n− 1)〉).
This shows (∇nf)(Λ) is simply a sum of zeros. Thus follows the conclusion.
Now assume the conclusion holds for k − 1. Based on the induction hypothesis, we similar
proceed to prove the following proposition.
Proposition 4.4. For any σ ∈ S2k+n and any i = 1, ..., 2k + n− 1,
(∇2kf)(σ(θ⊗k ⊗ Λ))− (∇2kf)((i, i + 1)σ(θ⊗k ⊗ Λ)) = 0.
Proof of the Proposition. Let
σ =
(
1 2 · · · 2k 2k + 1 2k + 2 · · · 2k + n
σ(1) σ(2) · · · σ(2k) i1 i2 · · · in
)
.
Without loss of generality, we assume that i1 < i2 < · · · < in, as permuting i1, ..., in only brings
a sign change to the tensor σ(θ⊗k ⊗ Λ). Then we can write the tensor σ(θ⊗k ⊗ Λ) as
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ∣∣aσ−1(1) · · · aσ−1(i1−1)µ(1)aσ−1(i1+1) · · · · · · aσ−1(in−1)µ(n)aσ−1(in+1) · · · aσ−1(2k+n)〉.
Regarding the transposition (i, i+1), essentially there are four cases to consider. For exposition
purposes, we will first study four special subcases, then generalize.
Case 1. i ≥ in + 1. In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i + 1)σ(θ⊗k ⊗ Λ)
= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · · · ·µ(n)aσ−1(in+1) · · · aσ−1(j−1)〉
·
∣∣R(aσ−1(i), aσ−1(i+1))aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
For each fixed µ ∈ Sn, we can take care of the sum similarly as in Proposition 4.2. The only
difference here lies on the occurrence of µ(1), ..., µ(n) in the front, which does not change the
process. At the end of the day, (∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)(σ(θ⊗k ⊗ Λ) is the same as an
action of some (2k + n − 2)-degree tensor of f which is a permutation of θ⊗(k−1) ⊗ Λ. By the
induction hypothesis, (∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)(σ(θ⊗k ⊗ Λ) = 0.
Case 2. i = in. In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i+ 1)σ(θ⊗k ⊗ Λ)
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= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(n− 1) · · · aσ−1(in−1)〉
·
∣∣aσ(in+2) · · · aσ−1(j−1)〉∣∣R(µ(n), aσ−1(in+1))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
(21)
The process is similar to Proposition 4.2 but with a slightly less trivial modification. For expo-
sition purposes, we will go through the details here.
Let σ−1(in+1) ∈ {2s − 1, 2s} for some s = 1, ..., k. Without loss of generality, assume
σ−1(in+1) = 2s.
Case 2.1. 2s − 1 appears in {σ−1(1), ..., σ−1(in − 1)}. Then (21) can be rewritten as
−
2k+n∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · a2s−1 · · · µ(n− 1) · · · aσ−1(in−1)〉
· ∣∣aσ(in+2) · · · aσ−1(j−1)〉∣∣R(µ(n), a2s)aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
(22)
Here the exact position of a2s−1 is not important. Now for each fixed j ∈ {i+ 2, ..., 2k + n}, let
σ−1(j) ∈ {2t − 1, 2t} for some t = {1, ..., k} depending on j. Without loss of generality, assume
σ−1(j) = 2t and 2t− 1 also also appears in {σ−1(1), ..., σ−1(in − 1)}. So (22) can be computed
as follows
−
2k+n∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · a2s−1 · · · a2t−1 · · ·µ(n− 1) · · · aσ−1(in−1)〉
· ∣∣aσ(in+2) · · · aσ−1(j−1)〉|R(µ(n), a2s)a2t〉
·
∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
= −
2k+n∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
∑
µ∈Sn
n∑
u,v=1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · u · · · v · · ·µ(n− 1) · · · aσ−1(in−1)〉
· ∣∣aσ(in+2) · · · aσ−1(j−1)〉|R(µ(n), u)v〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
(23)
Here again the exact position of a2t−1 is not important. Note that
|R(µ(n), u)v〉 =


K|µ(n)〉 if u = v 6= µ(n)
−K|u〉 if v = µ(n)
0 otherwise.
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Excluding the zero terms in (23), the sum is equal to
−K(n− 1)
2k+n∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
∑
µ∈Sn
n∑
u=1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · u · · · u · · · µ(n− 1) · · · aσ−1(in−1)〉
·
∣∣aσ(in+2) · · · aσ−1(j−1)µ(n)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
(24)
+K
2k+n∑
j=i+2
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
∑
µ∈Sn
n∑
u=1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · u · · ·µ(n) · · · µ(n− 1) · · · aσ−1(in−1)〉
· ∣∣aσ(in+2) · · · aσ−1(j−1)u〉∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
(25)
Writing θ⊗(k−1) ⊗ Λ as
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
∣∣a1a2 · · · ̂a2s−1a2s · · · ̂a2t−1a2t · · · a2k−1a2k〉 n∑
u=1
|uu〉
∑
µ∈Sn
(−1)µ|µ(1) · · · µ(n)〉,
we see that for each j = i + 2, ..., 2k + n, the corresponding summand in both (24) and (25)
coincide with a scalar multiple of the action of some permutation of θ⊗(k−1) ⊗ Λ on f . By
induction hypothesis, both (24) and (25) are then a sum of zeros. The conclusion then follows
in this case.
Now we explain why our assumptions bring no loss of generality.
(1) If instead, σ−1(in) = 2s−1, then with the assumption that 2s ∈ {σ−1(1), ..., σ−1(in−1)},
the discussion is verbatim, as a2s = a2s−1.
(2) If σ−1(j) = 2t and 2t− 1 now appears in {σ−1(in +1), ..., σ−1(2k+ n)}, this amounts to
be moving the first v in (23) to either the second line or the third line. Thus the second
u in (24) is moved in to the second line or the third line, and the µ(n) in (25) is moved
into the second line, before u or after u. The conclusion that (24) and (25) are actions
of permutations of θk−1 ⊗ Λ is unchanged.
(3) If σ−1(j) = 2t−1 and 2t appears anywhere, the discussion is also verbatim, as a2t−1 = a2t.
This comment applies to all the cases to be discussed below and shall not be repeated.
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Case 2.2. σ−1(in+1) = 2s for some s = 1, ..., k and 2s−1 appears in {σ−1(in+2), ..., σ−1(2k+
n)}. Say σ−1(j0) = 2s− 1. Then (21) becomes
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
j0−1∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · · µ(n− 1) · · · aσ−1(in−1)〉
·
∣∣aσ(in+2) · · · aσ−1(j−1)〉∣∣R(µ(n), a2s)aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · a2s−1 · · · aσ−1(2k+n)〉
)
(26)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(n− 1) · · · aσ−1(in−1)〉
·
∣∣aσ(in+2) · · · aσ−1(j−1)〉|R(µ(n), a2s)a2s−1〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
(27)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=j0+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · · µ(n− 1) · · · aσ−1(in−1)〉
· ∣∣aσ(in+2) · · · a2s−1 · · · aσ−1(j−1)〉∣∣R(µ(n), a2s)aσ−1(j)〉
·
∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
(28)
The sums (26) and (28) can be handled similarly as in Case 2.1. For the sum (27), note that
|R(µ(n), a2s)a2s−1〉 is nonzero only when a2s = a2s−1 6= µ(n), with the value being K|µ(n)〉.
Thus (25) is simply
−K(n− 1)
n∑
a2l−1=a2l=1
l=1,...,k,l 6=s
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(n− 1) · · · aσ−1(in−1)〉
· ∣∣aσ(in+2) · · · aσ−1(j−1)µ(n)aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
which coincides with the action of a permutation of θ⊗(k−1) ⊗ Λ and thus is zero.
Case 3. i = in − 1 > in−1. In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i + 1)σ(θ⊗k ⊗ Λ)
= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · · · ·µ(n− 1) · · · aσ−1(in−2)〉
· ∣∣aσ−1(in+1) · · · aσ−1(j−1)〉∣∣R(aσ−1(in−1), µ(n))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
Using R(aσ−1(in−1), µ(n)) = −R(µ(n), aσ−1(in−1)), we can apply the same procedure as we did
for Case 2. We shall not repeat the details here.
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Case 4. i = in − 1 = in−1. In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i+ 1)σ(θ⊗k ⊗ Λ)
= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(n− 2) · · · aσ−1(in−2)〉
·
∣∣aσ−1(in+1) · · · aσ−1(j−1)〉∣∣R(µ(n− 1), µ(n))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
(29)
We fix j. Without loss of generality, let σ−1(j) = 2s and let 2s− 1 appears before the curvature
tensor. Note that R(µ(n − 1), µ(n))a2s is nonzero only when a2s = µ(n − 1) and a2s = µ(n).
Thus (29) simplifies as
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · a2s−1 · · ·µ(n− 2) · · · aσ−1(in−2)〉
·
∣∣aσ−1(in+1) · · · aσ−1(j−1)〉|R(µ(n− 1), µ(n))a2s〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
= K
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s
∑
µ∈Sn
2k+n∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · · · ·µ(n− 1) · · · µ(n− 2) · · · aσ−1(in−2)〉
· ∣∣aσ−1(in+1) · · · aσ−1(j−1)〉|µ(n)〉
·
∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
−K
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · · · ·µ(n) · · · µ(n− 2) · · · aσ−1(in−2)〉
· ∣∣aσ−1(in+1) · · · aσ−1(j−1)〉|µ(n− 1)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
.
Each sum is zero by the same reason at the end of the previous cases.
Having studied the special cases above, now we investigate their generalizations.
Case 5. im−1 + 1 ≤ i ≤ im − 2 for each m = 1, 2, ..., n (here we regard i0 = 0). In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i + 1)σ(θ⊗k ⊗ Λ)
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= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
im−1∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · · · ·µ(m− 1)aσ−1(im−1+1) · · · aσ−1(i−1)〉
·
∣∣aσ−1(i+2) · · · aσ−1(j−1)〉∣∣R(aσ−1(i), aσ−1(i+1))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · µ(m) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(30)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(m− 1)aσ−1(im−1+1) · · · aσ−1(i−1)〉
·
∣∣aσ−1(i+2) · · · aσ−1(im−1)〉∣∣R(aσ−1(i), aσ−1(i+1))µ(m)〉
· ∣∣aσ−1(j+1) · · ·µ(m) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(31)
−
n−1∑
p=m+1
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
ip+1−1∑
j=ip+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · µ(m− 1)aσ−1(im−1+1) · · · aσ−1(i−1)〉
·
∣∣aσ−1(i+2) · · ·µ(m) · · · · · ·µ(p− 1) · · · aσ−1(j−1)〉
· ∣∣R(aσ−1(i), aσ−1(i+1))aσ−1(j)〉
·
∣∣aσ−1(j+1) · · ·µ(p+ 1) · · · · · · µ(n)aσ−1(2k+n)〉
)
(32)
−
n∑
p=m+1
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · · · ·µ(m− 1)aσ−1(im−1+1) · · · aσ−1(i−1)〉
· ∣∣aσ−1(i+2) · · ·µ(m) · · · · · ·µ(p− 1)aσ−1(ip−1)〉
· ∣∣R(aσ−1(i), aσ−1(i+1))µ(p)〉
· ∣∣aσ−1(j+1) · · · µ(p+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(33)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=in+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(m− 1)aσ−1(im−1+1) · · · aσ−1(i−1)〉
·
∣∣aσ−1(i+2) · · ·µ(m) · · · · · ·µ(n) · · · aσ−1(j−1)〉
· ∣∣R(aσ−1(i), aσ−1(i+1))aσ−1(j)〉∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
(34)
The sums (30), (32) and (34) can be handled as in Proposition 4.2 or Case 1 here. Also note that
the sum (31) is simply a special case for (33) when p = m. Thus we will handle the summand of
(33) for each p = m, ..., n.
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Case 5.1. {σ−1(i), σ−1(i + 1)} = {2s − 1, 2s} for some s = 1, ..., k. Similar as Case 2.1 in
Proposition 4.2, we have zero.
Case 5.2. σ−1(i) = 2s, σ−1(i+1) = 2t for some s, t = 1, ..., k, s 6= t. Without loss of generality,
we assume 2s− 1 and 2t− 1 both appear in {σ−1(1), ..., σ−1(i− 1)}. Then the sum of (31) and
(33) can be rewritten as
−
n∑
p=m
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
∑
µ∈Sn
n∑
u,v=1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · u · · · v · · ·µ(m− 1) · · · aσ−1(i−1)〉
· ∣∣aσ−1(i+2) · · · µ(m) · · · · · ·µ(p− 1) · · · aσ−1(ip−1)〉
· |R(u, v)µ(p)〉∣∣aσ−1(j+1) · · ·µ(p+ 1) · · · µ(n) · · · aσ−1(2k+n)〉
)
Note that
|R(u, v)µ(p)〉 =


−K|v〉 if u = µ(p), v 6= µ(p),
K|u〉 if u 6= µ(p), v = µ(p),
0 otherwise.
Thus (33) equals to
K
n∑
p=m
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
∑
µ∈Sn
n∑
v=1
v 6=µ(p)
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · · µ(p) · · · v · · ·µ(m− 1) · · · aσ−1(i−1)〉
· ∣∣aσ−1(i+2) · · · µ(m) · · · · · · µ(p− 1) · · · aσ−1(ip−1)〉
· |v〉∣∣aσ−1(j+1) · · ·µ(p+ 1) · · · · · ·µ(n) · · · aσ−1(2k+n)〉
)
−K
n∑
p=m
n∑
a2l−1=a2l=1
l=1,...,k
l 6=s,l 6=t
∑
µ∈Sn
n∑
u=1
u 6=µ(p)
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · u · · · µ(p) · · ·µ(m− 1) · · · aσ−1(i−1)〉
· ∣∣aσ−1(i+2) · · ·µ(m) · · · · · ·µ(p− 1) · · · aσ−1(ip−1)〉
· |u〉∣∣aσ−1(j+1) · · ·µ(p + 1) · · · · · ·µ(n) · · · aσ−1(2k+n)〉
)
Notice that the requirements v 6= µ(p) in the first sum and u 6= µ(p) in the second sum can
be eliminated, as the extra terms introduced adds up to zero. Then for each p = m, ..., n, the
summands of both the first and the second sums are actions of a permutation of θ⊗(k−1) ⊗Λ on
f . By the induction hypothesis, they are all zero.
Case 6. i = im−1 < im − 1 for m = 2, ..., n − 1. In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i + 1)σ(θ⊗k ⊗ Λ)
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= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
im−1∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · · · ·µ(m− 2) · · · aσ−1(j−1)〉
·
∣∣R(µ(m− 1), aσ−1(im−1+1))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · µ(m) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(35)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(m− 2) · · · aσ−1(im−1−1)〉
·
∣∣R(µ(m− 1), aσ−1(im−1+1))µ(m)〉
· ∣∣aσ−1(im+1) · · · µ(m+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(36)
−
n−1∑
p=m
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
ip+1−1∑
j=ip+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · µ(m− 2) · · · µ(m) · · ·µ(p− 1)〉
·
∣∣∣aσ−1(ip−1+1) · · · aσ−1(j−1)〉
· ∣∣R(µ(m− 1), aσ−1(im−1+1))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · ·µ(p+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(37)
−
n∑
p=m+1
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · µ(m− 2) · · · µ(m) · · · µ(p− 1)〉
· ∣∣aσ−1(ip+1) · · · aσ−1(ip−1)〉∣∣R(µ(m− 1), aσ−1(im−1+1))µ(p)〉
· ∣∣aσ−1(ip+1) · · ·µ(p+ 1) · · · · · · µ(n)aσ−1(2k+n)〉
)
(38)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=in+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · µ(m− 2) · · · µ(m) · · · µ(n) · · · aσ−1(j−1)〉
·
∣∣R(µ(m− 1), aσ−1(im−1+1))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
(39)
The sums (35), (37) and (39) can be handled as in Case 2. The sum (36) is simply a special case
for (38) when p = m. We will handle the summand of (38) for each p = m, ..., n.
Without loss of generality, let σ−1(im−1) = 2s and assume 2s−1 appears in {σ−1(1), ..., σ−1(i)}.
Then the sum of (36) and (38) can be rewritten as
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−
n∑
p=m
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
n∑
u=1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · u · · · µ(m− 2) · · · µ(m) · · ·µ(p − 1)〉
·
∣∣∣aσ−1(ip−1+1) · · · aσ−1(ip−1)〉|R(µ(m− 1), u)µ(p)〉
· ∣∣aσ−1(ip+1) · · · µ(p+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
= −K
n∑
p=m
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · µ(p) · · · µ(m− 2) · · · µ(m) · · ·µ(p − 1)〉
·
∣∣∣aσ−1(ip−1+1) · · · aσ−1(ip−1)〉|µ(m− 1)〉
·
∣∣aσ−1(ip+1) · · ·µ(p + 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
This is again zero.
Case 7. i = im − 1 > im−1 for m = 1, 2, ..., n − 1. In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i + 1)σ(θ⊗k ⊗ Λ)
= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
im+1−1∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(m− 1) · · · aσ−1(im−2)〉
·
∣∣R(aσ−1(im−1), µ(m))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · ·µ(m+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(m− 1) · · · aσ−1(im−2)〉
· ∣∣R(aσ−1(im−1), µ(m))µ(m + 1)〉
· ∣∣aσ−1(j+1) · · ·µ(m+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
−
n−1∑
p=m+1
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
ip+1−1∑
j=ip+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · µ(m− 1) · · · µ(m+ 1) · · · µ(p− 1)〉
·
∣∣∣aσ−1(ip−1+1) · · · aσ−1(j−1)〉∣∣R(aσ−1(im−1), µ(m))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · ·µ(p+ 1) · · · · · · µ(n)aσ−1(2k+n)〉
)
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−
n∑
p=m+1
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · µ(m− 1) · · · µ(m+ 1) · · · µ(p− 1)〉
·
∣∣∣aσ−1(ip−1+1) · · · aσ−1(ip−1)〉∣∣R(aσ−1(im−1), µ(m))µ(p)〉
·
∣∣aσ−1(ip+1) · · ·µ(p+ 1) · · · · · · µ(n)aσ−1(2k+n)〉
)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=in+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · µ(m− 1) · · · µ(m+ 1) · · · µ(n)〉
· ∣∣aσ−1(in−1)+1 · · · aσ−1(j−1)〉∣∣R(aσ−1(im−1), µ(m))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
Using R(aσ−1(im−1), µ(m)) = −R(µ(m), aσ−1(im−1)), this case can be similarly handled as in
Case 6. We will not repeat the discussion here.
Case 8. i = im−1 = im − 1 for m = 2, ..., n − 1. In this case,
(∇2k+nf)(σ(θ⊗k ⊗ Λ)− (∇2k+nf)((i, i + 1)σ(θ⊗k ⊗ Λ)
= −
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
im+1−1∑
j=i+2
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(m− 2) · · · aσ−1(im−1−1)〉
·
∣∣R(µ(m− 1), µ(m))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · ·µ(m+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(40)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · · · ·µ(m− 2) · · · aσ−1(im−2)〉
· |R(µ(m− 1), µ(m))µ(m + 1)〉
· ∣∣aσ−1(j+1) · · ·µ(m+ 1) · · · · · ·µ(n)aσ−1(2k+n)〉
)
(41)
−
n−1∑
p=m+1
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
ip+1−1∑
j=ip+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · µ(m− 2) · · · µ(m+ 1) · · · µ(p− 1)〉
·
∣∣∣aσ−1(ip−1+1) · · · aσ−1(j−1)〉∣∣R(µ(m− 1), µ(m))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · ·µ(p+ 1) · · · · · · µ(n)aσ−1(2k+n)〉
)
(42)
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−
n∑
p=m+2
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · · µ(1) · · · µ(m− 2) · · · µ(m+ 1) · · · µ(p− 1)〉
·
∣∣∣aσ−1(ip−1+1) · · · aσ−1(ip−1)〉|R(µ(m− 1), µ(m))µ(p)〉
·
∣∣aσ−1(ip+1) · · ·µ(p+ 1) · · · · · · µ(n)aσ−1(2k+n)〉
)
(43)
−
n∑
a2l−1=a2l=1
l=1,...,k
∑
µ∈Sn
2k+n∑
j=in+1
(−1)µ(∇2k+n−2f)
(∣∣aσ−1(1) · · ·µ(1) · · · µ(m− 2) · · · µ(m+ 1) · · · µ(n)〉
· ∣∣aσ−1(in+1) · · · aσ−1(j−1)〉∣∣R(µ(m− 1), µ(m))aσ−1(j)〉
· ∣∣aσ−1(j+1) · · · aσ−1(2k+n)〉
)
(44)
The sums (40), (42) and (44) can all be handled similarly as in Case 4, while (41) and (43) are
all zero, as µ(m− 1), µ(m) and µ(p) are all distinct for p = m+ 1, ..., n.
Proof of the Theorem. Write σ as a product of transpositions proceed with induction similar to
Theorem 4.1. We will not repeat the arguments here. 
Therefore we conclude the following theorem.
Theorem 4.5. Let f be an eigenfunction of the Laplace-Beltrami operator. Then as a vector
space, Π(T (TM))f = Cf .
Remark 4.6. The same argument also shows that
Π(T (TM))f = Rf
for eigenfunctions f with real eigenvalues.
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