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DISCRETIZATION OF THE POROELASTIC EQUATIONS ∗
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Abstract. In this paper, we present block preconditioners for a stabilized discretization of the
poroelastic equations developed in [45]. The discretization is proved to be well-posed with respect to
the physical and discretization parameters, and thus provides a framework to develop preconditioners
that are robust with respect to such parameters as well. We construct both norm-equivalent (diag-
onal) and field-of-value-equivalent (triangular) preconditioners for both the stabilized discretization
and a perturbation of the stabilized discretization that leads to a smaller overall problem after static
condensation. Numerical tests for both two- and three-dimensional problems confirm the robustness
of the block preconditioners with respect to the physical and discretization parameters.
Key words. Poroelasticity, Stable finite elements, Block preconditioners, Multigrid
1. Introduction. In this work, we study the quasi-static Biot model for soil
consolidation, where we assume a porous medium to be linearly elastic, homogeneous,
isotropic, and saturated by an incompressible Newtonian fluid. According to Biot’s
theory [7], the consolidation process satisfies the following system of partial differential
equations (PDEs):
equilibrium equation: −divσ′ + α∇ p = ρg, in Ω,
constitutive equation: σ′ = 2µε(u) + λ div(u)I, in Ω,
compatibility condition: ε(u) =
1
2
(∇u+∇ut), in Ω,
Darcy’s law: w = − 1
µf
K(∇p− ρfg), in Ω,
continuity equation:
∂
∂t
(
1
M
p+ α divu
)
+ divw = f, in Ω,
where λ and µ are the Lame´ coefficients, α is the Biot-Willis constant, M is the
bulk modulus, K is the absolute permeability tensor of the porous medium, µf is
the viscosity of the fluid, I is the identity tensor, u is the displacement vector, p is
the pore pressure, σ′ and  are the effective stress and strain tensors for the porous
medium, and w is the percolation velocity, or Darcy’s velocity, of the fluid relative
to the soil. The right-hand term g is the density of applied body forces and the
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source term f represents a forced fluid extraction or injection process. We consider a
bounded open subset Ω ⊂ Rd, d = 2, 3 with regular boundary Γ.
In many physical applications, the values of some of the parameters described
above may vary over orders of magnitude. For instance, in geophysical applications,
the permeability can typically range from 10−9 to 10−21m2 [35, 49]. Similarly, in bio-
physical applications such as in the modeling of soft tissue or bone, the permeability
can range from 10−14 to 10−16m2 [6, 46, 48]. The Poisson ratio, which is the ratio of
transverse strain to axial strain, ranges from 0.1 to 0.5 in these applications as well.
A Poisson ratio of 0.5 indicates an incompressible material, at which the Biot model
resembles a saddle point system. Due to the variation in relevant values of these
physical parameters, it is important to use discretizations that are stable, indepen-
dently of the parameters. Therefore, in this work we build upon a parameter-robust
discretization introduced in [45].
There are several formulations of Biot’s model, and many stable finite-element
schemes have been developed for each of them. For instance, in what is called the
two-field formulation (displacement and pressure are unknowns), Taylor-Hood ele-
ments which satisfy an appropriate inf-sup condition have been used [41, 42, 43].
Unstable finite-element pairs with appropriate stabilization techniques, such as the
MINI element have also been developed [44]. Robust block preconditioners for the
two-field formulation were studied in [2]. For three-field formulations (displacement,
pressure, and Darcy velocity are unknowns), a parameter-independent approach is
found in [29]. There, the parameter-robust stability is studied based on a slightly
different norm used here, and robust block diagonal preconditioners are proposed.
Another stable discretization for the three-field formulation is Crouzeix-Raviart for
displacement, lowest order Raviart-Thomas-Ne´de´lec elements for Darcy’s velocity, and
piecewise constants for the pressure [31]. Additionally, a different three-field formula-
tion (displacement, fluid pressure, and total pressure are unknowns) was introduced
in [35] and a corresponding parameter-robust scheme is studied in the same paper.
For a four-field formulation (stress tensor, fluid flux, displacement, and pore-pressure
are unknowns), a stable discretization was developed in [34].
In all the cases above, typical discretizations result in a large-scale linear system
of equations to solve at each time step. Such linear systems are usually ill-conditioned
and difficult to solve in practice. Also, due to their size, iterative solution techniques
are usually considered. One approach to solving the coupled poromechanics equations
considered here is a sequential method, known as the fixed stress iteration, which
consists of first approximating either the geomechanical part or the fluid flow and
then solving the remaining system. This is then repeated until the solution has
converged to within a specified tolerance (see [3, 5, 9, 10, 40] for details). Another
approach, is to solve the linear system simultaneously for all unknowns. Examples of
this in poromechanics can be found in [2, 12, 22, 24, 25, 37] and the references within.
Analysis from [13, 50] indicates that such a fully-implicit method outperforms the
convergence rate of the sequential-implicit methods.
Thus, in this work, we take the latter approach and develop robust block precon-
ditioners (e.g. [19, 20, 26]) to accelerate the convergence of Krylov subspace methods
solving the full linear system of equations resulting from the discretization of a three-
field formulation of Biot’s model. The proposed preconditioners take advantage of the
block structure of the discrete model, decoupling the different fields at the precondi-
tioning stage. Such block preconditioning is primarily attractive due to its simplicity,
which allows us to focus on the character of the diagonal blocks, and to leverage
extensive work on solving simpler problems. For instance, one can take advantage
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of algebraic multigrid for some of the blocks [11], or auxiliary space decomposition
for others [4, 28]. Finally, since we use a stabilized discretization that is well-posed
with respect to the physical and discretization parameters [45], we are able to develop
robust block preconditioners that efficiently solve the linear systems, independently
of such parameters as well.
The rest of the paper is organized as follows. Section 2 reintroduces the three-
field formulation and stabilized finite-element discretization considered. Stability of a
perturbation to the finite-element discretization is discussed in Section 3. The block
preconditioners are then developed in Section 4, presenting both block diagonal and
block triangular approaches. Finally, numerical results confirming the robustness and
effectiveness of the preconditioners are shown in Section 5, and concluding remarks
are made in Section 6.
2. Three-Field Formulation and its Discretization. The focus of this paper
is on the three-field formulation, in which Darcy’s velocity, w, is also a primary
unknown in addition to the displacement, u, and pressure, p. As a result we have the
following system of PDEs:
−divσ′ + α∇p = ρg, where σ′ = 2µε(u) + λ div(u)I,
∂
∂t
(
1
M
p+ α divu
)
+ divw = f,
K−1µfw +∇p = ρfg.
This system is often subject to the following set of boundary conditions:
p = 0, for x ∈ Γt, σ′ n = 0, for x ∈ Γt,
u = 0, for x ∈ Γc, w · n = 0, for x ∈ Γc,
where n is the outward unit normal to the boundary, Γ = Γt∪Γc, with Γt and Γc being
open (with respect to Γ) subsets of Γ with nonzero measure and the line denoting the
closure. The initial condition at t = 0 is given by,(
1
M
p+ α divu
)
(x, 0) = 0, x ∈ Ω.
This yields the following mixed formulation for Biot’s three-field consolidation model:
For each t ∈ (0, T ], find (u(t), p(t),w(t)) ∈ V ×Q×W such that
a(u,v)− (αp,div v) = (ρg,v), ∀ v ∈ V ,(2.1) (
1
M
∂p
∂t
, q
)
+
(
α div
∂u
∂t
, q
)
+ (divw, q) = (f, q), ∀ q ∈ Q,(2.2)
(K−1µfw, r)− (p, div r) = (ρfg, r), ∀ r ∈W ,(2.3)
where,
(2.4) a(u,v) = 2µ
∫
Ω
ε(u) : ε(v) + λ
∫
Ω
divudiv v,
corresponds to linear elasticity and (·, ·) denotes the standard inner product on L2(Ω).
The function spaces used in the variational form are
V = {u ∈H1(Ω) | u|Γc = 0},
Q = L2(Ω),
W = {w ∈H(div,Ω) | (w · n)|Γc = 0},
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where H1(Ω) is the space of square integrable vector-valued functions whose first
derivatives are also square integrable, and H(div,Ω) contains the square integrable
vector-valued functions with square integrable divergence.
In [45], we developed a stabilized discretization for the three-field formulation
described above. Given a partition of the domain, Ω, into d-dimensional simplices,
Th, we associate a triple of piecewise polynomial, finite-dimensional spaces,
Vh ⊂ V , Qh ⊂ Q, Wh ⊂W .
More specifically, if we choose a piecewise linear continuous finite-element space, Vh,1,
enriched with edge/face (2D/3D) bubble functions, Vb, to form Vh = Vh,1⊕Vb (see [27,
pp. 145-149]), a lowest order Raviart-Thomas-Ne´de´lec space (RT0) for Wh, and
a piecewise constant space (P0) for Qh, Stokes-Biot stable conditions described in
Section 3 are satisfied and the formulation is well-posed. Then, using backward Euler
as a time discretization on a time interval (0, tmax ] with constant time-step size τ , the
discrete scheme corresponding to the three-field formulation (2.1)-(2.3) reads:
Find (umh , p
m
h ,w
m
h ) ∈ Vh ×Qh ×Wh such that
a(umh ,vh)− (αpmh ,div vh) = (ρg,vh), ∀ vh ∈ Vh,(
1
M
pmh , qh
)
+ (α divumh , qh) + τ(divw
m
h , qh) = (f˜ , qh), ∀ qh ∈ Qh,
τ(K−1µfwmh , rh)− τ(pmh ,div rh) = τ(ρfg, rh), ∀ rh ∈Wh,
where (f˜ , qh) = τ(f, qh) +
(
1
M p
m−1
h , qh
)
+
(
α divum−1h , qh
)
, and (umh , p
m
h ,w
m
h ) is an
approximation to (u(·, tm), p(·, tm),w(·, tm)) , at time tm = mτ, m = 1, 2, . . . . Note
that the last equation has been scaled by τ for symmetry.
Moreover, this discrete variational form can be represented in block matrix form,
(2.5) A

ubh
ulh
ph
wh
 = b, with A =

Abb Abl αB
T
b 0
ATbl All αB
T
l 0
−αBb −αBl 1MMp −τBw
0 0 τBTw τMw
 ,
where ub, ul, p, and w are the unknown vectors for the bubble components of the
displacement, the piecewise linear components of the displacement, the pressure, and
the Darcy velocity, respectively. The blocks in the definition of matrix A correspond
to the following bilinear forms:
a(ubh,v
b
h)→ Abb, a(ulh,vbh)→ Abl, a(ulh,vlh)→ All,
−(divubh, qh)→ Bb, −(divulh, qh)→ Bl, −(divwh, qh)→ Bw,
(K−1µfwh, rh)→Mw, (ph, qh)→Mp,
where uh = u
l
h + u
b
h, u
l
h ∈ Vh,1, ubh ∈ Vb, and an analogous decomposition for vh.
We further define two matrices for use later,
a(uh,vh)→ Au, −(divuh, qh)→ Bu,
such that Au =
(
Abb Abl
Alb All
)
and Bu =
(
Bb Bl
)
.
A noteworthy result of [45] is that one can replace the enrichment bubble block,
Abb, in (2.5) with a spectrally equivalent diagonal matrix, Dbb := (d + 1)diag(Abb),
ROBUST PRECONDITIONERS FOR POROELASTIC EQUATIONS 5
resulting in the following linear operator,
(2.6) AD =

Dbb Abl αB
T
b 0
ATbl All αB
T
l 0
−αBb −αBl 1MMp −τBw
0 0 τBTw τMw
 .
Not only is the resulting operator sparser than the operator in (2.5), the stabiliza-
tion term can be eliminated from the operator in a straightforward way (i.e., static
condensation), yielding,
(2.7) AE =
 All −ATblD−1bb Abl αBTl − αATblD−1bb BTb 0−αBl + αBbD−1bb Abl 1MMp + α2BbD−1bb BTb −τBw
0 τBTw τMw
 .
Thus, we obtain an optimal stable discretization with the lowest possible number of
degrees of freedom, equivalent to a discretization with P1-RT0-P0 elements, which
itself is not stable [45].
In [45], it is discussed that due to the spectral equivalence between Abb and Dbb,
the formulation (2.6) is still well-posed, and remains well-posed independently of the
physical and discretization parameters. In the following section, we show this in detail,
and prove that formulation (2.7) is also well posed independently of the physical and
discretization parameters.
3. Well-Posedness. The well-posedness of the discretized system provides a
convenient framework with which to construct block preconditioners. The discrete
system using bubble enriched P1-RT0-P0 finite elements (2.5), which will be referred
to as the “full bubble system”, is shown to be well-posed in [45]. However, since (2.5)
is indefinite, the well-posedness of (2.7) does not simply follow directly. Therefore,
in this section, we show well-posedness of (2.7), as well as (2.6), which enables block
preconditioners for both the full system and the “bubble-eliminated system” to be
constructed using the same framework. First, we give a short overview of the full
bubble system case.
To start, for any symmetric positive definite (SPD) matrix H, we define the
corresponding inner product as (u,v)H := (Hu,v) and the induced norm as
‖v‖2H := (v,v)H . In association with the discretized space, Xh := Vh×Qh×Wh, we
introduce the following weighted norm, for xh = (uh, ph,wh)
T ∈Xh,
(3.1) |||xh||| :=
[
‖uh‖2Au + c−1p ‖ph‖2Mp + τ‖wh‖2Mw + τ2cp‖Bwwh‖2M−1p
]1/2
,
where cp :=
(
α2
ζ2 +
1
M
)−1
with ζ :=
√
λ+ 2µ/d, and d = 2 or 3 is the dimension of
the problem. Under certain conditions (referred to as Stokes-Biot stability [45, Def.
3.1]) on the space Xh, the block matrix form A defined in (2.5) is well-posed with
respect to the weighted norm (3.1), i.e., the following continuity and inf-sup condition
hold for xh ∈Xh and yh = (vh, qh, rh)T ∈Xh,
sup
0 6=xh∈Xh
sup
06=yh∈Xh
(Axh,yh)
|||xh||||||yh||| ≤ ς,(3.2)
inf
0 6=yh∈Xh
sup
0 6=xh∈Xh
(Axh,yh)
|||xh||||||yh||| ≥ γ,(3.3)
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with constants ς > 0 and γ > 0 independent of mesh size h, time step size τ , and
the physical parameters. As mentioned earlier, these conditions are satisfied by our
choice of finite-element spaces.
System (2.6) satisfies similar continuity and inf-sup conditions. From [45], we
know that Abb is spectrally equivalent to Dbb and Au is spectrally equivalent to
ADu =
(
Dbb Abl
Alb All
)
, specifically,
(3.4) ‖ub‖Abb ≤ ‖ub‖Dbb ≤ η‖ub‖Abb and ‖u‖Au ≤ ‖u‖ADu ≤ η‖u‖Au ,
where the constant η depends only on the shape regularity of the mesh. The following
lemmas are useful for the later proofs.
Lemma 3.1. Given the system defined in (2.5),
‖Bv‖M−1p ≤
1
ζ
‖v‖Au ,
where (−div v, q)→ B, with q ∈ Qh and v ∈ Vh.
Proof. Observe that, for d = 2, 3, a(v,v) ≤ (2µ+ dλ)((v), (v)), for any v ∈ Vh.
By direct computation, this leads to
a(v,v) ≥ ζ2‖div v‖2 ≥ ζ2‖PQh div v‖2,
where PQh is the L
2-projection from Q onto Qh. As an abuse of notation, we use v
for the corresponding vector representation and write the above inequality in matrix
form, concluding that
‖Bv‖M−1p ≤
1
ζ
‖v‖Au .
Corollary 3.2. Considering only the bubble component for Lemma 3.1, we have
‖Bbxb‖M−1p ≤ ‖xb‖2Abb ≤ ‖xb‖2Dbb .
Proof. The first inequality follows the same arguments as the proof of Lemma 3.1
and the second inequality comes from the spectral equivalence of Abb and Dbb, i.e.,
(3.4).
Lemma 3.3. If the pair of finite-element spaces Vh×Qh is Stokes-stable, i.e., they
satisfy the following inf-sup condition [27],
(3.5) sup
v∈Vh
(div v, p)
‖v‖1 ≥ γ
0
B‖p‖, ∀ p ∈ Qh,
then, in matrix form, we have,
(3.6) ‖BTup‖A−1u ≥
γB
ζ
‖p‖Mp , ∀ p ∈ Qh,
with γB = γ
0
B/
√
d. Furthermore, from (3.4), we have,
(3.7) ‖BTup‖(ADu )−1 ≥
1
η
γB
ζ
‖p‖Mp , ∀ p ∈ Qh.
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Proof. In the proof, we use v to denote both the finite-element function and its
vector representation. Since Vh×Qh is Stokes stable, it satisfies the inf-sup condition
in (3.5), where γ0B > 0 is a constant that does not depend on mesh size. Using the
fact that a(u,u) ≤ (2µ+ dλ)((u), (u)), we have ‖v‖Au ≤
√
dζ‖v‖1. Then, for any
p ∈ Qh,
(3.8) sup
v∈Vh
(Buv, p)
‖v‖Au
≥ sup
v∈Vh
(div v, p)√
dζ‖v‖1
≥ γ
0
B√
dζ
‖p‖Mp =:
γB
ζ
‖p‖Mp .
Using (3.8) and
‖BTup‖A−1u = sup
v∈Vh
(v, BTup)
‖v‖Au
= sup
v∈Vh
(Buv, p)
‖v‖Au
,
(3.6) is obtained. Equation (3.7) follows from (3.4), the spectral equivalence of Au
and ADu .
With the above results, we now show the well-posedness of the system given by
(2.6).
Theorem 3.4. If (Vh,Wh, Qh) is Stokes-Biot stable, then:
sup
0 6=xh∈Xh
sup
06=yh∈Xh
(ADxh,yh)
‖xh‖D‖yh‖D ≤ ς˜ ,(3.9)
inf
0 6=yh∈Xh
sup
0 6=xh∈Xh
(ADxh,yh)
‖xh‖D‖yh‖D ≥ γ˜,(3.10)
where,
D =

Dbb Abl 0 0
ATbl All 0 0
0 0
(
α2
ζ2 +
1
M
)
Mp 0
0 0 0 τMw + τ
2cpAw
 ,
and Aw := B
T
wM
−1
p Bw.
Proof. From (3.8), for a given p ∈ Qh, there exists z ∈ Vh, such that
(p,Buz) ≥ γBηζ ‖p‖2Mp and ‖z‖ADu = ‖p‖Mp . Let v = u− θ1z, r = w, and
q = −p− θ2τ divw, then, by the Cauchy-Shwarz and Young’s inequality,
(AD(u,w, pT ), (v, r, q)T ) = ‖u‖2ADu − θ1(A
D
uu, z) + θ1α(p,Buz) + τ‖w‖2Mw
+
1
M
‖p‖2Mp + θ2τ
1
M
(p,Bww) + θ2ατ(Buu,M
−1
p Bww)
+ θ2τ
2‖Bww‖2M−1p
≥ ‖u‖2ADu −
1
2
‖u‖2ADu −
θ21
2
‖z‖2ADu + θ1
αγB
ηζ
‖p‖2Mp
+ τ‖w‖2Mw +
1
M
‖p‖2Mp −
3θ2
2
1
M2
‖p‖2Mp
− θ2
6
τ2‖Bww‖2M−1p −
θ2
2
α2‖Buu‖2M−1p
− θ2
2
τ2‖Bww‖2M−1p + θ2τ
2‖Bww‖2M−1p .
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Combining terms and applying Lemma 3.1,
(AD(u,w, pT ), (v, r, q)T ) ≥
(
1
2
− θ2
2
α2
ζ2
)
‖u‖2ADu + τ‖w‖
2
Mw +
1
3
θ2τ
2‖Bww‖2M−1p
+
(
θ1
αγB
ηζ
− θ
2
1
2
)
‖p‖2Mp +
(
1− 3
4
2θ2
M
)
1
M
‖p‖2Mp .
Choosing θ1 =
αγB
2ηζ and θ2 =
1
2
(
α2
ζ2 +
1
M
)−1
,
(AD(u,w, pT ), (v, r, q)T ) ≥
(
1
2
− 1
4
)
‖u‖2ADu + τ‖w‖
2
Mw
+
1
6
τ2
(
α2
ζ2
+
1
M
)−1
‖Bww‖2M−1p +
(
3α2γ2B
8η2ζ2
)
‖p‖2Mp
+
(
1− 3
4
)
1
M
‖p‖2Mp
≥ γ˜‖ (u,w, p) ‖2D,
where γ˜ = min
{
1
6 ,
3γ2B
8η2
}
.
Remark. In general, Theorem 3.4 implies that if we have a well-posed saddle
point problem with an SPD first diagonal block, one can replace the first diagonal
block by a spectrally equivalent matrix and the resulting saddle point problem is still
well-posed.
Next, we consider the reduced bubble-eliminated formulation, (2.7). To start, we
use a result from [8], which is restated here for convenience.
Proposition 3.5 (Proposition 3.4.5 in [8]). Let B be an m × n matrix, SX
be an n × n symmetric positive definite matrix, and SY be an m × m symmetric
positive definite matrix. Define the following norms: ‖x‖2X := (SXx)T (SXx) and
‖y‖2Y := (SY y)T (SY y) for x ∈ Rn, y ∈ Rm, and let β be defined as
inf
y∈HT
sup
x∈KT
(Bx,y)
‖x‖X‖y‖Y =: β,
where K := kerB and H := kerBT . Then, β coincides with the smallest positive
singular value of the matrix SYBSX .
With the above results, we now show the well-posedness of the bubble-eliminated
system. Here, we denote XEh := V1,h ×Qh ×Wh the discretized finite-element space
after bubble elimination.
Theorem 3.6. If the full system (2.5) is well-posed, satisfying (3.2) and (3.3)
with respect to the norm (3.1), then the bubble-eliminated system, (2.7), satisfies the
following inequalities for xE = (ul, ph,wh)
T ∈XEh and yE = (vl, qh, rh)T ∈XEh ,
(3.11) inf
06=xE∈XEh
sup
06=yE∈XEh
(AExE ,yE)
‖xE‖DE‖yE‖DE
≥ γ∗,
and,
(3.12) sup
0 6=xE∈XEh
sup
0 6=yE∈XEh
(AExE ,yE)
‖xE‖DE‖yE‖DE
≤ ς,
ROBUST PRECONDITIONERS FOR POROELASTIC EQUATIONS 9
where,
DE =
 All −ATblD−1bb Abl 0 00 α2BbD−1bb BTb + c−1p Mp 0
0 0 τMw + τ
2cpAw
 ,
with
(3.13) ‖xE‖2DE = (DExE ,xE).
Thus, (2.7) is well-posed with respect to the weighted norm (3.13).
Proof. The matrix AD given in (2.6) affords the following decomposition,
(3.14) AD = LSL˜T ,
with
L−1 =

I 0 0 0
−ATblD−1bb I 0 0
αBbD
−1
bb 0 I 0
0 0 0 I
 , L˜−1 =

I 0 0 0
−ATblD−1bb I 0 0
−αBbD−1bb 0 I 0
0 0 0 I
 ,
and
S =

Dbb 0 0 0
0 All −ATblD−1bb Abl αBTl − αATblD−1bb BTb 0
0 −αBl + αBbD−1bb Abl α2BbD−1bb BTb + 1MMp −τBw
0 0 τBTw τMw
 .
Note that AE is a sub-matrix of S. Then, looking at the inf-sup condition (3.10). we
have, for x = (ub,ul, ph,wh)
T ∈Xh and y = (vb,vl, qh, rh)T ∈Xh,
(ADx,y)
‖x‖D‖y‖D =
(LSL˜Tx,y)
‖x‖D‖y‖D =
(Sξ,ϕ)
‖ξ‖L˜−1DL˜−T ‖η‖L−1DL−T
,
where ξ = L˜Tx, ϕ = LTy. We will proceed by showing that L−1DL−T and L˜−1DL˜−T
are spectrally equivalent to the following block diagonal matrix,
D˜ =

Dbb 0 0 0
0 All −ATblD−1bb Abl 0 0
0 0 α2BbD
−1
bb B
T
b + c
−1
p Mp 0
0 0 0 τMw + τ
2cpAw
 .
Note that DE , corresponding to the weighted norm on the bubble-eliminated system
(3.13), is a sub-matrix of D˜.
By direct computation, the Cauchy-Schwarz inequality, Young’s inequality, and
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use of Corollary 3.2 we have, for x = (ub,ul, ph,wh)
T ∈Xh,
(L−1DL−Tx,x) =(D˜x,x) + α(Bbub, p) + α(BTb p,ub)
≥(D˜x,x)− α‖Bbub‖M−1p ‖p‖Mp − α‖ub‖Dbb‖p‖BbD−1bb BTb
≥(D˜x,x)− 1
3
‖ub‖2Dbb −
3α2
4ζ2
‖p‖2Mp −
1
3
‖ub‖2Dbb −
3α2
4
‖p‖2
BbD
−1
bb B
T
b
=
1
3
‖ub‖2Dbb + α2
1
4
‖p‖2
BbD
−1
bb B
T
b
+
((
α2
ζ2
+
1
M
)
− 3α
2
4ζ2
)
‖p‖2Mp
+ ‖ul‖2AEu + ‖w‖
2
τMw+τ2cpAw
,
where AEu = All −ATblD−1bb Abl. Thus, we get that
(3.15) (L−1DL−Tx,x) ≥ 1
4
(D˜x,x).
Similarly,
(L−1DL−Tx,x) =(D˜x,x) + α(Bbub, p) + α(BTb p,ub)
≤(D˜x,x) + α‖Bbub‖M−1p ‖p‖Mp + α‖ub‖Dbb‖p‖BbD−1bb BTb
≤(D˜x,x) + 1
2
‖ub‖2Dbb +
α2
2ζ2
‖p‖2Mp +
1
2
‖ub‖2Dbb +
α2
2
‖p‖2
BbD
−1
bb B
T
b
=2‖ub‖2Dbb + α2(1 +
1
2
)‖p‖2
BbD
−1
bb B
T
b
+
((
α2
ζ2
+
1
M
)
+
α2
2ζ2
)
‖p‖2Mp
+ ‖ul‖2AEu + ‖w‖
2
τMw+τ2cpAw
,
yielding,
(3.16) (L−1DL−Tx,x) ≤ 2(D˜x,x).
With (3.15) and (3.16) we have that L−1DL−T is spectrally equivalent to D˜. For the
L˜−1DL˜−T operator, by direct computation and the Cauchy-Schwarz inequality, we
have
(L˜−1DL˜−Tx,x) =(D˜x,x)− α(Bbub, p)− α(BTb p,ub)
≥(D˜x,x)− α‖Bbub‖M−1p ‖p‖Mp − α‖ub‖Dbb‖p‖BbD−1bb BTb ,
and the rest of the proof for the lower bound follows exactly as it does in the L−1DL−T
case. Similarly for the upper bound, we have
(L˜−1DL˜−Tx,x) =(D˜x,x)− α(Bbub, p)− α(BTb p,ub)
≤(D˜x,x) + α‖Bbub‖M−1p ‖p‖Mp + α‖ub‖Dbb‖p‖BbD−1bb BTb ,
and the rest of the proof for the upper bound follows from the L−1DL−T case. Thus
L−1DL−T and L˜−1DL˜−T are spectrally equivalent to the block diagonal matrix D˜.
We then write, ∀x,y,
(ADx,y)
‖x‖D‖y‖D =
(Sξ,ϕ)
‖ξ‖L˜−1DL˜−T ‖ϕ‖L−1DL−T
≤ 16(Sξ,ϕ)‖ξ‖D˜‖ϕ‖D˜
.
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Since the maps L˜T : x 7→ ξ and LT : y 7→ ϕ are one-to-one,
inf
0 6=ξ∈Xh
sup
06=ϕ∈Xh
(Sξ,ϕ)
‖ξ‖D˜‖ϕ‖D˜
≥ γ∗,
where γ∗ = γ˜16 .
Evoking Proposition 3.5 (Proposition 3.4.5 in [8]), we know that the smallest
singular value of D˜−1/2SD˜−1/2 is bounded from below by a fixed positive constant.
The matrix,
D˜−1/2SD˜−1/2 =
(
D
−1/2
bb DbbD
−1/2
bb 0
0 (DE)−1/2AE(DE)−1/2
)
,
is a block diagonal matrix with (DE)−1/2AE(DE)−1/2 as a submatrix on the diag-
onal. Then, the smallest singular value of (DE)−1/2AE(DE)−1/2 is bounded from
below by a fixed positive constant. Therefore, we arrive at equation (3.11), for
xE = (ul, ph,wh)
T ∈XEh and yE = (vl, qh, rh)T ∈XEh ,
inf
0 6=xE∈XEh
sup
0 6=yE∈XEh
(AExE ,yE)
‖xE‖DE‖yE‖DE
≥ γ∗.
The upper bound follows from the following set of inequalities,
sup
0 6=x∈Xh
sup
0 6=y∈Xh
(ADx,y)
‖x‖D‖y‖D
≥ sup
0 6=ξ∈Xh
sup
0 6=ϕ∈Xh
(Sξ,ϕ)
4‖ξ‖D˜‖ϕ‖D˜
≥ sup
0 6=xE∈XEh
sup
0 6=yE∈XEh
((
Dbb 0
0 AE
)[
0
xE
]
,
[
0
yE
])
4
∥∥∥∥[ 0xE
]∥∥∥∥
D˜
∥∥∥∥[ 0yE
]∥∥∥∥
D˜
= sup
0 6=xE∈XEh
sup
0 6=yE∈XEh
(AExE ,yE)
4‖xE‖DE‖yE‖DE
,
which results in (3.12).
4. Block Preconditioners. Next, we use the properties of the well-posedness
to develop block preconditioners for A and AE . Following the general framework
developed in [36, 39], we first consider block diagonal preconditioners (also known
as norm-equivalent preconditioners). Then, we discuss block triangular (upper and
lower) preconditioners following the framework developed in [32, 36, 38, 47] for Field-
of-Value (FOV) equivalent preconditioners. For both cases, we show that the the-
oretical bounds on their performance remain independent of the discretization and
physical parameters of the problem.
4.1. Block Diagonal Preconditioner. Both the full bubble system, (2.5), and
the bubble-eliminated system, (2.7), are well-posed, satisfying inf-sup conditions, (3.3)
and (3.11) respectively. Based on the framework proposed in [36, 39], a natural choice
for a norm-equivalent preconditioner is the Riesz operator with respect to the inner
product corresponding to respective weighted norm (3.1) or (3.13).
12 P. B. OHM, J. H. ADLER, F. J. GASPAR, X. HU, C. RODRIGO, L. T. ZIKATANOV
4.1.1. Full Bubble System. For the full bubble system, the Riesz operator for
(3.1) takes the following block diagonal matrix form:
(4.1) BD =

Au 0 0
0
(
α2
ζ2 +
1
M
)
Mp 0
0 0 τMw + τ
2
(
α2
ζ2 +
1
M
)−1
Aw

−1
.
In practice, applying the preconditioner BD involves the action of inverting the
diagonal blocks exactly, which is expensive and sometimes infeasible. Therefore, we
replace the diagonal blocks by their spectrally-equivalent symmetric and positive def-
inite approximations,
(4.2) B̂D =
 Su 0 00 Sp 0
0 0 Sw
 .
Here, Su, Sw, and Sp are spectrally equivalent to the action of the inverse of their
respective diagonal blocks in BD,
c1,u(Suu,u) ≤ (A−1u u,u) ≤ c2,u(Suu,u),(4.3)
c1,p(Spp, p) ≤
((
α2
ζ2
+
1
M
)−1
M−1p p, p
)
≤ c2,p(Spp, p),(4.4)
c1,w(Sww,w) ≤
(τMw + τ2(α2
ζ2
+
1
M
)−1
Aw
)−1
w,w
 ≤ c2,w(Sww,w),(4.5)
where the constants c1,u, c1,p, c1,w, c2,u, c2,p, and c2,w are independent of discretiza-
tion and physical parameters. In practice, Su can be defined by standard multigrid
methods, and Sw can be defined by either an HX-preconditioner (Auxiliary Space
Preconditioner) [28, 33] or multigrid with special block smoothers [4]. In the full
bubble case, Sp is obtained by a diagonal scaling (Mp is diagonal when using P0
elements). Thus, Sp =
(
α2
ζ2 +
1
M
)−1
M−1p .
4.1.2. Bubble-eliminated System. In the bubble-eliminated case, the opera-
tor for (3.13) takes the following block diagonal matrix form:
(4.6) BED =
 A
E
u 0 0
0 AE∗p 0
0 0 τMw + τ
2
(
α2
ζ2 +
1
M
)−1
Aw

−1
.
Here, AEu = All −ATblD−1bb Abl and AE∗p =
(
α2
ζ2 +
1
M
)
Mp + α
2BbD
−1
bb B
T
b .
Again, we replace the diagonal blocks by their spectrally-equivalent symmetric
and positive definite approximations,
(4.7) B̂ED =
 SEu 0 00 SEp 0
0 0 Sw
 .
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Here, SEu and S
E
p are spectrally equivalent to the action of the inverse of their respec-
tive diagonal blocks in, BED,
cE1,u(S
E
uu,u) ≤ ((AEu )−1u,u) ≤ cE2,u(SEuu,u),(4.8)
cE1,p(S
E
p p, p) ≤
(
(AE∗p )
−1
p, p
)
≤ cE2,p(SEp p, p),(4.9)
where the constants cE1,u, c
E
1,p, c
E
2,u, and c
E
2,p are independent of discretization and
physical parameters. In practice, SEu and Sw can be defined similarly as in the full
bubble case, and SEp can be defined through standard multigrid methods, as A
E∗
p is
equivalent to a Poisson operator.
Since the preconditioners are derived directly from the well-posedness, they too
are robust with respect to the physical and discretization parameters of the problem.
When applying the preconditioners to the bubble-eliminated formulation, though,
a modest degradation in performance compared to the full bubble system is seen.
However, robustness with respect to the parameters remains. These properties are
demonstrated in the numerical results section.
4.2. Block Triangular Preconditioner. Next, we consider more general pre-
conditioners, in particular, block upper triangular and block lower triangular precon-
ditioners for the linear system, given by A or AE , following the framework presented
in [2, 32, 36, 38, 47] for FOV-equivalent preconditioners. First, we define the notion
of FOV equivalence as in [36]. Given a Hilbert space X and its dual X ′, a left pre-
conditioner, L : X ′ → X, and a linear operator, A : X → X ′, are FOV-equivalent if,
for any x ∈ X,
(4.10) Σ ≤ (LAx,x)N−1
(x,x)N−1
,
‖LAx‖N−1
‖x‖N−1
≤ Υ.
In general, N : X ′ → X can be any SPD operator. Here, we choose N to be a
SPD norm-equivalent preconditioner, and Σ and Υ are positive constants. Using this
definition, we have the following theorem on the convergence rate of preconditioned
GMRES for solving Ax = f ,
Theorem 4.1. [18, 21] If A and L are FOV-equivalent and xm is the m-th it-
eration of the GMRES method preconditioned with L, and x is the exact solution,
then
(4.11) ‖LA(x− xm)‖N−1 ≤
(
1− Σ
2
Υ2
)m
‖LA(x− x0)‖N−1 .
If the constants Σ and Υ are independent of physical and discretization parameters,
then L is a uniform left preconditioner for GMRES.
Remark. Similar arguments apply to right preconditioners for GMRES, which
are used in practice. A right preconditioner, R : X ′ → X, and linear operator,
A : X → X ′ are FOV-equivalent if, for any x′ ∈ X ′,
(4.12) Σ ≤ (ARx
′,x′)N
(x′,x′)N
,
‖ARx′‖N
‖x′‖N ≤ Υ.
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4.2.1. Full Bubble System. For the three-field formulation, we first consider
the block lower triangular preconditioner,
(4.13) BL =

Au 0 0
−αBu
(
α2
ζ2 +
1
M
)
Mp 0
0 τBTw τMw + τ
2
(
α2
ζ2 +
1
M
)−1
Aw

−1
,
and the inexact block lower triangular preconditioner,
(4.14) B̂L =
 S−1u 0 0−αBu S−1p 0
0 τBTw S
−1
w
−1 .
Theorem 4.2. Assuming a shape regular mesh and the discretization described
above, there exist constants Σ and Υ, independent of discretization and physical pa-
rameters, such that, for any x = (u, p,w)T 6= 0,
Σ ≤ (BLAx,x)(BD)−1
(x,x)(BD)−1
,
‖BLAx‖(BD)−1
‖x‖(BD)−1
≤ Υ.
Theorem 4.3. Assuming the spectral equivalence relations (4.3) and (4.5) hold,
‖I−SuAu‖Au ≤ ρ ≤ 0.2228, and Sp =
(
α2
ζ2 +
1
M
)−1
M−1p , then there exists constants
Σ and Υ, independent of discretization and physical parameters, such that, for any
x = (u, p,w)T 6= 0,
Σ ≤
(
B̂LAx,x
)
(B̂D)−1
(x,x)
(B̂D)−1
,
‖B̂LAx‖(B̂D)−1
‖x‖
(B̂D)−1
≤ Υ.
The proofs of the above two theorems turn out to be a special case of the proofs for
the bubble-eliminated system, and thus are omitted here.
Similar arguments can also be applied to block upper triangular preconditioners.
We consider the following for A in (2.5),
(4.15) BU =

Au αB
T
u 0
0
(
α2
ζ2 +
1
M
)
Mp −τBw
0 0 τMw + τ
2
(
α2
ζ2 +
1
M
)−1
Aw

−1
,
and the corresponding inexact preconditioner,
(4.16) B̂U =
 S−1u αBTu 00 S−1p −τBw
0 0 S−1w
−1 .
Parameter robustness for the block upper triangular preconditioners is summarized
in the following theorems. Again, as these results are special cases of those in the
following section, we only state the results here.
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Theorem 4.4. Assuming a shape regular mesh and the discretization described
above, there exist constants Σ and Υ, independent of discretization and physical pa-
rameters, such that, for any x′ = B−1U x with x = (u, p,w)T 6= 0,
Σ ≤ (ABUx
′,x′)(BD)
(x′,x′)(BD)
,
‖ABUx′‖(BD)
‖x′‖(BD)
≤ Υ.
Theorem 4.5. Assuming the spectral equivalence relations (4.3) and (4.5) hold,
‖I−AuSu‖Au ≤ ρ ≤ 0.2228, and Sp =
(
α2
ζ2 +
1
M
)−1
M−1p , then there exists constants
Σ and Υ, independent of discretization and physical parameters, such that, for any
x′ = B−1U x with x = (u, p,w)T 6= 0,
Σ ≤
(
AB̂Ux′,x′
)
(B̂D)
(x′,x′)
(B̂D)
,
‖AB̂Ux′‖(B̂D)
‖x′‖
(B̂D)
≤ Υ.
4.2.2. Bubble-Eliminated System. For the three-field formulation, we con-
sider the block lower triangular preconditioner,
(4.17) BEL =
 A
E
u 0 0
−αBEu AE∗p 0
0 τBTw τMw + τ
2
(
α2
ζ2 +
1
M
)−1
Aw

−1
,
and the inexact block lower triangular preconditioner,
(4.18) B̂EL =
 SEu
−1
0 0
−αBEu SEp −1 0
0 τBTw S
−1
w

−1
,
where BEu = Bl −BbD−1bb Abl. For notational convenience, we define
AEp =
1
MMp + α
2BbD
−1
bb B
T
b as the pressure block in the bubble-eliminated system.
In order to prove that (4.17) and (4.18) satisfy the requirements to be FOV-
equivalent preconditioners for the AE system we need the folloing relation for the
bubble-eliminated system,
(4.19) ‖(BEu )T p‖2(AEu )−1 ≥
γ2B
η2ζ2
‖p‖2Mp − (D−1bb BTb p,BTb p).
This is established using Lemma 3.3, the first two by two blocks of Equation (3.14),
and a direct computation. With this result, we now show that (4.17) satisfies the
requirements to be an FOV-equivalent preconditioner for AE .
Theorem 4.6. Assuming a shape regular mesh and the discretization described
above, there exists constants Σ and Υ, independent of discretization or physical pa-
rameters, such that, for any x = (u, p,w)T 6= 0,
Σ ≤
(BELAEx,x)(BED)−1
(x,x)(BED)−1
,
‖BELAEx‖(BED)−1
‖x‖(BED)−1
≤ Υ.
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Proof. By direct computation and the Cauchy-Schwarz inequality,
(BELAEx,x)(BED)−1 = ‖u‖
2
AEu
+ α((BEu )
T p, u) + α2‖(BEu )T p‖2(AEu )−1 + ‖p‖
2
(AEp )
− τα2((AE∗p )
−1
(BEu )(A
E
u )
−1(BEu )
T p,Bww)
− τ((AE∗p )
−1
(AEp )p,Bww) + τ
2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw
≥ ‖u‖2AEu − α‖(B
E
u )
T p‖(AEu )−1‖u‖AEu + α2‖(BEu )T p‖2(AEu )−1
+ ‖p‖2(AEp ) − τα
2‖(BEu )(AEu )−1(BEu )T p‖(AE∗p )−1‖Bww‖(AE∗p )−1
− τ‖(AEp )p‖(AE∗p )−1‖Bww‖(AE∗p )−1
+ τ2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw .
By the definitions of matrices AE∗p , Mp, and A
E
p , we have
‖q‖2(AE∗p )−1 ≤
(
α2
ζ2
+
1
M
)−1
‖q‖2
M−1p
,(4.20)
‖q‖2
(AE∗p )
−1 ≤ ‖q‖2(AEp )−1 .(4.21)
Then, using (4.20) on the ‖(BEu )(AEu )−1(BEu )T p‖(AE∗p )−1 term and (4.21) on the
‖(AEp )p‖(AE∗p )−1 term, we obtain,
(BELAEx,x)(BED)−1 ≥ ‖u‖
2
AEu
− α‖(BEu )T p‖(AEu )−1‖u‖AEu
+ α2‖(BEu )T p‖2(AEu )−1 + ‖p‖
2
(AEp )
− τα2
(
α2
ζ2
+
1
M
)− 12
‖BEu (AEu )−1(BEu )T p‖M−1p ‖Bww‖(AE∗p )−1
− τ‖p‖(AEp )‖Bww‖(AE∗p )−1 + τ
2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw .
Observing that, for d = 2, 3, a(v,v) ≤ (2µ + dλ)((v), (v)) for any v, and a direct
computation of the elimination of the bubble, we have,
(4.22) ζ2‖BEu v‖2Mp−1 ≤ ‖v‖2AEu .
Applying (4.22) to the ‖BEu (AEu )−1(BEu )T p‖M−1p term with v = (AEu )−1(BEu )T p gives,
(BELAEx,x)(BED)−1 ≥ ‖u‖
2
AEu
− α‖(BEu )T p‖(AEu )−1‖u‖AEu
+ α2‖(BEu )T p‖2(AEu )−1 + ‖p‖
2
(AEp )
− ταα
ζ
(
α2
ζ2
+
1
M
)− 12
‖(BEu )T p‖(AEu )−1‖Bww‖(AE∗p )−1
− τ‖p‖(AEp )‖Bww‖(AE∗p )−1 + τ
2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw
≥ ‖u‖2AEu − α‖(B
E
u )
T p‖(AEu )−1‖u‖AEu + α2‖(BEu )T p‖2(AEu )−1
+ ‖p‖2(AEp ) − τα‖(B
E
u )
T p‖(AEu )−1‖Bww‖(AE∗p )−1
− τ‖p‖(AEp )‖Bww‖(AE∗p )−1 + τ
2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw ,
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where we use the fact αζ
(
α2
ζ2 +
1
M
)− 12
< 1. Rewriting the right hand side,
(BELAEx,x)(BED)−1 ≥
‖u‖AEu
α‖(BEu )T p‖(AEu )−1‖p‖(AEp )
τ‖Bww‖(AE∗p )−1√
τ‖w‖Mw

T 
1 − 12 0 0 0− 12 1 0 − 12 0
0 0 1 − 12 0
0 − 12 − 12 1 0
0 0 0 0 1


‖u‖AEu
α‖(BEu )T p‖(AEu )−1‖p‖(AEp )
τ‖Bww‖(AE∗p )−1√
τ‖w‖Mw
 .
The above matrix is SPD, meaning that there is a σ > 0 such that
(BELAEx,x)(BED)−1 ≥ σ
(
‖u‖2AEu + α
2‖(BEu )T p‖2(AEu )−1 + ‖p‖
2
(AEp )
+τ2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw
)
≥ σ
(
‖u‖2AEu +
α2
2
‖(BEu )T p‖2(AEu )−1 + ‖p‖
2
(AEp )
+τ2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw
)
.
Using (4.19), and the definition of ‖p‖AEp , we get
(BELAEx,x)(BED)−1 ≥ σ
(
‖u‖2AEu +
γ2B
2η2
α2
ζ2
‖p‖2Mp −
α2
2
(D−1bb B
T
b p,B
T
b p) + ‖p‖2(AEp )
+ τ2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw
)
= σ
(
‖u‖2AEu +
γ2B
2η2
α2
ζ2
‖p‖2Mp +
1
M
‖p‖2Mp +
α2
2
(D−1bb B
T
b p,B
T
b p)
+ τ2‖Bww‖2(AE∗p )−1 + τ‖w‖
2
Mw
)
≥ σ
(
‖u‖2AEu + min{
γ2B
η2
, 1}1
2
‖p‖2(AE∗p ) + τ
2‖Bww‖2(AE∗p )−1
+ τ‖w‖2Mw
)
≥ σ
(
‖u‖2AEu + min{
γ2B
η2
, 1}1
2
‖p‖2(AE∗p )
+ τ2
(
α2
ζ2
+
1
M
)−1
‖Bww‖2M−1p + τ‖w‖
2
Mw
)
≥ Σ(x,x)(BED)−1 ,
where Σ = σ 12 min{1, γ
2
B
η2 }. This provides the lower bound for the bubble-eliminated
case. The upper bound follows from the continuity of each term and the Cauchy-
Schwarz inequality.
Next, we prove that (4.18) satisfies the requirements to be an FOV-equivalent
preconditioner for the AE system when the inexact diagonal blocks are solved to
sufficient accuracy.
Theorem 4.7. Assuming the spectral equivalence relations (4.5), (4.8), and (4.9)
hold, ‖I − SEu AEu‖AEu ≤ ρ and ‖I − SEp (AE∗p )‖(AE∗p ) ≤ β, with ρ > 0 and β > 0
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sufficiently small, then there exist constants Σ and Υ, independent of discretization
and physical parameters, such that, for any x = (u, p,w)T 6= 0,
Σ ≤
(
B̂ELAEx,x
)
(B̂ED)−1
(x,x)
(B̂ED)−1
,
‖B̂ELAEx‖(B̂ED)−1
‖x‖
(B̂ED)−1
≤ Υ.
Proof. Assume that ‖I − SEu AEu‖AEu ≤ ρ and that ‖I − SEp (AE∗p )‖(AE∗p ) ≤ β. By
direct computation,
(B̂ELAEx,x)B̂ED−1 = ‖u‖
2
AEu
+ α((BEu )
T p, SEu A
E
uu) + α
2‖(BEu )T p‖2SEu + ‖p‖
2
(AEp )
+ τα(SEp (B
E
u )(I − SEu AEu )u, Bww)
− τα2(SEp (BEu )SEu (BEu )T p,Bww)
− τ(SEp (AEp )p,Bww) + τ2‖Bww‖2SEp + τ‖w‖
2
Mw
≥ ‖u‖2AEu − α‖(B
E
u )
T p‖SEu ‖AEuu‖SEu + α2‖(BEu )T p‖2SEu + ‖p‖
2
(AEp )
− τα‖(BEu )(I − SEu AEu )u‖SEp ‖Bww‖SEp
− τα2‖(BEu )SEu (BEu )T p‖SEp ‖Bww‖SEp
− τ‖(AEp )p‖SEp ‖Bww‖SEp + τ2‖Bww‖2SEp + τ‖w‖
2
Mw .
Using ‖I − SEu AEu‖AEu ≤ ρ and ‖I − SEp AE∗p ‖AE∗p ≤ β, on ‖AEuu‖SEu ,
‖BEu (I − SEu AEu )u‖SEp , ‖BEuSEu (BEu )T p‖SEp , and ‖AEp p‖SEp allows us to change norms
and apply (4.22), (4.20), and (4.21) to these terms in the same way as in the previous
proof. Thus,
(B̂ELAEx,x)B̂ED−1 ≥ ‖u‖
2
AEu
− α(1 + ρ)‖(BEu )T p‖SEu ‖u‖AEu + α2‖(BEu )T p‖2SEu
+ ‖p‖2(AEp ) − τ
α
ζ
(1 + β)ρ
(
α2
ζ2
+
1
M
)− 12
‖u‖AEu‖Bww‖SEp
− τα2 1
ζ
(1 + β)(1 + ρ)
(
α2
ζ2
+
1
M
)− 12
‖(BEu )T p‖SEu ‖Bww‖SEp
− τ(1 + β)‖p‖(AEp )‖Bww‖SEp + τ2‖Bww‖2SEp + τ‖w‖
2
Mw
≥ ‖u‖2AEu − α(1 + ρ)‖(B
E
u )
T p‖SEu ‖u‖AEu + α2‖(BEu )T p‖2SEu
+ ‖p‖2(AEp ) − τ(1 + β)ρ‖u‖AEu‖Bww‖SEp
− τα(1 + β)(1 + ρ)‖(BEu )T p‖SEu ‖Bww‖SEp
− τ(1 + β)‖p‖(AEp )‖Bww‖SEp + τ2‖Bww‖2SEp + τ‖w‖
2
Mw .
Then, rewriting the right hand side,
(B̂ELAEx,x)B̂ED−1 ≥

‖u‖AEu
α‖(BEu )T p‖SEu‖p‖(AEp )
τ‖Bww‖SEp√
τ‖w‖Mw

T
Q

‖u‖AEu
α‖(BEu )T p‖SEu‖p‖(AEp )
τ‖Bww‖SEp√
τ‖w‖Mw
 ,
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where
Q =
1 − 12 (1 + ρ) 0 − 12ρ(1 + β) 0− 12 (1 + ρ) 1 0 − 12 (1 + ρ)(1 + β) 0
0 0 1 − 12 (1 + β) 0− 12ρ(1 + β) − 12 (1 + ρ)(1 + β) − 12 (1 + β) 1 0
0 0 0 0 1
 .
If β and ρ are sufficiently small, then the above matrix is SPD, and there is a σ > 0
such that
(B̂ELAEx,x)B̂ED−1 ≥ σ
(
‖u‖2AEu + α
2‖(BEu )T p‖2SEu + ‖p‖
2
(AEp )
+ τ2‖Bww‖2SEp
+ τ‖w‖2Mw
)
≥ σ
(
(1− ρ)‖u‖2(SEu )−1 + (1− ρ)
γ2B
2η2
α2
ζ2
‖p‖2Mp
− (1− ρ)α
2
2
(D−1bb B
T
b p,B
T
b p) + ‖p‖2(AEp ) + τ
2‖Bww‖2SEp
+ τ‖w‖2Mw
)
≥ σ
(
(1− ρ)‖u‖2(SEu )−1 + (1− ρ)
γ2B
2η2
α2
ζ2
‖p‖2Mp
+ (1 + ρ)
α2
2
(D−1bb B
T
b p,B
T
b p) +
1
M
‖p‖2Mp + τ2‖Bww‖2Sp
+ τ‖w‖2Mw
)
≥ σ
(
(1− ρ)‖u‖2(SEu )−1 +
(1− ρ)(1− β)
2
min(1,
γ2B
η2
)‖p‖2(SEp )−1
+τ2(1− β)
(
α2
ζ2
+
1
M
)−1
‖Bww‖2M−1p + τ‖w‖
2
Mw
)
≥ Σ(x,x)
(B̂ED)−1
,
where Σ = σ (1−ρ)(1−β)2 min{1, γ
2
B
η2 }. This provides the lower bound. The upper bound
follows from the continuity of each term and the Cauchy-Schwarz inequality.
Remark. Values for β and ρ that are sufficiently small can be calculated numer-
ically. For example, if 0 < β = ρ < 0.1291, then the above matrix is SPD.
Similar arguments can also be applied to block upper triangular preconditioners.
We consider the following upper preconditioner for AE in (2.7),
(4.23) BEU =
 A
E
u α(B
E
u )
T 0
0 AE∗p −τBw
0 0 τMw + τ
2
(
α2
ζ2 +
1
M
)−1
Aw

−1
where, again, AEu = All −ATblD−1bb Abl, AE∗p =
(
α2
ζ2 +
1
M
)
Mp + α
2BbD
−1
bb B
T
b , and
BEu = Bl − BbD−1bb Abl when preconditioning the bubble-eliminated case. The corre-
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sponding inexact preconditioner is given by:
(4.24) B̂EU =
 SEu
−1
α(BEu )
T 0
0 SEp
−1 −τBw
0 0 S−1w

−1
.
Parameter robustness is obtained for the block upper triangular preconditioners using
the following theorems. The proofs are similar in concept to the proofs for Theorem 4.6
and 4.7 and are, therefore, omitted.
Theorem 4.8. Assuming a shape regular mesh and the discretization described
above, then there exist constants Σ and Υ, independent of discretization and physical
parameters, such that, for any x′ = (BEU )−1x with x = (u, p,w)T 6= 0,
Σ ≤
(AEBEUx′,x′)(BED)
(x′,x′)(BED)
,
‖AEBEUx′‖(BED)
‖x′‖(BED)
≤ Υ.
Theorem 4.9. Assuming (4.5), (4.8), and (4.9) hold, ‖I − AEuSEu ‖Au ≤ ρ and
‖I − AE∗p SEp ‖AE∗p ≤ β with ρ > 0 and β > 0 sufficiently small, there exist constants
Σ and Υ, independent of discretization and physical parameters, such that, for any
x′ = (BEU )−1x with x = (u, p,w)T 6= 0,
Σ ≤
(
AEB̂EUx′,x′
)
(B̂ED)
(x′,x′)
(B̂ED)
,
‖AEB̂EUx′‖(B̂ED)
‖x′‖
(B̂ED)
≤ Υ.
This shows that the constructed block preconditioners are robust with respect to
the physical and discretization parameters of the bubble-eliminated system, (2.7).
5. Numerical Results. In this section, we illustrate the convergence benefits
obtained using the preconditioners presented above. All test problems were imple-
mented in the HAZmath library [30], which contains routines for finite elements,
multilevel solvers, and graph algorithms. The numerical tests were performed on a
workstation with an 8-core 3GHz Intel Xeon “Sandy Bridge” CPU and 256 GB of
RAM.
For each test we use flexible GMRES to solve the linear system obtained from both
the bubble-enriched P1-RT0-P0 discretization, A (2.5), and the bubble-eliminated
discretization, AE (2.7). A stopping tolerance of 10−8 was used for the relative
residual of the linear system. For the discretization parameters, tests cover different
mesh sizes and different time step sizes. To show robustness with respect to the
physical parameters, the permeability,K, and the poisson ratio ν are varied. In all test
cases we consider a diagonal permeability tensor K = kI with constant k. The exact
solves for the blocks in BD, BL, and BU are done using the UMFPACK library [16, 17,
15, 14]. For the inexact blocks, Su and S
E
u are inverted using GMRES preconditioned
with unsmoothed aggregation AMG in a V-cycle, solved to a relative residual tolerance
of 10−3. The Sw block is solved using an auxiliary space preconditioned GMRES to a
relative residual tolerance of 10−3 [28, 4, 33]. Using a piecewise constant finite-element
space for pressure results in a diagonal matrix for Mp, so the action of Sp is directly
computed in the full bubble case. In the bubble-eliminated case, SEp is inverted using
GMRES preconditioned with unsmoothed aggregation AMG in a V-cycle, solved to
a relative residual tolerance of 10−3.
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5.1. Two-Dimensional Test Problem. First, we consider the Mandel prob-
lem in two-dimensions, which models an infinitely long saturated porous slab sand-
wiched between a top and bottom rigid frictionless plate, and is an important bench-
marking tool as the analytical solution is known [1]. At time t = 0, each plate is
loaded with a constant vertical force of magnitude 2F per unit length as shown in
Figure 5.1. The analytical solution for pressure is given by
(5.1) p(x, y, t) = 2p0
∞∑
n=1
sinαn
αn − sinαn cosαn
(
cos
αnx
a
− cosαn
)
exp
(−α2nct
a2
)
,
where p0 =
1
3aB(1 + νu)F , B = 1 is the Skempton’s coefficient, νu =
3ν+B(1−2ν)
3−B(1−2ν) is
the undrained Poisson ratio, c is the consolidation coefficient given by c = K(λ+ 2µ),
and αn are the positive roots to the nonlinear equation,
tanαn =
1− ν
νu − ν αn.
Due to symmetry of the problem we only need to solve in the top right quadrant,
defined as Ω = (0, 1)× (0, 1). We cover Ω with a uniform triangular grid by dividing
an N ×N uniform square grid into right triangles, where the mesh spacing is defined
by h = 1N . For the material properties, µf = 1, α = 1, and M = 10
6, the Lame´
coefficients are computed in terms of the Young modulus, E = 104, and the Poisson
ratio, ν: λ = Eν(1−2ν)(1+ν) and µ =
E
1+2ν .
x
y
2a
2b
2F
2F
Fig. 5.1. 2D physical and computational domain for Mandel’s problem.
Table 5.1 shows iterations counts for the block preconditioners on the full bubble
system for different mesh sizes and time step sizes. Here, we take one time step using
Backward Euler. The physical parameters used in these tests were ν = 0.0 and k =
10−6. We see from the relatively consistent iteration counts that the preconditioned
system is robust with respect to the discretization parameters. The block upper and
lower triangular preconditioners contain more coupling information than the block
diagonal preconditioners, and as a result we see that they preform better than the
block diagonal preconditioners.
Similar observations are made for Table 5.2, which shows iteration counts for the
block preconditioners on the bubble-eliminated system for different mesh sizes and
time step sizes. We see that using the bubble-eliminated system results in a slight
degradation in performance, but nothing significant. It is also important to note that
the performance impact of using the inexact block preconditioners is negligible versus
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Table 5.1
Full bubble system. Iteration counts for the block preconditioners on the 2D Mandel problem
with varying discretization parameters.
BD
τ
h 1
8
1
16
1
32
1
64
1
128
0.1 28 35 37 38 37
0.01 21 22 28 33 35
0.001 19 19 19 22 27
0.0001 16 17 17 17 17
BL
1
8
1
16
1
32
1
64
1
128
15 17 17 17 16
10 12 15 16 16
8 8 9 12 14
7 7 7 7 7
BU
1
8
1
16
1
32
1
64
1
128
15 17 17 17 17
9 12 14 16 16
7 7 8 11 13
7 6 6 6 8
B̂D
τ
h 1
8
1
16
1
32
1
64
1
128
0.1 28 35 38 38 37
0.01 21 22 28 33 35
0.001 19 19 19 22 27
0.0001 17 17 17 17 17
B̂L
1
8
1
16
1
32
1
64
1
128
15 17 17 17 16
10 12 15 16 16
8 8 10 12 14
7 7 7 8 9
B̂U
1
8
1
16
1
32
1
64
1
128
15 17 18 17 17
9 12 14 16 16
7 7 9 11 14
7 6 6 7 9
using the exact block preconditioners. This implies that the inexact preconditioners
could potentially be solved with less strict tolerance, resulting in more computational
efficiency.
Table 5.2
Bubble-eliminated system. Iteration counts for the block preconditioners on the 2D Mandel
problem with varying discretization parameters
BED
τ
h 1
8
1
16
1
32
1
64
1
128
0.1 25 31 36 39 39
0.01 27 26 25 30 34
0.001 27 28 27 22 25
0.0001 22 25 25 24 22
BEL
1
8
1
16
1
32
1
64
1
128
18 20 21 20 19
14 13 17 19 19
13 13 12 13 16
10 11 11 11 11
BEU
1
8
1
16
1
32
1
64
1
128
17 20 21 21 20
13 14 17 18 19
9 11 11 13 15
9 9 9 10 11
B̂DE
τ
h 1
8
1
16
1
32
1
64
1
128
0.1 25 31 36 39 39
0.01 27 26 25 30 34
0.001 27 28 27 22 25
0.0001 22 25 25 24 22
B̂LE
1
8
1
16
1
32
1
64
1
128
18 20 21 20 19
14 14 17 19 19
13 14 12 13 16
10 11 11 12 11
B̂UE
1
8
1
16
1
32
1
64
1
128
17 20 21 21 20
13 14 17 18 19
9 11 12 14 15
9 9 9 10 11
Table 5.3 and Table 5.4 show iteration counts for the block preconditioners when
the physical values of ν and K are varied for the full bubble system and bubble-
eliminated system. The mesh size is fixed to h = 1128 , and the time step size is τ = 0.01.
Again, we observe robustness, this time with respect to the physical parameters. The
use of inexact preconditioners and the bubble elimination have minimal impact on the
performance. In the limit of impermeability (k → 0), or in the limit of the Poisson
ratio approaching 0.5, the three-field Biot model limits to the Stokes’ Equation. An
interesting result is the better performance when the system is approaching this case.
Finally, Figure 5.2 shows the time scaling with respect to mesh size for the three
different inexact preconditioners for the full-bubble and bubble-eliminated systems.
The timings scale on the order of O(n log n) which is nearly optimal. We also see that
while a single iteration of the block lower or block upper triangular preconditioner will
take longer than that of a block diagonal iteration, the fewer required iterations of the
block triangular preconditioners results in a net savings in total computational time.
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Table 5.3
Full bubble system. Iteration counts for the block preconditioners on the 2D Mandel problem
with varying physical parameters K and ν.
ν = 0.0 and varying K
1 10−2 10−4 10−6 10−8 10−10
BD 23 27 38 35 17 10
BL 7 9 15 16 9 5
BU 13 15 17 16 8 3
B̂D 35 29 38 35 17 10
B̂L 14 15 16 16 9 6
B̂U 27 19 17 16 9 2
K = 10−6 and varying ν
0.1 0.2 0.4 0.45 0.49 0.499
45 50 39 37 32 21
16 18 11 9 7 6
20 22 15 13 11 12
45 50 39 37 32 25
17 19 12 10 11 9
21 23 19 20 24 16
Table 5.4
Bubble-eliminated system. Iteration counts for the block preconditioners on the 2D Mandel
problem with varying physical parameters K and ν.
ν = 0.0 and varying K
1 10−2 10−4 10−6 10−8 10−10
BED 36 38 42 34 23 19
BEL 14 15 19 19 11 7
BEU 23 22 21 19 11 3
B̂DE 49 38 42 34 23 14
B̂LE 17 18 19 19 11 8
B̂UE 34 24 21 19 11 2
K = 10−6 and varying ν
0.1 0.2 0.4 0.45 0.49 0.499
43 50 43 43 43 30
20 23 17 15 13 8
24 28 23 23 21 16
43 50 43 43 43 24
20 23 18 17 14 12
25 29 24 24 26 14
The bubble-eliminated system, being a smaller system than the full-bubble system,
takes less time to solve. Figure 5.2 shows that solving the bubble-eliminated system
is nearly ten times faster than solving the full-bubble system.
5.2. Three-Dimensional Test Problem. Next, we consider a footing problem
in three-dimensions as seen in [23]. The domain is a unit cube modeling a block of
porous soil. A uniform load, σ0, of intensity 3 × 104 per unit area is applied in a
square of size 0.5 × 0.5 in the middle of the top face. The base of the domain is
assumed to be fixed while the rest of the domain is free to drain.
Table 5.5 and Table 5.6 show iteration counts for the block preconditioners on
both systems, while varying the discretization parameters, mesh size and time step
size. Again, one step of Backward Euler is used to test the preconditioners. The
physical parameters for these tables were ν = 0.2 and k = 10−6. Here the benefits
of the inexact preconditioners becomes clear, as the exact preconditioners could not
be used on the two largest meshes due to memory limitations. The iteration counts
confirm that the preconditioned system is robust with respect to the discretization
parameters even in three dimensions.
Table 5.7 and Table 5.8 show the results when the physical parameters are varied.
The mesh size is fixed to h = 116 , and the time step size is τ = 0.01. Again, we see
that the preconditioned system is robust with respect to the physical parameters, and
that the use of the inexact preconditioners has little impact on the required iterations.
The bubble-eliminated system shows performance that is overall similar to the full
bubble system.
Similarly to Figure 5.2, Figure 5.4 shows time scaling with respect to mesh size for
the three different inexact preconditioners for the full-bubble and bubble-eliminated
systems, again showing a nearly optimal scaling of O(n log n). The time comparison
between the three different inexact preconditioners again demonstrate that the block
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Fig. 5.2. Timing results versus mesh size for the bubble-eliminated system for the 2D Mandel
problem, where N is the total number of elements. The performance comparison between the block
diagonal, block upper triangular and block lower triangular preconditioners is shown.
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Figure 7. Domain of the 3D footing problem
Table V. Material parameters for the 3D poroelastic problem.
Property Value Unit
Young’s modulus 3× 104 N/m2
Poisson’s ratio 0.45 -
Permeability 10−7 m2
Fluid viscosity 10−3 Pas
Figure 8. Numerical solution for pressure with the corresponding deformation at time = 0.5 with a
323–mesh
6. Conclusion
For systems of equations with dominating grad-div term, the convergence factor of
basic multigrid methods increases very quickly as the mesh size approaches zero.
Copyright c⃝ 2000 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2000; 00:0–0
Prepared using nlaauth.cls
Fig. 5.3. The three-dimensional footing problem. The image on the left shows the computational
domain, while the figure on the right shows an example solution [2].
lower and block upper triangular preconditioners are faster than the block diagonal
preconditioner despite being more expensive per iteration. Finally, we see that solving
the bubble-eliminated system is faster than solving the full-bubble system as expected.
6. Conclusions. The stability and well-posedness of the discrete problem pro-
vides a foundation for designing robust preconditioners. Thus, we are able to develop
block preconditioners which yield uniform convergence rates for GMRES. These pre-
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Table 5.5
Full bubble system. Iteration counts for the block preconditioners on the 3D footing problem
with varying discretization parameters. (∗ means the direct method for solving diagonal blocks is
out of memory)
BD
τ
h 1
4
1
8
1
16
1
32
0.1 60 65 65 ∗
0.01 47 57 68 ∗
0.001 40 42 49 ∗
0.0001 40 42 42 ∗
BL
1
4
1
8
1
16
1
32
34 36 36 ∗
30 34 37 ∗
26 28 32 ∗
24 35 36 ∗
BU
1
4
1
8
1
16
1
32
32 34 34 ∗
26 31 35 ∗
20 23 28 ∗
20 20 21 ∗
B̂D
τ
h 1
4
1
8
1
16
1
32
0.1 60 65 66 64
0.01 47 58 68 71
0.001 42 42 51 63
0.0001 40 42 42 45
B̂L
1
4
1
8
1
16
1
32
34 36 36 36
30 34 37 39
26 28 32 36
24 25 27 29
B̂U
1
4
1
8
1
16
1
32
32 34 34 34
26 31 35 37
20 24 28 33
21 22 23 25
Table 5.6
Bubble-eliminated system. Iteration counts for the block preconditioners on the 3D footing
problem with varying discretization parameters. (∗ means the direct method for solving diagonal
blocks is out of memory)
BED
τ
h 1
4
1
8
1
16
1
32
0.1 61 65 66 ∗
0.01 54 58 66 ∗
0.001 58 58 53 ∗
0.0001 59 61 60 ∗
BEL
1
4
1
8
1
16
1
32
41 41 39 ∗
39 42 43 ∗
37 39 40 ∗
35 38 38 ∗
BEU
1
4
1
8
1
16
1
32
39 39 38 ∗
33 39 41 ∗
28 32 35 ∗
29 29 30 ∗
B̂DE
τ
h 1
4
1
8
1
16
1
32
0.1 61 65 66 66
0.01 54 58 66 70
0.001 58 58 53 61
0.0001 58 61 60 55
B̂LE
1
4
1
8
1
16
1
32
41 41 39 39
39 42 43 43
37 39 40 43
35 38 38 38
B̂UE
1
4
1
8
1
16
1
32
40 40 38 37
33 39 41 42
28 32 35 40
29 30 30 32
conditioners are robust with respect to both the physical and the discretization param-
eters, making it attractive for problems in poromechanics, such as Biot’s consolidation
model considered here. Moreover, the bubble-eliminated system has the same number
of degrees of freedom as a P1-RT0-P0 discretized system, yet it is well-posed indepen-
dent of the physical and discretization parameters, and it attains performance similar
to the full bubble enriched P1-RT0-P0 system. Due to the lower number of degrees
of freedom, though, the solution time is faster than the fully-stabilized system.
Future work involves developing monolithic multigrid methods for the stabilized
discretization of the three-field Biot model presented in [45]. The block precondition-
ers presented here can then be used as a relaxation step in the monolithic multigrid
method, and the overall performance will be compared against this work as stand
alone preconditioners. Additionally, other test problems including systems with frac-
tures or other nonlinear behavior will be considered.
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Table 5.7
Full bubble system. Iteration counts for the block preconditioners on the 3D footing problem
with varying physical parameters, K and ν.
ν = 0.2 and varying K
1 10−2 10−4 10−6 10−8 10−10
BD 28 28 49 68 42 35
BL 20 20 27 37 26 24
BU 18 18 26 35 21 14
B̂D 28 28 49 68 42 42
B̂L 20 20 28 37 27 25
B̂U 21 21 27 35 22 24
K = 10−6 and varying ν
0.1 0.2 0.4 0.45 0.49 0.499
72 68 51 46 35 26
41 37 25 21 17 20
38 35 25 21 17 20
72 68 51 46 35 26
41 37 25 21 17 20
38 35 25 21 17 21
Table 5.8
Bubble-eliminated system. Iteration counts for the block preconditioners on the 3D footing
problem with varying physical parameters, K and ν.
ν = 0.2 and varying K
1 10−2 10−4 10−6 10−8 10−10
BED 33 33 51 66 60 61
BEL 20 20 29 43 38 35
BEU 20 20 29 41 28 18
B̂DE 33 33 51 66 60 61
B̂LE 22 22 30 43 38 36
B̂UE 22 22 29 41 29 29
K = 10−6 and varying ν
0.1 0.2 0.4 0.45 0.49 0.499
70 66 53 48 43 28
46 43 32 28 24 21
44 41 31 27 24 21
70 66 53 48 43 28
46 43 32 28 24 22
44 41 31 28 24 22
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Fig. 5.4. Timing results versus mesh size for the bubble-eliminated systems for the 3D footing
problem, where N is the total number of elements. The performance comparison between the block
diagonal, block upper triangular and block lower triangular preconditioners is shown.
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