[1] Frequency domain analysis of time domain reflectometry waveforms has been shown to be useful for more accurate water content determination, water content determination in saline soils, and determination of such difficult to measure soil properties as specific surface area and soil solution conductivity. Earlier frequency domain analysis approaches to determine frequency-dependent dielectric properties of soils have used a variety of methods. In this paper, these methods for the determination of dielectric permittivity were compared using the Shuffled Complex Evolution Metropolis algorithm (SCEM-UA). SCEM-UA is a global optimization method that allows the simultaneous determination of optimal Debye parameters, which describe the dielectric permittivity as a function of frequency, and their confidence intervals. The analysis of numerically generated measurements with added instrumental noise showed that analysis of network analyzer measurements in the frequency domain potentially has the highest accuracy for determination of dielectric permittivity. Furthermore, the analysis of time domain reflectometry waveforms in the time domain was found to be more accurate than analysis of these waveforms in the frequency domain. Analysis of real network analyzer measurements in the time and frequency domain showed that both analysis scenarios allowed reasonably accurate estimates of the Debye parameters with the SCEM-UA algorithm, even when the true value of a parameter falls beyond the limits of the frequency bandwidth. However, frequency domain analysis of ethanol measurements showed that results were susceptible to model errors caused by nonideal probe behavior. These errors were larger for three-wire probes than for seven-wire probes. This study shows that the accuracy of the dielectric permittivity determination can be improved by reducing the model error. This can be achieved by the use of more accurate models, such as multiscatter functions, and by using more advanced probes, such as coaxial cells. The results also imply that future research on dielectric properties of soils should focus more on the use of network analyzers instead of cable testers, since model errors are more obvious in the frequency domain. The SCEM-UA algorithm proved to be a valuable tool in frequency domain analysis because reported problems with parameter identification and initialization of the optimization are circumvented with this global optimization algorithm. 
Introduction
[2] Dielectric permittivity is an important soil property. This stems from the fact that the dielectric permittivity of soils can serve as a sensitive and accurate indicator of soil water content. Since the early 1980s, time domain reflectometry (TDR) has been used to determine effective bulk permittivity K a [ ] and bulk electrical conductivity s b [S m À1 ] [Topp et al., 1980; Dalton et al., 1984] . These two properties are routinely obtained by direct analysis of the TDR waveforms in the time domain. Most often, K a is calculated from the travel time of the TDR signal along the probe and s b is calculated from the attenuation of the TDR signal while traveling along the probe.
[3] Since the early 1990s, there has been an increasing awareness that TDR measurements contain information on the complex frequency dependent dielectric permittivity (hereinafter referred to as just dielectric permittivity). Heimovaara [1994] showed that inverse modeling of TDR waveforms, also referred to as frequency domain analysis, enables extraction of information on the dielectric permittivity. He found that K a from travel time analysis is closely related to the real part of the dielectric permittivity at high frequencies ($1 -2 GHz). It is well known that dielectric permittivity in this frequency range is relatively insensitive to soil texture and soil bulk conductivity, which explains the success of electromagnetic methods for soil water content determination working in this frequency range. Jones and Or [2001] demonstrated that information on bulk dielectric permittivity, lost in travel time analysis in saline soils, can be recovered in the frequency domain analysis by using shorter waveguides to reduce signal attenuation. Recently, Huisman et al. [2002] tested frequency domain analysis as an analysis algorithm for TDR waveforms and found that the frequency domain analysis potentially has even higher accuracy and reproducibility than travel time analysis for the determination of soil water content, which was confirmed by Lin [2003a] .
[4] At lower frequencies, the dielectric permittivity is much more sensitive to the effects of soil microstructure and soil-liquid interactions. Accurate knowledge of the dispersion of dielectric permittivity in the megahertz frequency range is important for at least two reasons. First, low-frequency dispersion could provide information on otherwise hard to measure soil properties, such as the specific surface area of the soil, the fractions of mobile and immobile water, and the conductivity of the soil solution [Lin, 2003b] . Second, the validation of new electromagnetic measurement techniques for soil water content determination, such as ground-penetrating radar, should consider the frequency dependency of the soil dielectric permittivity. For example, the operating frequency in some radar applications might be as low as 50 MHz, which is a much lower frequency than commonly used for establishing relationships between permittivity and soil water content [Huisman et al., 2003; West et al., 2003] .
[5] Earlier approaches to determining the frequencydependent dielectric properties of soils have used a variety of methods. Campbell [1990] measured dielectric permittivity in the 1 -50 MHz range with a specially designed sevenwire probe and a network analyzer. Heimovaara [1994] used TDR measurements made with a seven-wire probe similar to the one used by Campbell [1990] and measurement equipment commonly used in hydrology and soil science (i.e., a cable tester) to determine four so-called Debye parameters describing the frequency dependency of the soil permittivity. Friel and Or [1999] used a cable tester connected to a regular three-wire probe in the frequency domain analysis and also suggested optimizing the Debye parameters in the frequency domain instead of optimizing them in the time domain as was proposed by Heimovaara [1994] .
[6] Clearly, determination of dielectric permittivity with frequency domain analysis requires several choices: (1) using a rugged cable tester also suited for field use versus using a network analyzer for potentially more accurate measurements, (2) optimizing in the time domain versus optimizing in the frequency domain, and (3) using specially designed multiwire probes versus using widely available three-wire probes. In this paper we analyze numerically generated measurements to compare three possible analysis scenarios: cable tester measurements analyzed in the time domain (scenario I), or in the frequency domain (scenario II), and network analyzer measurements analyzed in the frequency domain (scenario III). The aim of this analysis was to assess the potential accuracy of these scenarios for determining the complex frequency dependent dielectric permittivity as expressed by the Debye equation. We also carried out real network analyzer measurements with three-and seven-wire probes with two probe lengths ($0.03 and $0.1 m). The aims of this experiment were to assess the actual accuracy of frequency domain analysis and to explore the influence of different probes on the accuracy of dielectric permittivity determination in the time and frequency domain. The optimization required in frequency domain analysis was carried out with the Shuffled Complex Evolution Metropolis algorithm (SCEM-UA), which is a global optimization algorithm that infers the most likely parameter set and its underlying posterior distribution within a single optimization run ].
Theory

Time and Frequency Domain Conversions
[7] Both cable testers and network analyzers measure the signal reflected from impedance changes in a transmission line. Cable testers measure as a function of time, whereas network analyzers measure as a function of frequency. In the time domain the measured response r(t) is related to the input signal v 0 (t) and the system function s(t) by [van Gemert, 1973; Heimovaara, 1994] 
where t is an integration variable. The equivalent frequency domain formulation is
in which f is the frequency [Hz] , R( f ) is the reflected signal, V 0 ( f ) is the input signal, and S( f ) is the system response function. R( f ), V 0 ( f ), and S( f ) are related to r(t), v 0 (t), and s(t) by Fourier transforms. In the case of time domain measurements, S( f ) is calculated from the ratio of the discrete Fourier transformation (DFT) of the backward difference (first derivative) of the reflected and input waveform r 0 (t) and v 0 0 (t) [Heimovaara, 1994] :
[8] The transformation of frequency domain measurements to the time domain is less straightforward. A sequence of magnitudes r( f ) and phase angles f( f ), measured at a range of frequencies with a network analyzer, is related to R( f ) by
R( f ) can be converted to a TDR waveform with an inverse fast Fourier transformation (FFT). FFT algorithms assume that the frequency domain signals are periodic signals over a frequency range of Àf c to f c , where f c is the Nyquist frequency. To meet this requirement of the FFT algorithm, negative frequencies should be added artificially to R( f ). To achieve this, the imaginary component of the first and last number of R( f ) (i.e., the lowest and highest frequency measured) should be deleted first. Then, the negative frequencies can be added by taking the complex conjugate of each of the M points of R( f ), reversing the order of this sequence of data, deleting the first and last number of this sequence, and appending it to the end of the original points to yield 2M-2 total points. The final time domain waveform of M-1 points is then calculated by applying an inverse Fourier transform to the 2M-2 points and cumulatively summing the signal [Frohne, 1995; Heimovaara et al., 1996] .
S 11 Scatter Function
[9] The system response function S( f ) of an open-ended coaxial probe can be described by the S 11 scatter function [Clarkson et al., 1977; Heimovaara, 1994] 
in which
where L [m] is the (electromagnetic) length of the probe, Z c is the impedance of the cable ($50 ), Z p [] is the impedance of the probe in air, and r*( f ) is the complex scatter function of the interface between the cable and a probe with an infinite length. The term 2 gL accounts for the attenuation of the signal as it travels back and forth through the probe [Heimovaara, 1994] . The subscript of S 11 refers to the fact that we use a (reflected) signal that is transmitted and received at the same port (i.e., port 1).
[10] The complex frequency dependent dielectric permittivity e*( f ) of the soil sample being tested is commonly described with the extended Debye model for single relaxation [Hasted, 1973] , as was suggested by Heimovaara et al. [1996] :
] is the conductivity at dc voltage, often assumed to be equal to the soil bulk conductivity s b , e 0 is the dielectric permittivity of free space (8.854 Â 10 À12 F m À1 ), e s [ ] is the relative static permittivity, e 1 [ ] is the relative high-frequency permittivity, and f rel [Hz] is the relaxation frequency, defined as the frequency at which the permittivity equals (e s + e 1 )/2.
[11] The S 11 scatter function of equations (5) - (8) is a model of the transverse electromagnetic (TEM) behavior of an open-ended ideal coaxial transmission line. Multiwire TDR probes are only an approximation of an ideal coaxial transmission line, and therefore nonideal behavior can be expected. Furthermore, TEM-mode propagation can only be assumed when the operating wavelength is much larger than the dimensions of the probe. Therefore two critical frequencies can be expected. The longitudinal resonance frequency f r corresponds to the first minimum in the real part of the scatter function and can be calculated from the real part of the complex soil permittivity e 0 ( f ) and the length of the probe L f r ¼ c
and the circumferential resonance frequency f c can be calculated from the inner (a) and outer (b) diameter of the sample [Shang et al., 1999] 
2.3. Shuffled Complex Evolution Metropolis Algorithm (SCEM-UA)
[12] Frequency domain analysis requires the optimization of the Debye parameters describing the dielectric permittivity as a function of frequency. Previous studies have reported problems with local search optimization algorithms [Weerts et al., 2001; Huisman et al., 2002] . Therefore we used the Shuffled Complex Evolution Metropolis (SCEM-UA) optimization algorithm recently introduced by . SCEM-UA is a global optimization algorithm, which simultaneously estimates the traditional ''best'' parameter set and its underlying posterior distribution within a single optimization run. A detailed description of the method is given by and so will not be repeated here. In brief, the SCEM-UA algorithm is based on a Bayesian inference scheme and aims to extract information about the posterior probability distribution, which describes what is known about the model parameters b given the data D and prior information. This prior information usually consists of a lower and upper bound for each of the model parameters, thereby creating the feasible parameter space. The posterior density p(b|D) for b is computed by
where y j is the jth of m measurements,ŷ j is the corresponding model prediction, and s is the error term of the measurements expressed as a standard deviation [Box and Tiao, 1973] . Values for s can be based on instrumental error, quality of fit, etc. To estimate the posterior distribution of the density criterion specified in equation (12), the SCEM-UA algorithm starts with an initial population of points randomly generated in the feasible parameter space. For each of these parameter sets, the posterior density is computed using equation (12). The population is then partitioned into several complexes, and in each complex a parallel sequence is launched starting at the point with the highest posterior density. Subsequently, a new candidate point in each of the sequences is generated using the current draw in the sequence in combination with the covariance structure of the entire population of complexes. The Metropolis-annealing criterion is used to test whether the candidate point is added to the current sequence. Finally, the new candidate point is shuffled into the original population of complexes. This series of operations results in a robust algorithm that conducts an efficient search of the parameter space and provides reliable estimates of model parameter uncertainty.
[13] There are two distinct advantages of using the SCEM-UA algorithm in frequency domain analysis instead of traditional local search optimization algorithms. First, because of the global convergence properties, the performance of the SCEM-UA algorithm is not very sensitive to the initial estimates of the parameters. On the contrary, the success of local search algorithms in locating the global maximum of the density criterion specified in equation (12) is essentially dependent on the initial guess of the parameters, as demonstrated by Huisman et al. [2002] . Second, the SCEM-UA algorithm not only locates the most likely parameter set, but also provides a sample set of parameter values describing the probabilistic uncertainty associated with the inversely estimated parameters. This sample set of parameters can be used to derive confidence intervals on the optimized Debye parameters and to study model parameter sensitivity and correlation. Weerts et al. [2001] and Huisman et al. [2002] both reported identification problems due to the strong correlation between the Debye parameters when the relaxation frequency lies outside the frequency bandwidth of the measuring device. Interpretation of the confidence intervals of the model parameters and the model parameter correlations helps to overcome these identification problems.
Materials and Methods
Frequency Domain Analysis of Numerically Generated Measurements
[14] Numerically generated measurements were used to determine the potential accuracy of frequency domain analysis for the determination of the Debye parameters (e s , e 1 , f rel , and s b ). Following Weerts et al. [2001] , we used three numerically generated measurements with different relaxation frequencies (f rel = 10 6.5 À 10 7.5 À 10 8.5 Hz), while the other Debye parameters were kept constant (e s = 40, e 1 = 20, and
). We preferred to use numerically generated measurements because the true parameters are then known. Furthermore, violations of model assumptions, such as non-TEM mode propagation and heterogeneous soil samples, need not be considered. The probe parameters were set to L = 0.1 m and z = 0.3, and a simulated input function v 0 (t) based on the function suggested by Heimovaara [2001] was used:
in which erf is the error function, t [s] is the time, a is a parameter signifying the inverse of the rise time (6.42 Â 10 9 s), and t 0 [s] is the onset of the rise (arbitrarily set to 10 ns). The rise time of the simulated v 0 (t) was 156 ps, which corresponds with the rise time of commonly used cable testers.
[15] Three scenarios of frequency domain analysis were considered for the analysis of numerically generated measurements: cable tester measurements analyzed in the time domain (scenario I), or in the frequency domain (scenario II), and network analyzer measurements analyzed in the frequency domain (scenario III). Equations (1) - (9) were used to generate either three time domain waveforms or three system function magnitudes (Figure 1 ) with the previously defined sets of Debye parameters. Random instrumental error was added to the numerically generated measurements to assess the potential accuracy of the three analysis scenarios with the SCEM-UA algorithm. For scenario I, random noise with a standard deviation of s = 6.5 Â 10 À4 was added to the reflection coefficient of the time domain waveform. This noise level was determined by analysis of the reflection coefficient at long times measured in demineralized water with a Tektronix 1502 B cable tester (Beaverton, Oregon). For scenario II, the time domain waveforms with added noise of scenario I were transformed to the frequency domain. This transformation changed the homogeneous noise in the time domain to heterogeneous noise in the frequency domain, i.e., noise increases with increasing frequency. This frequency domain noise s( f ) was approximated by calculating the standard deviation of 100 transformed waveforms with added random noise. For scenario III, a standard deviation of s = 0.0010 in system function magnitude was determined from an analysis of measured noise in magnitude and phase on a calibrated coaxial cable with the measurement setup described in the next section. Transformation of system functions with this noise level to the time domain resulted in a time domain noise level close to that of scenario I. Therefore the possible fourth scenario of analysis of network analyzer measurements in the time domain is not considered in this analysis. Scenarios I -III were then analyzed with the SCEM-UA algorithm with the appropriate settings of s in equation (12) and the prior information given in Table 1 . Confidence intervals for the optimized Debye parameters were approximated by the standard deviations of the posterior distribution determined with the SCEM-UA algorithm.
Frequency Domain Analysis of Network Analyzer Measurements
[16] Measurements were carried out with a HP8752C network analyzer (NWA) calibrated with a HP 85033D calibration kit (open, short, and match) at the end of the coaxial cable that connected the NWA to the probe. The probe used for the measurements was a seven-wire probe with a head impedance of 50 , similar to the probe used by Heimovaara [1994] . The head of the probe was fitted with a BNC connector. The NWA measurements consist of 1601 equidistant frequency points over the entire bandwidth from 300 KHz to 3 GHz. For the input signal V 0 ( f ) we used a measurement with the inner wire of the probe removed [Heimovaara, 1994] . Time domain waveforms were obtained by converting the NWA measurements to the time domain according to the procedures described in section 2.1. Prior to conversion, all R( f ) were normalized to the magnitude of the first point in the measured input signal to compensate for the fact that the first frequency point is 300 KHz instead of the required dc frequency [Frohne, 1995; Heimovaara et al., 1996] .
[17] The accuracy of frequency domain analysis of real measurements and the importance of nonideal probe behavior was investigated with measurements with four probes on three media with known Debye parameters: air, demineralized water, and ethanol (see Table 2 ). The four probes are a long seven-wire probe with L % 0.10 m, a short seven-wire probe with L % 0.03 m, and a long and a short three-wire probe. The three-wire probe has all three wires in a single plane and was created by removing the appropriate wires from the head of the seven-wire probe. The inner and outer diameters of the samples measured with all probes are 1.6 and 13.8 mm, respectively, which results in a circumferential resonance frequency of 687 MHz in water and 6.2 GHz in air. One set of probe parameters (z and L) for each of the four probes was determined from air and water measurements in a time domain calibration and a frequency domain calibration with the SCEM-UA algorithm. For the calibration of z and L in the frequency domain, we used the real and imaginary parts of the air and water system functions because the magnitude of the air system function does not contain information regarding z and L. The error term s needed in equation (12) for the determination of the posterior distribution was set equal to the root-mean-square error (RMSE) between measured and modeled waveforms (or system functions) for the optimized model parameters in an iterative approach. We did not use instrumental error as in the analysis of the numerically generated measurements, because this is not realistic in the presence of model errors. After probe calibration, the Debye parameters of ethanol were determined in the time and frequency domain with the SCEM-UA algorithm for all four probes.
Results and Discussion
Frequency Domain Analysis of Numerically Generated Measurements
[18] Table 3 summarizes the posterior moments of the Debye model parameters using the SCEM-UA algorithm for the three numerically generated measurements for each analysis scenario. Clearly, the optimized Debye parameters are close to the reference values for all numerically generated measurements and analysis scenarios. This suggests that the Debye parameters can be identified with the SCEM-UA algorithm for a wide range of conditions. Additionally, it also means that the choice of an appropriate initial guess for the Debye parameters, which was required in previous studies with local optimization algorithms, is not required for the global optimization algorithm SCEM-UA.
[19] Weerts et al. [2001] concluded that all Debye parameters could only be identified from TDR waveforms when the relaxation frequency falls well within the frequency bandwidth (i.e., f rel = 10 7.5 Hz). The results presented in Table 3 for scenario I do not support this conclusion. With the SCEM-UA algorithm it is possible to find the optimal Debye parameters with reasonable accuracy for all three numerically generated measurements as indicated by the standard deviations (in parentheses) in Table 3 . The strong correlations between the Debye parameters in the posterior distribution reported by Weerts et al. [2001] are confirmed by the results with the SCEM-UA algorithm, as can be seen in Figure 2 for e s and f rel (r = À0.8614).
[20] The conclusions of Weerts et al. [2001] were derived with a specific parameter identification technique called parameter identification method for the localization of information (PIMLI), which was based on the information content of specific parts of the TDR waveform. This method [Hasted, 1973] searches for those Debye parameters that resulted in simulated TDR waveforms that describe the most informative part of the measured TDR waveform with a predefined accuracy. There are two important reasons for the better performance of the SCEM-UA algorithm as compared with the PIMLI analysis. First, PIMLI uses a set theoretic approach in which all simulations are assigned equal probability (1 when accepted, 0 when rejected) when they fall within a predefined confidence bound [see Vrugt et al., 2002] , whereas the SCEM-UA algorithm assigns higher probability to simulations, which more closely match the observations. Second, PIMLI uses only the most informative parts of the TDR waveform, whereas the SCEM-UA algorithm uses the entire waveform to obtain acceptable simulations. The much smaller range of model parameters accepted by the SCEM-UA algorithm indicates that the data reduction in PIMLI by focusing only on the most informative parts of the TDR waveform was perhaps too strong.
[21] Figure 3 shows the system function magnitude for demineralized water after the conversion of the numerically generated time domain waveform to the frequency domain (scenario II). The noise increases strongly with frequency due to the propagation of the added noise in the FFT conversion from the time domain to the frequency domain. This increase in noise with increasing frequency has also been observed in system functions obtained from measured TDR waveforms [Heimovaara et al., 1996; Friel and Or, 1999] . Heimovaara et al. [1996] reported that the low signal-to-noise ratio at high frequencies hindered the (local) optimization of the Debye parameters and required the choice of an upper frequency limit, above which the system function values were not considered. We used the entire frequency bandwidth with the SCEM-UA algorithm, which was possible because of the ability of the SCEM-UA algorithm to deal with varying measurement error. Nevertheless, the standard deviations for scenario II in Table 3 show that the analysis of TDR waveforms in the frequency domain is less accurate than the analysis of TDR waveforms in the time domain (scenario I) for all Debye parameters.
[22] The accuracy of dielectric permittivity determination from numerically generated NWA measurements analyzed in the frequency domain is also presented in Table 3 (scenario III). The low standard deviation of random noise (s = 0.0010) in system function magnitude over the entire frequency bandwidth resulted in a high accuracy for e 1 . Table 3 also shows that the accuracy of e s and f rel is lower for scenario III than for scenario I in case of low-frequency dispersion in dielectric permittivity (f rel = 10 6.5 or 10 7.5 Hz). However, for a relaxation frequency of 10 8.5 Hz, the accuracy of e s and f rel is highest for scenario III. This can be explained by a difference in sensitivity toward variation in the Debye parameters between time domain waveforms and S 11 scatter functions as illustrated in Figure 4 . For low relaxation frequencies, the sensitivity of the time domain waveform for changes in e s is larger than the sensitivity of the S 11 scatter functions (Figures 4a and 4c ). For higher relaxation frequencies (i.e., f rel = 10 8.5 ), the sensitivity of the S 11 scatter functions is larger (Figures 4b and 4d) .
[23] The comparison of the accuracy of the Debye parameters for different analysis scenarios, as obtained with the SCEM-UA algorithm, provided interesting insights in the potential of frequency domain analysis for the determination of dielectric permittivity. However, the accuracy reported in Table 3 should not directly be interpreted as absolute accuracy because it was obtained from numerically generated ''measurements'' with added noise based on realistic estimates of instrumental error. The accuracy of frequency domain analysis not only is subject to instrumental errors, but also depends on model errors such as non-TEM mode propagation and sample heterogeneity. In the next paragraphs we investigate the accuracy of dielectric permittivity determination from real network analyzer measurements in the time and frequency domain, in the presence of nonideal probe behavior.
Probe Calibration With Measured Waveforms and System Functions
[24] Figure 5a shows the system function magnitude for water measured with and without calibration of the NWA with a calibration kit. Clearly, the data quality is much higher when the system function is measured with a calibrated NWA. This is not as evident as it might seem, since theoretically the system function describes the system independent of the measurement configuration. Apparently, measurements with calibrated NWAs are less susceptible to propagation of error into the system function. Figure 5b shows the time domain waveforms corresponding to Figure 5a . NWA calibration removed the familiar lead of the time domain waveform because the reference plane is moved from the NWA to the head of the probe thereby removing the influence of the cable and connectors. The modeling of time domain waveforms was more accurate after calibration, and therefore we will only consider calibrated NWA measurements for analysis in the time and frequency domain in the following.
[25] Figure 6 compares the measured and modeled waveforms and system functions for water and air after calibration of the long seven-wire probe. The quality of the fit is good, both in the time and in the frequency domain. In the time domain, measured and modeled waveforms can hardly be distinguished. In the frequency domain, structural differences between measured and modeled system functions exist, which indicate the presence of model errors. Theoretically, TEM-mode propagation can only be assumed up to the first minimum in the scatter function, which corresponds with the first longitudinal resonance frequency. The circumferential resonance frequency is 6.2 GHz for air and 687 MHz for water for all probes used here. These frequencies do not appear to be associated with sudden increases in error in the system function. The largest differences between measured and modeled air system function in Figure 6a seem to be at the resonance frequencies, where the system function does not reach the theoretical value of À1. This indicates energy loss and nonideal probe behavior, which increases with frequency. For the water system function, the difference between measurement and model also increases with frequency and becomes especially apparent for frequencies higher than 2 GHz. However, it should be noted that the calibration of the network analyzer combined with the use of the specifically designed seven-wire probe improved the quality of the fit as compared with Heimovaara et al. [1996] and Friel and Or [1999] .
[26] Table 4 shows the optimized probe parameters, their confidence intervals, and the RMSE of the probe calibration. The results of the probe calibration in the time and frequency domain are in good agreement, especially for L. The difference in z must be attributed to the different sensitivity of the time and frequency domain optimizations toward model errors due to nonideal probe behavior. The frequency domain optimization equally weights all frequencies, whereas the conversion to the time domain puts more emphasis on the lower frequencies. Heimovaara et al. [1996] suggested that the differences in z between time and frequency domain optimizations might be explained by the correlation between z and L in the time domain optimization, which can potentially cause uncertainty in z and L. Although some correlation is indeed present in the posterior probability distribution provided by the SCEM-UA algorithm (r = À0.42 for the long seven-wire probe), the confidence intervals in Table 4 indicate that the uncertainty in both z and L is very low.
[27] Figure 7 shows the measured and modeled water system function for different probes, varying in L (top row, long probe; bottom row, short probe) and number of wires (left, seven wires; right, three wires). The RMSE of the frequency domain calibration given in Table 4 indicates that reducing the number of wires increases the model error. Table 4 also shows that z is lower for the three-wire probe, which indicates that the probe impedance increases with a decreasing number of wires. Theoretically, shorter probes should provide measurements with a higher quality due to higher longitudinal resonance frequency, but this is not confirmed by the RMSE in Table 4 or Figure 7 . In fact, Figure 7c seems to indicate that a different combination of z and L could improve the fit to the magnitude of the water system function. However, it should be remembered that the frequency domain probe calibration was performed on the real and imaginary parts of the water and air system functions simultaneously, and therefore optimized z and L given in Table 4 are not necessarily optimal for the system function magnitude of water alone.
[28] Figure 8 shows a close-up of the time domain waveforms of water measured with the short probe with seven wires (left) and three wires (right). The nonideal probe behavior discussed above for the frequency domain has a more subtle influence in the time domain. It appears that the multiple reflections and the rise of the signal are less pronounced in the measured waveforms than in the modeled waveforms, which is especially clear for the three-wire probe shown in Figure 8b . The longer rise time of the signal for three-wire probes also explains the longer electromagnetic lengths for three-wire probes in Table 4 . This nonideal probe behavior in the time domain is important because this type of model mismatch has also been observed in the probe calibration of frequency domain analysis of TDR waveforms [Huisman et al., 2002; Heimovaara, 2001] . Typically, the presence of this model mismatch in probe calibration with time domain waveforms will lead to frequency domain analysis results that indicate some dispersion at higher frequency with relaxation frequencies in the lower gigahertz range. This will mostly be noticed in measurements on media that do not exhibit dispersion in the megahertz to gigahertz range, such as sandy soils.
Frequency Domain Analysis of Measured Waveforms and System Functions
[29] Figure 9 shows measured and modeled time domain waveforms and system functions for ethanol measured with the long seven-wire probe. Table 5 shows the results of the time and frequency domain optimization of the Debye parameters for the long three-and seven-wire probes. The results are compared with values from the literature. As with the probe calibration, the modeled time domain waveforms can hardly be distinguished from the measured waveforms (RMSE given in Table 5 ). The modeled S 11 scatter function of ethanol closely follows the measured system function up to 600 MHz, after which the quality of the fit decreases. The comparison of optimized and earlier reported Debye parameters in Table 5 shows that the results obtained with the SCEM-UA algorithm are in reasonable agreement with the literature values for all probes. Despite the fact that the relaxation frequency of ethanol is so high that the actual value of e 1 falls beyond the upper limit of the frequency bandwidth (3 GHz), the value was extrapolated with reasonable accuracy by the SCEM-UA algorithm in both the time and frequency domain optimization.
[30] Close inspection of Table 5 shows that the Debye parameters obtained with frequency domain optimization show greater deviation from the literature values than those determined by time domain optimization. This is especially evident for e 1 , where the actual value clearly lies outside the confidence interval of the optimized value. Considering the narrow confidence intervals of the optimized model parameters, the possibility of identification problems as reported by Weerts et al. [2001] can be excluded. Therefore we suspect that the model errors clearly illustrated in Figure 9a multisection scatter function that explicitly considers all probe sections as was proposed by Feng et al. [1999] could by used to remove some of these structural deviations.
Conclusions
[31] We compared three frequency domain analysis scenarios for the determination of frequency dependent dielectric permittivity with the Shuffled Complex Evolution Metropolis algorithm (SCEM-UA). For all analysis scenarios, the SCEM-UA algorithm was able to find the optimal Debye parameters without strong constraints on the parameter search space. It was concluded that concerns about parameter identification and initialization of the optimization problem with local optimization algorithms reported by Weerts et al. [2001] and Huisman et al. [2002] can be avoided by using the robust and efficient SCEM-UA sampler. A fully automated waveform analysis based on inverse modeling of TDR waveforms, as was proposed by Huisman et al. [2002] and Lin [2003a] , combined with the SCEM-UA optimization algorithm now seems an accurate and reliable alternative to the empirical and subjective travel time analysis of TDR waveforms.
[32] An analysis of numerically generated measurements confirmed that analysis of TDR measurements in the time domain is more accurate than analysis in the frequency domain due to accumulation of noise in the conversion from the time domain to the frequency domain, as was already suggested by Heimovaara et al. [1996] . The analysis also showed that frequency domain analysis of system functions measured with a network analyzer potentially is the most accurate method for the determination of frequencydependent dielectric permittivity. Only low-frequency dispersion can be determined more accurately from time domain waveforms due to differences in the sensitivities of time domain waveforms and S 11 scatter functions to e s and f rel . Of course, these conclusions not only are valid for determining the parameters of the Debye equation but also apply to approaches where dielectric mixing models including soil properties, such as specific surface area, dry bulk density, and soil solution conductivity, are fitted in the frequency domain analysis [e.g., Lin, 2003b] .
[33] The SCEM-UA algorithm was also used to analyze time domain waveforms and system functions measured on a network analyzer. The probe parameters z and L were determined from time domain waveforms and system functions measured in water and air. Generally, the quality of the fit between measured and modeled time domain waveforms and system functions was sufficiently high to allow an accurate determination of the probe parameters with the SCEM-UA algorithm. However, the quality of the fit clearly decreased with increasing frequency for all probes, which indicated that even the supposedly more coaxial seven-wire probe suffers from nonideal probe behavior. The time and frequency domain calibration of the probe parameters resulted in similar values for L but slightly different values for z. This was attributed to the different sensitivity toward model errors of both analysis scenarios. Calibration of a three-wire probe showed that the quality of the fit decreased as compared to the seven-wire probe, which indicates that model error increased with a decreasing number of wires. Nonideal probe behavior resulted in a longer rise time of the time domain waveform, which led to longer electromagnetic lengths for three-wire probes. This observed increase in rise time has implications for frequency domain analysis of TDR waveform because the mismatch between measured and modeled rise time could result in an apparent high-frequency relaxation in dielectric permittivity when a soil sample is analyzed. It was concluded that dielectric permittivity measurements with seven-wire probes were more accurate than permittivity measurements with the three-wire probe.
[34] Analysis of ethanol measurements showed good agreement with literature values, for both the time domain and the frequency domain analysis. The SCEM-UA algorithm was able to identify the high-frequency parameter of the Debye model despite the fact that its value lies beyond the upper limit of the frequency bandwidth (3 GHz), although model errors led to minor deviations from the literature values for the frequency domain analysis of the system functions. Therefore it was concluded that future research efforts should be directed toward reducing the model error, which can be achieved by improved modeling, such as the use of the multiscatter function of Feng et al. [1999] and the inclusion of extra terms to compensate for the observed energy loss, and by the use of more elaborate probes, such as the coaxial cell of Shang et al. [1999] . Since model errors are much more obvious in the frequency domain, it seems sensible to focus more on the use of network analyzers instead of cable testers in this type of research. 
