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Abstract
Linear dynamics restricted to invariant submanifolds generally gives rise
to nonlinear dynamics. Submanifolds in the quantum framework may emerge
for several reasons: one could be interested in specific properties possessed
by a given family of states, either as a consequence of experimental con-
straints or inside an approximation scheme. In this work we investigate
such issues in connection with a one parameter group φt of transformations
on a Hilbert space, H, defining the unitary evolutions of a chosen quantum
system. Two procedures will be presented: the first one consists in the re-
striction of the vector field associated with the Schro¨dinger equation to a
submanifold invariant under the flow φt. The second one makes use of the
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Lagrangian formalism and can be extended also to non-invariant submani-
folds, even if in such a case the resulting dynamics is only an approximation
of the flow φt. Such a result, therefore, should be conceived as a generaliza-
tion of the variational method already employed for stationary problems.
1 Introduction
The dynamical evolution of a quantum non-relativistic system is described by
means of the Schro¨dinger equation
i
d
dt
ψ = Hψ , (1.1)
where ψ is an element of the Hilbert space associated with the system, say H, and
H is an Hermitian operator on H. Equation (1.1) is a linear, first order ordinary
differential equation, and thus may be described by means of a linear vector field
on H. On the other hand, the dynamical evolution of classical systems is described
by means of vector fields which need not be linear, and this seems to be somehow
strange in view of Dirac’s idea that Classical Mechanics should emerge as a suitable
limit of Quantum Mechanics.
In this respect, quite a few years ago, some of us have shown how nonlinear in-
teracting systems could be obtained starting with free linear systems [1]. The main
idea advanced there was that, if we restrict the family of allowed initial conditions
for some dynamics to a suitable invariant nonlinear submanifold, the “restricted”
dynamics turns out to be nonlinear. This is surprising because linear structures
in Physics generally arise as approximations to the more accurate nonlinear ones.
What we face here is at variance with our expectations: it is the deeper and more
complete theory that is linear and the nonlinear classical (approximate) theory is to
arise as a suitable limit. Therefore, one of the aim of this paper is to clarify what
are the essential ingredients which permit to obtain non-linear dynamics in the
quantum setting, and what is the relation between the original linear dynamiccs
and the induced nonlinear one.
In this paper we would like to consider this situation in the framework of uni-
tary evolution maps on a given Hilbert space associated with a quantum system. In
this context, we will consider nonlinear submanifolds of H because, for instance,
they exhibit a behaviour as close as possible to classical states (coherent states
and their generalizations), or as a consequence of some prescribed limitations (ex-
perimental setups, approximation procedures). While submanifolds deriving from
an experimental constraint have to be chosen case-by-case via ad-hoc procedures,
there are more general constructions which lead to the introduction of systems of
coherent states. One of the first possibilities which has been investigated consists
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in the definition of suitable displacement operators (see [2] for more details about
the use of quantizer-dequantizer formalism for the definition of generalized coher-
ent states). What are nowadays called Weyl systems were introduced by H. Weyl
to deal with unbounded operators in the canonical commutation relations. The
infinitesimal version, given in terms of Hermitean operators satisfying canonical
commutation relations [ q ,p ] = ı~ I, was replaced by an “exponentiated version”
given in terms of unitary operators on a Hilbert space, H:
W(a1) W(a2)W
†(a1) W†(a2) = eı ω(a1 ,a2) I , (1.2)
where a1, a2 are elements of an Abelian vector group V endowed with a translation
invariant symplectic structure ω. The map W from V to U(H) is called a Weyl
system. As it is clear from the above relation, a Weyl system defines a projective
unitary representation of the Abelian group V over H. The action of these opera-
tors on a fiducial state ψ0 produces an immersion, say i, of the classical-like phase
space V into the quantum Hilbert space. Indeed, we can write the following map:
i | V→ H : v 7→ i(v) = W(v)ψ0 =: ψv , (1.3)
which is an injection of V into H. Moreover, being W(v) a unitary operator, ψv
lies in a homogeneous space with respect to the action of the unitary group U(H).
Therefore, starting with a normalized vector lying on the unit sphere S(H), equa-
tion (1.3) defines an immersion of V into S(H) which is, again, injective. However,
it is worth noticing that even though V is a vector space, the immersion does not
respect linearity, i.e., ψv1 + ψv2 6= ψv1+v2 in general, and i(V) is not a linear sub-
space of H. In summary, generalized coherent states allow us to define injective
maps from a given set to the Hilbert space H associated with a quantum system,
every point of the set labelling a given vector in H. This is the main property
we will exploit in the first part of the paper in order to study how to induce one
parameter groups of transformations on subsets of states starting from unitary
maps on H. Using coherent states it is possible to interpret these induced maps
as classical-like dynamics in the framework of classical-to quantum transition (see
[2, 3, 4]). However, it is worth stressing that the following discussion can be ex-
tended to submanifolds which do not possess classical-like properties, representing,
therefore, generic constraints. Moreover, we do not require our subset of states to
possess any completeness property, i.e., to provide a ”resolution of the identity”.
In the forthcoming sections, we will consider two different procedures to achieve
such a result. Let us shortly present their main features in this introduction, their
complete descriptions constituting the main body of the paper. Let us start with
the subset i(V) ⊂ H of parameterized states. Let φt : H → H be the one-parameter
group of unitary transformations generated by H according to the Schro¨dinger
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equation (1.1). If the submanifold i(V) is invariant with respect to this flow, i.e.,
if it holds
∀ t ∈ R and ∀ v ∈ V , ∃w ∈ V : φt (ψv) = ψw, (1.4)
it is possible to induce a dynamics on V according to the following commutative
diagram
V S(H)
V S(H).
i
φ˜t φt
i
Essentially, a flow on V, say φ˜t, is defined in such a way that
i · φt = φ˜t · i. (1.5)
It is worth stressing the fact that, even though quantum dynamics described by
φt is a linear one, it does not necessarily mean that φ˜t is linear too. Indeed, we
will see explicit examples in which φ˜t is associated with a nonlinear dynamics.
It is quite clear that we may replace the vector space V in the previous con-
struction with a generic differential manifold, say M, and the immersion (1.3)
with an injection of M onto an invariant submanifold in H or S(H). These in-
gredients, again, will allow us to induce a one parameter group of transformations
φ˜t on M, which we can interpret as an evolution map and we would expect it
to be nonlinear, in general. From the physical point of view, V has a direct in-
terpretation as a “classical phase-space”, while, in general, the manifold M may
not have a preferred physical interpretation. However, in all the examples we will
propose, we will always chooseM to give rise to an immersed submanifold, i(M),
of states exhibiting a semi-classical behaviour, for instance the so called squeezed
and correlated states which we will address in section (2).
In the procedure outlined above, the crucial assumption is expressed by equa-
tion (1.4), namely, we have to assume the immersed submanifold i(V) to be invari-
ant under the flow φt. Geometrically speaking, this is equivalent to have the linear
vector field generating the Schro¨dinger equation to be tangent to the immersed
submanifold. In the language of differential geometry, we may describe this proce-
dure to be contravariant-like in the sense that it operates by means of restriction of
contravariant objects, i.e., vector fields. Clearly, there is no a-priori reason for the
vector field generating Schro¨dinger equation to be tangent to the immersed sub-
manifold, and a case-by-case analysis is required to verify this statement. In this
context, we are not free to choose the immersed submanifold if we fix the quantum
dynamics, and this may be thought of as a limitation to this contravariant-like
procedure.
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On the other hand, having at our disposal the immersion map
i | M ↪→ H (1.6)
of M into H, we are always in the position of considering the pullback to M
of covariant tensors on H, and this instance brings in the possibility of defining a
covariant-like procedure for inducing a dynamics onM starting with a Lagrangian
description for the Schro¨dinger equation (1.1) on H. Indeed, since the Lagrangian
formalism is a description of the dynamics which is based on the use of differential
forms (covariant tensors), one could exploit a variational formulation in terms of
a Lagrangian function to induce a one parameter group of transformations also
in the case of non-invariant submanifolds. Starting from a suitable Lagrangian
function on the tangent bundle TH of H, equation (1.1) may be written in terms
of a vector field Γl, which is the lift to TH of the vector field Γ on H describing
the Schro¨dinger equation, satisfying
iΓl ωL = −dEL , (1.7)
and even though Γ is not tangent to M, it is still possible to pullback to the
tangent bundle of M the two-form ωL and the Lagrangian energy function EL .
Then, if the pull-back of ωL turns out to be non-degenerate
1, we may define a
vector field Γ˜l on TM by means of
iΓ˜lω˜L = −d˜E˜L , (1.8)
where
ω˜L = (T i)
∗ωL ,
E˜L = (T i)
∗EL ,
(1.9)
and d˜ is the differential onM, and this vector field generates a dynamical evolution
on TM which is, in general, nonlinear. Moreover, we will see that the integral
curves of Γ˜l may be projected down onM, thus generating a dynamical evolution
onM. Therefore, differently from what we found in the case of the contravariant-
like procedure described above (see equation (1.5)), this covariant-like procedure
just explained is always possible, even if the immersed submanifold is not invariant
under the unitary dynamics on the ambient Hilbert space.
If M is invariant under the unitary dynamics, we may perform both the pro-
cedures, and we will see that the resulting dynamical evolutions coincide on M.
1When the pulled-back Lagrangian gives rise to a degenerate 2-form, an evolution on the
tangent bundle of M can be obtained only after performing a constraints analysis according to
the Dirac-Bergmann procedure.
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However, the induced dynamics on a non-invariant submanifold can no
longer be seen as a restriction of the quantum unitary evolution on the
Hilbert space, and the induced Lagrangian description may be conceived
as an approximation of the quantum one generalizing the approximan-
tion scheme known as variational method. In this framework, indeed, one
selects a submanifold of states and the minimum of the energy functional restricted
to this submanifold, if any, is the best approximation of the ground state of the
Hamiltonian operator on this submanifold. The situation we are dealing with,
instead, will correspond to the approximation of a dynamical evolution.
Let us now illustrate the plan of the work. It is divided into two parts: in
the first two sections we focus on induced dynamics on invariant submanifolds.
In particular, in section 2, we consider the restriction of the Hamiltonian opera-
tors defining the free motion of a system with a single degree of freedom and a
one-dimensional harmonic oscillator to the invariant submanifold M of Gaussian
states. Both restrictions give rise to nonlinear dynamics on M. In section 3,
we consider nonlinear immersions in terms of coherent states, the corresponding
submanifolds still being invariant for the chosen one parameter groups of transfor-
mations on the image Hilbert space H. In this case, we present examples where
the parameter manifolds are linear spaces, the immersion maps are nonlinear (in
the sense that the immersed submanifolds are not linear subspace of the ambient
Hilbert space), and the induced dynamical evolutions on the parameter subman-
ifolds are actually linear with respect to the linear structure of the parameter
manifolds. This clearly highlights the fact that the nonlinearity of the immersion
and the nonlinearity of the induced flow are not related to each other.
The second part consists of section 4 and it is devoted to the description of
the Lagrangian procedure previously sketched. We firstly introduce a variational
principle for the Schro¨dinger equation in terms of a Lagrangian function on the
tangent bundle TH of the Hilbert space. This Lagrangian function is degener-
ate and has some invariance properties which are consequence of the probabilistic
intepretation of quantum mechanics, and one has to define a suitable connection
in order to correctly recover the Schro¨dinger equation. For the sake of clarity, in
the rest of section 4, we illustrate a series of examples. In particular, we reformu-
late the examples of section 2 according to the variational perspective, showing
that this Lagrangian formalism provides the same results as the procedure used
in section 2 when the submanifold is invariant and, in addition, shows that the
derived equations are actualy Hamiltonian ones. The third example focuses on a
non-invariant case, namely the submanifold of Gaussian states with respect to the
evolution generated by the Hamiltonian operator of a one dimensional anharmonic
oscillator. The final example, instead, consists of the immersion of a supermani-
fold in the Hilbert space of a finite dimensional Hilbert space, and the resulting
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dynamical system is described by means of a Lagrangian superfunction. Therefore,
this example shows that covariant-like procedure proposed in section 4 is general
enough and may be used also for Fermionic systems.
A final section contains some remarks on possible generalizations and future
perspectives.
2 Reduction of squeezed and correlated states
evolution
In this section we consider unitary evolutions in the Hilbert space L2(R, dx) gen-
erated by an Hamiltonian operator H. In particular, we consider the Hamiltonian
operators describing the free motion and the harmonic oscillator. As immersed
submanifold of states, we consider the submanifolds of Gaussian states because
they are a particular subset of states where classical-like properties may be eas-
ily identified. Moreover, as the sum of two Gaussian functions is not a Gaussian
function, the submanifold is not a vector subspace of the ambient Hilbert space.
Specifically, we will consider squeezed and correlated states of the harmonic oscilla-
tor [5]; they satisfy the Schro¨dinger-Robertson [6, 7] uncertainty relation minimum.
These Gaussian states are obtained by means of the following immersion:
i | Cr+ × C2 ↪→ L2(R, dx) : (a, b, c) 7→ ψ(a, b, c; x) = e−ax2+bx+c , (2.1)
where Cr+ denotes the open subset of the complex plane made up of complex
number with strictly positive real part.
We will see that the submanifold of L2(R, dx) selected by the immersion (2.1)
is an invariant one under the evolution generated by the following Hamiltonian
operators2
Hfree = −1
2
∆ Hharm = −1
2
(∆− ω2x2) . (2.2)
Indeed, in both cases, evolving an initial state
ψ(x; t = 0) = e−ax
2+bx+c , (2.3)
of the type given in equation (2.1) by means of the Green function
ψ(x, t) =
∫
R
G(x, x′, t)ψ(x, t) dx′, (2.4)
one gets again a state of the type
ψ(x, t) = e−a(t)x
2+b(t)x+c(t) , (2.5)
2We will put always ~ = m = 1.
7
where a(0) = a, b(0) = b, c(0) = c, and, if the initial data satisfy ‖ψ(0)‖2 = 1, then
a(t), b(t), c(t) will be such that ‖ψ(t)‖2 = 1 ∀ t ∈ R. Therefore, the dynamical
vector field is tangent to the hyper-surfaces of constant norm. In order to obtain
the dynamics φ˜t onM = Cr+×C2, namely, the evolutionary equations for a, b, c
out of the dynamics φt associated with Hˆ , one should solve Schro¨dinger equation
for a wave function of the type (2.5)3
i
d
dt
e−a(t)x
2+b(t)x+c(t) = He−a(t)x
2+b(t)x+c(t) . (2.6)
2.1 Free particle
Let us start with the free Hamiltonian
Hfree =
pˆ2
2
= −1
2
∆ . (2.7)
The corresponding Green function is
G(x, x′, t) =
1√
2piit
ei
(x−x′)2
2t , (2.8)
which determines the evolution of the initial wave function according to
ψ(x, t) =
∫
G(x, x′, t)ψ(x′; t = 0) dx′ (2.9)
The evolution of the state vector |ψ(0)〉 → |ψ(t)〉 is a unitary one. As a con-
sequence, the normalization of the wave function is preserved. Therefore, let us
choose the wave function ψ(x, 0) to be a normalized Gaussian wave function of
the form
ψ(x; t = 0) = e−ax
2+bx+c . (2.10)
As we said in the introduction to the present section, the result of the evolution of
the initial wave function ψ(0) gives the normalized Gaussian function of the form
ψ(x, t) =
∫
1√
2piit
e
[
i
(x−x′)2
2t
−ax′2+bx′+c
]
dx′ = e−a(t)x
2 + b(t)x+ c(t). (2.11)
with
a(t = 0) = a, b(t = 0) = b, c(t = 0) = c , (2.12)
3From the geometrical point of view, this amounts to restrict the Schro¨dinger vector field to
the submanifold of squeezed and correlated states which is invariant with respect to the flow
associated with the equations of motion.
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Evolutionary equations for a, b, c are deduced from the Schro¨dinger equation for
the ”parent” wave function
i
d
dt
e−a(t)x
2 + b(t)x+ c(t) = −1
2
∆ e−a(t)x
2 + b(t)x+ c(t) , (2.13)
This equation yields the relation
− ia˙(t)x2 + ib˙(t)x+ ic˙(t) = −1
2
{
[−2a(t)x+ b(t)]2 + (−2a(t))} . (2.14)
Therefore, we have the dynamical equations
ia˙(t) = 2a2(t), a(0) = a = aR + iaI ,
ib˙(t) = 2a(t)b(t), b(0) = b = bR + ibI ,
ic˙(t) = a(t)− 1
2
b(t)2, c(0) = c = cR + icI .
(2.15)
One sees that
b(t) =
b
a
a(t) , (2.16)
and, thus, the ratio b(t)
a(t)
= b
a
is an integral of motion for the dynamics. We can
rewrite dynamics in real variables
a = aR + iaI , b = bR + ibI , c = cR + icI . (2.17)
Since
a˙R + ia˙I = −2i(a2R − a2I + 2iaRaI) , (2.18)
we get
a˙R = 4aRaI , a˙I = 2(a
2
I − a2R) , (2.19)
Also, from
b˙R+ ib˙I = −2i(aR+ iaI)(bR+ ibI) = −2i [(aRbR − aIbI) + i(aIbR + aRbI)] , (2.20)
we obtain
b˙R = 2(aIbR + aRbI), b˙I = 2(aIbI − aRbR) . (2.21)
For the remaining variables, in view of
cR + icI =
i
2
(bR + ibI)
2 − i(aR + iaI) = i
2
(b2R − b2I + 2ibRbI)− i(aR + ibR) , (2.22)
we obtain
c˙R = aI − bRbI , c˙I = −aR + 1
2
(b2R − b2I). (2.23)
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It is worth stressing the fact that the dynamics induced on M is a nonlinear one.
The nonlinear dynamics in terms of the introduced notation admits the following
solutions
aR(t) = (aR + 4taRaI)
[
(1− 2taI)2 + 4t2a2R
]−1
, (2.24)
aI(t) =
[
aI − 2t(a2R − a2I)
] [
(1− 2taI)2 + 4t2a2R
]−1
, (2.25)
bR(t) =
1
a2R + a
2
I
[(bRaR + bIaI)aR(t) + (bRaI − bIaR)aI(t)] , (2.26)
bI(t) =
1
a2R + a
2
I
[(bIaR − bRaI)aR(t) + (bRaR + bIaI)aI(t)] , (2.27)
cR(t) = cR(0) +
∫ t
0
(aI(τ)− bR(τ)bI(τ)) dτ , (2.28)
cI(t) = cI(0) +
∫ t
0
(
1
2
(b2R(τ)− b2I(τ))− aR(τ)
)
dτ. (2.29)
The initial data cR(0), cI(0) correspond to the choice of a given normalization fac-
tor. Thus, evolution of the real variables bR(t), bI(t), cR(t), cI(t) is determined by
evolution of the variables aR(t), aI(t). We should notice that even though quan-
tum dynamics is the one of the free particle for one degree of freedom, dynamics
associated with the subset of Gaussian states is a nonlinear dynamics quite far
from the quantum linear one.
2.2 Harmonic oscillator
Let us now address the case of harmonic oscillator, where the Hamiltonian is
H = −1
2
(∆− ω2x2) . (2.30)
Here, the Green function takes the following form
G(x, x′, t) =
√
ω
2pii sinωt
exp
[
icotanωt
2
(x2 + x′2)− xx
′
sinωt
]
. (2.31)
Again, the submanifold of normalized squeezed and correlated states (2.5) is an
invariant one, that is, given an initial state of the type
ψ(x; t = 0) = e−ax
2 + bx+ c , (2.32)
under the evolution given by (2.31)
ψ(x, t) =
∫
R
G(x, x′, t)ψ(x′; t = 0) dx′ , (2.33)
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it remains of the same type
ψ(x, t) = e−a(t)x
2 + b(t)x+ c(t) . (2.34)
As in the previous example, being the submanifold invariant we can restrict Schro¨dinger
vector field on it obtaining the following vector field
i
d
dt
e−a(t)x
2 + b(t)x+ c(t) = −1
2
(∆− ω2x2) e−a(t)x2 + b(t)x+ c(t) . (2.35)
It is a matter of direct computation to check that one obtains the following equa-
tions determining the evolution of the parameters a, b, c
ia˙(t) = 2a2(t)− 1
2
ω2, a(t = 0) = a ,
ib˙(t) = 2a(t)b(t), b(t = 0) = b ,
ic˙(t) = a(t)− 1
2
b2(t), c(t = 0) = b.
(2.36)
which in real coordinates read
a˙R = 4aRaI , a˙I = 2(a
2
I − a2R)−
1
2
ω2 ,
b˙R = 2(aIbR + aRbI), b˙I = 2(aIbI − aRbR) ,
c˙R = aI − bRbI , c˙I = −aR + 1
2
(b2R − b2I) .
(2.37)
Solutions of these nonlinear equations are
a(t) = −iωcotgωt
2
+
ω2
sin2 ωt
1
4
(
a− iωcotgωt
2
) , (2.38)
b(t) = −i ωb
sinωt
1
2
(
a− iωcotgωt
2
) , (2.39)
c(t) = c+ ln
[√
ω
2pii sinωt
√
pi(
a− iωcotgωt
2
)] . (2.40)
We have thus obtained a nonlinear dynamics for the parameters a, b, c. Of course,
for ω → 0 we get the free motion dynamics.
3 Coherent states and nonlinear embeddings
In this section we will briefly recall the construction of some sets S ⊂ H of states,
called coherent states, which can be used to define a map which associates to
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any point of a manifold M a vector of H. From our perspective, these maps
are examples of nonlinear embeddings, since their images do not form a vector
subspace of H, and, in principle, one could expect the emergence of nonlinear
dynamics in such a case. Actually, we will see that the nonlinearity of the emergent
dynamics is not related to the nonlinearity of the chosen embedding, i.e., we will
see that certain particular unitary evolutions on H will produce linear dynamical
evolutions on the manifold M. Besides that, the following examples should make
clear that our procedure should not be understood as identifying a classical system
associated with a quantum one. Indeed, we shall consider some quantum systems
with a finite dimensional Hilbert space, and it is clear that the classical limit, as
usually understood, should be an evolution on a subset of discrete points which
will not be the case.
3.1 Radcliffe spin-coherent states
For spin-1
2
systems coherent states were introduced by Radcliffe [8] based on the
properties of the generators J+,J− and Jz of the group SU(2). These generators
satisfy the commutation relations:
[ Jz , J±] = ±J± , [J+ ,J−] = 2Jz . (3.1)
Upon determining the fiducial state | − 1/2〉 as the state such that J−| − 1/2〉 =
0 · | − 1/2〉 and such that J+| − 1/2〉 = |1/2〉, coherent states are defined as:
|z〉 := ezJ+−z∗J− | − 1/2〉 = exp
(
0 z
−z∗ 0
)
| − 1/2〉 =
(
sin(|z|)
|z| z
cos(|z|)
)
. (3.2)
One can write the complex number z = θ
2
eıϕ where (θ, ϕ) label the unit vector
in the three-dimensional Euclidean space:
n = ( sin(θ) cos(ϕ), sin(θ) sin(ϕ), cos(θ) ) , (3.3)
and
U(gn) = e
zJ+−z∗J†− = e−i θ (sin(ϕ)J1+cos(ϕ)J2) , (3.4)
is the unitary representation on C2 of a rotation of an angle θ around the vector
m = (sin(ϕ) , cos(ϕ), 0). Therefore, we have the following range of variation for
the parameters (θ, ϕ), i.e., we have
θ ∈ [0, pi[ , ϕ ∈ [0, 2pi[ , (3.5)
and the map given in equation (3.2) defines an immersion of S2p (the 2-dimensional
sphere without one of the poles) in the Hilbert space associated with a spin-1
2
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system. The density matrix ρz associated with |z〉 has the form:
ρz = |z〉〈z| =
 p3(z) p1(z)− ı p2(z)− γ∗
p1(z) + ı p2(z) + γ 1− p3(z)
 , (3.6)
where γ = 1+i
2
, and:
p1(z)− 1
2
=
cos(ϕ) sin(2|z|)
2
, p2(z)− 1
2
=
sin(ϕ) sin(2|z|)
2
, p3(z) = sin
2(|z|) .
(3.7)
The numbers 0 ≤ p1(z), p2(z), p3(z) ≤ 1 are the probabilities to have, in the
Radcliffe coherent state ρz, the spin projection m =
1
2
on the directions x, y, z
respectively. The particular tomographic probability description of spin-states
was discussed in [9]. Using a different decomposition of the matrix U(gn) it is
possible to introduce a parameterization of the set of states in terms of a variable
belonging to the whole complex plane which is related to the parameters (θ, ϕ) by
means of the stereographical projection, i.e.
ζ = tan
(
θ
2
)
e−ıϕ ∈ C , (3.8)
and the new set of coherent states is
|ζ〉 :=
 ζ√1+|ζ|2
1√
1+|ζ|2 )
 . (3.9)
The dynamical evolution of the Radcliffe coherent states according to the uni-
tary evolution generated by the Hamiltonian operator:
HR =
A
2
{J+ ,J−}+ B
2
[J+ ,J−] , (3.10)
is simply:
eıtHR |z〉 = eı t(A−B)2
(
eıtB sin(|z|)|z| z
cos(|z|)
)
= eı
t(A−B)
2
(
sin(|z(t)|)
|z(t)| z(t)
cos(|z(t)|)
)
, (3.11)
with:
z(t) = z eıtB . (3.12)
This represents an example where even though the subset of selected states does
not carry a linear structure as a linear subspace of the Hilbert space, the dynamics
induced by the quantum evolution is again linear with respect to the linear space
structure of the parameter manifold.
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3.2 Bosonic Oscillators
The formalism of coherent states |z〉 for the harmonic oscillator [10, 11], with
annihilation and creation operators, a and a† respectively, such that [a , a†] = I, is
based on the definition:
|z〉 := eza−z∗a† |0〉 . (3.13)
The ground (vacuum) state |0〉 is such that a|0〉 = 0 · |0〉, where 〈0|0〉 = 1. The
complex number z = 1√
2
(q+ıp) determines the set of parametersM. The evolution
of Bosonic-oscillator coherent states under the action of the oscillator Hamiltonian,
i.e.:
|zt〉〈zt| = e−ıHt |z〉〈z| eıHt , ~ ≡ 1 , (3.14)
where:
H =
A
2
{
a† , a
}
+
B
2
[
a† , a
]
, (3.15)
yields the linear dynamics on the manifold M of the form:
z 7→ z(t) = z eıωt , (3.16)
where ω is related to the constants A and B.
The case of f-oscillators
In [12], the notion of f -oscillator was introduced. It is a deformation of the oscil-
lator annihilation operator a of the form:
a 7→ Af := a f(a† a) = a f(n) , (3.17)
accompanied by:
a† 7→ A†f := f(n)† a† . (3.18)
The properties of f -oscillators are discussed in [13]. We address the following
problem: if we map the manifoldM = C using f -oscillators, what is the classical-
like dynamics we get on M? We consider the Hamiltonian evolution dictated
by:
H =
ω
2
(
A†f Af + Af A
†
f
)
, (3.19)
for the nonlinear coherent state defined for f -oscillators by the eigenvalue equation:
Af |z〉f = z |z〉f . (3.20)
The nonlinear coherent state can be written as the following superposition of the
basis vectors {|n〉} [12]:
|z〉f = Nf
+∞∑
n=0
zn√
n! [f(n)]!
|n〉 , a† a |n〉 = n |n〉 , (3.21)
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with
[f(n)]! = f(n) · f(n− 1) · · · f(1) , Nf =
( ∞∑
n=0
|α|2n
n! |[f(n)]!|2
)− 1
2
. (3.22)
In order for the series defining |z〉f in the previous equation to be convergent, f(n)
can be checked to be of the form
f(n) =
√
λn + α
γn + δ
. (3.23)
The question of how to choose the parameters λ, α, γ, δ in such a way that one has
classical-like evolutions on the manifold M = C, parametrized by z, only has the
trivial solution λ = α, γ = δ so that
f(n) =
α
γ
= constant , (3.24)
which corresponds to ordinary coherent states with the classical-like evolution
z 7→ zt = z eıω˜t , (3.25)
which consists in a linear reparameterization of the motion obtained in the previous
paragraph. Any other f -function destroys the evolution on the manifold M = C,
since the evolution generated by H will map f-oscillators into different f-oscillators
as the time parameter changes (see [12] for further details).
3.3 Fermionic Oscillators
We have yet another Hilbert space in which we may immerse our manifold, the
space of Fermionic states. The construction of Radcliffe spin-1
2
coherent states, in
fact, can be applied to construct Fermi-oscillator coherent states. In the case of
Fermi oscillators, the creation and annihilation operators obey the condition:
c c† + c† c = I . (3.26)
The two-dimensional realization of the Fermi-oscillator creation and annihilation
operators c† and c reads:
c =
(
0 0
1 0
)
, c† =
(
0 1
0 0
)
. (3.27)
The ground state of Fermi oscillator defined by c|0〉F = 0 · |0〉F gives the state
vector:
|0〉F =
(
0
1
)
. (3.28)
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The state |1〉F = c†|0〉F is given by the vector:
|1〉F =
(
1
0
)
. (3.29)
The number operator for Fermi-oscillator:
nF = c
† c , (3.30)
provides the relation:
nF |n〉F = n|n〉F , n = 0, 1 . (3.31)
Equations (3.26) and (3.27) are Fermi-oscillator counterpart of the Bose-oscillator
formulas. It is a known property of the supersymmetry relating Bose and Fermi-
oscillators. We should stress that already in [14, 15] it was observed that the same
classical Lie algebra, realized in terms of matrices, could be also realized in terms
of the algebra of Bosonic CCR (canonical commutation relations) or in terms of
the algebra of Fermionic creation and annihilation operators (ACCR) (also see
[16]). On the other hand, the discussed Radcliffe coherent state construction for
spin-1
2
particles can be applied to the Fermi-oscillator due to the fact that:
c† = J+ , c = J− , (3.32)
in the 2-dimensional matrix realizations of c, c†. Also, the Hilbert space of the
Fock state of the Fermi-oscillators coincides with the Hilbert space of the state of
the spin-1
2
particle:
|0〉F = | − 1/2〉 , |1〉F = |1/2〉 . (3.33)
In view of this isomorphism, the coherent states of Fermi-oscillators can be con-
structed formally using the same expressions used for spin-1
2
coherent states. To
summarize, the classical-like evolution on M obtained from the Bose-oscillator,
the Fermi-oscillator, and the Radcliffe coherent states are rotations in the plane:
z 7→ z(t) = z eıω(A,B)t , (3.34)
where the frequency ω(A,B) is determined by the Hamiltonians:
H =
A
2
{
a† , a
}
+
B
2
[
a† , a
]
,
HR =
A
2
{J+ ,J−}+ B
2
[J+ ,J−] ,
HF =
A
2
{
c† , c
}
+
B
2
[
c† , c
]
.
(3.35)
Also, the Radcliffe coherent states for spin-1
2
particles are identical to the coherent
states of a single mode Fermi-oscillator. Another type of fermionic coherent states
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was introduced in [17], but the author used complex Grassmann variables instead of
the complex numbers z and z∗. In a following section we will present an analogous
system showing that one can immerse also super-manifolds into a Hilbert space
and introduce a suitable dynamics on it starting from a quantum Hamiltonian
system.
Two-mode Fermi oscillator and Radcliffe coherent states
For two spin-1
2
particles, we can introduce:
J1+ = J+ ⊗ I , J1− = J− ⊗ I ,
J2+ = I⊗ J+ , J2− = I⊗ J− ,
(3.36)
so that we can define the Radcliffe two-mode coherent states:
|z1 , z2〉 = ez1 J1+−z∗1 J1−+z2 J2+−z∗2 J2− |0 , 0〉 , (3.37)
where the ground state |0 , 0〉 is such that J1−|0 , 0〉 = J2−|0 , 0〉 = 0. A direct
computation shows that:
|z1 , z2〉 =

sin |z1|
|z1| z1
sin |z2|
|z2| z2
sin |z1|
|z1| z1 cos |z2|
cos |z1| sin |z2||z2| z2
cos |z1| cos |z2|
 . (3.38)
For two-modes Fermi-oscillator, the correct representation of the creation and
annihilation operators is:
c1 = c⊗ I , c†1 = c† ⊗ I ,
c2 = σ3 ⊗ c , c†2 = σ3 ⊗ c† ,
(3.39)
so that we have:
c1c2+c2c1 = c
†
1c
†
2 + c
†
1c
†
2 = c1c
†
2 + c
†
2c1 = 0 ,
c1c
†
1 + c
†
1c1 = c2c
†
2 + c
†
2c2 = I .
(3.40)
The explicit expression of U(z1, z2) = e
z1c1−z∗1c†1+z2c2−z∗2c†2 reads:
U(z1, z2) =

cos z − sin z
z
z?2 − sin zz z?1 0
sin z
z
z2 cos z 0 − sin zz z?1
sin z
z
z1 0 cos z
sin z
z
z?2
0 sin z
z
z1 − sin zz z2 cos z
 , (3.41)
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where z :=
√|z1|2 + |z2|2. Depending on the choice of the fiducial vector, we get
quite different behaviours. For instance, if we choose as fiducial vector the vector
|00〉 such that c1|00〉 = c2|00〉 = 0 · |0〉, we can define:
|z1 , z2〉00 := ez1c1−z∗1c
†
1+z2c2−z∗2c†2 |00〉 =

0
− sin z
z
z?1
sin z
z
z?2
cos z
 . (3.42)
It is clear that, even if we started with the two free parameters z1, z2 ∈ C, the im-
mersed parameter manifold is actuallyM = C. Let us consider the one parameter
group of unitary transformations U(t) generated by the oscillator Hamiltonian:
H12F = H
1
F +H
2
F =
A1
2
{
c†1 , c1
}
+
B1
2
[
c†1 , c1
]
+
A2
2
{
c†2 , c2
}
+
B2
2
[
c†2 , c2
]
,
(3.43)
Since these expressions will be used in the rest of this paragraph, let us define
the following set of frequencies depending on the parameters of the Hamiltonian
operator:
ω1 =
1
2
(A1 + A2 +B1 +B2) , ω2 =
1
2
(A1 + A2 +B1 −B2) ,
ω3 =
1
2
(A1 + A2 −B1 +B2) , ω4 = 1
2
(A1 + A2 −B1 −B2) .
(3.44)
Therefore, when U(t) acts on |z1, z2〉 we obtain the dynamics:
z1 7→ z1(t) = z1 eı ω2t , z2 7→ z2(t) = z2 eı ω3t , (3.45)
of the single-mode Fermi-oscillator. What happens when we select |10〉+|01〉√
2
as
fiducial state? A direct computation shows that:
|z1 , z2〉01 := ez1c1−z∗1c
†
1+z2c2−z∗2c†2
( |10〉+ |01〉√
2
)
=
1√
2

− sin z
z
(z?1 + z
?
2)
cos z
cos z
sin z
z
(z1 − z2)
 ,
(3.46)
and thus:
U(t) |z1 , z2〉01 = 1√
2

− sin z
z
ei ω1 t (z?1 + z
?
2)
ei ω2 t cos z
ei ω3 t cos z
sin z
z
ei ω4 t (z1 − z2)
 . (3.47)
Consequently, if we want dynamics to map coherent states into coherent states,
it must be B1 = B2 ≡ −ω, so that:
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U(t) |z1 , z2〉01 = e
i(A1+A2)t
√
2

− sin z(t)
z(t)
(z?1(t) + z
?
2(t))
cos z(t)
cos z(t)
sin z(t)
z(t)
(z1(t)− z2(t))
 , (3.48)
From this, it follows that the classical-like dynamics in terms of the variables is
given by:
z1 7→ z1(t) = z1 eı ω t
z2 7→ z2(t) = z2 eı ω t ,
z 7→ z(t) =
√
|z1(t)|2 + |z2(t)|2 .
(3.49)
We have thus found that the same dynamics on a classical-like manifold may be
obtained by immersing the manifold into different quantum models, suggesting
that our immersion should not be thought of as a quantization.
Remark 1 (Probabilities). Quantum states in the Schro¨dinger picture can be in-
terpreted as probability amplitudes. Therefore, the procedure outlined above allows
us to associate probability amplitudes with the points of a manifold. On the other
hand, one could immerse the same space directly in the space of probability distribu-
tions: in this case the representation of spin-1
2
coherent states and Fermi-oscillator
coherent states provide rotation of probabilities. Indeed, in the tomographic prob-
ability representation (see [18] for an introduction to the tomographic picture of
Quantum Mechanics) the dynamical evolution is expressed in terms of linear equa-
tions for probabilities p1(z, t), p2(z, t), p3(z, t). In vector notation we have:
d~p(t)
dt
= L(t)~p(t) + ~r(t) , (3.50)
where:
~p(t) =
p1(z, t)p2(z, t)
p3(z, t)
 . (3.51)
There, the (3× 3) matrix L(t) reads:
L(t) =
1
2
 0 −2B 02B 0 0
0 0 0
 , (3.52)
and the 3-vector ~r(t) is:
~r(t) =
1
2
 B−B
0
 . (3.53)
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Remark 2 (Cat states for Radcliffe and Fermi-oscillator coherent states). In [19]
even and odd coherent states (also called even and odd cat states) of oscillators
were introduced as the superposition:
|z±〉 = N± (|z〉 ± | − z〉) , (3.54)
where:
N+ =
[
+∞∑
n=0
z2n√
2n!
]− 1
2
,
N− =
[
+∞∑
n=0
z2n+1√
(2n+ 1)!
]− 1
2
.
(3.55)
The superposition for two-mode coherent states [20] is an entangled state. The
evolution of the cat state under the action of the oscillator Hamiltonian provides
again the harmonic oscillator dynamics on the parameter z:
z 7→ zt = z eıωt . (3.56)
Since we introduced Fermi-oscillator coherent states we introduce even and odd cat
states for this oscillator and study their properties in the sense of classical-like
dynamics. Using equation (3.2) we obtain:
|z+〉RF = N+
(
cos |z| |0〉+ sin |z| cos γ(z) |1〉
)
, (3.57)
|z−〉RF = N− sin |z| sin γ(z) |1 〉 . (3.58)
It is then clear that the induced classical-like evolution on z is the same as above.
The density matrix of even cat states is:
ρ+ = |z+〉RF 〈z+| = |N+|2
(
sin2 |z| cos2 γ(z) 1
2
sin 2|z| cos γ(z)
1
2
sin 2|z| cos γ(z) cos2 |z|
)
, (3.59)
while the density matrix of odd cat states is:
ρ− = |z−〉RF 〈z−| = |N−|2
(
sin2 |z| sin2 γ(z) 0
0 0
)
. (3.60)
20
4 Reduction by means of Lagrangian formalism
As already mentioned in the introduction, the procedure described in previous
examples only works if the immersed submanifold of states is invariant under the
unitary evolution generated by a given Hamiltonian operator. Therefore, in order
to make the procedure work for every immersed submanifold,M, one should have
a description of dynamics in terms of covariant tensors that may be pulled back
on M by means of the immersion map i giving rise to a dynamics on M. In this
section, we will discuss how the Lagrangian formalism may be used for this purpose.
Indeed, if a Lagrangian function L ∈ F (TH) for equation (1.1) is available,
the pull-back of L via the tangent map T i, i.e., L˜ = (T i)∗L , can be used as
a Lagrangian function on the tangent bundle TM to derive the corresponding
Euler-Lagrange equations.
The first step, therefore, consists in defining a Lagrangian function L for the
Schro¨dinger equation. At this purpose, we recall that, since states in quantum
mechanics are equivalence classes of vectors in H, any class describing a “ray”, the
dynamical evolution of quantum systems should be conceived not on the whole
Hilbert space, but rather on its complex projective space, that is, the space ob-
tained by the following quotient
H0
S(H)
P(H)
pi
R+
U(1)
(4.1)
where H0 is the Hilbert space without the null vector. Accordingly, we will look
for a Lagrangian function on TH0 which is invariant (up to a total time derivative)
under the action of R+ and U(1) associated with the double fibration of equation
(4.1). A possibility is given by
L =
i
2
[
(ψ, vψ) − (vψ, ψ)
(ψ, ψ)
]
− (ψ, Hψ)
(ψ, ψ)
. (4.2)
The principle of least action applied to equation (4.2) gives rise to the following
equation (see [21, pp. 4-5] for details)
i
d
dt
ψ = Hψ −
(
ψ,
[
i d
dt
−H]ψ )
(ψ, ψ)
ψ . (4.3)
which does not coincide with equation (1.1). Let us notice that, since the La-
grangian function is first-order in the velocities, Euler-Lagrange equations can be
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written as a set of first-order differential equations on H0, defining therefore a
vector field on H0 4. Furthermore, equation (4.3) is invariant with respect to mul-
tiplication by a non-zero complex number in the sense that, if |ψ〉 is a solution
with initial datum |ψ0〉, also λ(t)|ψ〉 (λ ∈ C0 ∀t ∈ [t0, t1]) is a solution with initial
datum λ(0)|ψ0〉. This implies that the solutions of equation (4.3) project down to
the complex projective space P(H). As a remark, let us notice that, despite the
invariance properties of the equations of motion, the Lagrangian (4.2) cannot be
the pullback to TH of a continuous Lagrangian function on TP(H). Indeed, this
would correspond to a global gauge fixing which cannot be achieved on the bundle
Tpi : TH0 → TP(H) because the bundle is not trivializable (for more details see
[22]).
In order to obtain exactly (1.1) one should lift the vector field defined by (4.3) to
H0 in a suitable way. This choice corresponds to the definition of a connection and
the associated parallel transport (see [23] for more details about the definition of a
connection from an algebraic point of view, and [24] for a more general approach
to connections on fiber bundles). In this case, if one chooses the following element
φ(t)
φ(t) := ei
∫ t
0(ψ, [i
d
dt
−H]ψ )(ψ,ψ)−1 dτψ(t) , (4.4)
as representative of the equivalence class to which ψ(t) belongs, φ(t) has the same
norm for all t ∈ [t0, t1] and one recovers exactly Schro¨dinger equation (1.1) for φ,
as it can be proved via a direct, straightforward substitution.
In summary, we have seen that the Lagrangian function L on TH0 is a La-
grangian function and the related Euler-Lagrange equations can be read as a vector
field on the space of the equivalence classes of rays, i.e., the complex projective
space P(H). If one chooses a proper notion of parallel transport, which amounts
to fix a normalization and a phase factor, it is possible to recover the usual form
of the Schro¨dinger equation (1.1).
Let us now illustrate how Lagrangian formalism could be used to deal with
the problem of inducing a dynamics on submanifolds of pure states through an
example coming from section 3.
Example 1. Radcliffe coherent states Let us consider the immersion of the
complex disc M of radius ρ < pi via Radcliffe coherent states {|z〉} ⊂ H0 =
C2−{0}. The tangent bundle is TH0 ∼= H0×C2 ∼= R4−{0}×R4, and we consider
as coordinate functions TH0 3 (x, vx) → (x1, x2, x3, x4, x˙1, x˙2, x˙3, x˙4). Let H =
B
2
[J+,J−] be the Hamiltonian operator for the quantum dynamics. Therefore, the
4In general Euler-Lagrange equations could not define a vector field, for instance in presence
of constraints. As we will see, in such a case a careful analysis of the constraints has to be
performed in order to get a vector field.
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Lagrangian function of equation (4.2) takes the following form:
L =
xjΩjkx˙
k
xmxm
− B
2
xjLjkx
k
xmxm
, (4.5)
where we have used Einstein’s summation rule for repeated indices and we have
introduced the following matrices:
Ω =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 , L =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 . (4.6)
In order to write the equations of motion, we consider the Cartan 1-form
ϑL =
∂L
∂x˙k
dxk =
xjΩjkdx
k
xmxm
, (4.7)
and the Lagrangian 2-form
ωL = dϑL =
1
xmxm
(
Ωjkdx
j ∧ dxk − 2x
lΩjkx
j
xrxr
dxl ∧ dxk
)
. (4.8)
Both these differential forms are the pullback to TH0 of a 1-form and a 2-form,
respectively, on H0 because the Lagrangian function is first-order in the generalized
velocities. With an abuse of notation, we will call θL and ωL these forms and in
what follows we will refer to these objects defined directly on the Hilbert space5.
Therefore, the 2-form ωL ∈ Ω2(H0) has a kernel spanned by two vector fields
which are the generators of the action of the Abelian group R+×U(1). These two
vector fields read as follows:
∆ˆ = xj ∂
∂xj
, (4.9)
X3 = x
jΩkj
∂
∂xk
, (4.10)
where the indices are raised via the identity matrix δjk. This means that the de-
generate 2-form ωL is the pullback of a symplectic form on the complex projective
space. As previously outlined, the lifting procedure in Eq.4.4 defines a parallel
transport on H0 (see [24] for a detailed exposition of the theory of connections on
principal bundles) and the lifted path φ(t) = xˆ(t) will obey the following equations:
xˆj(t) ˙ˆxj = 0 ,
xˆjΩjk ˙ˆx
k = EL (xˆ) ,
5These forms on H0 can be obtained after choosing a global section of the vector bundle
TH0, for instance the zero section s0 : H0 → TH0, which permits the identification of H0
with the submanifold vψ = 0 in TH0. Therefore one could define the two differential forms
θ0L = (s0)
∗(θL ) and ω0L = (s0)
∗(ωL ).
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where EL is the function on H0 defined by the expectation value of the Hamiltonian
operator H, that is, we have
EL = x˙
j ∂L
∂x˙j
−L = B
2
xjLjkx
k
xmxm
. (4.11)
Let us notice once more that, since the Lagrangian function is first-order in the
generalized velocities, EL is the pull-back of a function on H0 and, as already
remarked, we will call again EL such a function on H0. The first equation is
imposing the conservation of the norm of the vector along the curve, whereas the
second condition is fixing the evolution of the remaining phase factor. These two
conditions will permit to obtain a solution of Schro¨dinger equation starting from
an equivalence class of solutions of Euler-Lagrange equations of motion.
The vector field tangent to the curve xˆ(t) is the desired lift Γl on H0 of the
vector field Γ on P(H), and the equations of motion associated with it can be
written as
iΓlωL = −dEL , (4.12)
where
dEL =
B
xmxm
(
xjLjkdx
k − x
jLjkx
k
xnxn
xldx
l
)
.
A straightforward computation shows that the vector field Γl has the following
expression
Γl =
B
2
[(
x1
∂
∂x2
− x2 ∂
∂x1
− x3 ∂
∂x4
+ x4
∂
∂x3
)]
, (4.13)
and its flow on H0 can be expressed as(
z1(0)
z2(0)
)
→
(
z1(0)e
iB
2
t
z2(0)e
−iB
2
t
)
. (4.14)
Let us now consider the immersion defined by equation (3.2). The pullback
L˜ := (Ti)∗L is the Lagrangian function
L˜ = ϕ˙ sin2
(
θ
2
)
− B
2
cos(θ) , (4.15)
which is first-order in the generalized velocities, and the corrsponding Cartan 1-
form is
ϑ˜L = sin
2
(
θ
2
)
dϕ . (4.16)
The Lagrangian 2-form is ω˜L = dϑ˜L =
1
2
sin(θ)dθ ∧ dϕ and one can notice that
is the pullback of a symplectic 2-form on the manifold M, because the Lagrangian
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function is first-order in the generalized velocities. Eventually, one can compute
also dE˜L = −B2 sin(θ)dθ and, recalling the previous remarks concerning first-order
Lagrangian functions, the equations of motion can be written as follows:
iΓ˜lω˜L = −dE˜L , (4.17)
where Γ˜l = B
∂
∂ϕ
. We can see that in this case the solutions of the equations of
motion project down to rotations on the disc preserving the radius, which is thus a
constant of the motion. Since we have started with a submanifold Σ := i(M) ⊂ H
which was invariant under the unitary evolution generated by H, the resulting
dynamical evolution coincides with the dynamical evolution obtained in section 3
by means of the contravariant-like procedure. This is, actually, a general result
which will be shown in the rest of this section.
Now, we have two groups of objects. On one hand, on TH0 we can define
L ∈ F (TH0) EL = ψ˙j ∂L
∂ψ˙j
−L ∈ F (TH0)
θL =
∂L
∂ψ˙j
dψj ∈ Ω1(TH0)
ωL = dθL ∈ Ω2(TH0),
(4.18)
on the other hand, on TM we have
(T i)∗L =: L˜ ∈ F (TM) E˜L = m˙j ∂L˜
∂m˙j
− L˜ ∈ F (TM)
θ˜L :=
∂L˜
∂m˙j
dmj ∈ Ω1(TM)
d˜θ˜L =: ω˜L ∈ Ω2(TM).
(4.19)
Let us remark that the index j is labelling coordinate functions on the Hilbert
space H, which could be infinite dimensional.
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The following set of equalities is always valid:
θ˜L = (T i)
∗θL ,
ω˜L = (T i)
∗ωL ,
E˜L = (T i)
∗EL .
(4.20)
In particular, the first equality is a consequence of the fact that S, the soldering
form on TH0, and S˜, the soldering form on TM, are 1 − 1 tensors that are T i-
related, namely (T i)∗S · df = S˜(T i)∗df [25]. The second equality expresses the
commutativity of exterior differential with respect to pullback operations. The last
equality comes from the fact that the two vector fields ∆ and ∆˜ are Ti-related,
these two vector fields defining the linear structures of the fibres of TH0 and TM,
respectively.
As already noticed in the example above, the forms θL , ωL and the function
EL are the pull-back to TH0 of objects on H0 because the Lagrangian function
is first-order in the generalized velocities, and analogous results are valid for the
covariant objects on TM. With an abuse of notation we will preserve the same
names for the covariant objects on H0 and M (for instance ωL will belong to
Ω2(H0) and ω˜L to the space Ω2(M).)
The first group of objects would describe the dynamics on TH0. However,
according to the above remark, the dynamical evolution can be actually written
in terms of objects on H0 and we can write the equations of motion in terms of
the vector field Γl on H0 obeying
iΓlωL = −dEL . (4.21)
Analogously, starting with the objects belonging to the second group, we get the
dynamical evolution onM, which is associated with a vector field, say Γ˜l, obeying
iΓ˜lω˜L = −d˜E˜L . (4.22)
We will widely use the previous results all over the rest of this section. In
particular we will consider directly the pull-back of the forms and not of the
Lagrangian functions in the subsequent examples.
Before moving on, let us add some considerations. Indeed, the result of the
whole procedure highly depends on the specific immersion we have chosen. In
particular, the following aspects must be analysed:
• The first, obvious, condition that the immersion must satisfy is that it should
give rise to a Lagrangian on the parameter-space which is admissible, namely,
starting with a Lagrangian admitting strong minima (extrema) we would
arrive at a Lagrangian admitting strong minima (extrema).
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• Even if one starts with an even-dimensional Hilbert space and with a La-
grangian giving rise to a two form on H0 which is the pullback of a sym-
plectic structure on the projective Hilbert space P (H), this property of L
may be not preserved under pull-back. Namely, the parameter-manifold im-
mersed into the Hilbert space may give rise to a submanifold of H0 which
is isotropic (or Lagrangian) for the symplectic form. This means that the
symplectic form vanishes on such a submanifold and, thus, its pull-back to
the parameter-manifold is 0. When this is the case, there is no dymanics on
the parameter-manifold. Indeed equations of motion on M reduce to:
0 = d˜E˜L , (4.23)
that give an entire subset of M where one can take initial data that will
not evolve in time. This submanifold is exactly the pull-back of the critical
submanifold for EL . Therefore, by means of immersion into an isotropic
(or Lagrangian) submanifold for the ”pulled-back” Lagrangian two form one
simply recovers the best approximation of the ground state of the Hamil-
tonian inside the submanifold of states considered (this is what is known
as the Variational Method in text-books on Quantum Mechanics). With
this in mind, the immersion procedure outlined should be understood in the
spirit of the usual Variational Method used to find approximate eigenvalues
and eigenvectors of some Hamiltonian by means of submanifolds of selected
states which are not invariant under the considered Hamiltonian operator.
This covariant-like procedure should be, in fact, understood as a dynamical
generalization of the usual Variational Method which provide approximate
dynamics ”constrained” to subsets of trial states. It should be clear that the
specific subset of trial states is in principle completely arbitrary and without
additional requirements, for instance providing a resolution of the identity.
If in the specific examples considered we will deal with classes of trial states
with particular properties, this must be seen only as a computational ”facil-
ity” rather than as some conceptual constraint.
An intermediate situation is also possible. The parameter-manifold, im-
mersed into the Hilbert space, may give rise to a submanifold which inter-
sects an insotropic or a Lagrangian submanifold for the symplectic form.
This means that the symplectic form restricted to such a submanifold turns
out to be degenerate and, thus, also its pull-back to M must be degener-
ate. Therefore, some components of Γ˜ will be in the kernel of ω˜L and some
equations will not be dynamical equations but only constraint equations.
Having at our disposal a Lagrangian for (1.1) we are now ready to apply the
procedure described in the beginning of this section to the examples we addressed
in section (2).
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4.1 Free particle
As in equation (2.1), let us consider the free Hamiltonian of equation (2.7) and the
submanifold of states given by the immersion define by equation (2.1). Following
the construction described in the introduction of the present section, a direct
computation gives the following results for the pull-back of the Lagrangian two
form and the Lagrangian energy function:
ω˜L = −
(
b2R
2a3R
+
1
4a2R
)
daR∧daI + bR
2a2R
dbR∧daI + bR
2a2R
daR∧dbI − 1
2aR
dbR∧dbI ,
(4.24)
E˜L =
aR
2
+
a2I
2aR
+
(aIbR − aRbI)2
2a2R
. (4.25)
Consequently:
dE˜L =
(
1
2
− a
2
I
2a2R
− a
2
Ib
2
R
a3R
+
bRbIaI
a2R
)
daR +
(
aI
aR
+
aIb
2
R
a2R
− bRbI
aR
)
daI +
+
(
bRa
2
I
a2R
− bIaI
aR
)
dbR +
(
bI − bRaI
aR
)
dbI .
(4.26)
Equations of motion given by (4.24) and (4.26):
iΓ˜ω˜L = −dEL , (4.27)
provide the following dynamics, Γ˜:
Γ˜aR = 4aRaI
Γ˜aI = 2(a2I − a2R)
Γ˜bR = 2(aIbR + bIaR)
Γ˜bI = 2(aIbI − aRbR)
∂
∂cR
,
∂
∂cI
∈ kerω˜L .
(4.28)
Of course, the vector fields ∂
∂cR
and ∂
∂cI
are in the kernel of ω˜L because they are the
generators of dilations and multiplication by a phase factor and ωL is the pullback
of a form on P (H).
Note that, apart for the latter aspect, which is due to the fact that here we
are dealing with a dynamics on P(H) and not on S(H), this is exactly the same
nonlinear dynamics we found in (2.1). However, we can lift the vector field Γ˜ to a
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vector field Γ↑ onM, in such a way that the following parallel transport condition
is satisfied:
〈ψ (a(t), b(t), c(t);x) |
(
i
d
dt
−H
)
ψ (a(t), b(t), c(t);x)〉 = 0 , (4.29)
where ψ(a(t), b(t), c(t);x) is any path satisfying (4.28). Such a choice permits to
recover also the remaining two equations in (2.29). Since the choice of normal-
ization factors is an arbitrariness which we have shown how to fix, but it doesn’t
affect the main features of the evolution map, in the rest of this section we will
consider the dynamics on the quotient manifold, namely Mˆ ' R+ × R3.
One can easily find also the Darboux coordinates for this symplectic dynamical
system. Indeed, one can introduce the following set of variables:
q1 =
bR
2aR
, (4.30)
p1 =
aRbI−aIbR
aR
, (4.31)
q2 =
1
2
√
aR
, (4.32)
p2 = − aI√aR , (4.33)
and the 2-form ω˜L can be written as follows
ω˜L = dp1 ∧ dq1 + dp2 ∧ dq2 .
The variable q1 is the expectation value of the position operator x on the
Gaussian state ψ(a, b, c;x); p1 is the expectation value of the momentum operator
p; q2 = ∆x is the variance of the operator x, i.e. (∆x)
2 = 〈x2〉 − 〈x〉2, whereas
p22 =
4(∆x)2(∆p)2−1
4(∆x)2
.
The equations of motion in this new variable become:
q˙1 = p1 , (4.34)
p˙1 = 0 , (4.35)
q˙2 = p2 , (4.36)
p˙2 =
1
4q32
, (4.37)
and we can notice that the first two equations express Ehrenfest’s theorem for
quadratic Hamiltonians, whereas the other two equations derive from a Calogero-
type potential. There are two independent constants of the motion in involution,
which are p1 and H2 = p
2
2 +
1
4q22
, proving that the system is completely integrable.
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4.2 Harmonic oscillator
Let us now consider the Hamiltonian of harmonic oscillator (2.30) and, again, (2.1)
as submanifold of states. Of course, the Lagrangian two-form depends only on the
chosen immersion. Thus, ω˜L turns to be the same as in the previous example:
ω˜L = −
(
b2R
2a3R
+
1
4a2R
)
daR∧daI + bR
2a2R
dbR∧daI + bR
2a2R
daR∧dbI − 1
2aR
dbR∧dbI .
(4.38)
On the other side, the pull-back of the mean value of the Hamiltonian operator to
the parameters manifold gives:
E˜L =
aR
2
+
a2I
2aR
+
(aIbR − aRbI)2
2a2R
+
ω2
8aR
+
ω2b2R
8a2R
, (4.39)
whose differential is:
dE˜L =
(
1
2
− a
2
I
2a2R
− a
2
Ib
2
R
a3R
+
bRbIaI
a2R
− ω
2
8a2R
− ωb
2
R
4a3R
)
daR +
(
aI
aR
+
aIb
2
R
a2R
− bRbI
aR
)
daI +
+
(
bRa
2
I
a2R
− bIaI
aR
+
ωbR
4a2R
)
dbR +
(
bI − bRaI
aR
)
dbI .
(4.40)
Once again the 2-form is degenerate, the kernel being the same as in previous
subsection. In this case, the vector field on Mˆ generating the dynamics is:
Γ˜aR = 4aRaI , (4.41)
Γ˜aI = 2(a2I − a2R) +
ω2
2
, (4.42)
Γ˜bR = 2(aIbR + bIaR) , (4.43)
Γ˜bI = 2(aIbI − aRbR). (4.44)
Again we can stress the fact that apart from the choice of an element in the
kernel of the Lagrangian 2-form, this is exactly the same nonlinear dynamics we
obtained in (2.2). This dynamics can be recovered if the lifted vector field satisfies
(4.29), as explained in previous subsection.
Since the 2-form is the same as the free particle one, the same Darboux coor-
dinates can be introduced in this second case, and one can interpret the results as
in the previous one. Indeed, the equations of motion can be expressed as
q˙1 = p1 , (4.45)
p˙1 = −ω2q1 , (4.46)
q˙2 = p2 , (4.47)
p˙2 = −ω2q2 + 14q32 , (4.48)
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where the first two equations are related to Ehrenfest’s theorem, while the remain-
ing ones can be derived from the superposition of a harmonic and a centrifugal (or
Calogero-like) potential. This system is completely integrable and two independent
constants of motion in involution are H1 = p
2
1 + ω
2q21 and H2 = p
2
2 + ω
2q22 +
1
4q22
.
As a final remark let us notice that if one introduce two new complex variables
as follows:
z = bI−ibR
ω+2(aR+iaI)
(4.49)
u = ω−2(aR+iaI)
ω+2(aR+iaI)
. (4.50)
It is easy to check that these new variables obey the following equations of motion:
z˙ = −iωz (4.51)
u˙ = −2iωu , (4.52)
and consequently we have the solutions:
z(t) = z0e
−iωt (4.53)
u(t) = u0e
−2iωt . (4.54)
These solutions coincides with the solutions obtained in [3] if one performs the
following substitutions:
E = 2aR x2 = 2aI (4.55)
Ex1 = 2bR x3 = 2bI . (4.56)
Therefore, using this replacement we could also read the dynamics (4.41)-(4.44)
as a dynamics on a homogeneous space under the action of the step 3 nilpotent
Lie group G, according to the notation in [3]. However we need to use also the
parameter E to reach such a comparison. A more detailed comparison will be
addressed somewhere else.
Anharmonic oscillator In the previous paragraphs we have focused on quan-
tum systems for which the selected submanifold was invariant under the quantum
evolution map. Consequently, also the Lagrangian formulation provided equations
of motion the solution of which coincided with the solution of the Schro¨dinger
equation of the initial quantum system. In this paragraph, instead, we are going
to present an example in which the submanifold of states in the Hilbert space is
not invariant under the quantum evolution. However, the Lagrangian description
we have outlined in this section can be applied and it produces a set of equations
of motion on a finite dimensional manifold. Such dynamical system provides an
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approximation of the quantum dynamics, which can be computed using all the
methods associated with finite systems of ODEs, in a way which is similar to
the variational method used for the eigenvalue problem associated with a given
Hamiltonian operator.
In this turn, let us take into account the Schro¨dinger equation associated with
the Hamiltonian of the anharmonic oscillator:
i
d
dt
ψ = −1
2
(∆− ω2x2 − λx4)ψ , ψ ∈ L2(R) , (4.57)
and the submanifold of states (2.1) as immersion of the parameter space into
L2(R). Concerning quantum evolution, it can be shown that for generic values of
the coupling constant λ the submanifold of Gaussian states is not invariant under
the evolution generated by (4.57) (see for instance [26], where some details about
the evolution generated by the Hamiltonian of the anharmonic oscillator restricted
to the submanifold of harmonic coherent states are investigated, and references
therein). However, the Lagrangian associated with (4.57) can be pulled-back to
the submanifold of Gaussian states and one can obtain an approximate dynamical
system. Indeed, by keeping track of the results obtained above, the Lagrangian
two-form (4.38) remains the same, while the pulled-back energy to the parameter
manifold yields,
E˜L =
aR
2
+
a2I
2aR
+
(aIbR − aRbI)2
2a2R
+
ω2
8aR
+
ω2b2R
8a2R
+
3λ
32a2R
+
3b2Rλ
16a3R
+
b4Rλ
32a4R
. (4.58)
Its differential is,
dE˜L =
(
1
2
− a
2
I
2a2R
− a
2
Ib
2
R
a3R
+
bRbIaI
a2R
− ω
2
8a2R
− ωb
2
R
4a3R
− b
4
Rλ
8a5R
− 9b
2
Rλ
16a4R
− 3λ
16a3R
)
daR +(
bRa
2
I
a2R
− bIaI
aR
+
ωbR
4a2R
+
bRω
2
4a2R
+
b3Rλ
8a4R
+
3bRλ
8a3R
)
dbR +(
aI
aR
+
aIb
2
R
a2R
− bRbI
aR
)
daI +
(
bI − bRaI
aR
)
dbI .
(4.59)
and the associated dynamics on the parameter manifold Mˆ, is:
Γ˜aR = 4aRaI ,
Γ˜aI = 2(a2I − a2R) +
ω2
2
+
3λ (aR + b
2
R)
4a2R
,
Γ˜bR = 2(aIbR + bIaR) ,
Γ˜bI = 2(aIbI − aRbR) + b
3
Rλ
2a3R
.
(4.60)
32
The replacement of an infinite dimensional dynamical system with a finite di-
mensional one could lead to faster approximation techniques, similar to the ones
introduced for the stationary variational method. However, an extensive com-
parison between solutions of the equations of the motion on the submanifold of
Gaussian states and their quantum evolution is beyond the scope of this paper
and will be addressed elsewhere.
4.3 Grassmann variables: the definition of a Lagrangian
super-function
In this last example we are going to consider a different form of the Radcliffe
coherent states, where we replace complex number z with complex Grassmann
number ξ. This map, therefore, defines an immersion of a supermanifold S into
the Hilbert spaceH = C2, and the Lagrangian procedure previously illustrated can
be employed, provided that all the consequences on differential calculus due to the
non commutativity of Grassmann variables are taken into account. In particular we
refer to [27, 28] and reference therein for more details about Lagrangian formulation
on super-manifolds.
Let ξ be a complex Grassmann variable and let |ξ〉 be the state defined as follows:
|ξ〉 = eηξJ+−ξ∗η∗J−|−〉 =
(
ηξ
1− ρ2
2
)
, (4.61)
where η is a constant Grassmann number such that the product ηξ behaves like a
commutative number, and ρ2 = η∗η ξ∗ξ.
As in the previous cases, this map defines an immersion of the supermanifold S
with a single complex Grassmann variable, in C2. Via this immersion we obtain the
Lagrangian function L˜ as the pullback of the Lagrangian function L in Eq.(4.2):
L˜ = η∗η
(
ξ2ξ˙1 − ξ1ξ˙2
)
− A
2
ρ2 , (4.62)
where ξ = ξ1 + iξ2, the Hamiltonian operator is HR and we have neglected an
inessential constant in the definition of E˜L . According to the geometrical descrip-
tion of Lagrangian supermechanics given in [28], we can define, mutatis mutandis,
the equations of the motion associated with L as follows:
iΓ˜ω˜L = −dE˜L , (4.63)
where:
ω˜L = iη
∗η (dξ1 ∧ dξ1 + dξ2 ∧ dξ2) ,
dE˜L = iAη
∗η (ξ1dξ2 − ξ2dξ1) ,
Γ˜ = A
2
(
ξ2
∂
∂ξ1
− ξ1 ∂∂ξ2
)
.
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Therefore, these equations of the motion define a rotation in the space (ξ1, ξ2).
It is worth noticing that in this case, the bilinear operation which can be defined
on the space of functions F(S) via the two-form ω˜L , i.e.
{f, g}+ = ω˜L (Xf , Xg) , (4.64)
where Xf , Xg are the Hamiltonian vector fields associated with f, g via the formula:
iXf ω˜L = df, (4.65)
is symmetric. In particular we have that:
{ξ1, ξ1}+ = {ξ2, ξ2}+ = 1 ,
{ξ1, ξ2}+ = 0 ,
which reproduce the usual anticommutation relations for Fermionic operators.
Therefore, the same Lagrangian function is, actually, capable of providing both
canonical commutation and anticommutation relations. This has to be related to
the fact that different representations of the same algebra can be obtained by using
complex commutative variables or complex Grassmann variables, as shown in [16].
A completely analogous computation could be performed using the Fermi operators
c, c† acting on the Hilbert space HF of a single Fermionic particle. This procedure
would lead to the coherent states introduced in [17] which will have the same form
as the states in Eq.(4.61), c†, c acting onHF = C2 in the same way as J+,J− act on
HR = C2. Other families of coherent states associated with supermanifolds could
be obtained by means of representations of super Lie groups on some Hilbert space.
For a detailed exposition of the theory of super Lie groups and their representations
one could refer, for instance, to [29].
5 Conclusions
In this paper we have investigated the possibility of inducing nonlinear dynamics
on submanifolds M of the Hilbert space H of a chosen quantum system. In
the first part we mainly analysed invariant submanifolds with respect to specific
unitary evolutions. The quantum evolution induces a one-parameter group of
transformations onM and we have illustrated an example where this dynamics is
nonlinear. Furthermore we have shown that, even if the embedding ofM into H is
nonlinear, the induced evolution can be linear, and this happens for the immersions
defined via Radcliffe coherent states, and for the bosonic and fermionic oscillators.
On the other hand, the second part is centered on a different procedure to
induce dynamical evolutions on immersed submanifolds of H. The main ingredi-
ent is the introduction of a Lagrangian function L on TH0 for the Schro¨dinger
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equation. Then, the pullback of this Lagrangian via the immersion map always
exists and defines a new Lagrangian function L˜ on TM and all the machinery of
Lagrangian mechanics can be applied to obtain equations of motion on M. Even
if in this paper we have presented examples in which the immersed submanifold
M is invariant under the unitary evolution associated with Schro¨dinger equation,
these are exceptions rather than a typical situation. A more detailed analysis of
the possible induced dynamics is the aim of future works. In particular it would
be interesting to investigate the possibility of defining approximation procedures
via this Lagrangian immersion, in a way similar to the variational method for
obtaining an approximation of the ground states of Hamiltonian operators. Anal-
ogously, one could think of the solution of the induced Lagrangian problem on a
finite dimensionalM as an approximation of the quantum evolution on an infintite
dimensional Hilbert space.
Finally, in this paper we have considered only quantum unitary evolution. The
problem of classical-like dynamics induced by dynamics of some quantum open
system will be addressed elsewhere. However, as a concluding remark, we want
to give a simple example showing how this procedure could be performed. Let us
consider the example of a quantum dynamics and its reduction for a qubit state
obeying to the GKLS equation studied in [30]. The non-Markovian evolution of
the density matrix reads:
ρ0 7→ ρt = 1 + e
−ct
2
ρ0 +
1 + e−ct
4
(σ1ρ0σ1 + σ2ρ0σ2) . (5.1)
For:
ρ0 =
(
ρ11 ρ12
ρ∗12 1− ρ11
)
, (5.2)
one gets the following expression for the evolution:
ρ11(t) = ρ11 e
−ct , ρ12(t) = ρ12
1 + e−ct
2
. (5.3)
In terms of the Bloch parameters:
ρ0 =
1
2
(σ0 + x σ1 + y σ2 + z σ3) , (5.4)
we have:
x(t) =
x
2
(
1 + e−ct
)
y(t) =
y
2
(
1 + e−ct
)
z(t) = z e−ct .
(5.5)
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It is clear that the equatorial disc is a subset of the space of quantum states of
the qubit (Bloch ball) which is invariant with respect to the dynamical evolution
considered. If we consider the manifold (with corners):
M := {(r , θ) ∈ R2 : 0 ≤ r ≤ R ≤ 1 , 0 ≤ θ ≤ Θ < 2pi} (5.6)
and the injective immersion of this manifold into the space of quantum states of
the qubit (Bloch ball) given by:
(r , θ) 7→ ρ

x = r cos(θ)
y = r sin(θ)
z = 0
, (5.7)
it is a matter of straightforward calculation to show that i(M) is invariant with
respect to the dynamical evolution given above. This means that the quantum non-
Markovian dynamics induces a classical-like dynamical evolution on the manifold
(with corner)M. Consequently, if we immerse an abstract disc D into the space of
quantum states of the qubit by identifying elements of D with the quantum states
in the equatorial disc of the Bloch ball, the non-Markovian quantum dynamics
induces a non-Markovian classical-like dynamics on the disk D. We may also
consider a three dimensional invariant manifold by considering any cylinder built
on a disc lying in the equatorial plane of the Bloch ball.
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