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A Combinatorial Series Expansion for the Ising Model* 
ANDERS ROSENGREN AND BERNT LINDSTROM 
The Ising problem for the 3-dimensional simple cubic lattice has never been solved in closed form, 
but powerful approximation methods have been developed, in particular series expansions. 
In this paper we derive the first few terms of the low temperature series expansion for the partition 
function Z of the 3-dimensional simple cubic Ising model by a graphical method, which is suitable 
for hand calculations. In the course of a proof we note a connection with the combinatorial theory 
of error-correcting codes. We hope that our paper may stimulate interest in the combinatorial 
aspects of the Ising model. 
1. INTRODUCTION 
The Ising model is one of the perhaps mostly studied models in theoretical physics. 
Originally proposed by Lenz, and solved by Ising for the one-dimensional case [1] it took 
almost two decades until Onsager presented a closed form for the partition function in the 
two-dimensional case [2]. Onsager's approach was algebraic. Later Kac and Ward presented 
a combinatorial solution of the two-dimensional case [3]. However, the derivation was not 
rigorous but based on assumptions made plausible by examples, but not proven. Feynman 
[4, 5] made a conjecture which if true would lead to the On sager formula. It took another 
decade until the Feynman conjecture was rigorously proved [6, 7]. Another combinatorial 
method to derive the Onsager solution, 'the dimer solution', was found by Kasteleyn, Fisher 
and Temperley [8, 32]. 
The three-dimensional problem has yet defied solution. However, powerful approxi-
mation methods have been developed, first the series expansions [9] and later with the 
advance of high speed computers the renormalization group (RNG) calculations [10] and 
Monte Carlo simulations [11]. Also in this context exact calculations for small finite lattices 
should be mentioned [12-14]. 
There has recently been renewed interest in the series expansions, the reason being the 
estimates of the critical temperature and exponents made from series expansions seemed to 
converge to a value different from that obtained from RNG calculations [15]. Although 
close, the error intervals of these calculations did not overlap. Several suggestions how to 
remedy this situation were made [16]. However, in 1982 B. Nickel was able, by exploiting 
a certain symmetry of the bcc lattice, to calculate yet a few more terms of the series 
expansion for the susceptibility and correlation length of the bcc lattice and thereby found 
that the old error bars were too optimistically set, and found agreement between the series 
expansion and the RNG calculations (cf. refs [17], [18], [19]). 
In this paper we derive the first few terms of the low-temperature series for the simple 
cubic Ising model in three dimensions. The method presented here makes hand calculations 
of lower order terms easy. We derive just a few terms as an illustration, but it is possible 
to extend the series several orders by the same method. Terms up to order 40 are known 
(see [9], [29], [30]). 
The organization of the paper is as follows. In Section 2 we derive a series expansion 
of the partition function in terms of cocycles. Section 3 contains a geometric interpretation 
of the cocycles and the derivation of the low-temperature series for the free energy. Finally, 
in Section 4, which is a summary, similarities to the theory of pol yomi noes are pointed out. 
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2. THE PARTITION FUNCTION OF AN ISING MODEL 
In the general Ising problem we have a graph G. Two points of G are called nearest 
neighbours if they are joined by a line of the graph. Each point of the graph can be assigned 
an orientation (Ji which is either + I or - 1 and called 'up' and 'down', respectively. An 
assignment of orientations to all points of the graph is called a configuration or state (J. If 
the number of points is N, then the number of states will be 2N. The hamiltonian (or energy) 
of a state (J is given by H = - J ~i,j (Ji(Jj, where the sum is taken over all unordered pairs 
i, j of nearest neighbours in the graph, and J is a constant depending on the strength of 
interaction between pairs of nearest neighbours. The partition function Z of the Ising model 
is then defined by Z = ~u exp (- H/kT), where the sum is taken over all possible con-
figurations (J, k is the Boltzman's constant and T the absolute temperature. If we write 
K = J/kT for brevity, we get 
Z = L exp (L K(Ji(Jj) 
u (iJ) 
(1) 
The first sum is over all possible 2N configurations of the system, where N is the number 
of sites in the system. The second sum, in the exponent, is extended over all edges in the 
lattice graph. Using a trick due to van der Waerden [20], the partition function can be 
expressed as a sum over all 'eulerian' subgraphs S of the lattice graph for which each vertex 
has even valence [4, 5, 21, 22]. Note that these 'eulerian' subgraphs are not necessarily 
connected. If we denote the number of edges in the lattice graph by E, then (1) can be 
reexpressed as 
Z(T) = 2N(cosh K)E (1 + ~ I(S») , (2) 
By I(S) is meant (tanh Kt where n is the number of edges in the subgraph S. If Cn denotes 
the number of 'eulerian' subgraphs S containing n edges, equation (2) can be written as 
(3) 
where 
W(t) (4) 
and where t = tanh K. 
The edges of an 'eulerian' subgraph is also called a cycle modulo 2. These cycles give an 
abelian group if we define the sum of two cycles modulo 2 (= symmetric difference). If we 
define multiplication by a scalar 0 or 1 in the obvious way, we get a vector space over F2 , 
the field with two elements. This vector space is also a linear binary code and W(t) is called 
the weight distribution polynomial of the code (cf. [23]). 
To every vector space there corresponds a dual vector space, which for an inner product 
space is the orthogonal space of the given vector space. The orthogonal of the space of 
cycles of a graph consists of cocycles of the graph. A cocycle is the set of edges connecting 
two sets of points of a partition of the point set in two parts. The cocycles are more correctly 
called co boundaries in [24], which contains an interesting discussion of topological codes 
and orthogonality. 
The weight distribution polynomial of the orthogonal space (or code) is denoted by 
W*(t*). 
Every configuration (J determines a cocycle of the graph, namely the set of lines of the 
graph, which connect points with different signs. The relation between configurations and 
cocycles is 2: 1 since an overall sign change gives rise to the same cocycle. For a cocycle D 
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of cardinality D, the hamiltonian is H = - J ~j.} (1j(1) = - J(E - 2ID!), where E is the 
number of lines of the graph. This gives 
Z = 2 L exp (K(E - 2ID!), (5) 
D 
where the sum is taken over all cocycles D of the graph. Ifwe introduce the low temperature 
variable t* = e-2K, we can rewrite (5) as 
(6) 
This also follows by the well-known MacWilliams relation in coding theory, which for 
binary codes takes the form 
W*(z) = 2-k (1 + z)" W«1 - z)/(l + z)), (7) 
when n is the length and k is the dimension of the code. In our case is n = E and 
k = E - N + 1. Letz = (1 - t)/(1 + t)andt = tanhK,thenz = e-2K = t*.Then(6) 
follows using (3) and (7). This application of the MacWilliams relation was also noticed by 
C. Hoede [31]. A cross-flow of information between coding theory and statistical mechanics 
could be of benefit to both. 
3. FREE ENERGY SERIES EXPANSION 
Now we turn to a geometric interpretation of the cocycles. In certain cases it is possible 
to interpret cocycles geometrically as cycles. This is always the case if the graph is planar, 
i.e. the graph can be drawn in such a way that all crossings oflines are in points of the graph. 
For a planar graph the cocycles will then be cycles of the dual graph. The dual of a graph 
G is obtained by choosing one point in each connected region of G (Fig. 1). In general, the 
dual of a graph need not exist as a graph. 
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FIGURE 1. A planar graph and its dual graph. (Filled line denotes the graph, dotted line the dual graph) 
We consider now the simple cubic lattice (Fig. 2). Let us assume that the coordinates of 
the points are integers + t, and that the points are within a rectilinear block. This block 
is split into elementary cubes, the corners of which have integer coordinates. That is, each 
elementary cube contains one of the points of G in its interior and its side is 1. Every line 
of G cuts a square surface with side 1. This means, we get a 1 : 1 correspondence between 
lines and squares. Note however that we have to add a point Po outside the block and 
connect Po with lines to all cubes in the surface layer of the block in order to make the 1 : 1 
correspondence be true also for the squares on the surface of the block (see Fig. 2). This 
graph is called Go. 
The cocycle space of Go is generated by the elementary cocycles which are formed by all 
the lines at a corner different from Po (Fig. 3). With each such elementary cocycle we 
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FIGURE 2. The I: I correspondence between edges of the graph and squares of the elementary cubes of the 
rectilinear block, each elementary cube containing one vertex of the graph. Po is a point that has to be added to 
the graph to make the correspondence true also for the squares making up the surface of the block. For clarity 
only three vertices of the graph are shown (- = edges of the graph, - = boundary of the squares). 
FIGURE 3. An elementary cocycle (thick line) of the graph and its associated elementary cube (thin line). 
associate the boundary of an elementary cube, which in turn is an elementary cycle in the 
complex of squares from boundaries of elementary cubes. We have now found the geometrical 
interpretation of the cocycles as cycles, namely as cycles of a 2-dimensional complex. 
Another way to arrive at this conclusion is the following. Every configuration of plus 
and minus points defines a partition of the points of the lattice graph. Now look at 
the subgraph consisting of lines connecting plus and minus points. Let every component of 
this subgraph be enclosed in the cubical surface, which is obtained by summing modulo 2 
the boundaries of the elementary cubes which contain the points of the component. 
The cubical sufaces represent the cycles belonging to the particular sign distribution. 
(Remember, as pointed out in Section 2, that the correspondence between configurations 
and cycles is 2: I). 
We have now shown first that finding the partition function of the Ising model is 
equivalent to determine the weight distribution polynomial for cycles, secondly that this is 
equivalent to determine the weight distribution for cocycles, and thirdly that this in 3 
dimensions is equivalent to determine the weight-distribution polynomial for cycles of a 
particular 2-dimensional complex, cycles which can be formed by means of cubical bodies. 
We now calculate part of the distribution. 
The elementary cube is of course the cocycle of smallest 'size', 'size' now meaning the 
number of elementary surfaces of the cubical body. This means that if we write 
W*(z) = 1 + L dnz" (8) 
n~ 1 
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TABLE I 
Order Cycles Contribution Lin. Order Cycles Contribution Lin. 
term term 
6 Bl N ~ 24N 10 ffi 3N 3 
~~ CDCDCi' N(N - I) x (N - 2)/6 12 N(N - 7)/2 -7/2 
[ffil -ffiBl -3N(N - 12) 3N 
14 15 -fflBJ -3N 
CBJ 12N ~ -12N 
t±j 3N gB 24N 
16 -33 
BJ)Bl 3N(N - 12) ~ 24N ffffi 3N 20 ffBl~ 3N(N - 17) -561/2 fro 8N Cf3l Bl' t&v 
12N(N - 16) 
24N EBJ EBJ 3N(N - 17)/2 
~ 12N EBJto' 3N(N - 20) 
@ 12N 
18 313/3 
then d6 = N because the cube can be placed at any of the N points of the lattice graph. 
There is no cubical body with surface equal to eight, so ds = O. Next there is one type of 
cubical body with 10 surfaces (see Table 1) which can be directed along any of the three 
coordinate axes, this implies dlO = 3N. For the twelfth order term we have only separable 
bodies: two elementary cubes, each with surface equal to six. the first of them can be placed 
at any of the N lattice points, the second then, in order to have no surface in common with 
the first, at N - 7 places for each position of the first. Since being first or second cube does 
not matter, we must divide by 2, i.e. d12 = N(N - 7)/2. 
In Table 1 we have illustrated the calculations including order 20. Before proceeding to 
extract the low temperature series for the free energy, we want to point out a technical 
means which facilitates the calculations of the contribution from separable bodies. By first 
overcounting by allowing all positions of the bodies except those where one body is within 
another, and then subtract those which were overcounted, we can recursively use results for 
lower order terms. We illustrate with the calculation of the eighteenth order term. The 
separable 'diagrams' consist of three elementary cubes. By first overcounting in the way just 
described we get (n possibilities. The terms overcounted are due to those bodies which have 
an elementary surface in common. These terms are illustrated in Table 1. The contribution 
from the first of them was already calculated in order sixteen. That of the second and third 
terms is found in the calculation of the fourteenth order term. This way of doing the 
calculations is much simpler than doing the calculation directly surrounding some of the 
cubical bodies with a zone into which others are not allowed [22]. 
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Now the free energy per point (in units of - kT) f is given by 
f = (lIN) In Z. 
Z is given by (6) and W*(t*) by (7) putting z = t*. Now we have 
W*(z) = I + Nz6 + 3Nz lO + tN(N - 7)Z12 + 15Nz l4 + (9) 
By taking the logarithm of W* only those terms linear in N survive, which of course 
should be the case because f is an intensive entity [22]. Putting all this together we obtain 
f = - tin z + Z6 + 3z10 - !Z12 + 15z14 - 33z16 + J..PZ18 
_ 5~1 Z20 + 849r2 _ 9S:7 r 4 + .... (10) 
This is the low-temperature expansion tabulated in [9, 29 and 30] including the fourtieth 
order. 
4. SUMMARY 
By a geometric interpretation of cocycles of a cubical graph as cycles of a 2-dimensional 
complex of elementary squares, we have obtained a low temperature series expansion of the 
free energy of the Ising model of the 3-dimensional cubic lattice graph computed by hand 
including terms of order 24. 
As concerns the problem of finding all cubical bodies and giving them appropriate weight 
we would like to point out the very similar problem arising in the theory of polyominoes 
[25-27], where one is interested in the number of cubic connected bodies with given volume. 
Table 2 of [26] could be used as a check that all diagrams are included in the low-temperature 
series expansion. We also note that recently the free energy has been derived as sums over 
closed connected surfaces in a certain sense, each weighted in a particular way, from a 
grassmannian integral representation of the partition function [28]. 
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