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Abstract
Using the T -algebra machinery we show that, up to linear isomorphism, the only strictly convex
homogeneous cones in Rn with n ≥ 3 are the 2-cones, also known as Lorentz cones or second order
cones. In particular, this shows that the p-cones are not homogeneous when p 6= 2, 1 < p < ∞
and n ≥ 3, thus answering a problem proposed by Gowda and Trott.
Keywords: Homogeneous cone, p-cone, T -algebra.
1 Introduction
We prove that if p 6= 2 and 1 < p < ∞, then the p-cones Lnp in the n-dimensional vector space Rn
are not homogeneous when n ≥ 3. This solves a problem posed by Gowda and Trott in Section 6 of
[5], where they proved the non-homogeneity of Ln1 and its dual Ln∞. In fact, we will prove a more
general statement and show that, up to isomorphism, the only strictly convex homogeneous cones are
the 2-cones, that is, the Lorentz cones.
Recall that a closed proper cone is said to be symmetric if it is self-dual and homogeneous. However,
an often overlooked point is that self-duality is a concept that depends on the choice of inner product.
Recently, in a published article, we saw an attempt to equip Rn with an inner product (depending on
p) so that Lnp becomes self-dual. In the same article, it was claimed that Lnp is homogeneous, thus
showing that it is a symmetric cone under an appropriate inner product. For a discussion of its flaws,
we refer to the paper by Miao, Lin, Chen [8]. The result we prove here implies, in particular, that for
n ≥ 3 and p 6= 2, Lnp is never a symmetric cone. This, however, does not rule out the possibility of Lnp
being self-dual under an appropriate inner product, which also seems to be an unsettled problem. We
remark that it can be shown that Lnp is not self-dual under “reasonable” inner products, see Section 3
in [8].
Another motivation for this work comes from the fact that optimization problems involving the
p-norms or the p-cones are sometimes refereed to as nonsymmetric optimization problems, see, for
example, [9, 10]. Although not as popular as optimization over second order cones, problems over
p-cones do appear in the literature occasionally [14, 9, 10] and it might be fair to say that they are an
important part of the conic linear programming landscape. But as far as we know, no previous work has
actually went through the trouble of checking whether it is indeed the case that Lnp is non-symmetric,
non-homogeneous or non-self-dual. Had Lnp turned out to be symmetric after an appropriate change of
inner product, this fact alone would have very interesting algorithmic repercussions, so it is somewhat
surprising that this was left unknown for a relatively long time. In the same vein, had Lnp turned out
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to be homogeneous but non-symmetric, following several works on homogeneous cones [6, 12, 1, 2],
this would also have remarkable consequences.
Reading the literature on p-cones, one might get the impression that the great hurdle is the (ap-
parent) lack of self-duality. However, not only it seems to be unknown whether the p-cones are never
self-dual but we think that the real culprit is the lack of homogeneity. Consider, for instance, interior
point methods. Their performance is highly dependent on the so-called complexity parameter of self-
concordant barriers and for Ln2 , the complexity of an optimal barrier is 2, regardless of n. In contrast,
all the barriers for Lnp with known closed-form expressions have complexity parameter proportional
to n and the best one so far has complexity 4n, see Section 1 in the work by Nesterov [9]. Recently,
Hildebrand proved [7] that a regular n-dimensional convex cone admits a barrier with parameter not
exceeding n, which implies that Lnp also has a barrier with parameter n, although it could be hard to
compute it or to obtain a closed form expression. If Lnp were homogeneous of rank r, Proposition 5
would imply r ≤ 2. Then, we would readily have access to a barrier with parameter not larger than
2, due to a result by Gu¨ler and Tunc¸el, see Theorem 4.1 in [6] and the related paper by Truong and
Tunc¸el [11]. As far as we know, a barrier for Lnp not depending on n has never appeared previously
in the literature and would be a truly remarkable object. It seems that it is still an open problem to
determine the optimal barrier parameter for Lnp .
The outline of the proof is simple. Using the theory of T -algebras, we first check that the closure
of an homogeneous cone of rank r ≤ 2 is isomorphic to either {0}, R+, R2+ or Ln2 . Then, we argue that
if Lnp were to be a homogeneous cone then its rank would be less or equal than 2, which is the main
missing piece we supply in this article. Now, Gowda and Trott proved in [5] that Ln2 and Lnp are not
isomorphic for n ≥ 3 and p 6= 2. So for n ≥ 3 and 1 < p < ∞, Lnp cannot possibly be homogeneous,
since it is not isomorphic to the lower dimensional cones {0}, R+, R2+.
2 Preliminaries on convex cones
A convex cone is a set K contained in some real vector space A, such that αx+βy ∈ K, for all x, y ∈ K
and α, β ∈ R+. If A is equipped with some inner product 〈·, ·〉 we can define the dual cone of K
as K∗ = {x ∈ A | 〈x, y〉 ≥ 0, ∀y ∈ K}. We will write intK, clK, dimK for the interior, closure and
dimension of K, respectively.
A convex cone K is said to be pointed if clK ∩ −clK = {0} and it is said to be full-dimensional
if intK 6= ∅. Note that all convex cones can be made to be full-dimensional if we substitute the
underlying space by the span of K. An automorphism of K is a linear bijection Q such that QK = K.
Then, K is said to be homogeneous if it is a full-dimensional pointed convex cone such that its group
of automorphisms acts transitively on intK. This means that for every x, y ∈ intK, there is an
automorphism Q of K for which Q(x) = y.
In some works on convex cones it is common to consider open convex cones, that is, convex cones
satisfying K = intK. In fact, the definition of “convex cone” by Vinberg included the requirement
that K should be open. In optimization, however, it is common to consider closed convex cones.
Suppose that K is full-dimensional, then intK = int (intK) = int (clK). Therefore, for the study of
homogeneity, it does not matter whether we study intK, K or clK.
Two convex cones K1,K2 are said to be isomorphic if there is a linear bijection Q such that
QK1 = K2. Note that if K1 and K2 are full-dimensional, then clK1 and clK2 are isomorphic if and
only if intK1 and intK2 are isomorphic.
Let C be a convex set. A convex set F ⊆ C is said to be a face of C if the following condition
holds: if x, y ∈ C and αx + (1 − α)y ∈ F for some 0 < α < 1, then x, y ∈ F . A face F is said to be
proper if F 6= C. An extreme point is a face consisting of a single point.
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2.1 Strictly convex cones
A compact convex set C with nonempty interior is said to be strictly convex if every proper face of C
is an extreme point. Similarly, a pointed closed convex cone K with nonempty interior is said to be a
strictly convex cone if every proper face of K has dimension 0 or 1.
A norm ‖·‖ on a real vector space is said to be a strictly convex norm if
‖x+ y‖ < 2 whenever ‖x‖ = ‖y‖ = 1, x 6= y
or, equivalently,
‖αx+ (1− α)y‖ < 1 whenever ‖x‖ = ‖y‖ = 1, x 6= y, α ∈ (0, 1).
The relations between these notions is as follows.
Proposition 1. Let ‖·‖ be a norm on a real vector space A. Then, the following are equivalent.
(i) ‖·‖ is a strictly convex norm.
(ii) B = {x ∈ A | ‖x‖ ≤ 1} is a strictly convex set.
(iii) K = {(t, x) ∈ R×A | ‖x‖ ≤ t} is a strictly convex cone.
Proof. Note that B is strictly convex if and only if αx + (1 − α)y ∈ intB whenever x, y ∈ B and
α ∈ (0, 1). This proves the equivalence (i) ⇔ (ii).
Now, it is straightforward to check that, for a compact convex set C, the map
F 7→ cone ({1} × F) = {(t, tx) | t ≥ 0, x ∈ F}
is a bijection from the set of faces of C onto the set of nonzero faces of cone ({1} × C). Hence, the
equivalence (ii) ⇔ (iii) immediately follows because K = cone ({1} ×B) holds.
We are particularly interested in the case of p-norms that is,
‖x‖p =
(
n∑
i=1
|xi|p
)1/p
for p ∈ [1,∞) and ‖x‖∞ = max1≤i≤n|xi|. Then, the p-cone is defined as
Lnp = {(t, x) ∈ R× Rn−1 | t ≥ ‖x‖p}.
It follows by Proposition 1 that only the p-cones Lnp for 1 < p <∞ are strictly convex, since those are
the values that correspond to strictly convex norms.
3 T -algebras
T -algebras were proposed by Vinberg [13] as a natural framework for the study of homogeneous convex
cones. For a more recent treatment, including its connections to optimization, see the work of Chua
[1, 2]. We recall that an algebra is a vector space A over some field K such that A is equipped with a
product × : A×A → A that satisfies
(a+ b)× c = a× c+ b× c
c× (a+ b) = c× a+ c× b
(αa) × (βb) = (αβ)a × b,
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for all a, b, c ∈ A, α, β ∈ K. In the cases we discuss here, we will always consider the real number field
R and write a × b = ab, for a, b ∈ A. Then, a matrix algebra of rank r is an algebra over R that is
equipped with a decomposition as a direct sum A =⊕ri,j=1Aij where the Aij are subspaces satisfying
the following properties:
AijAjk ⊆ Aik
AijAkl = {0} if j 6= k.
This decomposition is called a bigradation. Therefore, in a matrix algebra we can represent an element
a ∈ A as a generalized matrix a = (aij)ri,j=1, where aij ∈ Aij , for all i, j. With that, the multiplication
in A follows the usual matrix multiplication rules (ab)ij =
∑r
k=1 aikbkj .
A matrix algebra with involution is a matrix algebra equipped with a linear bijection ∗ : A → A
such that
a∗∗ = a, (ab)∗ = b∗a∗ and A∗ij = Aji for all i, j.
With that, we have (a∗)ij = a
∗
ji.
Finally, a T -algebra is a matrix algebra with involution satisfying the following properties, see
Definition 4 in [2].
(i) For each i, Aii is a subalgebra isomorphic to R.
Let ρi : Aii → R denote the algebra isomorphism and let ei denote the unit element in Aii, i.e., the
element satisfying ρi(ei) = 1. Furthermore, define the function tr : A → R by tr(a) :=
∑r
i=1 ρi(aii).
(ii) For all a ∈ A and all i, j ∈ {1, . . . , r} we have eiaij = aij and ajiei = aji.
(iii) For all a ∈ A and all i, j ∈ {1, . . . , r}, we have ρi(aijbji) = ρj(bjiaij).
(iv) For all a, b, c ∈ A and i, j, k ∈ {1, . . . , r}, we have aij(bjkcki) = (aijbjk)cki.
(v) For all a ∈ A and i, j ∈ {1, . . . , r}, we have ρi(a∗ijaij) ≥ 0, with equality if and only if aij = 0.
(vi) For all a, b, c ∈ A and 1 ≤ i ≤ j ≤ k ≤ l ≤ r, we have aij(bjkckl) = (aijbjk)ckl.
(vii) For all a, b ∈ A, 1 ≤ i ≤ j ≤ k ≤ r and 1 ≤ l ≤ k ≤ r, we have aij(bjkb∗lk) = (aijbjk)b∗lk.
For a T -algebra A of rank r, we write T for the set of “upper-triangular matrices” in A, i.e.,
T = {a ∈ A | aij = 0 if 1 ≤ j < i ≤ r}. We define T+ = {a ∈ T | ρi(aii) ≥ 0 if 1 ≤ i ≤ r} and
T++ = {a ∈ T | ρi(aii) > 0 if 1 ≤ i ≤ r}. With that, we define the convex cone associated to the
T -algebra A as
K(A) = {tt∗ | t ∈ T++}.
We define an inner product over A by taking 〈x, y〉 = tr(x∗y). We also have
clK(A) = {tt∗ | t ∈ T+},
see the remarks before Proposition 1 in [2]. Vinberg proved in [13] the following landmark result.
Theorem 2. Let K be an open homogeneous convex cone. Then, there is a T -algebra A for which
K(A) = K. Conversely, if K(A) = K for some T -algebra A, then K is an open homogeneous convex
cone.
Following Theorem 2, we define the rank of a homogeneous convex cone as the rank of the underlying
algebra. This is well-defined because if A and A′ are two T -algebras such that intK = K(A) = K(A′),
then A and A′ must be isomorphic due to Theorem 4 in Chapter 3 of [13]. We now state a few
elementary observations about diagonal elements.
Proposition 3. Let A be a T -algebra and a ∈ A, t ∈ T+, then for every i
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(i) a∗ii = aii,
(ii) aii = ρi(aii)ei,
(iii) ρi((tt
∗)ii) ≥ 0.
Proof. (i) The restriction of the involution ∗ to Aii becomes an automorphism of Aii. Since Aii
is isomorphic to R and the only automorphism of R is the identity map, we conclude that the
restriction of ∗ to Aii must be the identity map as well.
(ii) The map ρi is an algebra isomorphism, so it satisfies ρi(αx) = αρi(x) for every α ∈ R and
x ∈ Aii. Since ρi(ρi(aii)ei) = ρi(aii)1 and ρi is a bijection, we conclude that aii = ρi(aii)ei.
(iii) Note that (tt∗)ii =
∑r
j=i tijt
∗
ij . Therefore, ρi((tt
∗)ii) =
∑r
j=i ρi(tijt
∗
ij). From Axiom (v), every
term inside the summation is nonnegative, so that ρi((tt
∗)ii) ≥ 0.
4 Main result
We will now gather a few results that will allow us to prove our main result. Recall that if K is a
closed convex cone and y ∈ K∗ then K ∩ {y}⊥ = {x ∈ K | 〈x, y〉 = 0} is always a nonempty face of K.
Proposition 4. The closure of a homogeneous convex cone K of rank r ≥ 1 contains a proper face of
dimension at least r − 1.
Proof. If r = 1, we take {0} as the desired face. So suppose that r ≥ 2. Consider a T -algebra A of
rank r such that intK = K(A). We will prove that (clK(A)) ∩ {e1}⊥ has dimension greater or equal
than r − 1. We first argue that e1 ∈ K(A)∗. Let x ∈ K(A), then (e1x)11 = x11. By Proposition 3, we
have ρ1(x11) ≥ 0, therefore 〈e1, x〉 = tr(e1x) = ρ1(x11) ≥ 0.
We have clK = clK(A) = {tt∗ | t ∈ T+}. For all i, we have ei ∈ T+, so that eie∗i = eiei = ei ∈ clK.
Since A is a matrix algebra, eiej = 0 if i 6= j. Therefore, 〈ei, ej〉 = 0 for i 6= j. This shows that
{e2, . . . , er} ⊆ (clK) ∩ {e1}⊥, so that the dimension of (clK) ∩ {e1}⊥ is at least r − 1.
Proposition 5. Let K be a convex cone such that clK is strictly convex. If K is homogeneous and
nonzero, then its rank is less or equal than 2.
Proof. It is an immediate consequence of Proposition 4. If K were homogeneous of rank r ≥ 3, then its
closure would have a proper face of dimension at least 2 contradicting the strict convexity. Therefore,
r ≤ 2.
It turns out that the closure of a homogeneous convex cone of rank r ≤ 2 is self-dual under
an appropriate inner product, which is mentioned by Vinberg in [13], see Section 8 of Chapter 3.
Using that, the next result follows from the classification of symmetric cones, see Chapter 5 in [3].
Nevertheless, we provide a direct proof that explicitly exhibits the isomorphism while avoiding the
aforementioned classification result.
Proposition 6. Let K be a nonzero homogeneous convex cone of rank r ≤ 2. Then clK is isomorphic
to either R+,R
2
+ or Ln2 for some n.
Proof. Let A be a T -algebra of rank r such that K(A) = intK. If r = 1, it is clear that clK must be
isomorphic to R+. If r = 2, we consider two cases. If A12 = A21 = {0} it is clear that clK must be
isomorphic to R2+. So now we consider the case where the dimension of A12 is greater than zero and
we identify A12 with some Rm with m ≥ 1.
We first establish necessary and sufficient conditions for a ∈ A to belong in K(A). Due to Propo-
sition 3, we can write a11 = αe1, a22 = βe2, where α = ρ1(a11) and β = ρ2(a22).
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Now, a ∈ K(A) if and only if there is t ∈ T++ such that a = tt∗. We can write t11 = γ1e1, t22 = γ2e2,
where γ1 = ρ1(t11) and γ2 = ρ2(t22). We have
tt∗ = t11t11 + t12t
∗
12 + t12t22 + t22t
∗
12 + t22t22
= (γ21 + ρ1(t12t
∗
12))e1 + γ2t12e2 + γ2e1t
∗
12 + γ
2
2e2
= (γ21 + ρ1(t12t
∗
12))e1 + γ2t12 + γ2t
∗
12 + γ
2
2e2,
where the last equality follows from Axiom (ii). Then, comparing the expressions for tt∗ and a, we
conclude that in order to have tt∗ = a, we must have a = a∗ and
γ2 =
√
β
t12 =
a12√
β
γ21 = α−
ρ1(a12a
∗
12)
β
.
Since γ1 and γ2 must be positive, we conclude that a ∈ K(A) if and only if a = a∗, α > 0, β > 0 and
αβ − ρ1(a12a∗12) > 0. The last inequality can be expressed equivalently as(
α+ β
2
)2
>
(
α− β
2
)2
+ ρ1(a12a
∗
12). (1)
Now, notice that we have ρ1(a12a
∗
12) = 〈a∗12, a∗12〉 = 〈a12, a12〉 when a = a∗. Restricting 〈·, ·〉 as an
inner product on A12, we can write 〈u, v〉 = uTQTQv for each u, v ∈ A12 with some m×m nonsingular
matrix Q. Then, we conclude that a ∈ K(A) if and only if a = a∗, α+ β > 0 and(
α+ β
2
)2
>
(
α− β
2
)2
+ (Qa12)
T (Qa12), (2)
which is equivalent to the statement that (α+β
2
, α−β
2
, Qa12) ∈ intLm+22 .
Let H(A) = {a ∈ A | a = a∗} and consider the linear map S : H(A)→ Rm+2 defined by
S(a) :=
(
ρ1(a11) + ρ2(a22)
2
,
ρ1(a11)− ρ2(a22)
2
, Qa12
)
=
(
α+ β
2
,
α− β
2
, Qa12
)
.
Since Q is nonsingular, S is a bijection. Then, the discussion so far implies that S(K(A)) = intLm+22 .
Therefore, S is the desired isomorphism.
We thus arrive at the main result.
Theorem 7. Suppose that K is a convex cone such that clK is strictly convex. Then, it is homogeneous
if and only if clK is isomorphic to {0}, R+, R2+ or Ln2 .
In particular, Lnp is not homogeneous if p 6= 2 and n ≥ 3.
Proof. It is clear that {0}, R+, R2+ and Ln2 are homogeneous convex cones. For the converse: If
K = {0} we are done. Otherwise, by Propositions 5 and 6, K must be isomorphic to R+, R2+ or Ln2 .
This concludes the first half.
Now, suppose that K is homogeneous and K = Lnp for p 6= 2, 1 < p < ∞ and n ≥ 3. Then
K is strictly convex and, therefore, must be isomorphic to one of the four cones listed above. The
only possible candidate is Ln2 , since all the others have dimension less or equal than 2. However, the
results by Gowda and Trott in [5] imply that Ln2 and Lnp are not isomorphic if p 6= 2 and n ≥ 3, since
an invariant known as “Lyapunov rank” is n
2−n+2
2
for the former and 1 for the latter. Furthermore,
isomorphic cones have the same Lyapunov rank. See Section 1 and Theorem 5 in [5] and the related
paper [4], for more details. This gives a contradiction, so K is not homogeneous.
We remark that Gowda and Trott already showed that Ln1 and Ln∞ are not homogeneous for n ≥ 3,
see Theorem 7 and Section 6 of [5].
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