Abstract---In this paper, we propose the MIML (MultiInstance Multi-Label learning) 
INTRODUCTION
N traditional supervised learning, an object is represented by an instance, i.e., a feature vector, and associated with a class label. Formally, let X denote the instance space (or feature space) and Y the set of class labels. The task is to learn a function f : X → Y from a given data set {(x1, y1), (x2, y2), …., (xm, ym)}, where x i X is an instance and y i Y is the known label of x i . Although this formalization is prevailing and successful, there are many real-world problems which do not fit in this framework. Each object in this framework belongs to only one concept and therefore the corresponding instance is associated with a single class label. However, many real-world objects are complicated, which may belong to multiple concepts simultaneously. To choose the right semantic meaning for such objects for a specific scenario is the fundamental difficulty of many tasks. In contrast to starting from a large universe of all possible concepts involved in the task, it may be helpful to get the subset of concepts associated with the concerned object at first, and then make a choice in the small subset later. However, getting the subset of concepts, ie. assigning proper class labels to such objects is still a challenging task.
We notice that as an alternative to representing an object by a single instance, in many cases it is possible to represent a complicated object using a set of instances. For example, multiple patches can be extracted from an image where each patch is described by an instance, and thus the image can be represented by a set of instances. Using multiple instances to represent those complicated objects may be helpful because some inherent patterns which are closely related to some labels may become explicit and clearer. In this paper, we propose the MIML (Multi-Instance Multi-Label learning) framework, where an example is explained by multiple instances and correlated with multiple class labels.
Compared to traditional learning frameworks, the MIML framework is more convenient and natural for representing complicated objects. To exploit the advantages of the MIML representation, new learning algorithms are needed. We have compared the MIMLBoost algorithm and the MIMLSVM algorithm based on a simple degeneration strategy, and experiments show that solving problems involving complicated objects with multiple semantic meanings under the MIML framework can lead to good performance.
Considering that the degeneration process may lose information, we have compared the performance of D-MIMLSVM (i.e., Direct MIMLSVM) algorithm which tackles MIML problems directly in a regularization framework.
In some practical tasks we do not have access to the real objects themselves such as the real images; instead, we are given observational data where each real object has already been represented by a single instance. Thus, in such cases we cannot capture more information from the real objects using the MIML representation. Even in this situation, however, MIML is still useful. We have also compared the performance of InsDif (i.e., INStance DIFferentiation) algorithm which transforms Single-instances into MIML examples for learning.
MIML can also be helpful for learning single-label objects. For which we have compared the SubCod (i.e., SUB-COncept Discovery) algorithm which works by discovering subconcepts of the target concept at first and then transforming Automatic Image Annotation and Retrieval using Multi-Instance Multi-Label Learning T. Sumathi, C. Lakshmi Devasena, R. Revathi, S. Priya and Dr.M. Hemalatha I the data into MIML examples for learning. This algorithm is able to achieve a better performance than learning the singlelabel examples directly in some tasks.
II. RELATED WORK
Much work has been devoted to the learning of multi-label examples under multi-label learning. Multi-label learning studies the problem where a real-world object described by one instance is associated with a number of class labels, which is different from multi-class learning or multi-task learning [3] . In multi-class learning each object is only associated with a single label; while in multi-task learning different tasks may involve different domains and different data sets. Actually, two-class and multi-class problems can both be transmit into multi-label problems by restricting that each instance has only one label. The generality of multi-label problems, however, inevitably makes it more difficult to address.
One famous approach for solving multi-label problems is Schapire and Singer's AdaBoost.MH [4] , which is an extension of AdaBoost and is the core of a successful multilabel learning system BoosTexter [4] . This approach maintains a set of weights over both training examples and their labels in the training phase, where training examples and their corresponding labels that are hard (easy) to predict get incrementally higher (lower) weights. Later, De Comite et al. [5] used alternating decision trees [6] which are more powerful than decision stumps used in BoosTexter to handle multi-label data and thus obtained the AdtBoost.MH algorithm. Probabilistic generative models have been found useful in multi-label learning. McCallum [7] proposed a Bayesian approach for multi-label document classification, where a mixture probabilistic model (one mixture component per category) is assumed to generate each document and an EM algorithm is employed to learn the mixture weights and the word distributions in each mixture component.
Ueda and Saito [8] presented another generative approach, which assumes that the multi-label text has a mixture of characteristic words appearing in single-label text belonging to each of the multi-labels. It is noteworthy that the generative models used in [7] and [8] are both based on learning text frequencies in documents, and are thus specific to text applications.
Multi-instance learning techniques have already been applied to diverse applications including image categorization [9, 10] , image retrieval [11, 12] , text categorization [13, 14] , web mining [15] , spam detection [16] , computer security [17] , face detection [18, 19] , computer-aided medical diagnosis [20] , etc.
III. THE MIML FRAMEWORK
Let X denotes the instance space and Y the set of class labels. Then, formally, the MIML task is defined as: 
MIML (Multi-Instance Multi-Label Learning):
To learn a function f : 2X → 2Yfrom a given data set {(X1, Y1), (X2, Y2), …., (Xm, Ym)}, where Xi X is a set of instances {xi1, xi2, …., xi,ni}, xij X (j = 1, 2, …., ni), and Yi Y is a set of labels {yi1, yi2, …., yi,li}, yik Y (k = 1, 2, ….., li). Here ni denotes the number of instances in Xi and li the number of labels in Yi. It is interesting to compare MIML with the existing frameworks of traditional supervised learning, multi-instance learning, and multi-label learning.
Traditional Supervised Learning (Single-Instance Single-Label Learning):
To learn a function f: X → Y from a given data set {(x1, y1), (x2, y2)… (Xm, ym)}, where xi X is an instance and yi Y is the known label of xi.
Multi-Instance Learning (Multi-Instance Single-Label Learning):
To learn a function f: 2X → Y from a given data set {(X1, y1), (X2, y2… (Xm, ym)}, where Xi X is a set of instances {xi1, xi2…xi,ni}, xij X (j = 1, 2, …, ni), and yi Y is the label of Xi. 2 Here n i denotes the number of instances in Xi.
Multi-Label Learning (Single-Instance Multi-Label Learning):
To learn a function f : X → 2Y from a given data set {(x1, Y1), (x2, Y2), … (xm, Ym)}, where xi X is an instance and Yi Y is a set of labels {yi1, yi2… yi,li}, yik Y (k = 1, 2… li). Here li denotes the number of labels in Yi.
From Fig. 1 we can see the differences among these learning frameworks. In fact, the multi-learning frameworks are resulted from the ambiguities in representing real-world objects. Multi-instance learning studies the ambiguity in the input space (or instance space), where an object has many alternative input descriptions, i.e., instances; multi-label learning studies the ambiguity in the output space (or label space), where an object has many alternative output descriptions, i.e., labels; while MIML considers the ambiguities in both the input and output spaces simultaneously.
In solving real-world problems, having a good representation is often more important than having a strong learning algorithm, because a good representation may capture more meaningful information and make the learning task easier to tackle. Since many real objects are inherited with input ambiguity as well as output ambiguity, MIML is more natural and convenient for tasks involving such objects.
Suppose a multi-label object is described by one instance but associated with n number of class labels, namely label1, label2 … labeln. If we represent the multi-label object using a set of n instances, namely instance1, instance2…., instance n, the underlying information in a single instance may become easier to exploit, and for each label the number of training instances can be significantly increased. So, transforming multi-label examples to MIML examples for learning may be beneficial in some tasks. Moreover, when representing the multi-label object using a set of instances, the relation between the input patterns and the semantic meanings may become more easily discoverable. In some cases, understanding why a particular object has a certain class label is even more important than simply making an accurate prediction, while MIML offers a possibility for this purpose. For example, under the MIML representation, we may discover that one object has label1 because it contains instance n; it has label l because it contains instance i; while the occurrence of both instance1 and instance i triggers label j.
IV. MIMLBOOST
It is used for identifying the equivalence in the traditional supervised learning framework using multi-instance learning as the bridge.
Given any set , let | | denote its size, i.e., the number of elements in ; given any predicate let [[ ]] be 1 if holds and 0 otherwise; given (Xi, Yi), for any y Y, let (Xi, y) = +1 if y Yi and −1 otherwise, where is a function : 2 X × Y → {−1,+1} which judges whether a label y is a proper label of Xi or not. The basic assumption of MimlBoost is that the labels are independent, so that the MIML task can be decomposed into a series of multi-instance learning tasks to solve, by treating each label as a task. .., |Y|) is a labeled multiinstance bag where (Xu, yv) is a bag containing n u number of instances, i.e., {(xu1, yv), (xu2, yv), ..., (x u ,n u , yv)}, and (Xu, yv) {−1,+1} is the label of this bag.
Thus, the original MIML data set is transformed into a multi-instance data set containing m × |Y| number of bags. Then, from the data set a multi-instance learning function fMIL can be learned, which can accomplish the desired MIML function because f MIML (X * ) = {y|sign [f MIL (X * , y)] = +1}. In the first step of MimlSvm, the Xu of each MIML example (Xu, Yu) (u = 1, 2…m) is collected and put into a data set . Then, in the second step, kmedoids clustering is performed on . Since each data item in , i.e. Xu, is an unlabeled multi-instance bag instead of a single instance, Hausdorff distance [26] is employed to measure the distance. The Hausdorff distance is a famous metric for measuring the distance between two bags of points, which has often been used in computer vision tasks; other techniques that can measure the distance between bags of points, such as the set kernel [21] , can also be used here. In detail, given two bags A = {a1, a2… an A } and B = {b1, b2… bn B }, the Hausdorff distance between A and B is defined as (2) Where ||a − b|| measures the distance between the instances a and b, which takes the form of Euclidean distance here.
After the clustering process, the data set is divided into k partitions, whose medoids are Mt (t = 1, 2,.., k), respectively. With the help of these medoids, the original multi-instance example Xu is transformed into a k-dimensional numerical vector zu, where the i-th (i = 1, 2… k) component of zu is the distance between Xu and Mi, that is, dH(Xu, Mi). This process reassembles the constructive clustering process used by Zhou and Zhang [22] in transforming multi-instance examples into single instance examples except that in [22] the clustering is executed at the instance level while here it is executed at the bag level. Thus, the original MIML examples (Xu, Yu) (u = 1, 2, ……, m) have been transformed into multi-label examples (zu, Yu) (u = 1, 2, …..,m), which corresponds to the Step 3 of MimlSvm.
VI. D-MIMLSVM
D-MIMLSVM assumes that the labels associated with a bag should have some relatedness; otherwise they should not be associated with the bag simultaneously. To reflect this basic assumption, D-MimlSvm regularizes the empirical loss function in Equation 1 with an additional term (f):
Here, is a regularization parameter balancing the model complexity (f) and the empirical risk V. Inspired by [23] , we assume that the relatedness among the labels can be measured by the mean function w0, (4) The original idea in [23] is to minimize and meanwhile minimize, i.e. to set the regularizer as: (5) The regularizer can be simplified as: (6) VII.
INSDIF
For an object associated with multiple class labels, if it is described by only a single instance, the information corresponding to these labels are mixed and thus difficult to learn. The basic assumption of InsDif is that the spatial distribution of instances with different labels encodes information helpful for discriminating these labels, and such information will become more explicit by breaking the single instances into a number of instances each corresponds to one label.
InsDif is a two-stage algorithm, which is based on instance differentiation. In the first stage, InsDif transforms each example into a bag of instances, by deriving one instance for each class label, in order to explicitly express the ambiguity of the example in the input space; in the second stage, an MIML learner is utilized to learn from the transformed data set. For the consistency with our previous description of the algorithm [24] , in the current version of InsDif we use a two-level classification strategy, and other MIML algorithms such as DMimlSvm can also be applied.
VIII. SUBCOD
The SubCod (i.e., SUB-COncept Discovery) algorithm which transforms multi-instance single-label examples into MIML examples to exploit the power of MIML. The basic assumption of SubCod is that high-level complicated concepts can be derived by a number of lower-level sub-concepts which are relatively simple and easier for learning, so that we can transform the single-label into a set of labels each corresponds to one sub concept. Therefore, we can learn these labels at first and then derive the high-level complicated label based on them.
A SubCod is a two-stage algorithm. In the first stage, SubCod transforms each single-label example into a multilabel example by discovering and exploiting sub-concepts involved by the original label; this is realized by constructing multiple labels through unsupervised clustering of all instances and then treating each cluster as a set of instances of a separate sub concept. In the second stage, the outputs learned from the transformed data set are used to derive the original labels that are to be predicted; this is realized by using a supervised learning algorithm to predict the original labels from the sub-concepts predicted by an MIML learner.
IX. PERFORMANCE EVALUATION
We evaluated the performance of the MIML algorithms using average precision, average recall and average F1. As per the results obtained from Table 1 and Figure 2 , we can conclude that InsDif performs best in terms of average recall and average F1 and significantly superior with all other multi-label learning algorithms.
X. CONCLUSION
This paper extends our preliminary work to formalize the MIML Multi-Instance Multi-Label learning framework for image annotation, which are associated with multiple instances and multiple class labels. It was inspired by the recognition that when solving real-world problems, having a good representation is more important than having a strong learning algorithm because a good representation may capture more meaningful information and make the learning task easier. Since many real objects are inherited with input ambiguity as well as output ambiguity, MIML is more natural and convenient for tasks involving such objects.
To exploit the advantages of the MIML representation, we have reviewed the MIMLBoost algorithm and the MIMLSVM algorithm based on a simple degeneration strategy. 
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