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Emerging quasi-0D states at vanishing total entropy of the 1D hard sphere system:
a coarse-grained similarity to the car parking problem
Hiroshi Frusawa1, ∗
1Institute for Nanotechnology, Kochi University of Technology, Tosa-Yamada, Kochi 782-8502, Japan.
A coarse-grained system of one-dimensional (1D) hard spheres (HSs) is created using the Delaunay
tessellation, which enables one to define the quasi-0D state. It is found from comparing the quasi-
0D and 1D free energy densities that a frozen state due to the emergence of quasi-0D HSs is
thermodynamically more favorable than fluidity with a large-scale heterogeneity above crossover
volume fraction of φc = e/(1 + e) = 0.731 · · · , at which the total entropy of the 1D state vanishes.
The Delaunay-based lattice mapping further provides a similarity between the dense HS system
above φc and the jamming limit in the car parking problem.
I. INTRODUCTION
Many decades have passed since van Hove’s theorem
[1, 2] was established regarding the non-existence of a
phase transition in one-dimensional (1D) systems with
short-ranged interactions. Recently, the van Hove’s the-
orem has been critically revisited with clarifying the three
hypotheses behind this theorem [2]: homogeneity of par-
ticle distribution, no external fields, and the existence
of hard-core potential. As a consequence, the last two
limitations have been removed in proving general non-
existence theorem [2], and yet the first restriction still
needs to be imposed on the generalization. In other
words, it remains an open theoretical issue as to whether
inhomogeneity found in disordered states, such as glassy
phase, causes a highly-correlated state that is clearly dis-
tinguishable from homogeneous liquid assumed in these
theorems.
In contrast, previous experimental and computer simu-
lation results have reported several signatures of the local
ordering and/or temporary freezing in dense 1D fluids [3–
11, 13, 14]. Let us see below the details of the structural
and dynamical indications in order to extract any clues
to the understanding of relationship among heterogene-
ity, local ordering, and glassy dynamics.
The emergence of local ordering has been suggested by
simulation studies. On one hand, a latest simulation of
the 1D Gaussian-core model, a typical soft-core system,
has validated that particle clustering actually yields ther-
modynamic and structural anomalies [3]. Meanwhile, a
set of Brownian simulations using various short-ranged
interactions has demonstrated that the pronounced first
peaks in the static structure factors are equally observed
in dense 1D fluids where particles have a critical mobility
[4].
Dynamically, the mean square displacement (MSD) of
a tracer particle signals temporary freezing prior to crys-
tallization at close packing. The MSD has been found to
obey the scaling law, ∼ tα, with respect to a time inter-
val t [5–11, 13, 14]. Recent experimental and simulation
∗ frusawa.hiroshi@kochi-tech.ac.jp
studies have verified the crossover change of the MSD de-
pendence from normal (α = 1) to single-file (α = 0.5) ex-
ponents [7] with an increase of t. Some experiments have
also suggested the existence of a third region where the
sub-diffusive exponent is further reduced to a long-time
asymptote of α < 0.5 [8], and the diminished exponent
of α < 0.5 has been reproduced by computer simulations
of atomistic models [9–11]. Furthermore, it was reported
that initial conditions determine the long time limit of
the tagged particle dynamics in an infinite 1D channel
[14].
FIG. 1. Time dependences of the mean square displace-
ment
〈
x(t)2
〉
∼ tα for a tagged particle. The green line is
a schematic summary of the experimental and computer sim-
ulation results indicating three different exponents, α1, α2
and α3, in three time regimes of ’1’ to ’3.’ Our focus is on the
third time regime in which two broken lines are delineated in
addition to the green line. The red and blue lines correspond
to the maximum and minimum exponents in the long time
limit, respectively: αmax
∞
→ 1 and αmin
∞
→ 0.
Figure 1 outlines the above simulation and experimen-
tal results in a log-log plot of the MSD [8–11]. The green
line has three slopes, as delineated in Fig. 1, represent-
ing the experimental exponents of α1 = 1, α2 = 0.5, and
α3 < 0.5. In Fig. 1, we further compare the third expo-
nent α3 with the final exponents in the long time limit:
the maximum exponent, αmax∞ → 1 (red line), and the
minimum, αmin∞ → 0 (blue line). While the maximum
2exponent is associated with the Goldstone-like diffusion
of the 1D chain as a whole [10, 12], the 1D particles con-
fined in either a finite box or a harmonic potential will
find their equilibrium positions, yielding the almost con-
stant MSD (or the minimum exponent of αmin∞ → 0) [15].
It is thus seen from Fig. 1 that the sub-diffusive ex-
ponent approaches αmin∞ [8–11] due to the transient exis-
tence of a very large but finite box formed by transiently
pinned particles, indicating that a tracer particle feels the
temporary confinement in advance of recovering the nor-
mal exponent (αmax∞ → 1) associated with the Goldstone-
like mode. The suppression of global Goldstone-type
flows should help constituent particles form a pseudo-
crystalline state in a clustered chain, similarly to the con-
fined particles that find their equilibrium positions in the
end [15]: the structural indications, or local ordering, is
ascribable to the dynamical signatures, or intermittent
diffusion [8, 11, 13] in the 1D system, as well as in higher
dimensional systems [16]. From the correspondence be-
tween statistics and dynamics in dense 1D fluids, we can
infer that both of the structural and dynamical signa-
tures found in experiments and simulations [7–9, 11, 13]
arise from a generic phenomenon to crowded 1D systems
unlike artifacts due to finite size effects and an artificial
noise source [10], which actual systems are likely to in-
volve.
Theoretically, the appearance of self-generated pinning
by geometrically localized particles is to be explained
in terms of collective particle dynamics. The dynam-
ical density functional theory [17], however, has found
no signatures of the temporary freezing in the 1D HS
system [17–20], other than the dynamical crossover from
the single-file diffusion to the Goldstone-type dynamics
which can be reproduced with the help of the response
function method using the frequency spectrum of relax-
ational dynamics in the 1D HS system [12, 20]. From
thermodynamic aspect, the exact free energy of the uni-
form 1D HS system has also predicted no anomaly with-
out close packing as [21–25]; nevertheless, there exists a
variety of theoretical criteria for a crossover phenomenon
from the conventional liquid to a pseudo-crystalline state
in the 1D HS system [26].
Consequently, we have a range of volume fraction φs
as the onset densities of a solidlike behavior: 0.7 < φs <
0.83 [26]. First, it is to be noted that a theoretical ap-
proach to the formation of high- and low-density 1D clus-
ters has demonstrated the existence of a second maxi-
mum for the compressibility of an attractive 1D system
at φ = 0.71, which is close to the aforementioned lower
bound of φs, and is also consistent with a large inter-
atomic distance in monoatomic Au chains experimentally
observed [19, 20]. The upper bound of φs (the volume
fraction of 0.83) is determined by the vanishing resid-
ual multi-particle entropy of the 1D HS system [26–28],
which also agrees with a jamming density of the square
lattice model driven by strong external fields [29–31]. Yet
the bases of these coincidences are tentative not merely
because the decrease of attractive potential strength has
been found to smear the extremal compressibility around
the lower bound [19, 20], but also beacause there remain
some controversies over the aforementioned criterion for
the upper bound using the residual entropy [26–28].
In the 1D systems characterized by strong density fluc-
tuations, temporarily generated clusters have a finite life-
time dependent on the packing density. It follows that
the theoretical treatments of repulsive 1D systems is
likely to be hindered from detecting glass-like behaviors.
Accordingly, we need to take a fresh look at the inhomo-
geneous thermodynamics as a primary step toward the
dynamical theory that is capable of exploring the emerg-
ing condition of intermittent dynamics caused by a global
flow pinning.
II. OUR APPROACH TO THE 1D
THERMODYNAMICS
We address the 1D inhomogeneity, or the local aperi-
odicity, using the fundamental measure theory (FMT),
one of the density functional theories [22, 32]. The FMT
has provided a successful description of the dimensional
crossovers when a fluid is localized in a lower dimension-
ality, including the cases of narrow slits and cylindrical
pores. The 3D free energy that is formulated by the FMT
correctly converges to the exact 0D-limiting form, or the
free energy of a cavity [22, 32]. According to the FMT,
the fluid-solid transition in 3D HSs is interpreted as
one related to dimensional crossover phenomena [22, 32].
Similarly, we adopt a dimensional crossover approach for
determining a precursory volume fraction φc of crossover
from the genuine 1D state to the coexistence of the 1D
liquid state and the quasi-0D state (coarse-grained lo-
calization), assuming that the quasi-0D state specified
below can be defined as a quasi-equilibrium state.
The remainder of this letter is organized as follows:
(i) First, the Delaunay tessellation [33, 34] of the orig-
inal system is performed for creating a dual system of
1D HSs, which is further coarse-grained using the De-
launay cells. Through the coarse-graining, the quasi-
0D state is naturally introduced as an inactive state.
(ii) Next, we provide a thermodynamic criterion for the
quasi-0D state. (iii) Third, the quasi-0D free energy in
the 1D HS system is formulated with the help of FMT.
(iv) As a result, we obtain the crossover volume fraction
φc = e/(1 + e) ≈ 0.731 · · · , at which the total entropy
of the uniform (or coarse-grained) 1D HS system van-
ishes instead of the residual multi-particle entropy. It is
to be noted that the present density of φc does not only
supports the lower bound in the above range of φs, but
is also close to the jamming density φj = 0.747 · · · in
the car parking problem [35–37]. (v) Last, we provide a
realistic mapping that is based on the Delaunay tessel-
lation of 1D HSs. The Delaunay-based mapping relates
the one-component HSs in continuous 1D space to a 1D
lattice model of sites with continuously fluctuating den-
sities, providing a coarse-grained similarity between the
3quasi-0D state in the HS system and the jammed state
in the car parking problem.
III. SETTING UP A DUAL SYSTEM
To extract the thermodynamics unique to the present
freezing, we need to explore a minimal component of
HSs that blocks the global flows of the 1D fluid. We
adopt the Delaunay tessellation of the 1D HS system as
a method to create the unit cell because the Delaunay
cells are determined by two-body correlations between
nearest-neighbors, in contrast to the dual cells, the so-
called Voronoi ones, which are not generated without
knowing the three-particle configurations [33]. This sec-
tion consists of two parts: we provide a dual system of
the Delaunay cells, and define the inactive states as well
as voids via coarse-graining.
A. Delaunay cells
Let N be a given number of HSs in the 1D system.
Figure 2(a) shows that the n-th Delaunay cell on the
right side is constituted by a pair of nearest-neighboring
particles which are located, respectively, at xn and xn+1
(1 ≤ n ≤ N) and is specified by the center position of
sn = (xn + xn+1)/2, the cell size of wn = |xn+1 − xn|,
and its associated volume fraction:
φn ≡ 1/wn, (1)
where we have set for brevity that σ = 1 for the diame-
ter σ of the HSs. The ensemble of Delaunay cell centers
generates a 1D particle system, which is dual to the orig-
inal 1D HS system. When we consider a triplet of orig-
inal HSs in contact with each other, the cell separation
dn = |sn − sn−1| between the nearest-neighboring cells
becomes equal to the particle diameter, dn = 1. Cor-
respondingly, the interaction potential V (dn) between
nearest-neighboring cells takes the following form:
V (dn) =
{
∞ dn < 1
0 dn ≥ 1,
(2)
representing the same interaction as that of original HSs.
B. Coarse-graining
Our focus is on the emerging coexistence in space-time
of active and inactive states. The bimodal distribution
of the dynamical activity was initially found in a larger
variety of the kinetically constrained models of 1D to
3D lattices [29–31, 38–43]. Subsequently, a 3D atomistic
model of structural glass-formers obtained numerical evi-
dence of the same type of dynamical coexistence [16, 44–
47]. According to recent studies on the molecular dynam-
ics simulations of the atomistic models [44–47], excited
dynamics of active particles is detected using a persis-
tent particle displacement of length a. At supercooled
conditions, it has been found relevant to take the lower
bound of a to be of the order of a particle diameter in
discriminating active dynamics from inactive states, or
self-generated pinning. Previous treatments of the dy-
namical coexistence thus require a coarse-graining of the
particle systems.
FIG. 2. (a) Three spheres are located at xn−1, xn, and
xn+1, creating two Delaunay cells (red frames) as well as one
Voronoi cell (blue frame) with a width of dn. While the cen-
ter position of the left Delaunay cell with a width of wn−1
is at sn−1, that of the wn-sized Delaunay cell on the right
side is at sn. (b) A set of nearest-neighboring HSs creates
a Delaunay cell whose mean center position is invariant un-
der the vibrational motions as illustrated in schematic form.
The top and middle configurations of the HS pairs represent
synchronous fluctuations around the mean cell position. The
bottom schematic, on the other hand, illustrates an asyn-
chronous oscillation where the maximum gap length between
the spheres is equal to ξ. (c) A blue sphere in a quasi-0D
state trapped inside a cavity (red frame) that represents a
maximum Delaunay cell. The range of 0 ≤ ξ < 1 excludes
more than one particle.
In the Delaunay cell system generated by the 1D HSs,
the inactive state is represented by an elementary process
that one particle is blocked by the nearest-neighbor in a
Delaunay cell, as a minimal unit of the vibrating confine-
ment. Various configurations of the particle pair forming
the n-th Delaunay cell is shown in Fig. 2(b), from which
it is found that the center position of the inactive cell
fluctuates over the scale of maximum gap length ξ:
ξ = a, (3)
0 ≤ ξ < 1, (4)
where we have adopted that a = 1 following the previous
treatments.
4Equations (3) and (4) indicate that where the inactive
pinning state of a Delaunay cell can be mimicked by one-
particle trapping in a quasi-0D cavity with a width of
ξ + 1(≤ 2), as shown in Fig. 2(c) where we unite the
halves of the constituent HS pair, while holding the cell
size at its maximum. Equation (4) also reads that
φn ≥ 1/(ξ + 1) ≡ φ0, (5)
0.5 < φ0 ≤ 1 (6)
regarding the n-th cell density φn and the quasi-0D vol-
ume fraction, φ0, which is defined by the lower bound
of φn. In terms of coarse-graining, the inactive state de-
fined by eqs. (3) to (6) smears particle dynamics inside
a quasi-0D box; therefore, the inactive state is identified
with the quasi-0D one.
Similarly, it is natural that active state having the con-
dition 0 ≤ ξ < 1 provides a coarse-grained minimal vol-
ume fraction φ1 in the range of 0.5 ≤ φ1 < 1. For ξ > 1,
on the other hand, we set that φ1 = 0, because it is
plausible to regard this type of Delaunay cell as a coarse-
grained void, or a bubble, where a particle can be active
without involving a cooperative motion [40, 48].
IV. THERMODYNAMIC CRITERION
Before proceeding to the formulation of free energy, we
consider a global condition that thermodynamically per-
mits the coexistence between active and inactive particles
as a metastable state [49] during the long-time relaxation
from an inhomogeneous liquid with huge clusters to the
uniform fluid having the minimum free energy. In the
following of this section, we first introduce the two-state
model for specifying these states. Then, we compare the
total free energies similarly to the liquid-liquid phase sep-
aration phenomena, thereby establishing a global crite-
rion.
A. Two-state model
We consider the two-state model that simplifies dense
1D systems using the densities as follows (see also Fig.
3): while the active and inactive particles have the 1D
and quasi-0D densities, φ1 and φ0, respectively, the in-
homogeneous fluid consists of a collection of system-wide
chains, or huge 1D clusters, with their smeared density
of φ1, which necessarily creates empty gaps between the
chains with those coarse-grained density φv set to be
φv ≈ 0. The difference between the coexisting states
is ascribed to the dilute regions which are constituted
either by inactive quasi-0D particles having its local den-
sity of φ0 ≥ 0.5, or by voids of dynamically irrelevant
particles with their actual volume fraction lower than
0.5. Correspondingly, a small part of the quasi-0D parti-
cles confines the fluidic remainder, whereas the existence
of voids allows clusters to experience the Goldstone-like
diffusion.
The uniform density φ of Delaunay cells, which is
smeared overall the system, is obtained from averaging
these densities, similarly to phase separation systems.
Let k be a number ratio of the inactive particles to the
total, and p denote a fraction of voids. We have
φ = kφ0 + (1 − k)φ1
= pφv + (1− p)φ1, (7)
with which the two-state model provides the average of
the 1D and quasi-0D free energy densities, f1 and f0ξ,
where ξ represents the gap length between HSs; f00 sig-
nifies the free energy density due to a single Delaunay cell
in the strictly 0D limit of ξ → 0. We investigate below
the stability of quasi-0D states in terms of the relation-
ship between f1 and f0ξ, presuming that the quasi-0D
state is thermodynamically definable [49].
B. A global view
The free-energy density fco of the coexisting state
reads
fco(φ;φ0, φ1) = (1 − k)f0ξ(φ0) + kf1(φ1), (8)
similar to the phase-separation free-energy. For compar-
ison, we consider the averaged free-energy density fhet of
the above huge clusters, which is expressed as
fhet(φ;φv , φ1) = (1 − p)f1(φv) + pf1(φ1), (9)
supposing a large scale inhomegeneity based on the two-
state model.
FIG. 3. A schematic representation of eq. (10). When a huge
cluster with density φ1 larger than φ is formed and a tiny
fraction of the remaining fluid is so dilute that the volume
fraction φv is negligible, the free energy in the left system
is approximately given by fhet(φ; 0, φ1). In the right system,
on the other hand, quasi-0D particles create self-generated
boxes, providing confined regions of the 1D fluid.
Comparison of these free energy densities provides a
global criterion. Figure 3 corresponds to the schematic
representation, illustrating that the self-generated pin-
ning is globally favored instead of maintaining the fluid-
ity due to Goldstone-type flows that induces a large scale
5inhomogeneity. Figure 3 reads that
fhet(φ;φv = 0, φ1) > fco(φ;φ0, φ1), (10)
which is fulfilled by the temporary freezing; however, flu-
idity should be recovered in the end, because uniform 1D
fluid has the minimum free energy: fco(φ) > f1(φ).
V. FREE ENERGY
The above discussions suggest that we could discrim-
inate the self-generated pinning state in terms of the
quasi-0D thermodynamics based on the Delaunay cell
model. Hence, we formulate the free energy per Delaunay
cell in the quasi-0D state.
A. Quasi-0D state
Following the FMT, the quasi-0D free energy F0ξ(η) is
given by the same form as the 1D free energy in the unit
of thermal energy kBT :
βF0ξ(η) =
∫
dx fid + fex, (11)
where β ≡ (kBT )
−1, the ideal part fid per unit length, is
given by fid = ρ ln ρ− ρ, and the excess contribution fex
is expressed as fex = −n0 ln(1−n1) [22, 32]. These forms
use the localized particle density ρ(x) and its weighted
densities, n0 and n1, given as follows:
ρ0ξ(x) =
η
ξ
Θ
(
ξ
2
− |x|
)
, (12)
n0(x) = (1/2)
∫
dx′ ρ0ξ(x
′) δ (1/2− |x− x′|), and
n1(x) =
∫
dx′ ρ0ξ(x
′)Θ (1/2− |x− x′|), where we
introduced the cavity-occupancy probability η in the
range of 0 ≤ η ≤ 1 [22, 32]. In the strict 0D-limit of
ξ → 0, the above densities, ρ0ξ, n0, and n1, appropri-
ately converge to the strict 0D concentrations, such
as limξ→0 ρ0ξ(x) = η δ(x) in eq. (12), implying that
the functional change from δ(x) to (1/ξ)Θ(ξ/2 − |x|)
expresses a coarse-grained cavity before close packing.
We then calculate the excess part of the free en-
ergy fex following the previous derivation in the FMT
[22, 32]. Because the same integral relation,
∫∞
−∞
dxn0 =
−
∫ 1−η
1 d(1−n1), as in the strict 0D-limit [22, 32] applies
to the quasi-0D form, we are able to integrate fex, yield-
ing
∫
dx fex = (1− η) ln(1− η) + η, which is identical to
the exact form of the excess 0D free-energy [22, 32].
While the ideal free-energy is straightforwardly given
by ∫
dx fid = η ln(η/ξ)− η, (13)
we calculate the excess part of the free energy fint due
to hard core interaction given by eq. (2), following the
previous derivation in the FMT [22, 32]. Because the
same integral relation,
∫∞
−∞
dx n0 = −
∫ 1−η
1 d(1 − n1),
as in the strict 0D-limit [22, 32] applies to the quasi-0D
form, we are able to integrate fex, yielding∫
dx fint = (1 − η) ln(1− η) + η, (14)
which is identical to the exact form of the excess 0D free-
energy [22, 32].
Combining these results, eq. (11) reads that
βF0ξ(η) = η ln η + (1− η) ln(1− η)− η ln ξ. (15)
Thus, we obtain the quasi-0D free energy per Delaunay
cell having a single HS as
βF0ξ(η = 1) = − ln ξ
= ln
(
φ0
1− φ0
)
, (16)
where use has been made of eq. (5) in the second line.
From eq. (16), it follows that the quasi-0D free energy
density f0ξ takes the following form
f0ξ(φ0) ≡
βF0ξ(η = 1)
ξ + 1
= φ0 ln
φ0
1− φ0
, (17)
where the range (6) of φ0 is crucial in the following dis-
cussions.
B. Comparison with the exact 0D state
Let us compare eq. (15) with the exact 0D free-energy
[32],
βF00(η) = η ln η + (1− η) ln(1 − η) + η {βF00(η = 1)} ,
(18)
where η the average occupancy fraction. Dividing the
exact form F00(η) into the ideal and excess parts of
F id0 (η) and F
ex
0 (η), we have βF
id
0 (η) = η ln η − η +
η {βF00(η = 1)} and βF
ex
0 (η) = (1 − η) ln(1 − η) + η,
respectively. These expressions imply the following: the
ideal part, βF id0 (η = 1) = βF00(η = 1) − 1, provides
no information and the uncertainty of βF id0 (η = 1) re-
mains in the exact form, though the excess free energy
per particle is identical to the thermal energy, such that
βF ex0 (η = 1) = 1.
In contrast, our free energy (15) provides the one-
particle free energy of βF0ξ(η = 1) = − ln ξ. The re-
sulting form can be rederived by considering the back-
ground 1D system: because the canonical partition func-
tion ZN of an N -particle 1D system is generally defined
as ZN = (1/N !)
∫
dx e−βH, we can immediately validate
that Z1 ≡ e
−βF0ξ(η=1) = (1/1!)
∫
dx e0 = ξ due to no
interaction energy (H = 0) in the one-particle system.
6FIG. 4. The blue and red lines delineate the quasi-0D and 1D
free-energies given by eqs. (17) and (19), respectively. The
comparison between the blue and red broken lines demon-
strates the equivalence of eqs. (10) and (20). The downward
green arrow indicates that the slopes of fco(φ; 0.5, φ1) and
fhet(φ; 0, φ1) approach each other as φ1 → φc and merge at
φ1 = φc = 0.731 · · · .
C. Comparison with the 1D fluid
The exact free-energy of homogeneous 1D HSs is re-
covered by extending the use of F0ξ to the invalid range
of ξ ≥ 1. In this case, the integration range with re-
spect to (1 − n1) must be changed from
∫ 1−η
1
d(1 − n1)
to
∫ 1−η/ξ
1
d(1 − n1), due to the cage-size dependence of
weighted density, such as n1(0) = η/ξ. Accordingly, we
obtain the excess free energy,
∫
dx fex = (1− η/ξ) ln(1−
η/ξ) + η/ξ, which is inconsistent with the 0D form of
(1− η) ln(1− η) + η and vanishes in the limit of ξ →∞.
Thus, eq. (11) leads to βF0ξ→∞(η = 1) = − ln ξ − 1,
and we obtain the following forms of the 1D free-energy
F1(φ1) per cell, the 1D free energy density f1(φ1) in
the 1D HS fluid, from relating the gap length ξ to the
smeared density φ1 as φ1 = 1/(ξ + 1) [21, 22]:
F0ξ→∞(η = 1) = F1(φ1) = ln
(
φ1
1− φ1
)
− 1,
f1(φ1) = −
s(φ1)
kB
= φ1
(
ln
φ1
1− φ1
− 1
)
,(19)
where the free energy density f1 in the unit of thermal
energy kBT has been related to the total entropy density
s1(φ1) as f1 = −s1/kB because the free energy density
f1 of the HS system is determined only by the entropic
contribution.
VI. CROSSOVER DENSITY
It is found from comparing the slopes of the two broken
lines in Fig. 4 that eq. (10) reads the following inequality:
f1(φ1)
φ1
<
f1(φ1)
φ1 − 0.5
. (20)
Equation (20) is further reduced to
f1(φ1) = φ1 ln
(
φ1
1− φ1
)
> 0, (21)
which provides the global condition for realizing Fig. 3,
or eq. (10):
φ1 >
e
1 + e
≡ φc. (22)
Because the mean density φ is close to φ1 in the case
of tiny fractions of both quasi-0D particles and voids
(k, p << 1 in eq. (7)), eq. (22) implies that a crossover
phenomenon occurs at
φ = φc = 0.731 · · · , (23)
which is to be compared with the jammed density φj =
0.747 · · · in the car parking lot problem [35–37]. We pre-
dict that the quasi-0D particles, emergent as a nucleation
in the 1D HS fluid above φc, interrupt the Goldstone-like
mode, or the cooperative diffusion of a system-wide string
of 1D HSs, which causes intermittency (or a diminished
exponent of α < 0.5 in terms of the MSD) followed by
single-file diffusion. It is to be noted that we have
f1(φc) = −
s(φc)
kB
= 0, (24)
verifying the above statement that the total entropy van-
ishes at φc. In terms of the cell free energy, on the other
hand, eq. (24) reads that
F0ξ=1(η = 1) = F1(φc), (25)
providing another explanation of φc as follows: the quasi-
0D Delaunay cell is created because the free energy per
cell is lowered by the self-generated pinning (Fξ=1 <
F1(φ) for φ > φc).
VII. CONNECTION WITH THE CAR
PARKING LOT PROBLEM: A LATTICE MODEL
Figure 5 demonstrates typical results of our lattice
mapping from the particle configurations in Fig. 2(a).
Our mapping rule connects the lattice and atomistic
7models via coarse-graining, as follows. Let L[sn(t)] = i(t)
be a function that assigns the number i(t) of the present
lattice site to the n-th Delaunay cell at an instantaneous
position of sn(t). At an initial time of t0, we set that
L[s1(t0)] = 1 and
L[sn(t0)] = L[sn−1(t0)] + 1 (1 ≤ dn < 2) (26)
using the Voronoi-cell separation of dn ≡ |sn(t0) −
sn−1(t0)|. The same n-th particle moves to other po-
sition at an arbitrary time of t. Then, we adopt the rule
that
L[sn(t)] = L[sn(t0)] (0 ≤ |sn(t)− sn(t0)| < 1),(27)
which is accomplished by imposing a constraint, given
below, on the cell density.
FIG. 5. Mapping from the configuration of three HSs in Fig.
2(a) to lattice systems in the case of 1 ≤ dn < 2 and 2 ≤ dn <
3.
The Delaunay densities, φn−1 = 1/wn−1 and φn =
1/wn, of nearest-neighbor cells satisfy a reciprocal rela-
tion that
φ−1n−1 + φ
−1
n = 2dn, (28)
which reads the relation of wn−1+wn ≡ 2dn between the
widths of the Delaunay and Voronoi cells. To exclude
the existence of void cells (see the under panel in Fig.
5), we need to impose, on the separation dn between any
pair of nearest-neighboring Voronoi cells, the following
constraint:
1 ≤
1
2
(
φ−1n−1 + φ
−1
n
)
< 2, (29)
thereby yielding a sequence of lattice sites as shown in
the top panel of Fig. 5. Equation (29) states that the gap
length between neighboring HSs is less than the HS di-
ameter. It follows that the site number of the Delaunay-
based lattice model is equal to the number N of con-
stituent particles and is an invariant.
In the quasi-0D state defined by eqs. (3) and (4), the
kinetic constraint (29) is not only naturally satisfied, but
the lattice number is also identical to the cell species
(i ≡ n), which is similar to the jammed state in the car
parking model of random sequential adsorption [34–37].
The difference follows: vibrational motions in the HS sys-
tem keep φn to be a variable even in the quasi-0D state,
whereas each lattice density, in a jammed configuration
of parked cars, takes a fixed value due to the quenched
position; therefore, the quasi-0D HSs in the 1D system
provide realizable configurations of jammed states in the
car parking problem, as clarified by the present lattice
mapping.
VIII. CONCLUDING REMARKS
We obtained the analytical form of quasi-0D free en-
ergy supposing that coarse-grained localization is ther-
modynamically discriminable from the 1D HS fluid. The
difference between the 1D and quasi-0D free energy forms
enables one to provide a thermodynamic criterion for co-
existence of 1D and quasi-0D states analogously to the
phase separation condition, thereby predicting that a
crossover phenomenon due to the emergence of quasi-0D
state occurs at φc = e/(1 + e) = 0.731 · · · (or vanishing
total entropy of the uniform 1D system). It is to be noted
that the present result of φc is within the previous density
range (0.7 < φs < 0.83) which was interpreted as an indi-
cator of solidlike ordering [26]; in this context, our treat-
ment has revealed the underlying physics above φc, or the
lower bound of φs, that the existence of a tiny fraction of
self-pinned particles in the quasi-0D state is thermody-
namically favored, rather than the long-standing fluidity
that allows the Goldstone-like diffusions of huge clusters.
Since the quasi-0D state permits the vibrational mo-
tions within the amplitude of HS diameter, the tempo-
rary coexistence of active (1D) and inactive (quasi-0D)
states, or the associated slow dynamics including the in-
termittency [8, 11, 13], should become more obvious in
a coarse-grained system, or a 1D lattice model. As an
example, we have introduced the Delaunay-based lattice
model with a kinetic constraint of eq. (29), so that the
following similarity has been clarified: long-lived quasi-
0D HSs existing over a large scale represent the annealed
state of quenched jamming in the 1D car parking model
of the random sequential adsorption at the jamming den-
sity of φj = 0.747 · · · (> φc) [35–37].
In terms of the original atomistic model, it is indispens-
able for extracting a dynamical signature of the crossover
phenomenon at φc to face the dynamical density func-
tional theory [17] based on the following equation:
∂ρ1(x, t)
∂t
=
kBT
γ
∂
∂x
[
ρ1(x, t)
∂
∂x
δF1{ρ1(x, t)}
δρ1(x, t)
]
(30)
where γ is the friction coefficient, and the 1D free energy
functional F1{ρ1(x, t)} is expressed as F1{ρ1(x, t)} =∫
dxf1[ρ1(x, t)] using the free energy density f1 given by
eq. (19). In an approximation for deriving the phase-
field-crystal model, eq. (30) is reduced to an interfa-
cial equation regarding the density modulation ψ(x, t) ≡
ρ1(x, t)− ρ1 from a 1D chain’s mean density ρ1 [50]:
∂ψ(x, t)
∂t
= D(ρ1)
∂2ψ(x, t)
∂x2
D(ρ1) = Df (1− ρ1cˆ), (31)
8where Df = kBT/γ denotes the diffusion coefficient of
free HSs, and the gradient expansion of cˆ(ρ1) = C0 −
C2∇
2 + · · · corresponds to the Fourier transform of the
direct corrrelation function in the k-space: c(k; ρ1) =
C0 + C2k
2 + · · · . While it has been demonstrated that
eq. (31) with a truncation of cˆ ≈ C0 is relevant to de-
scribing density fluctuations of a finite cluster formed
in dense 1D HS system [18–20] and can be extended
to two-component systems [51], no dynamical crossover
has been detected prior to close packing. Our ther-
modynamic view, however, suggests the possibility that
the interfacial fluctuations of 1D clusters would compete
with the free energetic gain of the quasi-0D state when
φ ≥ φc = 0.731 · · · , which has not been taken into ac-
count by eq. (31); along this line, we could provide a
more elaborate insight into the 1D dynamical crossover
in the atomistic HS system by combining the dynami-
cal theory and our thermodynamic result based on the
two-state model [52].
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