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Abstract
We describe a new uniform asymptotic expansion for the incomplete gamma function (a; z) valid for large
values of z. This expansion contains a complementary error function of an argument measuring transition across
the point z = a (which is di/erent from that in the well-known uniform expansion for large a of Temme),
with easily computable coe3cients that do not involve a removable singularity at z = a. Our expansion is,
however, valid in a smaller domain of the parameters than that of Temme. Numerical examples are given to
illustrate the accuracy of the expansion.
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1. Introduction








where a and z are complex variables and the integration paths do not cross the negative real axis.
The de;nition of (a; z) requires the condition Re(a)¿ 0 while in that for (a; z) it is assumed
that |arg z|¡	. These functions are among the most fundamental and important special functions
of mathematical analysis. This viewpoint has been reinforced during the past decade by the use of
(a; z) as a terminant in the development of the theory of exponentially improved asymptotic expan-
sions and the associated new interpretation of the Stokes phenomenon [10]. The uniform asymptotics
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of the incomplete gamma function also play an important role in recent methods of computation of
the Riemann zeta function high up on the critical line [11,12].
The asymptotic expansion of (a; z) when either a or z is large is well known and quite straight-
forward; see, for example, [17, Section 11.2.1]. The treatment when both a and z assume large
(complex) values is more di3cult since the resulting expansions have to take into account the
presence of the transition point at z = a, about which the asymptotic structure of (a; z) changes.
For example, in the case of large positive variables, the normalised incomplete gamma function
Q(a; z) ≡ (a; z)=(a) exhibits a ‘cut-o/’ type behaviour, since it is approximately unity when
z¡a and decays algebraically to zero when z¿a. The behaviour of the complementary normalised
incomplete gamma function P(a; z) ≡ (a; z)=(a) follows from the relation P(a; z) + Q(a; z) = 1.
The earliest uniform expansions of (a; z) for large a and z were obtained by Mahler [9] and
Tricomi [18]. These expansions 1 involve a series of inverse powers of z − a of the form




(z − a)k+1 (1.2)
valid in certain sectors and consequently breakdown in a neighbourhood of the transition point z=a.
The coe3cients bk in these two types of expansion possess a di/erent dependence on the variables a
and z: in Mahler’s expansion bk =bk(z), while in Tricomi’s expansion bk =bk(a)—see Section 4 for
details. Another uniform expansion of this type was subsequently given by Gautschi [6]—see [15,
Section 4] for a discussion when the variables are complex—in which b2k+1 = 0 and the even-order
coe3cients depend on both a and = z=a. This dependence is described by b2k =(−a)kfk() where
fk() denotes a polynomial in  of degree k, with the ;rst few polynomials being given by
f0() = 1; f1() = ; f2() = (2+ 1); f3() = (62 + 8+ 1);
f4() = (243 + 582 + 22+ 1); : : : :
In his 1950 paper, Tricomi also gave, among others, an expansion of a more uniform character
of which the ;rst two terms are
Q(a+ 1; a+ (2a)1=2x) =
1
2








for a → ∞ in |arg a|¡ 12	 with x real and bounded, where erfc denotes the complementary error
function. This form describes the behaviour of the incomplete gamma function near the transition
point. A major advance in the understanding of the uniform asymptotic structure of the incomplete
gamma function was made by Temme [14], where it was shown that as a→∞
















see also [13]. The auxiliary variable , measuring transition through z= a, is de;ned by = {2(−
1 − log )}1=2;  = z=a with the branch being chosen so that () is analytic in the vicinity of
1 Tricomi’s expansion is for the function (a+ 1; z) = a(a; z) + zae−z .
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− 1 (k¿ 1);
where k are the Stirling coe3cients appearing in the well-known asymptotic expansion for (z);
see Section 4. Expansion (1.4) holds uniformly in |z| ∈ [0;∞) in the domains |arg a|6 	 − 1 and
|arg (z=a)|6 2	 − 2, where 1, 2 are arbitrarily small positive numbers. This form of expansion
encapsulates the change in asymptotic structure through the transition point z = a (where = 0) as
well as containing the large-a asymptotics. However, it su/ers from the inconvenience of having
coe3cients ck() that possess a removable singularity at =0, thereby rendering their evaluation in
the neighbourhood of the transition point di3cult. Representations for these coe3cients not having
a removable singularity are given in [2] the form of power series expansions in .
Our aim in this paper is to present new uniform asymptotic expansions for (a; z) and (a; z) for
z → ∞ that are particularly suitable for computation in the neighbourhood of the transition point.
We use the integrals in (1.1) expressed in terms of the new variable , where t = ze±, to obtain
the representations











valid under the restrictions Re(a)¿ 0 and Re(z)¿ 0, respectively. The method we employ consists
of factorising the exponentials in the above integrands as described in [5] into an exponential factor
containing only the linear and quadratic terms and another factor which is expanded in ascending
powers of ; see also [3, p. 113]. The expansions we obtain also contain a complementary error
function as main approximant (multiplied by a series in inverse powers of z1=2), but with the auxiliary
variable (z − a)=√2z as its argument. It will be seen that, although our expansions are not valid in
as large a domain of a and z as that in (1.4), the coe3cients have the advantage of not possessing
a removable singularity at the transition point z = a and so are more straightforward to compute.
The above procedure was also used by Mahler and Tricomi (with only the linear term retained)
to the integrals in (1.5) and (1.1), respectively, to produce uniform expansions of the form (1.2)
valid away from the transition point. Dingle [3, p. 249] also applied the same method (retaining
quadratic terms) to the integrals (1.1) to derive a uniform asymptotic expansion for (a+ 1; z) for
a→∞ which, when the coe3cients are regrouped in the manner described in Section 3, yields an
expansion valid in the neighbourhood of the transition point similar to ours; see Section 4 for details.
We show the connection that exists between our expansion and that of Dingle with the expansions
of Mahler and Tricomi, respectively, as one moves away from the neighbourhood of the transition
point. Some numerical examples are presented to illustrate the use of our expansions and indicate
how the accuracy compares with that in (1.4).
2. Derivation of the large-z expansions
Consider ;rst the integral for (a; z) in (1.5), which we write in the factored form [5]





H d (|arg z|¡ 12 	); (2.1)
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where
H = e−zh(); h() = e − 1− − 12 2 (2.2)
and in what follows we shall impose the additional restriction Re(z− a)¿ 0. We divide the path of
integration into the intervals [0; ] and [;∞), where = |z|−1=3 and  denotes a constant satisfying
0¡¡ 13 that will be chosen later;
2 it follows that 6 1 whenever |z|¿ 1. It is convenient at this
point to note the following easily established inequalities concerning h′(±) for 0¡6 1:
h′() = e − 1− ¿ 12 2 + 12 (− ) (¿ ) (2.3)
and






2 + 12(− ) (¿ ):
(2.4)
The main contribution to the integral (2.1) as z → ∞ in |arg z|¡ 12	 then arises from the interval
[0; ], since the contribution from [;∞) is exponentially small. This follows from the fact that,








= O(|z|−2=3−e−T (z)); T (z) = 12 |z|1=3+2 cos ;
where = arg z and we have made use of the inequality in (2.3).






k + rn(z; ) (n= 1; 2; : : :); (2.5)








ck−j(z) (k¿ 2); (2.6)
with c0(z) = 1 and c1(z) = c2(z) = 0; their values up to k = 12 are presented in Table 1. It is seen





The ;rst few values of the coe3cients  j(k) follow from Table 1; we note that  0(k) = !0k , with !
denoting the Kronecker symbol. Substitution of the expansion (2.5) into the integral (2.1) taken over
2 This choice of scaling is made to facilitate the determination of the bound for the remainder term in (2.5); see the
appendix.
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Table 1
The coe3cients ck(z) for 36 k6 12, where c0(z)=1 and





6 −z + 10z2
7 −z + 35z2
8 −z + 91z2
9 −z + 210z2 − 280z3
10 −z + 456z2 − 2100z3
11 −z + 957z2 − 10395z3
12 −z + 1969z2 − 42735z3 + 15400z4










d+ R+n (a; z); (2.8)
where





rn(z; ) d: (2.9)
Provided z →∞ in |arg z|¡ 12	 and Re(z−a)¿ 0, the upper limit of integration in the ;rst term
on the right-hand side of (2.8) can be extended to ∞, with the introduction of an exponentially
small error term of O(|z|−(1=3)k−2=3+(k−1)e−T (z)) for each nonnegative integer value of k6 n − 1.
Under the same conditions it is shown in (A.5) that the remainder term R+n (a; z) satis;es the order
estimate (for ;xed n)
|R+n (a; z)|=O(|z|−(1=6)n−1=2+2n) (z →∞ in |arg z|¡ 12	; Re(z − a)¿ 0):
















dk(%) + O(|z|−(1=6)n−1=2+2n); (2.10)
where we have used the standard result in [7, Section 3.462] to evaluate the integral in terms of the












The treatment of the function (a; z) follows an analogous procedure. From (1.5) we have, when
Re(a)¿ 0,






where now H = e−zh(−). With  = |z|−1=3, as above, and use of inequality (2.4b), the contribution
to (2.12) arising from the interval [;∞) is similarly found to be exponentially small for z → ∞
in |arg z|¡ 12	 when Re(z − a)6 0. Then, from (2.5) and (2.11), we consequently obtain






dk(−%) + R−n (a; z)
}
; (2.13)
where the remainder term is given by






From (A.5), we ;nd that |R−n (a; z)| = O(|z|−(1=6)n−1=2+2n) as z → ∞ in |arg z|¡ 12	, when 3
Re(z − a)6 0.
We now choose = n−1=12 and let n= 3m+ 4, m= 1; 2; 3; : : : . The terms in the sums in (2.10)
and (2.13) corresponding to k =3m+ l, l=1; 2; 3 and the associated order terms are O(|z|−(1=2)m−1)
as z →∞. Thus we obtain, for m= 1; 2; 3; : : :,








; Re(z − a)¿ 0;








; Re(z − a)6 0 (2.15)
valid as z →∞ in |arg z|¡ 12	.
3. The modied expansions
The expansions in (2.15) have been obtained for z →∞ in the sector |arg z|¡ 12	 subject to the
restrictions Re(z − a)¿ 0 for (a; z) and Re(z − a)6 0 for (a; z). These expansions have been
given previously in a little-known thesis by Dopper [4], who used a di/erent method to derive the
order terms in the truncated series. However, he proceeded to express the coe3cients dk(±%) as an
in;nite sum in ascending powers of % to yield asymptotic expansions in the form of double series.
Here we shall show how expansions (2.15) can be rearranged to produce more useful asymptotic
results valid in the vicinity of the transition point. The form that these expansions take when |%|  1
is discussed in Section 4.
3 The condition Re(a)¿ 0 is replaced by the more stringent condition Re(z − a)6 0 when |arg z|¡ 12	.
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The functions dk(%) (k = 0; 1; 2; : : :) in (2.15) involve the parabolic cylinder function of negative










From the recurrence relation D'+1(z) − zD'(z) + 'D'−1(z) = 0 satis;ed by the parabolic cylinder




{dk−1(%)− %dk(%)} (k = 0; 1; 2; : : :); (3.2)
where d−1(%) = e%
2=4D0(%) = 1. This result shows that dk(%) can be expressed in the form
dk(%) = pk(%)d0(%) + qk(%);
where pk(%), qk(%) are polynomials in % of degree k and k − 1; see also [20, Section 3]. The
coe3cients pk(%) and qk(%) satisfy the recurrence relation (3.2) with the starting values (p−1; p0)=
(0; 1) and (q−1; q0) = (1; 0). The ;rst few coe3cients are consequently given by
p0(%) = 1; q0(%) = 0;
p1(%) =−%; q1(%) = 1;
p2(%) = 12 +
1
2%
2; q2(%) =− 12%;
p3(%) =− 12% − 16%3; q3(%) = 13 + 16%2;




4; q4(%) =− 524% − 124%3




 j(k + 2j)dk+2j(%) = Ak(%)d0(%) + Bk(%);













The coe3cients Ak(%) and Bk(%) are polynomials in % of degree 3k and 3k − 1, respectively, with
B0(%) ≡ 0; their expressions for 06 k6 8 are presented in Table 2.
Since ck(z) are polynomials in z of degree [k=3], we substitute the representation (2.7) into (2.15)
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Table 2































































































































































































Then expansions (2.15) can be cast in the ;nal form













; Re(z − a)¿ 0;













; Re(z − a)6 0 (3.4)
for z →∞ in the sector |arg z|¡ 12	, where d0(%) is de;ned in (3.1)


















































































































































































The expansions (3.4) have been derived for z → ∞ in the sector |arg z|¡ 12	 uniformly in the
parameter a. The domain of the parameter a is controlled by the di/erent restrictions on Re(z − a)
in (3.4). These do not present any computational di3culty: if Re(z − a)¿ 0 one computes Q(a; z)
while if Re(z − a)¡ 0 one computes P(a; z), with the other function being determined from the
identity P(a; z) +Q(a; z) = 1. If Re(z− a) = 0, either function can be computed. In this way we see
that all values of a satisfying |arg a|6 	 can be covered by one expansion or the other in (3.4).
The expansions in (3.4) contain a complementary error function of argument ±%=√2, where the
variable % = (z − a)=√z measures transition through the point z = a, together with two asymptotic
series in inverse powers of z1=2 with coe3cients that depend on %. In terms of the variable %, we
note that the sectors |arg z|¡ 12	 and Re(z − a)¿ 0 or Re((z − a)6 0 correspond to the sectors
|arg(±%)|¡ 34	, respectively. The form of the coe3cients Ak(%) and Bk(%) makes the expansions in
(3.4) particularly well suited for numerical computation in a neighbourhood of the transition point,
where |%| is not too large. For large values of %, however, these coe3cients in the form (3.3) become
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increasingly di3cult to compute on account of the severe cancellation that takes place. This is to
be contrasted with Temme’s uniform expansion in (1.4), which is valid for a→∞ and contains an
isolated complementary error function of a more complicated argument measuring transition through
z = a, together with a single asymptotic series in inverse powers of a. The coe3cients in this
expansion, however, present a removable singularity at z = a (where  = 0) and are consequently
more di3cult to compute in a neighbourhood of the transition point.
The nature of expansions (3.4) for large % (that is, when |z− a|  |z|1=2) can be seen by making
use of the result [19, p. 347]
dk(%) ∼ %−k−1
{
1− (k + 1)(k + 2)
2%2
+
(k + 1)(k + 2)(k + 3)(k + 4)
2! 4%4
− · · ·
}
(4.1)
for %→∞ in |arg %|¡ 34	. Insertion of this expansion into (2.15) followed by routine algebra shows
that the expansions in (3.4) reduce to the form (cf. (1.2))




(z − a)k+1 ; Re(z − a)¿ 0;




(z − a)k+1 ; Re(z − a)6 0; (4.2)
where the bk(z) are de;ned as the Taylor coe3cients in the expansion (2.5) when h() is replaced
by e − 1− . Thus
b0(z) = 1; b1(z) = 0; b2(z) = b3(z) =−z; b4(z) =−z + 3z2;
b5(z) =−z + 10z2; b6(z) =−z + 25z2 − 15z3; : : :
with the higher coe3cients given by a recurrence relation of type (2.6) when the lower limit in
the summation is replaced by j = 1. The expansions in (4.2) are valid for z → ∞ in |arg z|¡ 12	
when |z − a|  |z|1=2 and were ;rst given by Mahler [9]. He employed the same approach as in
Section 2, but retained only the linear term (z − a) in the exponential factor in (2.1) and in the
analogous expression for (a; z). It is worth pointing out that an expansion of this type had been




−sxn=n!, which is equal to (xe±	i)−a(a; xe±	i) when s= 1. We also remark that
the expansion for (a; z) in (4.2b) when arg z=±	 and |arg a|¡	 has been given in [8] in the study
of magnetised Bose plasmas. These authors gave a more detailed discussion of the coe3cients bk(z)
using a methodology that involved tree diagrams for the determination of the high-order coe3cients.
A di/erent type of uniform expansion, which generalises Tricomi’s result in (1.3), has been given
by Dingle [3, p. 249] who employed the same factorisation procedure, but applied to the integral
representations in (1.1). This generates expansions valid for a → ∞ in |arg a|¡ 12	 uniform in z
which, when expressed in our notation, take the form





; Re(z − a)¿ 0; (4.3)
where %′=(z−a)=√a, together with an analogous expression for (a+1; z) valid when Re(z−a)6 0.
The coe3cients cˆk(a) are de;ned to be the kth derivative of (1+ )aexp{a(−+ 122)} evaluated at
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 ˆj(k)aj (k = 0; 1; 2; : : : );
cf. (2.7). If the terms in (4.3) and in the analogous expansion for (a+1; z) are now regrouped, as
described in Section 3, we obtain the expansions for a→∞ in |arg a|¡ 12	 in the form













; Re(z − a)¿ 0;













; Re(z − a)6 0; (4.4)
where the coe3cients Aˆk(%′) and Bˆk(%′) are de;ned as in (3.3) with  j(k) replaced by  ˆj(k). The
values of the ;rst few of these coe3cients are given in Table 3.
For large values of %′ the expansions in (4.4) can be shown by application of (4.1) to reduce to
the expansions obtained by Tricomi [18] valid away from the transition point (cf. (1.2))




(z − a)k+1 ; Re(z − a)¿ 0;




(z − a)k+1 ; Re(z − a)6 0; (4.5)
for a → ∞ in |arg a|¡ 12	 when |z − a|  |a|1=2. The coe3cients bˆk(a) are de;ned to be the kth
derivative of the function (1 + )ae−a evaluated at = 0, so that
bˆ0(a) = 1; bˆ1(a) = 0; bˆ2(a) =−a; bˆ3(a) =−6a+ 3a2; bˆ4(a) = 24a− 20a2;
bˆ5(a) =−120a+ 130a2 − 15a3; bˆ6(a) = 720a− 924a2 + 210a3; : : : :
By means of an intricate analytic continuation argument, Tricomi showed that (4.5a) holds in the
wider domain |arg %′|¡ 34	.
5. Numerical results
In this section we carry out a numerical investigation of the accuracy of the asymptotic expansions
in (3.4) and make a comparison with the uniform expansion in (1.4). For numerical convenience we
shall present our results in terms of the normalised incomplete gamma functions P(a; z) and Q(a; z).
First, as a simple veri;cation of (3.4), we note that both these expansions are valid for large a
at the transition point z = a (where % = 0). Hence, substitution of these expansions into the sum
P(a; a) + Q(a; a) yields
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Table 3






















































































































































































































as a→∞ in |arg a|¡ 12	, where ∗(z) = (2	)−1=2z1=2−zez(z) is the scaled gamma function. From
numerical computations (see Table 2), it is found that A2k(0) = (−)kk and A2k+1(0) = 0, where k




(−)kkz−k (z →∞ in |arg z|¡	)
with






; 4 =− 5712488320 ; : : : :
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Table 4
The absolute relative errors in the computation of P(a; z) and Q(a; z) from (3.4) for di/erent a and truncation index m
when z = 100
Q(a; 100) P(a; 100)
a m= 5 m= 10 a m= 5 m= 10
100 2:601× 10−9 5:451× 10−15 100 2:757× 10−9 5:293× 10−15
95 1:857× 10−10 1:019× 10−15 105 1:223× 10−10 1:163× 10−15
90 1:982× 10−10 7:813× 10−17 110 2:172× 10−10 5:355× 10−17
85 7:969× 10−11 4:713× 10−17 115 7:872× 10−11 5:259× 10−17
80 1:138× 10−11 9:122× 10−18 120 8:895× 10−12 8:326× 10−18
70 5:488× 10−12 1:052× 10−18 130 5:792× 10−12 1:106× 10−18
60 1:473× 10−12 1:859× 10−20 140 1:435× 10−12 7:589× 10−21
Table 5
The modulus of the relative error in the computation of the incomplete gamma functions from (3.4) in the neighbourhood
of the transition point for di/erent %=(z− a)=√z= |%|ei0 when z=50ei and the truncation index m=6. The errors refer




0 0.25 0.50 0.75 1.00
 = 0 0.1 9:232× 10−10 1:205× 10−9 1:875× 10−9 1:111× 10−9 7:976× 10−10
1.0 1:305× 10−10 8:292× 10−10 1:982× 10−8 8:861× 10−10 1:290× 10−10
2.0 1:269× 10−11 3:056× 10−10 8:547× 10−8 3:150× 10−10 1:450× 10−11
 = 14	 0.1 9:216× 10−10 1:191× 10−9 1:856× 10−9 1:097× 10−9 8:075× 10−10
1.0 1:307× 10−10 8:108× 10−10 1:943× 10−8 8:571× 10−10 1:294× 10−10
2.0 1:274× 10−10 2:965× 10−10 8:238× 10−8 3:041× 10−10 1:444× 10−11
 = 12	 0.1 9:164× 10−10 1:175× 10−9 1:842× 10−9 1:102× 10−9 8:326× 10−10
1.0 1:311× 10−10 7:995× 10−10 1:924× 10−8 8:315× 10−10 1:303× 10−10
2.0 1:296× 10−11 2:901× 10−10 8:065× 10−8 2:952× 10−10 1:427× 10−11
 = 34	 0.1 9:058× 10−10 1:158× 10−9 1:830× 10−9 1:118× 10−9 8:623× 10−10
1.0 1:314× 10−10 7:958× 10−10 1:926× 10−8 8:121× 10−10 1:311× 10−10
2.0 1:328× 10−11 2:866× 10−10 8:023× 10−8 2:892× 10−10 1:400× 10−11
This observation then enables us to see that the right-hand side of (5.1) correctly reduces asymp-
totically to unity. A similar remark applies to the modi;ed Dingle expansions in (4.4) since the
coe3cients Aˆk(0) = Ak(0); see Table 3.
The results of computations using the expansions in (3.4) truncated after m + 1 terms, where m
denotes a positive integer, are presented in Tables 4–6. The absolute values of the relative error in
the evaluation of P(a; z) and Q(a; z) (with the exact values being determined with Mathematica) are
shown in Table 4 when z=100 for di/erent positive values of the parameter a in the neighbourhood of
the transition point and for two di/erent values of the truncation index m. When a6 100 we compute
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Table 6
Values of Q(a; z) computed from (3.4) for di/erent complex values of
a and z in the sector 12	6 arg z6 	 and truncation index m
z = 100i a= 80i (% = 1:4142 + 1:4142i) m= 6
Asymptotic −0.1524353801584 −0.0644167542886i
Exact −0.1524353801621 −0.0644167542856i
|Relative error| 2:856× 10−11
z = 100e3	i=4 a= 80e7	i=8 (% = 3:8268 + 1:2388i) m= 6
Asymptotic −1:4904168479594 · 10−5 + 3:6640552608423 · 10−5i
Exact −1:4904168479597 · 10−5 + 3:6640552608426 · 10−5i
|Relative error| 9:371× 10−14
z = 100e	i a= 100e−7	i=8 (% = 3:8268 + 0:7612i) m= 6
Asymptotic +4:6959774950767 · 1099 − 1:4788764552114 · 10100i
Exact +4:6959774950759 · 1099 − 1:4788764552114 · 10100i
|Relative error| 5:677× 10−14
z = 100e	i a=−100:25 (% =−0:025i) m= 10
Asymptotic +0:4767363802299 + 0:5232636197701i
Exact +0:4767363802299 + 0:5232636197701i
|Relative error| 3:767× 10−15
Q(a; 100), while when a¿ 100 we compute P(a; 100). The modulus of the relative error when z
and a are complex is shown in Table 5 for m= 6. Here the calculations are presented for z = 50ei
and di/erent values of %=(z−a)=√z= |%|ei0 in the neighbourhood of the transition point. Although
expansions (3.4) have been established only in the sector |arg z|¡ 12	, it is found numerically that
they remain valid for values of z in the wider sector |arg z|6 	, provided |arg %|¡ 34	 for Q(a; z)
and |arg(−%)|¡ 34	 for P(a; z). Greater numerical accuracy is achieved, however, if these latter
sectors are restricted to |arg(±%)|6 12	. Further results demonstrating the accuracy of expansions
(3.4) outside the sector |arg z|¡ 12	 are presented in Table 6, where we show the values of Q(a; z)
for di/erent values of a and z when 12	6 arg z6 	.
Finally, we make a comment on the accuracy of expansion (3.4) compared to the uniform expan-
sions in (1.4) and (4.4). In the neighbourhood of the transition point, the accuracy of expansions
(3.4) is found to be comparable to that of the modi;ed Dingle expansions (4.4). This is because
both expansions have a similar structure with the asymptotic variables z−1=2 and a−1=2, respectively,
being comparable near the transition point. For a given truncation index, however, the Temme ex-
pansion (1.4) yields greater accuracy, since its asymptotic variable is a−1, but at the cost of greater
computational e/ort in the evaluation of its coe3cients near the transition point. This can be seen
by comparing the result of the last entry in Table 6 with those obtained by Temme [16, p. 343] for
the function ∗(a; x) = x−aP(a; x). The last entry in Table 6 yields a value for
xa∗(a;−x) = e−	ia{1− Q(a; xe	i)}
when a=−100:25 and x= 100 given by 0:740006507775256, which is associated with an absolute
error of 3:767× 10−15 when the truncation index m=10. For the same values of a and x, Temme’s
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result using the expansion (1.4) with a truncation index m= 6 is associated with the absolute error
of 5:585× 10−18.
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Appendix A. A bound for the remainder terms R±n (a; z)
The remainder terms in (2.9) and (2.14) are de;ned by






where  = |z|−1=3, with  satisfying 0¡¡ 13 . The functions rn(z;±) are the remainders after
truncation of the expansion of e−zh(±) at the nth term, where h() is de;ned in (2.2); see (2.5).
















2n;n(±) = (h′(±))n; 2n−1; n(±) = 12n(n− 1)(h′(±))n−2h′′(±); : : :
and the prime denotes di/erentiation with respect to .
On the interval 06 6  we have the order estimates
h′(±) = O(2); h′′(±) = O(); h′′′(±) = hiv(±) = · · ·=O(1)
as |z| → ∞. Then, with the above scaling for , the dominant term in the sum in (A.3) (when
06 6 ) as z → ∞ is easily shown to correspond to k = n (we omit these details) and to be
O(zn(h′(±))n)=O(|z|(1=3)n+2n). From (A.3), we consequently ;nd that for |z| → ∞ and 06 6 
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Upon noting that h(±) are monotonic increasing and decreasing functions, respectively, on ¿ 0,














(06 6 ) (A.4)
for z →∞ in the sector |arg z|¡ 12	.
Use of (A.4) in (A.1), when Re(z− a)¿ 0 for the upper sign and Re(z− a)6 0 for the negative



































|R±n (a; z)|=O(|z|−(1=6)n−1=2+2n) (n= 1; 2; : : :) (A.5)
as z → ∞ in |arg z|¡ 12	, when Re(z − a)¿ 0 or Re(z − a)6 0 for the remainder term with the
upper or lower sign, respectively.
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