In this paper, we establish the results on the existence, nonexistence and multiplicity of positive solutions to singular boundary value problems involving ϕ-Laplacian. Our approach is based on the fixed point index theory. The interesting point is that a result for the existence of three positive solutions is given.
Introduction
In this paper, we study the existence, nonexistence and multiplicity of positive solutions to the following problem (d(t)ϕ(c(t)u ′ )) ′ + λh(t)f (u) = 0, t ∈ (0, 1),
where λ ∈ R + := [0, ∞) is a parameter, f ∈ C(R + , R + ) and h ∈ C((0, 1), R + ).
Problem (1.1) arises naturally in studying radial solutions to quasilinear elliptic equations defined on an annular domain (see, e.g., [9, 21] ). For ϕ(s) = |s| p−2 s with p > 1, problem (1.1) has been extensively studied in the literature due to a wide range of applications in mathematics and physics. For example, we refer the reader to [2, 5, 7, 8, 14, 15, 17] for p = 2 and [1, 4, 12, 18, 20, 22, 23] for p > 1. For more general ϕ, we refer the reader to [9, 10, 11, 16, 19, 21] and the references therein. Throughout this paper, we assume the following hypotheses, unless otherwise stated. (A1) ϕ : R → R is an odd, increasing homeomorphism and there exist increasing homeomorphisms ψ 1 , ψ 2 : R + → R + such that ϕ(x)ψ 1 (y) ≤ ϕ(xy) ≤ ϕ(x)ψ 2 (y) for all x, y ∈ R + .
(A2) f (s) > 0 for s > 0 and h ≡ 0 in (0, 1).
When c ≡ d ≡ 1, it is well known that solutions to problem (1.1) are concave functions on [0, 1]. The concavity of solutions plays a crucial role in defining a suitable cone so that the solution operator is well defined (see, e.g., [1, 12, 16] and the references therein). However, it is not clear that the solutions are concave functions in [0, 1] , unless c ≡ d ≡ 1. In order to overcome this difficulty, a lemma ([21, Lemma 2.4]) was proved, so that various results for the existence, nonexistence and
It is easy to see that ν Thus there exists an interval [σ
g ] (see [9] ). Let C[0, 1] denote the Banach space of continuous functions u defined on [0, 1] with usual maximum norm u ∞ := max t∈[0,1] |u(t)|. Define a function T : H ϕ → C[0, 1] by T (0) = 0 and, for g ∈ H ϕ \{0},
We notice that, although σ = σ(g) is not necessarily unique, the right hand side of the equality in (2.2) does not depend on a particular choice of σ. Indeed, if σ 1 and σ 2 are zeroes of ν g in (0, 1), then g(τ ) = 0 for τ ∈ [σ 1 , σ 2 ], by the monotonicity of ν 1 g and ν 2 g . Consequently, T (g) is independent of the choice of σ ∈ [σ 1 , σ 2 ] (see, e.g., [21] or [9] ).
For g ∈ H ϕ , consider the following problem
For g = 0, (2.4) has a unique zero solution due to the boundary conditions. Recently, without the monotonicity of d, a result similar to [21, Lemma 2.4] was proved in [9] . For reader's convenience, we state it and give the proof of it. 
Here
Proof. For g = 0, 0 is a unique solution to problem (2.4), and there is nothing to prove. Let g ∈ H ϕ \ {0}. It is easy to see that T (g) is a solution to problem (2.4) and T (g) > 0 on (0, 1). By directly integrating (2.4), it is shown that T (g) is a unique solution to problem (2.4). Let σ be a constant satisfying (2.3), i.e., (T (g)) ′ (σ) = 0. For t ∈ (0, σ], by (2.1), 1) , and thus the proof is complete.
From now on, we assume h ∈ H ϕ \ {0}. Let A h := {x ∈ (0, 1) : h(y) = 0 for all y ∈ (0, x)} and B h := {x ∈ (0, 1) : h(y) = 0 for all y ∈ (x, 1)}.
Then K is a cone in C[0, 1]. For r > 0, we define K r := {u ∈ K : u ∞ < r}, ∂K r := {u ∈ K : u ∞ = r} and K r := K r ∪ ∂K r . Define a function F :
) for (λ, u) ∈ R + ×K and t ∈ (0, 1). Clearly, by (A2), F (λ, u) ∈ H ϕ for any (λ, u) ∈ R + ×K.
Now we define an operator
That is, for (λ, u) ∈ R + × K,
(2) It is easy to see that (1.1) has a solution if and only if H(λ, ·) has a fixed point in K.
(3) Since H(0, u) = 0 for all u ∈ K, 0 is a unique solution to problem (1.1) with λ = 0. By Lemma 2.2, any nonzero solution u to problem (1.1) is positive one, i.e., u(t) > 0 for all t ∈ (0, 1).
By the argument similar to those in the proof of [1, Lemma 3] , it can be proved that H is completely continuous on R + × K (see also [13, Lemma 3.3] ). We omit the proof of it.
Finally, we recall a well-known theorem of the fixed point index theory. Lemma 2.4. (see, e.g., [3, 6] ) Assume that, for some r > 0, T 1 : K r → K is completely continuous, i.e., compact and continuous on
Min results
Throughout this section, we assume h ∈ H ψ1 . For convenience, we use the following notations in this section: 
Here, f * (m) := min{f (y) : ρ h m ≤ y ≤ m} and f * (m) := max{f (y) : 0 ≤ y ≤ m} for m ∈ R + .
1 (y) for all y ∈ R + , and it follows that 0 < A 1 < A 2 and R 2 (m) < R 1 (m) for all m ∈ (0, ∞).
Here,
f a = 0, and lim
h ], and
Let σ be a number satisfying H(λ, u)(σ) = H(λ, u) ∞ . We have two cases:
We only consider the case (i), since the case (ii) can be dealt in a similar manner. Since λ > R 1 (m), it follows from (2.1) and (3.2) that
By Lemma 2.4, (3.1) holds for any λ ∈ (R 1 (m), ∞).
Proof. Let λ ∈ (0, R 2 (m)) and u ∈ ∂K m be fixed. Then
. By the same argument as in the proof of Lemma 3.2, it follows that (3.3) holds for any λ ∈ (0, R 2 (m)).
By Lemma 3.2 and Lemma 3.3, we can obtain the sufficient condition that (1.1) has arbitrarily many positive solutions. For example, we have Theorem 3.4, Theorem 3.5 and Theorem 3.6. Since the proofs are easy, we omit the proofs. Theorem 3.4. Assume that (A0), (A1), (A2) and h ∈ H ψ1 hold, and that there exist m 1 and m 2 such that 0 < m 1 < m 2 (resp., 0 < m 2 < m 1 ) and R 1 (m 1 ) < R 2 (m 2 ). Then (1.1) has a positive solution u = u(λ) satisfying m 1 < u ∞ < m 2 (resp., m 2 < u ∞ < m 1 ) for any λ ∈ (R 1 (m 1 ), R 2 (m 2 )).
For Theorem 3.5 and Theorem 3.6, let R * := max{R 1 (m 1 ), R 1 (M 1 )} and R * := min{R 2 (m 2 ), R 2 (M 2 )}.
Theorem 3.5. Assume that (A0), (A1), (A2) and h ∈ H ψ1 hold, and that there exist m 1 , m 2 and M 1 (resp., M 2 ) such that 0 < m 1 < m 2 < M 1 (resp., 0 < m 2 < m 1 < M 2 ) and R * < R 2 (m 2 ) (resp.,
Theorem 3.6. Assume that (A0), (A1), (A2) and h ∈ H ψ1 hold, and that there exist m 1 , m 2 , M 1 and M 2 such that 0 < m 2 < m 1 < M 2 < M 1 (resp., 0 < m 1 < m 2 < M 1 < M 2 ) and R * < R * . Then (1.1) has three positive solutions to problem (1.1) with λ = λ * .
(4) If f 0 = f ∞ = 0, then there exist λ * ∈ (0, ∞) and m * ∈ (0, ∞) such that (1.1) has two positive solutions u 1 (λ) and u 2 (λ) for any λ ∈ (λ * , ∞) and it has a positive solution u(λ * ) for λ = λ * . Moreover, u 1 (λ) and u 2 (λ) can be chosen so that
(5) If f 0 = f ∞ = ∞, then there exist λ * ∈ (0, ∞) and m * ∈ (0, ∞) such that problem (1.1) has two positive solutions u 1 (λ) and u 2 (λ) for any λ ∈ (0, λ * ) and it has a positive solution u(λ * ) for λ = λ * . Moreover, u 1 (λ) and u 2 (λ) can be chosen so that (2) We only give the proof of the case f 0 = 0 and f ∞ ∈ R + since the case f 0 ∈ R + and f ∞ = 0 can be proved in a similar manner. Since f 0 = 0, by Remark 3.1, R i (m) → ∞ as m → 0 for i = 1, 2. Since
For any λ ∈ (0, λ * ), there exist m 1 (λ) and m 2 (λ) such that 0 < m 2 (λ) < m 1 (λ) < m * and R 1 (m 1 ) < λ < R 2 (m 2 ). By Theorem 3.4, there exists a positive solution u λ to problem (
n . Then we may choose m 1 = m 1 (n) and m 2 = m 2 (n) such that R 1 (m 1 (n)) < λ n < R 2 (m 2 (n)) and 0 < δ < m 2 (n) < m 1 (n) < m * for all n. Consequently, for each n, there exists u n ∈ K such that H(λ n , u n ) = u n and δ < u n ∞ < m * . Since {(λ n , u n )} is bounded in R + × K and H : R + × K → K is compact, there exist a subsequence {(λ n k , u n k )} of {(λ n , u n )} and u(λ * ) ∈ K such that H(λ n k , u n k ) = u n k → u(λ * ) in K as k → ∞. Since λ n → λ * as n → ∞ and H is continuous, H(λ * , u(λ * )) = u(λ * ) and u(λ * ) ∞ ≥ δ > 0. Thus problem (1.1) has a positive solution u(λ * ) for λ = λ * . Thus the proof is complete. 
. Then the proof is complete by the argument similar to those in the proof of Theorem 3.7 (2).
(5) Since f 0 = f ∞ = ∞, by Remark 3.1, it follows that, for i = 1, 2, lim
Then the proof is complete by the argument similar to those in the proof of Theorem 3.7 (2).
(6) Let u be a positive solution to problem (1.1) with λ > 0 and u(σ) = u ∞ . Since f 0 ∈ [0, ∞) and f ∞ ∈ [0, ∞), there exists C 1 > 0 such that f (s) ≤ C 1 ϕ(s) for s ∈ R + . We only consider the case σ ≤ γ, since the case σ > γ can be dealt in a similar manner. Since f (u(t)) ≤ C 1 ϕ(u(σ)) for t ∈ [0, 1],
Here h * = max
(7) Let u be a positive solution to problem (1.1) with λ > 0 and u(σ) = u ∞ . Since f 0 ∈ (0, ∞] and f ∞ ∈ (0, ∞], there exists ǫ > 0 such that f (s) > ǫϕ(s) for s ∈ R + . We only consider the case σ ≥ γ, since the case σ < γ can be dealt in a similar manner. Since u(t) ≥ u(γ
Finally, an example to illustrate the results obtained in this paper is given. Example. Let ϕ be an odd function satisfying either (i) ϕ(x) = for s ∈ (M 2 , ∞). Here M 2 is a constant satisfying
Clearly, f ∈ C(R + , R + ) satisfies f 0 = 0 and f ∞ = ∞. Since
from the choice of M 2 , it follows that
We may choose m 2 and M 1 satisfying 0 < m 2 < ρ 
