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Abstract
Differential geometric structures such as the principal bundle for
the canonical vector bundle on a complex Grassmann manifold, the
canonical connection form on this bundle, the canonical symplectic
form on a complex Grassmann manifold and the corresponding dy-
namical systems are investigated. The Grassmann manifold is consid-
ered as an orbit of the co-adjoint action and the symplectic form is
described as the restriction of the canonical Poisson structure on a Lie
coalgebra. The holonomy of the connection on the principal bundle
over Grassmannian and its relation with Berry phase is considered
and investigated for the integral curves of Hamiltonian dynamical sys-
tems.
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2
1 Introduction
The main purposes of this paper are
1. to review all the canonical differential geometric structures on Grass-
mann manifold of the finite-dimensional complex subspaces of a com-
plex Hilbert space.
2. to investigate the canonical symplectic structure, the corresponding
dynamical systems and the holonomies of the integral curves of these
dynamical systems for complex Grassmann manifolds.
We start from the differential structure on the complex Grassmann manifold
and then investigate the connection on the canonical principal bundle and
its holonomies. It turns out that the canonical connection on this princi-
pal bundle and its holonomy plays an important role in the theory of the
geometric quantum computations (see [3], [4], [5], [10], [11], [12]), which in-
dicates the universality of the Grassmann manifold not only in the theory of
fiber bundles, but also in the geometric theory of the quantum computations.
The central point in these topics is the pure geometric fact, that any uni-
tary transformation of the fiber of the canonical fiber bundle over a complex
Grassmann manifold can be obtained as the holonomy of a closed curve. But
for physical reasons, we need not any closed curve on a Grassmann manifold,
but only ”physical“ ones; i.e., the curves that are the integral curves for a
Hamiltonian dynamical system. For an integral curve of a Hamiltonian sys-
tem on a Grassmann manifold, the corresponding curve on the total space of
the canonical bundle is the solution of the corresponding Schro¨dinger equa-
tion. But the latter, in general, is not a horisontal curve, which is the lifting
the curve on the base manifold. It ”becomes“ horizontal in adiabatic limit.
We investigate the geometry of such curves and its relation with Berry phase.
2 The Differential Structure and Coordinate
Systems on Complex Grassmann Manifold
Let H be a complex Hilbert space, infinite or finite -dimensional, as required.
For any positive integer number m let us denote by Grm(H) the set of all
m-dimensional complex subspaces of the space H. It is clear that any m-
dimensional subspace X of the Hilbert space H can be uniquely defined by
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the corresponding operator of orthogonal projection P(X) : H −→ X ⊂ H.
The operator P(X) is characterised by the properties: P(X)∗ = P(X) and
trace(P(X)) = dim(X).
Let us denote by Pm(H) the set
Pm(H) =
{
P : H −→ H|P 2 = P, P ∗ = P, trace(P ) = m
}
(1)
We have that the mapping P : Grm(H) −→ Pm(H) is a bijection (see [4], [5],
[6]) and defines an injection of the set Grm(H) in the vector space of Her-
mitian operators on the Hilbert space H. This injection induces a topology
and a differential structure on the set Grm(H). The set Grm(H), together
with this differential structure is known as the Grassmann manifold of m-
dimensional complex subspaces of the Hilbert space H. As it follows from the
above discussion, further we can identify the following two objects: Pm(H)
and Grm(H).
Any fixed element X ∈ Grm(H) defines a mapping
ΓX : Hom(X,X
⊥) −→ Grm(H)
where, for ϕ ∈ Hom(X,X⊥) : ΓX(ϕ) = {x+ ϕ(x) | x ∈ X}
In other words, the subspace corresponding to the linear mapping X
ϕ
−→ X⊥
is the graph of the mapping ϕ. In some cases, we shall ommit the subscript
X in the expression ΓX and write just Γ. This mapping is an injection of the
vector space Hom(X,X⊥) into the set Grm(H) and its image is the subset{
Y ∈ Grm(H) | Y ∩X
⊥ = {0}
}
≡ WX
It follows that varying the element X ∈ Grm(H) we can cover the Grassmann
manifold by the open subsets WX . Actually, it is sufficient to take only a
finite number of of the elements X ∈ Grm(H) to cover the total manifold by
the sets of the type WX .
Hence, we can state that a pair (Hom(X,X⊥),ΓX), for X ∈ Grm(H),
defines a local coordinate system in the neighborhood of the point X (see
[8]).
Now, let us find the expression for the diffeomorphism
P : Grm(H) −→ Pm(H)
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in the above local coordinate system. In other words, the problem is to find
the coordinate expression for the the following composition map
ΦX : Hom(X,X
⊥)
ΓX−→ Grm(H)
P
−→ Pm(H)
For any f ∈ Hom(X,X⊥) the graph of the operator −f ∗ ∈ Hom(X∗, X) is
the orthogonal subspace of the space ΓX(f). Indeed, for x ∈ X and u ∈ X
⊥
we have the following
〈x+ f(x), u− f ∗(u)〉 = 〈x, u〉︸ ︷︷ ︸
0
−〈x, f ∗(u)〉+ 〈f(x), u〉 − 〈f(x), f ∗(u)〉︸ ︷︷ ︸
0
=
= 〈f(x), u〉 − 〈x, f ∗(u)〉 = 0 (by the definition of dual operator).
For f ∈ Hom(X,X⊥) consider the following operator on the Hilbert space
H:
f˜ =
 1 −f ∗
f 1
 : X ⊕X⊥ −→ X ⊕X⊥
This operator is automorphism and it is easy to verify that f˜(X) = Γ(f) and
f˜(X⊥) = Γ(−f ∗) = Γ(f)⊥. It is clear that if PU is the projection operator on
a subspace U ⊂ W corresponding to a decomposition of a vector space W =
U⊕V and A : W −→W is an automorphism, then the projection operator on
the subspace A(U), corresponding to the decomposition W = A(U)⊕A(V ),
is PA(U) = APUA
−1. Therefore, the projection operator, corresponding to the
decomposition H = Γ(f)⊕Γ(f)⊥ = f˜(X)⊕ f˜(X⊥) is P(Γ(f)) = f˜P(X)f˜−1.
The explicit expression for the operator f˜−1, for the decomposition H =
X ⊕X⊥ is  1 −f ∗
f 1
−1 =
 (1 + f ∗f)−1 f ∗(1 + ff ∗)−1
−f(1 + f ∗f)−1 (1 + ff ∗)−1

Remark 1 The operator 1 + f ∗f : X −→ X is invertible, because
(1 + f ∗f)(x) = 0 ⇒ (f ∗f)(x) = −x ⇒ 〈(f ∗f)(x), x〉 = −‖x‖2
⇒ ‖f(x)‖2 = −‖x‖2 ⇒ x = 0
The same is true for the operator 1 + ff ∗ : X⊥ −→ X⊥.
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Therefore, the explicit expression for the projection operator P(Γ(f)), cor-
responding to the decomposition H = X ⊕X⊥ is
P(Γ(f)) =
 1 −f ∗
f 1
 1 0
0 0
 (1 + f ∗f)−1 f ∗(1 + ff ∗)−1
−f(1 + f ∗f)−1 (1 + ff ∗)−1
 =
=
 (1 + f ∗f)−1 f ∗(1 + ff ∗)−1
f(1 + f ∗f)−1 ff ∗(1 + ff ∗)−1

(2)
The action of the group U(H) (the group of the unitary transformations of the
Hilbert space H, on H) induces the action of this group on the Grassmann
manifold. This action is transitive and for any point X ∈ Grm(H), the
corresponding stabilizer subgroup is U(X)×U(X⊥). Therefore, the manifold
Grm(H) can be considered as the homogeneous space (see, for example, [4],
[5], [6])
Grm(H) ∼=
U(H)
U(X)× U(X⊥)
For any unitary transformation u : H −→ H, the corresponding diffeomor-
phism of the Grassmann manifold gr(u) : Grm(H) −→ Grm(H) induces a
transformation of the local coordinate systems
u˜ : Hom(X,X⊥) −→ Hom(Y, Y ⊥)
where Y = u(X) (and therefore Y ⊥ = u(X⊥)). This transformation is
defined by the condition: Γ(u˜(f)) = u(Γ(f)). We have that
u(Γ(f)) = {ux+ uf(x) | x ∈ X} =
{
y + uf(u−1y) | y ∈ u(X) ≡ Y
}
which implies that u(Γ(f)) = Γ(ufu−1). Hence, the transformation of the
local coordinate system is of the form
u˜ : Hom(X,X⊥) −→ Hom(u(X), u(X⊥))
u˜(f) = ufu−1
(3)
The tangent space of the manifold Grm(H) at a point X ∈ Grm(H) can be
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identified with the vector space Hom(X,X⊥) (see [8]). The identification of
the manifold Grm(H) with the manifold of projections Pm(H), gives another
representation of the tangent space TX(Grm(H)), which follows from 1:
TX(Grm(H)) ∼= {Φ : H −→ H|Φ is linear and
P(X) ◦ Φ+ Φ ◦ P(X) = Φ, Φ∗ = Φ, trace(Φ) = 0}
(4)
This s exactly the set of such operators Φ : H −→ H, that the decomposition
of Φ, corresponding to the decomposition of the Hilbert space H = X ⊕X⊥
is of the form
Φ =
[
0 ϕ∗
ϕ 0
]
The differential of the mapping f 7→ P(Γ(f)) (see 2), at the point 0 ∈
Hom(X,X⊥), gives the isomorphism between the two representations of the
tangent space TX(Grm(H)):
Hom(X,X⊥) ∋ ϕ 7→ P ′X(ϕ) =
[
0 ϕ∗
ϕ 0
]
(5)
Recall that an action of a Lie group G on a smooth manifold M , gives rise
of the homomorphism from the Lie algebra of G to the Lie algebra of vector
fields on the manifold M : for v ∈ g, where g denotes the Lie algebra of the
Lie group G, the corresponding vector field v˜, induced by the action of the
group on M , is defined as (see [9])
v˜(x) =
∂F
∂G
(1, x)(v)
where F : G×M −→ M is the mapping corresponding to the action of the
group G on the manifold M .
So, the action of the group U(H) on the manifold Grm(H), gives rise
of the homomorphism from the Lie algebra of U(H), to the Lie algebra of
vector fields on the manifold Grm(H). To describe this homomorphism, recall
that if P(X) is the orthogonal projection corresponding to the element X ∈
Grm(H), then for any orthogonal transformation g ∈ U(H), the orthogonal
projection corresponding to g(X) is P(g(X)) = gP(X)g−1. Therefore, for
any fixed point X ∈ Grm(H), we have a mapping
U(H) ∋ g 7→ gP(X)g−1 ∈ Pm(H) ∼= Grm(H)
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This implies that the tangent vector corresponding to an element u ∈ u(H)
of the Lie algebra of the Lie group U(H), at a point X ∈ Grm(H) is
u˜X = [u,P(X)], where [· , ·] denotes the commutator of two operators. If
the decomposition of the linear operator u : H −→ H, corresponding to the
decomposition H = X ⊕X⊥ is
u =
 UXX −U∗XX⊥
UXX⊥ UX⊥X⊥

then it is clear that
u˜X = [u,P(X)] =
 0 U∗XX⊥
UXX⊥ 0

This, together with the formula 5, implies that the vector field corresponding
to the Lie algebra element u ∈ u(H) via the action of the group U(H) on
Grm(H) is
u˜X = UXX⊥ = (1− P(X)) ◦ u ∈ Hom(X,X
⊥) ∼= TX(Grm(H)) (6)
3 Some Operations Over Connections
on Vector Bundles
In this section we shall review some facts from the theory of vector bundles
and connections in the context of this work.
For any vector bundle π : E −→ M , we denote by S(E) the space of
smooth sections of this vector bundle.
Let V
p
−→ M and W
q
−→ M be two vector bundles over a smooth
manifold M . Let S(V )
∇
V
−→ S(T ∗(M) ⊗ V ) and S(W )
∇
W
−→ S(T ∗(M) ⊗W )
be connections (covariant derivations) on them. We define the following
operations over these connections:
The direct (or Whitney) sum of two connections. Define a connection
∇ = ∇
V
⊕ ∇
W
on the Whitney sum of the vector bundles (V,M, p) and
(W,M, q) as follows: for a vector field ξ on the manifold M and a section
s = s1 ⊕ s2 of the vector bundle V ⊕W let
∇ξ(s) = ∇
V
ξ (s1) +∇
W
ξ (s2) (7)
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The tensor product of two connections. Define a connection ∇ =
∇
V
⊗∇
W
on the tensor product of the vector bundles (V,M, p) and (W,M, q)
as
∇ξ(s1 ⊗ s2) = ∇
V
ξ (s1)⊗ s2 + s1 ⊗∇
W
ξ (s2) (8)
The connection on the dual vector bundle. Define a connection ∇
V ∗
on the vector bundle p∗ : V
∗ −→ M a fiber of which at a point x ∈ M is the
dual vector space of the vector space p−1(x)
ξ〈s, τ〉 = 〈∇
V
ξ (s), τ〉+ 〈s,∇
V ∗
ξ (τ)〉 (9)
where s is a section of the vector bundle V and τ is a section of the dual
vector bundle V ∗, and 〈s, τ〉 is the function on the manifold M obtained by
the pairing of the sections s and τ .
The connection on the bundle of homomorphisms. Let
Hom(V,W )
h
−→M
be the fiber bundle the fiber of which at a point x ∈ M is the space of all
homomorphisms from the vector space p−1(x) to the vector space q−1(x). In
the case of finite dimensional fibers, the fiber bundle is canonically isomorphic
to the fiber bundle h : V ∗ ⊗W −→ M . We have defined the connections
on the dual spaces bundle and the tensor products bundle, therefore, the
covariant derivation∇ = Hom(∇
V
,∇
W
) = ∇
V ∗
⊗∇
W
on the space of sections
S(Hom(V, V )) can be defined as ∇ξ(τ ⊗ s) = ∇
V ∗
ξ (τ) ⊗ s + τ ⊗ ∇
W
ξ (s) for
τ ∈ S(V ∗) and s ∈ S(W ). This implies that for t ∈ S(V ) we have the
following
∇ξ(τ ⊗ s)(t) = 〈∇
V ∗
ξ (τ), t〉 · s+ τ(t) · ∇
W
ξ (s) =
= ξ(τ(t)) · s + τ(t) · ∇
W
ξ (s)− 〈τ,∇
V
ξ (t)〉 · s =
= ∇
W
ξ (τ(t) · s)− 〈τ,∇
V
ξ (t)〉 · s
which suggests the following more elegant expression for the covariant deriva-
tion ∇ = Hom(∇
V
,∇
W
) on the space of sections S(Hom(V,W )):
for f ∈ S(Hom(V,W )) and t ∈ S(V ) let
∇ξ(f)(t) = ∇
W
ξ (f(t))− f(∇
V
ξ (t))
(10)
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It is easy to verify that the results of all the above defined operations satisfy
the conditions required for covariant derivations on vector bundles.
Let p : V −→ M and q : W −→M be such vector bundles over a smooth
manifoldM that their Whitney sum is a trivial vector bundle: V ⊕W ∼= M×
H . This situation gives rise of a connection on the vector bundles (V,M, p)
and (W,M, q) as follows. Any section of the vector bundle V can be regarded
as a function on M with values in the vector space H . Let us denote this
function under s˜ : M −→ H . For a vector field ξ on the manifold M , define
the covariant derivation of the section s as ∇ξ(s)(x) = PVx(s˜
′
x(ξx)), ∀x ∈M .
Here PVx is the projection operator PVx : H −→ Vx corresponding to the
decomposition H = Vx⊕Wx. The covariant derivation on the sections of the
vector bundle W can be defined analogically. It can be verified directly that
the above defined operation satisfies the conditions required for covariant
derivations.
Remark 2 If V1, V2,W1 and W2 are vector bundles over the manifold M
such that V1⊕W1 ∼= M ×H1 and V2⊕W2 ∼= M ×H2 and ∇
1 and ∇2 are the
connections on V1 and V2, accordingly, as defined above, then the covariant
derivation on the vector bundle V1 ⊗ V2 induced by the decomposition(
V1 ⊗ V2
)
⊕
(
(V1 ⊗W2)⊕ (W1 ⊗ V2)⊕ (W1 ⊗W2)
)
∼= M ×
(
H1 ⊗H2
)
is the same as ∇ = ∇1 ⊗∇2 (see the formula 8).
Definition 1 Let π : T (M) −→M be the tangent vector bundle for a smooth
manifold M and p : V −→ M be such vector bundle that the Whitney sum
T (M)⊕V is trivial bundle M×H. We call the decomposition of a trivial fiber
bundle, M ×H = T (M)⊕V , integrable if the induced covariant derivation
∇ on the sections of the tangent bundle (i.e., vector fields on M) satisfies
the condition
∇X(Y )−∇Y (X) = [X, Y ] (11)
for any two vector fields X and Y on the manifold M .
If the vector space H , which is the fiber of the Whitney sum, is a Hilbert
space, and for each point x ∈M , the vector space Vx (the fiber of the vector
bundle V at the point x) is the orthogonal complement of the subspace
Tx(M) ⊂ H , then the covariant derivation ∇ satisfies the condition
X〈Y, Z〉 = 〈∇X(Y ), Z〉+ 〈Y,∇X(Z)〉
10
Hence, we can state that the connection ∇, induced by the decomposition
M ×H = T (M)⊕ V , is the covariant derivation corresponding to the Levi-
Civita connection on the manifold M , for the metric induced by the embed-
ding T (M) ⊂M ×H .
Remark 3 If Φ : M −→ H is a smooth mapping, such that for each point
x ∈ M the linear mapping Φ′x : Tx(M) −→ H is a monomorphism, then the
vector bundle p : Φ⊥(H) −→ M , where p−1(x) = Im(Φ′x)
⊥, is such that the
Whitney sum T (M)⊕Φ⊥(H) is trivial: M×H; and the connection (covariant
derivation) induced by the decomposition M × H = T (M) ⊕ Φ⊥(H) is the
Levi-Civita connection on T (M).
Let π : P −→ M be a principal bundle with a structure group G, acting
from right on the total space P . Let F be a vector space on which the Lie
group G acts from left. The associated vector bundle over the manifold M
is defined as the vector bundle with the total space (P × V )/G ≡ PV , where
the quotient is taken under the right action of the group G on the manifold
P × V : (p, v) 7→ (pg, g−1v), for each (p, v) ∈ P ×G and g ∈ G (see [9]). The
projection mapping πV : PV −→M for this vector bundle is defined as
πV ([p, v]) = π(p), ∀ [p, v] ∈ (P × V )/G
It follows from the definition that any section of the associated vector bundle
can be regarded as a fuction ϕ : P −→ V , such that ϕ(pg) = g−1ϕ(p), ∀p ∈
P, ∀g ∈ G. Let us denote the space of such functions on the total space of
the principal bundle P , by C∞(P, V )G.
A connection form A on the principle bundle (P,M, π) is a differential
1-form, with values in g – the Lie algebra of the Lie group G, such that for
any g ∈ G: R∗g(A) = Ad(g
−1)(A); and for any u ∈ g: A(u˜) = u; where u˜
denotes the tangent vector
u˜ ∈ Tp(P ), u˜ =
d
dt
(p · exp(t · u))
The connection form A defines a distribution of horizontal subspaces on the
total space P :
Hp = ker(Ap) ⊂ Tp(P ), ∀ p ∈ P
This distribution is carried to the total space of the associated vector bundle,
by the quotient mapping: P × V −→ PV = (P × V )/G.
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A vector field X on the manifoldM can be lifted to a “horizontal” vector
field X˜ on the total space P , which is uniquely defined by the following
conditions
X˜p ∈ ker(Ap), ∀ p ∈ P and π
′(X˜) = X
As it was mentioned, a section of the associated vector bundle s ∈ Γ(PV ) can
be identified with an element ϕs ∈ C
∞(P, V )G. The covariant derivation of
the section s is the section of the vector bundle (PV ,M, πV ), corresponding
to the function ϕ′s(X˜) ∈ C
∞(P, V )G.
4 The Geometry of The Canonical Vector
Bundle on Grassmann Manifold
Consider the set Πm(H) = {(X, x) |X ∈ Grm(H), x ∈ X}, which is the sub-
set of Grm(H)×H. The set Πm(H) together with the differential structure
induced from Grm(H)×H is a differential manifold. The mapping
p : Πm(H) −→ Grm(H), p(X, x) = X
is a vector bundle over the Grassmann manifoldGrm(H). The fiber at a point
X ∈ Grm(H) is the vector space X ⊂ H, itself. This vector bundle is known
as the canonical vector bundle over the Grassmann manifold Grm(H). For
any point X ∈ Grm(H), the local trivialization of this vector bundle, in the
neighborhood of the point X , naturally arises from the coordinate system:
ΦX : Hom(X,X
⊥)×X −→ Πm(H), ΦX(ϕ, x) = (Γ(ϕ), x+ ϕ(x))
If we regard the manifold Grm(H) as the manifold of orthonormal projectors,
Pm(H) (see 1), we can describe the total space Πm(H), as a submanifold of
Pm(H) × H defined by the equation P (x) = x, (P, x) ∈ Pm(H) × H. The
latter implies that the tangent space of the manifold Πm(H) is defined by the
equation dP (x) + P (dx) = dx. More precisely: for any point Q = (P, x) ∈
Πm(H), where P ∈ Pm(H) ∼= Grm(H) is a projector and x ∈ Im(P ) = X ,
the tangent space TQ(Πm(H)) is the subspace of the space Hom(X,X
⊥)×H
defined by the linear equation: ϕ(x) = (1− P )u, ϕ ∈ Hom(X,X⊥), u ∈ H.
That is
T(X,x)(Πm(H)) =
{
(ϕ, u) ∈ Hom(X,X⊥)×H | ϕ(x) = P(X⊥)(u)
}
(12)
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From this description of the tangent space of the total space of the canonical
fiber bundle, easily follows that the vertical tangent subspace at a point
(X, x) ∈ Πm(H) is
V ert(X, x) =
{
(0, u) ∈ Hom(X,X⊥)×H | u ∈ X
}
One natural choice of a horizontal complement of the vertical subspace could
be
Hor(X, x) =
{
(ϕ, ϕ(x)) |ϕ ∈ Hom(X,X⊥)
}
The projection operator on the vertical tangent subspace, along the horizon-
tal tangent subspace is
PV ert : T(X,x)(Πm(H)) −→ V ert(X, x), PV ert(ϕ,w) = (0, w − ϕ(x)) (13)
Proposition 1 The distribution of horizontal subspaces
Hor(X, x) ⊂ T(X,x)(Πm(H)), (X, x) ∈ Πm(H)
is a connection on the canonical vector bundle Πm(H). The corresponding
covariant derivation acts on the space of sections of Πm(H) as follows: any
section s ∈ S(Πm(H)) can be regarded as a function s : Grm(H) −→ H;
for any tangent vector ϕ ∈ TX(Grm(H)) ∼= Hom(X,X
⊥), the covariant
derivative of s by ϕ is ∇ϕ(s) = P(X)(s
′
X(ϕ)) = s
′
X(ϕ)− ϕ(s(X)).
Proof. As it follows from the formula for the projection on the vertical
tangent subspace (see 13), the action of the differential of the function s on
the tangent vector ϕ and then its projection on the vertical tangent space is
s′X(ϕ) − ϕ(s(X)). As it follows from the definition of the tangent space of
Πm(H) (see 12), it is the same as the projection of s
′
X(ϕ) on the subspace X
along its orthogonal complement X⊥.
It can be verified by direct calculations that the operation ∇ϕ(s) = S
′(ϕ)−
ϕ ◦ s has the properties of covariant derivation. 
Now consider the vector bundle q : Π⊥m(H) −→ M the fiber of which at a
point X ∈ Grm(H) is X
⊥ – the orthogonal complement of X . It is clear that
the Whitney sum of two vector bundles Πm(H)⊕Π
⊥
m(H) is the trivial vector
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bundle: Grm(H) × H. As in the case of Πm(H), we can describe the total
space Π⊥m(H) as a submanifold in Pm(H)
∼= Grm(H)×H:
Π⊥m(H) = {(P, y) ∈ Pm(H)×H |P (y) = 0}
Differentiating the equation P (y) = 0, we obtain the equation for the tangent
space of Π⊥m(H): dP (y) + P (dy) = 0. This implies that the tangent space
of Π⊥m(H) at a point (X, y), X ∈ Grm(H), y ∈ X
⊥ is the subspace of
Hom(X,X⊥)×H:
T(X,y)(Π
⊥
m(H)) =
{
(ϕ, u) ∈ Hom(X,X⊥)×H |ϕ∗(y) + P(X)(u) = 0
}
(14)
From this description of the tangent space of Π⊥m(H), follows that the vertical
tangent subspace for the fiber bundle q : Π⊥m(H) −→M at a point (X, y) is
V ert(X, y) =
{
(0, u) ∈ Hom(X,X⊥)×H | u ∈ X⊥
}
(15)
One choice of the complementar (“horizontal”) subspace is
Hor(X, y) =
{
(ϕ,−ϕ∗(y)) ∈ Hom(X,X⊥)×H
}
The discussion analogical to that in the proof of the proposition 1, shows
that the covariant derivation corresponding to this distribution of horizontal
subspaces is
∇⊥ϕ (s) = s
′
X(ϕ) + ϕ
∗(s(X)) = P(X⊥)(s′X(ϕ)))
for ϕ ∈ Hom(X,X⊥) ∼= TX(Grm(H)) and s is a section of the vector bundle
Π⊥m(H) (in this case regarded as a function s : Grm(H) −→ H).
It is clear that Πm(H) ⊕ Π
⊥
m(H) = M × H. Using the definition of
the covariant derivation on the sum of two vector bundles (see the formula
7), we obtain a covariant derivation on the trivial vector bundle M × H:
∇
H
= ∇⊕∇⊥
∇
H
ϕ (s) = s
′
X(ϕ)− ϕ(s1(X)) + ϕ
∗(s2(X)) (16)
where X ∈ Grm(H), ϕ ∈ Hom(X,X
⊥) ∼= TXGrm(H), s1 is a section of
Πm(H), s2 is a section of Π
⊥
m(H) and s = s1+ s2 is a section of Grm(H)×H
(that is, a function Grm(H) −→ H).
The formula 16 for the covariant derivation on Grm(H)×H implies that
the corresponding connection form F is a 1-form on the manifold Grm(H)
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with values in the Lie algebra of the group of unitary transformations of the
Hilbert space H (which is the Lie algebra antisymmetric operators on H):
FX(ϕ) =
 0 ϕ
−ϕ∗ 0
 ∈ u(H)
for X ∈ Grm(H) and ϕ ∈ TX(Grm(H)) ∼= Hom(X,X
⊥)
As it was mentioned (see the formula 5), the projective representation of
the Grassmann manifold gives rise of the 1-form with values in the space of
symmetric operators
dP(ϕ) =
 0 ϕ∗
ϕ 0
 , ϕ ∈ TX(Grm(H)) ∼= Hom(X,X⊥)
Using this form, the connection form F , can be written as a 1-form on
Pm(H) ∼= Grm(H), as
F = PdP + (P − 1)dP = 2PdP − dP (17)
Its differential (the curvature form) is dF = 2dPdP, which is a 2-form with
values in the Lie algebra of antisymmetric operators on the Hilbert space H
(dF)(ϕ, ψ) = 2
 ϕ∗ψ − ψ∗ϕ 0
0 ϕψ∗ − ψϕ∗
 , ϕ, ψ ∈ Hom(X,X⊥)
Let us denote byS(H) the space of symmetric operators on the Hilbert space
H. The empedding P : Grm(H) −→ S(H) of the Grassmann manifold as
the set of projectors, induces a mapping P ′ : T (Grm(H)) −→ S(H)×S(H)
P ′X(ϕ) = (P(X), ϕ˜)
where
ϕ˜ =
[
0 ϕ∗
ϕ 0
]
This mapping, according to the remark 3 induces a connection on the tangent
bundle T (Grm(H)), which itself, coincides with the connection ∇
∗ ⊗ ∇⊥,
where ∇ is the connection on the canonical vector bundle Πm(H) and ∇
⊥ is
the connection on Π⊥m(H).
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5 Grassmann Manifold as an Orbit of the
(co-)Adjoint Action and the Correspond-
ing Symplectic Structure
Let L be a finite-dimensional Lie algebra over the field of complex or real
numbers and L∗ be its dual vector space. The linear mapping
B : L ∧ L −→ L, B(x ∧ y) = [x, y]
induces the dual mapping between the dual spaces
B∗ : L∗ −→ L∗ ∧ L∗, B∗(ϕ)(x ∧ y) = ϕ([x, y])
The latter can be regarded as an antisymmetric covariant tensor field on
the linear space L∗. Such a field defines a bracket on the algebra of smooth
functions C∞(L∗):
{f, g} (ϕ) = (df |ϕ ∧ dg|ϕ)(B
∗(ϕ)) = ϕ([df |ϕ, dg|ϕ])
where the elements of the space L∗∗: df |ϕ and dg|ϕ are considered as el-
ements of the vector space L which is canonicaly isomorphic to L∗∗. The
algebra C∞(L∗) together with the above defined bracket is a Poisson alge-
bra. Particularly, if we take any two elements x, y ∈ L, they can be regarded
as linear functions on the vector space L∗: x(ϕ) = ϕ(x), ∀ ϕ ∈ L∗; and the
Poisson bracket of these two linear functions is {x, y} = [x, y].
If the vector space L is equipped with a scalar product 〈· , ·〉, we can
carry the Poisson structure from the space L∗ to L by the linear mapping
u 7→ 〈u, ·〉 : L −→ L∗. Under these conditions, an element x ∈ L can be
considered as a linear function on the vector space L: x˜(u) = 〈x, u〉, ∀ u ∈ L.
The Poisson bracket of such two functions is
{x˜, y˜} (u) = 〈[x, y], u〉 = [˜x, y](u), ∀ u ∈ L
Now, assume that L is a Lie algebra of a Lie group G and the scalar product
on the vector space L is invariant under the adjoint action of the group G:
〈gug−1, gvg−1〉 = 〈u, v〉, ∀ u, v ∈ L, ∀ g ∈ G (18)
Suppose that g = exp(tw), w ∈ L, t ∈ R is a one-parameter subgroup
generated by an element w. Differentiating the equality 18 by the parameter
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t at the point t = 0, we obtain the following infinitezimal version of the
equality 18
〈[w, u], v〉+ 〈u, [w, v]〉 = 0 (19)
For any function f ∈ C∞(L), we denote by ham(f) the Hamiltonian vector
field corresponding to the function f for the Poisson structure defined by
〈 , 〉. For any element x ∈ L and the corresponding linear function x˜ = 〈x , ·〉
on L, we have the following
dy˜(ham(x˜)) = {x˜, y˜} = [˜x, y]⇒
⇒ ∀ u ∈ L : y˜(ham(x˜u)) = [˜x, y](u) = 〈[x, y], u〉
Keeping in mind the equality 19, we obtain the following
ham(x˜)u = [x, u], ∀ u ∈ L
That is: for a Poisson structure defined by an adjoint-invariant metric on a
Lie algebra L, the Hamiltonian vector field corresponding to a linear function
x˜ = 〈x, ·〉, x ∈ L is ham(x˜)u = [x, u], ∀u ∈ L. Hence, we obtain that for any
point u ∈ L, the subspace of the tangent space T (L) ∼= L, generated by the
Hamiltonian vector fields at the point u is
Hamu = {[x, u] | x ∈ L}
The distribution of the subspaces of the tangent spaces: u 7→ Hamu, u ∈ L,
is integrable and the integral submanifolds of this distribution are the orbits
of the adjoint action of the corresponding Lie group G. These orbits are
exactly the symplectic leaves of the Poisson structure and as it should be,
the restriction of the Poisson structure on each of them is nondegenerated.
The corresponding symplectic form on any orbit of the adjoint action is
ω(x; u, v) = 〈x, [u, v]〉, x, u, v ∈ L (20)
Any curve u : R −→ L can be regarded as a time-dependent Hamiltonian:
u˜t(x) = 〈u(t), x〉, t ∈ R, x ∈ L; and the corresponding Hamiltonian equation
is x˙(t) = [u(t), x(t)]. As the symplectic leaves of the Poisson structure are
the orbits of the adjoint action, we have tha tany solution of the Hamiltonian
equation lies in some orbit of the adjoint action.
17
Now consider the situation when the Lie algebra L is the Lie algebra
of antisymmetric operators on the Hilbert space H. This Lie algebra is
the same as the Lie algebra of the Lie group U(H) – the group of uni-
tary transformations of the Hilbert space H. We denote this Lie alge-
bra by u(H). The mapping Pm(H) −→ u(H), P 7→ −iP is an injec-
tion of the Grassmann manifold in the Lie algebra u(H). The equality
P(g(X)) = gP(X)g−1, ∀X ∈ Grm(H), ∀ g ∈ U(H), implies that the image
of the above mapping – iPm(H), is an orbit of the adjoint action of the Lie
group U(H) on its Lie algebra – u(H). Therefore, the Grassmann manifold
can be regarded as an orbit of an adjoint action of a Lie group on its Lie
algebra.
Consider the following scalar product on the vector space u(H):
〈u, v〉 = trace(u∗ ◦ v), u, v ∈ u(H)
For any unitary transformation g ∈ U(H), we have
〈gug−1, gvg−1〉 = trace(gu∗vg−1) = trace(u∗v) = 〈u, v〉, ∀ u, v ∈ u(H)
which implies that the scalar product on the space u(H) is invariant under
the adjoint action of the group U(H). Hence, we have the symplectic form
on any orbit of the adjoint action, defined by the formula 20. Particularly,
for the embedded Grassmann manifold in u(H), we have
ω(iP ; Φ,Ψ) = trace(iP ◦ [Φ,Ψ]) (21)
To obtain more explicit expression for the differential 2-form ω, at a point
P ∈ Pm(H) ∼= Grm(H), consider the decomposition of the operators Φ and
Ψ corresponding to the decomposition H = Im(P )⊕ Im(P )⊥:
Φ =
 0 iϕ∗
iϕ 0
 , Ψ =
 0 iψ∗
iψ 0

where ϕ, ψ : Im(P ) −→ Im(P )⊥. From the formula 21 easily follows the
following expression for the symplectic form:
ω(X ;ϕ, ψ) = i · trace(ϕ∗ψ + ψ∗ϕ))
for X ∈ Grm(H) and ϕ, ψ ∈ TX(Grm(H)) ∼= Hom(X,X
⊥)
(22)
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which can be written as w = itrace(P · dP ∧ dP ).
As it was mentioned for the case of a general Lie algebra, any element
u ∈ u(H) can be considered as a function u˜ : Grm(H) −→ R
u˜(P ) = i · trace(u∗ ◦ P ) = −i · trace(u ◦ P ), P ∈ Pm(H) ∼= Grm(H)
and the corresponding Hamiltonian vector field on the manifold Grm(H) is
ham(u˜)P = [u, P ], P ∈ Pm(H) ∼= Grm(H) (23)
This vector field is the same as that one generated by the action of the group
U(H).
6 The Canonical Principal Bundle on Grass-
mann Manifold and the Canonical Connec-
tion
Consider the set of all orthonormal m-frames in the Hilbert space H. This
set is known as the Stiefel manifold (see [8]) for the complex Hilbert space H.
It is clear that the Stiefel manifold of orthonormal m-frames can be identified
with the set of all isometric mappings from the complex vector space C to
the Hilbert space H. We denote this set of all isometric mappings from C to
H by Isom(Cm,H). This set equipped with the topology and the differential
structure of the subset of the vector space Hom(Cm,H), is a manifold, and
can be described as follows
Isom(Cm,H) = {ϕ ∈ Hom(Cm,H) |ϕ∗ϕ = 1}
There is a natural mapping from the manifold Isom(Cm,H) to the manifold
Grm(H) defined as
π : Isom(Cm,H) −→ Grm(H), π(ϕ) = Im(ϕ)
Recall that for any X ∈ Grm(H), the symbol P(X) denotes the operator on
the Hilbert space H that is the orthogonal projection on the subspace X .
Lemma 1 For any ϕ ∈ Isom(Cm,H), we have that P(Im(ϕ)) = ϕ ◦ϕ∗ (see
[4], [5], [6])
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Proof. The proof consists of the following two steps: firstly we check that for
any x ∈ Im(ϕ): (ϕϕ∗)(x) = x, and then we check that for any y ∈ Im(ϕ)⊥:
(ϕϕ∗)(y) = 0.
For x ∈ Im(ϕ), we have the following:
x = ϕ(u) ⇒ (ϕϕ∗)(x) = (ϕ ϕ∗ϕ︸︷︷︸
1
)(u) = ϕ(u) = x
For y ∈ Im(ϕ)⊥, we have:
∀ u ∈ H : 〈(ϕϕ∗)(y), u〉 = 〈ϕ∗(y), ϕ∗(u)〉 = 〈y, (ϕϕ∗)(y)︸ ︷︷ ︸
∈Im(ϕ)
〉 = 0 ⇒
⇒ (ϕϕ∗)(y) = 0

This implies that that, as the manifold Grm(H) is identified with the space
of projectors Pm(H), in some cases, we can substitute the mapping
π : Isom(Cm,H) −→ Grm(H)
with the mapping
π : Isom(Cm,H) −→ Pm(H), ϕ 7→ ϕϕ
∗
The latter we also denote by π.
For any X ∈ Grm(H), consider any isometric map ϕ : C
m −→ X . It
is clear that π(ϕ) = X . Hence the mapping π is surjective and for each
X ∈ Grm(H) we have that
π−1(X) = {ϕ ∈ Isom(Cm,H) | Im(ϕ) = X}
Lemma 2 Let {u1, · · · , um} be any basis of a Hermitian vector space X.
There exists one and only one orthogonal basis {e1, · · · , em} in the space X,
such that for any i = 1, · · · , m: Span < e1, · · · , ei >= Span < u1, · · · , ui >
and e1 ∧ · · · ∧ ei = k · u1 ∧ · · · ∧ ui, where k > 0 (i.e., the orientations of the
frames {e1, · · · , ei} and {u1, · · · , ui} coincide).
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Proof. We prove this lemma by induction. For m = 1, it is clear that
the basis e1 should be u1/ ‖u1‖. If the statement is true for m − 1 then
consider a vector of the type e′ = x1e1 + · · ·+ xm−1em−1 + um. The system
of equations 〈e′, ei〉 = 0, i = 1, . . . , m − 1 gives the values of the numbers
x1, . . . , xm−1. After this, we can obtain the vector em by normalizing the
vector e′: em = c · e
′; so that ‖em‖ = 1 and the orientation of the frame
{e1, . . . , em} be the same as the orientation of {u1, . . . , um} and it is clear
that this could be done in exactly one way. 
The statement of the above lemma implies that for any isomorphism f :
Cm −→ X , there is exactly one linear transformation I(f) : X −→ X , such
that Φ(f) = I(f) ◦ f : Cm −→ X is an isometric mapping and Span <
Φ(f)(e1), . . . ,Φ(f)(ei) >= Span < f(e1), . . . , f(ei) > and the orientations
of the frames {Φ(f)(e1), . . . ,Φ(f)(ei)} and {f(e1), . . . , f(ei)} coincide, for
i = 1, . . . , m, where e1, . . . , em is the natural basis in the complex vector
space Cm. We call the mapping Φ(f) the isometrization of the isomorphism
f .
By using of the above construction we can define a local trivialization
of π : Isom(Cm,H) −→ Grm(H) as follows: for any point X ∈ Grm(H),
consider the mapping
ΦX : Isom(C
m, X)×Hom(X,X⊥) −→ Isom(Cm,H)
ΦX(ϕ, f) = Φ((1 + f)ϕ)
It is clear that the mapping (1+f)ϕ is a monomorphism, the image of which
is the subspace Γ(f) ∈ Grm(H), and Φ((1+ f)ϕ) is the isometrization of the
mapping (1 + f)ϕ.
Hence, we obtain that π : Isom(Cm,H) −→ Grm(H) is a locally trivial
fiber bundle.
Consider the following right action of U(m) – the group of unitary trans-
formations of Cm, on the space Isom(Cm,H):
∀ g ∈ U(m) and ∀ϕ ∈ Isom(Cm,H) let ϕ 7→ ϕ ◦ g
It is clear that π(ϕg) = π(ϕ).
If ϕ and ψ are in one and the same fiber π−1(X) for X ∈ Grm(H),
then ϕϕ∗ = ψψ∗, which implies that ϕ = ψ ψ∗ϕ︸︷︷︸
g
= ψg. For g = ψ∗ϕ we have
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g∗g = ϕ∗ ψψ∗︸︷︷︸
1
ϕ = ϕ∗ϕ = 1, which implies that g is the element of the unitary
group U(m). We obtain that the right action of the group U(m) on the fiber
of the bundle π : Isom(Cm,H) −→ Grm(H) is transitive and effective. In
other words, this fiber bundle is a principal bundle with the structure group
U(m). The associated vector bundle (Isom(Cm,H)× Cm)/U(m) where
(ϕ, x) ∼ (ϕ ◦ g, g−1(x)), ∀ (ϕ, x) ∈ Isom(Cm,H)× Cm and ∀ g ∈ U(m)
is isomorphic to the canonical vector bundle Πm(H) via the mapping
[ϕ, x] 7→ ϕ(x)
The subset Isom(Cm,H) in the space Hom(Cm,H) is defined by the equa-
tion ϕ∗ϕ = 1, which implies that the tangent space of Isom(Cm,H) can be
described by the equation
dϕ∗ϕ+ ϕ∗dϕ = 0 (24)
Otherwise
Tϕ(Isom(C
m,H)) = {u ∈ Hom(Cm,H) | u∗ϕ+ ϕ∗u = 0} (25)
Differentiating the mapping π(ϕ) = ϕϕ∗ from Isom(Cm,H) to Grm(H), we
obtain
dπ = dϕϕ∗ + ϕdϕ∗ (26)
Proposition 2 The vertical tangent subspace of the fiber bundle
π : Isom(Cm,H) −→ Grm(H)
at a point ϕ ∈ Isom(Cm,H) is the subspace of the tangent space Tϕ consisting
of such v : Cm −→ H that Im(v) ⊂ Im(ϕ).
Proof. By definition, the vertical tangent space at a point ϕ ∈ Isom(Cm,H)
is the kernel of the mapping π′(ϕ). Hence, it is described by the following
system of linear equations{
v∗ϕ+ ϕ∗v = 0 – Tangent
vϕ∗ + ϕv∗ = 0 – Vertical
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The multiplication of the second one by ϕ from the right, gives v+ϕv∗ϕ = 0.
Substitute the term v∗ϕ by −ϕ∗v, from the first equation, gives the following
equation v − ϕϕ∗v = 0, or equivalently (1−P(Im(ϕ)))v = 0. But it is clear
that the operator (1 − P(Im(ϕ))) is the orthogonal projection operator on
the subspace Im(ϕ)⊥. This implies that Im(v) ⊂ Im(ϕ). 
For a given subspace X ⊂ H, any linear mapping w : Cm −→ H is uniquely
decomposed as a direct sum: w = v + u, with Cm
v
−→ X and Cm
u
−→
X⊥. The above description of the vertical tangent space for the fiber at a
point X ∈ Grm(H) suggests the following natural choice of its complementar
(horizontal) subspace
HorX =
{
u ∈ Hom(Cm,H) | Im(u) ⊂ X⊥
}
For any ϕ ∈ Isom(Cm,H) with Im(ϕ) = X , we have that ker(ϕ) = X⊥,
therefore: ϕ∗u = 0, which implies that (ϕ∗u)∗ = 0 and finally: u∗ϕ+ϕ∗u = 0.
Therefore, the space HorX automatically is subspace of the tangent space
Tϕ(Isom(C
m,H)).
The distribution of the horizontal subspaces ϕ 7→ Horϕ can be described
by the equation ϕ∗dϕ = 0. Consider the following differential formA = ϕ∗dϕ
on the manifold Isom(Cm,H).
Proposition 3 The differential form A = ϕ∗dϕ takes its values in the Lie
algebra of the Lie group U(m), and is a connection form on the total space
of the U(m)-principal bundle π : Isom(Cm,H) −→ Grm(H).
Proof. From the equation for the tangent space of Isom(Cm,H): ϕ∗dϕ +
dϕ∗ϕ = 0, follows that the differential form A takes its values in the Lie
algebra of antisymmetric matrices: A∗ = dϕ∗ϕ = −ϕ∗dϕ = −A.
The next step is to verify the transformation rule for the differential form
A under the right action of the unitary group U(m). For any g ∈ U(m), we
have the following
Rg(ϕ) = ϕg ⇒ R
∗
g(A) = g
∗ϕ∗d(ϕg) = g−1ϕ∗dϕg = g−1Ag = Ad(g−1)(A)
which shows that the transformation rule for the differential form A is in
accordance with the requirement for the connection forms.
For any fixed point ϕ ∈ Isom(Cm,H), consider the mapping
mϕ : U(m) −→ Isom(C
m,H), mϕ(g) = ϕg, ∀ g ∈ U(m)
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Its differential at the point g = 1 is the linear mapping from the Lie algebra
u(m) to the tangent space Tϕ(Isom(C
m,H)): m′ϕ(1)(u) = ϕu, ∀ u ∈ u(m).
Consider the value of the differential form A on the vertical tangent vector
m′ϕ(1)(u) = ϕu. We obtain A(ϕu) = ϕ
∗ϕ︸︷︷︸
1
u = u. The latter eqality is also in
accordance with the requirement for the connection forms. 
Let ξ ∈ Tϕ(Isom(C
m,H)) be a horizontal tangent vector. That is: ξ ∈
Hom(Cm,H) and Im(ξ) ⊂ Im(ϕ)⊥. Its image in Tpi(ϕ)Grm(H) by the differ-
ential of the projection map π is
π′(ϕ)(ξ) = ξϕ∗+ϕξ∗ =
[
0 ϕξ∗
ξϕ∗ 0
]
: Im(ϕ)⊕ Im(ϕ)⊥ −→ Im(ϕ)⊕ Im(ϕ)⊥
Otherwise, we can consider ξ as a linear mapping from Cm to Im(ϕ)⊥, ϕ as
a linear mapping from Cm to Im(ϕ), and π′(ϕ)(ξ), as the composition
ξ ◦ ϕ∗ : Im(ϕ)
ϕ∗
−→ Cm
ξ
−→ Im(ϕ)⊥
which is the element of Hom(Im(ϕ), Im(ϕ)⊥) ∼= TIm(ϕ)(Grm(H)). Vice versa,
any tangent vector µ ∈ Hom(X,X⊥) at a point X ∈ Grm(H), could be
lifted to the corresponding horizontal space at a point ϕ ∈ Isom(Cm,H)
as m˜u = µϕ, which is a mapping from Cm to X⊥ (i.e., the element of the
horizontal subspace in Tϕ(Isom(C
m,H))). It is clear that ξ˜ϕ∗ = ξ ϕ∗ϕ︸︷︷︸
1
= ξ.
7 Geometric Control Theory and the Holon-
omy Algebra of the Connection Form ϕ∗dϕ
Let us recall the following well known result from the theory of connections
and their holonomies on principal bundles.
Theorem 1 (Ambrous, Singer). Let A be a connection form on a prin-
ciple bundle π : P −→M . For any point p ∈ P , the holonomy algebra Φp at
the point p is the algebra spanned on the set of elements of the type Ω(X, Y ),
where Ω is the curvature form for the connection form A and X and Y are
horizontal tangent vectors of P , at such points q that can be connected with
the point p by a horizontal curve.
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We use the statement of this theorem to investigate the holonomy algebra
of the connection form A = ϕ∗dϕ on the canonical principal bundle over the
Grassmann manifold.
Proposition 4 For any point ϕ ∈ Isom(Cm,H), the holonomy algebra of
the connection A = ϕ∗dϕ at this point coincides with the Lie algebra of the
Lie group U(H).
Proof. As it was shown, the horizontal subspace corresponding to the con-
nection form A, at a point ϕ ∈ Isom(Cm,H) is
Hor(ϕ) =
{
u ∈ Hom(Cm,H) | Im(u) ⊂ Im(ϕ)⊥
}
and the value of the curvature form on a pair of horizontal vectors (u, v) at
the point ϕ is
Ω(u, v) = (dA)(u, v) =
1
2
(u∗v − v∗u)
We show that for any antisymmetric operator w : Cm −→ Cm, can be found
such a pair of linear maps u, v : Cm −→ Im(ϕ)⊥ that w = 1
2
(u∗v − v∗u). In
this case we assume that the Hilbert space is infinite-dimensional (or, at least
has a dimension as big as we need). So, we can choose an m-dimensional
complex subspace in Im(ϕ)⊥. Fix any basis in X , after which it is identified
with Cm. If we take u = 1 : Cm −→ X ∼= Cm, then from the equation
w = 1
2
(v − v∗), easily follows the solution v = w. 
Hence, for the Grassmann manifold of an infinite-dimensional Hilbert space,
it is not necessary to use the full strength of the theorem 7, because the
Im(Ω), only in one point of the total space Isom(Cm,H), covers all the
Lie algebra u(m), even without spanning. The same is true for a finite-
dimensional case, but when dim(Im(ϕ)⊥) ≥ m. In the case when the Hilbert
space is finite-dimensional and dim(Im(ϕ)⊥) < m, things are not so simple.
Proposition 5 For any integer n > m and any ψ ∈ Isom(Cm,Cn), the
holonomy algebra of the connection form A = ϕ∗dϕ, at the point ψ, coincides
with the entire Lie algebra u(m).
Proof. Let us assume, that the antisymetric operator w : Cm −→ Cm is
diagonal
w =

a1 0 · · · 0
· · · · · ·
· · · · · ·
0 0 · · · am
 , where ai ∈ i · R, i = 1, . . . , m
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It is sufficient to consider the case when n = m+1. We have that w =
m∑
i=1
wi,
where
wi =

0 · · · · 0
0 · · · · 0
0 · ai · · 0
0 · · · · 0
0 · · · · 0
0 · · · · 0
 , i = 1, · · · , m
For each wi consider the pair of linear mappings ui, vi : C
m −→ C, where ui =
(0, · · · , 0︸ ︷︷ ︸
i−1
, 1, 0, · · · , 0) and vi = (0, · · · , 0︸ ︷︷ ︸
i−1
, ai, 0, · · · , 0). For these mappings we
have that wi =
1
2
(u∗i vi − v
∗
i ui). Hence, we obtain that any diagonal matrix
w can be represented as w =
∑
i
Ω(ui, vi), where ui, vi : C
m −→ C. Now,
recall that for any antisymmetric operator w : Cm −→ Cm there exists a
unitary transformation τ : Cm −→ Cm, such that τwτ−1 is diagonal. If
τwτ−1 =
∑
i
Ω(ui, vi), then consider the operators u˜i = uiτ and v˜i = viτ . We
have that w =
∑
i
Ω(u˜i, v˜i). 
Consider the holonomy of the connection A = ϕ∗dϕ from the point of view
of the geometric control theory. First of all, let us recall some definitions and
facts from the geometric control theory (see [7]).
Definition 2 (Control Group). Let I be any non-empty set. Consider
the set of finite sequences of the type ((t1, i1)(t2, i2), . . . , (tp, ip)) with entries
from the set R× I. Introduce the following reduction rules
• In any such sequence, the entries of the type (0, k) are removed;
• If ik = ik+1, then the segment (tk, ik)(tk+1, ik+1) is replaced by the item
(tk + tk+1, ik).
Applying the above reduction procedures, to any sequence, we obtain a non-
reducible sequence, after a finite number of steps. The set of non-reducible
sequences of the elements of the set R × I is called the control set corre-
sponding to the set I. We denote the set of such sequences by C(I). The
elements of the set C(I) are called the controls.
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From any two elements of the control set C(I), s1 and s2, we can con-
struct a new one by concatenation s1s2 and then by reduction of the result
– Red(s1s2). The mapping from the set C(I)× C(I) to C(I):
(s1, s2) 7→ Red(s1s2)
defines a group structure on the control set C(I). The uital element in this
group is the empty sequence. Further, the product of the elements s1 and
s2 we denote by s1s2 or s1 · s2.
For any control s = ((t1, i1), · · · , (tn, in)) ∈ C(I) and a real number a ∈ R,
define the control a · s as
a · s = ((at1, i1), · · · , (atn, in))
Any set of controls {s1, s2, . . . , sp} ⊂ C(I), defines a mapping
φs1s2...sp : R
p −→ C(I)
as
(a1, . . . , ap) 7→ (a1 · s1, . . . , ap · sp), ∀ (a1, . . . , ap) ∈ R
p
Define the topology on the set C(I) as the strongest topology for which, all
the mappings
{
φs1···sp | p ∈ N, si ∈ C(I), i = 1, . . . , p
}
are continuous.
The differential structure on the topological space C(I) is defined as fol-
lows: any map f : C(I) −→ R is differentiable if and only if all the maps
f ◦ φs1···sp : R
p −→ R, are differentiable.
Definition 3 A dynamical polysystem on a smooth manifold M , con-
trolled by the group of control C(I) is called a smooth left action of the
group C(I) on the manifold M . For any point x ∈ M , the set C(I)x =
{sx | s ∈ C(I)} is called the orbit of the point x.
Any element i ∈ I defines a one parameter group of diffeomorphisms
ϕit :M −→M, ϕ
i
t(x) = (t, i)x
which, itself, generates a vector field X i on the manifold M . The family
of vector fields {Xi | i ∈ I} is called the infinitezimal transformations of the
dynamical polysystem (M,C(I)).
Conversely, for any family of vector fields {Xi | i ∈ I} on a smooth mani-
fold M , the formula
(t1, i1) · · · (t1, i1)x = (ϕ
i1
t1
◦ · · · ◦ ϕintn)(x)
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where ϕi1t1 , . . . ϕ
in
tn are the elements of the one-parameter groups of diffeomor-
phisms corresponding to the vector fields Xi1 , . . . , Xin , defines a dynamical
polysystem controlled by the group C(I).
To summarize, we can say that there is a one-to-one correspondence be-
tween the dynamical polysystems and the families of vector fields.
Further, for any subset of vector fields X on a smooth manifold M , the
dynamical polysystem controlled by the group C(X) will be denoted also by
C(X).
One of the purposes of the geometric control theory is the investigation
of the accessibility problem: for a given dynamical polysystem C(X), corre-
sponding to some family of vector fields X , find the orbit of a point m ∈M
— C(X)m. Let us formulate the following two fundamental theorems about
the structure of the orbit of a dyanamical polysystem, corresponding to a
family of vector fields.
Theorem 2 (Orbits Theorem. Nagano-Sussmann). Let X be a fam-
ily of vector fields on a smooth manifold M and m is a point on M . Then:
1. The orbit C(X)m is an immersed submanifold in the manifold M ;
2. The tangent space Tx(C(X)m) at a point x ∈ C(X)m is the vector
space generated by the set of vectors {Ad(s)(ux) | s ∈ C(X), u ∈ X}.
For any family of vector fields X , let us denote by Lie(X) the minimal
submodule of C∞(M)-module of vector fields on the manifold M , containing
the family X and closed under the operation of Lie bracket.
Definition 4 A family of vector fields X is called completely nonholo-
nomic or bracket-generating if for each point m ∈ M we have that
Lie(X)m = Tm(M).
The next fundamental theorem of the geometric control theory is, practically,
a corollary of the previous one.
Theorem 3 (Rashevsky-Chow). Let M be a connected smooth manifold,
and let X be a family of vector fields on the manifold M . If the family X is
completely nonholonomic (i.e., Lie(X)m = Tm(M), ∀m ∈M) then the orbit
C(X)m coincides with the entire manifold M , for each point m ∈M .
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Let V be a complex subspace of the Hilbert space H. As before, U(H)
is the group of unitary transformations of the Hilbert space H and u(V ) is
the Lie algebra of the Lie group of unitary transformations of the subspace
V . Consider the following u(V )-valued 1-form on the Lie group U(H):
B = ı∗(g∗dg)ı
where ı denotes the natural immersion mapping ı : V →֒ H and ı∗ is its dual
ı∗ : H −→ V . The value of the form B can be interpreted as the (g−1dg)V V
component of the opertor g−1dg ∈ u(H) in the decomposition
g−1dg =
 (g−1dg)V V (g−1dg)V⊥V
(g−1dg)V V ⊥ (g
−1dg)V⊥V ⊥

corresponding to the decomposition of the Hilbert space H = V ⊕ V ⊥. The
differential form B is left-invariant: for any a ∈ U(H) we have the following
L∗a(B) = ı
∗(g∗a∗adg)ı = ı∗(g∗dg)ı = B
Consider the distribution of tangent subspaces on the manifold U(H)
defined by the equation B = 0, i.e., the subspace of the tangent space at
a point u ∈ U(H) is the kernel of the 1-form B at the point u. As the
differential form B is left-invariant, the distribution X is left-invariant too:
Xgu = L
′
g(Xu). Therefore, the distribution X is of a constant rank. But X
is not an involutive distribution. It follows from the definition of the form
B: the subset of the tangent spce X1 ∈ T1(U(H)), consists of the operators
of the form
f =
 0 −ϕ∗
ϕ 0
 : H = V ⊕ V ⊥ −→ H = V ⊕ V ⊥
If we have two such operators
f1 =
 0 −ϕ∗1
ϕ1 0
 and f2 =
 0 −ϕ∗2
ϕ2 0

and u1, u2 ∈ X are the left-invariant vector fields on U(H), generated by f1
and f2, respectively, we have that
[u1, u2]1 = [f1, f2] =
 ϕ∗2ϕ1 − ϕ∗1ϕ2 0
0 ϕ2ϕ
∗
1 − ϕ1ϕ
∗
2

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Let us denote the family of vector fields defined by the distribution X , also by
X and suppose that the subspce V in the Hilbert spceH is finite-dimensional.
Proposition 6 The family of vector fields X on the manifold U(H) is com-
pletely nonholonomic.
Proof. Let u0 and u1 be any two elements of U(H). We have to show
that there exists such control (t1, X1) · · · (tn, Xn), ti ∈ R, Xi ∈ X , that
exp(t1X1) · · · exp(tnXn)u0 = u1.
As the distribution X is left-invariant, we can assume that u0 = 1. Con-
sider the fiber bundle π : Isom(V,H) −→ Grm(H), where m = dim(V ),
and the connection form A = ϕ∗dϕ on it. As it follows from the the-
orem about the holonomy algebra of the connection A, any two points
ϕ0, ϕ1 ∈ Isom(V,H), can be connected by a piece-wise smooth curve
Φ : [0, 1] −→ Isom(V,H), Φ(0) = ϕ0, Φ(1) = ϕ1
Assume that ϕ0 and ϕ1 are such that ϕ0(v) = v and ϕ1(v) = u1(v), ∀ v ∈ V .
Consider the fiber bundle π⊥ : Isom(V ⊥,H) −→ Grm(H), the fiber of which
at a point W ∈ Grm(H) is Isom(V
⊥,W⊥). Consider two points ϕ⊥0 , ϕ
⊥
1 ∈
Isom(V ⊥,H), such that ϕ⊥0 (x) = x and ϕ
⊥
1 (x) = u1(x), ∀ x ∈ V
⊥. It is clear
that ϕ0⊕ϕ
⊥
0 = 1 and ϕ1⊕ϕ
⊥
1 = u1. On the manifold Grm(H) we have a curve
α : [0, 1] −→ Grm(H), α = πΦ, for which α(0) = V and α(1) = u1(V ). Let
Φ⊥ : [0, 1] −→ Isom(V ⊥,H) be such lifting of the curve α that Φ⊥(0) = ϕ⊥0
and Φ⊥(1) = ϕ⊥1 . It is clear that
{
u(t) = (Φ + Φ⊥)(t) | t ∈ [0, 1]
}
is a piece-
wise smooth family of unitary transformations of the Hilbert space H, such
that u(t)ϕ0 = Φ(t), u(0) = 1, u(1) = u1, t ∈ [0, 1]. As the curve Φ is
horisontal, we obtain that ϕ∗0u
∗u˙ϕ0 = 0. Hence, we obtain that the piece-
wise smooth curve u(t), t ∈ [0, 1], connects the points u0 = 1 and u1 in U(H),
and at the same time is an integral curve of the dynamical polysystem X on
the Lie group U(H). 
.
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8 The Action of the Group U(H) on the Prin-
cipal Bundle Isom(Cm,H). Schro¨dinger
Equation and Berry Phase
Any element g of the unitary group U(H) acts on the total space Isom(Cm,H)
as ϕ 7→ gϕ, and on the base Grm(H) as X 7→ g(X) (or, on the language of
projectors: P 7→ gPg−1). These two actions are correlated:
π(gϕ) = gπ(ϕ), ∀ϕ ∈ Isom(Cm,H) and ∀ g ∈ U(H)
It other words, the unitary transformation of the Hilbert space H defines an
automorphism of the principal bundle π : Isom(Cm,H) −→ Grm(H). The
connection form A = ϕ∗dϕ is invariant under the action of such automorpism
(gϕ)∗d(gϕ) = ϕ∗g−1gdϕ = ϕ∗dϕ
For any element u of the Lie algebra u(H), we have a one-parameter subgroup
of the group U(H)generated by u — {exp(tu), t ∈ R}. The action of this
group on the total space Isom(Cm,H) defines a vector field û, which can
be described as ûϕ = u ◦ ϕ, ∀ϕ ∈ Isom(C
m,H). The action of this group
on the base Grm(H), defines a vector field uˇP = [u, P ], ∀P ∈ Pm(H) ∼=
Grm(H) which is the Hamiltonian vector field corresponding to the function
u˜ : Grm(H) −→ R defined as u˜(P ) = i · trace(u
∗ ◦ P ) (see 23). The tangent
vector uˇ at a point X ∈ Grm(H), can be described as uˇX = uXX⊥ , where
uXX⊥ ∈ Hom(X,X
⊥) is a component in the decomposition
u =
 uXX −u∗XX⊥
uXX⊥ uX⊥X⊥
 : H = X ⊕X⊥ −→ H = X ⊕X⊥
As the actions of the group U(H) on the total space and the base are com-
patible, we have that π′(uˆ) = uˇ.
Remark 4 This can be checked directly:
π(ϕ) = ϕϕ∗ ⇒ dπ = dϕϕ∗ + ϕdϕ∗ ⇒
⇒ dπ(uˆ) = uϕϕ∗ + ϕ(uϕ)∗ = uϕϕ∗︸︷︷︸
pi(ϕ)
−ϕϕ∗︸︷︷︸
pi(ϕ)
u = [u, π(ϕ)]
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As the action of the group U(H) preserves the connection form A, we have
that Luˆ(A) = 0, where Luˆ denotes the Lie derivation by the vector field uˆ.
Remark 5 It can be checked directly:
Luˆ(A) = d(A(uˆ)) + (dA)(uˆ, ·) =
= d(ϕ∗uϕ) + (uϕ)∗dϕ− dϕ∗(uϕ) = dϕ∗uϕ+ ϕ∗udϕ− ϕ∗udϕ− dϕ∗uϕ = 0
The vertical component of the vector field uˆ is measured by the connection
form A and is
ϕA(uˆ) = ϕϕ∗uϕ = π(ϕ)uϕ (27)
Therefore, the horizontal component of the vector field uˆ at the point ϕ ∈
Isom(Cm,H) is
uϕ− π(ϕ)uϕ = (1− π(ϕ))uϕ (28)
It is clear that in the expression 27, the term π(ϕ) is the projection operator
on thesubspace Im(ϕ) ⊂ H and the term 1 − π(ϕ), in the expression 28, is
the projection operator on the subspace Im(ϕ)⊥ ⊂ H. Let us describe the
vertical and horizontal components of the tangent vector uϕ more explicitly.
For any point ϕ ∈ Grm(H), let
u =
 u11 −u∗21
u21 u22

be the decomposition of the operator u ∈ U(H), corresponding to the de-
composition of the Hilbert space H = Im(ϕ) ⊕ Im(ϕ)⊥. From the formulas
27 and 28, follows that the vertical component of the vector u ◦ ϕ is
u11 ◦ ϕ : C
m −→ Im(ϕ)
and the horizontal component is
u21 ◦ ϕ : C
m −→ Im(ϕ)⊥
Let H(t), t ∈ [0, T ], T > 0 be a time-dependent Hamiltonian, i.e., for any
t ∈ [0, T ], H(t) is an antisymmetric operator on the Hilbert space H. This
can be regarded as a time-dependent C∞-class function (Hamiltonian)
˜H(t) : Grm(H) ∼= Pm(H) −→ R, ˜H(t)(P ) = i · trace(H(t)
∗ ◦ P )
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which, together with the symplectic form (see the formula 22) ω(X ;ϕ, ψ) =
i · trace(ϕ∗ψ + ψ∗ϕ)), defines a time-dependent Hamiltonian vector field on
the Grassmann manifold Grm(H): ham( ˜H(t))P = [H(t), P ], ∀P ∈ Pm(H)
(or equivalently: ham( ˜H(t))X = H(t)XX⊥ ∈ Hom(X,X
⊥), ∀X ∈ Grm(H)),
and the corresponding time-dependent vector field ˇH(t) on the total space
Isom(Cm,H): ˇH(t)ϕ = H(t) ◦ ϕ, ∀ϕ ∈ Isom(C
m,H). The corresponding
differential equation on the space Isom(Cm,H) is
ϕ˙(t) = H(t) ◦ ϕ(t), t ∈ [0, T ] (29)
and the differential equation (Hamiltonian (or Schro¨dinger) equation) on the
Grassmann manifold is
P˙ (t) = [H(t), P (t)], t ∈ [0, T ] (30)
Let P (t), t ∈ [0, T ], P (0) ≡ P0 be a solution of the equation 30 and ϕ(t), t ∈
[0, T ], ϕ(0) ∼= ϕ0 ∈ π
−1(P0) be the corresponding solution of the equation 29,
in the total space Isom(Cm,H). It is clear that π(ϕ(t)) = P (t), ∀ t ∈ [0, T ],
but the curve ϕ(t), in general, is not the horizontal lifting of the curve P (t),
defined by the connection form A = ϕ∗dϕ, because, the tangent vector ϕ˙(t)
has the vertical component — H(t)11 ◦ ϕ(t), which, in general, is different
from zero. This, pure geometric fact has a close relation with the effect,
known in Physics as Berry Phase. The integral curve P (t), t ∈ [0, T ] on the
Grassmann manifold defines two isomorphisms between the fibers π−1(P0)
and π−1(P (T ) ≡ P1):
1. For a point σ ∈ π−1(P0), let ψσ(t), t ∈ [0, T ] be the horizontal curve
such that ψσ(0) = σ and π(ψσ(t)) = P (t), t ∈ [0, T ]. Define an isomor-
phism B1 : π
−1(P0) −→ π
−1(P1) as B1(σ) = ψσ(T )
2. For a point σ ∈ π−1(P0), let ϕσ(t), t ∈ [0, T ] be the solution of the
equation 29, such that ϕσ(0) = σ. Define a mapping B : π
−1(P0) −→
π−1(P1) as B(σ) = ϕσ(T ).
When the Hamiltonian curve P (t) on the Grassmann manifold is closed:
P (0) = P (T ), then the isomorphism B : π−1(P0) −→ π
−1(P0) is known as
the Berry phase and the isomorphism B1 : π
−1(P0) −→ π
−1(P0) is known as
the geometric Berry phase.
We call a Hamiltonian curve P (t) ∈ Grm(H), t ∈ [0, T ] geometric if
the corresponding curve ϕ(t) ∈ Isom(Cm,H), t ∈ [0, T ], in the total space,
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which is the solution of the equation 29 is horizontal; that is for each t ∈ [0, T ]
the tangent vector H(t) ◦ ϕ(t) is horizontal. As the vertical component of
this tangent vector is H(t)11 ◦ ϕ, the curve P (t) is geometric if and only if
H(t)11 = 0 for each t ∈ [0, T ], where H(t)11 : X(t) −→ X(t) is the upper left
component in the decomposition
H(t) =
 H(t)11 −H(t)∗12
H(t)12 H(t)22
 : H = X(t)⊕X(t)⊥ −→ H = X(t)⊕X(t)⊥
Proposition 7 For any curve Q : [0, T ] −→ Grm(H) there exists such a
time-dependent Hamiltonian HQ(t) : H −→ H, t ∈ [0, T ] that the curve Q is
a Hamiltonian curve for HQ(t) and is geometric.
Proof. The tangent vector Q˙(t), for any t ∈ [0, T ] is an element of the
tangent space of the Grassmannian: Q˙(t) ∈ Hom(Q(t), Q(t)⊥). Consider
the time-dependent Hamiltonian
HQ(t) =
 0 −Q˙(t)∗
Q˙(t) 0
 , t ∈ [0, T ]
it is clear that the curve Q : [0, T ] −→ Grm(H) ∼= Pm(H) satisfies the
Hamiltonian (Schro¨dinger) equation Q˙(t) = [HQ(t), Q(t)]. This implies that
the curve Q(t) is Hamiltonian. At the same time, for any t ∈ [0, T ], the
component HQ11 is automatically 0. Therefore, the tangent vectors H
Q ◦ ϕ(t)
for the points ϕ(t) ∈ π−1(Q(t)), t ∈ [0, T ] are “pure horizontal”. 
It is clear that for geometric curves on the base manifold, the two mappings
B and B1 coincide. In other words, for geometric curves the geometric
Berry phase and the Berry phase coincide.
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