Abstract. This paper examines a nonparametric CUSUM-type test for common trends in large panel data sets with individual …xed e¤ects. We consider, as in Zhang, Su and Phillips (2012), a partial linear regression model with unknown functional form for the trend component, although our test does not involve local smoothings. This conveniently forgoes the need to choose a bandwidth parameter, which due to a lack of a clear and sensible information criteria it is di¢ cult for testing purposes. We are able to do so after making use that the number of individuals increases with no limit. After removing the parametric component of the model, when the errors are homoscedastic, our test statistic converges to a Gaussian process whose critical values are easily tabulated. We also examine the consequences of having heteroscedasticity as well as discussing the problem of how to compute valid critical values due to the very complicated covariance structure of the limiting process. Finally, we present a small Monte-Carlo experiment to shed some light on the …nite sample performance of the test.
INTRODUCTION
One of the oldest issues and main concerns in time series is perhaps the study and modelling of their trend behaviour. The literature is large and vast, see for instance an overview by Phillips (2001) , or more recently by White and Granger (2011) on some practicalities regarding trends for the purpose of, say, prediction. A huge amount of the literature has focused on the topic of stochastic vs. deterministic trends. On the other hand, more recently there has been an interest on how analysis of macroeconomic data may bene…t from using cross-sectional information. One of the earliest works is given by Phillips and Moon (1999) on testing for unit roots in panel data, see also the recent work on macroeconomic convergence by Phillips and Sul (2007) , and Breitung and Pesaran (2008) for a survey on stochastic trends in panel data models. Recently there has also been a surge of interest on examining deterministic trending regression models. Among others and in a context with spatial dependence, see Robinson (2011a) who considers nonparametric trending models or Robinson (2011b) for a general parametric model where the trending regressors are of a non polynomial type t with > 1=2. On the other hand, semiparametric models have been considered, see Gao and Hawthorne (2006) and in panel data models by Atak, Linton and Xiao (2011) or Zhang, Su, Xu and Phillips (2012) or Degras, Xu, Zhang and Wu (2012) . The work by Atak et al. (2011) assumes that the number of cross-section units is …nite although the trending regression functions are common among the di¤erent units. On the contrary, the latter two references allow for the number of cross-section units to increase without limit and they consider a test for common trends, or, in the language of panel data analysis for homogeneity/poolability. This paper belongs to the latter framework. More speci…cally, we are concerned with testing for common trends in the partial panel linear regression model y it = 0 x it + m i (t=T ) + it , i = 1; :::; n; t = 1; :::; T ,
where fx it g t 1 , i 2 N + , are k vector of exogenous variables, m i (t=T ) is left to be of unknown functional form, i are the individual …xed e¤ects and the error terms f" it g t 1 , i 2 N + , are sequences of zero mean random variables, possibly heteroscedastic. We shall remark that the reason not to introduce …xed time e¤ects in (1:1), is because the tests are invariant to its presence, see ( This hypothesis testing can be put into a much broader context of testing for equality among a set of curves, such as the conditional expectation and/or the dynamic structure in time series. More generally, our hypothesis can arise when we wish to decide how similar two or more groups of individuals are. When the number of curves is …nite, there is a substantial literature. Relevant examples are the classical poolability test in panel data, see Hsiao (1986) and references therein, for parametric models, and Baltagi, Hidalgo and Li (1996) in a nonparametric scenario. In a time series context, we can mention the work by Detter and Paparoditis (2008) and references there, where the interest is to decide whether the covariance structure is the same across the sequences. Nowadays due to the amount of available data, it is not unrealistic to consider the number of series large or that they increase without limit. Among the latter framework, we can cite Jin and Su (2010) and Degras et al. (2012) and in a partially linear regression model the work by Zhang et al. (2012) .
Also it worth mentioning the recent work by Hidalgo and Souza (2013) who tested if the dynamic structure across sequences is the same.
It is worth noting that we can generalize our model (1:1) as
where, as in Pesaran and Tosetti (2011) or more recently Bryan and Jenkins (2013), d t has the interpretation of being a sequence of observed common e¤ects/factors across individuals. See also Galvao and Kato (2013) , where d t has the meaning of being …xed e¤ects. With this interpretation, if g i (d t ) = g i d t , say, we can regard the latest display model as a panel data with interactive …xed e¤ects, so that our hypothesis becomes g i = g, i.e. we are testing the existence of interactive e¤ects versus a more standard additive …xed e¤ects type of model. Bearing this in mind, we focus nevertheless on the case where d t = t=T merely for historical reasons, although our main results seem to hold true for the last displayed model. We …nish this section relating the results of the paper with the problem of classi…cation with functional data sets, which is a topic of active research. The reason being that this paper tackles the problem of whether a set of curves, that is the trending functions, are the same or not among a set of individual units. Within the functional data analysis framework, this question translates into whether there is some common structure or if we can split the set (of curves) into several classes or groups. See classical examples in Ferraty and Vieu (2006) , although their approach uses nonparametric techniques which we try to avoid so that the issues of how to choose a bandwidth parameter and/or the "metric"to decide closeness are avoided. With this in mind, we believe that our approach can be used for a classi…cation scheme. For instance, in economics are the trend components across di¤er-ent industries the same? In the language of functional data analysis, this is a problem of supervised classi…cation which is nothing more than a modern name to one of the oldest statistical problems: namely to decide if an individual belongs to a particular population. The term supervised refers to the case where we have a "training" sample which has been classi…ed without error. Moreover, we can envisage that our methodology can be extended to problems dealing with functional data in a framework similar to those examined by Chang and Ogden (2009).
The remainder of the paper is organized as follows. In the next section, we introduce the test statistics and their limiting distributions in a model without the regressors x it . Section 3 considers the model (1:1), and we explicitly examine the consequences when we allow for heteroscedasticity, that is E (" it ) = 2 i for i 2 N + . We show that the limiting process has quite a messy covariance structure to be of any use with real data sets. Because of this, we then examine a transformation to overcome the latter concerned. Section 4 describes the local alternatives for which the tests have non trivial power and their consistency. We also describe and show the validity of a bootstrap version of the test, as our simulation results illustrate that tests based on a subset of proposed statistics yield a very poor …nite sample performance, see Table 2 . Section 5 presents a Monte Carlo experiment to get some idea of the …nite sample performance of our tests. Section 6 concludes and …nally we con…ne the proofs to the Appendix.
TESTING FOR HOMOGENEITY
As a starting point we shall …rst provide a test for common trends in the absence of exogenous regressors x it . Our motivation comes from the fact that the results of Section 3 are then much easier to follow after those given in Theorems 1 and 2 below. So, we begin with the model y it = m i (t=T ) + it , i = 1; :::; n; t = 1; :::; T ,
with both n and T increasing to in…nity. The null hypothesis H 0 is
and the alternative hypothesis H 1 becomes
3) where = fi : ( i ) > 0g with i = f 2 [0; 1] : m i ( ) 6 = m ( )g and "jAj" denotes the cardinality of the set A and ( ) denotes the Lebesgue measure of the set . denotes the set of individuals i 1 for which m i ( ) is di¤erent from the "common"trend m ( ), and thus =: (n) represents the proportion of sequences i 1 for which m i ( ) 6 = m ( ). One feature of (2:3) is that can be (asymptotically) negligible. More speci…cally, as we shall show in Section 4, the test has nontrivial power under local alternatives such that = O n 1=2 . This situation when & 0 can be of interest if we want to decide whether a new set of sequences share the same trending behaviour as the existing ones, or for "supervised classi…cation" purposes.
Before we state our results, let's introduce some regularity conditions. Condition C1: f" it g t2Z , i 2 N + , are sequences of zero mean independent random variables with E" 2 it = 2 and …nite fourth moments. In addition, the sequences f" it g t 1 and f" jt g t 1 are mutually independent for all i 6 = j. Condition C2: The functions m i ( ) are bounded for all i 2 N + . Condition C1 is standard, although stronger than we really need for our results to follow. An inspection of our proofs indicate that the results would follow provided some type of "weak"dependence in both time and/or crosssectional dimensions. The only main di¤erence, being that the asymptotic covariance structure of our statistics will be a¤ected by its dependence. So, for simplicity and to ease arguments, we have decided to keep C1 as it stands. It is worth emphasizing that we do not assume that the sequences f" it g t2Z , i 2 N + are identically distributed, although their …rst two moments are constant, although we shall discuss the consequences of allowing for heteroscedasticity in Section 3 below.
Regarding Condition C2, we notice that we do not need any type of smoothness condition on the trend functions m i ( ). We require only that they are bounded, although strictly speaking this is only needed when examining the consistency and local power of the tests.
Let's introduce now some notation used in the sequel of the paper. For arbitrary sequences f& it g T t=1 , i 1, we de…ne
For presentation reasons we shall consider separately the cases i = 0 and i 6 = 0. The arguments needed in the latter case are lengthier, but they are based on those given when i = 0. The motivation to introduce the quantities (2:5) and (2:6) is that, under the null hypothesis H 0 , it holds that y t = m (t=T ) + " t . So,
which do not depend on the trend function m ( ) and they have zero mean. However, under the alternative hypothesis, e m i (t=T ) and e m 0 i (t=T ) will develop a mean di¤erent than zero, suggesting that tests based on (2:5) and (2:6) will have the usual desirable statistical properties.
Hence, following ideas in Brown, Durbin and Evans (1975), we base our test for homogeneity on 
where (a 1^a2 ) = min (a 1 ; a 2 ). We also introduce two-parameter process B (r; u) = W (r; u) uW (r; 1) . Theorem 1. Assuming C1, under H 0 , we have that as T; n ! 1,
The case with individual …xed e¤ects i . When the individual …xed e¤ects i 's are present in (2:1), we need to modify both Q T;n;r;u and Q 0 T;n;r;u , as we need to remove them from the model. To that end, for all r; u 2 [0; 1], consider
.
Let's introduce the two-parameter Gaussian process 
where a 1 _ a 2 = max (a 1 ; a 2 ). The process B 0 (r; u) is known as the Brownian pillow.
Theorem 2. Assuming C1, under H 0 , we have that as T; n ! 1
W (r; u) ; r; u 2 [0; 1]: (2.10) We now comment brie ‡y on the results of Theorems 1 and 2. The …rst point to notice is that, as we mentioned in the abstract, we are able to avoid local smoothing in the estimation of the functions m i ( ), being the key that both n and T increase to in…nity. We notice that both p T nU 0 T;n;r;u and p T n Q 0 T;n;r;u have the same asymptotic behaviour, which is not the case for p T nU T;n;r;u and p T n Q T n;r;u . This is somehow expected after we notice that both y it
j=1 y jt and the term inside the braces in the de…nition of U 0 T;n;r;u have the same structure, more speci…cally they behave as martingale di¤erence sequences. We just remark that y it it := y it y t ; e (2) it := y it y t y i + y , depending on whether the model does not have or has individual …xed e¤ects. As we mentioned earlier, under the H 0 , we have that
Proposition 1. Assuming C1, under H 0 , as n; T ! 1, we have that
Proof. The proof is standard and so it is omitted.
Proof. The proof follows by standard arguments using the continuous mapping theorem, Theorems 1 and 2 and Proposition 1, so it is omitted.
One functional often employed to implement the test is the "sup", that is p T n sup
jW (r; u)j;
which corresponds to a Kolmogorov-Smirnov type of test.
Critical values for the supremum of absolute value of the three limiting processes are provided in Table 1 for various signi…cance levels, which have been simulated with 20000 iterations. 
TEST OF COMMON TRENDS
We now revisit our model of interest (1:1). Recall that under the null hypothesis we can write (1:1) as
It is obvious that if were known, the problem of testing for homogeneity would be no di¤erent from that examined in Section 2. That is, we would test homogeneity in the model
replacing y it there by it . However is unknown, so given an estimator b , we might then consider instead
Thus, it is sensible to consider U T n;r;u and U 0 T n;r;u but with b it replacing y it there. More speci…cally, for r; u 2 [0; 1], we de…ne
So, we now look at how to estimate the slope parameters in (3:1). For that purpose, given a generic sequence f& it g i 1;t 1 and denoting by
:::; n; t = 1; :::; T , so that we estimate by least squares methods, that is
Observe that & it removes the common trend and the …xed e¤ects.
Condition C3: For all i 2 N + , fx it g t2Z are k-dimensional sequences of independent random variables mutually uncorrelated with the error sequences f" it g t2Z , where
and …nite fourth moments. Condition C4: T; n ! 1 such that T =n 2 ! 0. We have the following two results.
Theorem 4. Assuming C1 to C4, under H 0 , as T; n ! 1 we have that for any continuous functional g ( ),
where
A typical continuous functional g ( ) employed is the supremum, that is
jW (r; u)j , which corresponds to a Kolmogorov-Smirnov type of statistic.
Remark 1.
The results of the previous theorem indicates that knowledge of does not a¤ ect the asymptotic behaviour of our test.
3.1. Unequal variance 2 i . We now look at the problem of testing for homogeneity with possible heterogeneous second moments in the error term. More speci…cally, we are concerned with testing for homogeneity when Condition C5: For all i 2 N + , f" it g t2Z are sequences of random variables as in C1 but such that
We can be tempted to write Condition C5 in a more traditional format as saying that E " 2 it j x it = 2 (x it ). However, Condition C3 implies that the latter conditional variance would not play any relevant role on the asymptotic behaviour of any continuous functional of either b U T;n;r;u or b U 0 T;n;r;u , in the sense that the asymptotic behaviour is that given in Theorem 4 but with a di¤erent scaling . On the other hand, this is not the case though, if the unconditional variance of f" it g t2Z is as stated in Condition C5 as Theorem 5 below shows. It is also worth mentioning that it is obvious how to handle the situation where we allow for trending variances, say 2 i = 1 + 2 i , as long as < 1. This relaxation of C5 is trivial and it only complicates the notation and arguments. Finally, similar caveats appear if C5 we modi…ed to say that E" 2 it = 2 t . However, to save space we decided to keep C5 as it stands.
Let's introduce the following notation
Theorem 5. Assuming C3 and C5, under H 0 we have that as n; T ! 1,
where G 0 (r; u) and G (r; u) are Gaussian processes with covariance structures (r 1 ; u 1 ; r 2 ; u 2 ) given in (7:16) below and
respectively.
The results of Theorem 5 indicate that to obtain asymptotic critical values on functionals based on (T n) 1=2 b U 0 T;n;r;u and (T n) 1=2 b U T;n;r;u appear to be a daunting task. This is in view of the very complicated and complex covariance structure of the latter two processes. To overcome this type of problem, we envisage a procedure based on a transformation of b U 0 T;n;r;u or b U T;n;r;u in such a way that the transformed statistics will have a known (or at least simpler) covariance structure.
Denote the estimator of 2 i by
It is quite standard in view of C3 and C5 to show that b 2 i is a (pointwise) consistent estimator for 2 i for all i = 1; :::; n, and under C3 and C5 and under su¢ cient moment conditions, it is easily shown that
So, for instance we modify b U 0 T;n;r;u to
A similar transformation is obtained for b U T;n;r;u . Now, Theorem 3 implies that the right side of (3:5) is
uniformly in r; u 2 [0; 1]. Now, if we would have i instead of b i , the right hand side of the last displayed equation would be then what we had in Theorems 2 or 4, but with 2 replaced by 1 there, as we had that " it = i satis…es C1 but with unit variance. So, if
uniformly in r; u 2 [0; 1], we then conclude that the modi…cation given by b U ] T n;r;u leads to a statistic with a known covariance structure.
To that end, we …rst observe that by (3:4) and that E sup`= 1;:::;q ja`j
, we have that
The latter uniform convergence, as opposed to pointwise consistency. But (3:6) is the case, because by Taylor's expansion,
From here, suitable regularity conditions on how n and T increase to in…nity and somewhat lengthy but routine algebra lead us to the claim in (3:6) and conclude that the transformation of b U 0 T n; ; given in b U ] T n;r;u will overcome the problematic issue of how to tabulate valid asymptotic critical values for our test.
ASYMPTOTIC PROPERTIES UNDER LOCAL ALTERNATIVE HYPOTHESIS. BOOTSTRAP
As usual, it is important to examine the behaviour of any test under alternative hypothesis and ultimately under local alternatives. We begin with the discussion under local alternatives, the consistency of the tests being a corollary. To that end, consider
where % i ( ) is di¤erent than zero in i = , a set of positive Lebesgue measure, 1=2 and I (n) Cn 1=2 , where C is a …nite positive constant. It is worth remarking that we have assumed that is the same for all i 1 for notational simplicity. However in the Monte Carlo simulations we shall examine what happens with the power of the test when, given a particular alternative hypothesis, we permute the order of the cross-section units, see Table 8 .
We begin with the test based on the statistic U T;n;r;u leaving the case with regressors x it for later. Proposition 2. Under H l with = 1=2 and I (n) = Cn 1=2 , assuming C1 and C2, we have that
Proof. By de…nition we have that
The second term on the right of the last displayed equality known as the drift function, is
So, we have that after we normalize U T;n;r;u by (T n) 1=2 the latter displayed expression becomes
Observe that we can interchange the limit in n and the integral using Lebesgue dominated convergence because j% i (u)j C for all i 1. Recall that C2 implies that the functions % i ( ) are bounded. This concludes the proof of the proposition.
One immediate conclusion that we draw from Proposition 2 is that our tests detect local alternatives shrinking to the null hypothesis at a parametric rate O T 1=2 n 1=2 . A question of interest can be if test based on U 0 T n;r;u can detect local alternatives when < 1=2 and/or I is a …nite integer. This type of alternatives can be useful for the purpose of, say, classi…cation or whether we wish to decide if a new set of individuals, i I, shares the "common" trend function m ( ).
To that end, we notice that the drift function in (T n) 1=2 U T n;r;u becomes
So, if n / T 1 2 , the drift function is nonzero and hence the test based on U T n;r;u , and similarly for U 0 T;n;r;u , have no trivial asymptotic power. Another easy conclusion from Proposition 2 is that under …xed alternatives, since
1=2 kU T;n;r;u k 1 ! P 0, so that tests based on U T;n;r;u are consistent, so is U 0 T;n;r;u . We now discuss the local power for the model (3:1). We begin by discussing the consequences on the asymptotic properties of the least squares estimator of . To that end, recall that (3:1) under local alternatives with = 1=2 and I (n) = Cn 1=2 becomes
we have that standard manipulations yields
But as we can take Ex it = 0, the only consequence on the asymptotic behaviour of (T n) 1=2 b is that the asymptotic variance will have an additional term coming from
; , which is di¤erent than zero under …xed alternative hypothesis, whereas under the local alternatives it is clear to be o p (1) implying that the behaviour of (T n) 1=2 b is unchanged. The only condition for the latter is that % i ( ) is square integrable. See our comments after Corollary 2 below.
We now discuss the behaviour of b U T;n;r;u under the local alternatives in (4:1).
Corollary 2.
Under H l with = 1=2 and I (n) = Cn 1=2 and assuming C1 C4, we have that
Proof. The proof follows easily in view of (4:2), comments that follow and Proposition 2, so it is omitted.
Corollary 2 then indicates that, as it was the case under the null hypothesis, the behaviour of the test is unaltered by the estimation of the slope parameters under the local alternatives.
Finally, we need to discuss the consistency of the test(s). But this is a natural consequence of Proposition 2 and Corollary 2. The only di¤erence, but this does not a¤ect the consistency of the test, is that the distribution of b is di¤erent as it will have an additional term in its asymptotic variance coming from the asymptotic variance of …rst term on the right of (4:2), which by standard arguments yield to the expression
Again regarding the tests based on (T n) 1=2 b U 0 T;n;r;u , we obtain the same type of conclusion proceeding as with (T n) 1=2 b U T;n;r;u .
Bootstrap of the test.
In this subsection, we provide a valid bootstrap algorithm for our tests. In particular our main concern is to do so for the tests based on b U T;n;r;u (and Q T;n;r;u ) as our Monte-Carlo experiment suggests a poor …nite sample performance, especially when compared to those of b U 0 T;n;r;u (and Q 0 T;n;r;u ). To that end, because by C1 the errors " it are i.i.d., Efron's naive bootstrap would be appropriate. The bootstrap will have the following 3 STEPS : STEP 1 : For each i = 1; :::; n, denote by f" it g T t=1 a random sample of size T from the empirical distribution of fb " it g t 1;i 1 , where
Observe that by de…nition P n i=1 P T t=1 b " it = 0. STEP 2 : We compute our bootstrap panel model as y it = x 0 it b + " it , i = 1; :::; n; t = 1; :::; T , and the bootstrap least squares estimator as
x it y it .
STEP 3 : Obtain the least squares residuals
b , i = 1; :::; n; t = 1; :::; T and then compute the bootstrap analogues of b U T;n;r;u and b U 0 T;n;r;u with b it replacing b it there. That is, for r; u 2 [0; 1], we de…ne
Theorem 6. Assuming C1 to C4, under the maintained hypothesis, as T; n ! 1,
, (in probability).
We then have the following result.
Theorem 7. Assuming C1 to C4, under the maintained hypothesis as T; n ! 1 we have that for any continuous functional g ( ),
MONTE CARLO STUDY
We now present results of a small Monte-Carlo study to shed some light on the …nite sample performance of our tests based on the statistics Q T;n;r;u , Q 0 T;n;r;u , U T;n;r;u and U 0 T;n;r;u . All throughout the study, the results reported are based on 1000 iterations. The sample sizes used were T; n = 20; 30; 50.
We will only present the results for model (1:1), as those for (2:1) are qualitatively the same. So, we consider (1:1) given by y it = 0 x it + m i (t=T ) + it , i = 1; :::; n; t = 1; :::; T ,
where i ; N (0; 1); i = 1; ; n 1 with n = P n 1 j=1 j and m(t=T ) = 2 log(1 + (t=T ) 2 ). Recall that under H 0 m i (t=T ) = m (t=T ). For " it , we consider i:i:d: standard normal random variable as is the case for the regressors x it and = 2. In all the tables b Q and b Q 0 stands the test in Section 3 with i = 0 and the sup norm. Similarly, b U and b U 0 are those with i as de…ned above. Table 2 reports the Monte Carlo size at the 10%, 5% and 1% nominal size, whereas Tables 3 to 8 reports the power of the di¤erent tests. Table 2 suggests that the sizes of the test based on the asymptotic distribution are pretty good even for small samples for those tests based on the statistics b Q 0 and b U 0 . However, the …nite sample performance of the tests based on Q and U are very poor, in particular when we compare it with the performance obtained with b Q 0 and b U 0 . Due to its poor small sample performance, we decided to employ bootstrap methods to see if we can improve it. The table suggests that bootstrap test de…nitely improves the …nite sample performance, being now tests based on, say, b Q or b Q 0 very similar on their behaviour.
Our next experiment deals with the power of the tests. We have considered four di¤erent settings of heterogeneity in the trend function m i .
Setting A (single break point). Let b denote the break point, for which values 0:5n and 0:75n were tried. For i = 1;
; b, we set m(t=T ) = 0 for t = 1;
; T =2 and m(t=T ) = 1 for t = 1+T =2; ; T . For i = b+1; ; n, we set m(t=T ) = 2 log(1+(t=T ) 2 ), which ranges from 0 to around 1.4. Tables 3-4 report the Monte Carlo power of the 10%, 5% and 1% tests under this setting. 
0.992 0.98 0.926 0.996 0.985 0.904 2500
Setting B (three break points). Let b 1 = 0:25n; b 2 = 0:5n; b 3 = 0:75n be three break points. For i = 1; ; b 1 and i = b 2 + 1; ; b 3 , we set m(t=T ) = 0 for t = 1;
; T =2 and m(t=T ) = 1 for t = 1 + T =2; ; T .
; b 2 and i = b 3 +1; ; n, we let m(t=T ) = 2 log(1+(t=T ) 2 ). Table 5 report the Monte Carlo power of the 10%, 5% and 1% tests under this setting. 
0.99 0.971 0.902 0.993 0.976 0.918 2500
Setting C (single break point with linear trend functions). Let b denote the break point, for which values 0:5n and 0:75n were tried. For i = 1; ; b, we set m(t=T ) = 1 + t=T , while for i = b + 1; ; n, we set m(t=T ) = 2 + 2t=T . Tables 6-7 report the Monte Carlo power of the 10%, 5% and 1% tests under this setting.
In Settings A and B above, the ordering of the i index was such that the break points neatly divide the sample into subgroups of the same trend functions. However, it is plausible in the real data that the ordering of i index is not so informative. This motivated us to consider the following setting.
Setting D (random permutation). For i = 1;
; n=2, we set m(t=T ) = 0 for t = 1;
; T =2 and m(t=T ) = 1 for t = 1 + T =2; ; T , while for i = 1 + n=2;
; n, we let m(t=T ) = 2 log(1 + (t=T ) 2 ). After data has been generated, the i index was shu-ed using random permutation. Table  8 report the Monte Carlo power of the 10%, 5% and 1% tests under this setting.
Across all settings, the Monte Carlo power results seem broadly similar between tests based on asymptotic and bootstrap critical values. Also, as 
0.999 0.999 0.99 0.999 0.998 0.985 2500 
0.891 0.822 0.637 0.902 0.834 0.57 2500
with the size results, the presence of regressor and the resulting need for the …rst stage estimation of the parameter has not much altered the Monte Carlo power results between the simple and partial linear models. The results improved with increasing sample sizes and the reported Monte Carlo powers were close to 1 at T; n = 50 in all settings. For both settings A and C which use a single break point, power performance was better when the break was at 0:5n compared to when it was 0:75n. This is to be expected, since the former break point represents a In Setting D, where the ordering of the i index was disturbed, the Monte Carlo results di¤er between particular realisations of the random permutation of i index and the ones reported in the tables appear to be quite standard. Monte Carlo power results are poorer for this setting when compared to others, highlighting the e¤ect of the ordering of i index on our test statistics. It is encouraging that the power results improves considerably as the sample size increases even in this setting.
CONCLUSIONS
In this paper we have described and examined a simple test for common trends of unspeci…ed functional form as the number of individuals increases. We were able to perform the test without resorting to nonparametric estimation techniques so that we avoid the uneasy issue of how to choose a bandwidth parameter in a testing procedure like ours. We have allowed the panel regression model to have covariates entering in a linear form. We discuss the consequences that the estimation of the slope parameters may have in the asymptotic behaviour of the test, …nding that there were no consequences, so that the asymptotic behaviour of the test is not altered by the estimation of the parameters.
There are several interesting issues worth examining as those already mentioned in the introduction. One of them is how we can extend this methodology to the situation where the sample sizes T i for the di¤erent sequences of individual units i = 1; :::; n, are not necessarily the same. We believe that the methodology in the paper can be implemented after some smoothing has been put in place, for instance, via splines. A second relevant extension is what happens when the errors exhibit cross-sectional and/or time dependence. We conjecture that, after inspection of our proofs, the main conclusions of our results will still hold true if they are "weakly"dependent. However, the technical details to accomplish this and in particular those to obtain a consistent estimator of the asymptotic variance might be cumbersome and lengthy. We envisage, though, that it is possible to obtain a simple computational estimator of the long run variance of the test via bootstrap methods using results given in Section 3, together with those obtained by Chang and Ogden (2009). However the details are beyond the scope of this paper.
APPENDIX

Proof of Theorem 1.
Proof. We …rst notice that under H 0 , we have that (a) Q T;n;r;u = 1 T n
We begin with part (b). To show weak convergence in (2:8) we need to establish convergence of …nite dimensional distributions and tightness. To that end, we …rst we establish that as T; n ! 1,
we have p T nQ 0 T;n;r;u =
Now, C1 and standard arguments imply that
if i 1 6 = i 2 and t; s. So, we have that
which completes the proof of (7:1). Next, we establish that the …nite dimensional distributions (…di) of Q 0 T;n;r;u converge to those of W (r; u). As usual because the Cramer-Wold device, we only need to show the convergence in distribution of
for any …xed r and u. We have already shown in (7:1) that V ar( p T nQ 0 T;n;r;u ) ! 2 ru. On the other hand, it is well known that for any …xed t,
and as Z nt and Z ns are independent by C1, we conclude that
So, we have established the CLT when we take sequentially the limits in n and then in T . However, we need to show that this is the case when they are taken jointly. To that end, it su¢ ces to verify that Z nt satisfy the generalized Lindeberg-Feller condition: for any > 0, as T; n ! 1,
see Theorem 2 in Phillips and Moon (1999), being a su¢ cient condition
Proceeding as we did to show (7:1), 
" jt ; :::;
So the su¢ cient condition (7:4) holds true and hence p T nQ 0 T;n;r;u =) d W (r; u). To complete the proof of part (b), we need to show tightness. For that purpose, de…ne an increment of Q 0 T;n;r;u as follows. For 0 r 1 r 2 1 and 0 u 1 u 2 1,
A su¢ cient condition for tightness, see Bickel and Wichura (1971) , is
where we can assume that n 1 u 2 u 1 and T 1 r 2 r 1 since otherwise the inequality in (7:5) would hold trivially. Now, proceeding as we did with (7:1), we have that the left side of (7:5) is 
On the other hand, the …rst term of (7:6) is also bounded by the far right side of the last displayed inequality. So this concludes the proof of the tightness condition and so part (b) of the theorem. We now look at part (a). The proof of part (a) proceeds similarly, if it is not easier, to that given in part (b) once we observe that p T nQ T;n;r;u = 1 p T n
so that it is omitted.
Proof of Theorem 2.
Proof. As in the proof of Theorem 1, we shall only handled explicitly part (b), the proof of part (a) being similarly handled. Using (7:2) and then that
z is , (7.8) the notation given in the proof of Theorem 1, we have that
Before we look at the structure of the second moments of U 0 T;n;r;u , it is worth emphasizing that if t 6 = s for all i; j E (w it w js ) = 0. Bearing this in mind together with (7:3), we then have that
because by de…nition of w it and C1, E w 2 it = Ez 2 it (t= (t 1)). Next, we examine the convergence in distribution of
As we argued in the proof of Theorem 1, for any …xed t, we have that
From here we obtain that
since the sequence
i=2 w it are independent in t by C1. However, we need to show that (7:9) also holds when the limit in n and T is taken jointly. To that end it su¢ ces to show that
but the left side of the last displayed expression is 
So, we conclude that (7:9) also holds when the limits are taking jointly.
To …nish the proof it remains to verify the tightness condition of
To that end, and proceeding as in the proof of Theorem 1, it is enough to show that for 0 r 1 r 2 1 and 0 u 1 u 2 1,
where we have assumed that { i = 0 as the left side of the last displayed equality is invariant to the value of { i . It is clear that the asymptotic behaviour of the left side of the last displayed equality is given by that of
To show that (7:10) converges in distribution to a normal random variable we employ Theorem 2 of Moon and Phillips (1999). But, Proof. First by de…nition, we have that
So compared to what we had in the case of no regressors x it , we have now the extra term b
But, as we can consider the situation where E (x it ) = { i 0 without loss of generality as E x it = 0, we can easily conclude that
Indeed this is the case because for each r; u 2 [0; 1] we have
by ergodicity. On the other hand, the tightness condition of X nT (r; u) proceeds as that in Theorem 3. Thus, we conclude that
From here the proof of the theorem follows in a straightforward fashion.
Proof of Theorem 5.
Proof. As we have done with the results in Theorem 1 and 3, we shall explicitly deal with the proof of part (b), part (a) being similarly handled.
To that end, we …rst notice that we still have that (T n) 1=2 b ! d N 0; 2 1 . Next, proceeding as in the proof of Theorem 4, and using the notation in (7:2) and (7:8), we have that
uniformly in r; u 2 [0; 1]. However Condition C5 will yield to the fact that, say E (z it z jt ) can be di¤erent than zero even when i 6 = j. Indeed for, standard algebra gives that
using the notation (ij) = i^j and (ij) + = i _ j. On the other hand,
So, the latter two displayed expressions indicate that the covariance structure of (T n) 1=2 b U 0 T;n;r;u di¤ers from when the second moments of " it are the same. Due to this, we now proceed to characterize the covariance structure of (T n) 1=2 b U 0 T;n;r;u , that is
E (w it w jt ) (7.14) by (7:13). Now, E (w it w jt ) = E into the second term on the right of (7:15) is O log n log T T , so that the behaviour of second term on the right of (7:15) is given by that of ; .
Hence we conclude that the right side of (7:14) is governed by + log i nu 2 + log i nu 1 log i nu 2 .
(7.16)
Next that the …di of (T n) 1=2 b U 0 T;n;r;u converge in distribution to a Gaussian random variable with mean zero and variance (r; u; r; u) = r lim However the proof of the last displayed inequality is almost routine by C3. This concludes the proof of part (b) of the theorem. The proof of part (a) follows similarly after we notice that
This concludes the proof of the theorem.
Proof of Theorem 6.
Proof. By de…nition of b we have that
So it su¢ ces to show that
2 (in probability).
Arguing as we did in the proof of Theorem 4, say, it is clear that we only need to show that
2 (in probability). n and T are taking jointly. To that end, it su¢ ces to verify that W nt satisfy the generalized Lindeberg-Feller condition: for any > 0, as T; n ! 1, On the other hand the …rst term of (7:21) is also bounded by the right side of (7:21) . So this concludes the proof of the tightness condition and part (a) of the theorem.
