Abstract. In this article, we study the monoid of fractional ideals and the ideal class semigroup of an arbitrary given one dimensional normal domain O obtained by an infinite integral extension of a Dedekind domain. We introduce a notion of "upper semicontinuous functions" whose domain is the maximal spectrum of O equipped with a certain topology, and whose codomain is a certain totally ordered monoid containing R. We construct an isomorphism between a monoid consisting of such upper semicontinuous functions satisfying certain conditions and the monoid of fractional ideals of O. This result can be regarded as a generalization of the theory of prime ideal factorization for Dedekind domains. By using such isomorphism, we study the Galois-monoid structure of the ideal class semigroup of O.
Introduction
The ideal class semigroup of a commutative ring, which is a quotient of the monoid of fractional ideals by principal fractional ideals, has been studied by some authors, for instance, by Bazzoni-Salce ( [BS] ), Bazzoni ([Ba1] - [Ba3] ), Zanardo-Zannier ([ZZ] ) and Konomi-Morisawa ([KM] ). In particular, Konomi and Morisawa studied the ideal class semigroups in number theoretic, and Galois theoretic setting: In [KM] , they gave a description of the structure of the ideal class semigroups of the ring of integers in the cyclotomic Z p -extension of Q by using the Picard group, which is a group consisting of the classes of invertible fractional ideals. Motivated by their work, in this article, we study the monoids of fractional ideals and the ideal class semigroups of arbitrary one dimensional normal domains which are obtained by infinite extension of Dedekind domains.
Let us fix our notation. Throughout this article, let o be a Dedekind domain which is not a field. We denote by K the fractional field of o. Let L/K be an algebraic extension of fields. We denote by O the integral closure of o in L. In our setting, the extension degree of L over K may be infinite. So, the ring O is not Noetherian in general. In particular, the ring O may not be a Dedekind domain.
Let us recall the monoid of fractional ideals. We call a non-zero O-submodule I of L a fractional ideal of O if there exists an element d ∈ L × such that dI ⊆ O. We say that a fractional ideal I of O is an invertible fractional ideal (or an invertible ideal for short) if there exists a fractional ideal J of O satisfying IJ = O. In particular, principal fractional ideals, which are fractional ideals of the form aO for some a ∈ L × , are invertible. Note that there may exist a fractional ideal of O which is not invertible since O may not be a Dedekind domain in our setting. We denote the set of all fractional (resp. invertible fractional and principal fractional) ideals of O by F (O) (resp. I (O) and P (O)). By the multiplication of ideals, the sets F (O), I (O) and P (O) become abelian monoid. Moreover, the monoids I (O) and P (O) are groups.
For a monoid M, we say that an element a ∈ M is von Neumann regular (or regular for short) if there exists an element b ∈ M satisfying a = aba. We denote by Reg M the subset of M consisting of all the regular elements. Since F (O) is an abelian monoid, the set Reg F (O) becomes a submonoid of F (O). By definition, all invertible fractional ideals are contained in Reg F (O).
In this article, we study the ideal class semigroup Cl(O) of O and its regular part Reg Cl(O) via the following topological, and valuation theoretic approach. Note that by prime ideal factorization, the fractional ideals of a Dedekind domain are parameterized by discrete valuations corresponding to non-zero prime ideals. In this article, in order to study fractional ideals of O, we shall generalize this theory by using topological terminology. We shall introduce a totally ordered monoid R = R × {0, 1}, and define the notion of R-valued upper R-semicontinuous functions on the maximal spectrum m-Spec O equipped with a certain new topology called Krull-like topology. (See Definition 4.1.) By using an abelian monoid S In particular, we can show that if O has the finite character property, namely if every non-zero element of O is contained in at most a finite number of maximal ideals, then F induces an isomorphism
where P runs through all maximal ideals of O such that the image of an additive valuation v P : L × −→ Q corresponding to P is dense in R. (See Corollary 2.9.) For examples for the cases when O does not have the finite character property, see §6.
If L/K is Galois, then the Galois group G := Gal(L/K) naturally acts on the monoids F (O) and S u 0,b (O; V ). We can show that the isomorphism F preserves the action of G. So, by using the isomorphism F , we can study the Galois-monoid structure of Cl(O)/ Pic(O). (For details, see Corollary 2.12, Corollary 2.13 and examples in §6.) Our results can be regarded as a generalization of "modulo the Picard group" version of the results of Konomi and Morisawa [KM] . Note that in order to describe not only Cl(O)/ Pic(O) but also Cl(O) by using the isomorphism F , we need to know some additional information on the image of the principal fractional ideals by F . (For instance, see Remark 2.14, that explains the result by Konomi and Morisawa [KM] , and examples in §6.)
In §2, we state the precise statement of our results, and give some remarks on them. In §3, we study the basic properties of upper R-semicontinuous functions. In §4, we study the topological space m-Spec O equipped with the Krull-like topology. In §5, we prove our main theorem, namely Theorem 2.1, the main part of whose assertion is the existence of the isomorphism F . In §6, we observe two examples of the ideal class semigroups described by the isomorphism F . The first one is the Tate module covering of an elliptic curve over C, and the second one is the maximal real abelian extension of Q.
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Main results
Let o, L/K and O be as in §1. In this section, we shall state our main results. In §2.1, we state the precise statement of the existence of the isomorphism F referred in §1, which becomes a key of our paper. In §2.2, by using the isomorphism F , we study the structure of the quotient of the ideal class semigroup Cl(O) = F (O)/ P (O) by the Picard group Pic(O) = I (O)/ P (O). In §2.3, we observe the isomorphism F under the assumption that L/K is Galois, and study the Galois-monoid structure of the ideal class semigroup Cl(O).
2.1. Parameterization of ideals. Here, let us state our main results on the parameterization of fractional ideals of O by using "upper R-semicontinuous functions" on m-Spec O. We need to set some notation.
Let R be a commutative ring. We denote by m-Spec R the set of all maximal ideals of R. For a set S, we denote by Fin(S) the collection of all finite subsets of S. For each A ∈ Fin(R), we define U(A) = U R (A) := {p ∈ m-Spec R | A ⊆ p}. Then, we can define a topology on m-Spec R called Krull-like topology in our article, whose open base is given by the collection B(R) := {U(A) | A ∈ Fin(R)}. (For details, see §4.) In order to state our main results, let us briefly introduce the some notation related to "upper R-semicontinuous functions" on m-Spec O which parameterize fractional ideals in our main results.
First, let us introduce the totally ordered monoid R which becomes the codomain of the functions. Put R := R × {0, 1}. By the lexicographic order ≤, we regard R as a totally ordered set. We define the sum of (α, s), (β, t) ∈ R by (α, s) + (β, t) := (α + β, max{s, t}). Then, the triple (R, ≤, +) is a totally ordered abelian monoid. (For details, see Definition 3.1 and Lemma 3.2.)
Take any P ∈ m-Spec O. Here, let us define a submonoid V P of R. We can take a unique additive valuation v P : L × −→ Q corresponding to P which is normalized
(See Definition 4.9.) For convenience, we put v P (0) = +∞. We define V P to be the closure of v P (L × ) in R. Note that we have
We define a subset val p of R by val P := {(α, 0) | α ∈ v P (L × )}, and put
Note that val P and V P are submonoid of R, and moreover val p becomes a group. We define an involution ι on R by ι(α, s) := (−α, s) for each (α, s) ∈ R. The submonoids V P and val P are stable under the action of ι. Let X be a topological space X, and M a submonoid of R. We say that a function f : X −→ R is upper R-semicontinuous if and only if the set f −1 ( R <a ) is open for any a ∈ R. We denote by S u 0,b (X; M) the abelian monoid of all upper R-semicontinuous, bounded, and compactly supported functions on X whose image is contained in M.
(For details, see §3, in particular Definition 3.3 and Lemma 3.10.) If M is stable under the action of ι, then we can define a G-stable submonoid Take any I ∈ F (O). Here, we define a functionf I : m-Spec O −→ R as follows. First, we define a function f I : m-Spec O −→ R by f I (P) := inf{v P (x) | x ∈ I} for each P ∈ m-Spec O. Let Max(I) be the subset of m-Spec O consisting of all the elements P such that the function v P | I : I −→ R has a minimum value, namely there exists an element x ∈ I satisfying f I (P) = v P (x). Note that if P ∈ Max(I), then we have
In §5.1, we shall prove thatf I belongs to S (i) We have a monoid isomorphism
(ii) The image of Reg Remark 2.2 (Normalization of additive valuations). Let P ∈ m-Spec O be any element. Recall that we have normalized the additive valuation v P by v P (K × ) = Z. Here, we explain that this normalization is a key of the upper R-semicontinuity of the functionsf I . Let I ∈ F (O) be any element, and take any x ∈ I ∩ M. Then, for any
, by the normalization v P ′ (K × ) = Z, we deduce that the restriction of v P ′ on K(x) coincides with that of v P , and obtain the inequality 
Moreover, we can show that the equality S 
Note that for any P ∈ m-Spec O, the index (v P (L × ) : Z) is finite since we assume that O is a Dedekind domain, here. So, the isomorphism (2.2) is just the prime ideal factorization.
Example 2.5.
] be the ring of formal power series in the indeterminate T over C, and K := C((T )) the field of formal Laurent series. We define L to be the field of Puiseux series in T over C, namely L :
In this case, the ring O becomes a local ring with the unique maximal ideal P := r∈Q >0 T r O. Clearly, it holds that v P (L × ) = Q, so we have V P = R. Therefore, by Theorem 2.1, we obtain
In this case, the inverse of the map F is given by
where the symbol > ′ s denotes the symbol ≥ (resp. the symbol >) if s = 0 (resp. s = 1).
Note that we have f P = f O = 0. So, the ideals O and P cannot be distinguished only by the R-valued functions f P and f O . This is an essential reason why we introduce functions valued in R. (We also note that Max(P) = ∅, and Max(O) = {P}. So, the R-valued functionsf P andf O are distinct.) By Theorem 2.1, we also deduce that Reg F (O) = F (O), and I (O) ≃ val P ≃ Q. In particular, a fractional ideal I ∈ F (O) is invertible if and only if there exists a rational number α ∈ Q such that I = T α O.
For another example for cases when O has the finite character property, see Remark 2.14, where we give notes on the work of Konomi-Morisawa in [KM] . In 6, we can also see some examples where O does not have the finite character property. 
Then, we define two functors Dom(K) −→ AbMon denoted by F and S respectively as follows.
(
Note that the map res η is a continuous since for any
By the definition of the map F , we deduce that the collection of isomorphisms
forms a natural isomorphism F ≃ − − → S . Indeed, the following assertion is easily verified:
commutes.
Ideal class semigroups.
Here, we shall describe the monoid structure of the ideal class semigroup (modulo the Picard group) by using Theorem 2. Corollary 2.7. The map F induces a monoid isomorphism
, we have V P = val P by definition. So, we obtain the following corollary.
Let us describe the assertion of Corollary 2.7 more simply in the cases when O has the finite character property. By definition, we have
So, by the isomorphisms (2.1) in Remark 2.3, we obtain the following corollary. 
where P runs through all maximal ideals of O satisfying V P = R.
Remark 2.10 (Cliffordness of the ideal class semigroup). Bazzoni have proved that for a given Prüfer domain R, the ideal class semigroup Cl(R) becomes a Clifford semigroup if and only if R has the finite character property ([Ba1] Theorem 2.14).
Since the ring O is a Prüfer domain (see Corollary 5.11), the assertion of Corollary 2.9 can be regarded as refinement of [Ba1] Theorem 2.14 restricted to a special cases when the ring R (= O) is a one dimensional normal domain obtained by an integral extension of a Dedekind domain. We also note that our proof of Corollary 2.9 (via the application of Theorem 2.1) is another proof of [Ba1] Theorem 2.14 for our settings via a topological and valuation theoretical approach. For examples of the cases when Cl(O) = Reg Cl(O) in our situations, see Example 6.1 and Example 6.2.
2.3. Galois equivariant theory. In this subsection, we assume that L/K is Galois, and put G := Gal(L/K). Then, on the one hand, we define the left action of G on F (O) by the usual way, namely (σ, I) −→ σ(I) := {σ(x) | x ∈ I} for each σ ∈ G and I ∈ F (O). Now, let us fix some notation related to Hilbert's ramification theory and valuations. For each p ∈ m-Spec o, we fix a maximal ideal p L of O above p, and denote by D p (resp. by I p ) the decomposition (resp. inertia) subgroup of G at p L . (Since O is integral over o, such maximal ideal p L exists by going up theorem.) The Krull topology on G induces a topology on the quotient set G/D p . We define the left action of G on G/D p by the left translation. Note that G/D p is a space parameterizing the maximal ideals of O lying above p. Indeed, we have the following bijection:
We define the right action of
. Then, clearly, the bijection (2.3) preserves the right actions of G. Later in §4, we also see that the bijection (2.3) is a homeomorphism. (See Corollary 4.6.) Let p ∈ m-Spec o be any element. Take the additive valuation v p,L :
we obtain the natural G-equivariant isomorphisms
where if X is a topological space with a right action ρ of G such that ρ σ : X −→ X is continuous for each σ ∈ G, then we define the left action of G on S u 0,b (X; R) by σg :=g •ρ σ for each σ ∈ G andg ∈ S u 0,b (X; R). The naturality of F noted in Remark 2.6 implies that the action of G is preserved by F . So, by Theorem 2.1, we obtain the following corollary.
Corollary 2.11. The following hold.
(i) The isomorphism F induces a G-equivariant monoid isomorphism
We define quotient monoids
induces the G-actions on Mp and Np . By Corollary 2.7, we immediately obtain the following.
Corollary 2.12. We have a natural G-equivariant isomorphism
Corollary 2.13. If O has the finite character property, then we have
Remark 2.14. Let p be a prime number. If L/K is the cyclotomic Z p -extension of Q, then the G-monoid structure of Cl(O) was studied by Konomi and Morisawa in [KM] . In this case, they proved that
Our Corollary 2.12 and Corollary 2.13 can be regarded as a generalization of their result modulo Pic(O). Note that formal application of Corollary 2.12 and Corollary 2.13 to this case implies only that there exist isomorphisms
The existence of the isomorphism (2.4) follows from the special circumstance in this case that any invertible ideal I of O satisfying I ∩ Z = p n Z for some n ∈ Z is principal.
Remark 2.15 (Underlying monoid structure and topology). For any submonoid M of R, the monoid structure of S 
onto the monoid consisting of all the R-valued continuous (resp. bounded upper semicontinuous) functions on the Cantor set, which contains the restrictions of all the R-valued continuous (resp. bounded upper semicontinuous) functions on the closed interval [0, 1] . (For the existence of such surjections, see Corollary 3.9.) By this observation, it seems that the monoids
Upper R-semicontinuous functions
In this section, we introduce the notion of upper R-semicontinuous functions, and observe their basic properties. First, let us define the monoid R. Definition 3.1. As in §2.1, we put R := R × {0, 1}. We write (α, s) < (β, t) if and only if either of the following holds:
(i) We have α < β.
(ii) We have α = β, and s < t.
For two elements a, b ∈ R, we write a ≤ b if a = b, or if a < b. We define the sum of (α, s), (β, t) ∈ R by (α, s) + (β, t) := (α + β, max{s, t}). As in §2.1, we define an involution ι on R by ι(α, s) := (−α, s) for each (α, s) ∈ R. Throughout this article, we let π 0 : R −→ R and π 1 : R −→ {0, 1} be the projections. For each a ∈ R, we define
By definition, we can easily check the following.
Lemma 3.2. The triple ( R, +, ≤) is a totally ordered abelian monoid. Namely, the set R is an abelian monoid quipped with the monoid law +, and the relation ≤ defined above is a total order on R satisfying a + c ≤ b + c for any a, b, c ∈ M with a ≤ b.
Let X be a topological space, and M a submonoid of R.
Definition 3.3. Letf : X −→ M be any function.
(i) Let x ∈ X. We say that f is upper R-semicontinuous at x if and only if for any α ∈ R withf (x) < α, there exists an open neighborhood W α of x in X satisfying f (y) < α for any y ∈ W α . (ii) We say thatf is upper R-semicontinuous if and only if for any x ∈ X, the functionf is upper R-semicontinuous at x. We denote by S u (X; M) the set of M-valued upper R-semicontinuous functions on X. (iii) We say thatf is compactly supported if and only if there exists a compact subset Y of X such thatf (x) = (0, 0) for any x ∈ X \ Y . We denote by S u 0 (X; M) the set of M-valued compactly supported upper R-semicontinuous functions on X.
(iv) We say thatf is bounded above (resp. below) if and only if there exists an element a ∈ R such thatf (x) ≤ a (resp. a ≤f (x)) for any x ∈ X. Iff is bounded above and below, then we say thatf is bounded. We denote by S Remark 3.4. By definition, we can easily show that a functionf : X −→ M is upper semicontinuous if and only if for any a ∈ R, the setf
Let us see some basic properties of upper R-semicontinuous functions.
Lemma 3.5. Suppose that X is compact. Letf : X −→ M be any function. Iff is upper R-semicontinuous, thenf is bounded above. Moreover, iff is reflexible upper R-semicontinuous, thenf is bounded.
Proof. Suppose thatf is R-semicontinuous. Then, the collection {f
forms an open covering of X. Since X is compact, there exists a finite subset A of R such that X = a∈Af −1 ( R <a ). Since ( R, ≤) is totally ordered, the finite subset A of R has the maximum element. Put a 0 := max A. Then, we obtain X =f −1 ( R <a 0 ).
This implies that X is bounded above. By applying the above arguments to ι •f , we obtain the second assertion.
The following criterion of upper R-semicontinuity is useful. Proof. Suppose thatf is upper R-semicontinuous function on X. Put α := f (x). Let β ∈ R be any element satisfying α < β. In particular, we have β ≥ α. By the Rsemicontinuity off , there exists an open neighborhood W 0 of x such thatf (y) < (β, 0) for any y ∈ W 0 . This implies that f (y) < β for any y ∈ W 0 . So, the functionf satisfies (A). Assume that π 1 (f (x)) = 0. Then, the R-semicontinuity off implies that there exists an open neighborhood W 1 of x such that for any y ∈ W 1 , we havef (y) < (α, 1), namelyf (y) ≤ (α, 0). This implies thatf satisfies (B). Conversely, suppose thatf satisfies (A) and (B). Take any b := (β, t) ∈ R with f (x) < b. First, we assume that π 1 (f (x)) = 1. Then, we have α < β. By the assumption (A), there exists an open neighborhood W 3 of x such that for any y ∈ W 3 , we have f (y) < β. So, we obtainf (y) < (β, 0) ≤ b for any y ∈ W 3 . This implies thatf is upper R-semicontinuous at x. Next, we assume that π 1 (f (x)) = 0. Then, it follows from the assumption (B) that there exists an open neighborhood W 4 of x satisfying (a) and (b). Then, for any y ∈ W 4 , we obtainf (y) ≤ (α, 0) < b. Hencef is R-semicontinuous at x. This completes the proof of 3.6.
By applying Lemma 3.6 tof and ι•f , we immediately obtain the following corollary.
Corollary 3.7. Letf : X −→ M be any function. Put f := π 0 •f : X −→ R. Let x ∈ X be an element. The functionf is reflexible upper R-semicontinuous at x if and only if the following (A) and (B) hold.
By Corollary 3.7, we deduce the following. By Lemma 3.6 and Corollary 3.7, we also obtain the following corollary.
Corollary 3.9. Suppose that M contains π 0 (M) × {1}. For any R-valued continuous (resp. upper semicontinuous) function f : X −→ π 0 (M), there exists an elementf ∈ S u 0,ref (X; M) (resp.f ∈ S 0 (X; M)) such that π 0 •f = f . Proof. Indeed, for given f , we can take the functionf : X −→ M defined byf (x) = (f (x), 1) for each x ∈ X. Lemma 3.10. The set S u (X; M) together with the sum of functions is an abelian monoid.
Proof. Take anyf 1 ,f 2 ∈ S u (X; M). We need to prove thatf 1 +f 2 is upper Rsemicontinuous. Let x ∈ X be any element. Put f i := π •f i for each i ∈ {0, 1}. By Lemma 3.6, the R-valued functions f 1 and f 2 are upper semicontinuous. Since the sum of two R-valued upper semicontinuous functions is also upper semicontinuous, the function f 1 + f 2 is upper semicontinuous. So, by Lemma 3.6, we deduce thatf 1 +f 2 is upper R-semicontinuous at x if π 1 (f 1 (x) +f 2 (x)) = 1, namely if π 1 (f 1 (x)) = 1 or π 1 (f 2 (x)) = 1. Suppose that π 1 (f 1 (x)) = π 1 (f 1 (x)) = 0. Then, by Lemma 3.6, for each i ∈ {0, 1}, there exists an open neighborhood W i of x in X satisfying the following (a) and (b).
(a) We have f i (y) ≤ f i (x) for any y ∈ W i . (b) For any y ∈ W i satisfying f i (y) = f i (x), it holds that π 1 (f i (y)) = 0. Put W := W 1 ∩ W 2 . Then, by definition, the set W is an open neighborhood of x, and f 1 (y) + f 2 (y) ≤ f 1 (x) + f 2 (x) for any y ∈ W . Suppose that y ∈ W satisfies f 1 (y) + f 2 (y) = f 1 (x) + f 2 (x). Then, by the property (a) of the sets W 1 and W 2 , we deduce that f 1 (y) = f 1 (x) and f 2 (y) = f 2 (x). So, for each i ∈ {0, 1} the property (b) of W i implies that π 1 (f i (y)) = 0. Hence π 1 (f 1 (y) +f 2 (y)) = 0. By Lemma 3.6, the sum f 1 +f 2 is also upper R-semicontinuous at x when π 1 (f 1 (x)) = π 1 (f 2 (x)) = 0. This implies thatf 1 +f 2 ∈ S u (X; M). So, the set ∈ S u (X; M) becomes a semigroup. Since S u (X; M) contains the constant function (0, 0), which is the identity of the addition, the semigroup S u (X; M) is a monoid.
The following two corollaries are clear. 
A topology on the maximal spectrum
In this section, we introduce some topological notions related to commutative rings. In §4.1, we define a topology on m-Spec R called Krull-like topology for each commutative ring R, and observe some basic properties. In §4.2, we give some remarks on valuations on O.
4.1. The Krull-like topology. Let R be a commutative ring. As in §2.1, we denote by Fin(R) the collection of all finite subsets of R, and for each A ∈ Fin(R), we put U(A) = U R (A) := {p ∈ m-Spec R | A ⊆ p}. Note that for any A, B ∈ Fin(R), we clearly have A ∪ B ∈ Fin(R), and U(A) ∩ U(B) = U(A ∪ B). So, we can define a topology on m-Spec O whose open base is given by B(R) := {U(A) | A ⊆ Fin(R)}. Definition 4.1. We call the topology on m-Spec R with the open base B(R) the Krulllike topology of m-Spec R. In this article, we always regard m-Spec R as a topological space equipped with the Krull-like topology.
Remark 4.2. Let R be a commutative ring. By definition, the following are clear.
(i) For each P ∈ m-Spec R, the collection {U(A) | A ∈ Fin(P)} forms a fundamental system of neighborhoods of P. (ii) Let R 0 be a subring of R, and I an ideal of R 0 generated by a finite set A I . Then, the set U R (A I ) consists of all the maximal ideals of R containing I. In particular, if I is a maximal ideal of R 0 , then 
Lemma 4.3. We have a homeomorphism
Proof. The bijectivity of the map L is clear since we have the inverse 
This implies that
So, the map L is continuous. Next, let us show that L is an open map. Fix a finite subset A of O, and put 
is a homeomorphism. So, Tychonoff's theorem implies that U(A) is compact. 
where we regard the set p∈m-Spec o G/D p as a topological space equipped with the coproduct topology.
Proof. For each p ∈ m-Spec o, we fix a finite subset A p of the ring o generating the ideal p. By Remark 4.2 (ii), we have U(
As in §2.3, we fix a prime p L of O above p. Then, we have homeomorphisms
where the second homeomorphism is given by (
This implies the assertion of Corollary 4.6.
Recall that the ring O has the finite character property if and only if any non-zero element of O is contained in at most finitely many maximal ideals. Proof. First, suppose that O has the finite character property. Fix any P ∈ m-Spec O, and take any non-zero element x ∈ P. Since O has the finite character property, the open neighborhood U({x}) is a finite set. This implies that m-Spec O is discrete since m-Spec O is Hausdorff. Next, we assume that m-Spec O is discrete. Take any non-zero element x ∈ O. Since U({x}) is compact and discrete, we deduce that U({x}) is finite. Hence O has the finite character property.
4.2.
Valuations on the ring O. Let P ∈ m-Spec O be any element. Here, let us introduce an additive valuation v P : L × −→ Q corresponding to P. Take any M ∈ IF fin (L/K). We put P M := P ∩ M, and we denote by o P,M the localization of of o M at P M . Since o P,M is a DVR, we have a unique additive valuation v P,M :
For convenience, we put v P,M (0) = +∞. By the normalization (4.1), the following obviously holds.
Definition 4.9. We define the function v P :
. By Lemma 4.8, the value v P (x) does not depend on the choice of the field M containing x. Let us assume that O does not have the finite character property. Then, there exists an element P ∈ m-Spec O which is a limit point. We define a functionf : m-Spec O −→ R byf (P ′ ) = (0, 0) (resp.f (P ′ ) = (1, 0)) if P ′ = P (resp. P ′ = P). Then, we havẽ
Proof of Theorem 2.1
In this section, we prove Theorem 2.1. In §5.1, we construct the map F . In §5.2, we prove the assertion (i) of Theorem 2.1, that is, the map is an isomorphism. In §5.3, we show the assertion (iii). In other words, in §5.3, we determine the image of invertible fractional ideals by the map F . In §5.4, we study the image of regular fractional ideals, and complete the proof of Theorem 2.1.
It is convenient to introduce the following notation.
Definition 5.1. For each P ∈ m-Spec O and each M ∈ IF fin (L/K), we define a maximal ideal P M of o M by P M := P ∩ M, and fix a finite subset set A P (M) of the ring o M which generates P M .
5.1. Construction of the map F . Here, let us construct the map F in Theorem 2.1.
Recall that in §2.1, for a given fractional ideal I ∈ F (O), we have defined a functioñ f : m-Spec O −→ R byf
where f I : m-Spec O −→ R is a function given by f I (P) := inf{v P (x) | x ∈ I} for each P ∈ m-Spec O, and Max(I) is a subset of m-Spec O consisting of all the primes P such that the function v P | I has a minimum value. In §2.1, we have also defined S u 0,b (O; V ) to be the set consisting of all the bounded, compactly supported and upper R-semicontinuous functionsg :
is an abelian monoid. Here, let us verify that we can define the homomorphism F :
In order to do this, first, we prove the following lemma.
Lemma 5.2. Let I and J be fractional ideals of O, and p any maximal ideal of o. Then, the following assertions hold.
Proof. Let us show the assertion (i). Fix P ∈ m-Spec O. Take any ε ∈ R >0 . Then, there exist elements x ∈ I and y ∈ J such that v P (x) ≤f I (P) + ε/2, and v P (y) ≤ f I (P) + ε/2. So, we have f IJ (P) ≤ v P (xy) = v P (x) + v P (y) ≤f I (P) +f J (P) + ε. This implies that f IJ ≤ f I + f J . Take any z ∈ IJ, and finitely many elements x 1 , . . . , x n ∈ I and y 1 , . . . , y n ∈ I satisfying z = n i=1 x i y i . Then, we have
This implies that f IJ (P) ≥ f I (P) + f J (P). Hence we obtain the assertion (i).
Let us show the assertion (ii). First, we take an element P ∈ Max(I) ∩ Max(J). Then, there exist non-zero elements x ∈ I and y ∈ J such that f I (P) = v P (x) and f J (P) = v P (y). By the assertion (i), the element xy ∈ IJ satisfies that f IJ (P) = v P (P(xy)). So, we have Max(I) ∩ Max(J) ⊆ Max(IJ). Next, we take any P ∈ m-Spec O satisfying P / ∈ Max(I) or P / ∈ Max(J). Let z ∈ IJ be any element. Take finitely many elements x 1 , . . . , x n ∈ I and y 1 , . . . , y n ∈ J satisfying z = n i=1 x i y i . Since P does not belong to Max(I) ∪ Max(J), we have
Hence no element z ∈ IJ satisfies the equality v P (z) = f IJ (P). This implies that P / ∈ Max(IJ). So, we obtain Max(I) ∩ Max(J) ⊇ Max(IJ).
By Lemma 5.2, we obtain the following corollary.
Corollary 5.3. For any I, J ∈ F (O), we havef IJ =f I +f J .
Next, we prove the following lemma.
Proof. It suffices to show that the functionf I : m-Spec O −→ R is bounded, upper R-semicontinuous, and compactly supported. First, we prove thatf is compactly supported. Take a non-zero element
Note that K(x, y)/K is a finite extension, and o ′ is a Dedekind domain. We define a subset Σ of m-Spec o ′ by
Then, the Σ is finite. Since o ′ is Noetherian, for each p ∈ Σ, we can take a finite subset A p of o ′ generating p. Since the set p∈Σ A p is finite, Corollary 4.4 implies that the set U := p∈Σ U(A p ) is compact. If q ∈ m-Spec O is not contained in the compact set U, then we have f I (P) = f dI (P) = 0 and P ∈ Max(I) ∩ Max(dI) since P ∩ o ′ is prime to I ∩ o ′ and do ′ . This implies thatf is compactly supported. Note that we can also deduce that the image of f dO is a finite set as follows For any P ∈ U, the function f dO is constant on the open neighborhood
. So, the function f dO is locally constant. Since f dO is compactly supported, the image of f dO is a finite set.
Next, let us prove thatf I is bounded below. Take an element d ∈ L × satisfying dI ⊆ O. Then, the function f dI is non-negative, in particular, bounded below. By the assertion (i), we have f dI = f I + f dO . Note that f dI = f I + f dO is non-negative, in particular bounded below. So, the function f I = f dI − f dO is bounded since the image of the function f dO is finite. Hencef I is also bounded.
Let us show thatf I is upper R-semicontinuous. Fix any element P ∈ m-Spec O, and take any ǫ ∈ R >0 . By the definition of f I , there exists an element x ∈ I satisfying
So, the R-valued function f I is upper semicontinuous. By Lemma 3.6, we deduce that f I is upper R-semicontinuous at P if P / ∈ Max(I). Suppose that P ∈ Max(I). Then, we can take the above x ∈ I to satisfy that f I (P) = v P (x). Similarly to above, we again put M := K(x), and A := A P (M). Take any P ′ ∈ U(A). As we have seen above, the inequality (5.1) holds. Moreover, if f I (P ′ ) = f I (P), then it holds that f I (P ′ ) ∈ Max p (I) since the inequality (5.1) implies that f I (P ′ ) = v P (x) = v P ′ (x). So, by Lemma 3.6, we deduce thatf I is also upper R-semicontinuous at P if P ∈ Max(I). Hencef is upper R-semicontinuous everywhere.
Sincef is upper R-semicontinuous, and sincef is compactly supported, Lemma 3.5 implies thatf is bounded above. This completes the proof of Lemma 5.4. By Corollary 5.3 and Lemma 5.4, we obtain the following.
Proposition 5.5. There exists a monoid homomorphism
Remark 5.6. Suppose that L/K is Galois, and take any P ∈ m-Spec O. For any σ ∈ G and P ∈ m-Spec O, we have v σ −1 (P) = v P • σ. So, by definition, the map F preserves the action of G := Gal(L/K). Namely, for any σ ∈ G, we havef σ(I) =f I •ρ σ −1 , where
Parameterization of fractional ideals.
Here, let us show that the map F constructed in the previous subsection is an isomorphism, in particular that F is injective and surjective. In order to show this, let us set some notation, and prove some preliminary results.
Recall that we have defined R := R × {0, 1}. We denote by π 0 : R −→ R and π 1 : R −→ {0, 1} the projections. 
Lemma 5.8. Letg ∈ S u 0,b (O; V ) be any element. We define a function g := π 0 •g, and a subset C :
(ii) Take any P ∈ m-Spec O, and put A P := A P (M). We denote by o M,P the localization of o M at P M . We define e = e M (P M ) :
Note that e −1 Z is discrete, and g is bounded. So, the rational α M (P M ) is defined after we choose A P . Since U(A P ) coincides with the set consisting of the primes containing P M , the rational α M (P M ) depends only on the ideal P M of o M . In other words, we have a function m-
Since the functiong is compactly supported, we can take a finite set B ∈ Fin(O) such that the values ofg are constantly equal to (0, 0) outside U(B). We define p) . By definition, we have I = J. So, the assertions (i) and (ii) of Lemma 5.8 hold.
Lemma 5.9. Let I be any fractional ideal I of O, and p a maximal ideal of o.
Proof. We put J := I M (f I ). By definition, we have I ∩ M ⊆ J. So, it suffices to show that I ∩ M ⊇ J. Take any P ∈ m-Spec O, and put A P := A P (M). We denote by o M,P := o M,P M the localization of o M at P M . In order to prove Lemma 5.9, it suffices to show that (I ∩ M)o M,P ⊇ Jo M,P . We set α := α M (P M ) as in Lemma 5.8. By the definition of α, for any P ′ ∈ U(A P ), we can take a non-zero element
Let M ′ ∈ IF fin (L/K) be the field generated by the finite set {x P ′ | P ′ ∈ T } over M. Let Σ M ′ be the set of all primes of o M ′ lying above P M . For each p ∈ Σ M ′ , we put e
, and e := (v P (M × ) : Z), where P ′ is a prime of O above p. Note that e ′ p is independent of the choice of P ′ above p. For any p ∈ Σ M ′ , we have
2), and by the prime factorization
Here, the last equality follows from Lemma 5.8 (ii). Hence we obtain I ∩ M ⊇ J.
Corollary 5.10. Let I and J be fractional ideals of O. We have I = J if and only if we havef I =f J , namely f I = f J and Max(I) = Max(J).
Proof. Suppose thatf I =f J . Then, by Lemma 5.9, we have
Now, let us show the assertion (i) of Theorem 2.1, namely that the map F in Proposition 5.5 is an isomorphism.
Proof of Theorem 2.1 (i). It suffices to show that F is a bijection. The injectivity of F follows from Corollary 5.10. Let us show that F is surjective. Take anyg ∈ S u 0,b (O; V ). Put g := π 0 •g, and Ξ := (π 1 •g) −1 (0). We define I := I L (g). Then, let us show thatf I =g, namely that f I = g, and Max(I) = Ξ. First, let us show that f I = g. By definition, it holds that f I ≥ g. So, it suffices to show that f I,p ≤ g p . Take any P ∈ m-Spec O. Fix any ε ∈ R >0 . Since g is upper semicontinuous at P, there exists a finite set A 0 ∈ Fin(O) contained in P such that
We take a field M ∈ IF fin (L/K) containing K(A 0 ) which satisfies the following condition ( * ).
( * ) If the fixed prime P satisfies that
Put A 1 := A P (M). Then, by Remark 4.2 (ii), we have U(A 1 ) ⊆ U(A 0 ). So, by the inequality (5.3) and Lemma 5.8 (ii), we deduce that there exists an element x ∈ I ∩ M satisfying v P (x) < g(P) + 2ε. Hence we obtain f I (P) ≤ g(P). Let us show the assertion (b). By definition, it holds that Max(I) ⊆ Ξ. So, it suffices to show that Max(I) ⊇ Ξ. Take any P ∈ Ξ. Put α := g(P).
. By the upper R-semicontinuity ofg, there exists an a subset
. We put A 3 := A P (M ′ ). Then, similarly to above, we deduce that U(A 3 ) ⊆ U(A 2 ). So, by Lemma 5.8 (ii), there exists an element
. Hence we obtain P ∈ Max(I). This implies that Max(I) = Ξ. Now we have proved the assertions (a) and (b). So, we obtainf I =g. Therefore, the map F is surjective.
5.3. Parameterization of invertible fractional ideals. Recall that in §2.1, we have also defined S u 0,b (O; val) to be the set consisting of all the bounded, compactly supported and reflexible upper R-semicontinuous functionsg : m-Spec O −→ R satisfyingg(P) ∈ val P . Here, let us show the assertion (iii) of Theorem 2.1. Namely, we shall prove that a fractional ideal I of O is invertible if and only iff I belongs to S u 0,ref (O; val) . Proof of Theorem 2.1 (iii). First, suppose that an invertible fractional ideal I ∈ I (O) is given. Let J be the inverse of I. Take any P ∈ m-Spec O. Lemma 5.2 (ii) implies that Max(I) ∩ Max(J) = Max(O) = m-Spec O. So, we can take x ∈ I and y ∈ J satisfying v P (x) = f I (P) and v P (y) = f J (P). Let A be a finite subset of O ∩ K(x, y) which generates the ideal P ∩ K(x, y). Let P ′ ∈ U(A) be any element. Then, we have
. By combining with Lemma 5.2 (i), we obtain
Therefore we have f I (P ′ ) = f I (P) and f J (P ′ ) = f J (P). This implies that the function f I is locally constant. Hencef is contained in S Let us show that I is invertible. Since the functionf is compactly supported, we can take a finite set B ∈ Fin(O) such that the values off are constantly equal to (0, 0) outside U(B). Since f I is locally constant, and since Max(I) = m-Spec O, for each P ∈ U(B), there exist elements B P ∈ Fin(P) and x P ∈ I such that f I (P ′ ) = v P (x P ) for any P ′ ∈ U(B P ). We may replace B P by B P ∪ {x P ′ } (if necessary), and suppose that x P ∈ B P . Since the collection {U(B P ) | P ∈ U(B)} forms an open covering of a compact set U(B), We can take a finite subset T ⊆ U(B) such that {U(B P ) | P ∈ T } covers U(B). Let M ∈ IF fin (L/K) be the field generated by P∈T B P over K(B). We define J M := P∈T o M x P . Lemma 5.8 and Corollary 5.10 implies that
M O is the inverse of I = J M O, the ideal I is invertible. In the above arguments, the equality (5.4) implies that iff I belongs to S We put g := π 1 •g. So, we obtain f I = −g. Since the functions f I and g are upper semicontinuous, we deduce that f I is also continuous.
By Lemma 3.7, in order to prove thatf I ∈ S u 0,ref (O; V ), it is sufficient to show that for each P ∈ Max(I), there exists an open neighborhood W P of P such that f I | W P is constant. Fix any P ∈ Max(I), and put α := f I (P). By (5.5), we have Max(I) ⊆ (π 1 • g) −1 (0). So, by the upper R-semicontinuity off I andg, there exists an open neighborhood W P of P such that for any P ′ ∈ W P , all of the following hold.
(a) We havef I (P ′ ) < (α, 1), namelyf I (P ′ ) ≤ (α, 0). (b) We haveg(P ′ ) < (g(P), 1), namelyg(P ′ ) ≤ (g(P), 0).
Since we have f I = −g, we deduce by (a) and (b) that for any P ′ ∈ W P , we havẽ f I (P ′ ) = α. So, we obtainf I ∈ S 
Examples
In this section, we shall introduce the ideal class semigroup of the ring O for some (o, L/K) described by using Theorem 2.1.
Example 6.1 (Tate module covering of elliptic an curve). Let E be an elliptic curve over C, and put Λ := H 1 (E(C), Z). We fix an isomorphism E(C) ≃ C/Λ of complex Lie groups, and identify E(C) with C/Λ via the fixed isomorphism. Fix a prime p. Take any m ∈ Z ≥0 . Let (p m ×) E : E −→ E be the multiplication by p m isogeny, and put E[p m ] := Ker(p m ×) E . Here, we denote by E m the scheme E over E whose structure map is given by (p m ×) E . We put E In this situation, by using the natural isomorphism Pic 0 (E) ≃ E(C), we can describe the image of P (O) in p Loc(T p (E); Z) by F . For each m ∈ Z ≥0 , we put Then, we obtain the isomorphisms P ≃ P (O) and In [Ku] , Kurihara proved that Pic(O) = 0. Hence by Corollary 2.7, we obtain isomorphisms Cl(O) ≃ p MpZ and Reg Cl(O) ≃ p NpZ .
