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1 はじめに
本研究では，技術革新が進んでいる深層学習を用いて会話文
章の要約を行い，要約された文章から発話対象の抱いている心
象風景の可視化を目的とする．
2 提案手法
2.1 全体の構成
2.2節，2.3節で述べる文章要約モデルと画像生成モデルを組
み合わる．入力文章として，会話文章を入力し，不必要な情報を
無くし画像生成の精度向上を図るため要約を行う．その後，要
約文をキャプションとして画像生成を行うことで，発話対象の
想像している心象風景の可視化を行うという流れである．
2.2 会話文章の要約
会話文章の要約モデルとして，Pointer-Generator Networ-
ks[1]を用いる．このネットワークは，対話文章生成モデルであ
る Sequence to Sequence[2]に，単語の分布と Attentionによる
入力単語の分布を組み合わせ，未知語を入力文から出力可能に
する Pointer-generator Network と，同一単語の繰り返しにペ
ナルティをかけて学習させて繰り返しを防止する Coverage を
組み込んだものである．これにより，抽象要約の文章生成に関
する評価スコアを従来手法より大きく向上させた．
2.3 文章から画像生成
要約文章から画像生成を行うモデルとして，Attentional Gen-
erative Adversarial Networks[3] を用いる．このネットワーク
は，敵対的生成ネットワークであるGenerative Adversarial Net-
works[4] を 3 つ扱うことで高解像度化を図るとともに，Deep
Attentional Multimodal Similarity Model[3]を用いることで，
画像の領域と単語の意味の関連性を計算する．よって，従来手
法より関連性が高い部分を描写することができ，細部まで表現
可能にしている．
3 計算機シミュレーション
3.1 問題設定
本実験では，入力する文章を会話文章ではなく，先ずは非会
話文章を用いて，結果の確認を行うこととする．そのため学習
に用いるデータセットは，文章要約のためのデータセットとし
て，ニュースに関する本文と要約がセットになっている CNN-
DailyMail を用いる．画像生成のためのデータセットは，画像
生成モデルの学習時間の短縮のため一つの物体に絞り，鳥に関
する Caltech-UCSD Birds-200-2011と COCO Datasetを用い
る．また，入力用に 10種類の鳥の画像を用意し，それぞれに文
章を用意した．
3.2 実験方法
今回，実装にあたって，Pointer-Generator Networksは Ten-
sorFlow 1.2.1を用い，AttnGANは，PyTorch 0.4.1を用いた．
データセットにて各モデルを学習させた後，10種類の鳥に関す
る文章を要約させ，要約された文章に対してテキスト要約の評
価指標である ROUGEにて評価を行う．その後，要約された文
章を画像生成モデルに渡し，画像生成を行い，ヒストグラム比較
と特徴点マッチングを用いて生成された画像と，元画像との類
似度求める．また，スコアに関して，ROUGEは値が 100に近
いほど正解とする要約文に近くなり，ヒストグラム比較と特徴
点マッチングは値が 0に近いほど元の画像と同じとなる．
3.3 実験結果
本実験で実際に得られた結果の一例として，図 1 を元にした
文章が図 2，図 3 が図 4 を元に生成された画像，表 1 と表 2 が
評価のまとめである．生成画像について，背景画像を無くした
状態で比較すると，元画像との差異は別種の鳥と同程度の差異
があるという評価が得られた．
図 1 元となった画像 図 3 要約文からの生成画像 
There is a large crow on branch of the tree.
Black glossy wings are extending to the tail, which is very beautiful.
Apparently crow looked at a far and seems to hunt.
It’ll seems to hunt with a very sharp claw.
Crows are smart, so they may cooperate with their flock to hunt. 
図 2 元となった画像に対する原文 
black glossy wings are extending to the tail , which is very beautiful
.
it ’ll seems to hunt with a very sharp claw . 
図 4 原文の要約文章
表 1 ROUGE score
ROUGE-1 ROUGE-2 ROUGE-L
CNN-DailyMail 35.37 14.23 32.58
非会話要約文章 51.26 39.96 50.08
表 2 生成画像に対する元画像との類似度比較
ヒストグラム 特徴点マッチング 特徴点マッチング
(KAZE) (ORB)
生成画像 0.6228 2.2519 65.4417
元画像反転 0.0673 2.0482 60.1002
別種の鳥画像 0.4470 2.8770 65.5311
犬の画像 0.4662 2.7343 63.5203
生成画像 +背景除去 0.4060 1.8876 59.6366
元画像反転 +背景除去 0.0606 1.8505 54.3466
別種の鳥画像 +背景除去 0.3483 2.0661 59.7294
犬の画像 +背景除去 0.6096 2.5350 61.3633
4 おわりに
文章要約モデルと画像生成モデルを組み合わせ，心象風景の
可視化モデルの構成を行った．また，非会話文章を入力として，
画像生成を行い，類似度比較を行ったところ，別種の鳥に近いと
いう結果が得られた．今後の課題として，より元の画像に近い
画像が生成されるように情報のロスを少なくする最適な要約手
法，背景などより多くの情報を表現可能な画像生成手法の確立
があげられる．また，会話文章の場合どういう結果が得られる
のかも今後研究していきたい．今後の展望として記憶喪失患者
の想起補助などの，医療への応用や，AIの思考パターンの発展
へとつなげる．
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