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A latent variable transformation model
approach for exploring dysphagia
Anna C. Snavely,a,b*† David P. Harringtonc,d and Yi Lie
Multiple outcomes are often collected in applications where the quantity of interest cannot be measured
directly or is difficult or expensive to measure. In a head and neck cancer study conducted at Dana-Farber
Cancer Institute, the investigators wanted to determine the effect of clinical and treatment factors on unob-
servable dysphagia through collected multiple outcomes of mixed types. Latent variable models are commonly
adopted in this setting. These models stipulate that multiple collected outcomes are conditionally independent
given the latent factor. Mixed types of outcomes (e.g., continuous vs. ordinal) and censored outcomes present
statistical challenges, however, as a natural analog of themultivariate normal distribution does not exist formixed
data. Recently, Lin et al. proposed a semiparametric latent variable transformation model for mixed outcome
data; however, it may not readily accommodate event time outcomes where censoring is present. In this paper,
we extend the work of Lin et al. by proposing both semiparametric and parametric latent variable models that
allow for the estimation of the latent factor in the presence of measurable outcomes of mixed types, including
censored outcomes. Both approaches allow for a direct estimate of the treatment (or other covariate) effect on the
unobserved latent variable, greatly enhancing the interpretability of the models. The semiparametric approach
has the added advantage of allowing the relationship between the measurable outcomes and latent variables to
be unspecified, rendering more robust inference. The parametric and semiparametric models can also be used
together, providing a comprehensive modeling strategy for complicated latent variable problems. Copyright ©
2014 John Wiley & Sons, Ltd.
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1. Introduction
Investigators often collect multiple outcomes in settings where the quantity of interest cannot be mea-
sured directly or is difficult or expensive to measure [1]. In this scenario, each of the measured outcomes
provides information about the unobservable quantity of interest, with each outcome possibly capturing
a different aspect of that quantity. Latent variable models are commonly adopted in this setting. In these
models, the multiple outcomes are assumed to be conditionally independent given a latent factor, where
the latent factor represents the quantity of interest in themodel.Mixed types of outcomes (e.g., continuous
vs. ordinal) are common inmany applications [2] as are censored outcomes. These varying outcome types
present statistical challenges as a natural extension of the multivariate normal distribution for mixed data
does not exist. For example, in a head and neck cancer (HNC) study conducted at Dana-Farber Cancer
Institute (DFCI), the investigators wanted to determine the effect of clinical and treatment factors on dys-
phagia (or difficulty in swallowing) [3]. This goal is challenging, however, because multiple measures
can be used to describe dysphagia. In particular, simply capturing dysphagia through patient reports of
swallowing difficulty may not provide a complete picture of the condition as studies have shown that
patients’ perceptions of swallowing do not always align well with what is observed on video swallow
studies [4]. Also, as HNC patients often require feeding tubes, swallowing may not be tested enough for
patients to know their own swallowing capabilities. Therefore, the investigators collected three objective
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surrogate outcome measures to capture aspects of dysphagia: duration of feeding tube usage, weight loss
after treatment, and diet (liquid, soft, etc.). Feeding tube duration is measured from the end of treatment
to the tube removal. However, as some patients still had a feeding tube at the time of last follow-up,
this outcome is subject to censoring. The other two outcomes are of mixed types; weight loss was mea-
sured on a continuous scale, whereas diet was measured on an ordinal scale. Limited statistical tools for
accommodating such complicated data have hampered proper analyses.
When the measurable outcomes are all continuous, the methods are well developed within the latent
variable paradigm [5, 6]. Some methods also exist in the context of latent variable modeling when the
outcomes are of mixed types; see, for example, [7–12]. However, a limitation of these models for mixed
outcomes is that the relationship between the measurable outcomes and the Gaussian latent variable must
be known a priori. As the latent variable is not observed, there is little guidance for the appropriate rela-
tionship. If the relationship is misspecified, using the common likelihood approaches leads to biased
estimates for the parameters. Recently, Lin et al. [13] proposed a semiparametric latent variable transfor-
mation model to address some of these shortcomings. However, none of the approaches described earlier
allow for survival or event time outcomes where censoring is present.
Extending the work of Lin et al. [13], we propose a class of semiparametric latent variable models
that allows for the estimation of the latent factor in the presence of mixed outcomes types as well as
censored outcomes. Our proposed method allows the relationship between the measurable outcomes and
latent variable to be unspecified, rendering more robust inference, and allows for direct estimation of
the treatment (or other covariate) effect on the unobserved latent variable. We further propose a class of
parametric latent variable models that also handles outcomes of mixed types, including censored out-
comes, and allows for direct estimation of the treatment effect on the unobserved latent variable. The
semiparametric and parametric models are presented together in this paper in order to facilitate making
comparisons between the two approaches and to highlight the idea that the semiparametric approach can
be used to inform a parametric model. In this way, the modeling strategies can be used together, providing
a comprehensive approach for complicated latent variable problems.
Section 2 discusses the semiparametric model, and Section 3 describes the parametric approach.
Section 4 discusses model diagnostics. Simulation results are presented in Section 5, and the HNC study
is analyzed in Section 6. We conclude with a discussion in Section 7.
2. Semiparametric latent variable transformation model
2.1. The model
Suppose there are n subjects, each with p distinct measurable outcomes. For simplicity, we will focus on
the setting where there is a single outcome that is subject to censoring, though the extension to accommo-
date multiple censored outcomes is straightforward. Without loss of generality, we assume that the first
measurable outcome is a continuous event time, denoted by T , which can be censored by a competing cen-
soring variable, denoted by C. We further assume that T and C are independent and that C is independent
of the covariates. Let Yi1 = min(Ti,Ci) andΔi = I(Yi1 = Ti), where I(⋅) is the indicator function. Then, for
each individual i, we observe vectors of covariates Xi1, · · · ,Xip (e.g., age and gender) and Zi (e.g., treat-
ment), a failure indicator Δi, and a vector of measurable outcomes Yi = (Yi1, · · · ,Yip)T . The elements of
Yi are ordered such that the first p1 elements are continuous (with the first element being the event time),
and the remaining p2 = p−p1 elements are ordinal (including binary). The ordinal measurable outcomes
are linked to underlying continuous variables as in [1, 14]. Specifically, let Yuij be a continuous variable
underlying Yij. Then, for the ordinal outcomes, for Yij ∈ {1, · · · , dj}, Yij =
∑dj
l=1 lI(cj(l−1) < Y
u
ij ⩽ cj(l)),
where dj is the number of categories for the jth outcome and cj = (cj(0), · · · , cj(dj))T are unknown thresh-
olds satisfying −∞ = cj(0) < · · · < cj(dj) = ∞. As dj can be close to ∞ as n → ∞, this method could
also accommodate count data. For the measurable outcomes that are already continuous, Yij = Yuij .
Following Lin et al. [13], we relate the continuous or underlying continuous outcomes to the latent
variable (ei) of primary interest through a semiparametric linear transformation model:
H1(Ti) = XTi1𝛽1 + 𝛼1ei + 𝜀i1,
H2(Yui2) = X
T
i2𝛽2 + 𝛼2ei + 𝜀i2,
⋮
Hp(Yuip) = X
T
ip𝛽p + 𝛼pei + 𝜀ip.
(1)4338
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H1 is an unknown non-decreasing transformation function such that H1(0) = −∞ and H2, · · · ,Hp are
unknown non-decreasing transformations that satisfy Hj(−∞) = −∞ and Hj(∞) = ∞ for j = 2, · · · , p.
𝛽 = (𝛽T1 , · · · , 𝛽
T
p )
T is a vector of regression coefficients, 𝛼 = (𝛼1, · · · , 𝛼p)T are factor loadings, ei is
a latent variable for subject i, and 𝜀i = (𝜀i1, · · · , 𝜀ip)T is a vector of independent errors distributed as
N(0, diag(𝜎21 , · · · , 𝜎
2
p)).
Furthermore, additional structure for the latent variable is assumed:
ei = ZTi 𝛾 + 𝜖i, (2)
where Zi records treatment or other covariates, 𝛾 is a vector of unknown regression coefficients,
and 𝜖i is the random error distributed as N(0, 𝜎2e ). In most instances, 𝛾 is the primary parameter for
inference because it relates covariates of interest, such as treatment, to the latent variable (outcome of
interest). We assume that Zi and 𝜖i are independent and that for identifiability, Zi and Xij do not contain
constant terms, 𝜎2e = 1, and 𝜎
2
j = 1 for j = 1, · · · , p [13]. One of the factor loadings is also constrained to
be positive because of the indeterminancy between the factor loadings and the scale of the latent vari-
able [15]. Although related, our model is different from the ordinary random effect models. Random
effects are mainly introduced to describe the unobserved heterogeneity and are usually covariate inde-
pendent, whereas the latent variables, ei, represent specific traits measured by covariates and hence are
covariate dependent.
2.2. Likelihood and estimating equations
For each given yj ∈ {1, · · · , dj}, j = p1 + 1, · · · , p (the ordinal measurable outcomes), let H̃j(yj) =
Hj(cj(yj)), where cj is the unknown upper limit of Yuij when Yij = yj. Because bothHj and Y
u
ij are unknown,
they cannot be identified separately. However, Hj(cj(1)), · · · ,Hj(cj(dj − 1)) provide the distribution of
the observed outcome Yij and can be estimated. In other words, for the discrete measurable outcomes,
estimation of the transformation means estimation of the unknown transformed thresholds. Also, let H̃j =
Hj for the continuous measurable outcomes (for ease of notation), 𝚯 = (𝛽, 𝛼, 𝛾), and ?̃? = (H̃1, · · · , H̃p).
As the error terms in models (1) and (2) are assumed to be normally distributed, the vector of trans-
formed continuous outcomes follows a multivariate normal distribution. However, as not all of the
continuous outcomes are observable, Lin et al. [13] showed that the likelihood for the observed data can
be expressed as
L(𝚯; ?̃?)∝ |Σ22|n∕2 n∏
i=1
∫𝐱[2]∈[2]i
exp
[
−1
2
((
?̃?[1]i
𝐱[2]
)
−Xi𝛽 − 𝛼𝛾TZi
)T
Σ−122
((
?̃?[1]i
𝐱[2]
)
− Xi𝛽 − 𝛼𝛾TZi
)]
d𝐱[2],
(3)
where
Xi = diag(XTi1, · · · ,X
T
ip),
?̃?[1]i =
(
H̃1
(
Yui1
)
, · · · , H̃p1
(
Yuip1
))T
,
?̃?[2]i =
(
H̃p1+1
(
Yui,p1+1
)
, · · · , H̃p
(
Yuip
))T
,
and
[2]i =
p∏
j=p1+1
[
H̃j
(
Yij
)
, H̃j
(
Yij + 1
)]
.
This likelihood arises from the fact that on the basis of models (1) and (2),
?̃?i ≡
(
?̃?[1]
T
i , ?̃?
[2]T
i
)T
∼ N
(
Xi𝛽 + 𝛼𝛾TZi,Σ22
)
,
where Σ22 = 𝛼𝛼T + Ip×p. Here, ?̃?
[1]
i is completely observed, whereas ?̃?
[2]
i is only known to fall in [2]i .
The transformed event time is included in ?̃?[1]i when the time is not censored and is included in ?̃?
[2]
i when
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the time is censored (because now the time is not completely observed). In the case of a censored event
time, the bounds of integration are ([H̃1(Yi1),∞]). These bounds are incorporated in [2]i .
The likelihood (specifically the conditional likelihood given ?̃?) in Equation (3) involves the unknown
transformation functions. For the purposes of estimation, a two-stage approach is used where a series of
estimating equations are utilized to first estimate the transformation functions. The parameter 𝚯 is then
estimated by maximizing the pseudo-likelihood, which is Equation (3) with the transformations replaced
by their estimated values.
Let Yi(t) = I(Yi1 ⩾ t) and Ni(t) = ΔiI(Yi1 ⩽ t). Then H̃1 for the event time outcome can be estimated
using [16]
n∑
i=1
[
dNi(t) − Yi(t)dΛ{H̃1(t) − XTi1𝛽1 − 𝛼1Z
T
i 𝛾}
]
= 0 (t ⩾ 0), (4)
where Λ is the cumulative hazard function for the transformed event time (i.e., the cumulative hazard
for N(0, 𝛼21 + 1)). For computational purposes, the following simpler (but asymptotically equivalent)
estimating equations can be used [16]:
⎛⎜⎜⎜⎜⎜⎝
1 −
∑n
i=1 Yi(t1)Λ{H̃1(t1) − X
T
i1𝛽1 − 𝛼1𝛾
TZi}
1 −
∑n
i=1 Yi(t2)𝜆{H̃1(t2−) − X
T
i1𝛽1 − 𝛼1𝛾
TZi}ΔH̃1(t2)
⋮
1 −
∑n
i=1 Yi(tK)𝜆{H̃1(tK−) − X
T
i1𝛽1 − 𝛼1𝛾
TZi}ΔH̃1(tK)
⎞⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎝
0
0
⋮
0
⎞⎟⎟⎟⎠ , (5)
where t− is the time just before time t,ΔH̃1(t) = H̃1(t)− H̃1(t−), and K is the number of observed events.
The resulting estimate of H̃1(⋅) will be a non-decreasing step function that jumps only at the K observed
event times.
The functions H̃j(yj), j = 2, · · · , p, can be estimated using
n∑
i=1
⎡⎢⎢⎢⎣I(Yij ⩽ yj) − Φ
⎛⎜⎜⎜⎝
H̃j( yj) − (XTij𝛽j + 𝛼jZ
T
i 𝛾)√
𝛼2j + 1
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ = 0, (6)
whereΦ is the standard normal cumulative distribution function. This estimating Equation (6) arises from
considering the ‘marginal’ probability of the event Yij ⩽ yj as described in Lin et al. [13].
The estimator ̂̃Hj(⋅) of H̃j(⋅) is a non-decreasing step function with jumps only at the observed Yij for the
continuous measurable outcomes. For the ordinal measurable outcomes, the transformed thresholds are
estimated through (6). Thus, we have effectively reduced the problem of solving the infinite dimensional
system of equations defined by (5) and (6) to that of solving a finite system of equations.
2.3. Estimation algorithm
To draw inference, we propose a two-stage estimation procedure. Specifically, given 𝚯, Equations (5)
and (6) are used to estimate the transformation functions, H̃j(⋅), (for j = 1, · · · , p ) denoted by H̃(𝚯). The
finite parameters, 𝚯, are then estimated through maximizing the pseudo-likelihood, which is the likeli-
hood function L(𝚯, ?̃?(𝚯)) with the transformations replaced by their estimated values. Iteration between
estimating the transformations and maximizing the pseudo-likelihood continues until convergence.
For implementation, we have used the following steps:
Step 1: Choose initial values for 𝛽, 𝛼, and 𝛾 . Denote these estimates by 𝛽(0), ?̂?(0), and ?̂? (0). Using an
initial estimate of 1 for each of the parameters works well in practice. Picking initial values
of 0 for all of the parameters does not work well.
Step 2: Use the estimating Equations (5) and (6) with 𝛽, 𝛼, and 𝛾 set equal to 𝛽(0), ?̂?(0), and ?̂? (0) to
obtain initial estimates of the transformation functions, ̂̃H(0)j (⋅).
Suppose that we have estimates of 𝛽, 𝛼, 𝛾 , and H̃j(⋅) from the (m − 1)th iteration; denote
these estimates by 𝛽(m−1), ?̂?(m−1), ?̂? (m−1), and ̂̃H(m−1)j (⋅).
4340
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Step 3: Maximize the likelihood (3) with respect to 𝛽, 𝛼, and 𝛾 , replacing H̃j(⋅) with ̂̃H
(m−1)
j (⋅), to
obtain new estimates: 𝛽(m), ?̂?(m), and ?̂? (m). We used the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) method. This is a quasi-Newton method that often performs well for optimization
problems [17].
Step 4: Use the estimating Equations (5) and (6) with 𝛽, 𝛼, and 𝛾 set equal to 𝛽(m), ?̂?(m), and ?̂? (m) to
obtain new estimates of the transformation functions, ̂̃H(m)j (⋅).
Step 5: Repeat steps 3 and 4 until predetermined convergence criteria are met.
2.4. Bootstrap
As the parameter estimates come from maximizing the pseudo-likelihood, likelihood based standard
errors cannot be used for inference because these estimates do not account for the additional variability
that arises from estimating the transformation functions. Therefore, we use the traditional nonparametric
bootstrap to estimate standard errors for the parameters [18].
3. Parametric latent variable transformation model
3.1. The model
We can use the same model structure proposed in (1) and (2) to formulate a parametric latent variable
transformation model. For each continuous or underlying continuous measurable outcome, we assume a
linear transformation. The linear transformations are then linked together through a shared latent variable,
ei. In the parametric approach, the transformation functions will be pre-specified rather than estimated
from the data. The continuous or underlying continuous outcomes can be related to the latent variable
(ei) of primary interest through the following model:
H1(Ti) = XTi1𝛽1 + 𝛼1ei + 𝜀i1,
H2(Yui2) = X
T
i2𝛽2 + 𝛼2ei + 𝜀i2,
⋮
Hp(Yuip) = X
T
ip𝛽p + 𝛼pei + 𝜀ip.
(7)
As in the semiparametric case, 𝛽 =
(
𝛽T1 , · · · , 𝛽
T
p
)T
is a vector of regression coefficients, 𝛼 = (𝛼1, · · · , 𝛼p)T
are factor loadings, ei is a latent variable for subject i, and 𝜀i = (𝜀i1, · · · , 𝜀ip)T is a vector of inde-
pendent errors distributed as N(0, diag(𝜎21 , · · · , 𝜎
2
p)). Unlike the semiparametric case, the Hs in (7) are
pre-specifiedmonotone transformation functions. A typical choice for the event timewould be a log trans-
formation. The identity link may be an appropriate choice for many continuous measurable outcomes
(i.e., assume normality). For the ordinal measurable outcomes, a transformation is not needed because we
do not observe the underlying continuous variable. Transformed thresholds (Hj(cj(1)), · · · ,Hj(cj(dj−1)))
can be estimated through the likelihood, where the assumption is that the underlying continuous variable
has been transformed to be normally distributed.
The latent variable is assumed to have additional structure:
ei = ZTi 𝛾 + 𝜖i, (8)
where Zi records covariates of interest such as treatment, 𝛾 is a vector of unknown regression coefficients,
and 𝜖i is the random error distributed asN
(
0, 𝜎2e
)
. The assumptions are the same as in the semiparametric
model, except now, 𝜎2j = 1 for only j = p1 + 1, · · · , p (ordinal measurable outcomes) for identifia-
bility. Also, in the parametric setting, Xij can contain constant terms for the event time and continuous
measurable outcomes, but not for the ordinal measurable outcomes.
3.2. Likelihood specification and parameter estimation
Using the same notation as before, the likelihood for the observed data for the parametric setting based
on models (7) and (8) can be expressed as
Copyright © 2014 John Wiley & Sons, Ltd. Statist. Med. 2014, 33 4337–4352
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L(𝚯; ?̃?) ∝ |Σ22|n∕2 n∏
i=1
∫𝐱[2]∈[2]i
exp
⎡⎢⎢⎣−12
((
?̃?[1]i
𝐱[2]
)
− Xi𝛽 − 𝛼𝛾TZi
)T
Σ−122
((
?̃?[1]i
𝐱[2]
)
− Xi𝛽 − 𝛼𝛾TZi
)⎤⎥⎥⎦d𝐱[2].
(9)
The parametric likelihood (9) differs from the semiparametric case in the form of Σ22. In the parametric
setting, ?̃?i ≡
(
?̃?[1]
T
i , ?̃?
[2]T
i
)T
∼ N(Xi𝛽 + 𝛼𝛾TZi,Σ22), where Σ22 = 𝛼𝛼T + Ψ, Ψ = diag(𝜎21 , · · · , 𝜎
2
p)),
and 𝜎2j = 1 for j = p1 + 1, · · · , p (ordinal measurable outcomes). Because the parametric model does
not involve unspecified transformations, an iterative estimation procedure is not necessary. The model
parameters most relevant for inference are 𝛽, 𝛼, and 𝛾 . However, the transformed thresholds associated
with the ordinal measurable outcomes and the variance parameters associated with the continuous mea-
surable outcomes also need to be estimated. All of these parameters can be estimated throughmaximizing
the likelihood (9).
Many different maximization routines could be considered, as long as constrained maximization is
supported (we use the BFGS method as in the semiparametric setting [17]). For each ordinal measurable
outcome, the transformed thresholds must be constrained to be ordered, and one of the factor loadings
(i.e., one of the 𝛼 parameters) must be constrained to be positive [15]. Because this is a constrained opti-
mization problem, inference based on likelihood theory could be incorrect. However, simulation results
suggest that the model based standard errors arising from the likelihood are reliable, and therefore, infer-
ence based on these standard errors is reasonable. In other words, the constraints do not appear to cause
boundary issues in this setting, and traditional likelihood theory can be used for inference.
4. Model diagnostics
The semiparametric latent variable transformation model presented in Section 2 can be used to provide
guidance for appropriate transformation functions in the parametric model. The step functions arising
from the semiparametric estimation procedure can be used to inform a parametric model. For example,
the shape of an estimated transformation from the semiparametric approach might suggest using a log
link in a parametric model.
Residuals can be used to consider model fit in the parametric setting. For each of the measurable
outcomes, separate residuals can be obtained. In the continuous case, the residuals will be Hj(yij) −(
XTij𝛽j + 𝛼jZ
T
i ?̂?
)
. Similar to the linear regression setting, these residuals should be normally distributed
and have mean 0. Plots of the residuals versus the fitted values and Q-Q plots of the residuals are par-
ticularly useful for establishing lack of fit [19]. Simulated data suggest that misspecified transformations
should be apparent in these residual plots.
For the ordinal measurable outcomes, the underlying continuous variable can be predicted from the
model by XTij𝛽j + 𝛼jZ
T
i ?̂? . The estimated transformed thresholds can then be applied to the underlying
continuous variables to obtain a predicted category for each individual, i. Model fit could then be assessed
by seeing how well the predicted categories and observed categories match up in a cross-classified table.
Association could be assessed using a Fisher exact test, but there is limited power for this kind of test,
particularly in a small sample.
5. Simulations
We evaluated the performance of both the semiparametric and parametric methods through simulations.
In order to mimic the motivating HNC data, we incorporated three measurable outcomes: an event time
outcome, a continuous outcome, and an ordinal outcome with five categories. For the semiparametric
settings, models (1) and (2) were assumed (with p = 3 and Zi and Xi being a scalar). For the parametric
settings, the following model was assumed:
H1(Ti) = 𝛽01 + Xi𝛽1 + 𝛼1ei + 𝜀i1,
H2(Yi2) = 𝛽02 + Xi𝛽2 + 𝛼2ei + 𝜀i2,
H3(Yui3) = Xi𝛽3 + 𝛼3ei + 𝜀i3,
4342
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and
ei = Zi𝛾 + 𝜖i.
For both the semiparametric simulations and the correctly specified parametric simulations, H1 = log
and H2 = H3 = Identity. The underlying continuous variables were generated from the multivariate nor-
mal distribution, N(Xi𝛽 + 𝛼𝛾Zi,Σ22), where Σ22 = 𝛼𝛼T + I3×3. In the parametric case, this means we
assume that 𝜎1 = 1 and 𝜎2 = 1. Through this structure, the measurable outcomes are correlated, and
this correlation is determined by the 𝛼 parameters. The event time outcome was then created through an
anti-log transformation. Censoring was modeled with an exponential random variable, with the param-
eter chosen to give a particular percentage of censoring. The continuous variable did not require further
transformation, and the ordinal outcome was obtained by using the underlying continuous variable aris-
ing from the multivariate normal model and then applying the following thresholds: (-∞, -1, 0, 1, 2,∞).
We assumed that there was a single continuous X covariate common to all three measurable outcomes and
a single binary Z covariate to represent treatment or some other binary covariate of interest. Specifically,
Xi ∼ N(0, 1) and Zi ∼ Bernoulli(0.50). True parameter values were selected to be 𝛽1 = 0.5, 𝛽2 = 0.9,
𝛽3 = 0.75, 𝛼1 = 0.5, 𝛼2 = 0.9, 𝛼3 = 0.75, and 𝛾 = 1. For the parametric settings, 𝛽01 = 0.5 and 𝛽02 = 0.5
(note: intercept terms are not permitted in the semiparametric model).
In the parametric case, we are particularly interested in the impact on parameter estimates when the
transformations are misspecified. Therefore, we also consider simulations for a misspecified parametric
model where a log link is fit to the data, but a square root link should have been used. The event time data
were generated through a square transformation in this scenario instead of an anti-log transformation.
The other modeling assumptions are the same as in the correctly specified parametric settings.
In the semiparametric case, six different simulation settings were considered. For each setting, 250
simulations were carried out. Two different sample sizes were explored: n = 100 and n = 200, and three
different censoring levels were considered: 0%, 7%, and 17%. The 7% was chosen to mimic the HNC
data. For each setting, 100 bootstrap samples were used to determine the bootstrap standard errors. In
the parametric case, we considered 50% censoring in addition to the three other censoring levels, giving
eight different simulation settings. Simulation results for 7% censoring are presented in Tables I and II.
Important simulation findings will be reviewed here, but complete simulation results can be found in the
tables and figure included in the Supporting Information. Through the semiparametric simulations, we
discovered that there is some numerical instability in the estimation procedure as seen by the fact that
convergence of the algorithm is sensitive to the particular data set. Non-convergence is more frequent
when the sample size is small and also for larger amounts of censoring. Because potential users should
be aware of convergence issues, the percentage of simulations that did not converge for each simulation
setting is presented in Table III for the semiparametric setting (note: lack of convergence persisted even
with altered initial values in the estimation procedure). For the parametric setting, convergence does not
appear to be a concern as demonstrated in Table IV. Of note, the results presented in Table I and Figure 1
are conditional on convergence.
5.1. Sample size
Sample size is an important factor in the performance of the proposed methods. Table I presents semi-
parametric simulation results for n = 100 and n = 200, both with 7% censoring. There appears to be
some underestimation for the parameters associated with the continuous outcome (𝛼2 and 𝛽2). Despite
this fact, none of the parameters are significantly biased because the empirical confidence intervals do not
exclude the truth. Also, point estimation can be improved by increasing the sample size. For both sam-
ple sizes included in the simulations, the point estimate for the 𝛾 parameter is well estimated. Inference,
however, may be somewhat unreliable for a sample as small as 100. For example, numerical instability
of the estimation procedure is more of a problem with a small sample size (21.7% of simulations failed
to converge), and the 95% coverage probabilities based on the bootstrap standard errors tend to deviate
somewhat from the nominal level. Even though the point estimate for 𝛾 seems reasonable for n = 100,
the bootstrap standard error is overestimated, leading to a coverage probability that is too large. On the
other hand, inference for n = 200 with 7% censoring appears to be reliable as demonstrated by 95% cov-
erage probabilities that are close to the nominal level. The larger sample size of 200 also has the added
advantage of better numerical stability, with only 10.4% of simulations failing to converge.
Simulation results suggest that the performance of the correctly specified parametric latent variable
transformation model is quite good in a variety of settings, including smaller sample sizes. The bias for
the 𝛽, 𝛼, and 𝛾 parameters is consistently small, and the coverage probabilities all tend to be close to the
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4343
A. C. SNAVELY, D. P. HARRINGTON AND Y. LI
Table I. Simulation results for 7% censoring.
𝛽01 𝛽02 𝛽1 𝛽2 𝛽3 𝛼1 𝛼2 𝛼3 𝛾
True parameter values 0.5 0.5 0.5 0.9 0.75 0.5 0.9 0.75 1
Semiparametric with n = 100
Mean 0.519 0.666 0.682 0.622 0.525 0.574 0.979
Bias 0.019 −0.234 −0.068 0.122 −0.375 −0.176 −0.021
Empirical SE 0.187 0.150 0.162 0.381 0.234 0.256 0.316
Bootstrap SE 0.152 0.151 0.164 0.289 0.210 0.226 0.411
95% CI coverage 0.938 0.928 0.959 0.851 0.877 0.892 0.995
Semiparametric with n = 200
Mean 0.524 0.730 0.694 0.650 0.609 0.595 1.007
Bias 0.024 −0.170 −0.056 0.150 −0.291 −0.155 0.007
Empirical SE 0.120 0.112 0.111 0.324 0.181 0.187 0.294
Bootstrap SE 0.106 0.119 0.118 0.231 0.171 0.176 0.276
95% CI coverage 0.915 0.969 0.964 0.906 0.924 0.942 0.920
Parametric with n = 100
Mean 0.511 0.504 0.502 0.910 0.830 0.496 0.900 0.872 1.014
Bias 0.011 0.004 0.002 0.010 0.080 −0.004 <0.001 0.122 0.014
Empirical SE 0.141 0.183 0.118 0.153 0.766 0.118 0.191 1.432 0.307
Model SE 0.141 0.182 0.114 0.134 0.192 0.123 0.168 0.267 0.297
95% CI coverage 0.952 0.948 0.956 0.919 0.956 0.960 0.927 0.980 0.948
Parametric with n = 200
Mean 0.499 0.513 0.490 0.897 0.772 0.498 0.886 0.770 1.005
Bias −0.001 0.013 −0.010 −0.003 0.022 −0.002 −0.014 0.020 0.005
Empirical SE 0.097 0.141 0.081 0.085 0.132 0.091 0.117 0.178 0.214
Model SE 0.100 0.130 0.080 0.095 0.125 0.087 0.119 0.167 0.208
95% CI coverage 0.948 0.928 0.952 0.968 0.936 0.940 0.952 0.948 0.944
Parametric with n = 100;
event time link misspecified
Mean −0.650 0.504 0.435 0.899 0.986 0.421 0.875 1.033 1.039
Bias −1.150 0.004 −0.065 −0.001 0.236 −0.079 −0.025 0.283 0.039
Empirical SE 0.260 0.191 0.211 0.137 1.300 0.284 0.272 1.644 0.397
Model SE 0.258 0.187 0.219 0.135 0.263 0.235 0.202 0.378 0.330
95% CI coverage 0.936 0.949 0.962 0.953 0.941 0.915 0.932 0.958 0.915
Parametric with n = 200;
event time link misspecified
Mean −0.639 0.506 0.416 0.889 1.036 0.422 0.858 1.230 0.973
Bias −1.139 0.006 −0.084 −0.011 0.286 −0.078 −0.042 0.480 −0.027
Empirical SE 0.176 0.138 0.157 0.095 1.719 0.205 0.294 2.952 0.366
Model SE 0.181 0.133 0.154 0.095 0.186 0.169 0.146 0.258 0.225
95% CI coverage 0.958 0.946 0.942 0.954 0.729 0.929 0.888 0.504 0.921
Table II. Simulation results for 7% censoring—estimates of secondary parameters for parametric models.
H3(c3(1)) H3(c3(2)) H3(c3(3)) H3(c3(4)) 𝜎1 𝜎2
Correct parametric model
n = 100 −1.078 0.008 1.080 2.175 0.952 0.879
n = 200 −1.040 0.006 1.025 2.054 0.984 0.988
Parametric model with event time link misspecified
n = 100 −1.267 0.015 1.257 2.570 1.910 0.771
n = 200 −1.395 0.039 1.415 2.842 1.814 0.732
True thresholds are −1, 0, 1, and 2. True standard deviations are 1.
Table III. Percentage of semiparametric simulations that failed to converge.
0% censoring 7% censoring 17% censoring
n = 100 32.4 21.7 31.7
n = 200 2.8 10.4 31.7
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Table IV. Percentage of correctly specified parametric simulations that failed to converge.
0% censoring 7% censoring 17% censoring 50% censoring
n = 100 0.4 0.8 0.4 1.2
n = 200 0 0 0 0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
 2 3 1 2 3
Comparison of varying levels of censoring for n=200
Parameters
   0%
   7%
   17%
Truth
Figure 1. Plots of means and empirical 95% confidence intervals from semiparametric simulations with n = 200
and 0%, 7%, and 17% censoring.
nominal level. The model-based standard errors tend to be close to the empirical standard errors, suggest-
ing that inference using these model based standard errors should be reliable. The noticeable exception to
this is for the 𝛽3 and 𝛼3 parameters (associated with ordinal outcome). For these parameters, the model-
based standard errors are often small relative to the empirical standard errors, and the bias is somewhat
larger. These results are driven by one to two simulations with extreme values. When the simulations with
these extreme values are removed, the results for the 𝛽3 and 𝛼3 parameters are in line with the results of
the other parameters. Exceptionally large parameter estimates should be easily recognizable by an ana-
lyst and should be treated as a model that cannot be reliably fit. The benefits of an increased sample size
are illustrated in Table II. The transformed thresholds tend to be better estimated in a larger sample, and
the standard deviation estimates are improved in a larger sample. A larger sample is, therefore, prefer-
able. However, results in Table I suggest that even with a smaller sample size, inference of the primary
parameters (𝛽, 𝛼, and 𝛾) is quite reasonable using the parametric approach.
5.2. Censoring
Censoring is also an important factor for performance of the proposed methods. Figure 1 considers
semiparametric simulation results for 0%, 7%, and 17% censoring for the larger sample size of 200
(complete simulation results for these settings can be found in the Supporting Information). It is clear
from the figure that when the censoring reaches the moderate level of 17%, performance of the semipara-
metric method suffers. The standard errors of the parameters associated with the event time (𝛼1 and 𝛽1)
are huge, and there are parameters that are significantly biased on the basis of the empirical confidence
intervals. Even the 𝛾 parameter is not well estimated with a larger amount of censoring. But, when there
is no censoring, the performance of the semiparametric method is good. Only 2.8% of the simulations
did not converge (which is similar to that in [13]), and the coverage probabilities are close to the nom-
inal level. The parametric approach is not nearly as sensitive to the amount of censoring. In particular,
a higher censoring percentage does not create estimation difficulties in the parametric setting but rather
simply increases standard errors a bit.
Copyright © 2014 John Wiley & Sons, Ltd. Statist. Med. 2014, 33 4337–4352
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5.3. Misspecified transformations
When the event time link is misspecified in the parametric approach, we see that the parameters
associated with the event time (𝛽01, 𝛽1, 𝛼1, and 𝜎1) are biased. This is to be expected, however, because
these parameters would now have a different interpretation. The other parameters are still well estimated
(with the same caveat about the few simulations with extreme values as in the correctly specified case).
In particular, 𝛾 still has a fairly small bias and good coverage probability. This suggests that misspecify-
ing the event time link should not have a major impact on the inference for 𝛾 . When the sample size is
decreased to 100, misspecification of the event time link leads to a bit more instability in the maximum
likelihood procedure. The percentage of simulations that cannot be estimated through maximum likeli-
hood, however, is still under 8%. When both the event time and continuous links are misspecified, results
are not as promising. For example, we considered the case when the event time link is misspecified in
the same way as before and the continuous measurable outcome is generated using an anti-log transfor-
mation, but the identity link is fit to the data. Results for this setting are not shown, but it is important to
note that this amount of misspecification leads to a fairly unstable maximum likelihood procedure (max-
imum likelihood estimation failed for as many as 30% of simulations) and leads to substantial bias in all
of the parameters.
5.4. Conclusions
Simulation results suggest that the semiparametric methodology can be useful when there is a larger
sample size with a small amount of censoring. However, care should be taken when the percentage of
censoring is high or when the sample size is small because of convergence issues. On the other hand,
the parametric approach has good performance in a range of settings, including smaller sample sizes and
larger amounts of censoring.Misspecification of transformations can be an issue in the parametric setting,
however. Some misspecification may not be a problem (i.e., log instead of square root transformation for
the event time), but major misspecification can lead to substantial bias in all of the parameters.
Furthermore, there is a trade-off between improved efficiency and avoiding misspecificiation when
choosing between the semiparametric and parametric models. A correctly specified parametric model
has better efficiency as seen by shorter confidence intervals (Table I). The parametric model is also sub-
stantially faster computationally, which is a huge practical advantage. However, a severely misspecified
parametric model can lead to unreliable estimates. The semiparametric approach eliminates the need to
pre-specify transformations, which helps to avoid themisspecification problem. However, with this added
flexibility comes reduced efficiency, increased computational burden from the two-stage estimation pro-
cedure, and potential numerical instability. These trade-offs need to be carefully considered in practice.
One potential way to utilize the advantages of both models is to use the two approaches together, using
the semiparametric procedure to inform a parametric model.
Both the semiparametric and parametric procedures described in this paper have been implemented in
R. Code is available upon request to the corresponding author.
6. Measuring dysphagia in head and neck cancer patients
We applied the proposed methods to a study of HNC patients carried out at DFCI [3]. Patients were
identified for the study through a retrospective chart review and were eligible if they were diagnosed
between 1998 and 2008 with an advanced-stage squamous cell carcinoma of the oropharynx, hypophar-
ynx, larynx, or unknown primary and were treated with chemoradiotherapy (chemoRT) and neck
dissection. Twenty-four months of follow-up after chemoRT without recurrence was also required for
inclusion.
Squamous cell carcinoma of the head and neck represents about 5% of newly diagnosed cancers in
adults in the USA. These patients tend to present with locally advanced disease and are treated aggres-
sively with some combination of surgery, chemotherapy, and radiotherapy [20]. Intensive chemoRT
regimens have been found to be effective in the management of HNC in terms of improving both
progression-free and overall survival [21]. With aggressive chemoRT treatment, however, come side
effects such as dysphagia, or difficulty swallowing, that have a negative impact on a patient’s quality of
life [22, 23]. The goal of the study, therefore, is to determine clinical and treatment factors associated
with dysphagia in this group of HNC patients. This goal is challenging, however, because there is not
one definitive way to measure or define dysphagia objectively. In order to best capture dysphagia, the
use of multiple objective measures has been suggested [3,4]. The investigators at Dana-Farber collected
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information on several measurable outcomes that are often used to describe dysphagia: time from end of
chemoRT to removal of the gastrostomy tube, weight loss after chemoRT, and diet (liquid, soft, etc.). In
general, how long a gastrostomy tube is in place reflects the severity of dysphagia [24]. Weight loss and
limitations of diet have also been identified to be associated with dysphagia in HNC patients [25–28].
Using the proposed methodology for the analysis will allow us to combine the multiple measurable out-
comes through the latent variable structure and then explore factors associated with the latent variable
(dysphagia) as desired by the investigators.
Eighty-eight patients were eligible for the study. Two patients were excluded from the analysis because
they never had a gastrostomy tube and thus represent a different patient population. Sixty-six patients
were then available with complete outcome information. We were able to impute weight information
using a later weight measurement (measurement taken at some point after our baseline of 1 month post-
chemoRT) for nine patients, giving us 75 patients available for analysis. For each patient i, let Yi1 be
the observed time from end of chemoRT to removal of the gastrostomy tube in days (note this outcome
is potentially censored), Yi2 be weight loss after chemoRT in kilograms, and Yi3 be diet (regular, soft,
pureed, liquid, and no food; ordinals 1–5). For identifiability, 𝛼3 will be constrained to be greater than
0. Using the proposed methodology, ei characterizes the level of dysphagia for patient i with a larger ei
indicating worse dysphagia, and Zi is treatment or some other clinical factor potentially associated with
dysphagia. In this way, 𝛾 is the parameter of primary interest for inference.
Because of the small sample size of the HNC study (n = 75), we are unable to fit complex models
with many covariates. We have therefore decided to focus on two models that are small but clinically
interesting for both the semiparametric and parametric analyses. Model 1 will include T-stage (ordinal)
as the Z covariate and sex as the X covariate, and model 2 will include treatment (induction vs. concurrent
chemoRT) as the Z covariate and sex as the X covariate. T-stage is clinically relevant because T-stage
has been shown to be associated with adverse swallowing outcomes previously [3, 23, 29]. Treatment is
of interest to determine if patients treated with the more aggressive induction chemotherapy followed by
chemoRT have worse dysphagia as compared with patients treated with primary concurrent chemoRT.
Sex is included as the X covariate in both models because it is not a variable of primary interest, but we
might want to control for it in the analysis.
We start by using the semiparametric approach, with results for models 1 and 2 displayed in Table V.
For both models, none of the 𝛽 parameters are significant as evidenced by 95% confidence intervals that
cover 0. This suggests that sex is not associated with any of the transformed outcomes included in the
model. Also, for both models, 𝛼1 and 𝛼3 are significant, but 𝛼2 is not. The 𝛼 parameters are factor loadings,
so these findings indicate that time on the gastrostomy tube and diet are significantly associated with the
latent variable (dysphagia). Worse dysphagia is associated with a longer time on the feeding tube and a
more modified diet. Weight loss after chemoRT does not appear to be significantly related to dysphagia
using the semiparametric approach. This is not a particularly surprising result as clinically we know that
Table V. Head and neck semiparametric data analysis results.
Estimate SE 95% CI
Model 1 (T-stage)
𝛽1 0.154 0.413 (−0.655, 0.964)
𝛽2 −0.582 0.301 (−1.171, 0.008)
𝛽3 −0.220 0.466 (−1.135, 0.694)
𝛼1 0.577 0.288 (0.012, 1.141)
𝛼2 0.017 0.127 (−0.233, 0.266)
𝛼3 1.518 0.614 (0.315, 2.721)
𝛾 −0.027 0.356 (−0.724, 0.670)
Model 2 (treatment)
𝛽1 0.167 0.423 (−0.663, 0.997)
𝛽2 −0.581 0.367 (−1.301, 0.138)
𝛽3 −0.156 0.670 (−1.469, 1.158)
𝛼1 0.528 0.146 (0.242, 0.815)
𝛼2 0.019 0.094 (−0.166, 0.204)
𝛼3 1.341 0.304 (0.746, 1.936)
𝛾 0.231 0.401 (−0.554, 1.016)
For both models, sex is the X covariate.
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weight loss may not be a great measure of dysphagia. On the one hand, it makes sense that if a patient is
having difficulty swallowing, then that patient is likely to eat less and lose more weight. However, when
the feeding tube is being used, adequate nutrition can be obtained through the tube without the need to
swallow. This would suggest that even if swallowing is difficult for a patient, it may not be seen through
measuring the weight of that patient. Both semiparametric models 1 and 2 indicate that weight loss may
not be a useful measure to capture dysphagia.
In semiparametric model 1, T-stage is included as the Z covariate. The 𝛾 parameter associated with
T-stage in this model is not significant. This suggests that a higher T-stage (increased size of the primary
tumor) is not associated with worse dysphagia. Similarly, from semiparametric model 2, there is no evi-
dence of a significant association between treatment and dysphagia, meaning that there is not evidence
that induction chemotherapy is associated with worse dysphagia. Although neither of the Z covariates
considered were found to be significant, it is important to keep in mind the limitations of the proposed
semiparametric methodology when interpreting these results. The sample size for the HNC data is 75,
and there is 6.7% censoring. We know that inference may not be totally reliable in this setting. In par-
ticular, the standard error estimate for the 𝛾 parameter may be too large. Because of the small sample
size, it is not clear how meaningful these semiparametric results would be in the clinical literature. How-
ever, the semiparametric approach could be helpful in informing a parametric model. We can use the
estimated transformations from the semiparametric approach to decide on appropriate link functions for
a parametric model. Figure 2 presents the estimated transformations obtained from model 1. The esti-
mated transformations for model 2 are very similar. On the basis of this plot, it would seem reasonable
to use either a log or square root transformation for the time on the gastrostomy tube. Using the identity
link (i.e., assuming normality) for weight loss also seems appropriate.
We now consider the parametric approach, using the results from the semiparametric analysis to inform
transformations. Inference using the parametric approach should be more reliable given the small sample
size. Utilizing residual plots, we determined that using a log link for the time on the feeding tube and an
identity link for weight loss after chemoRT was reasonable. Results for the parametric models 1 and 2
are presented in Table VI. As in the semiparametric case, for both models, none of the 𝛽 parameters are
significant. This further suggests that sex is not associated with any of the transformed outcomes. For
parametric model 1, 𝛼1 and 𝛼3 are significant but 𝛼2 is not. This is consistent with the semiparametric
findings, suggesting that longer time on the feeding tube is associated with worse dysphagia and a more
modified diet is associated with worse dysphagia, but weight loss after chemoRT is not. In parametric
model 2, only 𝛼1 is significant. However, the large parameter and standard error estimates for model
2 suggest that this model may not be very reliable. In parametric model 1, 𝛾 captures the relationship
between T-stage and dysphagia. This parameter is significant, and results suggest a higher T-stage is
associated with worse dysphagia. The 𝛾 parameter is not significant in parametric model 2, suggesting
that having induction chemotherapy is not associated with worse dysphagia.
Through the parametric modeling procedure, we used residual plots to consider model fit. We consid-
ered fitting both parametric models assuming a log link and assuming a square root link for the time on
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Figure 2. Estimated transformations for semiparametric model 1 (T-stage).
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Table VI. Head and neck parametric data analysis results.
Estimate SE 95% CI
Model 1 (T-stage)
𝛽1 0.221 0.309 (−0.384, 0.827)
𝛽2 −3.150 1.826 (−6.729, 0.429)
𝛽3 −0.133 0.450 (−1.015, 0.750)
𝛼1 0.910 0.077 (0.759, 1.062)
𝛼2 0.218 0.682 (−1.118, 1.555)
𝛼3 0.780 0.161 (0.464, 1.096)
𝛾 0.274 0.105 (0.069, 0.479)
Model 2 (treatment)
𝛽1 0.201 1.932 (−3.586, 3.988)
𝛽2 −3.18 7.128 (−17.156, 10.787)
𝛽3 −1.145 48.638 (−96.475, 94.186)
𝛼1 0.590 0.106 (0.382, 0.797)
𝛼2 −0.417 1.795 (−3.934, 3.101)
𝛼3 13.120 21.923 (−29.849, 50.087)
𝛾 0.441 2.175 (−3.823, 4.704)
For both models, sex is the X covariate. Intercept terms were included
for Yi1 and Yi2.
-3 -2 -1 0 1 2 3
0.
0
0.
2
0.
4
Density of Residuals 
Event Time
N = 75   Bandwidth = 0.3027
D
en
si
ty
-2 -1 0 1 2
-
2
-
1
0
1
2
Normal Q-Q PLot 
Event Time
Theoretical Quantiles
R
es
id
ua
ls
-10 0 10 20
0.
00
0.
02
0.
04
0.
06
Density of Residuals 
Continuous
N = 75   Bandwidth = 2.087
D
en
si
ty
-2 -1 0 1 2
-
10
0
5
15
Normal Q-Q Plot 
Continuous
Theoretical Quantiles
R
es
id
ua
ls
Figure 3. Plot looking at the normality of the residuals for parametric model 1 (T-stage).
the feeding tube. For model 2, the square root link could not be fit (failed maximum likelihood proce-
dure). Residual plots for model 1 suggested that the log link was a better fit for this model, although this
choice did not influence the 𝛾 parameter estimate much and did not alter any of the conclusions. Density
and Q-Q plots for both the event time and continuous outcomes are shown in Figure 3 for parametric
model 1. These plots suggest that model 1 fits quite well, as there are no major departures from normality.
This analysis illustrates how both the semiparametric and parametric approaches can be utilized to
analyze real-world data. However, it is important to recognize that we are limited in the conclusions that
can be drawn by the small sample size. We know that inference may be unreliable because of the small
sample size in the semiparametric case. Model 2 in the parametric setting is also questionable owing
to the large parameter and standard error estimates (particularly for the parameters associated with the
ordinal outcome, diet). However, the semiparametric models and parametric model including T-stage are
consistent in terms of the conclusions for the 𝛼 and 𝛽 parameters. Results from the analyses suggest that
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time on the feeding tube and diet both are important measures of dysphagia, but that weight loss after
treatment is not. Sex of the patient also does not seem to be particularly relevant. The parametric analysis
further suggests that T-stage is associated with dysphagia. This is inconsistent with the semiparametric
analysis, but the parametric approach is more reliable given the sample size constraints. Therefore, there
is a suggestion that a higher T-stage is associated with worse dysphagia, although larger study would be
helpful to further explore this relationship.
7. Discussion
We have proposed two classes of models for dealing with complicated multiple outcomes data. Both
approaches allow for multiple outcomes of mixed types, including censored outcomes, to be incorporated
into a latent variable framework and allow for estimation of a treatment (or other covariate) effect on the
unobserved latent variable. The two approaches could be used as separate modeling techniques. Or, as we
have demonstrated, the two methods could also be used together as a comprehensive modeling strategy
with the semiparametric analysis being used to inform a parametric analysis.
The semiparametric approach has much appeal because it does not require pre-specifying a link
between the measurable outcomes and the latent variable of interest. Simulations suggest that the pro-
posed method has much utility when the sample size is large and the censoring proportion is small. More
specifically, the method performs well for a sample size of 200 with 7% censoring or less. However,
when the censoring percentage reaches 17%, simulations indicate inference may not reliable. Censoring
adds additional incomplete information to an already complex framework, so the sensitivity to censoring
is not surprising, especially when the sample size is small. Similarly, a sample size as small as 100 may
be too small to completely trust inference made using the semiparametric approach. A larger sample size
is likely required because of the large number of parameters that must be estimated, either in the trans-
formation functions or through the likelihood. In the end, a small sample likely does not contain enough
information to reliably estimate all of the pieces. Despite these limitations, a sample size of 200 or more
is not unreasonable in many potential applications.
The performance of the parametric latent variable transformation model is quite good, even when you
have a fairly small sample size or a large amount of censoring, unless you have substantial model mis-
specification. A limitation of the parametric approach is the need to pre-specify link functions. However,
we have suggested the potential use of the semiparametric methodology to suggest appropriate trans-
formations for a parametric model and have demonstrated the use of residuals to diagnose incorrect
transformation functions. These tools should make the parametric approach a reliable means of analysis.
In light of the strengths and limitations of each approach, we would recommend using the semiparametric
approach when the sample size is large and the censoring percent is low. The semiparametric approach
could also be particularly useful when, for example, the time-to-event outcome does not appear to have
any straightforward transformation. The parametric method would be more appropriate when you have
a smaller sample or there is a larger amount of censoring.
A potential limitation of both the parametric and semiparametric methods is the use of a threshold
model for the ordinal measurable outcomes. The threshold model is practical because then we have all
continuous outcomes that can be jointly modeled using the multivariate normal. However, this means
that nominal measurable outcomes cannot be meaningfully incorporated in this approach. Also, in order
to use the threshold approach, it must be plausible that there is some underlying continuous quantity
that gives rise to the ordinal categories that are observed. In the HNC case, the ordinal outcome is diet,
and it is plausible that there is some underlying biological quantity that determines the change from one
food type to another. However, it is possible the threshold approach would not make sense in a different
application. Choosing which covariates should be X covariates and which should be Z covariates is also a
consideration. In order to look at the association between a covariate and the latent variable, the covariate
must be included in Z. If you want to control for a variable but are less interested in its relationship with
the latent variable, it can be included in X. This is a subject-matter, rather than statistical, decision.
In exploring dysphagia, specifically, we were able to use both approaches to analyze the data, but
we are limited by the small sample size and retrospective design of the DFCI study. Even using the
parametric approach, the small sample size is a limitation. Specifically, we must keep in mind that not
only do the 𝛼, 𝛽, and 𝛾 parameters have to be estimated, but so do the transformed thresholds and standard
deviation parameters. When the models can be fit using maximum likelihood, the performance is pretty
good, even with a sample as small as 75 as in the DFCI data. However, we are limited by the sample
size in the number of covariates that can be included. Also, there are instances when models of interest
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simply cannot be fit because the maximum likelihood procedure fails or models that are not reliable (e.g.,
parametric model 2). In exploring the DFCI data, we did run into models that simply could not be fit
and/or covariates that could not be included because of too few people in each category. For example,
DFCI investigators were interested in whether type of radiation is related to dysphagia. However, there
were simply not enough patients in each of the different radiation categories to be able to consider this
variable in the model. Because the study was retrospective, we also did not have the advantage of the
treatment assignment being randomized and were missing covariates such as smoking status and alcohol
use that may be particularly relevant to head and neck data.
Despite these limitations, we were able to use a small data set to learn something about dysphagia
through the latent variable approach. Results suggest that having a higher T-stage is associated with worse
dysphagia. Also, we have proposed a comprehensive modeling strategy that can be useful in other settings
and could be used to further investigate dysphagia once more data are collected.
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