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a b s t r a c t
We present a general method for the exact computation of the number of zeros of a
complex polynomial inside the unit disk, assuming that the polynomial does not vanish on
the unit circle. We prove the existence of a polynomial sequence. This sequence involves
a reduced number of arithmetic operations and the growth of intermediate coefficients
remains controlled. We study the singular case where the constant term of a polynomial of
this sequence vanishes.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let P be a polynomial of degree n, with complex coefficients and such that P has no roots on the unit circle. The exact
computation of the number of zeros in the open unit disk N◦
D
(P) of P is relevant to the study of dynamical systems and
in signal processing. A number of methods have been developed to find N◦
D
(P); an example is the Barnett method given
in [1], which uses the number of sign changes in a sequence of determinants (minors) not equal to zero. The algorithm of
Schur–Cohn transforms studied by Henrici [2] andMarden [3] evaluates the number N◦
D
(P) if the constants of the successive
Schur–Cohn transforms of P are nonzero. We prove that there exists a sequence of polynomials which allows us to calculate
the number N◦
D
(P)with a first Schur–Cohn subtransform constant equal to zero [4]. We construct this sequence and control
the growth of intermediate coefficients using a reduced number of arithmetic operations. In the singular case we use the
Brown [5] and Cohn transformations. All this leads to a fast and efficient algorithm to compute the number N◦
D
(P) without
restrictions except that the roots should not lie on the unit circle.
1.1. General presentation
Let P be a polynomial of degree n in C[X]: P(x) =∑ni=0 aixi and let P∗(x) = xnP¯(1/x) =∑ni=0 a¯n−ixi be its reciprocal of
degree n, where P¯(x) =∑ni=0 a¯ixi. We denote by deg the exact degree.
Definition 1. P is said to be self-reciprocal when P = λP∗ with |λ| = 1. P is said to be locally self-reciprocal when there
exists an integer h, 1 ≤ h < n2 and a complex λ such that ai = λa¯n−i for i = 0, . . . , h− 1 with |λ| = 1.
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1.2. Schur–Cohn transformation
The Schur–Cohn transforms of P are defined by [2],
T 0(P) = P T (1)(P) = a¯0P − anP∗ and T (k)(P) = T (1)(T (k−1)(P)).
The degree of T (k)(P) is n− k. P is self-reciprocal if and only if T (1)(P) ≡ 0.
1.3. Schur–Cohn subtransformation
Let Sylv0(P, P∗) be the Sylvester matrix of P and P∗, represented by
Sylv0(P, P
∗) =

a0 a1 · · · an−1 an 0 · · · 0
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
0 · · · 0 a0 a1 · · · an−1 an
a¯n a¯n−1 · · · a¯1 a¯0 · · · · · · 0
0
. . .
. . .
. . .
. . .
. . .
...
0 · · · 0 a¯n a¯n−1 · · · a¯1 a¯0

.
Let Sylvk(P, P∗) be the 2k × (n + k) submatrix of Sylv0(P, P∗) constructed by taking the rows 1, 2, . . . , k and n + 1, n +
2, . . . , n+ k and the columns 1, 2, . . . , n+ k. Let C1, . . . , Cn+k be its n+ k columns.
Definition 2. The kth Schur–Cohn subtransform of P is given by:
ssT (k)(P)(x) =
n−k
i=0
α
(k)
i x
i,
where
α
(k)
i = det[C1, . . . , Ck−1, Ck+i, Cn+1, . . . , Cn+k].
Definition 3. For k ≥ 1, we define the sequence of polynomials (Pk) by
Pk = ssT (k)(P) and P−1 = P0 = 1.
Remark 4. If Pi(0) ≠ 0 for 1 ≤ i ≤ k− 2 we can calculate Pk by [6],
P1 = T (1)(P) and Pk = T
(1)(Pk−1)
Pk−2(0)
for k ≥ 2. (1)
Definition 5. The number of sign changes in a sequence (u0, u1, . . . , up) of real numbers not equal to zero is given by:
V [u0, u1, . . . , ui, ui+1] =

V [u0, u1, . . . , ui] if uiui+1 > 0
V [u0, u1, . . . , ui] + 1 if uiui+1 < 0
with V [u0] = 0.
We have the following proposition [4] which gives a relation between N◦
D
(P) and N◦
D
(Pk).
Proposition 6. If Pi(0) ≠ 0 for 1 ≤ i ≤ k, we have:
N◦
D
(P) =

V [1, P1(0), . . . , Pk(0)] + N◦
D
(Pk) if Pk−1(0)Pk(0) > 0
V [1, P1(0), . . . , Pk(0)] + N◦
D
(Pk∗) if Pk−1(0)Pk(0) < 0.
2. Brown and Cohn transformations
2.1. Brown transformation
We denote by Rem(., .) the remainder of the Euclidean division in C[X].
Let us assume that for h ≥ 1 : R1(x) = Rem(P(x), xT (1)(P)(x)), R˜1(x) = xn−hR1(1/x) and R2(x) = Rem(R˜1(x), xn−h+1
T (1)(P)(1/x)).
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Definition 7. Wedefine the Brown transform [5] of P , by the polynomial denoted by B(P) and given by B(P) = xn−2hR2(1/x),
of degree n− 2h.
Remark 8. We divide P(x) by T (1)P(x) to eliminate the first h terms of P(x). Let q(x) be the quotient. Then we divide the
remainder by T (1)(P) to eliminate the last h terms of P(x). The quotient is−q¯(1/x) and we obtain:
xhB(P) = P(x)− q1(x)
a¯0
T (1)P(x) with q1(x) = a¯0q(x)− a0q¯(1/x).
We have the following proposition [4] which gives a relation between N◦
D
(P) and N◦
D
(B(P)).
Proposition 9. If P is locally self-reciprocal, then N◦
D
(P) = N◦
D
(B(P)) + h and N◦
D
(P∗) = N◦
D
(B(P)∗) + h, where h = deg(P)
− deg(T (1)P).
Remark 10. If P has a self-reciprocal factor R, then there exists a polynomial P1 ∈ C[X] such that P = RP1 and P∗ = RP∗1
where gcd(P1, P∗1 ) = 1. The polynomial B(P) given by Remark 8 has the self-reciprocal factor R. We can show easily that R
is the unique self-reciprocal factor for B(P) and conclude that the Brown transform does not generate new self-reciprocal
factors.
2.2. Cohn transformation
Let P ′ be the derivative of P with respect to x.
Definition 11. We define the Cohn transform [3] of P as C(P) = (P ′)∗.
Theorem 12 (Cohn). If P is self-reciprocal then: N◦
D
(P) = N◦
D
(C(P)).
3. General algorithm to calculate N◦
D
(P)
Let (Pk) be the sequence of polynomials given by (1) and let P (1) be the polynomial defined by P (1) = B(P) for k = 1, and
for k ≥ 2 by:
P (1) =

B(Pk−1) if Pk−2(0)Pk−1(0) > 0
B(Pk−1)∗ if Pk−2(0)Pk−1(0) < 0
with h(1) = deg(Pk−1)− deg(Pk).
The following theorem determines the number N◦
D
(P) in different cases.
Theorem 13. 1. If Pi(0) ≠ 0 for 1 ≤ i ≤ n, then
N◦
D
(P) = V [1, P1(0), . . . , Pn(0)].
2. If there exists k ≥ 1 such that: Pi(0) ≠ 0 for 0 ≤ i ≤ k− 1, Pk(0) = 0 and Pk ≢ 0, then
N◦
D
(P) = V [1, P1(0), . . . , Pk−1(0)] + N◦
D
(P (1))+ h(1).
3. If there exists k ≥ 1 such that: Pi(0) ≠ 0 for 0 ≤ i ≤ k− 1 and Pk ≡ 0, then
N◦
D
(P) = V [1, P1(0), . . . , Pk−1(0)] + N◦
D
(C(Pk−1)).
Proof. From Proposition 6 we have the first case. Propositions 6 and 9 give the second case and using the Cohn theoremwe
prove the third case. 
3.1. Algorithm
Input: a polynomial P in Q[i][X] of degree n in X without the root 0
Output: the number of its zeros inside the unit disk (with their multiplicities)
Computation:
While degree of P ≠ 0 do
For i = 1, . . . , degree of P
Pi
If Pi(0) ≠ 0 for 0 ≤ i ≤ k− 1, Pk(0) = 0 and Pk≢ 0, then
P := P (1)
If Pi(0) ≠ 0 for 0 ≤ i ≤ k− 1 and Pk ≡ 0, then
P := C(Pk−1)
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3.1.1. Algebraic and numerical complexities
For the Schur–Cohn subtransforms or the Brown and Cohn transforms, the growth of the size of the coefficients is linear
O(nLog‖P‖∞). The algebraic cost in elementary operations is O(n4Log2‖P‖∞). The numerical complexity in floating point
arithmetic operations is O(n2).
3.2. Experimental results
We consider the polynomial:
P = 4ix7 + 17ix6 + 4ix5 + (−8i− 4)x4 + (−34i− 17)x3 + (−12i− 4)x2 − 17ix− 4i
P is locally self-reciprocal (a0 = −a7 = −4i, a1 = −a6 = −17i). In algebraic computation, with a computer algebra system,
the algorithm gives:
T (1)(P) = (32+ 16i)x5 + (168+ 52i)x4 + (168− 52i)x3 + (32− 16i)x2
B(P) = 1
25
[(96− 28i)x3 + (404− 291i)x2 + (79− 759i)x+ (−4− 172i)]
T (1)(B(P)) = 1
25
(784x2 + 3332x+ 784), T (2)(B(P)) = 0
C(T (1)(B(P))) = 1
25
(3332x+ 1568), T (1)(C(T (1)(B(P)))) = −345 744
25
.
We have
N◦
D
(P) = V [1] + N◦
D
(B(P))+ h0 with h0 = deg(P)− deg(T (1)(P)) = 2
N◦
D
(B(P)) = V [1, T (1)(B(P))(0)] + N◦
D
(C(P))
N◦
D
(C(P)) = V [1, T (1)(C(T (1)(B(P))))(0)]
and
N◦
D
(P) = V [1] + 2+ V
[
1,
784
25
]
+ V
[
1,
−345 744
25
]
= 3.
4. Conclusion
We have proposed a general and fast method to find the exact number of zeros of a complex polynomial in the open unit
disk using a polynomial computation of Schur–Cohn subtransforms. If the polynomial is in Q[i][X], this algorithm is such
that all the iterates remain inQ[i][X]. The algorithm is algebraically stable contrarily to othermethodswhich could generate
new algebraic numbers. This method can also be used to compute the number of zeros on the unit circle.
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