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Abstract
The aim of this paper is to analyze the weighted KyFan inequality proposed in [11]. A
number of numerical simulations involving the exponential weighted function is given. We
show that in several cases and types of examples one can imply an improvement of the
standard KyFan inequality.
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1 Introduction. The weighted Ky Fan inequality
1.1. The well-known Ky Fan inequality [6, 7, 8] asserts that log detC is a concave function of
a (strictly) positive definite matrix C. In other words, ∀ strictly positive-definite d× d matrices
C1, C2 and λ1, λ2 ≥ 0 with λ1 + λ2 = 1,
log det
(
λ1C1 + λ2C2
)
−
∑
a=1,2
λa log detCa ≥ 0; equality iff λ1λ2 = 0 or C1 = C2. (1.1)
For original ‘geometric‘ proofs of (1.1) and other related inequalities, see Ref [10] and the bib-
liography therein. In [3, 5, 4] the derivation of (1.1) occupies few lines and is based on prop-
erties of information-theoretical entropies; a similar method allows to derive a number of other
determinant-related inequalities.
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More precisely, (1.1) is equivalent to the bound for Shannon differential entropies for Gaussian
probability density functions (PDFs):
h(fNoλ1C1+λ2C2)− λ1h(f
No
C1
)− λ2h(f
No
C2
) ≥ 0; equality iff λ1λ2 = 0 of C1 = C2. (1.2)
Here and below, fNo
C
stands for the d-variate normal PDF N(0,C), with mean 0 and covariance
matrix C:
fNoC (x
d
1) :=
1
(2pi)d/2
(
detC
)1/2 exp
(
−
1
2
x
d
1
T
C
−1
x
d
1
)
, xd1 =


x1
...
xn

 ∈ Rd. (1.3)
Next, h(f) = −
∫
Rd
f(xd1) log f(x
d
1)dx
d
1 represents the Shannon differential entropy of a PDF f .
In the Gaussian case,
h(fNoC ) := −
∫
Rd
fNoC (x
d
1 log f
No
C(xd1)dx
d
1 =
1
2
log
[
(2pi)d(detC)
]
+
d log e
2
. (1.4)
Inequality (1.2) is a consequence of the fact that, under certain conditions, h(f) is maximized f =
fNo
C
. Throughout the paper, we use the abbreviation KFI for either of (1.1), (1.2). (Sometimes
the term a standard KFI is also used.)
1.2. In this paper we compare inequalities (1.1), (1.2) with weighted inequalities similar
to (1.2) and established for weighted differential entropies in the recent paper [11]; see below.
For the sake of pre-emptiveness, we call each of these inequalities a weighted Ky Fan inequality
(WKFI, for short). A WKFI is obtained for a given non-negative weight function; when this
function equals 1, the WKFI coincides with the KFI. A natural question is whether a WKFI
can provide an ‘improvement‘ to KFI; for instance, by producing a positive lower bound for the
LHS in (1.1), (1.2). We give a numerical evidence that the answer can be yes or no, depending
on the choice of Ca and λa. We work with so-called exponential weight functions for which all
calculations simplify. Furthermore, the numerical simulations are done for d = 2, allowing a
graphical representation of results.
Let xd1 ∈ R
d 7→ φ(xd1) ≥ 0 be a given non-negative measurable function positive on an open
domain in Rd. Following [1], [2] and [11], under the usual agreement, 0 · log 0 = 0 · log (+∞) = 0,
the weighted differential entropy (WDE) of PDF f with weight function (WF) φ is defined by
hwφ (f) := −
∫
Rd
φ(xd1)f(x
d
1) log f(x
d
1)dx
d
1, (1.5)
assuming that the integral is absolutely convergent. Cf. [1, 2, 9].
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In the Gaussian case, the WDE hwφ (f
No
C
) admits a representation extending the RHS in (1.4).
Define a number α(C) = αφ(C) > 0 and a d × d matrix ΦC = Φ
No
φ,C involving WF φ and PDF
fNo
C
:
α(C) =
∫
Rd
φ(xd1)f
No
C (x
d
1)dx
d
1, Φ
No
C =
∫
Rd
x
d
1
(
x
d
1
)T
φ(xd1)f
No
C (x
d
1)dx
d
1. (1.6)
Then
hwφ (f
No
C ) =
α(C)
2
log
[
(2pi)d(detC)
]
+
log e
2
trC−1ΦC := σφ(C). (1.7)
1.3. The following theorem was proven in [11].
Theorem 1.1 (The WKFI; cf. [11], Theorem 3.2). Given λ1, λ2 ∈ [0, 1] with λ1 + λ2 = 1 and
(strictly) positive-definite C1, C2, set: C = λ1C1 + λ2C2 and Ψ = λ1ΦC1 + λ2ΦC2 − ΦC.
Assume that, ofr a given WF φ,
λ1α(C1) + λ2α(C2)− α(C) ≥ 0,[
λ1α(C1) + λ2α(C2)− α(C)
]
log
[
(2pi)d(detC)
]
+ tr
(
C
−1
Ψ
)
≤ 0.
(1.8)
Then
σφ(λ1C1 + λ2C2)− λ1σφ(C1)− λ2σφ(C2) ≥ 0; equality iff λ1λ2 = 0 or C1 = C2. (1.9)
Observe that when φ(x) ≡ 1, bounds (1.8) are fulfilled for all choices of Ca and λa, a = 1, 2.
(In fact, they become equalities.) In this case, inequality (1.9) coincides with (1.2).
2 Exponential weight functions
2.1. As was said, in this paper we deal with exponential WFs, of the form
φ(xd1) = exp
(
t
d
1
T
x
d
1
)
where td1 ∈ R
d. (2.1)
To shorten the notation, we write from now on x and t instead of xd1 and t
d
1. Here we use the
Laplace transform formulas: for φ(x) = exp
(
t
T
x
)
the Eqn (1.6) yields
α(C) = exp
(1
2
t
T
Ct
)
and ΦC = C exp
(1
2
t
T
Ct
)
. (2.2)
Hence, for φ(x) = exp
(
t
T
x
)
, the WDE (1.7) becomes
σt(C) = h(f
No
C ) exp
(1
2
t
T
Ct
)
(2.3)
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where h(fNo
C
) is as in Eqn (1.4).
To tackle condition (1.8), we introduce the set S = S(C1,C2;λ1, λ2) ⊂ R
d:
S =
{
t ∈ Rd : F (1)(t) ≥ 0, and F (2)(t) ≤ 0
}
where
F (1)(t) =
∑
α=1,2
λα exp
(1
2
t
T
Cαt
)
− exp
(1
2
t
T
Ct
)
and
F (2)(t) =
[ ∑
α=1,2
λα exp
(1
2
t
T
Cαt
)
− exp
(1
2
t
T
Ct
)]
log
[
(2pi)d(detC)
]
+
∑
α=1,2
λα exp
(1
2
t
T
Cαt
)
tr
[
C
−1
Cα
]
− d exp
(1
2
t
T
Ct
)
.
(2.4)
Theorem 1.1 is transformed into Theorem 2.1:
Theorem 2.1 Given positive definite matrices C1, C2 and λ1, λ2 ∈ [0, 1] with λ1 + λ2 = 1, set
C = λ1C1 + λ2C2. Assume that t ∈ S. Then
h(fNoC ) exp
(1
2
t
T
Ct
)
− λ1h(f
No
C1
) exp
(1
2
t
T
C1t
)
− λ2h(f
No
C1
) exp
(1
2
t
T
C2t
)
≥ 0; (2.5)
equality iff λ1λ2 = 0 or C1 = C2.
2.2. Consequently, ∀ t ∈ S we have that
Σ(t) :=
{
log
[
(2pie)d(detC)
]}
exp
(1
2
t
T
Ct
)
−
∑
a=1,2
λa
{
log
[
(2pie)d(detCa)
]}
exp
(1
2
t
T
Cat
)
≥ 0.
(2.6)
Eqn (2.6) can be called an exponentially weighted (or briefly: an exponential) Ky Fan inequal-
ity (EKFI). When t = 0, the EKFI is reduced to the standard KFI (1.1), (1.2). In particular,
for t = 0, the bounds in (2.4) become equalities for any Ca and λa. (Hence, point t = 0
lies in S for any choice of Ca and λa.) Consequently, it makes sense to analyze the difference
Λ(t) := Σ(t)− Σ(0):
Λ(t)(= Λ(t;C1,C2;λ1, λ2)) = log (detC)
[
exp
(1
2
t
T
Ct
)
− 1
]
+
∑
α=1,2
λα log (detCα)
[
1− exp
(1
2
t
T
Cαt
)]
+d log(2pie)

− ∑
α=1,2
λα exp
(1
2
t
T
Cαt
)
+ exp
(1
2
t
T
Ct
) .
(2.7)
If Λ(t) > 0, we can think of an improvement in the standard KFI, and if Λ(t) < 0, of a
deterioration.
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2.3. It has to be said that set S looks rather involved, and there is no guaranty that it
is not empty. (In fact, numerical evidence suggests that S = ∅ for some choices of Ca and λa.)
Therefore, it makes sense to explore the behavior of Λ(t) for t in the whole of Rd. In particular,
a stationary point t satisfying gradtΛ = 0 is found from
0 = d log(2pie)

 ∑
α=1,2
λαCαt exp
(1
2
t
T
Cαt
)
−Ct exp
(1
2
t
T
Ct
)
+
∑
α=1,2
λα log (detCα)Cαt
[
exp
(1
2
t
T
Cαt
)]
− log (detC)Ct
[
exp
(1
2
t
T
Ct
)] (2.8)
or
t =
∑
α=1,2
λαC
−1
Cαt
{
exp
[1
2
t
T(Cα −C)t
]}
×
d log e+ log
[
(2pi)d(detCα)
]
d log e
.
(2.9)
An obvious solution is t = 0; we are tempting to suggest that it is unique. To analyze the
character of this point, let us take the second gradient:
∇2ttΛ(t) = d log(2pie)

 ∑
α=1,2
λα(Cα +Cαtt
T
C
T
α) exp
(1
2
t
T
Cαt
)
−(C+CttTCT) exp
(1
2
t
T
Ct
)]
+
∑
α=1,2
λα log (detCα)(Cα +Cαtt
T
C
T
α) exp
(1
2
t
T
Cαt
)
− log (detC)(C+CttTCT) exp
(1
2
t
T
Ct
)
.
(2.10)
At t = 0 it yields
∇2ttΛ(t)
∣∣∣
t=0
=
∑
α=1,2
λα log (detCα)Cα − log (detC)C. (2.11)
For a local minimum at the origin t = 0 we need the matrix
∑
α=1,2
λα log (detCα)Cα−log (detC)C
to be positive definite. In other words, the following property emerges, featuring reduced con-
vexity of the map C 7→ C log detC: for given positive definite C1, C2,
λ ∈ [0, 1] 7→ [λC1 + (1− λ)C2] log det [λC1 + (1− λ)C2]
is a convex matrix-valued function.
(2.12)
Again, we can say that our numerical evidence suggests that t = 0 can be a local extremum (of
either type) or a saddle point.
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2.4. Let us check the status of the origin in the case d = 1. Here t = t ∈ R, and Ca = ca,
a = 1, 2, and C = c = λ1c1 + λ2c2 are scalars. Further, function Λ(t) from Eqn (2.7) has the
form
Λ(t) = log(2pie)

 ∑
α=1,2
λα exp
(1
2
cαt
2
)
− exp
(1
2
ct2
)
+
∑
α=1,2
λα(log cα)
[
exp
(1
2
cαt
2
)
− 1
]
− (log c)
[
exp
(1
2
ct2
)
− 1
]
.
(2.13)
Next, functions F (1) and F (2) from Eqn (2.4) become
F (1)(t) =
∑
α=1,2
λα exp
(1
2
cαt
2
)
− exp
(1
2
ct2
)
,
F (2)(t) =
[ ∑
α=1,2
λα exp
(1
2
cαt
2
)
− exp
(1
2
ct2
)]
log (2pic)
+
∑
α=1,2
λα exp
(1
2
cαt
2
)
c−1cα − exp
(1
2
ct2
)
.
(2.14)
Correspondingly, for set S we obtain:
S =
{
t ∈ R : λ1 exp
[
1
2
λ2(c1 − c2)t
2
]
+ λ2 exp
[
1
2
λ1(c2 − c1)t
2
]
≥ 1,(
λ1 exp
[
1
2
λ2(c1 − c2)t
2
]
+ λ2 exp
[
1
2
λ1(c2 − c1)t
2
]
− 1
)
log (2pic)
+
λ1c1
c
exp
[
1
2
λ2(c1 − c2)t
2
]
+
λ2c2
c
exp
[
1
2
λ1(c2 − c1)t
2
]
≤ 1
}
.
(2.15)
It is can be seen that if 0 < c < 1/(2pi), set S is unbounded.
The stationary point is where
∂
∂t
Λ = 0 or
0 = t log(2pie)

 ∑
α=1,2
λαcα exp
(1
2
cαt
2
)
− c exp
(1
2
ct2
)
+t
∑
α=1,2
λαcα(log cα) exp
(1
2
cαt
2
)
− c(log c) exp
(1
2
ct2
)
.
Clearly, t = 0 is a solution. Next, we calculate the second derivative
∂2
∂t2
Λ at t = 0. A general
expression is:
∂2
∂t2
Λ(t) = log(2pie)

 ∑
α=1,2
λαcα(1 + cαt
2) exp
(1
2
cαt
2
)
− c(1 + ct2) exp
(1
2
ct2
)
+
∑
α=1,2
λαcα(1 + cαt
2)(log cα) exp
(1
2
cαt
2
)
− c(1 + ct2)(log c) exp
(1
2
ct2
)
.
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Taking into account that
∑
α=1,2
λαcα = c, we obtain that
∂2
∂t2
Λ(t)
∣∣∣∣
t=0
=
∑
α=1,2
λαcα(log cα)− c log c ≥ 0. (2.16)
Inequality (2.16) holds since x 7→ x log x is a convex function for x > 0.
3 Numerical results
Performing numerical simulations, we show the graph of function t 7→ Λ(t) in Eqn (2.7) for d = 2
within chosen ranges of argument t =
(
t1
t2
)
around point t = 0. Matrices Ca are taken in the
form
(
σ2a ρaσ
2
a
ρaσ
2
a σ
2
a
)
where σa > 0 and |ρa| < 1.
The simulations show the behavior of function Λ(t) for chosen matrices C1 and C2 and values
of λ1 = λ and λ2 = 1−λ over selected ranges of the argument t =
(
t1
t2
)
and indicate the set S.
The plots exhibit a variety of possible patterns: positive and negative values of Λ(t), convexity,
concavity, global/local minimum/maximum, as well as a saddle point, at t = 0. (Recall, Λ > 0
has been proposed as an improvement whereas Λ < 0 as a retrogression of a standard KFI.)
Figure 3.1
In Fgures 3.1 – 3.5, set S – when it is non-empty – is shown in a grey color at a bottom
horizontal plane. (The level at which this plane is placed has been selected for presentational
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convenience only.) We want to note that in some examples the origin t = 0 seems to be an
isolated point in S: it may be a consequence of the fact that the WF φ(x) = exp
(
t
T
x
)
is
unbounded for t 6= 0.
In Figures 3.1.A and 3.1.B the graph of function Λ(t) lies above the value 0 attained at t = 0.
This suggests that t = 0 is a global minimum of Λ(t). Consequently, the matrix in the RHS of
Eqn (2.11) is positive definite for the specified choices of C1, C2 and λ.
Apparently, the EKFI holds true far beyond S and yields an improvement of the standard
KFI. Matrix C1 in Figure 3.1.A is of the form C1 =
(
σ21 0
0 σ21
)
and C2 =
(
σ22 σ
2
2ρ2
σ22ρ2 σ
2
2
)
.
The values of λ = λ1 are chosen to be 0.99 on Figure 3.1.A and 0.001 on Figure 3.1.B.
The plots above give an impression of set S in Figure 3.1.A showing how our perception
changes when the range of variables t1 and t2 increases. In this example, the set (shown in the
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grey color) is, obviously, unbounded. (The hyperbola-type curves are used to provide a geometric
reference.) On the other hand, the plots below demonstrate that set S in Figure 3.1.B is bounded.
Next, Figure 3.2 shows a more complex character of behavior. Here t = 0 is, apparently,
a saddle point for the graph of Λ(t). Function Λ(t) takes both positive and negative values.
However, over set S the EKFI yields an improvement of the standard KFI. Here matrices Cα =(
σ2α σ
2
αρα
σ2αρα σ
2
α
)
, α = 1, 2, and λ1 = λ2 = λ = 1/2.
Further, a similar pattern of behavior is confirmed on Figures 3.3.A and 3.3.B, with the same
form of matrices Cα, and with λ1 = λ = 0.99 and 0.5, respectively.
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Figure 3.3
In Figure 3.4 we see an example where S is non-empty, and Λ(t) < 0 for some t ∈ S. In other
words, this is an example where the the EKFI holds true but does not yield an improvement rela-
tive to the standard KFI. In this example, matrix C1 =
(
σ21 0
0 σ21
)
and C2 =
(
σ22 σ
2
2ρ2
σ22ρ2 σ
2
2
)
.
The value λ = λ1 = 0.99.
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Figure 3.5
Finally, in Figures 3.5 the set S is empty. Consequently, the EKFI fails (within the indicated
range of argument t). Also, function Λ in Figure 3.5.A takes negative values for t 6= 0 within
the indicated range but Λ in Figure 3.5.B takes both negative and positive values within the
indicated range. The matrices are C1 =
(
σ21 σ
2
1ρ1
σ21ρ1 σ
2
1
)
and C2 =
(
σ22 σ
2
2ρ2
σ22ρ2 σ12
2
)
and
λ1 = λ2 = λ = 1/2. The difference between these figures is that in Figure 3.5.A t = 0 is a
maximum of Λ (within the depicted range of t) whereas in Figure 3.5.B the maximum is at the
corner points.
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