A novel approach for fast traffic classification for the high speed networks is proposed, which bases on the protocol behavior statistical features. The packet size and a new parameter named "Estimated Protocol Processing Time" are collected from the real data flows. Then a set of joint probability distributions is obtained to describe the protocol behaviors and classify the traffic. Comparing the parameters of an unknown flow with the pre-obtained joint distributions, we can judge which application protocol the unknown flow belongs to. Distinct from other methods based on traditional inter-arrival time, we use the "Estimated Protocol Processing Time" to reduce the location dependence and time dependence and obtain better results than traditional traffic classification method. Since there is no need for character string searching and parallel feature for hardware implementation with pipeline-mode data processing, the proposed approach can be easily deployed in the hardware for real-time classification in the high speed networks.
numbers provide only limited information currently, since some users use inconsistent ports intentionally. At the same time, the methods based on payload examination [4] also have to face the limitation in complexity, privacy issues and encrypted applications. Therefore, these methodologies cannot provide accurate and sufficient traffic classification to the network all the time. As a result, traditional classification schemes, i.e. based on port numbers and payload analysis, are difficult to operate effectively.
In this paper, a novel traffic classification method is proposed. This method utilizes packet size distribution and a new parameter named "Estimated Protocol Processing Time (EPPT)". The parameter EPPT is expected to capture the real processing time of the application protocols. Many researches show that the classification methods using interarrival time have strong time dependence and location dependence [5] , [6] , which means that the inter-arrival time (IAT) distribution is precise only where the training set is obtained. In this proposal, we use EPPT instead of IAT to investigate more precise protocol processing time features, and then reduce the location dependence and time dependence at the same time. In accordance with most of traditional literatures, unidirectional connections and flows in this paper are defined by the 5-tuple source IP, destination IP, protocol, source port and destination port [7] . The bidirectional flow is a pair of two unidirectional flows with inversed source and destination. Based on our observations, each application has its own specific 2-dimensional probability distribution set, which includes a probability distribution plot of packet size and EPPT for each packet. If there is an unknown flow, we can compare packet sizes and EPPTs of its sequential packets with the above application probability distribution set. Then a metric called "similarity" is introduced to represent the similarities between the unknown flow and the known application types. The unknown flow will be classified into a known application, which shows highest "similarity" to the unknown flow. For simplicity and easy deployment in the real network, we observe and compare only the first few packets of the flows in most cases. The proposed method can be implemented easily in the hardware in pipeline mode, which is commonly used in the ultra-fast signal processing and high-speed network equipment.
The remainder of this paper is organized as follows. The related works of the previous researches are summarized and reviewed in Sect. 2. The parameters we used are defined and explained in Sect. 3 
. The traffic classification
Copyright c 2010 The Institute of Electronics, Information and Communication Engineers methodology is described in Sect. 4 . Section 5 shows the classification results using real data set. The extensions to other scenarios and enhancement technologies are discussed in Sect. 6 . The future works and conclusion are given in Sect. 7.
Related Work
Most of traffic classification methods are based on observing/acquiring the features of known applications and judging whether the unknown traffic matches the previous known features of various applications. The port number, packet size distribution, inter-arrival time distribution, protocol signature and other parameters can be considered as the "features". String matching and various machine learning technologies can be considered as the "determining" technologies, in which unsupervised learning can be regarded as one type for implicit matching process.
As to features, what parameters should be observed is important question. In general, the parameters can be divided into several classes: packet-level, flow-level, sessionlevel, and host behavior.
Packet-level parameters mainly include header information and payload signature, such as port number, bit pattern and feature string. However, the abuse of known port makes port number ineffective in some cases [2] . Feature strings were evaluated for P2P application identification in [8] . But these parameters need complicated computing operations and are ineffective to identify encrypted protocols and private protocols.
Host behavior parameters are to represent traffic features from a macroscopic perspective. They mainly characterize the relationship in a group of hosts, including host numbers, clients numbers, used port numbers and etc. Karagiannis et al. applied this type of parameters into identifying P2P traffic [1] and BLINC approach [12] . But this type of parameter doesn't work when multiple applications are running on a host.
Another parameter type is flow character. The popular parameters based on flows are packet size, inter-arrival time, transmission direction, duration time and etc. In general, statistical characters of parameters are more effective. McGregor et al. abstracted the characteristic features of traditional applications, such as HTTP, FTP and SMTP, and simulated the real networks traffic [10] . Crotti et al. built a protocol fingerprint of packet size, inter-arrival time and cardinality to identify different traffic [5] , [6] . Flow-level parameters are very popular in the traffic classification field, since they are easily obtained and handled without highlayer payload inspection. Many researchers proposed nonmachine learning (ML) methods or ML methods using this type of parameters. However, some factors from network itself may reduce the effectiveness of these features, which are expected to reflect the characters of application layer protocols. Inter-arrival time (IAT) is one of such parameters. The existence of round-trip time makes the statistical features of IAT only meaningful for the location and host where the data set is acquired and when the dataset is collected. If these statistical features are used for traffic classification in other locations, these features is not precise, as mentioned in [5] . Different from traditional inter-arrival time, in our proposed methods, we introduce the concept "Estimated Protocol Processing Time" to reduce the network environment influence on the preciseness of traffic features.
Session-level parameters mainly refer to the features in an application-level transaction, such as port assignment rules in the whole session. A method to classify applications by the time-series changes in the size of messages has been proposed in [11] . And Lin et al. identified traffic types focusing on the consecutive port numbers in the session, based on the assumption that the application is more likely to use consecutive ports during a session [7] . This method can be added as an enhancement of our proposed method to achieve better classification speed.
As to "determining" technologies, we can divide them into two categories: non-machine learning (ML) methods and machine learning methods. The basic idea of non-ML methods is "matching", for example, matching the unknown traffic port number to well-known port number [13] . Most of signature methods are also based on searching particular string or bit sequences in the unknown traffic payload [8] , [14] . Usually, payload examination requires complicated regular expression, which makes it difficult to deploy in the high-speed networks. However, some ingenious solutions are proposed to avoid complicated computing during the classification [5] , [15] . According to the packet sizes and transmission direction, Bernaille et al. converted the flow characters into a feature vector, and then decided which application this unknown traffic belonged to [15] . Crotti et al. developed this idea and used fingerprints to represent the distributions of packet sizes and inter-arrival times, then used "scores" to evaluate the difference between the unknown traffic and known fingerprint [5] . This method reduces the computation remarkably. However, the use of traditional inter-arrival time made this approach effective only where the training sets were collected.
Machine learning methods compose a large family. In 2004 McGregor et al. applied ML in IP traffic classification using the expectation maximization (EM) algorithm [10] , which is one of the earliest works. Autoclass [16] and Kmean [9] were applied in traffic classification, too. All of the above are based on unsupervised learning approach. Supervised learning is another class of attractive methods in the traffic classification field. Moore and Zuev proposed to apply the supervised ML Naive Bayes technique to categorize Internet traffic by applications in 2005 [2] . Despite of a few researches on real-time monitoring using machine learning methods, it is still a little difficult to avoid complicated computation, which is not very suitable to deploy ML methods in the high-speed networks.
Since 10G networks are deployed widely in operation and some service provider are planning to construct new 40G transport networks, "high-speed" and "online" are our primary objectives. Therefore, in the proposed method, we will use flow-level parameters to avoid application-layer payload examination, and the proposed method mainly uses non-machine learning approach.
Features in the Classification
The features involved in the proposed method are described in this part. Without loss of generality, suppose F is a bidirectional data flow between a client (connection originator) and a server (connection recipient), composed of at least (N + 1) IP packets, from P 1 to P N+1 , where N is the number of the packets under our observation.
where P i represents i-th packet which arrives the measurement point in the bidirectional flow. T i is the local arrival time of the packet P i at the measurement point, as shown in Figs. 1 and 2. Note that it is only required that this bidirectional flow traverses a single measurement point.
Packet Order
From the investigations, we found that each application has distinct features on packet size and inter-arrival time based on packet order. It means that the i-th packets in different application flows may show different size and inter-arrival time. Therefore, we should study the packet size and interarrival time (or Estimated Protocol Processing Time) distribution of the packets, which are with the same cardinality in the flows. What's more, another advantage of using "order" as a parameter is that, it doesn't introduce too much extra computation and data collection cost but provides us much finer characters of application protocols.
2-D Joint Probability Distribution of Packet Size and Estimated Protocol Processing Time
From analysis of large numbers of flows with the same application, we obtain a 2-D joint probability distribution plot for the packets with the same cardinality in the flows. Its purpose is to characterize the features of packet size and Estimated Protocol Processing Time (EPPT) for each application. Here, we evaluate the features of bi-directional flows in order to extract more characteristic information than unidirectional flows.
Packet size L i : The length of the i-th packet in a bidirectional flow, which is a popular and effective feature.
Protocol processing time T P i :
The protocol processing time between the i-th packet and the (i + 1)-th packet at either the client side or the server side. The protocol processing time represents the actual processing time of the application layer protocol at the client or the server, which is expected to be one of the most distinct features for each application protocol and independent from the networks.
Estimated Protocol Processing Time (EPPT) T a i :
It is impossible to measure the real protocol processing time directly. So we use a parameter called "Estimated Protocol Processing Time" T a i to approach the protocol processing time T P i . Since the protocol processing time is independent from time and location, the Estimated Protocol Processing Time will have the same peculiarity. In Sect. 4, the acquisition of Estimated Protocol Processing Time is described in detail.
2-D joint probability distributions of packet size and Estimated Protocol Processing Time (2D-JPDs):
After obtaining the training trace set, we split these data sets into individual flows, identified their application types manually and counted the packet sizes and Estimated Protocol Processing Times of all the i-th packets of the application j. Then a joint discretized distribution table of packet size and Estimated Protocol Processing Time for i-th packet was obtained, denoted by 2D-JPD j i . We found that the packet size characteristics are not obvious in the range from 200 to 500, non-uniform intervals can be used in the probability density calculation to save memory storage. If use P i to denote the pair (L i , T a i ) of the i-th packet of a flow, 2D JPD j i (P i ) is probability density when packet size is L i and the EPPT is T a i if it belongs to application j. All the 2D-JPD j i form a 2-D joint probability distribution set of application j, i.e. "2D-JPD j s".
Methodology
In this section, we present our traffic classification method. There are two stages to complete the whole traffic classification process:
• 
Information Extraction
There are two parameters to be extracted: packet size, and Estimated Protocol Processing Time. The packet size can be obtained from the IP packet header easily. Thus we will place extra emphasis on how we can extract the value of Estimated Protocol Processing Time (EPPT) to approach the protocol processing time. Before obtaining EPPT, several parameters should be defined first.
Inter-arrival time (IAT) T r i :
The difference between the arrival times of two successive packets of a flow at the measurement point. Since in the proposed method, we plan to capture the characters in the bi-directional flows, IAT is defined by (2) :
IAT is used widely in many researches; however, unfortunately, the packet transmission time may vary in different flows. Thus its distribution shows strong dependence on the measurement moment and the measurement location, which makes the IAT distribution ineffective for locations other than the measurement point. That's why we use Estimated Protocol Processing Time as feature parameter. Transmission time: The time used only for transmission. It is divided into two types: the transmission time between the measurement point and the client T mc , and the transmission time between the measurement point and the server T ms . Both of them are protocol-independent, but they are network environment-sensitive and may vary largely between two different connections because of different transmission distance and different network condition.
As shown in Fig. 2 , IAT includes the transmission time and the protocol processing time. And now we use the Estimated Protocol Processing Time T a i to estimate the value of protocol processing time. And the variance of transmission time makes IAT distribution vary from place to place. Thus one of the simplest methods is to deduct network transmission time from inter-arrival time (IAT) to get the estimation of protocol processing time, i.e. EPPT (3)
where, T ms i is the transmission time of i-th packet between the measurement point and the server; T mc i is the transmission time of i-th packet between the measurement point and the client. Note that the computation of T a i relies on the directions of the i-th packet and the (i + 1)-th packet. Since T ms i and T mc i are the dominant parts of inter-arrival times and rely on the relative location of clients, servers and measurement points, inter-arrival time is dependent on location.
If we deduct them from the inter-arrival time, i.e. EPPT, it is expected to be independent from location and estimate the real protocol processing time. According to (2) and (3), T a i depends on T i , T mc and T ms . Among these three parameters, T i can be acquired using local clock in the network equipment. Since the T mc and T ms cannot be measured directly, we focus on the acquisition of T mc and T ms in the following parts.
Let us start from the transmission time computation: because the processing of TCP connection set-up needs little time, the protocol process time T P 1 and T P 2 can be ignored. And then, we can get (4), as illustrated in Fig. 2 .
where T 1 , T 2 , T 3 are the local arrival times of these three packets at the measurement point respectively. Usually, the first three packets of the TCP flow are "SYN", "SYN ACK", "ACK" packets. If the network is so congested that the setup of TCP connection needs "SYN" packet retransmission, we can eliminate the reduplicate packet and use the suitable "SYN-ACK" pair to get the transmission time T ms 1 + T ms 2 and T mc 3 + T mc 2 .
Note that, in the proposed method, we only need to collect the information of the first few packets (such as 5∼10 packets) of a bi-directional flow in a quite short time, if we consider the transmission time is changed slowly during the head part of a session, then (5):
T ms i + T ms i+1 = T ms 1 + T ms 2 and
Then, the calculation of T a i is simplified and easy to be calculated, as shown in Fig. 2 and (6):
Note that the buffer time in the client or server will be contained in the measurement value of transmission time. It improves the accuracy of real protocol processing time estimation in our approach, since we want to estimate the real protocol processing time by EPPT and the buffer time is extra delay for each processed packet, not the necessary time for application protocol processing. Thus the buffer time should be contained in the transmission time. To capture the precise RTT value, the packets containing timestamps can be used to update RTT.
Building Up the 2D-JPDs
In this paper, we focus on the classification of the application using TCP connections such as HTTP, SMTP, POP3S, etc. A classifier on the path between the client and the server will therefore see the bidirectional TCP flow F. Each flow F can be characterized as an ordered sequence of N pairs
where N is the packets number under our observation in a flow. We obtained larger number of traffic flows with the same application, and counted the packet size and EPPT value of i-th packet. Then we got a set of 2-dimentional joint distributions (2D-JPDs) for each concerned application. Because each protocol has its own process scheme including times and message sizes, it is reasonable to classify the traffic according to the distribution of To make this joint distribution suitable for digital processing, we need to discretize 2D-JPD j s. The packet length L i is discrete already and assumes value in the range from 40 to 1500 (bytes). To get the probability distribution, it is necessary to discretize and normalize EPPT. Because the EPPT may be negative (due to the influence of the measurement noise), the function arctan is chosen for discretization and normalization. The 2D-JPD i plane is realistically binned along the (arctan αT a i )/(π/2)-axis from −1 to 1, with step 0.005. The factor α is used to sharpen the characteristics of time information and let α = 100 in the evaluation. Each resulting 2D-JPD j i would be 1461×401. Finally, the resulting N 2D-JPD j i form the 2D-JPD j s group. However, the random variables that are used to build each protocol's 2D-JPD j i are affected by forms of "noise". In our approach, the main part of noise is introduced by the insufficiency of the sampled flow number. To overcome the problem, Gaussian filter is used to make the 2D-JPD j i smooth. After filter process, 2D-JPD j s group becomes a set of masks for the corresponding application protocol, which is used in the decision stage. Note that, to reduce the storage size further, the interval in packet size and step length in EPPT can be increased, although it may reduce the preciseness of joint distribution 2D-JPD j i .
Decision Algorithm
The corresponding value of axis pair (L i , T a i ) in 2D-JPD i represents the joint distribution probability in case that the incoming i-th packet size is L i and EPPT is T a i . We use P i to denote the pair (L i , T a i ) of the i-th packet of a new flow. Then the value 2D JPD j i (P i ) gives the similarity between the unknown flow and application layer protocol j based the observed i-th packet. The higher value means the higher possibility that the flow was generated by such protocol. Here, we define a variable S to evaluate the similarity between the unknown flow and a specific protocol j in (7).
where, the value 2D JPD j i (P i ) is that the i-th component of protocol mask of application j, assuming in P i unit. N is the number of observed packets.
Based on the protocol masks and similarity metric S , a simple classification algorithm is given. Suppose K sets of protocol masks 2D JPD 
Experimental Results
Experimentally, we validated the classification techniques with traffic traces collected in the campus network for unencrypted traffic, and manually generated traces for encrypted traffic to ensure the correctness of training data sets and test data sets. The trace files were collected at different time periods and different locations. According to the measurement points and measurement periods, these data are divided into two sets. Set A is used to obtain the protocol masks, and set B is used to validate the effectiveness of the classification approach, as shown in Table 1 . Note that the measurements locations and times in the set A are all different from those in the set B. The purpose of this assignment is to show that the proposed method can reduce the location dependence and time dependence. All the sampled unencrypted flows are classified manually by payload examination. In the observed local networks, there are more than 200 client users Table 1 The flow numbers and compositions in the data sets. using multiple Internet services at the same time, while the servers located in the public Internet. From our further observation, the POP3SSL service flows mainly come from the major email service providers, such as Gmail. But most of the other servers are widely distributed all over the country.
Protocol Masks and Classification Results
There are six kinds of applications within our validation: HTTP, POP3, POP3SSL, SMTP, FTP signaling, and P2P streaming (PPLive), which contain unencrypted and encrypted applications. Follow the steps described in Sect. 4, the typical protocol masks are shown in Figs. 3 and 4 . From the protocols masks, we find that the parameters of the packets at the beginning of flows show different distributions among HTTP, POP3, SMTP, and FTP signaling and P2P service. Note that, because the size of packet is usually in a specific range, we adopt different axis ranges in Figs. 3 and 4 to show distinct characteristics.
The classification results are compared with the actual application types. Table 2 presents the evaluation results of our approach. When we collected the information of the first six packets of flows, all the hit ratios of the protocols (HTTP, POP3, POP3S, SMTP, FTP and P2P) exceed 95%, which proved the effectiveness of our classification approach.
The Comparison of Traditional Inter-Arrival Time and EPPT
Inter-arrival time is influenced by the transmission time variation. So if the inter-arrival time is used for building the Table 2 The hit ratio comparison using different parameters.
protocol masks, we have to build a set of joint probability density for each node or location, and these sets are not applicable for other network nodes. What's more, the user behavior may change from time to time. This will make the protocol joint probability density based on inter-arrival time fail to classify the traffic correctly because the RTT distribution of the flows through the measurement point will change significantly.
In the EPPT based method, transmission time trends in different location has little impact on protocol masks. This is because the transmission time is mostly removed from EPPT. Although the measurement introduces other noise, it is rather small compared to the transmission time. So one set of excellent protocols masks based on EPPT can be used in many network node at any time. It is a universal and simple method for traffic classification.
The hit ratios of the method based on EPPT are higher than those of the methods based on traditional inter-arrival time, as shown in Table 2 . It indicates that the dependence of IAT on locations has severe impact on classification performance in traditional methods. EPPT is not influenced by the RTT distribution, which is dependent on measurement location; therefore, it can reduce this dependence dramatically. So the proposed method shows much better performance when used in multiple locations traffic classification. In another word, it is not necessary to rebuild the joint distribution of packet size and EPPT when the popular sites and measurement locations change. The performance results only using packet size or EPPT are also recorded in Table 2 . It is found that, the packet size and EPPT shows similar hit ratio in general. The parameter EPPT also enhances the classification results when using the combination "packet size+ EPPT". Thus, the parameter EPPT is as important as the packet size.
The Proper Number of Captured Packets
Here is an interesting result, shown in Fig. 5 , which indicates that analyzing more packets of the unknown flow does not always improve the hit ratio of traffic classification. This is because we assume that each packet of a flow carries the equally important application features in decision stage. Then we use expected value to decide which application the flow belongs to, as in (7). But the beginning packets usu- One of the solutions is that we use weighted expected value instead of expected value in (7) of the decision stage. In theory, it will be the best method. However, the weights of packets of each application are very complicated to be obtained, and different applications usually have different weight sets. So in real deployment, we need to find out a simple solution. From Fig. 5 , we can see that most of the hit ratios achieve peak value when packet number is around 6. If the packet number is more than 7, most of the hit ratios decline. Thus one of the simple and effective solutions is to choose a proper number of analyzed packets. Based on the current experiment results, 6 is one of the proper numbers.
Extension and Discussion
The proposed method can be made appropriate extensions to be suitable for many scenarios.
Hardware Implementation, Speediness and Scalability
Another advantage of the proposed method is that it is perfect for hardware implementation using pipeline, which is common in the ultra-fast signal processing and high-speed networks scenarios. The joint distributions 2D JPDs are discretized in Sect. 4 so that they can be stored in the hardware memory device, such as RAM/ROM. The measured packet size L i and EPPT T a i can be used as memory addresses to access 2D JPD j i (P i ) without parameter estimation and computation. Then the returned value 2D JPD j i (P i ) will be used for the classification decision in Sect. 4.3.
Compared with other traditional parametric methods, the speediness of the proposed method profits from three features: 1) Observe only the head packets in a flow rather than the whole flow, which makes it possible to identify a flow in a quite short time; 2) flexible and simpler description of joint probabilities:
2D-JPD is a statistic table without any distribution assumption, which provides much better results than Naïve Bayesian classifier based on Gaussian assumption; and compared to other parametric methods, there is no need to estimate the distribution function in the proposed approach, which reduce the total computation complexity; what's more, we can calculate the probability density in different interval, which allows us obtain fine grained density value in the range we concerned very much, e.g. in the range from 50 to 100 Bytes, without an increased storage demand. 3) the proposed method can be implemented in pipeline mode. This is because the used parameters (i.e. packet size and EPPT) are only from individual packets and not from the statistical metrics (e.g. mean value or variance). Then 2D JPD j i (P i ) is only related to i-th packet of the unknown flow rather than packets before or after the corresponding packet; therefore, pipeline mode can be used for analyzing multiple packets at the same time, while many other methods work in serial operation mode using General Purpose Processor (e.g. Intel CPU). The pipeline feature reduces the classification processing delay and increases the total processing throughput in the hardware implementation. As to the scalability, this method only examines the head of the flow, so the classification capacity doesn't depend on the total traffic amount, but only relies on the new concurrent traffic flow number. This means that this approach is quite scalable in the heavy traffic networks.
Extension to Core Networks Using Unidirectional Flow
The proposed method uses bi-directional flow to capture more characters reflecting the application session. But in the core networks, the measurement device may be able to monitor only a unidirectional flow. Actually, it is very convenient to extend our proposed method in this scenario. The only difference is that, our method compares the packet parameters from two interactive directions, but the extended method compares the packets only from the direction the device can observe.
Extension to the Network Environment with Large and Quick RTT Jitter
Although only the first few packets are observed and analyzed, it is still possible that some networks environments change too quickly in this very short time. To counter this influence, we will update the transmission time in that case.
There are two approaches to eliminate the severe impacts: 1) passive approach: in the networks, there are some packets containing "time stamp" field. According to this type of packets, we can get more accurate transmission time to update the values of T ms and T mc . 2) Active approach: if necessary, the measurement device can send packet itself along the observed path to collect time information of T ms and T mc . These two approaches will reduce the impacts on instantaneous network environment changes.
Extension to Storage-Limited Devices
In the implementation of the proposed method, the 2D-JPD j s of each application need to be stored in the devices. From the analysis of Sect. 5, it is required to store 5∼10 packets information, which means that we need to store 5∼10 2D-JPD j s for each concerned application. Although it doesn't require too much storage space, there are still some tiny devices with limited storage capacity. To deploy a similar method in these devices, we can adjust our method as follows. 1) Use "center" instead of "joint probability distribution":
only record the mean value of packet size and Estimated Protocol Processing Time, and set this pair as "center".
Since the device needs to record the center value only, there is large amount of storage saved. 2) Use Euclidian Distance instead of probability: since the feature values of applications are only "center" value left, it is impossible to use probability as a similarity metric. However, the Euclidian Distance between the unknown flow packets and known application packets is a good metric to classify the traffic. Although the metric is a little rough, the classification results are fair [7] .
Enhancement with Other Traffic Classification
The proposed method can be combined with other methods to level up the performance. For example, the applications get used to assign ports to communicate in a consecutive manner [7] . This character can be combined with the proposed method so that the quick classification techniques can be applied the TCP traffic with multiple connection in a session [7] . The traffic classification based on host behaviors [1] can also cooperate with this method. But it can be only used for off-line classification, since host-behavior is not suitable for real-time analysis.
Conclusions and Future Work
In this paper we propose a behavior-aware approach for traffic classification. To make this approach be site-independent and time-independent, the concept of "Estimated Protocol Processing Time" (EPPT) is introduced. This approach can be used for both of the traditional application and encrypted traffic. The results show that the approach performs better than the methods based on traditional inter-arrival time, especially without Gauss filter. This feature is due to the elimination of the transmission time variance.
In the near future, we will study further towards four directions. First, we will collect more data traces from different locations in the world and evaluate the proposed method further. Second, we want to apply this method to more different applications, including P2P, gaming, other encrypted traffic and some private applications. Third, we will study how to reduce the influence of transmission variation. RTT variation in the network may introduce "noise" in the measured parameters. How to raise the accuracy and reduce the sensitivity due to different implementations is undoubtedly significant. Fourth, we will deploy this method in the real network equipments. The proposed method will provide QoS requirements of the specific traffic flows to the network devices for queuing and forwarding.
