I. INTRODUCTION
Note that the filter defined by (1) and (2) is linear with respect to Classical Wiener filtering assumes that power spectral densities the variable U(k), and no generality is lost if we assume that (PSD's) are known. In practice, estimates of PSD matrices must n = 1. In the following, the variables U(k), X(k), and S(k) will be used, leading to suboptimal performance. The purpose of this be considered as scalar variables. correspondence, is to show how to reduce the output noise caused by the estimation errors. We study the case of a Wiener B. Estimate of the Gain Matrix filter; a subset of the filter's inputs called the noise references is Suppose -that the cross-spectrum matrices used are, in fact, assumed to contain noise only, correlated with the noises disturb-estimates N(k) and D(k) instead of exact values N(b) and ing the signal components. Furthermore, signal and noises are e(k), s,o that one obtains only a suboptimal solution G(k) = assumed to be stationary Gaussian processes with zero mean, N(k) . D-'(k) (Fig. 1) . with signal independent of the noises. The estimate of the filter is calculated from one observation record of the discrete-time inputs and then is applied to observation records, independent of the previous one.
II. FORMULATION OF THE PROBLEM
A. Filter Structure :::: _l.:'~-S~kl+X(k)-~(k~v"l i(k)
We assume throughout this correspondence that we observe Fourier transform (DFT) and will be denoted by capital letters. For example U(K) is the DFT of u(m). AT, A*, and A+ will The function F,(n) is centered at the frequency n = k, given by denote, respectively, the transposed, the complex conjugate, and F,(n) = F,(n -k). transposed conjugate matrix of A. The theoretical linear filter giving an estimate 9 of the signal is C. Calculation Hypotheses completely defined by gain matrices G and H so that I) Hypothesis of Periodicity: All the discrete-time or discrete-
frequency functions are assumed to be periodic, of period N. This hypothesis is usual when applying the DFT to finite-length data. Taking into account the hypotheses mentioned in the introduc-2) Gaussian Hypothesis: The processes X(k) and Y(k) are tion, it is well-known that the least mean square error estimate of obtained by DFT of real Gaussian processes x(m) and y(m), with zero mean and period N. So, X(k) and Y(k) are complex IT-32, NO. 2, MARCH 1986 &T
OOlS-9448/86/0300-0310$01.00 01986 IEEE spectral quantities, we get the following results:
n=O Equation (5) is a result of the property Q(N -k) = Q*(k).
D. Statistical Properties of the Gain
The estimates N(k) and i)(k), defined by (3), are matrixvalued random variables. From (5), it may be seen that their mean v+lues are approximately N(k) and D(k). Consequently, N and D are approAximatel> unbiased estimates.
More precisely, N and D are complex Wishart random variables as defined in Brillinger [l] and are not independent in the general case. Therefore, the statistical design of G requires complicated calculations.
A simple suboptimal design is obtained by linearizing the estimates about their theoretical optimal values (the statistical mean). Let the approximately zero-mean variables be defined as 8NaIk-N 6D g b -D, and let 6G A 6 -G. This yields, to first order,
(6) Hence the variable SC is zero mean to first order.
III. ERROR POWER
The disturbing noise X(k) can be split into a noise correlated with the references G(k) . Y(k) and an independent noise Z(k), giving
With these notations, the output residual noise reduces to
Z(k) represents the theoretical minimum error, and 6G(k) . Y(k) the extra noise due to estimation errors in the filter. As stated in the Introduction, we assume that G is calculated from an observation record of inputs independent of those to which it is applied. So, the realizations S(k), X(k), Z(k), and Y(k) are independent of 6G(k) in the foregoing expressions. Then, the power of the residual noise can be expressed in terms of the input noise power as follows:
The last term of the right side represents the decrease of performance resulting from the estimation errors. Let
The shape of the function L(n) is presented in Fig. 2 . In this example, F,(n) is the DFT of a Hann window f(m):
From the hypotheses explained in Section II-C and taking into account the result of the Appendix, (7) yields
, the right side simplifies to
for k @ sup(L).
IV. PERFORMANCE CRITERION
A. Definition of the Criterion We consider the filtering operation as effective for frequency k if the output noise PSD is lower than the input noise PSD: P,(k) < Px( k). That is, from (9)
The left side represents the multiple coherence function IC,,( k)12
[2] between the inputs U(k) and Y(k). Furthermore, from (4) and (8), the value of the bandwidth duration (BT) product q of the spectral window F,(k) is l/L(O). Hence another simpler form of the criterion appears: (10) We could obtain the general case (n > 1) using the criterion lG,&)12 > A; k P sup(L); 1 I i I n.
B. Utilization of the Criterion
Let Cur be an estimate of the multiple coherence function C ,uy. Let [Gy -Ainr, C,, + AsUp] be a confidence interval for C,,. In practice, in order to take into account the estimation errors in the multiple coherence function, (10) can be modified to
The upper bound A,,,(k) of the confidence interval ,can be calculated by assuming that the random variable tar&' C,,(k)
To improve the performance of the filtering method, the filter defined by (1) and (3) should not be employed for the frequencies that do not satisfy (11). For these frequencies, we set the output S(k) equal to the input U(k). We call this processing the modified filtering.
Furthermore, (11) can be used for any frequency k, 0 I k I N -1, even if k E sup(L), as long as the BT product 7 of the smoothing window is not too large. In that case, the support of L(k) reduces to two narrow bands around the frequencies k = 0 (band of the trends) and k = N/2 (Nyquist's frequency) as shown in Fig. 2 . In fact, spectral power densities often vanish around these frequencies if the inputs are correctly prefiltered (trends and high frequencies have to be removed [2] ). On the other hand, for large value of 9, an exact criterion must be determined according to Theorem B stated in the Appendix.
v. EXAMPLE
For the sake of simplicity, we present simulation results obtained in the scalar case. The general case (n > 1, p > 1) leads to similar results for each output S,(k), but n thresholds t, (k) must be computed. In this example, we have computed two independent white zero-mean normal random processes r,(m), and the data have been simulated as follows:
The PSD of (S -s) is plotted in Fig. 4 , for both the nominal and the modified filter, with 11 = 10.0. From this figure, we observe that the modified filter output PSD coincides with the nominal in the effective ranges, and with the input noise PSD in the ineffective range. In this exaniple, the mean power of the output noise is reduced by 11 percent when the modified filter is employed instead of the nominal.
VI. CONCLUSION
where
This work has been carried out within the framework of adaptive filtering using noise references. The aim of the study was to determine a simple performance criterion in the spectral domain, in order to reduce the contribution of the estimation errors in the residual output noise. Based on reasonable assumptions described in Section II, we have defined a criterion in Section IV that can easily be applied in experimental data processing because of its simplicity. This criterion allows the construction of a modified filter that performs better than the nominal filter.
and P(k) is a real positive unimodal function.
The following theorem is a direct result of the properties of the complex normal random variables.
Let H be an Hermitian matrix. Let A(n), B(n), C(n), D(n) be complex vector-valued random processes, periodic with period N, obtained by taking the DFT of real zero-mean normal random processes (they are therefore complex normal random variables for each n, see [l] From (ll), choosing a 90 percent confidence interval, the following threshold is defined (cf. Fig. 3 ):
Then, expressing the second-order moments, S( m, n) reduces to
Proof: Dropping index k for simplicity, the linear approximation (6) yields
From definitions (3) and (8), result (5), and Theorem A, every term of the right side can be calculated. a) Numerator-numerator moment:
b) Denominator-denominator moment:
c) Numerator-denominator moment:
The theorem follows by using these expressions.
Abstract-A method for spectral calculation of q-ary digital signals encoded by p-ary convolutional codes is developed. We have assumed a parallel encoding process such that for a code with rate k/n and constraint length m, the encoder can be modeled as a Mealy machine of k inputs, n outputs, and ( nz -1) k q-ary memory cells. From this model and from the generator matrix of the code, the characterizing matrices of the Mealy machine are found in a straightforward way. Two assumptions are made on the statistics of the input signal. 1) The input sequence is a wide-sense stationary vector process of dimension k. 2) The input vectors are statistically independent. With these assumptions and from the characterizing matrices of the Mealy machine, the method developed by Cariolaro and Tronca can be readily used. The continuous and discrete components of the spectrum of the coded signal are expressed in matrix form, which is particularly appropriate for computer programming.
I. INTRODUCTION Until recently, the power spectral density of binary signals encoded by convolutional codes has been assumed to be a scaled version of the spectrum before encoding. In a recent paper, Divsalar and Simon [2] gave a theoretical account of a class of convolutional codes, called correlated codes, for which this assumption is not true. In fact, these codes have been shown to exhibit some interesting properties of bandwidth compression.
The object of the present correspondence is to present an extension of the results given in [l] for block codes, so as to include the case of multilevel convolutional codes. We consider the broad class of convolutional codes with q-ary input symbols and p-ary output symbols, where q 5 p and all symbols are elements of the Galois field GF( p).
As in [3], we assume a parallel encoder that can be modeled as a Mealy machine whose matrices are obtained from the generator matrix of the code with p-ary elements. We also assume that the input signal is a wide-sense stationary vector process with statistically independent vectors. The work is divided as follows. In Section II we present the mathematical tools that model the encoder as a Mealy machine. In Section III we present a short review of the results developed in [l] , and finally in Section IV we give examples of spectral calculations for binary and ternary convolutional codes, both with binary input symbols.
II. MODELINGTHEENCODER Let the generator matrix of a p-ary convolutional code of rate k/n and constraint length m be given by G= [Go G, ... Gnlml] (1) where G, (I = O,l;+., m -1) are n X k submatrices with elements g,(i, j) from the Galois field of p elements, GF(p).
A parallel encoder is assumed with M = k( m -1) q-ary memory cells [4, pp. 392-3941 . At the rth time slot, the encoder accepts k q-ary numbers x: E GF( q), q 5 p, i = 1,2,. . , k, 
