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In this work Hopfield neural networks with neutral delays are considered. Some sufficient
conditions for the existence and uniqueness of almost periodic solutions are established
by using the fixed point theorem and differential inequality techniques. The results of this
work are new and complement previously known results.
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1. Introduction
Consider the following models for Hopfield neural networks (HNNs) with neutral delays:
x′i(t) = −ci(t)xi(t)+
n∑
j=1
aij(t)fj(xj(t − τij(t)))+
n∑
j=1
bij(t)gj(x′j(t − σij(t)))+ Ii(t), i = 1, 2, . . . , n, (1.1)
in which n corresponds to the number of units in a neural network, xi(t) corresponds to the state vector of the ith unit at
the time t , ci(t) > 0 represents the rate with which the ith unit will reset its potential to the resting state in isolation when
disconnected from the network and external inputs at the time t . aij(t) and bij(t) are the connection weights at the time t ,
τij(t) ≥ 0 and σij(t) ≥ 0 correspond to the transmission delay of the ith unit along the axon of the jth unit at the time t , Ii(t)
denotes the external inputs at time t , fj and gj are activation functions of signal transmission.
It is well known that the HNNs have been successfully applied to signal and image processing, pattern recognition and
optimization. Hence, they have been the object of intensive analysis by numerous authors in recent years. In particular, there
have been extensive results on the problem of the existence and stability of periodic and almost periodic solutions of HNNs
in the literature (see [1–5,9]).
In recent years, the stability analysis of various neutral delay–differential systems has also received some attention [6–8].
The theory of neutral delay–differential systems is of both theoretical and practical interest. For a large class of electrical
networks containing lossless transmission lines, the describing equations can be reduced to neutral delay–differential
equations; such networks arise in high speed computers where nearly lossless transmission lines are used to interconnect
switching circuits. Also, the neutral systems often appear in the study of automatic control, population dynamics, and
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vibrating masses attached to an elastic bar [6–9]. In [9], by using an abstract continuous theorem of a k-set contractive
operator and some analysis technique, some new sufficient conditions are obtained for the existence of periodic solutions
of neutral delayed HNNs (1.1). However, to the best of our knowledge, few authors have considered the existence and
uniqueness of almost periodic solutions of the HNNs (1.1). Thus, it is worthwhile to continue to investigate HNNs (1.1)
in this case.
The main purpose of this work is to give the conditions for the existence and uniqueness of almost periodic solutions
for system (1.1). By applying a fixed point theorem and differential inequality techniques, we derive some new sufficient
conditions ensuring the existence and uniqueness of the continuously differentiable almost periodic solution, which are
new and complement previously known results. Moreover, an example is also provided to illustrate the effectiveness of our
results.
We also assume that the following conditions (H1) and (H2) hold.
(H1) For each j ∈ {1, 2, . . . , n}, there exist nonnegative constants L˜j and Lj such that
|fj(u)− fj(v)| ≤ L˜j|u− v|, |gj(u)− gj(v)| ≤ Lj|u− v|, for all u, v ∈ R. (1.2)
(H2) There exist constants η > 0 and ξi > 0, i = 1, 2, . . . , n, such that for all t ∈ R, there holds
−ci(t)+ ξ−1i
n∑
j=1
[|aij(t)|L˜j + |bij(t)|Lj]ξj < −η < 0.
Throughout thiswork, for i, j = 1, 2, . . . , n, it will be assumed that ci, Ii, aij, bij, τij, σij : R→ R are almost periodic functions,
and there exist constants c˜i and c¯i such that
0 < c˜i = inf
t∈R ci(t), c i = supt∈R ci(t). (1.3)
For convenience, we introduce some notation. We will use x = (x1, x2, . . . , xn)T ∈ Rn to denote a column vector, in which
the symbol (T) denotes the transpose of a vector. For matrix D = (dij)n×n,DT denotes the transpose of D, and En denotes the
identity matrix of size n. A matrix or vector D ≥ 0 means that all entries of D are greater than or equal to zero. D > 0 can be
defined similarly. For matrices or vectors D and E, D ≥ E (resp. D > E) means that D− E ≥ 0 (resp. D− E > 0).
We set
B = {ϕ|ϕ = (ϕ1(t), ϕ2(t), . . . , ϕn(t))T}, (1.4)
where ϕ is a continuously differentiable almost periodic function on R. For ∀ϕ ∈ B, we define the induced modulus
‖ϕ‖B = max
{
sup
t∈R
max
1≤i≤n
|ϕi(t)|, sup
t∈R
max
1≤i≤n
|ϕ′i (t)|
}
,
and then B is a Banach space.
Definition 1 (See [10,11]). Let u(t) : R −→ Rn be continuous in t . u(t) is said to be almost periodic on R if, for any ε > 0,
the set T (u, ε) = {δ : |u(t + δ) − u(t)| < ε,∀t ∈ R} is relatively dense, i.e., for any ε > 0, it is possible to find a real
number l = l(ε) > 0 where, for any interval with length l(ε), there exists a number δ = δ(ε) in this interval such that
|u(t + δ)− u(t)| < ε, ∀t ∈ R.
Definition 2 (See [10,11]). If u(t) : R −→ Rn is continuously differentiable in t , u(t) and u′(t) are almost periodic on R, then
u(t) is said to be a continuously differentiable almost periodic function.
Definition 3 (See [10,11]). Let x ∈ Rn and Q (t) be an n× n continuous matrix defined on R. The linear system
x′(t) = Q (t)x(t) (1.5)
is said to admit an exponential dichotomy on R if there exist positive constants k, α, projection P and the fundamental
solution matrix X(t) of (1.5) satisfying
‖X(t)PX−1(s)‖ ≤ ke−α(t−s) for t ≥ s,
‖X(t)(I − P)X−1(s)‖ ≤ ke−α(s−t) for t ≤ s.
Lemma 1.1 (See [10,11]). If the linear system (1.5) admits an exponential dichotomy, then the almost periodic system
x′(t) = Q (t)x+ g(t) (1.6)
has a unique almost periodic solution x(t), and
x(t) =
∫ t
−∞
X(t)PX−1(s)g(s)ds−
∫ +∞
t
X(t)(I − P)X−1(s)g(s)ds. (1.7)
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Lemma 1.2 (See [10,11]). Let ci(t) be an almost periodic function on R and
M[ci] = lim
T→+∞
1
T
∫ t+T
t
ci(s)ds > 0, i = 1, 2, . . . , n.
Then the linear system
x′(t) = diag(−c1(t),−c2(t), . . . ,−cn(t))x(t)
admits an exponential dichotomy on R.
The remaining part of thiswork is organized as follows. In Section 2,we shall derive new sufficient conditions for checking
the existence and uniqueness of continuously differentiable almost periodic solutions of (1.1). In Section 3, we shall give
some examples and remarks to illustrate our results obtained in the previous sections.
2. Existence and uniqueness of almost periodic solutions
Theorem 2.1. Let (H1) and (H2) hold. Then, there exists a unique continuously differentiable almost periodic solution of system
(1.1).
Proof. Set
x¯i(t) = ξ−1i xi(t).
Then we can transform (1.1) into the following system:
x¯′i(t) = −ci(t)x¯i(t)+ ξ−1i
n∑
j=1
aij(t)fj(ξjx¯j(t − τij(t)))
+ ξ−1i
n∑
j=1
bij(t)gj(ξjx¯′j(t − σij(t)))+ ξ−1i Ii(t), i = 1, 2, . . . , n. (2.1)
For ∀ϕ ∈ B, we consider the almost periodic solution xϕ(t) of nonlinear almost periodic differential equations
x¯′i(t) = −ci(t)x¯i(t)+ ξ−1i
n∑
j=1
aij(t)fj(ξjϕj(t − τij(t)))
+ ξ−1i
n∑
j=1
bij(t)gj(ξjϕ′j (t − σij(t)))+ ξ−1i Ii(t), i = 1, 2, . . . , n. (2.2)
Then, notice thatM[ci] > 0, i = 1, 2, . . . , n; it follows from Lemma 1.2 that the linear system
x′i(t) = −ci(t)xi(t), i = 1, 2, . . . , n, (2.3)
admits an exponential dichotomy on R. Thus, by Lemma 1.1, we obtain that the system (2.2) has exactly one almost periodic
solution:
xϕ(t) = (xϕ1 (t), xϕ2 (t), . . . , xϕn (t))T
=
(∫ t
−∞
e−
∫ t
s c1(u)du
[
ξ−11
n∑
j=1
a1j(s)fj(ξjϕj(s− τ1j(s)))+ ξ−11
n∑
j=1
b1j(s)gj(ξjϕ′j (s− σ1j(s)))
+ ξ−11 I1(s)
]
ds, . . . ,
∫ t
−∞
e−
∫ t
s cn(u)du
[
ξ−1n
n∑
j=1
anj(s)fj(ξjϕj(s− τnj(s)))
+ ξ−1n
n∑
j=1
bnj(s)gj(ξjϕ′j (s− σnj(s)))n+ ξ−1n In(s)
]
ds
)T
. (2.4)
Now, we define a mapping T : B→ B by setting
T (ϕ)(t) = xϕ(t), ∀ϕ ∈ B.
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We next prove that the mapping T is a contraction mapping of B. In fact, in view of (2.4), (H1) and (H2), for ∀ϕ,ψ ∈ B, we
have
|T (ϕ(t))− T (ψ(t))| = (|(T (ϕ(t))− T (ψ(t)))1|, . . . , |(T (ϕ(t))− T (ψ(t)))n|)T
=
(∣∣∣∣∣
∫ t
−∞
e−
∫ t
s c1(u)du
[
ξ−11
n∑
j=1
a1j(s)(fj(ξjϕj(s− τ1j(s)))− fj(ξjψj(s− τ1j(s))))
+ ξ−11
n∑
j=1
b1j(s)(gj(ξjϕ′j (s− σ1j(s)))− gj(ξjψ ′j (s− σ1j(s))))
]
ds
∣∣∣∣∣ , . . . ,∣∣∣∣∣
∫ t
−∞
e−
∫ t
s cn(u)du
[
ξ−1n
n∑
j=1
anj(s)(fj(ξjϕj(s− τnj(s)))− fj(ξjψj(s− τnj(s))))
+ ξ−1n
n∑
j=1
bnj(s)(gj(ξjϕ′j (s− σnj(s)))− gj(ξjψ ′j (s− σnj(s))))
]
ds
∣∣∣∣∣
)T
≤
(∫ t
−∞
e−
∫ t
s c1(u)du
[
ξ−11
n∑
j=1
|a1j(s)|L˜jξj|ϕj(s− τ1j(s))− ψj(s− τ1j(s))|
+ ξ−11
n∑
j=1
|b1j(s)|Ljξj|ϕ′j (s− σ1j(s))− ψ ′j (s− σ1j(s))|
]
ds, . . . ,
∫ t
−∞
e−
∫ t
s cn(u)du
[
ξ−1n
n∑
j=1
|anj(s)|L˜jξj|ϕj(s− τnj(s))− ψj(s− τnj(s))|
+ ξ−1n
n∑
j=1
|bnj(s)|Ljξj|ϕ′j (s− σnj(s))− ψ ′j (s− σnj(s))|
]
ds
)T
≤
(∫ t
−∞
e−
∫ t
s c1(u)duξ−11
n∑
j=1
[|a1j(s)|L˜j + |b1j(s)|Lj]ξjds‖ϕ(t)− ψ(t)‖B, . . . ,
∫ t
−∞
e−
∫ t
s cn(u)duξ−1n
n∑
j=1
[|anj(s)|L˜j + |bnj(s)|Lj]ξjds‖ϕ(t)− ψ(t)‖B
)T
≤
(∫ t
−∞
e−
∫ t
s c1(u)du(c1(s)− η)ds, . . . ,
∫ t
−∞
e−
∫ t
s cn(u)du(cn(s)− η)ds
)T
‖ϕ(t)− ψ(t)‖B
≤
(∫ t
−∞
e−
∫ t
s c1(u)dud
(
−
∫ t
s
c1(u)du
)
− η
∫ t
−∞
e−
∫ t
s c1(u)duds, . . . ,∫ t
−∞
e−
∫ t
s cn(u)dud
(
−
∫ t
s
cn(u)du
)
− η
∫ t
−∞
e−
∫ t
s cn(u)duds
)T
‖ϕ(t)− ψ(t)‖B
≤
(
1− η
∫ t
−∞
e−
∫ t
s c¯1duds, . . . , 1− η
∫ t
−∞
e−
∫ t
s c¯nduds
)T
‖ϕ(t)− ψ(t)‖B
≤
(
1− η
c¯1
, . . . , 1− η
c¯n
)T
‖ϕ(t)− ψ(t)‖B.
It follows that
‖T (ϕ(t))− T (ψ(t))‖B = sup
t∈R
max
1≤i≤n
|(T (ϕ(t))− T (ψ(t)))i| ≤
1− η
max
1≤i≤n
c¯i
 ‖ϕ(t)− ψ(t)‖B. (2.5)
If η = max1≤i≤n c¯i, then
0 = 1− η
max
1≤i≤n
c¯i
<
1
2
. (2.6)
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On the other hand, if η < max1≤i≤n c¯i, then
1− η
max
1≤i≤n
c¯i
< 1. (2.7)
Thus, in view of (2.6) and (2.7), (2.5) implies that themapping T : B −→ B is a contractionmapping. Therefore, themapping
T possesses a unique fixed point
Z∗∗ = (Z∗∗1 (t), Z∗∗2 (t), . . . , Z∗∗n (t))T ∈ B, TZ∗∗ = Z∗∗.
By (2.2) and (2.4), Z∗∗ satisfies (2.1). So (1.1) has a unique continuously differentiable almost periodic solution Z∗ =
(ξ1Z∗∗1 (t), ξ2Z
∗∗
2 (t), . . . , ξnZ
∗∗
n (t))
T. The proof of Theorem 2.1 is now completed. 
3. An example
In this section, we give an example to demonstrate the results obtained in previous sections.
Example 3.1. Consider the following HNNs with neutral delays:
x′1(t) = −(1+ | sin t|)x1(t)+
1
4
(sin t)f1(x1(t − 22 sin2 t))+ 136 (sin 3t)f2(x2(t − 11 sin
4 t))
+ 1
4
(cos t)g1(x′1(t − 2 sin6 t))+
1
36
(sin
√
5t)g2(x′2(t − 20 sin8 t))+ I1(t),
x′2(t) = −(4+ | cos t|)x1(t)+ (cos
√
3t)f1(x1(t − 6| sin t|))+ 14 (sin t)f (x2(t − 8| sin t|))
+ (cos√5t)g1(x′1(t − 2 sin10 t))+
1
4
(cos
√
7t)g2(x′2(t − 20 sin4 t))+ I2(t),
(3.1)
where fi(x) = gi(x) = |x|, i = 1, 2, I1(t) = 15 sin t + sin
√
21t ,I2(t) = 5 sin t + sin
√
2t .
Note that c1(t) = (1 + | sin t|), c2(t) = (4 + | cos t|), L1 = L2 = L˜1 = L˜2 = 1, a11(t) = 14 (sin t), b11(t) =
1
4 (cos t), a12(t) = 136 (sin 3t), b12(t) = 136 (sin
√
5t), a21(t) = (cos
√
3t), b21(t) = (cos
√
5t), a22(t) = 14 (sin t), b22(t) =
1
4 (cos
√
7t). Hence,
−ci(t)+
2∑
j=1
[|aij(t)|L˜j + |bij(t)|Lj] < −19 < 0, i = 1, 2,
which implies that system (3.1) satisfies all the conditions in Theorem 2.1. Hence, system (3.1) has exactly one continuously
differentiable almost periodic solution.
Remark 3.1. HNNs (3.1) are very simple forms of neural networks with neutral delays. One can easily see that all the results
in [1–11] and the references therein are not applicable to HNNs (3.1) for obtaining the existence and uniqueness of almost
periodic solutions. This implies that the results of this work are essentially new.
4. Conclusions
In this letter, Hopfield neural networks with neutral delays have been studied. Some sufficient conditions for the
existence and uniqueness of almost periodic solutions have been established. The results obtained are new and complement
previously known results. Moreover, an example is given to illustrate the effectiveness of our results.
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