Abstract-A single unicast index coding problem (SUICP) with symmetric neighboring and consecutive side-information (SNCS) has K messages and K receivers, the kth receiver R k wanting the kth message x k and having the side-information
I. INTRODUCTION AND BACKGROUND
An index coding problem, consists of a transmitter and a set of m receivers, R = {R 0 , R 1 , . . . , R m−1 }. The transmitter has a set of n independent messages, X = {x 0 , x 1 , . . . , x n−1 }. Each receiver, R k = (K k , W k ), knows a subset of messages, K k ⊂ X, called its side-information, and demands to know another subset of messages, W k ⊆ K c k , called its Want-set or Demand-set. The transmitter can take cognizance of the sideinformation of the receivers and broadcast coded messages, called the index code, over a noiseless channel. The problem of index coding with side-information was introduced by Birk and Kol [3] . An index coding problem is called single unicast [4] if the demand sets of the receivers are disjoint and the size of each demand set is one.
In a vector linear index code x k ∈ F p k q , x k = (x k,1 , x k,2 , . . . , x k,p k ), x k,j ∈ F q for k ∈ [0 : n − 1] and j ∈ [1 : p k ] where F q is a finite field with q elements. An index coding is a mapping defined as The symmetric capacity C for the index coding problem is defined as the maximum number of message symbols transmitted per index code symbol such that every receiver gets its wanted message symbols and all the receivers get equal number of wanted message symbols. Maleki, Cadambe and Jafar [1] found the symmetric capacity of SUICP(SNCS) with K messages and K receivers, each receiver has a total of U + D < K side-information, corresponding to the U messages before and D messages after its desired message. In this setting, the kth receiver R k demands the message x k having the side-information
(1) The subscripts in (1) are to be considered modulo K. The symmetric capacity of this index coding problem setting is:
where
In the one-sided side-information case, i.e., the cases where U is zero, the kth receiver R k demands the message x k having the side-information,
for which (2) reduces to
symbols per message. If U = 0, we refer to this SUICP(SNCS) as one-sided SUICP(SNCS), else we refer to it as two-sided SUICP(SNCS). Jafar [2] established the relation between index coding problem and topological interference management problem.
The capacity and optimal coding results in index coding can be used in corresponding topological interference management problems.
A. Review of Adjacent Independent Row (AIR) matrices
In [6] , we constructed binary matrices of size m × n(m ≥ n) such that any n adjacent rows of the matrix are linearly independent over every field. We refer to these matrices as adjacent independent row (AIR) matrices. In [7] , we studied some of the combinatorial properties of AIR matrices.
The matrix obtained by Algorithm 1 is called the (m, n) AIR matrix and it is denoted by L m×n . The general form of the (m, n) AIR matrix is shown in Fig. 1 . It consists of several submatrices of different sizes as shown in Fig.1 . The description of the submatrices are as follows: Let c and d be two positive integers and d divides c. The following matrix denoted by I c×d is a rectangular matrix.
and I d×c is the transpose of I c×d . Towards explaining the other quantities shown in the AIR matrix shown in Fig. 1 , for a given m and n, let λ −1 = n, λ 0 = m − n and
. . .
where λ l+1 = 0 for some integer l, λ i , β i are non-negative integers and λ i < λ i−1 for i = 1, 2, . . . , l. The number of submatrices in the AIR matrix is l + 2 and the size of each submatrix is expressed in terms of
In [6] , we gave optimal length scalar linear index codes for one-sided SUICP(SNCS) using AIR encoding matrices. In [5] , we constructed optimal length (U + 1) dimensional vector linear index codes for two-sided SUICP(SNCS) satisfying some conditions on K, D and U . The vector linear index code construction in [5] does not use AIR matrices. In [7] , we gave a low-complexity decoding for one-sided SUICP(SNCS) with AIR matrix as encoding matrix. The low complexity decoding method helps to identify a reduced set of side-information for each user with which the decoding can be carried out. By this method, we explicitly give the set of broadcast symbols required at every receiver to decode its wanted message.
In this paper, we refer to the dimension of a vector linear index code to be minimal, if there is no capacity achieving
Step 1 1.1: Let m = qn + r for r < n. 1.2: Use I qn×n to fill the first qn rows of the unfilled part of L. 1.3: If r = 0, Go to Step 3.
Step 2 2.1: Let n = q ′ r + r ′ for r ′ < r. Step 3 Exit.
vector linear index code whose dimension is less than the minimal dimension.
B. Contributions
In a b-dimension vector index coding, the transmitter has to wait for b-realizations of a given message symbol to perform the index coding. In scalar index codes, the transmitter encodes each realization of the message symbols separately. In a delay critical environment like real time video streaming, it may not be desirable to wait for b-realizations of a given message symbol. Hence, in this paper, we focus on reducing the dimension of vector linear index codes without compromising on optimal length of the code.
• For the two-sided SUICP(SNCS) with arbitrary K, D and U , we construct optimal length
dimensional vector linear index codes. The proposed construction is independent of field size and works over every field.
• We prove that the constructed vector linear index codes are of minimal dimension if
• We give a low-complexity decoding for the two-sided SUICP(SNCS). By this method, we explicitly give the set of broadcast symbols required at every receiver to decode its wanted message.
• We give encoding matrices for the proposed vector linear index codes by using AIR matrices.
The SUICP(SNCS) considered in this paper was referred as symmetric neighboring antidote multiple unicast index coding problem by Maleki, Cadambe and Jafar in [1] .
All the subscripts in this paper are to be considered modulo K.
The paper is organized as follows. In Section II, we give a construction of reduced dimension optimal vector linear index codes for two-sided SUICP(SNCS). In Section III, we give a special case of the proposed construction. The proofs of Theorem 1 and all Lemmas in this paper have been omitted due to space constraints. All the proofs and more examples can be found in [8] .
II. CONSTRUCTION OF REDUCED DIMENSION VECTOR LINEAR INDEX CODES
For the b-dimensional vector linear index coding, we refer to x k ∈ F b q as a message vector and x k,1 , x k,2 , . . . , x k,b ∈ F q as message symbols. Theorem 1. Given arbitrary positive integers K, D and U , consider the two-sided SUICP(SNCS) with K messages {x 0 , x 1 , · · · , x K−1 } and the receivers being K, and the receiver R k for k ∈ [0 : K − 1] wanting the message x k and having the side-information given by
.
, · · · , x k,ua ) be the message vector wanted by the kth receiver, where
Let
Let L be the AIR matrix of size K a × (K a − ∆ a ) and L s be the sth row of L for every s ∈ [0 : K a − 1]. The optimal length u a dimensional vector linear index code for the twosided SUICP(SNCS) with K messages and D side-information after and U side-information before is given by
Sketch of the proof: For every k ∈ [0 : K a − 1] and t ∈ [1 : u a ], from the alignment of message symbols in (7), for receiver R k , its wanted message x k,t is present in y s+t−1 and every other message symbol in y s+t−1 is in side-information of R k , where s = k a . Hence, receiver R k can decode y s+t−1 first and from y s+t−1 it can decode x k,t . We showed that for every receiver R k , every message symbol present in y s+t , y s+t+1 , . . . , y s+t+∆a−1 is in sideinformation of R k except x k,t+1 , x k,t+2 , . . . , x k,ua . If t = u a , R k wants to decode y s+ua−1 . Every message symbol present in y s+ua , y s+ua+1 , . . . , y s+ua+∆a−1 is in side-information of R k . This problem is equivalent to one-sided SUICP(SCNC) with K a messages and ∆ a side-information. Hence, R k can decode y s+ua−1 by adding a set of broadcast symbols in (8) . Let τ j be the set of broadcast symbols used to decode y j and S j be the sum of broadcast symbols present in τ j for j ∈ [0 : K a − 1]. We proved that the message symbol x k,t wanted by receiver R k is decoded from S s+t−1 for t ∈ [0 : t − 1]. The receiver R k decodes its wanted message symbols x k,ua , x k,ua−1 , . . . , x k,2 , x k,1 one at a time starting from x k,ua and proceeds to decode in the following order
after cancelling the interference from already decoded message symbols. For all SUICP(SCNC) not satisfying the gcd condition in Lemma 1, we conjecture that the constructed optimal vector linear index codes in Theorem 1 are minimal dimensional.
A. Low Complexity Decoding
In [7] , we gave a low-complexity decoding for one-sided SUICP(SNCS) with AIR matrix as encoding matrix. The low complexity decoding method helps to identify a reduced set of side-information for each user with which the decoding can be carried out. By this method every receiver is able to decode its wanted message symbol by simply adding some broadcast symbols. The low complexity decoding of one-sided SUICP(SNCS) with K a messages and ∆ a side-information explicitly gives the set τ s of broadcast symbols required to obtain S s and to decode y s for s ∈ [0 : K a − 1]. The proof of Theorem 1 includes a procedure to decode x k,t from S s+t−1 for k ∈ [0 :
Hence, in essence Theorem 1 gives a low complexity decoding for every message symbol x k,t for k ∈ [0 :
The following examples illustrate the construction of optimal vector linear index codes and low complexity decoding for two-sided SUICP(SNCS). 
for g ∈ [0 : 10]. The AIR matrix of size L 11×9 is given below. 
The scalar linear index code obtained from L 11×9 for the one-sided SUICP(SNCS) with K a = 11, ∆ a = 2 is given by C = {c 0 , c 1 , . . . , c 8 } = {y 0 + y 9 , y 1 + y 10 , y 2 + y 9 , y 3 + y 10 , y 4 + y 9 , y 5 + y 10 , y 6 + y 9 , y 7 + y 10 , y 8 + y 9 + y 10 }.
The vector linear index code for the given two-sided SUICP(SNCS) is obtained by replacing y g in C with x 2g,1 + x 2g+1,1 + x 2(g−1),2 + x 2(g−1)+1,2 for g ∈ [0 : 11]. The code C maps 44 message symbols into 9 broadcast symbols.
Let τ s be the set of broadcast symbols required to decode y s from C. The values of τ s and S s for s ∈ [0 : 10] are given in Table I . Receiver R k , k ∈ [0 : 21] wants to decode x k,1 In S 7 , all other messages except x 14,1 and x 14,2 are in the side information of R 14 . R 14 already decoded x 14,2 and hence it cancels the interference in S 7 due to x 14,2 and then decodes x 14,1 . The capacity of the given SUICP(SNCS) is 
Ws
τs Ss y 0 c 0 , c 2 S 0 = y 0 + y 9 c 0 + y 2 + y 9 c 2 = y 0 + y 2 y 1 c 1 , c 3 S 1 = y 1 + y 10 c 1 + y 3 + y 10 c 3 = y 1 + y 3 y 2 c 2 , c 4 S 2 = y 2 + y 9 c 2 + y 4 + y 9 c 4 = y 2 + y 4 y 3 c 3 , c 5 S 3 = y 3 + y 10 c 3 + y 5 + y 10 c 5 = y 3 + y 5 y 4 c 4 , c 6 S 4 = y 4 + y 9 + y 6 + y 9 = y 4 + y 6 y 5 c 5 , c 7 S 5 = y 5 + y 10 + y 7 + y 10 = y 5 + y 7 y 6 c 6 , c 7 , c 8 S 6 = c 6 + c 7 + c 8 = y 6 + y 7 + y 8 y 7 c 7 , c 8 S 7 = c 7 + c 8 = y 7 + y 8 + y 9 y 8 c 8 S 8 = y 8 + y 9 + y 10 y 9 c 0 S 9 = y 0 + y 9 y 10 c 1 S 10 = y 1 + y 10
B. Encoding Matrices for Optimal Vector Linear Codes
In this subsection, we give encoding matrices for optimal vector linear index codes of two-sided SUICP(SNCS). The notations used in Definition 1 and Lemma 2 are defined in Theorem 1. The subscripts in Definition 1 are to be considered modulo K a . Definition 1. Let L be the AIR matrix of size K a ×(K a −∆ a ). Let L s be the sth row of L for s ∈ [0 : K a − 1]. Then, the sth matrix V s and the matrixṼ s is defined as
Lemma 2. Consider the two-sided SUICP(SNCS) with K messages, U side-information after and D side-information before the desired message. Let
be the message vector wanted by the kth receiver, where
For this two-sided SUICP(SNCS), an encoding matrix for optimal length vector linear index code 
III. OPTIMAL SCALAR LINEAR INDEX CODES FOR TWO-SIDED SUICP(SNCS)
In the construction given in Theorem 1, if U + 1 divides both K and D − U , then we have a = U + 1 and u a = 1. In this case, (7) reduces to 
Hence, in this case, the index code given by (8) is an optimal length scalar linear index code.
Example 4. Consider the two-sided SUICP(SNCS) with K = 14, D = 3 and U = 1. For this SUICP(SNCS), we have gcd(K, D − U, U + 1) = U + 1 = 2. The optimal length index code for this two-sided SUICP(SNCS) is a scalar linear index code. For this two-sided SUICP(SNCS), we have K a = 7, ∆ a = 1. An optimal length encoding matrix for this one-sided SUICP(SNCS) is an AIR matrix of size 7 × 6. AIR matrix of size 7 × 6 is given below. The scalar linear index code C (2s) for the given two-sided SUICP(SNCS) is obtained by replacing y s in C with x 2s + x 2s+1 for s ∈ [0 : 6]. The scalar linear index code C (2s) is given below.
C
(2s) = {x 0 + x 1 + x 12 + x 13 , x 2 + x 3 + x 12 + x 13 , x 4 + x 5 + x 12 + x 13 , x 6 + x 7 + x 12 + x 13 , x 8 + x 9 + x 12 + x 13 , x 10 + x 11 + x 12 + x 13 }.
