In this paper we study asymptotic behavior of a dynamical functional for an α-stable autoregressive fractionally integrated moving average (ARFIMA) process. We find an analytical formula for this important statistics and show its usefulness as a diagnostic tool for ergodic properties. The obtained results point to the very fast convergence of the dynamical functional and show that even for short trajectories one may obtain reliable conclusions on the ergodic properties of the ARFIMA process. Moreover we use the obtained theoretical results to illustrate how the dynamical functional statistics can be used in the verification of the proper model for an analysis of some biophysical experimental data.
I. INTRODUCTION
Anomalous or fractional diffusion with the mean-squared displacement being nonlinear in time can have various physical origins, which can be identified through a careful data analysis [1, 2] . Fractional diffusion is related to the concept of fractional dynamic equations, an active field of study in physics, mechanics, chemistry, and biology. 
where 0 < α < 1 and V (x) is an external potential [3, 4] . This corresponds to the popular continuous time random walk (CTRW) model with the waiting times described by an α-stable distribution or to subordination of classical diffusion by a randomized time defined as an inverse α-stable subordinator [5, 6] . In recent years, there has been a great interest in long-range dependent and self-similar processes, in particular fractional Brownian motion (FBM), fractional Lévy motion (FLM), and fractionally integrated autoregressive moving average (ARFIMA) time series. From the physical point of view, it is known that ARFIMA(p,d,q) is a discrete time analog of fractional Langevin equation (FLE) that takes into account the memory parameter d. It also includes other popular models of fractional dynamics as FBM and FLM, which are limiting cases of aggregated ARFIMA [7] .
Modeling physical or biological data with fractional linear discrete-time series, namely, the autoregressive (AR) fractionally integrated (FI) moving average (MA) time series, called an ARFIMA process, is a technique that has attracted attention in recent years (see Refs. [8, 9] and references therein). Introduced by Granger and Joyeux [10] and Hosking [11] , an ARFIMA(p,d,q) time series is a process {X n }, n = 0,1,2, . . . that satisfies the equation
where ε n are i.i.d. random variables with either finite or infinite variance. The sequence ε n is often called the innovation process. (z) = 1 − φ 1 z − φ 2 z 2 − · · · − φ p z p and (z) = 1 + θ 1 z + θ 2 z 2 + · · · + θ q z q are polynomials of, respectively, autoregressive (AR) and moving average (MA) parts, B is the backward shift operator, e.g., BX n = X n−1 ,B j X n = X n−j for j ∈ N , and d is the fractional integration order from the FI part.
When d = 0 the integrating operator (1 − B)
−d reduces to the identity operator. The meaning of the last mentioned operation is the following: the process X n is said to be integrated of order d if (1 − B) d X t = u n for some stationary process u n . The fractional integrating part operator [FI(d) ] is defined as
It was shown recently that the time series of this type can be regarded as sampled trajectories of the coordinates governed by a system of linear stochastic differential equations with constant coefficients and that the physical importance of these results is significant. Moreover, after suitable refinement this connection establishes a reliable physical basis for the ARFIMA models [12] . On the other hand, the problem of ergodicity of the process is an essential issue for the real-life processes. Verification of the Boltzmann ergodic hypothesis for a given system is one of the most fundamental problems in statistical mechanics [5, 6] . Ergodic properties of stationary stochastic processes can be studied as a part of the general theory of dynamical systems. The assumption on stationarity is crucial here since stationarity implies that its propagator (shift transformation) is measure preserving. Consequently, if a process is ergodic and measure preserving, then from the Birkhoff ergodic theorem we obtain the asymptotic equality of time and ensemble averages [13] . Recently, ergodicity breaking of systems exhibiting anomalous behavior have attracted growing attention of researchers in various fields of physics, biology, and related sciences [5, [14] [15] [16] [17] .
The present paper is devoted to the study of ergodic properties of α-stable ARFIMA processes and is structured as follows. In Sec. II our considerations start with a stochastic description of the ARFIMA model. This allows us to calculate coefficients of MA representation of the exemplary ARFIMA processes, FIMA(d,1) and ARFIMA (1,d,1) , in the language of special functions. In Sec. III we present an analytical form of the important statistics for our study: dynamical functional for an ARFIMA model with symmetric α-stable noise. Next, in Sec. IV, we study asymptotic behavior of the dynamical functional, D(n). Obtained theoretical results are illustrated by simulations in Sec. V. Although presented figures depict only the approximated values, an important observation is that the speed of D(n) convergence is noticeably high. Section VI demonstrates how our methodology can be easily applied to molecular biology experimental data from Refs. [18] and [19] .
II. ARFIMA PROCESS WITH α-STABLE NOISE
In the paper we focus on the ARFIMA time series with the symmetric α-stable (SαS) innovation process, with ε n following the distribution with the characteristic function
for 0 < α 2,σ > 0. The motivation for such a choice of the noise process is that this distribution often occurs in many reallife processes, e.g., anomalous diffusion (e.g., Refs. [8, 20] ), and is a natural choice for modeling heavy (power law) tail phenomena. Under some assumptions on the values of the parameters
, the ARFIMA process (2) is stationary and can be written in a convenient moving average form [21] :
The c j coefficients of moving average can be calculated explicitly via simple series transformations (see, e.g., Ref. [21] ); for example, for FIMA(d,1), i.e., ARFIMA(0,d,1), the coefficients are
and for ARFIMA(1,d,1)
where 2 F 1 is the hypergeometric function (see, for example, Ref. [22] ). We can also explicitly derive the c j in some special cases of commonly used processes: (1) ARFIMA(1,0,0) with α = 2 being a discrete time version of the Ornstein-Uhlenbeck process:
(2) ARFIMA(0,d,0) with α = 2 being a discrete time analog of the increments of fractional Brownian motion:
.
In Fig. 1 one can see exemplary plots of sample trajectories of ARFIMA(1,d,1) with SαS innovations for different values of parameters α, d, φ, and θ . As can be noticed, the increase of the φ parameter results in the more apparent mean reversion (row behavior in the mentioned figure), while the increase of the α parameter results in the increase of jump sizes (column behavior).
An important remark concerning the ARFIMA model is that it builds a big class of processes that can serve in modeling not only fractional dynamics but also short-time dependencies and autoregression. Moreover, when properly scaled and aggregated, they converge to continuous time anomalous diffusion processes with such prominent examples as the fractional Brownian (or Lévy) motion [ARFIMA(0,d,0) with Gaussian (or stable) noise] or the Ornstein-Uhlenbeck process [ARFIMA(1,0,0)]. Since the experimental data are usually recorded in discrete time, the ARFIMA process seems to be a natural tool for modeling fractional dynamics.
III. AN ANALYTICAL FORM OF THE DYNAMICAL FUNCTIONAL FOR ARFIMA WITH SYMMETRIC α-STABLE NOISE
As was already mentioned, ergodicity is a very important feature for the real-life processes. The ergodic process can be understood as a process for which the phase space cannot be divided into two separated, nontrivial sets such that a phase point starting in one of them will never get to 043317-2 the second one. Together with the stationarity it guarantees satisfying the Bolzmann hypothesis; i.e., the temporal and ensemble averages coincide. Hence, for an ergodic process, the observation of many realizations in one time point can be equivalent to observing single trajectory over a long time horizon.
A convenient tool that can be used to test ergodicity is the dynamical functional D(n). It corresponds to a stationary process X n and is defined as
so it describes the dynamical behavior of the process through its increments. Note that the dynamical functional, being the characteristic function of a process, is a deterministic function, as opposed to usual functionals of a stochastic process. In the literature there is a large number of examples of its use for empirical data analysis (e.g., Refs. [13, 23] ). Following the results from Ref. [24] , the stationary infinitely divisible process X n is ergodic if and only if
Hence, an analytical form of the dynamical functional (6) would add to a knowledge on its functional asymptotic behavior and, as a consequence, would become a convenient tool for the verification of the ergodicity property. Note that we use parameters that ensure stationarity of the ARFIMA process and consequently its ergodicity. A nonstationary process would be obviously nonergodic. In the following we will study behavior of the dynamical functional (its asymptotic, speed of convergence, etc.) for stationary and ergodic processes. On the other hand, for nonergodic processes the convergence of the dynamical functional would be violated, proving nonergodicity. A second possible application of the dynamical functional is measuring the interdependence of the process, especially in the case, when the correlation does not exist (as for the α-stable distribution).
In order to introduce a new analytical form of dynamical functional for α-stable moving averages, the concept of codifference will be needed. It is a generalization of the correlation of any two random variables X 1 , X 2 :
which is well defined for any X 1 , X 2 . An operator defined in such a way can serve as an analog of the variance in the cases when the second moment of the variable is not well defined, while τ for the Gaussian variables is equal to covariance. For the casual moving averages with SαS innovations it takes the form (see Ref. [21] )
where the coefficients c j are the moving average coefficients from the formula (4). As a consequence, the new form of the dynamical functional (6) can be derived:
An interesting and well-known case is the Gaussian one, with α = 2. Its dynamical functional is equal to
which, provided that for the Gaussian variable of the form (4) the second moment is equal to σ 2 ∞ j =0 |c j | 2 , coincide with the result obtained by Koopman and von Neumann [25] for the Gaussian process with the autocorrelation function r(n)
The above formula can be very useful if the autocorrelation function is expressed by a straightforward formula. Unfortunately, in the case of ARFIMA processes it is not so trivial to calculate it for high p and q orders. For example, the autocorrelation of ARFIMA(1,d,1) has the form
where 2 F 1 is the hypergeometric function. Although the formula (5) does not seem significantly simpler, its calculation is much easier. Hence, even for a Gaussian case in which ergodicity can be tested using autocorrelation function, the 043317-3 obtained close form of the dynamical functional (11) seems to yield a more convenient tool.
IV. ASYMPTOTIC BEHAVIOR OF D(n)
Being aimed at the estimation of sufficient sample length to utilize the dynamical functional for the verification of the ergodic properties of the process, it is valuable to study the asymptotic behavior of D(n). Kokoszka and Taqqu [21] (Theorem 4.1) proved that, if d is not an integer value, when n → ∞:
If d is an integer value, then simply lim n→∞ τ n = 0. While approximating the asymptotic behavior of D(n), the first important remark is that exp{iX n } in (10) is constant with respect to n (as X n , being a stationary process, has the same distribution for any n). As for j large enough (see Ref. [21] , Corollary 3.1),
where
2 + · · · + θ q z q , one can say that for some large M:
Next, observe that the series
Since, from the assumptions on the parameters we have α(1 − d) > 1, the series is convergent. As a consequence, we have
Hence from the formula (10) and the theorem cited above one obtains that for noninteger d:
(2) For other α and d,
The ranges of parameters α and d, for which case (i) or (ii) should be applied are visualized in Fig. 2 . For d being an integer value one has simply
Again, we can explicitly write the above formulas for some special cases:
(1) ARFIMA(1,0,0) with α = 2 being a discrete time version of the Ornstein-Uhlenbeck process:
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In Fig. 3 we compare two proposed methods of calculating the asymptotic behavior of D(n) for four different sets of parameters of ARFIMA (1,d,1 ). To this end we calculate the exact values (denoted with dashed lines) from formula (11) . The infinite summation in the formula is replaced with finite sum of 2000 elements. Note that during such calculation of D(n) two kinds of numerical errors occur: first, in the cutoff of infinite series, second, in the estimation of c j coefficients. We compare the obtained values with the approximation calculated from formulas (16) and (17) (solid lines) with M = 100. Such approximation allows to avoid cutting off the infinite series and requires estimating lower number of c j coefficients; however, other errors might be present: first, coming from the relation c j ∼ const j (d−1) and, second, from the fact that the formula for codifference is asymptotic, so it will be more accurate for larger values of n. The integrals ∞ 0 g(x) dx were calculated numerically and the relevant series
were replaced by finite sums.
As can be observed in Fig. 3 , the accuracy of the approximation is highly dependent on the choice of parameters. For negative d two compared curves are almost identical, while for positive d the differences are clearly noticeable. Also the α parameter influences the quality of the approximation: for higher values of α we obtain lower accuracy. It might be concluded that for positive d and high values of α a larger M should be used in formulas (16) and (17) . Looking at the speed of convergence of the exact values of D(n) (denoted with dashed lines) one might conclude that it is much higher for negative d, for which a sample of length n < 30 seems to be enough. For positive d a sample of length n ∼ 100 − 200 is required, nevertheless the speed of that convergence is still reasonably high. Again, the speed of convergence is influenced also by α values: for higher values of α we obtain slower convergence.
V. SIMULATION RESULTS
Using the simulated sample paths of ARIFMA(1,d,1) it is possible to see how the empirical dynamical functional behaves and if it fits to the theoretical results.
In (11) and (12), respectively. the theoretical dynamical functional, but calculated using a standard method (12) utilizing the correlation function in the Gaussian case. It is important to notice that using the formula obtained in Sec. IV yields more accurate results than the standard approach, probably due to a lower numerical burden. The respective results for ARFIMA(1,d,1) are shown in Fig. 5 . As can be easily seen, in both cases the theoretical results coincide with the empirical ones. In case of FIMA(d,1) with α = 2, as it is a Gaussian process with real values, the figures of the imaginary parts were omitted (as the empirical values are also very close to 0).
Finally, we illustrate how the obtained theoretical results can be used to determine a structure of the analyzed process and to distinguish between ergodic and nonergodic cases. To this end, we simulate sample trajectories of two processes:
(i) A discrete time version of the ergodic OrnsteinUhlenbeck process:
where B(t) is a Brownian motion. Note that after discretization we get
where t are i.i.d. Gaussian random variables and formula (22) is just an ARFIMA(1,0,0) model with φ = 1 − k, having a stationary, casual solution for |φ| < 1.
(ii) Nonergodic subordinated Ornstein-Uhlenbeck process:
and S α s (t) is the inverse α s -stable subordinator independent of Z(t) defined in the following way: S α s (t) = inf{τ > 0 : ), otherwise stationarity is asymptotic. On the other hand, the subordinated (also called fractional since the corresponding Fokker-Planck equation has a fractional form) Ornstein-Uhlenbeck-process has important applications in numerous areas in physics, as the subordination scheme provides a change of the actual time, e.g., in the case that the particle gets stacked in a crowded environment. Sample trajectories of the two analyzed processes are plotted in Fig. 6 . These sample paths were simulated with k = 0.7, σ = 1, and α s = 0.9.
Next, for both of the analyzed sample paths we cal- dynamical functional converges rapidly to some constant, for the sOU process there is no convergence. Such result might indicate on ergodicity of OU process and clearly proves nonergodicity of the sOU process. Further, we use the analytical formulas obtained in the paper. We estimate parameters of ARFIMA(1,0,0) process and calculate the theoretical asymptotic value of that model. We obtain φ = 0.31 for OU process and φ = 0.45 for the sOU process. The theoretical dynamical functionals for the analyzed cases are plotted in Figs. 7 and 8 together with the corresponding empirical values. What we can observe is that for the OU process these values coincide, which confirms that the analyzed sample trajectory indeed comes from the ARFIMA model with autoregression property and no memory. Obviously, such a model is ergodic. On the other hand, for the sOU process the obtained values are different even in the long time limit. As a consequence, the structure of the analyzed trajectory is significantly different from an ergodic ARFIMA model. This simple example illustrates how using the results derived in the paper we can verify if the analyzed data come from a huge general class of ARFIMA models and make a conclusion on its ergodicity.
VI. DYNAMICAL FUNCTIONAL FOR BIOPHYSICAL DATA
In this section we illustrate how the theoretical results on the moving average representation of the dynamical functional for ARFIMA model can be used in the context of experimental data analysis. We start with an analysis of a single trajectory of fluorescently labeled telomeres in the nucleus of living human cells originating from the U2OS cancer cell line (for a detailed data description see Ref. [27] ). The analyzed trajectory is plotted in Fig. 9 . Since the considered ARFIMA model is a stationary process, we will consider the increments of the X coordinate, i.e., dX(t n ) = X(t n+1 ) − X(t n ), where t 1 ,t 2 , . . . ,t N are the time points of the measurements. A trajectory of the process dX is plotted in the bottom panel of Fig. 9 .
In Ref. [27] the authors showed that the telomere motion is driven by a fractional Gaussian noise with negative memory parameter. Recall that ARFIMA(0,d,0) is a discrete version of the fractional noise process. Moreover, it was recently shown in Ref. [28] that the ARFIMA(0,d,1) process can be an appropriate model for anomalous diffusion data with measurement errors, and the MA part can help in the identification of these errors in such experiments. Being motivated by the mentioned results and the fact that experimental data usually contain some measurement errors, we fit a Gaussian ARFIMA(0,d,1) model to the dX process of the analyzed trajectory. One can find a detailed guideline for the ARFIMA model parameters estimation, e.g., in Ref. [20] . We obtain the parameter values d = −0.32, θ = −0.65, and σ = 0.01. Next, we test for the Gaussianity of the noise process. To this end, we apply a Kolmogorov-Smirnov goodness-of-fit test and obtain p value = 0.44. Because the obtained p value is well above the standard significance level of 5%, the Gaussianity hypothesis cannot be rejected, and we can assume with high certainty that it is true. be described by the ARFIMA(0, − 0.32,1) model. Recall that such a model is characterized by a negative memory responsible for subdiffusion. Moreover, it has no autoregression part, so the lengths of the telomere moves are not linearly dependent on the previous steps. Further, the MA(1) part is found in the data, which means that there is a correlation between the error terms of the consecutive telomere position recordings. Such a property can be related to some recurrent measurement errors. Finally, since the ARFIMA(0, − 0.32,1) model is ergodic and we have rigorously confirmed that its theoretical behavior of the dynamical functional resembles the empirical behavior of the dynamical functional for telomere increments, we can conclude that the telomere motion is ergodic.
Now we turn to the second example illustrating behavior of the dynamical functional for experimental data, namely, movements of mRNA molecules inside live E. coli cells recorded by Golding and Cox [18] in an SPT experiment. We focus on a single trajectory, which is the longest one out of the whole data set. Analogously as in the previous example, we analyze the incremental process dX. The mRNA trajectory is plotted in the top panel of Fig. 11 , and the process dX is plotted in the bottom panel. The same trajectory was analyzed in Ref. [29] and the author showed that the ARFIMA (1,d,1 ) model with α-stable noise process can be used to model the increments of the mRNA motion. We use the same model parameters as estimated in the mentioned work: d = −0.16, φ = −0.02, and θ = 0.12. Next, we fit a symmetric α-stable distribution for the noise process. We obtain α = 1.86 and σ = 0.01. Note that the remaining β and μ parameters are equal to 0. In order to confirm that the chosen distribution fits the analyzed data, we perform the Kolmogorov-Smirnov goodness-of-fit test. The obtained p value is equal to 0.78 and is well above the standard 5% significance level, so we can assume that the α-stable distribution is appropriate for modeling the mRNA data.
Further, we compare the analytical formula for the dynamical functional (17) with the estimated model parameters and the dynamical functional calculated from mRNA data. Again, since we analyze a single trajectory, the ensemble average in (6) is replaced with a time average. The obtained results are plotted in Fig. 12 .
As we can observe, the empirical values of D(n) almost coincide with the theoretical functional form (16) and (17) for both the real (left panel of Fig. 12 ) and the imaginary part (right panel of Fig. 12 ). Hence, we have obtained another confirmation that the α-stable ARFIMA(1, − 0.16,1) model can be used to describe the mRNA motion in live E. coli cells. This model is ergodic, and we have shown that its theoretical behavior of the dynamical functional resembles the empirical behavior of the dynamical functional for mRNA motion increments. As a consequence, we can conclude that the mRNA motion is also ergodic. These two examples illustrate how the functional form of D(n) can be used for the verification if the chosen ARFIMA model fits the data and what conclusions it yields for the properties of the underlying phenomenon.
VII. CONCLUSIONS
A possibility to verify ergodic properties of a process, and hence use of the Boltzmann hypothesis, is an essential issue for studies of the real-life phenomena. One of the statistical tools that might be utilized in this context is the dynamical functional D(n). In this paper we have analyzed behavior of D(n) within a general class of α-stable ARFIMA models. We have derived an analytical formula for D(n) and studied its asymptotic properties. This lead to an important conclusion on the very fast convergence of the dynamical functional. A straightforward consequence of this result is that even for very short trajectories, especially in the case of negative memory parameter d, one obtains a quite accurate limit values of the dynamical functional and can easily check ergodic properties of the analyzed process.
Further, using examples of simulated Ornstein-Uhleneck processes of two types (i.e., ergodic and nonergodic) and biophysical data, we have illustrated that the obtained analytical formula for D(n) can be used to verify if a chosen model fits the experimental data, i.e., if the empirical and theoretical values coincide and what conclusions it yields on the properties of the underlying phenomenon. Since the α-stable ARFIMA model is a discrete time version of many celebrated fractional processes (like, e.g., fractional Brownian motion or fractional Levy motion), the obtained results yield a convenient tool that may help in an analysis of anomalous diffusion dynamics.
