We consider the arbitrarily varying Gaussian relay channel with sender frequency division. We determine the random code capacity, and establish lower and upper bounds on the deterministic code capacity. It is observed that when the channel input is subject to a low power limit, the deterministic code capacity may be strictly lower than the random code capacity, and the gap vanishes as the input becomes less constrained.
I. INTRODUCTION
Recently, there has been a growing interest in the Gaussian relay channel, as e.g. in [7, 18, 12, 17, 16] and references therein. In particular, El Gamal and Zahedi [7] introduced the Gaussian relay channel with sender frequency division (SFD), as a special case of a relay channel with orthogonal sender components, described as follows. The transmitter sends a sequence of pairs X = (X i , X i ) n i=1 . At time i, the relay receives the symbol Y 1,i , and transmits X 1,i based on past received values Y 1,1 , Y 1,2 , . . . , Y 1,i−1 , and the destination decoder receives Y i , with the following inputoutput relation,
The transmitter and the relay are subject to input constraints, 1 n n i=1 (X 2 i + X 2 i ) ≤ Ω and 1 n n i=1 X 2 1,i ≤ Ω 1 , respectively. El Gamal and Zahedi [7] determined the capacity of this channel, under the assumption that Z and S are each independent and identically distributed (i.i.d.) according to This work was supported by the Israel Science Foundation (grant No. 1285/16). a given normal distribution, N (0, σ 2 ) and N (0, θ 2 ), respectively. The model is especially relevant when the sender and the relay communicate over different frequency bands [5] .
In practice, channel statistics are not necessarily known in exact, and they may even change over time. This has motivated the study of various arbitrarily varying networks (see e.g. [2, 9, 8] ). In particular, this is the case with the Gaussian arbitrarily varying channel (AVC) without a relay, specified by the relation Y = X + S + Z, where S is a state sequence of unknown joint distribution F S , not necessarily independent nor stationary, and the noise sequence Z is i.i.d. ∼ N (0, σ 2 ). The state sequence can be thought of as if generated by an adversary, or a jammer, who randomizes the channel states arbitrarily in an attempt to disrupt communication. It is assumed that the user and the jammer are subject to input and state constraints, 1 n n i=1 X 2 i ≤ Ω and 1 n n i=1 S 2 i ≤ Λ with probability 1, respectively. In [10] , Hughes and Narayan showed that the random code capacity, i.e. the capacity achieved with common randomness, is given by C 1 = 1 2 log(1 + Ω σ 2 +Λ ). Subsequently, Csiszár and Narayan [3] showed that the deterministic code capacity, also referred to as simply capacity, demonstrates a dichotomy property. That is, either the capacity coincides with the random code capacity or else, it is zero. Specifically, the capacity is given by
It is pointed out in [3] that this result is not a straightforward consequence of the elegant Elimination Technique [1] , used by Ahlswede to establish dichotomy for the AVC without constraints. Although the direct part proof by Csiszár and Narayan is based on a simple minimum-distance decoder [3] , the analysis is a lot more involved compared to [1] .
In this work, we study a version of the Gaussian arbitrarily varying relay channel (AVRC), which is a combination of the Gaussian relay channel with SFD and the Gaussian AVC under input and state constraints. The channel specified by (1) is now governed by a state sequence S with an arbitrary joint distribution, which could also give probability mass 1 to some s ∈ R n , and a Gaussian noise sequence Z which is i.i.d. ∼ N (0, σ 2 ), subject to input and state con-
The random code capacity is determined following the results in a previous work by the authors [14] , which gives lower and upper bounds on the random code capacity of the general AVRC. Our main contribution in this paper is then to establish lower and upper bounds on the deterministic code capacity, extending the techniques by Csiszár and Narayan [3] to the relay channel. The analysis is thus independent of the results in [14] . As in the basic scenario in [3] , it is observed that when the power limits Ω and Ω 1 are low, the capacity is below the random code capacity, and the gap vanishes as Ω and Ω 1 increase.
A second model addressed in this paper is the general case of primitive arbitrarily varying relay channels, where there is a noiseless link between the relay and the receiver of limited capacity [11] (see also [17] ). We develop lower and upper bounds on the random code capacity, and give conditions under which the capacity coincides with the random code capacity, and conditions under which it is lower. Then, we establish the capacity of the primitive counterpart of the Gaussian AVRC with SFD, in which case the deterministic and random code capacities coincide. A full version with more detailed proofs is available in [13] .
II. DEFINITIONS
We give the definitions of deterministic and random codes below, where the term 'code' refers to a deterministic code. A (2 nR , n) code for the Gaussian AVRC with SFD consists of the following; a message set [1 : 2 nR ], where 2 nR is assumed to be an integer, an encoder (f , f ) : and y 1 ∈ R n . At time i ∈ [1 : n], given a message m ∈ [1 : 2 nR ], the encoder transmits (x i , x i ) = (f i (m), f i (m)), and the relay transmits x 1,i = f 1,i (y 1,1 , . . . , y 1,i−1 ). The decoder receives the output sequence y and finds an estimatem = g(y). We denote the code by C . Define the conditional probability of error given s ∈ R n , by P (n)
where
We say that C is a (2 nR , n, ε) code for the Gaussian AVRC if it further satisfies P (n) e|s (C ) ≤ ε, for all s ∈ R n with s 2 ≤ nΛ. A rate R is called achievable if for every ε > 0 and sufficiently large n, there exists a (2 nR , n, ε) code. The capacity C is the supremum of achievable rates. Next, we define a random code for which the encodersdecoder triplet is drawn with shared randomness. Definition 1. A (2 nR , n) random code consists of a collection of (2 nR , n) codes {C j } j∈J , along with a probability mass function π over the code collection. For a (2 nR , n, ε) random code, j∈J π(j)P (n) e|s (C j ) ≤ ε, for all s ∈ R n with s 2 ≤ nΛ. The capacity achieved by random codes is denoted by C , and it is referred to as the random code capacity.
III. MAIN RESULTS
Our results are given below. We determine the random code capacity and give bounds on the deterministic code capacity of the Gaussian AVRC with SFD. For every 0 ≤ α, ρ ≤ 1, let
Theorem 1. The random code capacity of the Gaussian AVRC with SFD, under input constraints Ω and Ω 1 and state constraint Λ, is given by
The proof of Theorem 1 is given in [13] , following the considerations in [14] . Next, we give lower and upper bounds on the deterministic code capacity. Define
It can be seen that R G,low ≤ R G,up , since
Observe that if Ω 1 > Λ, then the random code capacity is given by C = R G,up by Theorem 1, as the RHS of (6) and (8) coincide. It can further be shown that if Ω 1 is large enough, and Ω > σ 2 > Λ, then C = R G,low = R G,up = 1 2 log 1 + Ω Λ . The deterministic code analysis in the sequel is based on the following lemma by [3] .
Lemma 2 (see [3, Lemma 1] ). For every ε > 0, 8 √ ε < η < 1, K > 2ε, and M = 2 nR , with 2ε ≤ R ≤ K, and n ≥ n 0 (ε, η, K), there exist M unit vectors a(m) ∈ R n , m ∈ [1 : M], such that for every unit vector c ∈ R n and 0 ≤ θ, ζ ≤ 1,
and if θ ≥ η and θ 2 + ζ 2 > 1 + η − 2 −2R , then
where [t] + = max{0, t} and ·, · denotes inner product.
Intuitively, the lemma states that under certain conditions, a codebook can be constructed with an exponentially small fraction of "bad" messages, for which the codewords are nonorthogonal to each other and the state sequence. Theorem 3. The capacity of the Gaussian AVRC with SFD, under input constraints Ω and Ω 1 and state constraint Λ, is bounded by
The proof of Theorem 3 is given in Section IV. Figure 1 depicts the bounds on the capacity of the Gaussian AVRC with SFD under input and state constraints, as a function of the input constraint Ω = Ω 1 , under state constraint Λ = 1 and σ 2 = 0.5. The top dashed line depicts the random code capacity of the Gaussian AVRC. The solid lines depict the deterministic code lower and upper bounds R G,low and R G,up . For low values, Ω < Λ 4 = 0.25, we have that R G,up = 0, hence the deterministic code capacity is zero, and it is strictly lower than the random code capacity. The dotted lower line depicts the direct transmission lower bound, which equals F G (1, 0) for Ω > Λ, and zero otherwise (see (2)). For intermediate values of Ω, direct transmission is better than the lower bound in Theorem 3. Whereas, for high values of Ω, our bounds are tight, and the capacity coincides with the random code capacity, i.e. C = C = R G,low = R G,up . 
IV. PROOF OF THEOREM 3

A. Lower Bound
For notational simplicity, assume Ω 1 = Ω. We construct a block Markov code using backward minimum-distance decoding in two steps. The encoders use B blocks of length n
, where M b and M b are independent and uniformly distributed over [1 : 2 nR ] and [1 : 2 nR ] respectively, with R +R = R. For convenience of notation,
Codebook Construction: Fix 0 ≤ α, ρ ≤ 1 as in (7) . We
The sequences x (m b ) are chosen as follows. Since Y 1 = X + Z is independent of the state, we have by Shannon's well-known result in [15] , that the message m b can be conveyed to the relay reliably, under input constraint
Next, we choose the sequences
Applying Lemma 2 by [3] repeatedly yields the following.
2 nR ], s.t. for all unit vectors c ∈ R n and 0 ≤ θ, ζ ≤ 1,
for all unit vectors c ∈ R n and 0 ≤ θ, ζ ≤ 1,
Then, define
where β n(1 − ρ 2 )α(Ω − δ). Note that
could be higher than nΩ due to the possible correlation between x 1 (m b−1 ) and v(m b , m b ).
Encoding:
Relay Encoding: As noted above, since Y 1 is independent of the state, the relay can find an estimatem b at the end of block b as in [15] . In block b+1, the relay transmits x 1 (m b ).
Backward Decoding: Once all blocks are received, decoding is performed backwards. For b = B − 1, . . . , 1, find a uniquem b ∈ [1 : 2 nR ] that minimizes
If there is more than one suchm b , declare an error. Then,
If there is more than one suchm b , declare an error. Analysis of Probability of Error: Fix s ∈ S n , and let c 0 s s .
By the union of events bound,
where the conditioning on S = s is omitted for convenience of notation. The first term vanishes by [15] . As for the erroneous decoding of M b at the receiver, consider
By Lemma 4, given R > − 1 2 log(1 − η 2 ), the first term is bounded by Pr (E 2,1 (b)) ≤ 2 · 1 2 nR · 2 n(R − 1 2 η 2 +ε) . As η 2 ≥ 8ε, this tends to zero as n → ∞. Similarly, Pr (E 2,2 (b)) and Pr (E 2,3 (b)) tend to zero as well.
Moving to the last term in (18) , if ε and η are small enough,
where the last equality holds since x 1 (m b ) 2 = n(Ω − δ).
Hence, by (19) and (20),
Next, we partition the set of values of 1
Hence, by (21) and the last constraint in (7),
Using (21), this yields
By Lemma 4, the RHS of (25) tends to zero as n → ∞ provided that θ k ≥ η and θ 2 k + µ 2 k > 1 + η − e −2R for k = [1 : K]. The first condition is met for small ε and η. The second condition is equivalent to
As the minimum value of this function is D 2 A 2 +D 2 − δ 1 , the RHS of (25) tends to zero if
and arbitrary δ > 0, if η and δ are sufficiently small. By similar considerations we have that the last term in (16) , which involves E 3 (b), tends to zero as n → ∞, provided the second constraint on α and ρ in (7) and
We have thus shown achievability of every rate
This completes the proof of the lower bound.
B. Upper Bound
Let R > 0 be an achievable rate, and let (f , f , f 1 , g) specify a code C . To prove the upper bound, we define the parameters α and ρ in terms of empirical averages that correspond to this code. Then, we define a state sequence distribution F S such that under certain conditions, the average probability of error
is bounded from below by a positive constant, following a similar approach to that of [3] . The distribution F S must be chosen such that S 2 ≤ nΛ w.p. 1. Denote P 1 (y 1 |m) = 1 (2πσ 2 ) n /2 e − y1−f (m) 2 /2σ 2 , and define
where α 1
Ω1
∞ −∞ dy 1 P 1 (y 1 ) 1 n f 1 (y 1 ) 2 . For a code that satisfies the input constraints Ω and Ω 1 , we have that α, α 1 , ρ are in the interval [0, 1]. First, we claim that if Λ > Ω 1 +αΩ+2ρ √ αΩ · Ω 1 +δ, then the capacity is zero. Consider the following jamming strategy. A message M ∈ [1 : 2 nR ] is drawn uniformly at random, and then, a sequence Y 1 is generated according to P 1 (ỹ 1 | m). Let S = f ( M ) + f 1 ( Y 1 ).
≤ Λ, choose S to be the state sequence. Otherwise, let the state sequence consist of all zeros, which guaranties that the state constraint is satisfied w.p. 1. Therefore, by our assumption on Λ,
By Chebyshev's inequality, there exists κ > 0 such that
≤ Λ , hence the average probability of error is bounded by
where 1{} is an indicator function, and G m, m {(y 1 ,ỹ 1 ) :
Using the symmetry, we obtain
As the sum in the square brackets is at least 1 for m = m,
which is strictly positive by (35). It is left to show that for α and ρ as defined in (34), we have that R < F G (α, ρ) (see (5) ). The proof is given in [13] following the converse by [7] .
V. THE PRIMITIVE AVRC
In this section, we give our results on the primitive AVRC [11] , and then consider the Gaussian case.
A. Definitions and Notation
Consider a setup where the sender transmits information over state-dependent memoryless relay channel W Y,Y1|X,S , while there is a noiseless link of capacity C 1 between the relay and the receiver. Communication over a primitive relay channel is depicted in Figure 2 . At first, we consider a general channel, not necessarily Gaussian nor with orthogonal sender components as in (1) . Given a message M ∈ [1 : 2 nR ], the encoder transmits X = f(M ) over the channel W Y,Y1|X,S , which is referred to as the primitive relay channel. The relay receives Y 1 and sends an index L = f 1 (Y 1 ) to the receiver, where f 1 : Y n 1 → [1 : 2 nC1 ]. The decoder receives both the channel output sequence Y and the relay output L, and finds an estimate of the messageM = g(Y, L). The primitive AVRC L = {W Y,Y1|X,S } has a state sequence of unknown distribution, not necessarily independent nor stationary. That is, S ∼ q(s) with an unknown joint distribution q(s) over S n . In particular, q(s) can give probability mass 1 to some state sequence s ∈ S n . The deterministic code capacity and the random code capacity are defined as before, and denoted by C(L) and C (L), respectively. 
where the subscripts 'CS' and 'DF ' stand for 'cutset' and 'decode-forward', respectively. Theorem 5. The random code capacity of a primitive AVRC L is bounded by
The proof of Theorem 5 is available in [13] . Taking U = ∅ in (39) yields the direct transmission lower bound, R DF ≥ max p(x) min q(s) I q (X; Y ), whereas taking U = X gives a full decode-forward lower bound,
Part 1 follows by direct transmission, and part 2 by the full decode-forward bound. Instances of channels that meet the description in part 1 and part 2 of the corollary above are e.g. Y 1 = Y +Z = X +S +Z and Y = Y 1 +S = X +S +Z, respectively, where Z is an independent additive noise.
2) Deterministic Code Lower and Upper Bounds: In the next statement, we characterize the deterministic code capacity of the primitive AVRC L. We consider conditions under which the deterministic code capacity coincides with the random code capacity, and conditions under which it is lower. Those conditions are given in terms of channel symmetrizability, the definition of which is given below.
Intuitively, symmetrizability identifies a poor channel, where the jammer can impinge the communication scheme by randomizing the state sequence S n according to J n (s n |x n ) = n i=1 J(s i |x i ), for some codewordx n . While the transmitted codeword is x n , the codewordx n can be thought of as an impostor sent by the jammer. Now, since the "average channel" W is symmetric with respect to x n andx n , the two codewords appear to the receiver as equally likely. Indeed, by [6] , if an AVC {W Y |X,S } without a relay is symmetrizable, then its capacity is zero. Furthermore, Csiszár and Narayan [4] proved that non-symmetrizability is not only a necessary condition for a positive capacity, but it is a sufficient condition as well. Theorem 7. Let L be a primitive AVRC. 1) If W Y1|X,S is non-symmetrizable and C 1 > 0, then C(L) = C (L). In this case, 
for some x,x ∈ X , y 1 ∈ Y 1 , and C 1 > 0, then
The proof of Theorem 7 is available in [13] .
To illustrate our results, we give the following example of a primitive AVRC. Example 1. Consider a state-dependent primitive relay channel W Y,Y1|X,S , specified by
where X = S = Y 1 = {0, 1}, Y = {0, 1, 2}, and C 1 = 1, i.e. the link between the relay and the receiver is a noiseless bit pipe. It can be seen that both the sender-relay and the senderreceiver marginals are symmetrizable. Indeed, W Y |X,S satisfies (41) with J(s|x) = 1 for s = x, and J(s|x) = 0 otherwise, while W Y1|X,S satisfies (41) with J(s|x) = 1 for s = 1 − x, and J(s|x) = 0 otherwise. Nevertheless, the capacity of the primitive AVRC L = {W Y,Y1|X,S } is C(L) = 1, which can be achieved using a code of length n = 1, with f (m) = m, f 1 (y 1 ) = y 1 , g(y, ) = g(y, y 1 ) =      0 y = 0 1 y = 2 y 1 y = 1 (42) for m, y 1 ∈ {0, 1} and y ∈ {0, 1, 2}. This example shows that even if the sender-relay and sender-receiver marginals are symmetrizable, the capacity may still be positive. We further note that the condition in part 4 of Theorem 7 implies that W Y |X,S and W Y1|X,S are both symmetrizable, but not vice versa, as shown by this example.
C. Primitive Gaussian AVRC
Consider the primitive Gaussian relay channel with SFD,
Suppose that C 1 > 0, and input and state constraints are imposed as before, i.e. 1 n n i=1 (X 2 i + X 2 i ) ≤ Ω and This result is due to the following. Observe that one could treat this primitive AVRC as two independent channels, one from X to Y and the other from X to Y 1 , dividing the input power to αΩ and (1 − α)Ω, respectively. Based on this observation, the random code direct part follows from [10] . Next, the deterministic code direct part follows from part 1 of Theorem 7, and the converse part follows straightforwardly from the cutset upper bound in Theorem 5.
