Video applications are becoming an essential component for mobile devices. H.264, the latest video-coding standard, shows significant potential in terms of bandwidth savings at the cost of substantially increased complexity compared to former standards. The computing power currently available on mobile devices is not sufficient to allow high quality real-time encoding using H.264. Our algorithm uses on average only 0.41% of the computational complexity of the full search method used by H.264, leading to a significant reduction in computational requirements and enabling realtime applications for mobile devices with the efficiency of H.264.
INTRODUCTION
Video applications are becoming an essential component of mobile devices. The requirement, however, of low power consumption coupled with limited processing power are challenges that prevent us from achieving real-time high quality applications. H.264 is the latest and most advanced video coding standard to date [1] . It yields a 50% improvement in compression efficiency compared to previous video standards such as MPEG-2 and MPEG-4. A number of different applications such as broadcasting and HD-DVD have already adopted H.264 as their new video codec. Although H.264 shows significant potential in terms of coding efficiency and thus bandwidth savings, its computational complexity causes a considerable challenge for real-time encoding on mobile applications. Fig. 1 represents the run time analysis of a typical H.264 encoder [2] . The encoder spends up to 52% of the overall computational time on Motion Estimation (ME), clearly the most time consuming process of video compression. For this reason, a lot of research has been done in this area and a number of different methods have been proposed for improving the speed of the motion estimation search.
The Full Search Method (FS) evaluates each displacement position within a limited search area (usually ±7 pixels) and chooses the point with the minimum distortion. Although this method will identify the match with the global minimum distortion (within the search area), it requires an unjustifiable amount of computational load. In order to remedy this significant drawback, several fast search algorithms have been proposed reducing the number of search points to the ones with the highest probability. The most popular approaches are summarized in [3] . These fast methods are often center-biased, since the best match in natural video sequences is likely to be found within an area centered on the current macroblock position [4] .
Among these, one of the most popular search algorithms is the Diamond Search (DS) method employing a diamond-shaped pattern and multiple refinement stages. This method reduces the computational load to 6% of the FS method [5] .
A new approach that uses Sum of Absolute Differences and spatial and spatial-temporal search schemes (SADME) has recently been proposed by [6] which reduces the computational cost of the ME process drastically compared to all other existing techniques. Only 0.5% of the computational load is required compared to FS. Although SADME's performance evaluations confirm its suitability for real-time mobile applications, this method was specifically designed for H.263, a video standard with a motion estimation process much simpler than that supported by H.264.
In this study we present a new motion estimation method that uses concepts borrowed from the SADME method and is specifically designed for the H.264 standard. This new method aims at optimizing H.264's computational complexity in an effort to make it practical for mobile applications.
The paper is organized as follows: Section 2. gives a brief discussion of the ME procedure in H.264, Section 3. illustrates the proposed motion estimation method for H.264 and Section 4 elaborates on the experimental results. Conclusions are presented in Section 5.
NEW FEATURES OF H.264 MOTION
ESTIMATION It is well established that H.264 offers significant performance improvements over other existing video standards. These improvements are due to several new features, one of which is a much more flexible and efficient motion estimation process. Motion estimation improvements in H.264 include the number of reference frames, accuracy and block sizes. A summary of H.264's motion estimation features which are relevant to our implementation is presented in the following subsections.
2.1
Variable block-size selection Variable motion estimation block sizes of 16x16, 16x8, 8x16 and 8x8 pixels are supported by H.264. In the case of 8x8, further partitions, which include 8x4, 4x8, or 4x4, might be used. Fig. 2 shows the various block sizes that are supported by H.264.
Blocks with more motion details can be encoded using smaller block sizes. This can improve the prediction and results in better compression rates, but at the cost of increasing computational complexity. Several variable block-size selection algorithms have been proposed to reduce the encoding time, such as the signal to noise ratio (SNR)-based algorithm [7, 8] , adaptive threshold cost-based algorithm [7, 8] , 3D recursive search scheme-based algorithm [7, 8] , and the complexity measurement-based algorithm [9] . 
2.2
Motion Vector Prediction Motion vectors (MVs) of neighboring macroblocks are often highly correlated. H.264 predicts an initial motion vector from the MVs of surrounding blocks in order to have a better starting point for the motion vector search. Then, only the difference between the predicted motion vector and the best-match motion vector is subsequently encoded in the bitstream. The challenge introduced by H.264, is that neighboring partitions may be different in size, since various block sizes are supported. Figure Fig. 3 illustrates a MV prediction pattern when all the neighboring partitions have the same size (e.g., 16x16) and Figure 4 shows a case with a current 16x16 block surrounded by blocks of various sizes. The predicted MV is determined dependent on partition size and on the availability of nearby vectors [1] . As an example, the predicted MV in Fig. 3 is computed by taking the median of three surrounding MVs from areas A, B, and C.
2.3
Multiple reference picture motion compensation While MPEG-2 and MPEG-4 use only one previous frame for motion compensation, H.264 supports multi-picture motion-compensated prediction. Fig. 5 illustrates this concept. It has been shown that using multiple reference frames for prediction can yield 5-20% in bit rate savings as compared to using only one reference frame [10] . However, both the encoder and decoder have to store multiple reference pictures in order to implement multi-frame motion-compensated prediction which consequently increases the encoding and decoding complexity.
Multiple reference frames are especially beneficial for situations with repetitive motion, uncovered background, camera shaking and sampling [10] . Many of these situations are pertinent for applications in mobile devices and should prove advantageous in related use-case scenarios.
OUR NEW MOTION ESTIMATION ALGORITHM FOR H.264
The SADME method is based on the distinct relationship between the sum of the absolute difference (SAD) for each macroblock and the corresponding motion vector (MV). SAD and MV values are highly correlated with each other; smaller SAD values indicate that the corresponding motion vector will also be smaller. SADME uses this correlation to avoid unnecessary steps in the motion estimation process and thus to reduce the computational load. This is achieved by separating the macroblocks into three categories with different search requirements, and optimizing the search schemes used for each category subsequently.
As a first step, we calculate the difference between the current and the previous frame by direct subtraction. The resulting difference frame is subdivided into 16x16 macroblocks and we calculate the SAD value for each of these macroblocks. In a second step we predict the current frame by using the motion vectors of the previous frame. We calculate the difference between the predicted frame and the current frame and compute the SAD values for each macroblock. Then, for each macroblock, the two SAD values are compared and since the smaller one will yield a better approximation for the motion vector, a new SAD array is generated using the smaller of the two values. This SAD array is the basis for classifying the macroblocks into three categories.
The thresholds that define these three categories are the mean (m) and the sum of the mean (m) plus the standard deviation ( ) of the SAD values, as shown in Table 1 . Table 1 : Category thresholds for macroblocks in SADME One of H.264's main features is the use of variable motion estimation block sizes. Although every search starts with a 16x16 block, every other possible combination down to 4x4 blocks (e.g., 16x8, 8x16, 8x8, 8x4 and 4x8) is also searched. The block or combination of blocks that yields the smallest residual is chosen to represent that portion of the frame and the corresponding MVs are calculated. This is a departure from the standard macroblock size used in all previous video codecs. For simplicity reasons and reduction in complexity, our method uses only the 16x16 prediction from the previous macroblock to obtain the difference for the temporal case. This way the resulting SAD arrays, one from direct difference and the other from prediction, have the same size. We found that in the case of H.264, using the macroblock classification in 3 categories can significantly reduce the number of search paths performed by an H.264 encoder. Performance evaluations have shown that for macroblocks belonging to category 3, the search can be limited to the 16x16 block size. It turns out, with a very high degree of accuracy, that this is also the size that the encoder would chose at the end of its tree-structured search. For macroblocks in category 2, we stop the macroblock size search at 16x8 and 8x16; these levels preserve a very high level of accuracy for this category. Finally, for category 1, all possible block sizes are tested. SADME reduces the computational load by estimating motion vectors using only a subset of the total 256 pixels available in each 16x16 macroblock. Two of these pixel subset patterns are shown in Fig. 6 . We investigated the suitability of using subsets for the motion estimation process in H.264. Our tests have shown that, for 16x16 MBs, only one of the subsets is needed for accurately estimating the corresponding motion vector, resulting in 75% reduction in pixel-related computations. For smaller partitions, however, the accuracy of using only ¼ of the MB pixels is lacking the required accuracy. Instead, a combination of two pixel subsets is required for all other block sizes down to 4x4 pixels. The subset that yields the best results for our implementation is illustrated in Fig. 7 . This approach cuts the number of pixel computations to half. In SADME, the SAD values are sorted in ascending order and the search requirements for category 2 and category 3 are reduced by assuming that if the motion vectors of several successive macroblocks are (0,0), then the rest of the motion vectors are also (0,0). This approach, however, introduces two other drawbacks along with some unwanted distortion. One is additional time needed for sorting the SAD array. The second is that an initial search point has to be calculated for each MV (using a new scheme introduced by SADME) because of the spatially random order of the macroblocks within the array. Performance evaluations have shown that, for the case of H.264, the above assumption yields even higher levels of distortion than H.263 and MPEG. We also observed that the reduction in number of point calculations is less than 1%. For this reason, we depart from the SADME approach in our implementation by avoiding the sorting of the SAD values and macroblocks. Consequently, we entirely eliminate the additional calculations required for sorting and initializing MVs in the SADME method.
Category 1 SAD > mean + std.dev.

Category 2 mean < SAD <= mean + std.dev.
Category 3 SAD <= mean
When multiple reference frames are used, our algorithm must be modified to take advantage of this temporal redundancy. First, for each macroblock of the present frame we calculate the difference between this macroblock and each of the corresponding macroblocks of all the previous reference frames. The frame that yields the smallest SAD value is chosen as the most appropriate frame for initial search. This SAD value is saved in one array along with information about the reference frame. In addition to the above direct difference approach, the information of the previous motion vector for the macroblock is used to determine which of the previous reference frame was used for deriving the value of that MV. Then, the difference between the present macroblock and the predicted macroblock of that specific frame is calculated and used in another SAD array; the information about the previous MV and the corresponding reference frame is also saved. For each macroblock, the smallest SAD value of the two values is used for generating the final SAD array. The rest of the process for estimating the motion vectors is the same as in the case of one reference frame (which has been described above). The Diamond Search pattern is used for estimating the motion vectors in all three categories.
EXPERIMENTAL RESULTS
The new motion estimation algorithm was implemented using the T264 software codec [11] . Although T264 is still in development, it features a distinguished encoding speed compared to other H.264 codecs such as JM [12] .
Several test video sequences were encoded for our performance evaluations. The following parameter set was used: GOP: IPPP, I-frame interval: 15, Resolution QCIF, Ref.frames 5, QP 30. Table 2 shows the average PSNR value for seven video streams, the size of test sequences before and after encoding, the resulting compression ratio and the number of pixel comparisons performed by H.264 using Full Search motion estimation and our method.
We observe that, for the same picture quality, our proposed algorithm is about 200 times faster than the full search (FS) method, using on average only 0.41% of its computational complexity.
CONCLUSION
We presented a novel motion estimation algorithm specifically designed for the H.264 standard. This algorithm takes advantage of special features of H.264 and the relationship between the Sum of Absolute Differences (SAD) value of the Macroblock (MB) and its corresponding motion vector (MV) as well as of temporal and spatial correlation present in video streams. Our method is computationally very efficient without sacrificing the quality of the video, as required for low bit rate video coding in battery powered mobile devices such as personal digital assistants and cellular telephones. For the same picture quality, the proposed algorithm is about 250 times faster than the full search method used by H.264. 
