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Abstract
We consider the structured stochastic convex program requiring the minimization of E[f˜(x, ξ)]+E[g˜(y, ξ)]
subject to the constraint Ax + By = b. Motivated by the need for decentralized schemes, we propose a
stochastic inexact ADMM (SI-ADMM) framework where subproblems are solved inexactly via stochastic
approximation schemes. Based on this framework, we prove the following: (i) under suitable assumptions on
the associated batch-size of samples utilized at each iteration, the SI-ADMM scheme produces a sequence
that converges to the unique solution almost surely; (ii) If the number of gradient steps (samples) utilized for
solving the subproblems in each iteration increases at a geometric rate, the mean-squared error diminishes
to zero at a prescribed geometric rate; (iii) The overall iteration complexity in terms of gradient steps (or
equivalently samples) is found to be consistent with the canonical level of O(1/). Preliminary applications
on LASSO and distributed regression suggest that the scheme performs well compared to its competitors.
I. INTRODUCTION
Over the last decade, structured optimization problems have been addressed via a subclass of
Lagrangian schemes, namely the alternating direction method of multipliers (ADMM) [14], [12].
Such schemes have grown immensely popular, particularly in resolving a host of structured machine
learning and image processing problems such as image recovery [1], robust PCA [19], low-rank
representation [20] (cf. [8] for a comprehensive review.) Typically, ADMM is applied towards
structured deterministic convex optimization problems of the form:
min
x∈X ,y∈Y
{f(x) + g(y) | Ax+By = b} . (1)
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2We consider a stochastic generalization leading to a structured stochastic convex program:
min
x∈X ,y∈Y
{
E[f˜(x, ξ)] + E[g˜(y, ξ)] | Ax+By = b
}
, (SOpt)
where ξ : Ω → Rd, f˜ : X × Rd → R, g˜ : Y × Rd → R, A ∈ Rp×n, B ∈ Rp×m, b ∈ Rp, and
(Ω,F ,P) denotes the probability space. Furthermore, we assume that f˜(·, ξ) and g˜(·, ξ) are convex
in (·) for every ξ ∈ Ξ ⊆ Rd, where Ξ , {ξ(ω) : ω ∈ Ω}. We assume that X , Rn and Y , Rm
throughout this paper. Popular Monte-Carlo sampling approaches for the solution of (SOpt) include
sample-average approximation [29] and stochastic approximation schemes [28], [30], [23], [38]. We
also note that the recent work by Pasupathy et al. [26] considers sequential sampling concerns, an
issue that assumes relevance in this paper.
Motivation. There has been significant effort in extending the applicability of ADMM to multi-
block and nonconvex regimes [35], [15] but far less exists on contending with expectation-valued
objectives. Motivated by this glaring lacuna as well as the following benefits: (1) ADMM schemes
display strong theoretical properties and computational performance in the resolution of structured
constrained optimization problems (see Boyd et al. [8]); (2) this avenue allows for problem structure
to be exploited via distributed computation, this research considers addressing (SOpt) by adapting
an existing ADMM architecture to stochastic setting.
Over the last several years, there has been a surge of interest in developing and customizing
ADMM schemes to contend with a range of problems in decision and control theory, including
distributed control [18], [11], model-predictive control [22], system identification [32], discrete-valued
control [16], control design [5], [18], and consensus techniques [3], [6], [11]. We believe that the
proposed models could be enriched and broadened to accommodate large datasets, achievable by
allowing for expectation-valued objectives as managed by the proposed schemes in this paper.
Stochastic generalizations. Prior work [34], [24] has focused on the following problem:
min
x∈X ,y∈Y
{Eξ[θ1(x, ξ)] + θ2(y) | Ax+By = b} , (2)
a problem arising from minimizing the regularized expected risk metric [33], [24], where θ1(x) ,
E[θ1(x, ξ)] denotes the expected loss function and θ2(y) represents the regularizer. Variants of stochas-
tic ADMM [34], [24], [4], [13], [9] have been proposed for resolving (SOpt). Amongst these, Ouyang
et al. [24] prove that the convergence rates in terms of sub-optimality plus infeasibility are O(1/√T )
(convex and smooth θ1(x)) and O(log(T )/T ) (strongly convex θ1(x)), respectively, where T denotes
the iteration index (cf. [4], [9] for slightly improved rates). Gao et al. [13] obtain similar results
March 11, 2019 DRAFT
3when both θ1 and θ2 assumed to be expectation-valued. Note that all of these schemes as well as
SI-ADMM can address general distributions while finite-sum problems are considered in [40], [39],
[21].
Contributions. We consider the resolution of (SOpt) via a generalized ADMM scheme [10], where
a linear rate of convergence was proven under suitable strong convexity assumptions. We modify
this scheme to a stochastic inexact ADMM (SI-ADMM) that requires computing inexact solutions
to the subproblems at each iteration, where each subproblem (a stochastic optimization problem) is
resolved inexactly by a stochastic approximation method, requiring a finite (but) increasing number
of gradient steps. Based on such a framework, we make the following theoretical contributions:
(i) Unconstrained stochastic optimization: We derive an optimal rate for stochastic approximation
on an unconstrained problem when the noise is state dependent.
(ii) Almost-sure convergence: Under suitable assumptions on the number of samples utilized at each
iteration, the sequence of iterates is shown to converge a.s. to the unique solution of the problem.
(iii) Geometric rate of convergence: When the number of gradient steps (samples) increases at a
geometric rate, the mean-squared error of major iterates diminishes to zero at a prescribed geometric
rate. Moreover, a canonical overall iteration (sample) complexity is demonstrated.
Table I compares our scheme (SI-ADMM) with SADM0 [24] and SADM1 [4] under different
assumptions on f and g for problem (1). Note that SI-ADMM can accommodate expectation-valued
g and provides optimal rate and overall iteration complexity statements.
Algorithm SADM0 [24] SADM1 [4] SI-ADMM
f
Stochastic Stochastic Stochastic
SC + D SC + D SC + LS
g
deterministic deterministic Stochastic
C + nonsmooth C + nonsmooth SC + LS
Rate O(log(T )/T ) O(1/T ) linear†
Metric
suboptimality suboptimality
E[‖uT − u∗‖2G]+ infeasibility + infeasibility
a.s. conv. × × X
complexity O( 1

log( 1

)) O( 1

) O( 1

)
Notes X is compact
X is compact X = Rn
Y is compact Y = Rm
TABLE I
SUMMARY OF RESULTS ON STOCHASTIC VARIANTS OF ADMM
(SC) C: (Strongly) Convex, D: Differentiable, LS: Lipschitz smooth; suboptimality + infeasibility: E[f(x¯T )+g(y¯T )−f(x∗)−g(y∗)+
ρ¯‖Ax¯T +By¯T − b‖], where ρ¯ denotes the upper bound for dual variables in [4], x¯T , y¯T denote ergodic averages, and (x∗, y∗) is the
optimal solution. Complexity of SADM0 and SADM1 estimated using this metric. Complexity of SI-ADMM is overall iteration/sample
complexity to obtain -solution u¯ such that E[‖u¯− u∗‖2G] ≤ . †Linear rate of SI-ADMM with respect to major iterates.
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4Finally, we implement our scheme on LASSO and distributed regression [31], where we observe
that SI-ADMM performs relatively well on the problems considered.
The remainder of the paper is organized into four sections. In Section II, we review the linear rate
statement for deterministic ADMM, derive the optimal rate for SA on unconstrained problems, and
formally define the stochastic inexact ADMM scheme. In section III, asymptotic convergence and
rate statements are developed, and preliminary numerics are presented in section IV. We conclude
with a short summary in Section V.
Notation: λmax(M) and λmin(M) denote the largest and smallest eigenvalue of matrix M , respec-
tively. Given z ∈ Rn,M ∈ Sn, ‖z‖2M , zTMz. When M ∈ Sn+, ‖z‖M ,
√
zTMz. 0 denotes vector
or matrix containing only 0, with right dimension. log denotes logarithm with base e.
II. A STOCHASTIC ADMM SCHEME
In section II-A, we review a convergence statement for deterministic ADMM schemes. We then
derive a rate statement for unconstrained stochastic optimization in Section II-B. In Section II-C,
we present a stochastic inexact ADMM (SI-ADMM) scheme that requires resolving unconstrained
problems at each step. Finally, we derive some useful recursive inequalities in Section II-D.
A. A deterministic generalized ADMM scheme
A generalized ADMM scheme (Algorithm 1) that can resolve (SOpt) was suggested in [10].
Suppose the augmented Lagrangian function Lρ(x, y, λ) is defined as
Lρ(x, y, λ) ,f(x) + g(y)− λT (Ax+By − b) + ρ
2
‖Ax+By − b‖2, (3)
where f(x) , E[f˜(x, ξ)] and g(y) , E[g˜(y, ξ)], both of which are convex due to the assumption of
(SOpt). In Algorithm 1, γ > 0 denotes the stepsize for the multiplier update. Moreover, we make
the following assumptions, all of which are necessary for global linear convergence of the sequence
of iterates produced by Algorithm 1. Of these, the first pertains to the existence of a KKT point to
the original optimization problem:
Assumption 1. There exists a KKT point u∗ , (x∗, y∗, λ∗) to problem (SOpt); i.e., {x∗, y∗, λ∗}
satisfies the KKT conditions: ATλ∗ ∈ ∂f(x∗), BTλ∗ ∈ ∂g(y∗), and Ax∗ +By∗ = b.
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5Algorithm 1 g-ADMM: Generalized ADMM scheme
(0) Choose matrices P,Q and let k = 0; Given x0, y0, λ0, ρ > 0, γ > 0;
(1) Let xk+1, yk+1, λk+1 be given by the following:
yk+1 := argmin
y
(Lρ(xk, y, λk) + 12‖y − yk‖2Q) (y-Update)
xk+1 := argmin
x
(Lρ(x, yk+1, λk) + 12‖x− xk‖2P ) (x-Update)
λk+1 := λk − γρ(Axk+1 +Byk+1 − b). (λ-Update)
(2) k := k + 1 and return to (1).
The second assumption imposes convexity and Lipschitzian assumptions on f and g where using
the notation ∇xf or ∇yg implies that either f or g is differentiable. Let us denote
Pˆ , P + ρATA. (4)
Assumption 2. Q, Pˆ  0 are symmetric matrices. Additionally, one of the following holds:
(a): f(x) is strongly convex and ∇xf(x) is Lipschitz continuous in x on Rn. A has full row rank.
Additionally, B has full column rank whenever Q  0.
(b): f(x) and g(y) are strongly convex in x on Rn and in y on Rm, respectively. Furthermore,
∇xf(x) is a Lipschitz continuous function in x on Rn and A has full row rank.
(c): f(x) is strongly convex and ∇xf(x) is Lipschitz continuous in x on Rn. Further, ∇yg(y) is
Lipschitz continuous in y on Rm and B has full column rank.
(d): The functions f(x) and g(y) are strongly convex in x on Rn and in y on Rm, respectively.
Furthermore, ∇xf(x) and ∇yg(y) are Lipschitz continuous in x on Rn and in y on Rm, respectively.
The third assumption ensures that Algorithm 1 generates a bounded sequence.
Assumption 3. Either one of the following holds: (i): Pˆ  0, Q  0; or (ii): Pˆ  0, Q = 0, B has
full column rank.
Next, we review the main result from [10] but require some definitions: uk , (xk; yk;λk),
G ,

P + ρATA
Q
1
ργ
Ip
 . (5)
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6Theorem 1 ( [10, Theorem 3.1, 3.2]). Suppose Assumptions 1, 2 and 3 hold. In addition, suppose
γ satisfies one of following: (i) P 6= 0 and (2 − γ)P  (γ − 1)ρATA; or (ii) P = 0 and γ = 1.
Then there exists a KKT point of (SOpt) denoted by u∗ , (x∗; y∗;λ∗), so that ‖uk − u∗‖G → 0 as
k →∞. Furthermore, there exists δ > 0 such that
‖uk+1 − u∗‖2G ≤
1
1 + δ
‖uk − u∗‖2G. (6)
Note that if Q and Pˆ are chosen to be positive definite, then ‖ • ‖G reduces to a norm, rather
than a semi-norm. The choice of δ is examined in the next Corollary where µf and Lf denote the
convexity and Lipschitz constants of f and ∇xf , respectively.
Corollary 1 ( [10, Cor 3.6]). Suppose Assumption 1, 2 (a), 3 hold, P = 0, and γ = 1.
(i). If Q = 0, the sequence {uk} of Algorithm 1 satisfies (6) with δ , 2
(
ρ‖A‖2
µf
+
Lf
ρλmin(AAT )
)−1
.
(ii). If g is strongly convex with constant σg, Q  0, then (6) is satisfied with δ , min{δ0, 2σg/‖Q‖},
where δ0 , 2
(
ρ‖A‖2
µf
+
Lf
ρλmin(AAT )
)−1
.
Proof. (i). See [10, Corollary 3.6]. (ii). From inequality (3.21) of [10], for all t ∈ [0, 1], we have
‖uk − u∗‖2G − ‖uk+1 − u∗‖2G ≥
Term(A)︷ ︸︸ ︷
2t · µf‖xk+1 − x∗‖2 + 2(1− t)λmin(AA
T )
Lf
‖λk+1 − λ∗‖2
+ 2σg‖yk+1 − y∗‖2 + ‖uk − uk+1‖2G + 2µf‖xk − xk+1‖2,
and inequality (3.23) of [10]: Term(A) ≥ δ0
(
ρ‖A‖2‖xk+1 − x∗‖2 + 1ρ‖λk+1 − λ∗‖2
)
, implying that
‖uk − u∗‖2G − ‖uk+1 − u∗‖2G
≥ δ0
(
ρ‖A‖2‖xk+1 − x∗‖2 + 1
ρ
‖λk+1 − λ∗‖2
)
+ 2σg‖yk+1 − y∗‖2
= δ0
(
ρ‖A‖2‖xk+1 − x∗‖2 + 1
ρ
‖λk+1 − λ∗‖2 + 2σg
δ0‖Q‖‖Q‖‖yk+1 − y
∗‖2
)
≥ δ0 min
{
1,
2σg
δ0‖Q‖
}(
ρ‖A‖2‖xk+1 − x∗‖2 + 1
ρ
‖λk+1 − λ∗‖2 + ‖Q‖‖yk+1 − y∗‖2
)
≥ min
{
δ0,
2σg
‖Q‖
}
‖uk+1 − u∗‖2G = δ‖uk+1 − u∗‖2G.
Remark 1. Note that Cor. 1 is a consequence of modifying [10, Cor. 3.6] to include the case where
Q  0 and g strongly convex. Additionally, according to [10], if the matrix [A B] has full row rank,
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7δ is determined by problem and algorithm parameters satisfying assumptions of Theorem 1 and is
independent of the choice of the initial point.
We define yexact(•), xexact(•), and λexact(•) as the update maps in each iteration such that yk+1 =
yexact(xk, yk, λk), xk+1 = xexact(xk, yk+1, λk), and λk+1 = λexact(xk+1, yk+1, λk). Furthermore, the
map Γ∗ is defined as follows:
Γ∗(u) =

yexact(x, y, λ)
xexact(x, y¯exact, λ)
λexact(x¯exact, y¯exact, λ)
 , (7)
where u , (x, y, λ), y¯exact , yexact(x, y, λ) and x¯exact , xexact(x, y¯exact, λ). Furthermore, under
Assumption 2 and 3, it can be seen that y update and x update in Algorithm 1 have unique solutions.
Thus, for each given input uk, each iteration of Algorithm 1 provides a unique output, denoted as
u∗k+1, where u
∗
k+1 := Γ
∗(uk). Thus, the map Γ∗(•) is a well-defined single-valued map under the
three assumptions. Unfortunately, when the expectation E[•] is over a general measure space, the
ADMM scheme is not practically implementable since the x and y updates require exact solutions
of stochastic optimization problems. This motivates an implementable stochastic generalization of
this scheme. We conclude this subsection by restating the supermartingale convergence lemma that
allows for deriving a.s. convergence of the sequence.
Lemma 1 ( [27, Lemma 10, pg. 49]). Let {νk} be a sequence of nonnegative random variables,
where E[ν0] < ∞. Let {τk} and {µk} be deterministic scalar sequences such that τk ∈ (0, 1) and
µk ≥ 0 where E[νk+1 | ν0, . . . , νk] ≤ (1−τk)νk+µk a.s. for all k ≥ 0,
∑∞
k=0 τk =∞,
∑∞
k=0 µk <∞,
and limk→∞ µkτk = 0. Then νk → 0 almost surely as k →∞.
B. Stochastic approximation for unconstrained stochastic convex programs
Before proceeding to the stochastic generalization, we derive a formal rate statement when employ-
ing stochastic approximation on unconstrained stochastic convex programs under relatively weaker
assumptions on the variance of gradients. Specifically, consider the unconstrained stochastic program:
min
x∈Rn
F (x), where F (x) , E[F˜ (x, ξ)], (uncon-SP)
where F : Rn → R, ξ : Ω→ Rd, F˜ : Rn × Rd → R and (Ω,F ,P) denotes the probability space. A
stochastic approximation (SA) scheme for solving (uncon-SP) is defined next.
xk+1 := xk − γk∇F˜ (xk, ξk), ∀k ≥ 1, (SA)
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8where γk > 0 denotes the steplength. Suppose the history is captured by Fk , {x1, ξ1, . . . , ξk−1} for
k ≥ 2, F1 , {x1}. Furthermore, ξ1, . . . , ξk is an i.i.d. sequence and
wk , ∇F˜ (xk, ξk)−∇F (xk). (8)
We assume the following on F (x) and F˜ (x, ξ) and proceed to prove convergence to x∗, the unique
optimal solution of (uncon-SP) .
Assumption 4. (1). F (x) is c−strongly convex and differentiable with L−Lipschitz continuous
gradients. In addition, F˜ (·, ξ) is convex for every ξ ∈ Rd.
(2). There exists a stochastic first-order oracle (SFO) such that given any x and ξ, the SFO returns
F˜ (x, ξ) and ∇xF˜ (x, ξ). Let w , ∇F˜ (x, ξ)−∇F (x). Then w satisfies the following two requirements.
(i) (Unbiasedness). For any x ∈ Rn, E[w] = 0.
(ii) (Quadratic growth property). There exist scalars v1, v2 > 0 such that for any x ∈ Rn, E[‖w‖2] ≤
v1‖x‖2 + v2.
Proposition 2. Suppose Assumption 4 holds and {xk}k≥1 denotes the sequence generated by (SA).
Then the following hold.
(i). For any r > 0, (9) holds a.s. for all k ≥ 1:
E[‖xk+1 − x∗‖2 | Fk] ≤
(
1− 2cγk + γ2k
(
L2 + v1
(
1 +
1
r
)))
‖xk − x∗‖2
+ γ2k(v1(1 + r)‖x∗‖2 + v2); (9)
(ii). If {γk} is a non-summable but square summable positive sequence, then {xk} k→∞−−−→ x∗ a.s. .
Proof. (i). By definition of xk+1 from (SA), we have that
‖xk+1 − x∗‖2 = ‖xk − γk∇F˜ (xk, ξk)− x∗‖2
= ‖xk − x∗‖2 − 2γk∇F˜ (xk, ξk)T (xk − x∗) + γ2k‖∇F˜ (xk, ξk)‖2
= ‖xk − x∗‖2 − 2γk∇F (xk)T (xk − x∗)− 2γkwTk (xk − x∗)
+ γ2k‖∇F (xk)‖2 + γ2k‖wk‖2 + 2γ2kwTk∇F (xk).
Taking expectations conditioned on Fk on both sides, we have that for any r > 0,
E[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 − 2γk∇F (xk)T (xk − x∗) + γ2k‖∇F (xk)‖2 + γ2kE[‖wk‖2 | Fk]
≤ ‖xk − x∗‖2 − 2γk[∇F (xk)−∇F (x∗)]T (xk − x∗) + γ2k‖∇F (xk)−∇F (x∗)‖2 + γ2kE[‖wk‖2 | Fk]
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9≤ ‖xk − x∗‖2 − 2γkc‖xk − x∗‖2 + γ2kL2‖xk − x∗‖2 + γ2k(v1‖xk‖2 + v2)
≤ ‖xk − x∗‖2 − 2γkc‖xk − x∗‖2 + γ2kL2‖xk − x∗‖2
+γ2k
(
v1
((
1 +
1
r
)
‖xk − x∗‖2 + (1 + r)‖x∗‖
)
+ v2
)
=
(
1− 2cγk + γ2k
(
L2 + v1
(
1 +
1
r
)))
‖xk − x∗‖2 + γ2k
(
v1(1 + r)‖x∗‖2 + v2
)
,
where ∇F (x∗) = 0 implies the second inequality, the strong convexity of F and the Lipschitz
continuity of ∇F , together with the quadratic growth rate of the conditional second moment of wk
lead to the third inequality, while for all a, b and r > 0, the fourth inequality follows from
‖a+ b‖2 ≤ (1 + r)‖a‖2 + (1 + 1/r)‖b‖2. (10)
(ii). Let τk , 2cγk − γ2k(L2 + v1(1 + 1/r)), µk , γ2k(v1(1 + r)‖x∗‖2 + v2). Since
∑∞
k=1 γk = +∞,∑∞
k=1 γ
2
k < +∞, c < L, we have that τk < 1,∀k ≥ 1, τk > 0 for k large enough,
∑∞
k=1 τk = +∞,∑∞
k=1 µk < +∞, limk µkτk = 0. Therefore, by Lemma 1, {‖xk − x∗‖2}
k→∞−−−→ 0 in an a.s. sense..
Remark 2. We observed after the writing of this paper that a result similar to (ii) was derived in
[7, Prop. 4.1 and Ex. 4.2]. Under weaker assumptions on F (∇F is Lipschitz continuous but F is
not necessarily convex, E[‖wk‖2 | Fk] ≤ v1‖∇F (xk)‖2 + v2) and a possibly random sequence γk, it
is shown that limk→∞∇F (xk) = 0. Statement (ii) in our result can be viewed as a corollary of this
result when F (x) is strongly convex. However, (i) does not appear to have been proven and serves
as a vital requirement for proving our subsequent asymptotic and rate statements.
If we take unconditional expectations on both sides of (9) and define ek , E[‖xk − x∗‖2], ∀k ≥ 1,
M , L2 + v1(1 + 1r ), and C , v1(1 + r)‖x∗‖2 + v2, then
ek+1 ≤ (1− 2cγk + γ2kM)ek + γ2kC, ∀k ≥ 1, (11)
Next, we derive the rate statement for ek from (11). This result is essential in analyzing (SI-ADMM)
in the next section.
Theorem 3. {xk} is the sequence generated by (SA). Suppose Assumption 4 holds. γk = γ0/k, where
γ0 is a scalar such that γ0 > 12c . Let K,d γ
2
0M
2cγ0−1e+ 1 and Q(γ0, K) , max
{
γ20C
2cγ0−γ20M/K−1 , KeK
}
.
Then for any k ≥ K,
ek ≤ Q(γ0, K)
k
. (12)
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Proof. We proceed to prove the result by induction on k. When k = K, (12) holds trivially. Suppose
(12) holds at arbitrary k ≥ K, then by (11),
ek+1 ≤ (1− 2cγk + γ2kM)ek + γ2kC ≤ (1− 2cγ0/k + γ20M/k2)Q(γ0, K)/k + γ20C/k2
=
[
1− 2cγ0
k
+ γ20
M
k2
+ γ20
C
kQ(γ0, K)
]
Q(γ0, K)
k
.
By definition of Q(γ0, K), we have that Q(γ0, K)/(γ20C) ≥ 1/(2cγ0 − γ20M/K − 1), it follows that
ek+1 ≤
[
1− 2cγ0
k
+
γ20M
k2
+
2cγ0 − γ
2
0M
K
− 1
k
]
· Q(γ0, K)
k
=
[
1− 1
k
+
γ20M
k2
− γ
2
0M
(K · k)
]
(k + 1)
k
Q(γ0, K)
(k + 1)
=
[
k − 1
k
+
γ20M
k
·
(
1
k
− 1
K
)]
(k + 1)
k
Q(γ0, K)
(k + 1)
≤ k − 1
k
· (k + 1)
k
Q(γ0, K)
(k + 1)
<
Q(γ0, K)
k + 1
,
where the penultimate inequality follows from k ≥ K ⇒ 1/k − 1/K ≤ 0.
Remark 3. To explicitly bound eK using e1, we may derive a bound for all k as follows: Suppose
ak , 1−2cγk+γ2kM for k ≥ 1. It follows that ek+1 ≤ akek+γ2kC. By a suitable choice of steplength
sequence {γk}, we may guarantee that ak > 0 for all k ≥ 1, allowing for constructing a general
inequality for ek+1 given by the following for k ≥ 2.
ek+1 ≤
(
k∏
i=1
ai
)
e1 + C
(
k−1∑
i=1
(
γ2i
k∏
j=i+1
aj
)
+ γ2k
)
.
We may then show that eK ≤ aˆe1 + bˆC, where aˆ ,
∏K−1
i=1 ai, K ≥ 2 and
bˆ ,
γ
2
1 , if K = 2,∑K−2
i=1 (γ
2
i ai+1 · . . . · aK−1) + γ2K−1, if K ≥ 3.
We denote (aˆ, bˆ) by (ax, bx) (for x-update) or (ay, by) (for y-update) in later subsections.
C. SI-ADMM: A stochastic inexact ADMM scheme
Since (y-Update) and (x-Update) in Alg. 1 necessitate exact solutions impossible to obtain in
stochastic regimes, we propose a stochastic inexact ADMM (SI-ADMM), an extension of the
generalized ADMM scheme, in which the sequence of iterates generated by the scheme are random
variables, each of which requires taking a finite (but) increasing number of (stochastic) gradient steps.
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Here T xk+1 − 1 and T yk+1 − 1 denote the number of sampled gradients generated within the x and y
update to ensure meeting a suitable error criterion. The (SI-ADMM) is defined in Alg. 2, where
L˜1(x, y, λ, ξx) , f˜(x, ξx) + g(y)− λT (Ax+By − b) + ρ
2
‖Ax+By − b‖2, (13)
L˜2(x, y, λ, ξy) , f(x) + g˜(y, ξy)− λT (Ax+By − b) + ρ
2
‖Ax+By − b‖2. (14)
yk+1 and xk+1 can be viewed as inexact solutions to (y-Update) and (x-Update) in Alg. 1, respectively,
Algorithm 2 SI-ADMM: A stoch. inexact ADMM scheme
(0) Choose Q and P , k = 0, choose the sequences {T yk+1, T xk+1}k≥0 as number of samples generated
for (15) and (16) updates; Given x0, y0, λ0, ρ > 0, γ > 0, γx > 0, γy > 0;
(1) Let xk+1, yk+1, λk+1 be given by the following:
yk,j+1 := yk,j − γy
j
[∇yL˜2(xk, yk,j, λk, ξyk,j) +Q(yk,j − yk)],
j = 1, . . . , T yk+1 − 1, yk,1 := yk,
yk+1 := yk,T yk+1 (15)
xk,j+1 := xk,j − γx
j
[∇xL˜1(xk,j, yk+1, λk, ξxk,j) + P (xk,j − xk)],
j = 1, . . . , T xk+1 − 1, xk,1 := xk,
xk+1 := xk,Txk+1 (16)
λk+1 := λk − γρ(Axk+1 +Byk+1 − b). (17)
(2) k := k + 1, return to (1).
obtained through a standard stochastic approximation schemes. Therefore, uk+1 , (xk+1, yk+1, λk+1),
∀k ≥ 0 is also inexact. The sample sequence {. . . , ξyk,1, . . . , ξyk,T yk+1−1, ξ
x
k,1, . . . , ξ
x
k,Txk+1−1, . . .}k≥0
represents the sequence of realizations of ξ. We denote the history of the algorithm as follows.
First, F0 , {x0, y0, λ0}. Then at the (k + 1)th epoch (k ≥ 0), Fyk+1 , Fk ∪ {ξyk,1, . . . , ξyk,T yk+1−1},
Fk+1 , Fyk+1 ∪{ξxk,1, . . . , ξxk,Txk+1−1}. Moreover, we may define a map Γk(u), akin to the map Γ∗(u)
specified in (7),
Γk(u) ,

ys−inexk (x, y, λ)
xs−inexk (x, y˜
s−inex
k , λ)
λs−inexk (x˜
s−inex
k , y˜
s−inex
k , λ)
 , (18)
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where u = (x, y, λ), ys−inexk , x
s−inex
k , λ
s−inex
k are three maps such that yk = y
s−inex
k (xk−1, yk−1, λk−1),
xk = x
s−inex
k (xk−1, yk, λk−1), λk = λ
s−inex
k (xk, yk, λk−1). Moreover, y˜
s−inex
k , ys−inexk (x, y, λ), x˜s−inexk ,
xs−inexk (x, y˜
s−inex
k , λ). Consequently, Γk(u) is a single-valued random map. Its image depends on both
the input and samples. To ensure convergence of {uk}, we assume the following.
Assumption 5. The functions f and g are both strongly convex in their respective arguments with
constants µf and σg, respectively. In addition, f and g are both continuously differentiable with
Lipschitz continuous gradients with constants Lf and Lg, respectively.
Assumption 6. The matrix [A B] has full row rank.
Remark 4. Assumption 1, 5 and 6 are sufficient to claim that there exists a unique triple (x∗, y∗, λ∗) ,
u∗ that satisfies the KKT conditions: ATλ∗ = ∇f(x∗), BTλ∗ = ∇g(y∗), and Ax∗+By∗ = b. Since f
and g are strongly convex, (SOpt) has a unique primal optimal solution. Furthermore, since the KKT
conditions are necessary and sufficient, they admit a unique solution tuple (x∗, y∗). Since [A B]
has linearly independent rows, λ∗ is uniquely determined by (x∗, y∗). Since the KKT point u∗ is
unique and the contraction property in Theorem 1 holds for the same u∗ regardless of initial point,
i.e., inequality (6) holds for every uk for the same u∗. Moreover, Assumption 5 implies Assumption
2(d), and Assumption 6 can be made without loss of generality.
D. Error bounds and choice of T yk+1 and T
x
k+1
In this section, we will present some error bounds and derive a recursive inequality (Lemma 3)
important in proving the main result in Section III. We begin by providing the necessary assump-
tions on the oracle. Throughout the remainder of the paper, we assume that the sample sequence
{. . . , ξyk,1, . . . , ξyk,T yk+1−1, ξ
x
k,1, . . . , ξ
x
k,Txk+1−1, . . .}k≥0 generated by Algorithm 2 is i.i.d.
Assumption 7. There exist two stochastic first-order oracles such that for any given x ∈ Rn, y ∈
Rm, ξ ∈ Ξ, the first generates ∇xf˜(x, ξ) while the second generates ∇yg˜(y, ξ). If wx , ∇xf˜(x, ξ)−
∇xf(x) and wy , ∇yg˜(y, ξ)−∇yg(y), then for any x, y, E[wx] = 0, E[wy] = 0. Furthermore, there
exists vx1 , v
x
2 , v
y
1 , v
y
2 , such that for any x, y, E[‖wx‖2] ≤ vx1‖x‖2 + vx2 and E[‖wy‖2] ≤ vy1‖y‖2 + vy2 .
Suppose cy and cx denote the strong convexity constants of Lρ(x, y, λ)+12‖y−z‖2Q and Lρ(x, y, λ)+
1
2
‖x− z‖2P in terms of y (uniformly in x) and x (uniformly in y), respectively, where z ∈ Rn can be
taken as any vector. Similarly, suppose Ly and Lx denote the Lipschitz constants of ∇yLA(x, y, λ)+
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Q(y − z) and ∇xLA(x, y, λ) + P (x− z) in terms of y and x, respectively, where z ∈ Rn again can
be taken as any vector. Note that cy, cx, Ly, Lx are assumed to be independent of x, y, λ and z. From
definitions (13), (14), the following equations hold:
∇xL˜1(x, y, λ, ξx) + P (x− z1)−∇xLρ(x, y, λ)− P (x− z1) = ∇xf˜(x, ξx)−∇xf(x)︸ ︷︷ ︸
,wx
,∀x, y, λ, z1,
∇yL˜2(x, y, λ, ξy) +Q(y − z2)−∇yLρ(x, y, λ)−Q(y − z2) = ∇yg˜(y, ξy)−∇yg(y)︸ ︷︷ ︸
,wy
,∀x, y, λ, z2.
In fact, ∇xL˜1(x, y, λ, ξx) +P (x− z1) and ∇yL˜2(x, y, λ, ξy) +Q(y− z2) are the stochastic gradients
utilized in the inexact updates (15)–(16) of Algorithm 2, respectively, where z1 and z2 are taken as
the iterates x, y of last iteration. Next, we derive bounds for updates (15) and (16) in Lemma 2 by
recalling that both involve solving unconstrained stochastic approximation problems. Therefore, the
proof follows in a similar fashion to that in Theorem 3. In fact, the bounds derived for the subproblems
will be used to obtain a bound for the major iterates generated by Algorithm 2 (Lemma 3). Before
presenting the Lemma, let us define y∗k+1, x
∗
k+1, x˜
∗
k+1, λ
∗
k+1, u
∗
k+1 as follows:
y∗k+1 , argmin
y
{Lρ(xk, y, λk) + 1
2
‖y − yk‖2Q}, (19)
x∗k+1 , argmin
x
{Lρ(x, y∗k+1, λk) +
1
2
‖x− xk‖2P}, (20)
x˜∗k+1 , argmin
x
{Lρ(x, yk+1, λk) + 1
2
‖x− xk‖2P}, (21)
λ∗k+1 , λk − γρ(Ax∗k+1 +By∗k+1 − b), (22)
u∗k+1 , (x∗k+1; y∗k+1;λ∗k+1) = Γ∗((xk; yk;λk)), (23)
and the parameters Ck+1y ,My, Ky, C
k+1
x ,Mx, Kx,
C(k+1)y , vy1(1 +R)‖y∗k+1‖2 + vy2 , My , L2y + vy1
(
1 +
1
R
)
, Ky , d
γ2yMy
2cyγy − 1e+ 1, (24)
C(k+1)x , vx1 (1 +R)‖x˜∗k+1‖2 + vx2 , Mx , L2x + vx1
(
1 +
1
R
)
, Kx , d γ
2
xMx
2cxγx − 1e+ 1. (25)
Lemma 2. Consider Algorithm 2. Suppose Assumptions 5 and 7 hold. Then for any R > 0, the
following holds a.s. for all k ≥ 0 for updates (15) and (16).
E[‖yk+1 − y∗k+1‖2 | Fk] ≤
θk+1y
T yk+1
, if T yk+1 ≥ Ky, (26)
E[‖xk+1 − x˜∗k+1‖2 | Fyk+1] ≤
θk+1x
T xk+1
, if T xk+1 ≥ Kx, (27)
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where
θk+1y , max
{
γ2yC
(k+1)
y
2cyγy − γ2yMy/Ky − 1
, Kye¯
y,k+1
Ky
}
, θk+1x , max
{
γ2xC
(k+1)
x
2cxγx − γ2xMx/Kx − 1
, Kxe¯
x,k+1
Kx
}
,
e¯y,k+1Ky = E[‖yk,Ky − y∗k+1‖2 | Fk] ≤ ay‖yk − y∗k+1‖2 + byC(k+1)y a.s.,
e¯x,k+1Kx = E[‖xk,Kx − x˜∗k+1‖2 | Fyk+1] ≤ ax‖xk − x˜∗k+1‖2 + bxC(k+1)x a.s.,
and ay, by, ax, bx are constants determined by problem parameters cy, cx, γy, γx, Ly, Lx, R.
Proof. Omitted (Similar analysis to Th. 3) while values of ay, by, ax, bx are discussed in Remark 3.
Note that if assumptions of Theorem 1 hold and (SOpt) has a unique KKT point u∗, then based
on Theorem 1, there exists δ > 0, such that for any k ≥ 0,
‖u∗k+1 − u∗‖2G ≤
1
1 + δ
‖uk − u∗‖2G, (28)
where G is defined in (5). We now present a recursive inequality essential in analyzing a.s.
convergence and the convergence rate of the major iterates (xk, yk, λk) in Algorithm 2. We continue
to use the constants defined in (24), (25).
Lemma 3. Suppose the assumptions of Theorem 1 hold and Assumptions Assumption 3(i), 5, 6, and
7 hold. Then (SOpt) has an unique KKT point u∗ (See Remark 4) and there exists δ > 0 such that
(28) holds for any k ≥ 0. Let η ∈ (0, 1) and T > 0. Then
(i). For any k ≥ 0, if T yk+1 ≥ Ky, T xk+1 ≥ Kx, then for any R0,k > 0,
E[‖uk+1 − u∗‖2G | Fk] (29)
≤
[
(1 +R0,k)
(
ζx2
T xk+1
+
ζy2
T yk+1
+
ζxy2
T xk+1T
y
k+1
)
+
1 + 1/R0,k
1 + δ
]
· ‖uk − u∗‖2G
+ (1 +R0,k)
(
ζx1
T xk+1
+
ζy1
T yk+1
+
ζxy1
T xk+1T
y
k+1
)
,
where ζx1 , ζ
y
1 , ζ
xy
1 , ζ
x
2 , ζ
y
2 , ζ
xy
2 are nonnegative constants determined solely by problem and algorithm
parameters cx, cy, γx, γy, Lx, Ly, vx1 , v
y
1 , v
x
2 , v
y
2 , R, ρ, γ, A, B, P , Q, and the unique optimal solution
(x∗, y∗) as well as δ, which are all independent of the algorithm iterates.
(ii). Suppose R0,k ≡ R0, a , 1+1/R01+δ , C1 , (1 + R0)(ζx2 + ζy2 )/T , C2 , (1 + R0)ζxy2 /T 2, C3 =
(1 + R0)(ζ
x
1 + ζ
y
1 )/T , C4 = (1 + R0)ζ
xy
1 /T
2, T yk+1,max
{
Ky, dT/ηke
}
, T xk+1,max
{
Kx, dT/ηke
}
.
Then the following holds a.s. for any index k.
E[‖uk+1 − u∗‖2G | Fk] ≤
[(
C1 + C2η
k
)
ηk + a
] ‖uk − u∗‖2G + (C3 + C4ηk) ηk. (30)
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Proof. (i). See Appendix. (ii). By substituting T yk+1 and T xk+1 by
T
ηk
and R0,k by R0 in (29), the result
follows.
We now refine this result for the setting where g is simple and the y update can be obtained exactly
in Algorithm 2, i.e., update (15) is modified to:
yk+1 := argmin
y
Lρ(xk, y, λk) + (1/2)‖y − yk‖2Q, (31)
where Lρ(x, y, λ) is augmented Lagrangian defined in (3). Consequently, the oracle assumption
(Assumption 7), while imposed directly, pertains only to the sample ∇xf˜(x, ξ). Since yk+1 can be
exactly obtained, we let Fyk+1 = Fk. Note that the following corollary finds relevance in the numerics.
Corollary 2. Suppose that g is simple such that (31) can be computed exactly. Consider Algorithm 2
with update (15) modified to (31). Suppose assumptions of Theorem 1 hold and Assumption 2(a), 7
hold. Also suppose that and (SOpt) has an unique KKT point u∗ = (x∗; y∗;λ∗). Then there exists
δ > 0 such that (28) holds for any k ≥ 0. If T xk+1 ≥ Kx in Algorithm 2 and R0,k > 0, then the
following holds a.s. for any k ≥ 0.
E[‖uk+1 − u∗‖2G | Fk] ≤
(
(1 +R0,k)ζ2
T xk+1
+
1 + 1/R0,k
1 + δ
)
‖uk − u∗‖2G +
(1 +R0,k)ζ1
T xk+1
, (32)
where ζ1, ζ2 are nonnegative constants dependent on cx, γx, Lx, R, vx1 , v
x
2 , γ, ρ, P,A and x
∗, δ.
Proof. See Appendix.
III. CONVERGENCE AND RATE ANALYSIS
In this section, we examine the convergence of the (random) sequence {uk} generated by (SI-
ADMM), both from an asymptotic and a rate standpoint, based on the choice of the sequences
{T yk+1} and {T xk+1}. The sequence {uk} created by Algorithm 2 has the following relationship:
uk+1 := Γk+1(uk), (33)
where Γk(•) is defined in (18). Based on the supermartingale convergence lemma (Lemma 1), we
obtain a.s. convergence if {T yk+1} and {T xk+1} are suitably chosen.
Theorem 4 (a.s. convergence). Consider Algorithm 2. Suppose the assumptions of Theorem 1 and
Assumptions 3(i), 5, 6, 7 hold. Suppose T yk+1 and T
x
k+1 satisfy T
y
k+1 ≥ Ky, T xk+1 ≥ Kx,
∑∞
k=0
1
T yk+1
<
∞,∑∞k=0 1Txk+1 <∞, and E[‖u0 − u∗‖2G] <∞. Then ‖uk − u∗‖2G → 0 a.s. as k →∞.
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Proof. Under assumptions of this Theorem, Lemma 3 may be applied. Specifically, we utilize (29)
and Lemma 1 to prove this result. Let R0,k ≡ R0,∀k ≥ 0, in (29) and rewrite it as follows:
E[vk+1 | Fk] ≤ (1− Uk)vk + Vk, a.s. ∀k ≥ 0, (34)
where vk , ‖uk − u∗‖2G, Vk , (1 +R0)
(
ζx1
Txk+1
+
ζy1
T yk+1
+
ζxy1
Txk+1T
y
k+1
)
, and
Uk , 1−
[
1 + 1/R0
1 + δ
+ (1 +R0)
(
ζx2
T xk+1
+
ζy2
T yk+1
+
ζxy2
T xk+1T
y
k+1
)]
.
By assumption, T yk+1 → +∞, T xk+1 → +∞, implying that 1 − Uk k→∞−−−→ 1+1/R01+δ for any fixed R0.
Since (34) holds for any R0, fix R0 > 0 such that a , 1+1/R01+δ < 1. Then ∃K0, s.t. ∀k ≥ K0,
1− Uk < q < 1⇒ 1− q < Uk < 1,∀k ≥ K0. Therefore, the shifted recursion can be stated:
E[vk+1 | vK0 , . . . , vk] ≤ (1− Uk)vk + Vk, a.s.,∀k ≥ K0,
where 1− q < Uk < 1, Vk ≥ 0 for all k ≥ K0. If it can be shown that E[vK0 ] <∞,
∑∞
k=K0
Uk =∞,∑∞
k=K0
Vk < ∞ and limk→∞ VkUk = 0, then by Lemma 1, the result follows. In fact, E[v0] < ∞
and E[vk+1] ≤ (1 − Uk)E[vk] + Vk,∀k ≥ 0 (obtained by taking expectations on both sides of (34))
imply E[vK0 ] < ∞. 1 − q < Uk < 1,∀k ≥ K0 implies
∑∞
k=K0
Uk = ∞. Eventually,
∑∞
k=0
1
T yk+1
<
∞,∑∞k=0 1Txk+1 <∞, Uk > 1− q,∀k ≥ K0 imply ∑∞k=K0 Vk <∞ and limk→∞ VkUk = 0.
Next, we consider the case when T yk+1 and T
x
k+1 increase geometrically and prove linear conver-
gence of the major iterates. We also show that the overall iteration (sample) complexity to compute
an -solution is O(1/), identical to the canonical iteration and sample complexity.
Theorem 5 (Rate and overall iteration (sample) complexity under geometric growth of T xk+1
and T yk+1). Consider Algorithm 2. Suppose assumptions of Theorem 1 and Assumption 3(i), 5, 6,
7 hold. Suppose T yk+1,max
{
Ky, dT/ηke
}
, T xk+1,max
{
Kx, dT/ηke
}
, ∀k ≥ 0, where 0 < η < 1,
T > 0. Then the following statements hold:
(i). E[‖uk − u∗‖2G]→ 0 as k →∞ geometrically.
(ii). Suppose (SOpt) is resolved to precision  ≤ 1/e by Algorithm 2, i.e. E[‖uk−u∗‖2G] ≤ . Assume
that η > 1
1+δ
. Then the overall iteration (sample) complexity to obtain an -solution is O(1/).
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Proof. (i). Under these assumptions, we could apply inequality (30) from Lemma 3(ii), where R0
is chosen such that a , 1+1/R0
1+δ
< 1. Denote rk = E[‖uk − u∗‖2G]. Then by taking expectations on
both sides of (30) and by utilizing the recursion, we have:
rk+1 ≤
[(
C1 + C2η
k
)
ηk + a
]
rk +
(
C3 + C4η
k
)
ηk =⇒ rk ≤
,β0︷ ︸︸ ︷[ k−1∏
i=0
(C1η
i + C2η
2i + a)
]
r0 (35)
+
,β1︷ ︸︸ ︷
k−2∑
i=0
[
(C3η
i + C4η
2i)(C1η
i+1 + C2η
2(i+1) + a)× . . .×(C1ηk−1 + C2η2(k−1) + a)
]
+ C3η
k−1 + C4η2(k−1),
∀k ≥ 2. The coefficient of r0 may be bounded as follows.
β0 ≤
(∑k−1
i=0 (C1η
i + C2η
2i + a)
k
)k
≤
(
a+
C1
k
· 1− η
k
1− η +
C2
k
· 1− η
2k
1− η2
)k
≤
(
a+
C1
k
· 1
1− η +
C2
k
· 1
1− η2
)k
= ak
(
1 +
C1(1 + η) + C2
a(1− η2) ·
1
k
)k
≤ akeα,
where α,C1(1+η)+C2
a(1−η2) , the first inequality follows from the fact that geometric mean is less than
arithmetic mean, while the last inequality holds because of the following sequence of inequalities
for x ≥ 0: 1 + x ≤ (1 + x/2)2 ≤ . . . ≤ (1 + x/k)k ≤ . . . ≤ ex. Let C1,2 = C1 +C2, C3,4 = C3 +C4.
Then by similar techniques, β1 in (35) can be bounded as follows:
β1 ≤
k−2∑
i=0
[
(C3,4η
i)(C1,2η
i+1 + a) . . . (C1,2η
k−1 + a)
]
+ C3,4η
k−1
≤ C3,4
k−2∑
i=0
ηi
(∑k−1
j=i+1(a+ C1,2η
j)
k − i− 1
)k−i−1
+ ηk−1

= C3,4
[
k−2∑
i=0
ηi
(
a+
C1,2η
i+1
k − i− 1 ·
1− ηk−i−1
1− η
)k−i−1
+ ηk−1
]
≤ C3,4
[
k−2∑
i=0
ηiak−i−1
(
1 +
C1,2η
a(1− η) ·
1
k − i− 1
)k−i−1
+ ηk−1
]
≤ C3,4
[
k−2∑
i=0
ηiak−i−1eβ + ηk−1
]
,
where β = C1,2η
a(1−η) . Let τ , max{a, η}, and q ∈ (τ, 1). Then (35) reduces to the following for k ≥ 2.
rk ≤ akeαr0 + C3,4
[
k−2∑
i=0
ηiak−i−1eβ + ηk−1
]
≤ (aeαr0 + C3,4eβ(k − 1) + C3,4)τ k−1. (36)
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We know that kτ k ≤ D(q)qk [2], implying that rk → 0 at a geometrical rate.
(ii). Let R0 be such that a=
1+
1
R0
1+δ
< η, and let η = La, where L > 1. From (36), for k ≥ 2:
rk ≤ akeαr0 + C3,4
[
k−2∑
i=0
ηiak−i−1eβ + ηk−1
]
=
( η
L
)k
eαr0 + C3,4
[
k−2∑
i=0
ηi
( η
L
)k−i−1
eβ + ηk−1
]
≤
( η
L
)k
eαr0 + C3,4e
βηk−1
[
k−2∑
i=0
(
1
L
)k−i−1
+ 1
]
=
( η
L
)k
eαr0 + C3,4e
βηk−1 ·
(
1− 1/Lk
1− 1/L
)
≤ ηk
(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)
, Rk. (37)
Suppose that K¯ , min{K : rk ≤ ,∀k ≥ K}. Then K¯ ≤ min{K : Rk ≤ ,∀k ≥ K} = min{K :
RK ≤ , RK−1 > } =
⌈
logη
(
eαr0
L
+
C3,4e
β
η(1−1/L)
)⌉.
Since the overall iteration (sample) complexity N() is a summation of the iteration (sample)
complexity at each major iteration, we obtain the following sequence of inequalities:
N() =
K¯∑
k=1
[(T yk − 1) + (T xk − 1)] ≤
K¯∑
k=1
(max{dT/ηk−1e, Kx}+ max{dT/ηk−1e, Ky} − 2)
≤
K¯∑
k=1
(T/ηk−1 + 1 +Kx + T/ηk−1 + 1 +Ky − 2) = 2T
K¯∑
k=1
(1/ηk−1) + K¯(Kx +Ky)
= 2T · 1/η
K¯ − 1
1/η − 1 + K¯(Kx +Ky) ≤ 2T ·
1/ηK¯
1/η − 1 + K¯(Kx +Ky) =
2Tη
1− η ·
1
ηK¯
+ K¯(Kx +Ky)
≤ 2Tη
1− η ·
1
η
· 1

(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)
+
{
logη
[

/(eαr0
L
+
C3,4e
β
η(1− 1/L)
)]
+ 1
}
(Kx +Ky)
=
2T
1− η
(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)
1

+
Kx +Ky
log(1/η)
log
(
1

)
+
[
1− logη
(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)]
(Kx +Ky)
≤ 2T
1− η
(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)
1

+
Kx +Ky
log(1/η)
log
(
1

)
+
[
1− logη
(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)]
(Kx +Ky) log
(
1

)
=
[
2T
1− η
(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)]
1

+
{[
1− logη
(
eαr0
L
+
C3,4e
β
η(1− 1/L)
)]
(Kx +Ky) +
Kx +Ky
log(1/η)
}
log
(
1

)
= O
(
1

)
.
Remark 5. Note that this matches standard SA, where to solve a stochastic optimization to -accuracy
(i.e. E[‖xk − x∗‖2] ≤ ) requires O(1/) iterations (samples).
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IV. NUMERICAL EXPERIMENTS
In this section, we compare SI-ADMM with other algorithms on two test problems: (i) LASSO
with expectation-valued loss; and (ii) Distributed regression.
A. LASSO. Consider the following problem:
min E[(l(ξ)Tx− s(ξ))2] + γ¯‖x‖1, (LASSO)
where x ∈ Rn, (l, s) : Ξ → Rn × R, and (Ξ,F ,P) denotes the probability space. We consider this
problem first in order to compare SI-ADMM with existing stochastic variants of ADMM, which
could only tackle problems with simple and closed-form g function (regularizers).
In subsequent discussions, we denote l(ξ), s(ξ) as l, s for simplicity. Then (LASSO) can be
reformulated as an (SOpt) with one part of objective being stochastic and the other deterministic:
min {E[(lTx− s)2] + γ¯‖y‖1 | x− y = 0}. (38)
We compare the behavior of SI-ADMM with stochastic ADMM [24]. In particular, we rely on
synthetic data: l = (l˜; 1), l˜ ∼ N(0,Σl),Σl = (σ2l ×0.5|i−j|)i,j, s = lTxtrue + s, where s ∼ N(0, σ2s).
We assume that l and s are independent random variables. To generate a deterministic xtrue, we
generate n− 1 i.i.d random samples where rsi ∼ U [−50, 50], i = 1, . . . , n− 1. and let
[xtrue]i :=
rsi if |rsi| ≤ 5,0 if |rsi| > 5. (39)
Furthermore, let [xtrue]n ∼ B(1, p) (Bernoulli). Then approximately n10 elements are nonzeros. In our
experiments, we set σ2l = σ
2
s = 5 and the stochastic part of the objective has an explicit deterministic
form given by (x− xtrue)TΣ(x− xtrue) + σ2s , as seen next.
E[(lTx− s)2] = E[(lTx− (lTxtrue + s))2] = E[(lT (x− xtrue)− s)2]
= E[(x− xtrue)T llT (x− xtrue)− 2slT (x− xtrue) + 2s]
= E[(x− xtrue)T llT (x− xtrue)]− 2E[s]E[lT (x− xtrue)] + E[2s]
= (x− xtrue)TE[llT ](x− xtrue) + σ2s = (x− xtrue)TΣ(x− xtrue) + σ2s ,
where Σ , E[llT ] =
(
Σl
1
)
. Therefore, the optimal solution x∗ and the optimal objective F ∗ can
be obtained by deterministic algorithms (proximal gradient algorithm [25]).
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Implementation of SADM0 [24]: The stochastic ADMM scheme (SADM0) utilizes the following steps:
xk+1 :=
−2(lTk xk − sk)lk + λk + ρyk + ηk · xk
ρ+ ηk
(x− update)
yk+1 :=S γ¯
ρ
(xk+1 − λk/ρ) (y − update)
λk+1 := λk − ρ(xk+1 − yk+1), (λ− update)
where (lk, sk) denote the samples generated at iteration k+1, ηk = 1000
√
k, x0 = 0, y0 = 0, λ0 = 0,
and the soft-thresholding operator Sα(·) is defined as follows.
Sα(x) ,

xi − α if xi > α,
0 if − α ≤ xi ≤ α,
xi + α if xi < −α.
(40)
Implementation of SI-ADMM: The simplified version contains following updates in each iteration:
yk+1 = S γ¯
ρ
(xk − λk/ρ) (exact y-update)
xk,j+1 := xk,j − γx
j
[∇xL˜1(xk,j, yk+1, λk, ξxk,j) + P (xk,j − xk)], j = 1, . . . , T xk+1 − 1, xk,1 := xk,
xk+1 := xk,Txk+1 (Inexact x-update)
λk+1 := λk − ρ(xk+1 − yk+1), (λ-update)
where L˜1 is defined in (13). We stop the algorithm when the outer loop iteration number reaches
maximum. The parameters are defined and calculated based on Lemma 2, Corollary 1 and the property
of augmented Lagrangian function Lρ(x, y, λ): P = 0, x0 = 0, λ0 = 0, T xk+1 = max{Kx, dT/ηke},
T = 1000, η = (1 + δ/2)/(1 + δ), Kx = dγ2xMx/(2cxγx − 1)e + 1, γx = 1/cx, cx = 2λmin(Σ) +
ρ, Mx = L2x + (1 + 1/R)v
x
1 , R = 1, Lx = 2λmax(Σ) + ρ, v
x
1 = 8λmax(E[(llT − Σ)2]), δ =
2
(
ρ
2λmin(Σ)
+ 2λmax(Σ)
ρ
)−1
. We derive vx1 and v
x
2 by first deriving a bound on E[‖wx‖2]. If Σl =
(σij)ij, i, j ∈ {1, . . . , n− 1}, then from the definition of wx in Corollary 2,
E[‖wx‖2] = E[‖2l(lTx− s)− 2Σ(x− xtrue)‖2] = E[‖2l(lTx− (lTxtrue + s))− 2Σ(x− xtrue)‖2]
= E[‖2(llT − Σ)(x− xtrue)− 2ls‖2] = 4(x− xtrue)TE[(llT − Σ)2](x− xtrue)
− 8E[s]E[lT (llT − Σ)(x− xtrue)] + 4E[lT l]E[2s]
≤ 8xTE[(llT − Σ)2]x+ 8xTtrueE[(llT − Σ)2]xtrue + 4σ2s
n∑
i=1
E[l2i ]
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= 8xTE[(llT − Σ)2]x+ 8xTtrueE[(llT − Σ)2]xtrue + 4σ2s
(
n−1∑
i=1
σii + 1
)
Therefore, vx1 and v
x
2 may be derived as follows:
vx1 = 8λmax
(
E[(llT − Σ)2]) , and vx2 = 8xTtrueE[(llT − Σ)2]xtrue + 4σ2s
(
n−1∑
i=1
σii + 1
)
. (41)
The following lemma shows we may compute E[(llT − Σ)2] in closed form and we use the eig
function in Matlab is to compute its eigenvalues.
Lemma 4. Suppose l = (l¯; 1), l¯ ∼ N(0,Σl),Σl , (σij)ij,Σ , E[llT ]. If we let V , (vij)ij ,
E[(llT − Σ)2], then
vij =

σij
∑n−1
k=1 σkk +
∑n−1
k=1 σikσjk + σij, if i 6= n, j 6= n,
0, if i = n, j 6= n, or i 6= n, j = n,∑n−1
k=1 σkk, if i = j = n.
Proof. The proof is omitted and utilizes Isserlis Theorem [17] to calculate 4th-order moments.
Implementation of SADM1 [4]: In a recent work, Azadi and Sra [4] prove a (faster) rate of convergence
of O(1/T ) in terms of sub-optimality and infeasibility for the stochastic ADMM scheme applied on
strongly convex risk functions by utilizing an alternate form of averaging (referred to as SADM1). In
applying SADM1 to (38), the following steps are taken in iteration k + 1.
xk+1 =
−2(lTk xk − sk)lk + λk + ρyk + (k + 2)/2 · µfxk
ρ+ (k + 2)/2 · µf , (x - update)
yk+1 = S γ¯
ρ
(xk+1 − λk/ρ), (y - update)
λk+1 = λk − ρ(xk+1 − yk+1), (λ - update)
x¯k+1 =
2
(k + 2)(k + 3)
k+1∑
j=0
(j + 1)xj. (x - average)
y¯k+1 =
2
(k + 1)(k + 2)
k+1∑
j=1
jyj, (y - average)
where µf = 2λmin(Σ) denotes the convexity constant of E[(lTx− s)2].
(A1.) Insights from comparing with SADM0: We compare stochastic ADMM and SI-ADMM in
Table II, where each scheme uses the same samples by fixing the seed in the random number
generator and x∗1, x
∗
2 denote the solutions given by SI-ADMM and SADM0, respectively.
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dim. ρ Sample Tm1(s) Tm2(s) ‖x∗1 − x∗‖2 ‖x∗2 − x∗‖2
10 100 10919 0.39 1.04 5.82e-01 3.79e-01
10 100 70995 2.58 6.87 1.41e-01 9.99e-02
10 100 189144 6.75 17.91 3.15e-02 2.29e-02
10 50 11873 0.43 1.12 3.89e-01 3.67e-01
10 50 113692 4.02 10.67 2.21e-02 5.52e-02
10 50 485538 17.37 44.88 5.44e-04 1.71e-03
10 20 14563 0.53 1.30 1.18e-01 3.32e-01
10 20 400799 14.30 37.12 7.13e-05 3.38e-03
10 20 6336323 224.62 631.96 1.00e-04 1.13e-04
100 100 10919 1.67 2.65 1.47e+01 5.72e+00
100 100 70970 10.73 17.55 9.55e-01 4.91e-01
100 100 189018 28.48 50.10 8.82e-02 5.09e-02
100 50 11867 1.78 3.26 6.63e+00 5.33e+00
100 50 113377 17.20 28.06 5.45e-02 1.87e-01
100 50 482823 72.51 124.12 1.26e-03 2.62e-03
100 20 14484 2.20 3.85 1.13e+00 4.39e+00
100 20 386699 58.10 99.65 1.00e-03 6.11e-03
100 20 5893508 884.55 1529.41 1.39e-04 1.76e-04
TABLE II
(1)SI-ADMM VS.(2) SADM0 ON LASSO (γ¯ = 0.1)
Fig. 1. SI-ADMM vs. SADM0 vs. SADM1, ρ = 10, n = 10 (L) and ρ = 50, n = 10 (R), log-scale.
As seen in Table II, for the same sample size and dimension, the performances of SI-ADMM
and SADM0 vary with the choice of ρ. When ρ is small, SI-ADMM may outperform SADM0 given
enough data (highlighted in blue). Meanwhile, SI-ADMM generally requires less time than SADM0
for the same sample complexity. After all, SADM0 needs to compute an x-update, a y-update, and a
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λ-update for every sampled gradient, while SI-ADMM just needs a gradient step.
(A2.) Insights from comparing with SADM0 and SADM1. To compare SI-ADMM with SADM0 and
SADM1 on (38), we plot trajectories of mean error of iterate xk, shown in Figure 1. Under the
same experimental settings, we add an averaging step to SADM0, defined as follows in the (k+ 1)th
iteration: x¯k+1, 1k+2
∑k+1
i=0 xi and y¯k+1, 1k+1
∑k+1
i=1 yi. Furthermore, let ηk = µk in SADM0, where
µf = 2λmin(Σ) denotes the strong convexity constant. During the implementation of SADM1, we
take x0 = 0, y0 = 0, and λ0 = 0 as initial values for iterates. We generate 10 replications for each
algorithm starting from the same initial point to calculate the empirical error of iterate. Specifically,
we calculate empirical mean error of iterate as follows: for SI-ADMM at iteration k, suppose the
10 realizations of iterate xk are xk,1, . . . , xk,10. Then we use 110
∑10
i=1 ‖xki − x∗‖2 to approximate
E[‖xk − x∗‖2]. Likewise, we estimate empirical mean error of iterate at x¯k for SADM0 and SADM1.
The left plot in Figure 1 displays the trajectories of empirical mean error of iterate when n =
10, ρ = 10, while the right plot in Figure 1 is generated when ρ is raised to 50. The x-axis denotes
the number of samples (lk, sk) drawn from the pre-specified distributions. The theoretical upper
bound of E[‖xk − x∗‖2] of SI-ADMM is calculated based on Corollary 2. In particular, we take
expectations on both sides of (32), replace T xk+1 with T/η
k, and obtain the following inequality for
any k ≥ 0 and R0,k > 0:
E[‖uk+1 − u∗‖2G] ≤
(
(1 +R0,k)ζ2
T/ηk
+
1 + 1/R0,k
1 + δ
)
E[‖uk − u∗‖2G] +
(1 +R0,k)ζ1
T/ηk
, (42)
where ζ1, ζ2 are defined as follows, (see proof of Corollary 2 in Appendix)
ζ2 = (λmax(Pˆ ) + ργ‖A‖2)Cx1,2, ζ1 = (λmax(Pˆ ) + ργ‖A‖2)Cx1,1,
Cx1,2 =
(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
vx1 (1 +R) ·
2
λmin(Pˆ )(1 + δ)
+Kxax · 2
λmin(Pˆ )
(
1 +
1
1 + δ
)
,
Cx1,1 =
(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
[vx1 (1 +R) · 2‖x∗‖2 + vx2 ].
Recall that uk = (xk; yk;λk), A = In×n, Pˆ = P+ρATA, vx2 = 8x
T
trueE[(llT−Σ)2]xtrue+4σ2s(
∑n−1
i=1 σii+
1) according to (41), and
ax =
Kx−1∏
i=1
ai, ai = 1− 2cxγx/i+Mx(γx/i)2, bx =
Kx−2∑
i=1
((γx/i)
2ai+1 · . . . · aKx−1) + (γx/(Kx − 1))2,
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based on Remark 3. Last, we set R = 1. The values of the other parameters are already specified
during the implementation of SI-ADMM. Noting that E[‖xk+1 − x∗‖2] ≤ 1ρE[‖uk+1 − u∗‖2G], the
upper bound for E[‖xk+1 − x∗‖2] is calculated through dividing the right-hand side of (42) by ρ.
Here E[‖uk − u∗‖2G] is approximated by sample average calculated by the algorithm and
R0,k ,
√
E[‖uk − u∗‖2G]/(1 + δ)/D, D =
ζ2η
k
T
· E[‖uk − u∗‖2G] +
ζ1η
k
T
.
From Figure 1, we may draw similar conclusions. When ρ is smaller, the performance of SI-ADMM
is generally better. As seen from Figure 1(Left), at the outset, SI-ADMM converges faster than the
other two and is comparable to SADM1 when the sample size is large.
B. Distributed regression. Next, we aim to solve (SOpt) in a distributed fashion. While one agent
may obtain noise-corrupted sampled gradients of f˜ , the other has access to noise-corrupted sampled
gradients of g˜.
Problem description: Consider (SOpt). Specifically, the experiment is designed as follows: f(x) =
E[(l1(ξ)Tx−s1(ξ))2], g(y) = E[(l2(ξ)Ty−s2(ξ))2]. Denote l1(ξ), l2(ξ), s1(ξ), s2(ξ) as l1, l2, s1, s2. Let
l1 ∼ N(0,Σ1), l2 ∼ N(0,Σ2),Σ1 = Σ2 , Σ = (σ2l ×0.5|i−j|)ij, s1 = lT1 β1 +s1, s2 = lT2 β2 +s2, s1 ∼
N(0, σ2s), s2 ∼ N(0, σ2s). Denote Σ = (σij)ij , and A = (aij)ij . Let
aij =

0, if i > j,
3, if i = j,
∼ N(0, 0.01), if i < j.
B = −In, b = 0, σ2l = σ2s = 5. Let rsi ∼ U [−50, 50], i = 1, . . . , n then β2 is defined as follows:
[β2]i ,
rsi if |rsi| ≤ 5,0 if |rsi| > 5. (43)
Then let β1 = A−1β2. The optimal solution z∗ , (x∗; y∗) = (β1; β2) and objective function value F ∗
equals to 2σ2s since f and g are given by f(x) = (x−β1)TΣ1(x−β1) +σ2s , g(y) = (y−β2)TΣ2(y−
β2) + σ
2
s and (β1; β2) satisfies the constraint Ax − y = 0. These closed-form expressions may be
derived similar to that in Section IV (A). This experiment fits well in the setting where two agents
want to estimate the true value β1 and β2, respectively, given appropriate sample inputs and outputs.
Furthermore, they know β1 and β2 are related through β2 = Aβ1, and this relation can be enforced
through the constraint: Ax−y = 0. Moreover, they prefer not to share the data by computing the loss
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function locally. On this problem, we compare SI-ADMM with a distributed stochastic approximation
(DSA) algorithm.
Implementation of SI-ADMM: SI-ADMM contains the following updates in iteration k + 1:
yk,j+1 := yk,j − γy
j
[∇yL˜2(xk, yk,j, λk, ξyk,j) +Q(yk,j − yk)], j = 1, . . . , T yk+1 − 1, yk,1 := yk,
yk+1 := yk,T yk+1 (Inexact y-update)
xk,j+1 := xk,j − γx
j
[∇xL˜1(xk,j, yk+1, λk, ξxk,j) + P (xk,j − xk)], j = 1, . . . , T xk+1 − 1, xk,1 := xk,
xk+1 := xk,Txk+1 (Inexact x-update)
λk+1 := λk − ρ(Axk+1 − yk+1), (λ-update)
where L˜1 and L˜2 are defined in (13) and (14). Values for parameters are assigned or computed as
follows, based on Corollary 1, Lemma 2, and property of augmented Lagrangian Lρ(x, y, λ):
Q = ρIn×n, P = 0, R = 1, T = 1000, x0 = 0, y0 = 0, λ0 = 0, η =
1
1 + δ
,
T yk+1 = max{Ky, dT/ηke}, T xk+1 = max{Kx, dT/ηke},
δ = min
{
4λmin(Σ)
ρ
, 2
(
ρλmax(A
TA)
2λmin(Σ)
+
2λmax(Σ)
ρλmin(AAT )
)−1}
Kx = dγ2xMxe+ 1, Ky = dγ2yMye+ 1, γx = 1/cx, cx = 2λmin(Σ) + ρ,Mx = L2x + 2vx1 ,
Lx = 2λmax(Σ) + ρ, γy = 1/cy, cy = 2λmin(Σ) + 2ρ,My = L
2
y + 2v
y
1 , Ly = 2λmax(Σ) + 2ρ,
vx1 = v
y
1 = 8λmax(E[(l1lT1 − Σ)2]) = 8λmax(E[(l2lT2 − Σ)2]).
We run the outer loop for 100 iterations before stop and set ρ = 20. We derive vx1 and v
y
1 in a fashion
similar to that in Section IV (A). The calculation for vx1 , v
y
1 is illustrated by the following Lemma:
Lemma 5. Suppose l ∼ N(0,Σ). If we define V , (vij)ij , E[(llT −Σ)], then vij = σij
∑n
k=1 σkk +∑n
k=1 σikσjk.
Theoretical bounds: The theoretical bounds for E[‖uk+1−u∗‖2G] are developed based on Lemma 3(i),
where we obtain the following by using (29) and T yk+1 ≥ T/ηk, T xk+1 ≥ T/ηk:
E[‖uk+1 − u∗‖2G] ≤
[
(1 +R0,k)
(
ζx2 + ζ
y
2
T/ηk
+
ζxy2
T 2/η2k
)
+
1 + 1/R0,k
1 + δ
]
· E[‖uk − u∗‖2G]
+ (1 +R0,k)
(
ζx1 + ζ
y
1
T/ηk
+
ζxy1
T 2/η2k
)
.
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Formulas of ζx1 , ζ
y
1 , ζ
xy
1 , ζ
x
2 , ζ
y
2 , ζ
xy
2 may be found in the proof of Lemma 3(i) in Appendix. In order to
calculate these constants, values of a few additional parameters including ax, bx, ay, by, vx2 , v
y
2 need to
be known, besides the ones already computed during the implementation of SI-ADMM. In particular,
as is indicated by Remark 3,
axi = 1− 2cxγx/i+Mx(γx/i)2, ayi = 1− 2cyγy/i+My(γy/i)2, ax =
Kx−1∏
i=1
axi , ay =
Ky−1∏
i=1
ayi ,
bx =
Kx−2∑
i=1
[(γx/i)
2axi+1 · . . . · axKx−1] + [γx/(Kx − 1)]2,
by =
Ky−2∑
i=1
[(γy/i)
2ayi+1 · . . . · ayKy−1] + [γy/(Ky − 1)]2.
Meanwhile, vx2 = β
T
1 E[(l1lT1 −Σ)2]β1 + 4σ2s(
∑n
k=1 σkk), v
y
2 = β
T
2 E[(l2lT2 −Σ)2]β2 + 4σ2s(
∑n
k=1 σkk).
These formulas are derived in the same fashion as in Section IV (A). Computation of E[(l1lT1 −Σ)2]
and E[(l2lT2 − Σ)2] can be referred to Lemma 5. For all computations that involve R, set R = 1.
E[‖uk − u∗‖2G] is estimated by sample average obtained through running the algorithm 10 times. At
last, we set R0,k =
√
E[‖uk − u∗‖2G]/(1 + δ)/D, where
D =
[
ζx2 + ζ
y
2 +
ζxy2
T
ηk
T
]
ηkE[‖uk − u∗‖2G] +
[
ζx1 + ζ
y
1 +
ζxy1
T
ηk
T
]
ηk,
and T, η are the same in SI-ADMM implementation. Notice that E[‖xk−x∗‖2+‖yk−y∗‖2] ≤ E[‖uk−
u∗‖2G]/min{λmin(Q), λmin(Pˆ )}. Therefore, we obtain upper bound for E[‖xk − x∗‖2 + ‖yk − y∗‖2]
by dividing the bound for E[‖uk − u∗‖2G] by min{λmin(Q), λmin(Pˆ )}.
Implementation of DSA: The distributed SA is a simple modification of standard SA where the
gradient step for either x or y can be computed locally, and we employ a projection onto a compact
ball containing the solution to improve performance. In particular, it contains the following steps in
iteration k:
x˜k+1 = xk − 1
µfk
· [2(lTk,xxk − sk,x)lk,x], (x - update)
y˜k+1 = yk − 1
σgk
· [2(lTk,yyk − sk,y)lk,y], (y - update)
x¯k+1 = (In + A
TA)−1(x˜k+1 + AT y˜k+1), (x-projection)
y¯k+1 = Ax¯k+1, (y-projection)
(xk+1; yk+1) =
∏
Z
(x¯k+1; y¯k+1) (final projection)
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where (lk,x, sk,x) and (lk,y, sk,y) are samples of (l1, s1) and (l2, s2) drawn at iteration k, respectively.
Note that x-update and y-update can be computed by each agent and the projections could be
finished via a center or by each agent if they exchange x˜k+1, y˜k+1. During the implementation, we
take µf = σg = 2λmin(Σ) as the strongly convex constants, x0 = 0, y0 = 0 as initial points. The
final step requires projection onto a compact ball Z , {z : ‖z‖2 ≤ Γ‖(x∗; y∗)‖2}. The choice of Γ
is vital to the performance of the distributed SA. In fact, it reflects how confident one is about the
location of (x∗; y∗).
Comparison between SI-ADMM and DSA: Trajectories of error of iterates with respect to sample
batch number are shown in the following figures. Note that a batch of samples contains two pairs
of data points: (lk,x, sk,x), (lk,y, sk,y). During the implementation, 10 trajectories are generated for
each algorithm, and we approximate the expectation E[‖xk − x∗‖2 + ‖yk − y∗‖2] by sample average.
Figure 2 compares the performance of DSA against SI-ADMM. ρ = 20 and Γ is chosen as 50, 5000,
and 500000. zk = (xk; yk), z∗ = (x∗; y∗). Performance of DSA improves when Γ decreases, implying
estimation of (x∗; y∗) becomes more accurate before running the algorithm (impossible in practice).
Specifically, SI-ADMM (ρ = 20) is worse than DSA when Γ = 50, and better when Γ ≥ 5000. The
theoretical bound of E[‖zk − z∗‖2] for SI-ADMM is also shown in Figure 2. Meanwhile, Table IV
displays more information of the comparison. We can see that SI-ADMM takes less time and generates
better solutions given the same sample size when Γ is relatively large. Moreover, if there is no
projection onto the compact ball Z, DSA produces poor results.
Fig. 2. SI-ADMM vs. DSA; SIADM-20: SI-ADMM with ρ = 20; DSA-Γ: Distributed stochastic approximation with parameter Γ.
V. CONCLUDING REMARKS
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n = 50, sample batch # = 429139
Method Time(s) E[F (z¯)− F ∗] E[‖z¯ − z∗‖2]
SIADM-20 46.4 3.08e-03 6.68e-04
DSA-5000 79.9 3.17e-03 1.50e-03
DSA-500000 79.7 1.61e-01 9.31e-02
DSA-PF 73.5 2.14e+12 1.23e+12
n = 100, sample batch # = 200028
SIADM-20 76.8 1.41e-02 3.08e-03
DSA-5000 88.7 1.29e-01 7.23e-02
DSA-500000 88.8 2.27e+01 7.26e+00
DSA-PF 88.1 2.69e+26 1.53e+26
TABLE III
SI-ADMM VS. DSA
The algorithms terminate when prescribed no. of samples are drawn; z¯ is the updated pair (x¯, y¯). F (z¯) = f(x¯) + g(y¯). Expectation
approximated by sample average (10 runs). Time specified for single run. SIADM-20: SI-ADMM with ρ = 20; DSA-Γ: DSA with
parameter Γ; DSA-PF: DSA without projection on a compact set.
ADMM schemes have proved to be remarkably useful in solving a broad collection of structured
optimization problems. Yet, much remains to be understood about how such schemes can be extended
to stochastic regimes. Motivated by the gaps in schemes for contending with general structured
stochastic convex problems, we develop an implementable stochastic inexact ADMM (SI-ADMM)
scheme based on solving the subproblems (inexactly) by stochastic approximation. We provide almost
sure convergence statements and rate guarantees for the iterates generated by this scheme under
suitable assumptions on the inexactness sequence. Furthermore, the overall iteration complexity is
shown to be consistent with the canonical result for stochastic approximation. Preliminary numerics
suggest that SI-ADMM performs well compared to its competitors.
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VI. APPENDIX
Proof of Lemma 3(i).
Proof. First let us define the following constants.
Cx2 , Cx1 , 2λmax(Pˆ ) + 4ργλmax(ATA),
C¯x1,2 ,
(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
vx1 (1 +R) ·
3
λmin(Pˆ )(1 + δ)
+Kxax
3
λmin(Pˆ )
(
1 +
(
1
1 + δ
))
,
Cˆx1,2 = Cˆ
x
1,1 ,
(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
vx1 · 3(1 +R)
(
ρ
cx
‖ATB‖
)2
+ 3Kxax
(
ρ
cx
‖ATB‖
)2
,
Cy1,2 ,
(
γ2y
2cyγy − 1− γ2yMy/Ky
+Kyby
)
vy1(1 +R) ·
2
λmin(Q)(1 + δ)
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+Kyay
2
λmin(Q)
(
1 +
1
1 + δ
)
,
Cy2 , Cy1 , 2λmax(Pˆ )
(
ρ
cx
‖ATB‖
)2
+ λmax(Q) + 4
(
ρ‖ATB‖
cx
)2
ργλmax(A
TA)
+ 2ργλmax(B
TB),
C¯x1,1 ,
(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
(vx1 (1 +R) · 3‖x∗‖2 + vx2 ), and
Cy1,1 ,
(
γ2y
2cyγy − 1− γ2yMy/Ky
+Kyby
)
(vy1(1 +R) · 2‖y∗‖2 + vy2). (44)
Then, we show (29) by proving that ∀k ≥ 0, if T yk+1 ≥ Ky, T xk+1 ≥ Kx, then for all R0,k > 0,
E[‖uk+1 − u∗‖2G | Fk] (45)
≤
[
(1 +R0,k)
(
Cx2
T xk+1
(
C¯x1,2 + Cˆ
x
1,2
Cy1,2
T yk+1
)
+
Cy2C
y
1,2
T yk+1
)
+
1 + 1/R0,k
1 + δ
]
· ‖uk − u∗‖2G
+ (1 +R0,k)
(
Cx1
T xk+1
(
C¯x1,1 + Cˆ
x
1,1
Cy1,1
T yk+1
)
+
Cy1C
y
1,1
T yk+1
)
.
Then by substitution ζx2 = C
x
2 C¯
x
1,2, ζ
y
2 = C
y
2C
y
1,2, ζ
xy
2 = C
x
2 Cˆ
x
1,2C
y
1,2, ζ
x
1 = C
x
1 C¯
x
1,1, ζ
y
1 = C
y
1C
y
1,1,
ζxy1 = C
x
1 Cˆ
x
1,1C
y
1,1, (29) follows.
To derive inequality (45), we need to derive bounds on the following terms: E[‖yk+1−y∗k+1‖2 | Fk],
E[‖x˜∗k+1−x∗k+1‖2 | Fk], E[‖xk+1−x˜∗k+1‖2 | Fk], E[‖λk+1−λ∗k+1‖2 | Fk], and E[‖uk+1−u∗k+1‖2G | Fk],
where y∗k+1, x
∗
k+1, x˜
∗
k+1, λ
∗
k+1, u
∗
k+1 are defined in (19)-(23).
E[‖yk+1 − y∗k+1‖2 | Fk]: By recalling that T yk+1 ≥ Ky and from error bound (26) in Lemma 2,
E[‖yk+1 − y∗k+1‖2 | Fk] ≤
max
{
γ2yC
(k+1)
y
2cyγy−γ2yMy/Ky−1 , Kye¯
y,k+1
Ky
}
T yk+1
≤
γ2yC
(k+1)
y
2cyγy−γ2yMy/Ky−1 +Ky(ay‖yk − y
∗
k+1‖2 + byC(k+1)y )
T yk+1
=
(
γ2y
2cyγy−γ2yMy/Ky−1 +Kyby
)
C
(k+1)
y +Kyay‖yk − y∗k+1‖2
T yk+1
≤
(
γ2y
2cyγy−γ2yMy/Ky−1 +Kyby
)
[vy1(1 +R)‖y∗k+1‖2 + vy2 ] +Kyay‖yk − y∗k+1‖2
T yk+1
≤
(
γ2y
2cyγy−γ2yMy/Ky−1 +Kyby
)
[vy1(1 +R)(2‖y∗k+1 − y∗‖2 + 2‖y∗‖2) + vy2 ] +Kyay‖yk − y∗k+1‖2
T yk+1
.
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By invoking the definition of Cy1,1, the expression on the right can be restated and bounded as follows.
E[‖yk+1 − y∗k+1‖2 | Fk]
≤
(
γ2y
2cyγy−γ2yMy/Ky−1 +Kyby
)
vy1(1 +R) · 2‖y∗k+1 − y∗‖2 +Kyay‖yk − y∗k+1‖2 + Cy1,1
T yk+1
≤
(
γ2y
2cyγy−γ2yMy/Ky−1 +Kyby
)
vy1(1 +R) · 2‖y∗k+1 − y∗‖2 + 2Kyay(‖yk − y∗‖2 + ‖y∗ − y∗k+1‖2) + Cy1,1
T yk+1
≤
(
γ2y
2cyγy−γ2yMy/Ky−1 +Kyby
)
2vy1 (1+R)
λmin(Q)
‖u∗k+1 − u∗‖2G + 2Kyayλmin(Q)(‖uk − u∗‖2G + ‖u∗ − u∗k+1‖2G) + C
y
1,1
T yk+1
≤
(
γ2y
2cyγy−γ2yMy/Ky−1 +Kyby
)
2vy1 (1+R)
λmin(Q)
·‖u∗k−u∗‖2G
1+δ
+ 2Kyay
λmin(Q)
(
‖uk − u∗‖2G + ‖u
∗−u∗k‖2G
1+δ
)
+ Cy1,1
T yk+1
=
Cy1,2‖uk − u∗‖2G + Cy1,1
T yk+1
,
where the second inequality follows from noting that ‖yk − y∗k+1‖2 ≤ 2‖yk − y∗‖2 + 2‖y∗ − y∗k+1‖2,
and the fourth inequality is a consequence of inequality (28).
E[‖x˜∗k+1 − x∗k+1‖2 | Fk]: From the definition of the updates in x, in Algorithm 1 and 2, the gradient
of the augmented Lagrangian is given by the following:
0 = ∇xLρ(x∗k+1, y∗k+1, λk) + P (x∗k+1 − xk) (46)
0 = ∇xLρ(x˜∗k+1, yk+1, λk) + P (x˜∗k+1 − xk) (47)
Recall that Lρ(x, yk+1, λk) + 12‖x− xk‖2P is cx−strongly convex in x, implying the following, where
the second equality is from combining (46) and (47), and fourth inequality follows from the Cauchy-
Schwarz inequality.
cx‖x˜∗k+1 − x∗k+1‖2
≤ 〈x˜∗k+1 − x∗k+1,∇xLρ(x˜∗k+1, yk+1, λk) + P (x˜∗k+1 − xk)
−∇xLρ(x∗k+1, yk+1, λk)− P (x∗k+1 − xk)
〉
=
〈
x˜∗k+1 − x∗k+1,∇xLρ(x˜∗k+1, yk+1, λk) + Px˜∗k+1 −∇xLρ(x∗k+1, yk+1, λk)− Px∗k+1
〉
=
〈
x˜∗k+1 − x∗k+1,∇xLρ(x∗k+1, y∗k+1, λk) + P (x∗k+1 − x˜∗k+1)
+Px˜∗k+1 −∇xLρ(x∗k+1, yk+1, λk)− Px∗k+1
〉
≤ 〈x˜∗k+1 − x∗k+1,∇xLρ(x∗k+1, y∗k+1, λk)−∇xLρ(x∗k+1, yk+1, λk)〉
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≤ ‖x˜∗k+1 − x∗k+1‖‖ρATB(y∗k+1 − yk+1)‖
⇒ cx‖x˜∗k+1 − x∗k+1‖ ≤ ρ‖ATB‖‖yk+1 − y∗k+1‖
⇒ E[‖x˜∗k+1 − x∗k+1‖2 | Fk] ≤
(
ρ‖ATB‖/cx
)2 E[‖yk+1 − y∗k+1‖2 | Fk]. (48)
E[‖xk+1 − x˜∗k+1‖2 | Fk]: Based on the assumption that T xk+1 ≥ Kx and inequality (48), by taking
conditional expectations E[• | Fk] on both sides of inequality (27) from Lemma 2 and by recalling
that Fk ⊆ Fyk+1, we obtain the following sequence of inequalities.
E[‖xk+1 − x˜∗k+1‖2 | Fk] ≤
γ2xE[C
(k+1)
x |Fk]
2cxγx−γ2xMx/Kx−1 +KxE[e¯
x,k+1
Kx
| Fk]
T xk+1
≤
(
γ2x
2cxγx−γ2xMx/Kx−1 +Kxbx
)
[vx1 (1 +R)E[‖x˜∗k+1‖2 | Fk] + vx2 ] +KxaxE[‖xk − x˜∗k+1‖2 | Fk]
T xk+1
≤ 1
T xk+1
{(
γ2x
2cxγx − γ2xMx/Kx − 1
+Kxbx
)
vx1 (1 +R)×
E[3‖x˜∗k+1 − x∗k+1‖2 + 3‖x∗k+1 − x∗‖2 + 3‖x∗‖2 | Fk]
+KxaxE[3‖xk − x∗‖2 + 3‖x∗ − x∗k+1‖2 + 3‖x∗k+1 − x˜∗k+1‖2 | Fk]
+
(
γ2x
2cxγx − γ2xMx/Kx − 1
+Kxbx
)
vx2
}
,
where the third inequality follows ‖a+ b+ c‖2 ≤ 3‖a‖2 + 3‖b‖2 + 3‖c‖2. Then the right hand side
(rhs) can be further bounded as follows by invoking the definition of C¯x1,1.
rhs ≤ 1
T xk+1
[(
γ2x
2cxγx − γ2xMx/Kx − 1
+Kxbx
)
×
vx1 (1 +R)
[
3
(
ρ
cx
‖ATB‖
)2
E[‖yk+1 − y∗k+1‖2 | Fk] +
3‖u∗k+1 − u∗‖2G
λmin(Pˆ )
]
+Kxax
[
3‖uk − u∗‖2G
λmin(Pˆ )
+
3‖u∗ − u∗k+1‖2G
λmin(Pˆ )
+ 3
(
ρ
cx
‖ATB‖
)2
E[‖yk+1 − y∗k+1‖2 | Fk]
]
+ C¯x1,1
]
.
Next, by invoking (28) and by recalling the definitions in (44) and the bound for E[‖yk+1− y∗k+1‖2 |
Fk], we obtain the final bound.
E[‖xk+1 − x˜∗k+1‖2 | Fk] ≤
1
T xk+1
{(
γ2x
2cxγx − γ2xMx/Kx − 1
+Kxbx
)
vx1 (1 +R)×[
3
(
ρ
cx
‖ATB‖
)2 Cy1,2‖uk − u∗‖2G + Cy1,1
T yk+1
+
3‖uk − u∗‖2G
λmin(Pˆ )(1 + δ)
]
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+Kxax
[
3‖uk − u∗‖2G
λmin(Pˆ )
+
3‖u∗ − uk‖2G
λmin(Pˆ )(1 + δ)
+ 3
(
ρ
cx
‖ATB‖
)2 Cy1,2‖uk − u∗‖2G + Cy1,1
T yk+1
]
+ C¯x1,1
}
=
[[(
γ2x
2cxγx − γ2xMx/Kx − 1
+Kxbx
)
vx1 (1 +R) +Kxax
]
· 3
(
ρ
cx
‖ATB‖
)2 Cy1,2
T yk+1
+
(
γ2x
2cxγx − γ2xMx/Kx − 1
+Kxbx
)
vx1 (1 +R) ·
3
λmin(Pˆ )(1 + δ)
+Kxax
3
λmin(Pˆ )
(
1 +
1
1 + δ
)]
‖uk − u∗‖2G/T xk+1
+
[[(
γ2x
2cxγx − γ2xMx/Kx − 1
+Kxbx
)
vx1 (1 +R) +Kxax
]
· 3
(
ρ
cx
‖ATB‖
)2 Cy1,1
T yk+1
+ C¯x1,1
]
/T xk+1 =
(
Cˆx1,2
Cy1,2
T yk+1
+ C¯x1,2
)
‖uk − u∗‖2G +
(
Cˆx1,1
Cy1,1
T yk+1
+ C¯x1,1
)
T xk+1
.
E[‖λk+1 − λ∗k+1‖2 | Fk]: Recall that λ∗k+1 = λk − γρ(Ax∗k+1 +By∗k+1 − b), and this implies that
E[‖λk+1 − λ∗k+1‖2|Fk] ≤ 2γ2ρ2
(
E[λmax(ATA)‖x∗k+1 − xk+1‖2|Fk] + E[λmax(BTB)‖yk+1 − y∗k+1‖2|Fk]
)
≤ 2γ2ρ2 {λmax(ATA)(2E[‖x∗k+1 − x˜∗k+1‖2|Fk] + 2E[‖x˜∗k+1 − xk+1‖2 | Fk])
+ λmax(B
TB)E[‖yk+1 − y∗k+1‖2|Fk]
}
≤ 2γ2ρ2
{
λmax(A
TA)
[
2
(
ρ‖ATB‖/cx
)2 E[‖yk+1 − y∗k+1‖2|Fk]
+ 2E[‖x˜∗k+1 − xk+1‖2 | Fk]
]
+ E[λmax(BTB)‖yk+1 − y∗k+1‖2|Fk]
}
.
E[‖uk+1 − u∗k+1‖2G | Fk]: Through the definition of G-norm and the upper bound developed for
E[‖λk+1 − λ∗k+1‖2 | Fk], we have that:
E[‖uk+1 − u∗k+1‖2G | Fk] ≤ λmax(Pˆ )E[‖xk+1 − x∗k+1‖2 | Fk] + λmax(Q)E[‖yk+1 − y∗k+1‖2 | Fk]
+
1
ργ
E[‖λk+1 − λ∗k+1‖2 | Fk]
≤ λmax(Pˆ )(2E[‖xk+1 − x˜∗k+1‖2 | Fk] + 2E[‖x˜∗k+1 − x∗k+1‖2 | Fk])
+ λmax(Q)E[‖yk+1 − y∗k+1‖2 | Fk] +
1
ργ
E[‖λk+1 − λ∗k+1‖2 | Fk]
≤ λmax(Pˆ )
[
2E[‖xk+1 − x˜∗k+1‖2 | Fk] + 2
(
ρ
cx
‖ATB‖
)2
E[‖y∗k+1 − yk+1‖2 | Fk]
]
+ λmax(Q)E[‖yk+1 − y∗k+1‖2 | Fk] + 2γρE[λmax(BTB)‖yk+1 − y∗k+1‖2|Fk]
+ 2γρ
[
λmax(A
TA)
[
2
(
ρ‖ATB‖/cx
)2 E[‖yk+1 − y∗k+1‖2|Fk] + 2E[‖x˜∗k+1 − xk+1‖2 | Fk]]] ,
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where the second inequality follows from ‖xk+1 − x∗k+1‖2 ≤ 2‖xk+1 − x˜∗k+1‖2 + 2‖x∗k+1 − x˜∗k+1‖2,
and the third inequality follows from (48). Then the bound on the right can be simplified as follows.
E[‖uk+1 − u∗k+1‖2G | Fk] ≤ (2λmax(Pˆ ) + 4γρλmax(ATA))E[‖x˜∗k+1 − xk+1‖2 | Fk]
+
[
2λmax(Pˆ )
(
ρ
cx
‖ATB‖
)2
+ λmax(Q)
+ 4γρλmax(A
TA)
(
ρ‖ATB‖
cx
)2
+ 2γρλmax(B
TB)
]
E[‖yk+1 − y∗k+1‖2 | Fk]
= Cx1 · E[‖x˜∗k+1 − xk+1‖2 | Fk] + Cy1 · E[‖yk+1 − y∗k+1‖2 | Fk].
From the bounds for E[‖yk+1−y∗k+1‖2, E[‖x˜∗k+1−xk+1‖2 and E[‖uk+1−u∗k+1‖2G, and inequality (28)
and (10), we obtain the following :
E[‖uk+1 − u∗‖2G | Fk]
≤ (1 +R0,k)E[‖uk+1 − u∗k+1‖2G | Fk] + (1 + 1/R0,k)E[‖u∗k+1 − u∗‖2G | Fk]
≤ (1 +R0,k)E[‖uk+1 − u∗k+1‖2G | Fk] +
(1 + 1/R0,k)
1 + δ
E[‖uk − u∗‖2G | Fk]
≤ (1 +R0,k)(Cx1 · E[‖x˜∗k+1 − xk+1‖2 | Fk] + Cy1 · E[‖yk+1 − y∗k+1‖2 | Fk])
+
(1 + 1/R0,k)
1 + δ
‖uk − u∗‖2G
≤ (1 +R0,k)Cx1
[(
Cˆ1,2
Cy1,2
T yk+1
+ C¯x1,2
) ‖uk − u∗‖2G
T xk+1
+
(
Cˆx1,1
Cy1,1
T yk+1
+ C¯x1,1
)/
T xk+1
]
+ (1 +R0,k)C
y
1 ·
Cy1,2‖uk − u∗‖2G + Cy1,1
T yk+1
+
(1 + 1/R0,k)
1 + δ
‖uk − u∗‖2G
≤
[
(1 +R0,k)
(
Cx2
T xk+1
(
C¯x1,2 + Cˆ
x
1,2
Cy1,2
T yk+1
)
+
Cy2C
y
1,2
T yk+1
)
+
1 + 1/R0,k
1 + δ
]
‖uk − u∗‖2G
+ (1 +R0,k)
(
Cx1
T xk+1
(
C¯x1,1 + Cˆ
x
1,1
Cy1,1
T yk+1
)
+
Cy1C
y
1,1
T yk+1
)
.
Proof of Corollary 2
Proof. We show this corollary by proving that for any k ≥ 0, R0,k > 0,
E[‖uk+1 − u∗‖2G | Fk] ≤
(
(1 +R0,k)ζ2
T xk+1
+
1 + 1/R0,k
1 + δ
)
‖uk − u∗‖2G +
(1 +R0,k)ζ1
T xk+1
, (49)
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where
ζ2 = (λmax(Pˆ ) + ργ‖A‖2)Cx1,2, ζ1 = (λmax(Pˆ ) + ργ‖A‖2)Cx1,1,
Cx1,2 =
(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
vx1 (1 +R) ·
2
λmin(Pˆ )(1 + δ)
+Kxax · 2
λmin(Pˆ )
(
1 +
1
1 + δ
)
,
Cx1,1 =
(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
[vx1 (1 +R) · 2‖x∗‖2 + vx2 ],
(50)
R is any positive number that is consistent with the one in definition of Mx, My, C
(k)
x , C
(k)
y . (See
(24)) and (25))
Since yk+1 can be exactly obtained, yk+1 = y∗k+1 and x
∗
k+1 = x˜
∗
k+1, Fyk+1 = Fk. Recall that y∗k+1,
x∗k+1, x˜
∗
k+1 and λ
∗
k+1 are defined in (19), (20), (21) and (22). Then,
E[‖xk+1 − x∗k+1‖2 | Fk] ≤
γ2xE[C
(k+1)
x |Fk]
2cxγx−γ2xMx/Kx−1 +KxE[e¯
x,k+1
Kx
| Fk]
T xk+1
≤
(
γ2x
2cxγx−γ2xMx/Kx−1 +Kxbx
)
[vx1 (1 +R)E[‖x∗k+1‖2 | Fk] + vx2 ] +KxaxE[‖xk − x∗k+1‖2 | Fk]
T xk+1
=
(
γ2x
2cxγx−γ2xMx/Kx−1 +Kxbx
)
[vx1 (1 +R)‖x∗k+1‖2 + vx2 ] +Kxax‖xk − x∗k+1‖2
T xk+1
≤
(
γ2x
2cxγx−γ2xMx/Kx−1 +Kxbx
)
vx1 (1 +R)
(
2‖x∗k+1 − x∗‖2 + 2‖x∗‖2
)
T xk+1
+
Kxax
(
2‖xk − x∗‖2 + 2‖x∗ − x∗k+1‖2
)
+
(
γ2x
2cxγx−γ2xMx/Kx−1 +Kxbx
)
vx2
T xk+1
≤
(
γ2x
2cxγx−γ2xMx/Kx−1 +Kxbx
)
vx1 (1 +R) ·
(
2‖uk−u∗‖2G
λmin(Pˆ )(1+δ)
+ 2‖x∗‖2
)
T xk+1
+
2Kxax
λmin(Pˆ )
(
1 + 1
1+δ
) ‖uk − u∗‖2G + ( γ2x2cxγx−γ2xMx/Kx−1 +Kxbx) vx2
T xk+1
=
,Cx1,2︷ ︸︸ ︷((
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
2vx1 (1 +R)
λmin(Pˆ )(1 + δ)
+
2Kxax
λmin(Pˆ )
(
1 +
1
1 + δ
))
‖uk − u∗‖2G
T xk+1
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+
,Cx1,1︷ ︸︸ ︷(
γ2x
2cxγx − 1− γ2xMx/Kx
+Kxbx
)
[vx1 (1 +R) · 2‖x∗‖2 + vx2 ]
T xk+1
=
Cx1,2‖uk − u∗‖2G + Cx1,1
T xk+1
.
where the third inequality follows from ‖a + b‖2 ≤ 2‖a‖2 + 2‖b‖2, and the fourth inequality is a
result form the definition of G-norm as well as (28). Furthermore, for all R0,k > 0 and ∀k ≥ 0,
E[‖uk+1 − u∗‖2G| Fk] ≤ (1 +R0,k)E[‖uk+1 − u∗k+1‖2G | Fk] + (1 + 1R0,k )E[‖u
∗
k+1 − u∗‖2G | Fk]
≤ (1 +R0,k)E[‖uk+1 − u∗k+1‖2G | Fk] +
(1 + 1
R0,k
)
1 + δ
E[‖uk − u∗‖2G | Fk]
= (1 +R0,k)E[‖x∗k+1 − xk+1‖2Pˆ +
1
ργ
‖λ∗k+1 − λk+1‖2 | Fk] +
(1 + 1
R0,k
)
1 + δ
‖uk − u∗‖2G
= (1 +R0,k)E[‖x∗k+1 − xk+1‖2Pˆ +
1
ργ
‖ργA(x∗k+1 − xk+1)‖2 | Fk] +
(1 + 1
R0,k
)
1 + δ
‖uk − u∗‖2G
≤ (1 +R0,k)(λmax(Pˆ ) + ργ‖A‖2)E[‖x∗k+1 − xk+1‖2 | Fk] +
(1 + 1
R0,k
)
1 + δ
‖uk − u∗‖2G
≤ (1 +R0,k)(λmax(Pˆ ) + ργ‖A‖2) ·
Cx1,2‖uk − u‖2G + Cx1,1
T xk+1
+
(1 + 1
R0,k
)
1 + δ
‖uk − u∗‖2G
=
[
(1 +R0,k)
,ζ2︷ ︸︸ ︷
(λmax(Pˆ ) + ργ‖A‖2)Cx1,2
T xk+1
+
(1 + 1
R0,k
)
1 + δ
]
· ‖uk − u∗‖2G
+
(1 +R0,k)
,ζ1︷ ︸︸ ︷
(λmax(Pˆ ) + ργ‖A‖2)Cx1,1
T xk+1
,
where the second, third, and fourth inequalities are based on (28), the property of matrix norm, and
the bound for E[‖xk+1 − x∗k+1‖2 | Fk] developed earlier.
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