Introduction
We shall consider the solvability for a classical pseudodifferential operator P ∈ Ψ m cl (X) on a C ∞ manifold X of dimension n. This means that P has an expansion p m +p m−1 +. . .
where p j ∈ S j hom is homogeneous of degree j, ∀ j, and p m = σ(P ) is the principal symbol of the operator. A pseudodifferential operator is said to be of principal type if the Hamilton vector field H pm of the principal symbol does not have the radial direction ξ · ∂ ξ on p −1 m (0), in particular H pm = 0. We shall consider the case when the principal symbol vanishes of at least second order at an involutive manifold Σ 2 , thus P is not of principal type.
P is locally solvable at a compact set K ⊆ X if the equation
has a local solution u ∈ D ′ (X) in a neighborhood of K for any v ∈ C ∞ (X) in a set of finite codimension. We can also define microlocal solvability of P at any compactly based cone K ⊂ T * X, see Definition 2.14.
For pseudodifferential operators of principal type, local solvability is equivalent to condition (Ψ) on the principal symbol, see [4] and [11] . This condition means that (1.2) Im ap m does not change sign from − to + along the oriented bicharacteristics of Re ap m for any 0 = a ∈ C ∞ (T * X). The oriented bicharacteristics are the positive flow of the Hamilton vector field H Re apm = 0 on which Re ap m = 0, these are also called semibicharacteristics of p m . Condition (1.2) is invariant under multiplication of p m with nonvanishing factors, and symplectic changes of variables, thus it is invariant under conjugation of P with elliptic Fourier integral operators. Observe that the sign changes in (1.2) are reversed when taking adjoints, and that it suffices to check (1.2) for some a = 0 for which H Re ap = 0 according to [12, Theorem 26.4.12] . For operators which are not of principal type, the situation is more complicated and the solvability may depend on the lower order terms. Then the refined principal symbol in [12] . In the Weyl quantization the refined principal symbol is given by p m + p m−1 .
When Σ 2 is not involutive, there are examples where the operator is solvable for any lower order terms. For example when P is effectively hyperbolic, then even the Cauchy problem is solvable for any lower order term, see [9] , [15] and [19] . There are also results in the cases when the principal symbol is a product of principal type symbols not satisfying condition (Ψ), see [1] , [13] , [14] , [21] and [26] .
In the case where the principal symbol is real and vanishes of at least second order at the involutive manifold there are several results, mostly in the case when the principal symbol is a product of real symbols of principal type. Then the operator is not solvable if the imaginary part of the subprincipal symbol has a sign change of finite order on a bicharacteristic of one the factors of the principal symbol, see [8] , [20] , [23] and [24] .
This necessary condition for solvability has been extended to some cases when the principal symbol is real and vanishes of second order at the involutive manifold. The conditions for solvability then involve the sign changes of the imaginary part of the subprincipal symbol on the limits of bicharacteristics from outside the manifold, thus on the leaves of the symplectic foliation of the manifold, see [17] , [18] , [16] and [27] .
This has been extended to more general limit bicharacteristics of real principal symbols in [5] . There we assumed that the bicharacteristics converge in C ∞ to a limit bicharacteristic. We also assumed that the linearization of the Hamilton vector field is tangent to and has uniform bounds on the tangent spaces of some Lagrangean manifolds at the bicharacteristics. Then P is not solvable if condition Lim(Ψ) is not satisfied on the limit bicharacteristics. This condition means that the quotient of the imaginary part of the subprincipal symbol with the norm of the Hamilton vector field switches sign from − to + on the bicharacteristics and becomes unbounded when converging to the limit bicharacteristic. This was generalized in [7] to operators with complex principal symbols. There we assumed that the normalized complex Hamilton vector field of the principal symbol converges to a real vector field. Then the limit bicharacteristics are uniquely defined, and one can invariantly define the imaginary part of the subprincipal symbol. Thus condition Lim(Ψ) is well defined and we proved that it is necessary for solvability.
In [6] we considered the case when the principal symbol (not necessarily real valued) vanishes of at least second order at a nonradial involutive manifold Σ 2 . We assumed that the operator was of subprincipal type, i.e., that the subprincipal symbol on Σ 2 is of principal type with Hamilton vector field tangent to Σ 2 at the characteristics, but transversal to the symplectic leaves of Σ 2 . Then we showed that the operator is not solvable if the subprincipal symbol is essentially constant on the symplectic leaves of Σ 2 and does not satisfy condition (Ψ), which we call Sub(Ψ). In the case when the sign change is of infinite order, we also had conditions on the vanishing of both the Hessian of the principal symbol and the complex part of the gradient of the subprincipal symbol.
The difference between [7] and [6] is that in the first case the Hamilton vector field of the principal symbol dominates, and in the second the Hamilton vector field of the subprincipal symbol dominates. In this paper, we shall study the case when condition (Ψ) is not satisfied for the refined principal symbol (1.3) which combines both the principal and subprincipal symbols. We shall assume that the principal symbol vanishes of at least order k ≥ 2 on at a nonradial involutive manifold Σ 2 . When k < ∞ then the k:th jet of the principal symbol is well defined at Σ 2 , but since the refined principal symbol is inhomogeneous we make an inhomogeneous blowup, called reduced subprincipal symbol by Definition 2.2. We assume that the operator is of subprincipal type, i.e., the reduced subprincipal symbol is of principal type, see Definition 2.5. We define condition Sub k (Ψ), which is condition (Ψ) on the reduced subprincipal symbol, see Definition 2.6. We assume that the blowup of the refined principal symbol is essentially constant on the symplectic leaves of Σ 2 , see (2.27 ). We also have conditions on the rate of the vanishing of the normal gradient (2.19 ) and when k = 2 of the Hessian of the reduced subprincipal symbol (2.21) . When k = ∞ all the Taylor terms vanish and condition Sub ∞ (Ψ) reduces to condition Sub(Ψ) on Σ 2 from [6] . Under these conditions, we show that if condition Sub k (Ψ) is not satisfied near a bicharacteristic of the reduced subprincipal symbol then the operator is not solvable near the bicharacteristic, see Theorem 2.15 which is the main result of the paper. In the case when the sign change of Sub k (Ψ) is on Σ 2 we get a different result than in [6] , since now we localize the pseudomodes with the the phase function instead of the amplitude.
The plan of the paper is as follows. In Sect. 2 we make the definitions of the symbols we are going to use, state the conditions and the main result, Theorem 2.15. In Sect. 3 we present some examples, and in Sect. 4 we develop normal forms of the operators, which are different in the case when the principal symbol vanishes of finite or infinite order at Σ 2 . The approximate solutions, or pseudomodes, are defined in Sect. 5 . In Sect. 6 we solve the eikonal equation in the case when the principal symbol vanishes of finite order, in Sect. 7 we solve it in the case when the bicharacteristics are on Σ 2 and in Sect. 8 we solve the transport equations. In order to solve the eikonal and transport equations uniformly we use the estimates of Lemma 6.1, which is proved in Sect. 9. Finally, Theorem 2.15 is proved in Sect. 10.
Statement of results
Let σ(P ) = p ∈ S m hom be the homogeneous principal symbol of P , we shall assume that (2.1) σ(P ) vanishes of at least second order at Σ 2 ⊂ T * X \ 0 where (2.2) Σ 2 is a nonradial involutive manifold of codimension d
where 0 < d < n − 1 with n = dim X. Here nonradial means that the radial direction ξ, ∂ ξ is not in the span of the Hamilton vector fields of the manifold, i.e., not equal to H f on Σ 2 for any f ∈ C 1 vanishing at Σ 2 . Then by a change of local homogeneous symplectic coordinates we may assume that locally (2.3)
for some 0 < d < n − 1, which can be achieved by a conjugation with elliptic Fourier integral operators. Now, since p vanishes of at least second order at Σ 2 we can define the order of p as (2.4) 2 ≤ κ(w) = min { |α| : ∂ α p(w) = 0 } w ∈ Σ 2 and κ(ω) = min w∈ω κ(w) for ω ⊆ Σ 2 , which is equal to ∞ when p vanishes of infinite order. This is an upper semicontinuous function on Σ 2 , but since κ(w) is has values in N ∪ ∞, it attains its minimum κ(ω) on any set ω ⊆ Σ 2 . If P is of principal type near Σ 2 then, since solvability is an open property, we find that a necessary condition for P to be solvable at Σ 2 is that condition (Ψ) for the principal symbol is satisfied in some neighborhood of Σ 2 . Naturally, this condition is empty on Σ 2 where we instead have conditions on the refined principal symbol:
(for the Weyl quantization, the refined principal symbol is given by p + p m−1 ). The refined principal symbol is invariantly defined as a function on T * X modulo S m−2 under conjugation with elliptic Fourier integral operators, see [12, 
is invariantly defined on Σ 2 under conjugation with elliptic Fourier integral operators.
In fact, this follows since ∂ ξ p ≡ 0 on Σ 2 . When composing P with an elliptic pseudodifferential operator C, the value of the refined principal symbol of CP is equal to cp sub + i 2 H p c which is equal to cp s at Σ 2 , where c = σ(C). Observe that the refined principal symbol is complexly conjugated when taking the adjoint of the operator, see [12, Theorem 18.1.34] .
The conormal bundle N * Σ 2 ⊂ T * (T * X) of Σ 2 is the dual of the normal bundle
The conormal bundle can be parametrized by first choosing local homogeneous symplectic coordinates so that Σ 2 is given by { η = 0 }. Then the fiber of N * Σ 2 can be parametrized by
parametrizations gives linear transformations on the fiber. We define the k:th jet J k w (f ) of a C ∞ function f at w ∈ Σ 2 as the equivalence class of f modulo functions vanishing of order k + 1 at w. If k = κ(ω) < ∞ is given by (2.4) for the open neighborhood ω ⊂ Σ 2 then for w = (x, y, ξ, 0) ∈ Σ 2 we find that J k w (p) is a well defined homogeneous function on N * Σ 2 given by
is the k-form given by the Taylor term of order k of p. If κ(ω) = ∞ then of course any jet of p vanishes identically on ω. Here and in the following, the η variables will be treated as parameters. Definition 2.2. When k = κ(ω) < ∞ for some open set ω ⊂ Σ 2 we define the reduced subprincipal symbol by
which is a polynomial in η of degree k and is given by the blowup of the refined principal symbol at Σ 2 see Remark 2.12. If κ(ω) = ∞ then we define p s,∞ = p s Σ 2 so we have (2.8) for any k.
Remark 2.3. The reduced subprincipal symbol is well-defined up to nonvanishing factors under conjugation with elliptic homogeneous Fourier integral operators and under composition with classical elliptic pseudodifferential operator.
In fact, the reduced subprincipal symbol is equal to the refined principal symbol modulo terms homogeneous of degree m vanishing at Σ 2 of order k + 1 and terms homogeneous of degree m − 1 vanishing at Σ 2 . When composing with an elliptic pseudodifferential operator, both the terms in the refined subprincipal symbol gets multiplied with the same nonvanishing factor, and the terms proportional to ∂p vanish on Σ 2 . Observe that if we multiply p sub with c then p s,k gets multiplied with c Σ 2 .
Since p s is only defined on Σ 2 , the Hamilton field H p s,k is only well defined modulo terms that are tangent to the sympletic leaves of Σ 2 , which are spanned by the Hamilton vector fields of functions vanishing on Σ 2 . Therefore, we shall assume that the reduced principal symbol essentially is constant on the leaves of Σ 2 for fixed η by assuming that
for any leaf L of Σ 2 where ω ⊂ Σ 2 . Since p s,k is determined by the Taylor coefficients of the refined principal symbol at Σ 2 we find that (2.9) is determined on Σ 2 . When η = 0 we get condition (2.9) on p s at Σ 2 which was used in [6] . Condition (2.9) is invariant under multiplication with nonvanishing factors and when dp s,k = 0 on p −1 s,k (0) it is equivalent to the fact that p s,k is constant on the leaves up to nonvanishing factors by the following lemma.
Lemma 2.4. Assume that f (x, y, ζ) ∈ C ∞ is a polynomial in ζ of degree m for (x, y) ∈ Ω, such that ∂ x f = 0 when f = 0. Assume that Ω is an open bounded C ∞ domain such that
∈ Ω and |ζ − ζ 0 | < c } be the projection on the (x, ζ) variables and assume that there exist y 0 (x) ∈ C ∞ such that
If ∂ w p s,k = 0 when p s,k = 0 and p s,k satisfies (2.9), then we find from Lemma 2.4 after possibly shrinking ω that p s,k is constant on the leaves of Σ 2 in ω when |η − η 0 | < c 0 after multiplication with a nonvanishing factor.
Proof. Let Ξ 0 = { (x, ζ) ∈ Ξ : f (x, y 0 (x), ζ) = 0 }. We shall first prove the result when (x, ζ) ∈ Ξ \ Ξ 0 . Then f = 0 at (x, y 0 (x), ζ) and (2.10) gives that ∂ y log f is uniformly bounded near (x, y 0 (x), ζ), where log f is a branch of the complex logarithm. Thus, by integrating with respect to y starting at y = y 0 (x) in the simply connected Ω x × { |ζ − ζ 0 | < c } we find that log f (x, y, ζ) − log f (x, y 0 (x), ζ) ∈ C ∞ is bounded and by exponentiating we obtain
where 0 < c 0 ≤ c ± (x, y, ζ) ∈ C ∞ is uniformly bounded. By taking the limit of (2.13) at S = { Re zf (x, y 0 (x), ζ) = 0 } we find that c + = c − when f = 0 at S. When f = 0 at S then by differentiating (2.13) in x we find that c + = c − . By repeatedly differentiating (2.13) in x we obtain by recursion that c ± extends to c 0 < c(x, y, ζ) ∈ C ∞ in Ω when |ζ − ζ 0 | < c so that (2.11) holds.
If p s,k is constant in y in a neighborhood of the semibicharacteristic, then the Hamilton field H p s,k will be constant on the leaves and defined modulo tangent vector to the leaves. Therefore we shall introduce a special symplectic structure on N * Σ 2 . Recall that the symplectic annihilator to a linear space consists of the vectors that are symplectically orthogonal to the space. Let T Σ σ 2 be the symplectic annihilator to T Σ 2 , which spans the symplectic leaves of
which is a symplectic space over Σ 2 which in these coordinates is parametrized by
This is isomorphic to the symplectic manifold T * R n−d with w ∈ Σ 2 as parameter.
We define the symplectic structure of N * Σ 2 by lifting the structure of Σ 2 to the fibers, so that the leaves of N * Σ 2 are given by L × { η 0 } where L is a leaf of Σ 2 for η 0 ∈ R d . In the chosen coordinates, these leaves are parametrized by (x 0 , y;
The radial direction in N * Σ 2 will be the radial direction in Σ 2 , i.e. ξ, ∂ ξ , lifted to the fibers. Similarly, a vector field V ∈ T (N * Σ 2 ) is parallel to the base of N * Σ 2 if it is in T Σ 2 , which means that V η = 0. If p s,k is constant in y then H p s,k coincides with the Hamilton vector field of p s,k on p −1 s,k (0) ⊂ N * Σ 2 with respect the symplectic structure on the symplectic manifold N * Σ 2 .
In fact, in the chosen coordinates we obtain from (2.9) that (2.16)
we find that dp s,k T Σ 2 vanishes on T Σ σ 2 so dp s,k T Σ 2 is well defined on T σ Σ 2 . We may identify
Definition 2.5. We say that the operator P is of subprincipal type on N * Σ 2 if the following hold when p s,k = 0 on N * Σ 2 : H p s,k is parallel to the base, (2.17) dp s,k T σ Σ 2 = 0 and the corresponding Hamilton vector field H p s,k of (2.17) does not have the radial direction. The (semi)bicharacteristics of p s,k with respect to the symplectic structure of N * Σ 2 are called the subprincipal (semi)bicharacteristics.
Clearly, if coordinates are chosen so that (2.3) holds, then (2.17) gives that ∂ x,ξ p s,k = 0 when p s,k = 0 and the condition that the Hamilton vector field does not have the radial direction means that ∂ ξ p s,k = 0 or ∂ x p s,k ∦ ξ when p s,k = 0. Because of (2.17) we find that H p s,k is transversal to the foliation of N * Σ 2 and by (2.9) it is parallel to the base at the characteristics. The semibicharacteristic of p s,k can be written
where Γ 0 ⊂ Σ 2 is transversal to the leaves of Σ 2 and η 0 is fixed. The definition can be localized to an open set ω ⊂ N * Σ 2 . It is a generalization of the definition of subprincipal type in [6] , which is the special case when η = 0. When P is of subprincipal type and satisfies (2.9), then we find from Lemma 2.4 that p s,k is constant on the leaves of Σ 2 near a semibicharacteristic after multiplication with a nonvanishing factor. We can now state a condition corresponding to (Ψ) on the reduced subprincipal symbol.
for an open set ω ⊂ N * Σ 2 , then we say that P satisfies condition Sub k (Ψ) if Im ap s,k does not change sign from − to + when going in the positive direction on the subprincipal bicharacteristics of Re ap s,k in ω for any 0 = a ∈ C ∞ .
Observe that when k < κ(ω) or k = κ(ω) = ∞ then p s,k = p s Σ 2 on ω and Sub k (Ψ) means that the subprincipal symbol p s satisfies condition (Ψ) on T σ Σ 2 , which is condition Sub(Ψ) in [6] . In general, we have that condition Sub k (Ψ) is condition (Ψ) given by (1.2) on the reduced subprincipal symbol p s,k with respect to the symplectic structure of N * Σ 2 .
But it is equivalent to the condition (Ψ) on the reduced subprincipal symbol p s,k with respect to the standard symplectic structure. In fact, condition Sub k (Ψ) means that condition (Ψ) holds for p s,k η=η 0 for any η 0 . By using Lemma 2.4 we may assume that p s,k is independent of y after multiplying with 0 = a ∈ C ∞ . In that case, the conditions are equivalent and both are invariant under multiplication with nonvanishing smooth factors. By the invariance of condition (Ψ) given by [12, Theorem 26.4.12] it suffices to check condition Sub k (Ψ) for some a such that H Re ap s,k = 0. We also find that condition Sub k (Ψ) is invariant under symplectic changes of variables, thus it is invariant under conjugation of the operator by elliptic homogeneous Fourier integral operators. Observe that the sign change is reversed when taking the adjoint of the operator.
Next, we assume that condition Sub k (Ψ) is not satisfied on a semibicharacteristic Γ of p s,k , i.e., that Im ap s,k changes sign from − to + on the positive flow of H Re ap s,k = 0 for some 0 = a ∈ C ∞ , where η is constant on Γ. Thus, by Lemma 2.4 we may assume that p s,k is constant on the leaves in a neighborhood ω of Γ, and by multiplying with a we may assume that a ≡ 1 and that y is constant on the semibicharacteristic.
Definition 2.7. Let p be of subprincipal type on N * Σ 2 and Γ a subprincipal semibichar-
is the symplectic annihilator of T Γ and the foliation of Σ 2 , which gives L ⊂ T Σ 2 since η is constant on L. We say that a C ∞ foliation of N * Σ 2 with symplectic leaves M is gliding for Γ if the section of tangent spaces T M is a gliding section for Γ.
Actually, he gliding foliation M for a subprincipal semibicharacteristic Γ is uniquely defined near Γ, since it is determined by the unique annihilator T M and Γ is transversal to the foliation of Σ 2 when p = 0 by (2.17) . This definition can be localized to a neighborhood of a subprincipal semibicharacteristic.
and ∂ x,ξ spans T M of the gliding foliation M of N * Σ 2 for the bicharacteristic of H Re p = 0. Then we may complete x, ξ, τ = Re p and η to a symplectic coordinate system (t, x, y; τ, ξ, η) so that the foliation M is given by intersection of the level sets of τ , t , y and η. In fact, in that case we have ∂ Re p = 0 but ∂ x Re p = ∂ ξ Re p = 0.
In the case when η 0 = 0 and k = κ(ω) < ∞ we will have estimates on the rate of vanishing of ∂ η p s,k on the subprincipal semibicharacteristic. Recall that the semibicharacteristic can be written Γ × { η 0 }. Observe that
since p vanishes of at least order k at Σ 2 and that the normal derivatives ∂ η is well-defined modulo nonvanishing factors at η = 0. Let ω ⊂ Σ 2 be a neighborhood of the subprincipal semibicharacteristic Γ and let M be the local C ∞ foliation of N * Σ 2 at ω which is gliding for Γ. When η 0 = 0 we shall assume that there exists ε > 0 so that
for any vector fields V j ∈ T M, 0 ≤ j ≤ ℓ and any ℓ. Condition (2.19) gives that
This definition is invariant under symplectic changes of coordinates and multiplication with nonvanishing factors. Observe that we have
vanishes at η 0 of order 3 when k = 2 and order 2 when k > 2.
In the case k = κ(ω) = 2 we shall also have a similar condition on the rate of vanishing of ∂ 2 η p s,k on the subprincipal semibicharacteristic. Then
is the Hessian of the principal symbol p at Σ 2 , which is well defined on the normal bundle NΣ 2 since it vanishes on T Σ 2 . Since p = ∂ η p = 0 on Σ 2 , we find that Hess p is invariant modulo nonvanishing smooth factors under symplectic changes of variables and multiplication of P with elliptic pseudodifferential operators. With the gliding C ∞ foliation M of N * Σ 2 for Γ we shall assume that there exists ε > 0 so that 
independent of η then conditions (2.19) and (2.21) hold for any finite ℓ > 0.
In fact, if 0 < ℓ < ∞ then we can write Im
Im p s,k vanishes of order ℓ for any j and α. Since ∂ η p s,k is homogeneous of degree k − 1 in η, we find from Euler's identity that Here a b means a ≤ Cb for some constant C, and similarly for a b. Now, by (2.9) we have assumed that the reduced subprincipal symbol p s,k is constant on the leaves of Σ 2 near Γ up to multiplication with nonvanishing factors, but when κ < ∞ we will actually have that condition on the following symbol. Definition 2.11. If k = κ(ω) < ∞ is the order of p on an open set ω ⊆ Σ 2 then we define the extended subprincipal symbol on N * ω by
which is a weighted polynomial in η of degree 2k −1. When κ(ω) = ∞ we define q s,∞ ≡ p s .
By the invariance of p and p s , the extended subprincipal symbol transforms as jets under homogeneous symplectic changes of coordinates that preserve the base Σ 2 . It is well defined up to nonvanishing factors and terms proportional to the jet J
under multiplication with classical elliptic pseudodifferential operators. The extended and the reduced subprincipal symbols are complexly conjugated when taking adjoints.
Remark 2.12. The extended subprincipal symbol (2.22) is given by the blowup of the reduced principal symbol at η = 0 so that
We also have that
Observe that if P is of subprincipal type then dq s,k T σ Σ 2 = 0 when q s,k = 0 for λ ≫ 1 since this holds for p s,k .
In fact, dq s,k ∼ = dp s,k modulo O(λ −1/k ) and since |dp s,k | = 0 the distance between q
Observe that composition of the operator P with elliptic pseudodifferential operators gives factors proportional to J
we shall control with (2.19). By (2.19) we have that ∂ η p s,k = 0 when p s,k = 0 at ω. We shall also assume this for the next term in the expansion of q s,k ,
Actually, we only need this where p s,k ∧ dp s,k vanishes of infinite order at p −1 s,k (0) in ω, where dp s,k ∧ dp s,k is the complex part of dp s,k .
We shall also assume a condition similar to (2.9) on the extended subprincipal symbol
for any leaf L of N * Σ 2 where ω ⊂ Σ 2 . By letting λ → ∞ we obtain that (2.9) holds,
Also, multiplication of p sub by a ∼ = a 0 + a −1 + . . . with a j homogeneous of degree j and a 0 = 0 gives that q s,k gets multiplied by the expansion of η → a 0 (x, y; ξ, η/λ
vanishing of order k at Σ 2 . Thus, condition (2.27) is invariant under multiplication of p sub with classical elliptic symbols. Also, (2.27) is invariant under changes of homogeneous symplectic coordinates that preserves Σ 2 = { η = 0 } and T L. Now, we have ∂ x,ξ q s,k = 0 when q s,k = 0 and λ ≫ 1 since P is of subprincipal type.
Remark 2.13. Since the semibicharacteristic is transversal to the leaves of Σ 2 and condition (2.27) holds near the semibicharacteristic, Lemma 2.4 gives that
for |η − η 0 | < c 0 near the semibicharacteristic. Here q s,k (x; ξ, η, λ) is the value of q s,k at the intersection of the semibicharacteristic and the leaf. In fact, the proof of the lemma extends to symbols depending uniformly on the parameter
Condition (2.27) is not invariant under multiplication of P with elliptic pseudodifferential operators or conjugation with elliptic Fourier integal operators. In fact, if A has symbol a then the refined principal symbol of the composition AP is equal to ap sub + 1 2i
This is one reason why we have to control the terms with ∂ η p s,k with (2.19). When k < ∞, q s,k is a polynomial in η/λ 1/k of degree 2k−1 and c in (2.28) is an analytic function
In the case when the principal symbol p is real, a necessary condition for solvability of the operator is that the imaginary part of the subprincipal symbol does not change sign from − to + when going in the positive direction on a C ∞ limit of normalized bicharacteristics of the principal symbol p at Σ 2 , see [5] . When p vanishes of exactly order k on Σ 2 = { η = 0 } and the localization
is of principal type when η = 0 such limit bicharacteristics are tangent to the leaves of Σ 2 . In fact, then |∂ η p(x, y; ξ, η)| ∼ = |η| k−1 and |∂ x,y,ξ p(x, y; ξ, η)| = O(|η| k ), which gives
Thus the normalized Hamilton vector field is equal to A∂ y , A = 0, modulo terms that are O(|η|), so the normalized Hamilton vector fields have limits that are tangent to the leaves. That the η derivatives dominates ∂p can also be seen from Remark 2.12. When the principal symbol is proportional to a real valued symbol, this
gives examples of nonsolvability when the subprincipal symbol is not constant on the leaves of Σ 2 , see Example 3.4 and [5] in general. Thus condition (2.27) is natural for the the study of the necessity of Sub k (Ψ) if there are no other conditions on the principal symbol.
We shall study the microlocal solvability of the operator, which is given by the following definition. Recall that H loc (s) (X) is the set of distributions that are locally in the L 2 Sobolev space H (s) (X).
Definition 2.14. If K ⊂ S * X is a compact set, then we say that P is microlocally solvable
Observe that solvability at a compact set K ⊂ X is equivalent to solvability at S * X K by [12, Theorem 26.4.2] , and that solvability at a set implies solvability at a subset. Also, by [12, Proposition 26.4.4 ] the microlocal solvability is invariant under conjugation by elliptic Fourier integral operators and multiplication by elliptic pseudodifferential operators.
We can now state the main result of the paper.
Theorem 2.15. Assume that P ∈ Ψ m cl (X) has principal symbol that vanishes of at least second order at a nonradial involutive manifold Σ 2 ⊂ T * X \ 0. We assume that P is of subprincipal type, satisfies conditions (2.26) and (2.27) but does not satisfy condition
and k = κ(ω).
In the case when η 0 = 0 we assume that P satisfies conditions (2.19) and when k = 2 we also assume condition (2.21) for a gliding symplectic foliation M of N * Σ 2 for the subprincipal semibicharacteristic. In the case η 0 = 0 and k = 2 we assume condition (2.21) for a gliding symplectic foliation M of N * Σ 2 for the subprincipal semibicharacteristic, and when k > 2 we assume no extra condition. Under these conditions, P is not locally solvable near Γ ⊂ Σ 2 .
Examples 3.1-3.3 show that conditions (2.19) and (2.21) are essential for the necessity of Sub k (Ψ) when k = 2. Due to the results of [5] , condition (2.27) is natural if there are no other conditions on the principal symbol, see Example 3.4. Observe that for effectively hyperbolic operators, which are always solvable, Σ 2 is not an involutive manifold, see Example 3.7.
Remark 2.16. It follows from the proof that we don't need condition (2.26) in the case when condition (2.27) holds on the leaves of Σ 2 that intersect the semibicharacteristic. In the case when η = 0 on the subprincipal semibicharacteristics, condition (2.21) only involves Hess p at Σ 2 . This gives a different result than Theorem 2.7 in [6] , since in that result condition (2.21) is not used, condition (2.27) only involves p s but we also have conditions on |dp s ∧ dp s | and Hess p on Σ 2 . Now let S * X ⊂ T * X be the cosphere bundle where |ξ| = 1, and let
Sobolev norm of order k for u ∈ C ∞ 0 . In the following, P * will be the L 2 adjoint of P . To prove Theorem 2.15 we shall use the following result.
Remark 2.17. If P is microlocally solvable at Γ ⊂ S * X, then Lemma 26.4.5 in [12] gives that for any Y ⋐ X such that Γ ⊂ S * Y there exists an integer ν and a pseudodifferential operator A so that WF(A) ∩ Γ = ∅ and
where N is given by Definition 2.14.
We shall prove Theorem 2.15 in Sect. 10 by constructing localized approximate solutions to P * u ∼ = 0 and use (2.29) to show that P is not microlocally solvable at Γ.
Examples
Example 3.1. Consider the operator
is real and has a sign change from − to +. This operator is equal to the Mizohata operator when a(t) = t. We find that P is of subprincipal type, k = 2 and
hold but Sub 2 (Ψ) does not hold since t → a(t)|η| 2 changes sign from − to + when η = 0.
Since |∂ η p s,2 | ∼ = Hess p s,2 ∼ = |a(t)| when η = 0 and p s,2 is independent of (x, ξ) we find that conditions (2.19) and (2.21) hold. Theorem 2.15 gives that P is not locally solvable.
Example 3.2. The operator
is solvable, see [3] . We find that P is of subprincipal type,
changes sign from − to + when ξ 1 = −tξ 2 and ξ 2 = 0. Since |∂ ξ p s,2 | ∼ = Hess p s,2 ∼ = 1 ≫ |p s,2 | ∼ = |t| when ξ 2 = 0 and τ = ξ 1 = 0, we find that conditions (2.19) and (2.21) do not hold.
Example 3.3. Consider the following generalization of Example 3.2 given by
x ∈ R n for j > 0 and n ≥ 3. We find that P is of subprincipal type, k = 2,
changes sign from − to + when ξ 1 = −t 2j+1 ξ 2 and ξ 2 = 0. Since |∂ ξ p s,2 | ∼ = Hess p s,2 ∼ = 1
and |p s,2 | ∼ = |t| 2j+1 when τ = ξ 1 = 0 and ξ 2 = 0, we find that conditions (2.19) and (2.21)
do not hold. By choosing x 2 − t 2j+1 x 1 as new x 2 coordinate we obtain that
Then by conjugating P with e (2j+1)t 2j x 2 1 /2 we obtain P = D t + iD x 1 D x 2 which has constant coefficients and is solvable. 
hom is real and y = ∂ y 1 ∂ y 2 is the wave operator in y ∈ R 2 . We find that
Example 3.5. Consider the operator
where B k is the k:th Taylor term at Σ 2 of the principal symbol of B, so (2.27) is satisfied everywhere.
Assume that B(t, η) is independent of x and the sign change If Im B(x, η) = 0 is constant in t and k is odd with
Example 3.6. The linearized Navier-Stokes equation
is of subprincipal type. The symbol is
holds since −|ξ| 2 does not change sign when t changes.
Example 3.7. Effectively hyperbolic operators P are weakly hyperbolic operators for which the fundamental matrix F has two real eigenvalues, here F = J Hess p Σ 2 with p = σ(P ) and J (x, ξ) = (ξ, −x) is the symplectic involution. Then P is solvable for any subprincipal symbol by (see [15] and [19] ) but in this case Σ 2 is not an involutive manifold.
The normal form
We are going to prepare the operator microlocally near the semibicharacteristic. We have assumed that P * has the symbol expansion p m + p m−1 + . . . where p j ∈ S j hom is homogeneous of degree j. By multiplying P * with an elliptic classical pseudodifferential operator, we may assume that m = 2 and p = p 2 . By chosing local homogeneous symplectic coordinates (x, y; ξ, η) we may assume that X = R n and
with the symplectic foliation by leaves spanned by ∂ y . If p vanishes of order k < ∞ at ω ⊂ Σ 2 we find that
where B α is homogeneous of degree 2 − k, and B α (x, y; ξ, 0) ≡ 0 for some |α| = k and some (x, y, ξ, 0) ∈ ω. When p vanishes of infinite order we get (4.1) for any k.
We shall first consider the case when k = κ(ω) < ∞. Recall the reduced subprincipal symbol p s,k (w, η) = J k w (p)(η) + p s (w), w ∈ Σ 2 , by Definition 2.2, and the extended subprincipal symbol q s,k (w, η, λ) = λJ
Observe that these are invariantly defined and are the complex conjugates of the corresponding symbols of P by Remark 2.12. We also find from Remark 2.12 that
where
When k < ∞ we shall localize with respect to the metric
is the metric corresponding to the symbol classes S m ̺,δ we find that
When k = ∞ we shall let g ∞ = g 1,0 which is the limit metric when k → ∞. We shall use the Weyl calculus symbol notation S(m, g k ) where m is a weight for g k , one example is Λ m = (|ξ| 2 + 1) m/2 . Observe that we have the usual asymptotic expansion
when |η| |ξ| 1−1/k we have |f | |ξ| m−j |η| j |ξ| m−j/k . Differentiation in x or y does not change this estimate, differentiation in ξ lowers the homogenity by one and when taking derivatives in η we may lose a factor η j = O(|ξ| 1−1/k ). We shall prepare the symbol in domains of the type
which is a g k neighborhood consisting of the inhomogeneous rays through Ω. Now for k < ∞ we shall use the blowup mapping
which is a bijection when |ξ| = 0. The pullback by χ maps symbols in S(Λ m , g k ) where
where |η| |ξ|, see for example (4.2). Also Taylor expansions in η where |η| |ξ| 1−1/k get mapped by χ * to polyhomogeneous expansions, and a conical neighborhood Ω is mapped by χ to the g k neighborhood Ω. The blowup
is a sum of terms homogeneous of degree 1 − j/k for j ≥ 0 by Definition 2.11. We shall prepare the blowup q s,k and get it on a normal form after multiplication with pseudodifferential operators and conjugation with elliptic Fourier integral operators.
We have assumed that P is of subprincipal type and does not satisfy condition Sub k (Ψ) near a subprincipal semicharacteristic Γ×{ η 0 } ⊂ N * Σ 2 , which is transversal to the leaves of N * Σ 2 . By changing Γ and η 0 we may obtain that Im ap s,k changes sign from + to − on the bicharacteristic Γ × { η 0 } of Re ap s,k for some 0 = a ∈ C ∞ . The differential inequality (2.27) in these coordinates means that
By shrinking ω we may obtain that the intersections of ω and the leaves of Σ 2 are simply connected. Then by putting |ξ| = λ we obtain from Remark 2.13 that
Here q s,k is the value of q s,k at the intersection of the semibicharacteristic and the leaf. Here 0 = c ∈ S 0 1,0 is a sum of terms homogeneous of degree −j/k for j ≥ 0 such that |c| > 0 when |ξ| ≫ 1. In fact, c has an expansion in η/|ξ| 1/k and it suffices to take terms up to order k in c to get (4.10) modulo S 0 1,0 . Thus the term homogeneous of degree 0 in c is nonvanishing in the conical neighborhood ω. By cutting off the coefficients of the lower order terms of c where |ξ| ≫ 1, we may assume that c = 0 in ω.
By multiplying P with a pseudodifferential operator with symbol C = c •χ
when |η| |ξ| 1−1/k , we obtain by Remark 2.13 the refined principal symbol
for P = CP . Here p sub = Cp sub is constant on the leaves of
Thus by multiplying P with a pseudodifferential operator with symbol 1 − 1 2i
we obtain the refined principal symbol (4.12)
for some c 0 ∈ S(1, g k ) which may depend on y. Then we find that
By putting q = p sub • χ obtain that ∂ y q = 0 in ω when |ξ| ≫ 1. We shall control the term proportional to ∂ η p sub • χ = |ξ| 1/k ∂ η q ∈ S 1/k by using condition (2.19), see Lemma 6.1.
Observe that q ∼ = q 1 = p s,k • χ modulo S 1−1/k , which is homogeneous and independent of y near ω. By the invariance of the condition, we may assume that a is independent of y. Then the semibicharacteristics are constant in η so we may choose a independent of (y, η).
Observe that changing a changes Γ and η 0 by the invariance, but we may assume that Γ × { η 0 } is arbitrarily close to the original semibicharacteristic by [12, Theorem 26.4.12] . Since Im aq 1 changes sign on Γ × { η 0 } there is a maximal semibicharacteristic Γ ′ × { η 0 } on which Im aq 1 = 0 and because of the sign change we may shrink Γ so that it is not a closed curve. Here Γ ′ could be a point, which is always the case if the sign change is of finite order. By continuity, ∂ x,ξ Re aq 1 = 0 near Γ ′ × { η } for η close to η 0 and we may extend a to a nonvanishing symbol that is homogeneous of degree 0 near Γ. Multiplying P with an elliptic pseudodifferential operator with symbol a = a • χ −1 we may assume that a ≡ 1.
Recall that conditions (2.19) (and (2.21) when k = 2) holds in some neighborhood of Γ × { η 0 } with the gliding foliation M of N * Σ 2 . By using Darboux' theorem we can choose local coordinate functions (x, ξ) such that T M is spanned by ∂ x and ∂ ξ for the leaves of M. Now 0 = H Re q 1 is tangent to Γ ′ ×{ η 0 }, transversal to the symplectic foliation of Σ 2 , constant in y and in the symplectic annihilator of T M. Since T M is symplectic, this gives that Re q 1 and η are constant on the leaves M. Now take τ = Re q 1 when η = η 0 and extend it is so that τ is independent of η. Then we can complete τ , y and η to a homogeneous symplectic coordinate system (t, x, y; τ, ξ, η) in a conical neighborhood ω of Γ ′ in Σ 2 so that (x, ξ) η=η 0 is preserved. Since the change of variables preserves the (y, η) variables, it preserves Σ 2 = { η = 0 } and its symplectic foliation and the fact that ∂ y q = { η, q } = 0. When η = η 0 we have that Re q 1 = τ and the leaves T M of the foliation M is spanned by ∂ x = H ξ and ∂ ξ = −H x modulo ∂ y when η = η 0 . Since q is independent of y we may assume that V ℓ is in the span of ∂ x,ξ in (2.19) and (2.21).
Since the η variables are preserved, the blowup map χ and the inhomogeneous rays are preserved and the coordinate change is an isometry with respect to the metric g k . By conjugating with elliptic Fourier integral operators in the variables (t, x) independently of y microlocally near Γ ′ ⊂ Σ 2 , we obtain that Re q 1 = τ in a conical neighborhood of Γ when η = η 0 . This gives
where ̺ is homogeneous and Re ̺ ≡ 0 when η = η 0 . Since this is a change of symplectic variables (t, x; τ, ξ) for fixed (y, η) we find by the invariance that t → Im ̺(t, x, 0, ξ, η 0 ) changes sign from + to − near Γ ′ . Observe that the reduced principal symbol is invariant under the conjugation by Remark 2.3 so the condition that ∂ y q = { η, q } = 0 is preserved, but we may also have a term c∂ η q ∈ S 1/k where c could depend on y.
Next, we shall use the Malgrange preparation theorem on q 1 . Since
locally for η close to η 0 when |ξ| = 1, and by a partition of unity near Γ ′ ×{ η 0 }, which can be extended by homogeneity so that c is homogeneous of degree 0 and r is homogeneous of degree 1. Observe that this gives that ∂ η q 1 = ∂ η c −1 (τ −r)−c −1 ∂ η r by (4.13). By taking the τ derivative of (4.13) using that q 1 = 0 and
Multiplying the operator P * with a pseudodifferential operator with symbol
Writing r = r 1 + ir 2 with r j real, we may complete τ − r 1 (t, x, ξ, η 0 ), t, y and η to a homogeneous symplectic coordinate system (t, x, y; τ, ξ, η) near
is preserved. This is a change of coordinates in (t, x; τ, ξ) which as before is independent of the variables (y, η). We find that ∂ τ r = { r, t } = 0 and ∂ y r = { η, r } = 0 are preserved and Re r η=η 0 ≡ 0. By the invariance we find that t → r 2 (t, x, ξ, η 0 ) changes sign from + to − near Γ ′ . As before, the blowup map χ and the inhomogeneous rays are preserved and the coordinate change is an isometry with respect to the metric g k . By conjugating with elliptic Fourier integral operators in (t, x) which are constant in y microlocally near Γ ′ ⊂ Σ 2 , the calculus gives as before that (4.14)
where f = −r. When η = η 0 we have Re f ≡ 0 and Im f has a sign change from + to − as t increases near Γ ′ by the invariance of condition (Ψ). In fact, the reduced principal symbol is invariant under the conjugation so the condition that ∂ y q = { η, q } = 0 is preserved, but we may also have a term c∂ η q ∈ S 1/k where c could depend on y. Observe that τ is invariant under the blowup mapping χ given by (4.7). By the invariance, we find that (2.19) (and (2.21) if k = 2) holds for q 1 with T M spanned by ∂ x and ∂ ξ when η = η 0 . In fact, since y, η and t are independent of (x, ξ) we find that the span of ∂ x,ξ is invariant modulo terms proportional to ∂ τ . Since ∂ η q 1 is independent of τ by (4.14) we may take V j in the span of ∂ x,ξ in (2.19) (and (2.21) if k = 2) when η = η 0 . Thus, by putting τ = − Re f in (2.19) we obtain that there exists ε > 0 so that
Observe that on Γ ′ , where Im f vanishes, (4.15) gives that ∂ α x,ξ ∂ η f vanishes ∀ α. Similarly, it follows from (2.21) that there exist ε > 0 so that 
We shall use the Malgrange preparation theorem on q j , j ≥ 2, in a conical neighborhood of
locally for η close to η 0 when |ξ| = 1, and by a partition of unity near Γ ′ × { η 0 }. This can be extended to a conical neighborhood of Γ ′ × { η 0 } so that r j ∈ S 1−(j−1)/k is independent of τ and c j ∈ S −(j−1)/k . Multiplying the operator P * with a pseudodifferential operator
we obtain that q j (t, x, τ, ξ, η) = r j (t, x, ξ, η). Since q 2 is now independent of τ we find by putting τ = − Re f that ∂ η q 2 = 0 when Im f = 0 (of infinite order) by condition (2.26).
When j = k then we find from (4.12) and (4.13) that q k ∈ S 1/k also contains the
, where c −1 ∈ S 0 and c 0 ∈ S 1/k may depend on y. By using (4.17) and multiplying the operator P * with a pseudodifferential operator
This preparation can be done for all lower order terms of pullback of the full symbol of P * given by σ(P * ) • χ, where the terms are in S −j/k for j ≥ 0. These terms may depend on y, but that does not change the already prepared terms since c j ∈ S −1−j/k in (4.17).
We shall cut off in a g k neighborhood of the bicharacteristic and then we have to measure the error terms of the preparation. we say that
when the g k distance to the inhomogeneous ray (t 0 , x 0 , y 0 ; ̺τ 0 , ̺ξ 0 ,
with χ ∈ C ∞ 0 such that 0 / ∈ supp(1 − χ) and c > 0. By the calculus, Definition 4.2 means that there exists A ∈ S(1, g k ) so that A ≥ c > 0 in a g k neighborhood of the inhomogeneous ray such that AR ∈ Ψ −N for any N. By the conditions on ̺ and δ, it follows from the calculus that Definition 4.2 is invariant under composition with classical elliptic pseudodifferential operators and under conjugation with elliptic homogeneous Fourier integral operators preserving the fiber and Σ 2 = { η = 0 }. We also have that WF g k (R) grows when k increases and WF g k (R) ⊆ WF(R), with equality when k = ∞. Cutting off where |η − η 0 | |ξ| 1−1/k we obtain that (4.18)
Next, we study the case when k = ∞. We have q s,∞ = p s , p s,∞ = p s Σ 2 and g ∞ = g 1,0 . Then we shall not prepare the principal symbol, which vanishes of infinite order at Σ 2 . Instead, we shall prepare the lower order terms starting with p 1 , which is homogeneous of degree 1. We shall prepare p 1 in a similar way as q near the subprincipal semicharacteristic Γ ⊂ Σ 2 . First we may as before use the differential inequality (2.27) 
By assumption condition Sub ∞ (Ψ) is not satisfied, so there exists 0 = a ∈ S 0 1,0 so that Im ap 1 Σ 2 changes sign from + to − on the bicharacteristic Γ ⊂ Σ 2 of Re ap 1 for some 0 = a ∈ C ∞ which can be assumed to be homogeneous and constant in y and η. By multiplication with an elliptic pseudodifferential operator with symbol a we may assume that a ≡ 1. Let Γ ′ ⊂ Γ be the subset on which p 1 vanishes. Since 0 = H Re p 1 is tangent to Γ ⊂ Σ 2 and ∂ y p 1 = { p 1 , η } = 0 we can complete τ = Re p 1 and η to a homogeneous symplectic coordinate system (t, x, y; τ, ξ, η) in a conical neighborhood ω of Γ ′ , which preserves the foliation of Σ 2 . Then conjugating with an elliptic Fourier integral operators, we obtain p 1 = τ + i Im p 1 modulo terms vanishing of infinite order at Σ 2 . The conjugation also gives terms proportional to ∂ η p ∈ S 1 which vanish of infinite order at Σ 2 . As before, we find that condition Sub ∞ (Ψ) is not satisfied in any neighborhood of Γ Multiplying the operator P * with an elliptic pseudodifferential operator with symbol c we obtain that p 1 (t, x, τ, ξ, η) = τ − r(t, x, ξ, η) in a conical neighborhood of Γ ′ . By writing r = r 1 + ir 2 with r j real, we may complete τ − r 1 (t, x, ξ, η), η and t to a homogeneous symplectic coordinate system (t, x, y; τ, ξ, η) in a conical neighborhood of Γ ′ . By conjugating with elliptic Fourier integral operators we obtain that
where f = −ir 2 modulo terms vanishing of infinite order at Σ 2 . By the invariance we find that t → Im f (t, x, ξ, 0) changes sign from + to − near Γ ′ .
We shall next consider on the lower order terms in the expansion p + p 1 + p 0 + . . . where p j ∈ S j near Γ ′ may depend on y when j ≤ 0. Observe that ∂ η p 0 = 0 when p 1 = 0 by condition (2.26). (Actually, since dp 1 ∧ dp 1 = 2idf ∧ dτ it suffices that this holds when f vanishes of infinite order.) We shall use the Malgrange preparation theorem on p j , j ≤ 0, in a conical neighborhood of Γ ′ . Since ∂ τ p 1 = 0 we obtain for j ≤ 0 that
locally and by a partition of unity near Γ ′ . Extending by homogenity we obtain that r j ∈ S j and c j ∈ S j−1 ⊂ S −1 near Γ ′ for η close to 0. After multiplication with an elliptic pseudodifferential operator with symbol 1 − c j we obtain that p j ∼ = r j is independent of τ modulo terms vanishing of infinite order at Σ 2 . Since p 0 is now independent of τ we find by putting τ = − Re f that ∂ η p 0 = 0 when Im f = 0 (of infinite order) by condition (2.26). Continuing in this way, we can make any lower order term in the expansion of P independent of τ modulo terms vanishing of infinite order at Σ 2 . Since condition Sub k (Ψ), k ≤ ∞, is not satisfied, we find that t → Im f (t, x 0 , ξ 0 , η 0 ) changes sign from + to − as t ∈ I increases and we assume that Im f (t, x 0 , ξ 0 , η 0 ) = 0 when t ∈ I ′ ⊂ I. Observe that we shall keep η 0 fixed and when k = ∞ we have η 0 = 0. If In fact, if Im f (a, x, ξ, η 0 ) > 0 > Im f (b, x, ξ, η 0 ) for some (x, ξ) near (x 0 , ξ 0 ) and a < b, then we can define L(x, ξ) = inf{ t − s : a < s < t < b and Im f (s, x, ξ, η 0 ) > 0 > Im f (t, x, ξ, η 0 ) } when (x, ξ) is close to (x 0 , ξ 0 ), and we put L 0 = lim inf (x,ξ)→(x 0 ,ξ 0 ) L(x, ξ). Then for every ε > 0 there exists an open neighborhood V ε of (x 0 , ξ 0 ) such that the diameter of V ε is less than ε and L(x, ξ) > L 0 −ε/2 when (x, ξ) ∈ V ε . By definition, there exists (x ε , ξ ε ) ∈ V ε and a < s ε < t ε < b so that t ε − s ε < L 0 + ε/2 and Im f (s ε , x ε , ξ ε , η 0 ) > 0 > Im f (t ε , x ε , ξ ε , η 0 ). Then it is easy to see that
Im f (t, x ε , ξ ε , η 0 ) = 0 ∀ α β when s ε + ε < t < t ε − ε since else we would have a sign change in an interval of length less than L 0 − ε/2 in V ε . We may then choose a sequence ε j → 0 so that s ε j → s 0 and t ε j → t 0 , then L 0 = t 0 − s 0 and (4.23) holds at (x 0 , ξ 0 , η 0 ) for s 0 < t < t 0 .
Proposition 4.3. Assume that P satisfies the conditions in Theorem 2.15 with k = κ(ω).
Then by conjugating with elliptic Fourier integral operators and multiplication with an elliptic pseudodifferential operator we may assume that
where χ is the blowup map (4.7), r ∈ S 1−1/k , Re f (t, x, ξ, η 0 ) ≡ 0 and Im f = Im p s,k ∈ S 1 is given by (2.8) such that t → Im f (t, x 0 , ξ 0 , η 0 ) changes sign from + to − when t ∈ I increases. Also, ∂ η r = 0 when f vanishes (of infinite order), and there exists c ∈ S(1, g k ) so that
If η 0 = 0, then condition In the case when k = ∞ we obtain (4.24) with R ∈ S 2 1,0 vanishing of infinite order on Σ 2 , F = F 1 + F 0 where F 0 (t, x, y; ξ, η) ∈ S 0 1,0 and (4.26)
The Pseudomodes
For the proof of Theorem 2.15 we shall modify the Moyer-Hörmander construction of approximate solutions (or pseudomodes) of the type
with κ > 0, phase function ω λ and amplitudes φ j . Here the phase function ω λ (t, x, y) will be uniformly bounded in C ∞ and complex valued, such that Im ω λ ≥ 0 and ∂ Re ω λ = 0
when Im ω λ = 0. The amplitude functions φ j ∈ C ∞ may depend uniformly on λ. Letting z = (t, x, y) we have the formal expansion
The error term in (5.2) is of the same order in λ as the last term in the expansion. Observe that since the phase is complex valued, the values of the symbol are given by an almost analytic extension at the real parts, see Theorem 3.1 in Chapter VI and Chapter X:4 in [22] . If P * = D t + F (t, x, y, D x,y ) we find from (5.2) that
Here the values of the symbols at (t, x, y, λ∂ t,x,y ω λ ) will be replaced by finite Taylor expansions at (t, x, y, λ Re ∂ t,x,y ω λ ), which determine the almost analytic extensions. Now assume that P * = D t +F +R is given by Proposition 4.3. In the case k = κ(ω) < ∞ in a open neighborhood ω of the bicharacteristic Γ and η 0 = 0 we have
In this case, we shall use a nonhomogeneous phase function given by (6.3):
) with some 0 < ̺ < 1/2. We find by Remark 2.12 that
gives an approximate blowup of
for any α we obtain the following result from the chain rule.
Remark 5.1. If 0 < ̺ ≤ 1/2, ω λ (t, x, y) is given by (6.3) and a(t, x, y, τ, ξ, η) ∈ S(Λ m , g k ) then λ −m a(t, x, y, λ∂ω λ ) ∈ C ∞ uniformly.
This gives that R 0 (t, x, y) = F 0 (t, x, y, λ∂ x,y ω λ ) is bounded in (5.3) and R m (t, x, y, D t,x,y ) are bounded differential operators of order i in t, order j in x and order ℓ in y, where i + j + ℓ ≤ m + 2 for m > 0. In fact, derivatives in τ and ξ of F 1 ∈ S(Λ, g k ) lowers the order of λ by one, but derivatives in η lowers the order only by 1 − 1/k until we have taken k derivatives, thereafter by 1. Thus for R m , which is the coefficient for λ −m , we find
For the term R we shall use the following result when k < ∞.
, u λ is given by (5.1) with phase function ω λ in (6.3) and
In fact, by using the expansion (5.2) we find that ∂ α R(t, x, y, λ∂ t,x,y ω λ ) = O(λ −N ) for any α and N in a neighborhood of the support of φ j for any j when λ ≫ 1.
In the case k = κ(ω) = ∞ or η 0 = 0 we shall use the phase function given by (7.2), then
such that ∂ y ω λ = λ ̺−1 η 0 + O(|y − y 0 (t)|) with some 0 < ̺ < 1. If R ∈ S 2 vanishes of infinite order at η = 0 then ∂ α R(t, x, y, λ∂ t,x,y ω λ ) = O(λ −N ) for any α and N. Thus, we get the expansion (5.3) with bounded R 0 = F 0 (t, x, y, λ∂ x,y ω λ ) and bounded differential operators R m (t, x, y, D t,x,y ) of order i in t, order j in x and order ℓ in y, where i + j + ℓ ≤ m + 2 for m > 0. When k < ∞ this follows as before, and in the case k = ∞ we have that derivatives in τ, ξ and η of F 1 ∈ S 1 1,0 lowers the order of λ by one. In that case, we find for R m that −m ≤ 1 − i − j − ℓ so that i + j + ℓ ≤ m + 1.
is given by (7.2) and a(t, x, y, τ, ξ, η) ∈ S m 1,0 then λ −m a(t, x, y, λ∂ω λ ) ∈ C ∞ uniformly.
This follows from the chain rule since ∂ α ∂ω λ = O(1) for any α.
The Eikonal Equation
We shall solve the eikonal equation approximately, first in the case when k = κ(ω) < ∞ and η 0 = 0. This equation is given by the highest order terms of (5.3): when k > 2 and for ∀ α β and |γ| ≤ 2 when k = 2. We also have that F 1 − c∂ η F 1 is constant in y modulo S(1, g k ) when |η| |ξ| 1−1/k , where c ∈ S(1, g k ) may depend on y.
The case when η 0 = 0, for example when k = ∞, will be treated in Sect. 7. We shall choose the phase function so that Im ω λ ≥ 0, ∂ x Re ω λ = 0 and ∂ 2 x,y Im ω λ > 0 near the interval. We shall adapt the method by Hörmander [11] to inhomogeneous phase functions. The phase function ω λ (t, x, y) is given by the expansion
for sufficiently large K, where we will choose 0 < ̺ < 1/2, ξ 0 (0) = ξ 0 = 0, Im w 2,0 (0) > 0, Im w 1,1 (0) = 0 and Im w 0,2 (0) > 0. This gives ∂ 2 x,y Im ω λ > 0 when t = 0 and |x − x 0 (0)| + |y − y 0 (0)| ≪ 1 which then holds in a neighborhood. Here we use the multilinear forms
α } |α|=j to simplify the notation. Observe that x 0 (t), y 0 (t), ξ 0 (t), η 0 (t) and w j,k (t) will depend uniformly on λ.
Putting ∆x = x − x 0 (t) and ∆y = y − y 0 (t) we find that
where the terms w i,j (t) ≡ 0 for i + j > K. We have
Here σ 0 is a finite expansion in powers of ∆x and σ 1 is a finite expansion in powers of ∆x and ∆y. Also
where σ 2 is a finite expansion in powers of ∆x and ∆y.
Since the phase function is complex valued, the values of the symbol will be given by a formal Taylor expansion at the real values. Recall that F 1 • χ ∼ = f modulo S 1−1/k so by the expansion in Remark 2.12 we find
, which can then be expanded in ∆x and ∆y. This expansion can be done for any derivative of F 1 , see for example (6.14) . Observe that
depend on y. Remark 2.12 also gives that ∂ When x = x 0 and y = y 0 we obtain that
Thus, taking the value of (6.1) and dividing by λ, we obtain the equation
. By taking real and imaginary parts we obtain the equa-
After choosing w 0 (0) this will determine w 0 when we have determined (x 0 (t), ξ 0 (t), η 0 (t)). In the following, we shall solve equations like (6.9) modulo O(λ −κ ) for some κ > 0, which will give the asymptotic solutions when λ → ∞. Using (6.7), we find that the first order terms in ∆x of (6.1) will similarly be zero if
By taking real and imaginary parts we find that (6.10) gives that
Here and in what follows, the values of the symbols are taken at (t, x 0 (t), y 0 (t), ξ 0 (t), η 0 (t)). We shall put (x 0 (0), ξ 0 (0)) = (x 0 , ξ 0 ), which will determine x 0 (t) and ξ 0 (t) if | Im w 2 (t)| = 0. Similarly, the second order terms in ∆x of (6.1) vanish if we solve
with initial data w 2,0 (0) such that Im w 2,0 (0) > 0, which then holds in a neighborhood. Similarly, for j > 2 we obtain
, where we have taken the j:th term of the expansion in ∆x. Observe that (6.11)-(6.13) only involve x 0 , ξ 0 and w j,0 with j ≤ K.
Next, we will study the y dependent terms. Then, we have to expand
1−2/k where r ∈ S 1−1/k is independent of y and ∂ η r = 0 when f vanishes (of infinite order). By expanding r, we get (6.7) with f replaced by r and λ replaced by
we obtain modulo bounded terms that
Similarly we obtain that
for any α, see (7.13). Using (6.7) and (6.14) we find that the coefficients of the first order terms in ∆y of (6.1) are
Here and in what follows, the values of the symbols are taken at (t, x 0 (t), y 0 (t), ξ 0 (t) + σ 0 (t, x), η 0 (t)) By taking the real and imaginary parts we obtain the equations
, and (6.17) Im w 0,2 y
We will choose initial data η 0 (0) = η 0 , y 0 (0) = y 0 and Im w 0,2 (0) > 0, then y ′ 0 is well defined in a neighborhood. In order to control the unbounded terms in (6.16) and (6.17), we shall use scaling and (4.15). Therefore we let
where η 0 = η 0 (0). Then we get from (6.16) that
modulo bounded terms. Expanding (6.19) in η 0 (t) = λ 1/k+̺−1 ζ 0 (t) + η 0 we find
We shall use the following result. If (4.15) holds, then for any δ < min ε, 1 − 1 k , α and β, there exists κ > 0 and C ≥ 1 with the property that if
with λ ≥ C, then λ Im w 0 (s) ≥ λ κ /C for some s in the interval connecting 0 and t.
If k = 2 and (4.16) holds, then for any δ < ε, α and β, there exists κ > 0 and C ≥ 1 with the property that if
∀ α β with λ ≥ C, then λ Im w 0 (s) ≥ λ κ /C for some s in the interval connecting 0 and t.
Observe that η 0 is constant in Lemma 6.1, but we have to show that Im w 0 (t) has the minimum 0 at t = 0. Lemma 6.1 will be proved in Sect. 9. Clearly, (6.22) cannot hold if k > 2 and δ < 1/3. We shall use Lemma 6.1 for a fixed δ > 0 and for |α| + |β| ≤ N. Since we only have to integrate the eikonal equations in the interval where λ Im w 0 λ κ for some κ > 0 and sufficiently large λ, we may assume the integrals in (6.21) and (6.22) are O(λ −δ ) when λ → ∞. Using this and integrating (6.20) we find that ζ 0 = O(λ −κ ) for some κ > 0 if ̺ ≪ 1, Im w 0 (t) ≥ 0 and the coefficients w i,j are bounded. This gives a constant asymptotic solution η 0 .
We also obtain that
If ζ 0 is bounded and the integrals in (6.21) and (6.22) are O(λ −δ ) then for δ and ̺ small enough we may replace η 0 with η 0 (t) in these integrals with a smaller δ > 0. In fact, then the change in (6.22) is O(λ ̺−1/2 ) and the change in (6.21) is O(λ ̺−δ + λ 2̺−1/2 ) using (6.22) . Observe that we only need that δ > 0 for the proof, but we have to show that Im w 0 (t) has the minimum 0 at t = 0 which will be done later. Using (6.7) and (6.14) we find that the second order terms in ∆y of (6.1) vanish if
By using Lemma 6.1 we may assume that the coefficients in the right hand side are uniformly integrable when ̺ is small enough. We choose the initial value so that Im w 0,2 (0) > 0 which then holds in a neighborhood. Similarly, the coefficients for the term ∆x j ∆y ℓ in (6.1) can be found from the expansion in ∆x and ∆y of
Here the values of the symbols are taken at (t, x 0 (t), y 0 (t), ξ 0 (t) + σ 0 (t, x), η 0 (t)), so the last terms can be expanded in ∆x and ∆y which also involves the ξ derivatives. Taking the coefficient for ∆x j ∆y ℓ and dividing by λ ̺ we obtain that these terms vanish if
, where in the right hand side we have taken the coefficient of ∆x j ∆y ℓ , expanding ∂ y c, ∂ η r, ∂ ξ f , ∂ η f and ∂ 2 η f in ∆x and ∆y which also involves the ξ derivatives. We choose initial values w j,ℓ (0) = 0 for j = ℓ = 1 and j + ℓ > 2. Observe that the Lagrange error term in the Taylor expansion of (6.7) is O(λ(|x − x 0 (t)| + |y − y 0 (t)|) K+1 ).
Now assume that
with Im w 0 (0) = 0, thus Im w 0 (t) has a minimum at t = 0. The equations (6.9), (6.11)-(6.13), (6.17), (6.20), (6.27) and (6.29) form a system of nonlinear ODE for x 0 (t), y 0 (t), ξ 0 (t), ζ 0 (t) and w j,ℓ (t) for j +ℓ ≤ K. By Remark 6.2 we can then replace η 0 (t) in f by η 0 = η 0 (0) when ̺ ≪ 1. Since we only have to integrate where Im w 0 (t) λ κ−1 for some κ > 0, this system has uniformly integrable coefficients by Lemma 6.1 for ̺ ≪ 1, which gives a local solution near (0, x 0 , y 0 , ξ 0 , η 0 ). In the case when Γ ′ = { (t, x 0 , y 0 , ξ 0 , η 0 ) : t ∈ I ′ } for |I ′ | = 0, we shall use the following definition.
We have assumed that
by Lemma 6.1. We obtain that x 16) , since all the coefficients are in I(λ −κ ). We find from equations (6.12) and (6.13) that w ′ j,0 = 0 on I ′ for j ≥ 2. By (6.29) we find when ℓ > 0 that
where y ′ 0 ∈ I(1). Since w j,ℓ ≡ 0 when j + ℓ > K and w j,ℓ (0) = 0 when j + ℓ > 2 we recursively find that w j,ℓ ∼ = 0 when j + ℓ > 2 and w ′ j,ℓ ∼ = 0 when j + ℓ = 2 modulo I(λ −κ ).
By (6.17) we find that
In fact, we assume that ∂ η r = 0 when Im f vanishes of infinite order. We may choose I ′ as the largest interval containing 0 such that w 0 vanishes on I ′ .
Then in any neighborhood of an endpoint of I ′ there exists points where w 0 > c ≥ λ
for λ ≫ 1. Now f and r are independent of y near the semibicharacteristic, so the coefficients of the system of equations are independent of y 0 (t) modulo I(λ −κ ). (If the symbols are independent of y in an arbitrarily large y neighborhood we don't need the vanishing condition on ∂ η r.) Thus, we obtain the solution ω λ in a neighborhood of
In fact, by scaling we see that the I(λ −κ ) perturbations do not change the local solvability of the ordinary differential equation for large enough λ.
But we also have to show that t → Im f (t, x 0 (t), ξ 0 (t), η 0 ) = f 0 (t) changes sign from + to − as t increases for some choice of initial data (x 0 , ξ 0 ) and w 2,0 (0). Then we obtain that Im w 0 (t) ≥ 0 for the solution to Im w ′ 0 (t) = − Im f (t, x 0 (t), ξ 0 (t), η 0 ) with suitable initial data. Observe that (6.11)-(6.13) only involve x 0 , ξ 0 and w j,0 with j ≤ K and are uniformly integrable.
First we shall consider the case when t → Im f (t, x 0 , ξ 0 , η 0 ) changes sign from + to − of first order. Then
Remark 6.4. From (6.11) we find that we may choose w 2,0 (0) so that Im w 2,0 (0) > 0 and
In fact, if Im ∂ ξ f = 0 then we may choose Re w 2,0 (0) so that Im ∂ x f +Im ∂ ξ f Re w 2,0 = 0 at (0, x 0 , ξ 0 , η 0 ). Since Re f ≡ 0 when η = η 0 we find from (6.11) that x ′ 0 (0) = 0 and
if Im w 2,0 (0) ≪ 1. On the other hand, if Im ∂ ξ f (t, x 0 , ξ 0 , η 0 ) = 0 then by putting Re w 2,0 (0) = 0 we find from (6.11) that ξ ′ 0 (0) = 0 and if Im w 2,0 (0) ≫ 1 we obtain
has a sign change from + to − of first order at t = 0. By (6.9) we obtain that the asymptotic solution t → Im w 0 (t) has a local minimum on I, which is also true when λ ≫ 1, and the minima can be made equal to 0 by subtracting a constant depending on λ.
We also have to consider the general case when t → Im f (t, x 0 , ξ 0 , η 0 ) changes sign from + to − of higher order as t increases near I ′ . If there exist points in any (x, ξ) neighborhood of Γ ′ for η = η 0 where Im f = 0 and ∂ t Im f < 0, then by changing the initial data we can as before construct approximate solutions for which t → Im w 0 (t) has a local minimum equal to 0 on I when λ ≫ 1. Otherwise, ∂ t Im f ≥ 0 when Im f = 0 in some (x, ξ) neighborhood of Γ ′ for η = η 0 . Then we take the asymptotic solution (w(t), w j,0 (t)) = (x 0 (t), ξ 0 (t), w j,0 (t)) to (6.11)-(6.13) when λ → ∞ with η 0 (t) ≡ η 0 and initial data w(0) = (x, ξ) but fixed w j,0 (0). This gives a change of coordinates (t, w)
In fact, the solution is constant on Γ ′ since all the coefficients of (6.11)-(6.13) vanish there. By the invariance of condition (Ψ) there will still exist a change of sign from + to − of t → Im f (t, w(t), η 0 ) in any neighborhood of Γ ′ after the change of coordinates, see [12, Theorem 26.4.12] . (Recall that conditions (2.19), (2.21) and (2.27) hold in some neighborhood of Γ ′ .) By choosing suitable initial values (x 0 , ξ 0 ) at t = t 0 we obtain that Im w ′ 0 (t) = − Im f (t, w(t), η 0 ) has a sign change from − to + and t → Im w 0 (t) has a local minimum on I for λ ≫ 1, which can be assumed to be equal to 0 after subtraction. Thus, we obtain that
where min I Im w 0 (t) = 0 with Im w 0 (t) > 0 for t ∈ ∂I. This gives an approximate solution to (6.1), and summing up, we have proved the following result.
Then for ̺ > 0 small enough we may solve (6.1)
Assume that t → f (t, x 0 , ξ 0 , η 0 ) changes sign from + to − as t increases near I ′ . Then by changing the initial values we may obtain that the curve t → (t, x 0 (t), y 0 (t); 0, ξ 0 (t), η 0 (t)), t ∈ I, is arbitrarily close to Γ, min t∈I Im w 0 (t) = 0 and Im w 0 (t) > 0 for t ∈ ∂I.
Since (6.33) holds near Γ ′ the errors in the eikonal equation will give terms that are
Observe that cutting off where Im w 0 > 0 will give errors
The bicharacteristics on Σ 2
We shall also consider the case when η 0 = 0 on the bicharacteristics, including the case k = ∞. As before, the eikonal equation is given by
vanishing of infinite order at Σ 2 when k = ∞. We have assumed that f is independent of y, Re f (t, x, ξ, 0) ≡ 0, t → Im f (t, x, ξ, 0) changes sign from + to − as t increases in a neighborhood of
Proposition 4.3 we may assume that f Σ 2 vanishes of infinite order at Γ ′ . When k < ∞ there exists c ∈ S(1, g k ) so that F 1 − c∂ η F 1 is independent of y modulo S(1, g k ) when |η| |ξ| 1−1/k and when k = ∞ we may assume that f is independent of y.
We will use the phase function
for sufficiently large K, where we will choose 0 < ̺ < 1/2, ξ 0 (0) = ξ 0 = 0, η 0 (0) = 0, Im w 2,0 (0) > 0, Im w 1,1 (0) = 0 and Im w 0,2 (0) > 0, which will give ∂ 2 x,y Im ω λ > 0 when t = 0 and |x−x 0 (0)|+|y−y 0 (0)| ≪ 1 which then holds in a neighborhood. Here as before we use the multilinear forms
and (y − y 0 (t)) j = { (y − y 0 (t)) α } |α|=j to simplify the notation. Observe that x 0 (t), y 0 (t), ξ 0 (t), η 0 (t) and w j,k (t) will depend uniformly on λ.
Here σ 0 is a finite expansion in powers of ∆x and σ 1 is a finite expansion in powers of ∆x and ∆y. We also find
where σ 2 is a finite expansion in powers of ∆x and ∆y. The main change from Sect. 6 is that λ 1/k η 0 get replaced by λ ̺ η 0 in (6.6). Since the phase function is complex valued, the values will be given by a formal Taylor expansion of the symbol at the real values. In the case k < ∞, the blowup F 1 • χ gives the Taylor expansion of F 1 at η = 0, for example f is the k:th Taylor term of p with the constant term of p 1 . By expanding, we find
Similarly, we find
, where the last term vanish if k > 2.
In the case k = ∞ we have that the principal symbol p ∈ S 2 vanishes of infinite order when η = 0, which gives p(t, x, y, λ∂ x,y ω λ ) = O(λ 2−j(1−̺) ) for any j. Thus, we may assume
) by (7.5) we obtain that last term in (7.1) is O(λ ̺ ). Thus we find from (7.1) and (7.6) that (7.8)
Observe we shall solve (7.8) modulo terms that are O(λ −1 ). When x = x 0 we obtain from (7.6) and (7.8) that
, which gives the equations (6.9) with Re f ≡ η 0 ≡ 0.
Similarly, since F 1 = f when η = 0 the first order terms in ∆x of (7.1) vanish if
. By taking real and imaginary parts we find from (7.10) that (6.11) holds with η 0 ≡ 0. We put (x 0 (0), ξ 0 (0)) = (x 0 , ξ 0 ), which will determine x 0 (t) and ξ 0 (t) if Im w 2,0 (t) = 0. The second order terms in ∆x vanish if
, where ℜA = (A + A t )/2 is the symmetric part of A.
Here and in what follows, the values of the symbols are taken at (t, x 0 (t), y 0 (t), ξ 0 (t), 0). This gives the equation (6.12) modulo O(λ −κ ) with η 0 ≡ 0 and we choose initial data w 2,0 (0) such that Im w 2,0 (0) > 0 which then holds in a neighborhood. Similarly, for j > 2 we obtain
, where we have taken the j:th term of the expansion in ∆x. Observe that (7.10)-(7.12) only involve x 0 , ξ 0 and w j,0 with j ≤ K. When k < ∞, we expand F 1 • χ ∼ = f + r modulo S 1−2/k when |η| |ξ| 1−1/k , where r ∈ S 1−1/k is homogeneous, independent of y and ∂ η r = 0 when f vanishes (of infinite order). Since ∂ η f = 0 at Σ 2 , we find that
Observe that r consists of the Taylor terms of p of order k + 1 and the first order Taylor terms of p 1 at Σ 2 . Now at Σ 2 we find
We also have
In the case k = ∞, we have r ≡ 0, ∂ y F 1 ∼ = ∂ y f = 0 modulo S 0 and we may formally put 1/k = 0 in the formulas. By (7.13), (7.6) and (7.7) the first order terms in ∆y of (7.1) are equal to
In the case k = ∞, we put r ≡ 0 and ∂ 2 η f ≡ 0. The terms in (7.14) vanish if
. The real part of (7.15) gives
, and we will choose initial data η 0 (0) = 0.
By taking the imaginary part of (7.15) we find
η f ≡ 0 on Σ 2 and when k = 2 we shall use Lemma 6.1 with η 0 = 0 to obtain that (7.16) and (7.17) are uniformly integrable if ̺ ≪ 1.
By using the expansions (7.6) and (7.7), we can obtain the coefficients for the term ∆x j ∆y ℓ in (7.1) from the expansion of
In the case k = ∞ we put r ≡ 0 and ∂ 2 η f ≡ 0. Here the last terms can be expanded in ∆x and ∆y which also involves the ξ derivatives. Taking the coefficient for ∆x j ∆y ℓ and dividing by λ ̺ we obtain that these terms vanish if
When k = ∞ we find that these equations form a uniformly integrable system of nonlinear ODE. When k < ∞ and Im w 0 (t) ≥ 0 then by using Lemma 6.1 with η 0 = 0, λ ≫ 1 and ̺ ≪ 1 we obtain a uniformly integrable system, which gives a local solution near (0, x 0 , y 0 , ξ 0 , 0). When f (t, x 0 , ξ 0 , 0) = 0 for t ∈ I ′ when |I ′ | = 0, we have assumed
When k = 2 we use Lemma 6.1 to obtain that
is given by Definition 6.3.
Then (7.10) gives that x ′ 0 = ξ ′ 0 = 0 on I ′ and (7.9) gives that w ′ 0 = 0 on I ′ . Equations (7.11) and (7.12) give that w ′ j,0 = 0 on I ′ for j ≥ 2. By (7.19) we find when ℓ > 0 that
for some κ > 0 where y ′ 0 = I(1). Since w j,ℓ ≡ 0 when j + ℓ > K and w j,ℓ (0) = 0 when j + ℓ > 2 we find by recursion that w j,ℓ (t) ∼ = 0 when j + ℓ > 2 and w Now f and r are independent of y near the semibicharacteristic, so the coefficients of the system of equations are independent of y 0 (t) modulo I(λ −κ ). (If the symbols are independent of y in an arbitrarily large y neighborhood we don't need the vanishing condition on ∂ η r.) Since we restrict f and r to η = 0 and these functions are independent of y, the coefficients of the system of equations are independent of (y 0 (t), η 0 (t)) modulo I(λ −κ ). Thus for λ ≫ 1 the system has a solution ω λ in a neighborhood of
As before, the Lagrange error term in the Taylor expansion of (7.1) is O(λ(|x − x 0 (t)| + |y − y 0 (t)|) K+1 ).
But we have to show that t → Im f (t, x 0 (t), ξ 0 (t), 0) = f 0 (t) changes sign from + to − as t increases for some choice of initial values (t 0 , x 0 , ξ 0 ) and w 2,0 (0). Then we obtain that Im w 0 (t) ≥ 0 for the solution to Im w ′ 0 (t) = − Im f (t, x 0 (t), ξ 0 (t), 0) with suitable initial data. We shall use the same argument as in Sect. 6. Observe that (7.10)-(7.12) only involve x 0 , ξ 0 and w j,0 with j ≤ K and are uniformly integrable. When the sign change is of first order we can use Remark 6.4 to choose w 2,
and since Im ∂ t f (0, x 0 , ξ 0 , 0) < 0 we obtain that t → f 0 (t) has a sign change from + to − of first order as
We also have to consider the general case when t → Im f (t, x 0 , ξ 0 , 0) changes sign from + to − of higher order as t increases near I ′ . If there exist points in any (x, ξ) neighborhood of Γ ′ for η = 0 where Im f = 0 and ∂ t Im f < 0, then by changing the initial data we can as before construct approximate solutions for which t → Im w 0 (t) has a local minimum equal to 0 on I when λ ≫ 1. Otherwise we have Im ∂ t f ≥ 0 when Im f = 0 in some (x, ξ) neighborhood of Γ ′ . Then we take the asymptotic solution w(t) = (x 0 (t), ξ 0 (t), w j,0 (t)) to (7.10)-(7.12) when λ → ∞ with η 0 (t) ≡ 0 and initial data w = (x, ξ) but fixed w 2,0 (0) and w j,0 (0). This gives a change of coordinates (t, x, ξ) → (t, w(t)) near Γ ′ . In fact, the solution is constant on Γ ′ when |I ′ | = 0 since all the coefficients of (7.10)-(7.12) vanish there. By the invariance of condition (Ψ) there would then exist a change of sign of t → Im f (t, w(t), 0) from + to − in any neighborhood of Γ ′ . Thus by choosing suitable initial values (t 0 , x 0 , ξ 0 ) arbitrarily close to Γ ′ we obtain that t → f 0 (t) changes sign from
where min I Im w 0 (t) = 0 with Im w 0 (t) > 0 for t ∈ ∂I. This gives the following result.
Im w 2,0 (t) > 0 and Im w 0,2 (t) > 0. If t → f (t, x 0 , ξ 0 , 0) changes sign from + to − as t increases near I ′ then by choosing initial values we may obtain that { (t, x 0 (t), y 0 (t); 0, ξ 0 (t), 0) : t ∈ I } is arbitrarily close to Γ, min t∈I Im w 0 (t) = 0 and Im w 0 (t) > 0 for t ∈ ∂I 0 .
The Transport Equations
Next, we shall solve the transport equations for the amplitudes φ ∈ C ∞ , first in the case when k < ∞ and η 0 = 0 as in Sect. 6. Then we use the phase function (6.3), by expanding the transport equation using (6.5)-(6.7) and (6.14) we find that it is given by the following terms in (5.3):
Here f ∈ S(Λ, g k ), 0 < ̺ < 1/2, x 0 (t), y 0 (t), ξ 0 (t), η 0 (t) and σ j are given by (6.3), (6.5) and (6.6), and F 0 (t, x, y, D y ) is a uniformly bounded first order differential operator. In fact, by Proposition 4.3 we have that
S(1, g k ) which gives that ∂ y ∂ η F 1 (t, x, y, λ∂ x,y ω λ ) is uniformly bounded by Remark 5.1. We shall choose the initial value of the amplitude φ = 1 for t = t 0 such that Im w 0 (t 0 ) = 0, and because of (6.33) we only have to solve the equation modulo O(λ µ (|x − x 0 (t)| + |y − y 0 (t)|) M ) for some µ and any M. We first solve (8.1), but because of the lower order terms in (8.1) we will expand φ = φ 0 + λ −κ φ 1 + λ −2κ φ 2 + . . . in an asymptotic series with φ j ∈ C ∞ , which we will use in (5.1).
By making Taylor expansions in ∆x = x − x 0 (t) and ∆y = y − y 0 (t) of φ 0 and the coefficients of (8.1) we obtain a system of ODE's in the Taylor coefficients of φ 0 . Observe that the Lagrange error terms of the Taylor expansions in the transport equation give terms that are
enough and using Lemma 6.1 with Remark 6.2 as in Sect. 6, we may assume that this system has uniformly integrable coefficients. Thus we get a uniformly bounded solution
By induction we can successively make the lower order terms in (8.1) to be
3) for φ ℓ with right hand side depending on φ j ,
In the case η 0 = 0, we use the phase function (7.2). By expanding (5.3) and using (7.4)-(7.7), the transport equation for φ becomes:
is bounded we find that F 0 (t, x, y, D y ) is a uniformly first order bounded differential operator by Remark 5.3. On Σ 2 we have
when k > 2, and ∂
We shall solve (8.2) with initial value φ ≡ 1 when t = t 0 .
As before we expand φ = φ 0 +λ −κ φ 1 +λ −2κ φ 2 +. . . in an asymptotic series with φ j ∈ C ∞ , which we will use in (5.1). Observe that the Lagrange term of the Taylor's expansions in the transport equation is O(λ ̺ (|x − x 0 (t)| + |y − y 0 (t)|) K ) for any K. By taking the Taylor expansions in ∆x and ∆y of φ 0 and the coefficients of (8.2), we obtain a system of ODE's in the Taylor coefficients of φ 0 . As in Sect. 7, we find from Lemma 6.1 that this system has uniformly integrable coefficients when ̺ ≪ 1. So by choosing φ 0 (t 0 ) ≡ 1 we obtain a uniformly bounded solution to (8.2) 
We can successively make the lower order terms in 
In fact, we obtain this by cutting off the solution φ near γ ′ . The cutoff in (x, y) can be done for ̺ ≪ 1/k by the cutoff function
where ψ(x, y) ∈ C ∞ 0 such that ψ = 1 in a neighborhood of the origin. In fact, differentiation in x and y gives factors that are O(λ
. Here x ′ 0 ∈ C ∞ uniformly by (6.11) and (7.10), and The cutoff in t can be done where
(R) such that χ = 1 near 0. By (6.33) and (7.22) the cutoff errors will be O(λ −N ) for any N. We obtain that φ(t, x, y) ∈ S(1, g 1−̺ ) uniformly, φ(t 0 , x 0 (t 0 ), y 0 (t 0 )) = 1 and Im w 0 (t 0 ) = 0 for some t 0 ∈ I ′ .
9. Proof of Lemma 6.1
Observe that k < ∞ and that if Lemma 6.1 holds for some δ and C, then it trivially holds for smaller δ and κ and larger C. Assume that (6.21) (or (6.22) when k = 2) holds at t, by switching t and −t we may assume t > 0. Assume that Im w 0 (t) ≥ 0 satisfies Im w ′ 0 (t) = − Im f (t, x 0 (t), ξ 0 (t), η 0 ) and put f 0 (t) = | Im f (t, x 0 (t), ξ 0 (t), η 0 )| (9.1) f 1 (t) = |∂ α x,ξ ∂ η f (t, x 0 (t), ξ 0 (t), η 0 )| (9.2) f 2 (t) = |∂ α x,ξ ∂ 2 η f (t, x 0 (t), ξ 0 (t), η 0 )| (9.3) for a fixed α.
We shall first consider the case when Im w 0 (t) has a zero of finite order at t = 0. Then since 0 is a minimum, Im w ′ 0 (t) has a sign change of finite order from − to + at t = 0. Since t Im w ′ 0 (t) ≥ 0 we have that Im w 0 (t) = which implies that λ Im w 0 (t) λ 1−δ/ε λ κ for some κ > 0 since δ < ε.
Next we consider the general case when Im w 0 (t) vanishes of infinite order at t = 0, then f 0 (t) also vanishes of infinite order. For ε ≥ 0 let I ε be the maximal interval containing 0 such that Im w 0 ≤ ε on I ε . By assumtion (4.15) (and (4.16) when k = 2) holds in a neighborhood I of I 0 . By continuity, we have I ε ↓ I 0 when ε ↓ 0. Since Im w 0 = ε on ∂I ε where ε λ κ−1 = o(1) for λ ≫ 1 it suffices to prove the result in I for large enough λ.
Observe when N ≥ 1/̺. By using the Taylor expansion at t = 0 for N ≥ 1/̺ we find (9.10) g(t) = p(t) + r(t)
where p is the Taylor polynomial of order N − 1 of g at 0, and (9.11) r(t) = t is uniformly bounded in C ∞ for 0 ≤ t ≤ 1 and r(0) = 0. Since g also is bounded on the interval, we find that p(t) is uniformly bounded in 0 ≤ t ≤ 1. Since all norms on the finite dimensional space of polynomials of fixed degree are equivalent, we find that p (k) (0) = g (k) (0) are uniformly bounded for 0 ≤ k < N which implies that g(t) is uniformly bounded in C ∞ for 0 ≤ t ≤ 1. Since |g(0)| = 1 there exists a uniformly bounded δ −1 ≥ 1 such that |g(t)| ≥ 1/2 when 0 ≤ t ≤ δ, thus g has the same sign in that interval. Since g(t) = κ −1 f (t 0 + tcκ ̺ ) we find Since t 0 + cδκ ̺ ≤ 0 we find that the variation of F (t) on [t 0 , 0] is greater than cδκ 1+̺ /2
and since F ≥ 0 we find that the maximum of F on I t 0 is greater than cδκ 1+̺ /2.
The proof of Theorem 2.15
We shall use the following modification of Lemma 26.4.15 in [12] . Recall that u (k) is the L 2 Sobolev norm of order k of u ∈ C Observe that by Propositions 6.5 and 7.1 the phase functions ω λ in (6.3) or (7.2) satisfy the conditions in Lemma 10.1 near { (t, x 0 (t), y 0 (t)) : t ∈ I ′ } since ξ 0 (t) = 0 and Im ω λ (t, x) ≥ 0. Also, the functions φ j in the expansion (5.1) satisfy the conditions in Lemma 10.1 uniformly in λ by Proposition 8.1. Then Σ = { (t, x 0 (t), y 0 (t)) : t ∈ I ′ } and the cone Γ is generated by (10.5) { (t, x 0 (t), y 0 (t), 0, ξ 0 (t), 0) : t ∈ I ′ } In fact, in both the expansions (6.3) and (7.2) we have that ∂ω ∞ (t, x, y) = (0, ξ 0 (t) + σ 0 (t, x), 0), and we find by Proposition 8.1 that the supports of φ j in (5.1) shrink to the curve { (t, x 0 (t), y 0 (t)) : t ∈ I ′ } as λ → ∞ for any j.
Proof of Lemma 10.1. We shall modify the proof of [12, Lemma 26.4.15] we obtain from (10.10) that 0 < c ≤ λ N +n/2 u λ (−N ) which gives (10.3) and the lemma.
Proof of Theorem 2.15. By conjugating with elliptic Fourier integral operators and multiplying with pseudodifferential operators, we obtain that P * ∈ Ψ 2 cl is of the form given by Proposition 4.3 microlocally near Γ = { (t, x 0 , y 0 , 0, ξ 0 , 0) : t ∈ I }. Thus we may assume (10.12) P * = D t + F (t, x, y, D x , D y ) + R where R ∈ Ψ 2 cl satisfies WF g k (R) Γ × { η 0 } = ∅ when κ < ∞, vanishes of infinite order at Σ 2 if κ = ∞, and the form of the symbol of F depends on whether k < ∞ or k = ∞.
Then we can construct approximate solutions u λ to P * u λ = 0 of the form (5.1) for λ → ∞ by using the expansion (5.3). The phase function ω λ is given by (6.3) in the case when k < ∞ and η 0 = 0 or by (7.2) in the case when η 0 = 0. Since u λ has support in a fixed compact set, we find from Remark 5.2 and Lemma 10.1 that Ru (ν) and Au (0) are O(λ −N −n ) if WF(A) does not intersect Γ. Thus we find from (10.13) and (10.14) that (2.29) does not hold when λ → ∞, so P is not solvable at Γ by Remark 2.17.
