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CONDITIONAL GLOBAL EXISTENCE AND SCATTERING FOR
A SEMI-LINEAR SKYRME EQUATION WITH LARGE DATA
ANDREW LAWRIE
Abstract. We study a generalization of energy super-critical wave maps due
to Adkins and Nappi that can also be viewed as a simplified version of the
Skyrme model. These are maps from 1+ 3 dimensional Minkowski space that
take values in the 3-sphere, and it follows that every finite energy Adkins-Nappi
wave map has a fixed topological degree which is an integer. Here we initiate
the study of the large data dynamics for Adkins-Nappi wave maps by proving
that there is no type II blow-up in the class of maps with topological degree
zero. In particular, any degree zero map whose critical norm stays bounded
must be global-in-time and scatter to zero as t→ ±∞.
1. Introduction
In this paper, we study a generalization of energy supercritical wave maps due
to Adkins and Nappi, [1], which is a simplified version of the Skyrme model. Before
introducing Adkins-Nappi wave maps we give a brief review of the original wave
maps problem to motivate the generalization.
The relevant wave map model in particle physics, called the nonlinear σ-model,
concerns maps U : R1+3 → S3. Here a wave map is defined to be a formal critical
point of the Lagrangian
L(U) = 1
2
∫
R1+3
ηαβ 〈∂αU, ∂βU〉g dx dt,
where η is the Minkowski metric on R1+3 and g is the round metric on S3. The
Euler-Lagrange equations for L are given by
ηαβDα∂βU = 0,
where D is the pull-back covariant derivative on U∗TS3. Wave maps exhibit a
conserved energy,
E(~U)(t) = 1
2
∫
R3
(|∂tU |2g + |∇U |2g) dx = const.
and are invariant under the scaling
~U(t, x) := (U(t, x), ∂tU(t, x)) 7→ ~Uλ(t, x) := (U(t/λ, x/λ), λ−1∂tU(t/λ, x/λ)),
for λ > 0. We refer to the particular model at hand as energy super-critical since
one can reduce the energy by concentrating the solution to a point via a rescaling.
In particular,
E(~Uλ) = λE(~U ),
Support from the National Science Foundation, DMS-1302782 is gratefully acknowledged. The
author would also like to thank Carlos Kenig and Wilhelm Schlag for many helpful conversations.
1
2 ANDREW LAWRIE
so when λ→ 0 the rescaled solution shrinks to a point but the energy tends to zero,
making it energetically favorable for the solution to concentrate. This leads one to
expect that smooth finite energy initial data can lead to finite-time blow up, and
this is indeed the case. One can see this in the usual 1-equivariant formulation of
this model, where ψ is the azimuth angle measured from the north pole of S3, and
the system of equations for U reduce to an equation for ψ, viz.,
ψtt − ψrr − 2
r
ψr +
sin 2ψ
r2
= 0,
with conserved energy
E(~ψ) = 1
2
∫ ∞
0
(
ψ2t + ψ
2
r +
2 sin2 ψ
r2
)
r2 dr.
One notes that initial data (ψ0, ψ1) with finite energy must satisfy limr→∞ ψ0(r) =
nπ and that this integer n is preserved by a continuous flow. If we also require
the origin to be sent to the north pole of the sphere, i.e., ψ(t, 0) = 0, these two
conditions give rise to a notion of a topological degree of the map. For example,
degree 1 maps have ψ0(0) = 0, ψ0(∞) = π, and thus wrap around the sphere
once. Shatah, [31], proved that such wave maps can indeed develop singularities in
finite time and later an explicit example of self-similar blow-up was given by Turok,
Spergel, [35], namely,
ψ(t, r) = 2 arctan
(r
t
)
.
Further, there are no finite energy, nontrivial, stationary solutions –harmonic maps
in this case– which are what physicists would call topological solitons.
In the physics literature, there have been several attempts to modify this model
to remove the possibility of finite-time blow up and to introduce topological soli-
tons. The most famous modification is due to Skyrme, [34]. The full Skyrme model
involves a quasilinear system of equations, which makes it very difficult to analyze.
However, one can make an equivariant assumption as above, which reduces the
model to a semi-linear equation for the azimuth angle ψ. One of the appealing
features of the equivariant Skyrme model is the existence of nontrivial finite energy
stationary solutions called Skyrmions, whose existence and uniqueness was estab-
lished rigorously in [30]. We note that finite energy solutions to the equivariant
Skyrme equation exhibit a notion of topological degree similar to what is described
for wave maps above.
Recently, the stability of the Skyrmion was addressed numerically in [4]. Global
existence and scattering for initial data that is small in the space (B˙
5
2 × B˙ 32 ) ∩
(H˙1×L2) was established in [14]. Global existence for large smooth initial data was
proved in [28]. However, much stronger results are conjectured in the literature. In
particular, it is believed, see [4], that all smooth finite energy degree n data lead to
a global solution which relaxes to a degree n Skyrmion as t→ ±∞. In other words,
Skyrmions are believed to be globally asymptotically stable in the energy space.
This full conjecture presents many significant challenges, starting with the fact that
the equation, while not scaling invariant, still exhibits features of a supercritical
equation.
The difficulties presented by Skyrme lead one to consider even simpler mod-
ifications of the wave maps model that still retain the many of the interesting
mathematical features of Skyrme. In [19], the author, together with Kenig and
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Schlag, considered (1 + 3)-dimensional wave maps exterior to the unit, ball taking
values in S3, and with a Dirichlet boundary condition on the boundary of the ball
– a model introduced in [3]. There, it was shown that any finite energy data leads
to a global and smooth solution which relaxes to the unique harmonic map in its
degree class as t → ±∞. This extended the result in [27], which established the
result in the case of degree 0, or topologically trivial, initial data.
Here we consider another semi-linear modification of the Skyrme model that
was introduced by Adkins and Nappi, [1] in the mid 80’s. We seek to extend the
techniques developed in [19] to Adkins-Nappi wave maps and begin the analysis of
large data dynamics for this model. Before stating the main results, we provide
a brief introduction to the Adkins-Nappi formulation. We also refer the reader to
the recent papers, [14, 16, 15], for an excellent introduction which includes physical
motivation.
1.1. Adkins Nappi Wave Maps. Consider maps U : (R1+3, η) → (S3, g) where
η is the Minkowski metric and g is the round metric on S3. Let A = Aαdx
α be
a 1-form (or gauge potential) and denote by Fαβ := ∂αAβ − ∂βAα the associated
curvature (or electromagnetic field). Adkins-Nappi wave maps are defined as formal
critical points of the Lagrangian
L(U,A) = 1
2
∫
R1+3
ηαβ 〈∂αU, ∂βU〉g dx dt,+
1
4
∫
R1+3
FαβF
αβ dt dx
−
∫
R1+3
Aαj
α dt dx,
(1.1)
where the flux, or baryonic current, j is defined by
jα = cǫαβγδ(η)∂βU
i∂γU
j∂δU
kǫijk(g)
for an appropriate normalizing constant c. Here ǫ is the Levi-Civita symbol, i.e.,
ǫijk(g) =
√
|g|[i, j, k],
ǫαβγδ(η) =
1√|η| [α, β, γ, δ],
and the notation [a, b, c] is defined as
[a, b, c] :=


+1 if abc is an even permutation of 123,
−1 if abc is an odd permutation of 123,
0 otherwise.
Note that (1.1) is a generalization of the Lagrangian for wave maps, where here
we have now introduced a coupling between maps U : R1+3 → S3 and 1-forms
A on R1+3. Following [14, 16, 15], we consider only a restricted class of maps U
and forms A, namely we make an equivariance assumption. Let (t, r, θ, φ) be polar
coordinates on R1+3. The metric η takes the form
(ηαβ) = diag(−1, 1, r2, r2 sin2 θ).
Now, consider spherical coordinates on S3 ⊂ R4,
(ψ, θ, φ) 7→ (sinψ sin θ sinφ, sinψ sin θ cosφ, sinψ cos θ, cosψ),
with the metric g in these coordinates given by
(gij) = diag(1, sin
2 ψ, sin2 ψ sin2 θ).
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Restricting to 1-equivaraint maps means that we require U to commute with the
action of rotation on both the domain and target. This allows us to make the
standard 1-equivariant ansatz for U , viz.,
U(t, r, θ, φ) = (ψ(t, r), θ, φ), (1.2)
and we assume the boundary condition ψ(t, 0) = 0 for all t. We also assume that
the 1-form A satisfies
A(t, r, θ, φ) = (V (t, r), 0, 0, 0). (1.3)
With these assumptions we have
ηαβgij(U)∂αU
i∂βU
j = −ψ2t + ψ2r + 2r−2 sin2 ψ, FαβFαβ = −2V 2r ,
Aαj
α = V j0 = 6cV sin2 ψψrr
−2 = 3cr−2V ∂r(ψ − 1
2
sin 2ψ).
(1.4)
Hence if we restrict ourselves to 1-equivariant maps U and 1-forms A as in (1.3)
the Lagrangian reduces to
1
π
L(ψ, V ) = 1
2
∫
R
∫ ∞
0
(
−ψ2t + ψ2r + 2
sin2 ψ
r2
)
r2 dr dt
− 1
2
∫
R
∫ ∞
0
V 2r r
2 dr dt− 3c
∫
R
∫ ∞
0
Vr(ψ − sinψ cosψ) dr dt,
which we can rewrite conveniently as
1
π
L(ψ, V ) = 1
2
∫
R
∫ ∞
0
(
−ψ2t + ψ2r + 2
sin2 ψ
r2
+ α2
(ψ − sinψ cosψ)2
r4
)
r2 dr dt
− 1
2
∫
R
∫ ∞
0
(
rVr + α
(ψ − sinψ cosψ)
r
)2
dr dt,
where α = 3c. Next, observe that if (ψ, V ) is a stationary point for L then we
would have
0 =
d
dε
|ε=0L(ψ, V + εW ) = −C
∫
R
∫ ∞
0
∂r
(
r2Vr + α(ψ − sinψ cosψ)
)
W dr dt.
From this we can deduce that
r2Vr + α(ψ − sinψ cosψ) = 0 (1.5)
for any stationary point (ψ, V ). Indeed the variational equation for V is given by
∂r(r
2Vr) = −2α sin2 ψψr.
This leads to a decoupling of the Euler-Lagrange equations for ψ and V . Indeed,
after rescaling the coordinates (t, r) 7→ (αt, αr), we can use (1.5) to obtain the
Euler-Lagrange equation for the azimuth angle ψ, which we formulate with Cauchy
data:
ψtt − ψrr − 2
r
ψr +
sin(2ψ)
r2
+
(ψ − sinψ cosψ)(1− cos 2ψ)
r4
= 0,
~ψ(0) = (ψ0, ψ1).
(1.6)
We will use the notation ~ψ(t) := (ψ(t), ψt(t)). The conserved energy is
E(~ψ)(t) =
∫ ∞
0
[
1
2
(ψ2t + ψ
2
r) +
sin2 ψ
r2
+
(ψ − sinψ cosψ)2
2r4
]
r2 dr. (1.7)
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Remark 1. Observe that finite energy and continuous dependence on the initial
data imply that for each t ∈ I where I ∋ 0 is an interval on which the solution
exists, we have ψ(t, 0) = 0 and limr→∞ ψ(t, r) = nπ for a fixed integer n ∈ Z. We
refer to n as the degree of the map. We denote by En the space of all finite energy
data of degree n
En := {(ψ0, ψ1) | E(~ψ) <∞, ψ0(0) = 0, ψ0(∞) = nπ}. (1.8)
Remark 2. We also remark that the equation (1.6) is not invariant under any
scaling. However, as we will see in Sections 3.1 and 3.3 the underlying scale-
invariant equation is indeed energy super-critical. In fact, in order to formulate a
small data scattering theory for degree zero Cauchy data, i.e., ~ψ(0) ∈ E0, we are
forced to work, not in the energy space, but rather in the inhomogeneous Sobolev
space
H := {(ψ0, ψ1) ∈ ~E0 |, ~ψ(0) ∈ (H˙2 × H˙1) ∩ (H˙1 × L2)} (1.9)
endowed with the norm
‖(ψ0, ψ1)‖H := ‖(ψ0, ψ1)‖(H˙2×H˙1)∩(H˙1×L2)(R3)
= ‖(u0, u1)‖H˙1×L2(R3) + ‖(u0,r, u1,r)‖H˙1×L2(R3).
(1.10)
We again refer the reader to Sections 3.1 and 3.3 for a detailed analysis on why the
H˙2 × H˙1 norm is critical for this problem. The main drawback here is that while
the conserved energy controls the H˙1 × L2 norm of the evolution, it is not known
a priori if the H˙2 × H˙1 norm of the solution should remain bounded. We are thus
forced to make this assumption a prioi in order to study large data dynamics, which
is why we refer to the results in this paper as “conditional.”
Remark 3. In this paper we will focus our attention on the case of degree zero
initial data, i.e., ~ψ(0) ∈ E0. The analysis is simpler in this class of topologically
trivial data as one does not need linearize about a nontrivial stationary solution to
establish a perturbative small data theory, and we are thus free to focus directly
on the question of the asymptotic behavior of large initial data.
We can now state the main theorem.
Theorem 1.1. Let (ψ0, ψ1) ∈ E0. Then, there is a unique solution ~ψ(t) ∈ E0 to
(1.6) with initial data ~ψ(0) = (ψ0, ψ1) defined on its maximal interval of existence
0 ∈ Imax = (T−, T+). Assume in addition that we have
sup
t∈[0,T+)
‖~ψ(t)‖H <∞. (1.11)
Then, in fact T+ = +∞, i.e., ~ψ(t) is defined globally for positive times. Moreover,
~ψ(t) scatters to zero in H as t→∞. The corresponding statement holds for negative
times as well.
Remark 4. The statement “~ψ(t) scatters to zero in H as t → ±∞” means that
there exists a solution ~ϕ±L (t) to the linearized wave equation:
ϕtt − ϕrr − 2
r
ϕr +
2
r2
ϕ = 0 (1.12)
so that
‖~ψ(t)− ~ϕ±L (t)‖H → 0 as t→ ±∞ (1.13)
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Remark 5. Theorem 1.1 rules out what is referred to as type-II blow-up for (1.6).
The contrapositive statement of the theorem says that if a degree zero Adkins-Nappi
wave map blows-up in finite time (T+ < ∞), or if T+ = ∞ but the map does not
scatter, then the norm ‖~ψ(t)‖H → ∞ as t → T+ and both of these situations are
referred to as type-I behavior. This type of result has been recently established for
the semi-linear wave equation with power-type nonlinearities in focusing subcritical
problems, [33], for defocusing super-critical problems, [24, 22, 26, 25, 6, 7], and
recently for the 3d focusing super-critical wave equation, [13]. Here we are also
in a super-critical situation but the nonlinearity has both a focusing piece and a
defocusing piece as we shall see in Section 3.1.
The proof of Theorem 1.1 follows the concentration compactness/rigidity method
introduced by Kenig and Merle in [20, 21]. The argument is performed after reduc-
ing (1.6) to a 5d equation by the substitution ru(t, r) := ψ(t, r). The details of this
reduction is outlined in Section 3.1, but here we simply note that the equation for
u is of the form
utt − urr − 4
r
ur + Z1(ψ)u
3 + Z2(ψ)u
5 = 0, (1.14)
where Z1, Z2 are bounded functions. The nonlinearity has both cubic and quintic
powers, both of which are energy super-critical due to the fact that the equation
lives in 1 + 5 dimensions. This facet of the equation requires extra attention, and
indeed two-types of profiles emerge in the concentration compactness argument. We
call the first type of profile “Euclidean” and these correspond to subsequences of
initial data which concentrate on very small scales on which the underlying quintic
semi-linear equation
vtt − vrr − 4
r
vr +
4
3
v5 = 0
serves as a good approximation to (1.14), see Section 3.3 and Section 4.1.2. The
other profiles emerge from subsequences of data that live at a fixed scale, and we
call these profiles Adkins-Nappi as they correspond to genuine solutions of (1.14).
The proof of Theorem 1.1 begins in earnest in Section 4.2. The concentration
compactness argument and construction of the critical element follow roughly the
procedure introduced in [23] with additional arguments to handle the appearance of
both Euclidean and Adkins-Nappi profiles in the nonlinear profile decomposition.
Finally, we note that the rigidity argument, where one rules out the possibility of
nonzero solutions with pre-compact trajectory (a property enjoyed by the critical
element), follows the techniques introduced in [19]. This new type of argument,
based on the “channels of energy”method introduced in the seminal works [10, 9, 12]
and especially in [11, 13], avoids using any dynamical identities or inequalities, such
as virial or Morawetz, which rely heavily on the specific structure of the nonlinearity,
and are in general poorly suited to the complicated nonlinearities in geometric
equations. The method used here relies on specific information about the underlying
elliptic equation proved in Section 2.1 and on the exterior energy estimates for the
underlying free radial wave equation proved in [19], see Proposition 5.3.
2. Preliminaries
In this section we will establish a few simple facts about finite energy solutions
to (1.6). We first note that any finite energy solution is necessarily bounded.
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Lemma 2.1. [14] All finite energy solutions ~ψ(t) to (1.6) satisfy the bound
|ψ(t, r)| ≤ C(E(~ψ)), (2.1)
where the function C : (0,∞)→ (0,∞), satisfies C(ρ)→ 0 as ρ→ 0.
Proof. To see this we introduce the function
G(ρ) :=
∫ ρ
0
(θ − sin θ cos θ) dθ = 1
2
(ρ2 − sin2 ρ).
Note that G(0) = 0, G(ρ) > 0 for ρ 6= 0 and G(ρ)→∞ as |ρ| → ∞. For a solution
~ψ(t, r) ∈ En to (1.6) we then have
G(ψ(t, r)) = G(ψ(t, r)) −G(ψ(t, 0)) =
=
∫ ψ(t,r)
ψ(t,0)
(θ − sin θ cos θ) dθ =
∫ r
0
(ψ(t, r) − sinψ(t, r) cosψ(t, r))ψr(t, r) dr
≤
(∫ r
0
ψ2r(t, r) r
2 dr
) 1
2
(∫ r
0
(ψ(t, r) − sinψ(t, r) cosψ(t, r))2
r4
r2 dr
) 1
2
≤ Er0 (~ψ(t)) ≤ E(~ψ).
This gives the desired boundedness. 
Next we move to the study of stationary solutions to (1.6) which vanish as
r→∞.
2.1. Stationary Solutions. In this subsection we discuss the underlying elliptic
theory for the Adkins-Nappi wave maps equation, (1.6). That is, we study solutions
ϕ to the ODE
ϕrr +
2
r
ϕr =
sin(2ϕ)
r2
+
(ϕ− sinϕ cosϕ)(1− cos 2ϕ)
r4
. (2.2)
As this paper concerns the case of degree zero maps, we restrict our attention to
those solutions that vanish at r =∞, i.e.,
ϕ(r)→ 0 as r→∞. (2.3)
We will show that the zero solution ϕ ≡ 0 is the only finite energy solution to (2.2)
that also satisfies (2.3). However, in the analysis in later sections we will need to
know a bit more about solutions to (2.2) satisfying (2.3). In particular, we will
make use of a 1-parameter family of solutions given by the following elementary
result.
Proposition 2.2. For every α ∈ R there exists a solution, ϕα to (2.2) defined on
the interval r ∈ (0,∞) such that
ϕα(r) = αr
−2 +O(r−6) as r →∞. (2.4)
The O(·) vanishes for α = 0. Moreover, of the family of solutions ϕα, the solution
ϕ0 ≡ 0 corresponding to α = 0 is the only such solution to (2.2) which also vanishes
at r = 0, making it the unique solution in this family which also lies in the energy
class E0.
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Proof. We find it convenient to first perform the following change of variables. Set
s = log r and φ(s) := ϕ(r). Then (2.2) can be written as an equation for φ, viz.,
φss + φs − 2φ = (sin(2φ)− 2φ) + e−2s(φ − sinφ cosφ)(1 − cos 2φ), (2.5)
where above we have moved the linear term in sin 2φ over to the left-hand-side. In
this formulation it is apparent that all solutions φ(s) to (2.5) are defined globally for
s ∈ (−∞,∞) due to the linear in φ growth of the nonlinearity above. The existence
and uniqueness statements will be proved via a standard iteration argument. We
sketch the details below. In order to remove the φs term we do another change of
variables. We define
g(s) := e
s
2φ(s). (2.6)
The equation (2.5) reduces to an equation for g, namely,
g′′ − 9
4
g = N1(s, g) +N2(s, g),
N1(s, g) := e
s
2 (sin(2e−
s
2 g)− 2e− s2 g),
N2(s, g) := e
− 3
2
s(e−
s
2 g − 1
2
sin 2e−
s
2 g)(1− cos 2e− s2 g).
(2.7)
The nonlinearities, N1(s, g), N2(s, g) satisfy the estimates
|N1(s, g)| . e−s |g|3 ,
|N2(s, g)| . e−4s |g|5 .
(2.8)
Next, consider the fundamental system,
f1(s) = e
− 3
2
s, f2(s) = e
3
2
s, (2.9)
to the underlying linear equation
f ′′ − 9
4
f = 0. (2.10)
As the WronskianW (f1, f2) := f
′
1f2−f ′2f1 = −3, for each α ∈ R we seek a solution
gα to the integral equation
gα(s) = αf1(s) +
1
3
∫ ∞
s
[f1(s)f2(t)− f2(s)f1(t)](N1(t, gα) +N2(t, gα)) dt, (2.11)
on the interval s0 ≤ s ≤ ∞ for some s0 > 0. This is achieved via successive
approximations. For each k ∈ N we set
gα,0(s) := f1(s),
gα,k(s) := αf1(s) +
1
3
∫ ∞
s
[f1(s)f2(t)− f2(s)f1(t)](N1(t, gα,k−1) +N2(t, gα,k−1)) dt.
One can show via a standard iterative argument that there exists s0 > 0 so that
gα,k(s) converges uniformly on the interval [s0,∞) to a function gα(s) which satis-
fies (2.11). Moreover, we have
gα(s) = αe
− 3
2
s +O(e−
11
2
s) as s→∞. (2.12)
By (2.6) this means that for each α ∈ R there exists φα, solving (2.5) and satisfying
φα(s) = αe
−2s +O(e−6s) as s→∞, (2.13)
which is exactly (2.4) after rephrasing the above in terms of r = es and ϕ(r) = φ(s).
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It remains to prove that ϕ0(r) ≡ 0 is the only solution to (2.2) that satisfies (2.4)
and vanishes at r = 0. We phrase this as a lemma.
Lemma 2.3. Let ϕα solve (2.2) and satisfy (2.4). Suppose in addition that
lim
r→0
ϕα(r) = 0,
lim
r→0
ϕ′α(r) = β ∈ R,
(2.14)
and we can thus define ϕα(0) = 0. Then ϕα = ϕ0 ≡ 0.
Proof of Lemma 2.3. We proceed via contradiction. Let ϕ(r) = ϕα(r) solve (2.2)
and satisfy (2.4) and suppose in addition that that ϕ(r) 6≡ 0 and that
lim
r→0
ϕ(r) = 0.
Define the auxiliary function
P (r) = r2ϕ2r − 2 sin2 ϕ− r−2(ϕ− sinϕ cosϕ)2. (2.15)
Using that ϕ solves (2.2) one can readily show that
P ′(r) = −2rϕ2r + 2r−3(ϕ− sinϕ cosϕ)2.
Thus
∂r(r
2P (r)) = r2P ′(r) + 2rP (r) = −4r sin2 ϕ.
We now set Φ(r) := r2P (r). We have shown that
Φ′(r) = −4r sin2 ϕ.
By (2.14) it is apparent that Φ(0) = 0, and we thus obtain the expression
Φ(r) = −4
∫ r
0
ρ sin2 ϕ(ρ) dρ < 0 for r > 0.
Since ϕ(r) 6≡ 0 satisfies (2.4) the limit
lim
r→∞
Φ(r) = −4
∫ ∞
0
ρ sin2 ϕ(ρ) dρ < 0, (2.16)
exists. On the other hand, combining (2.15) and (2.4) we have
lim
r→∞
Φ(r) = lim
r→∞
(r4ϕ2r − 2r2 sin2 ϕ− (ϕ− sinϕ cosϕ)2) = 0,
which contradicts (2.16). 
This also completes the proof of Proposition 2.2. 
3. Small data theory
3.1. 5d Reduction. In what follows we will require a version of Hardy’s inequality
for radial functions which we state now for convenience. For the proof, we refer the
reader to [32].
Lemma 3.1 (Hardy’s Inequality). [32, Lemma 1.2] Let d ≥ 4. There exists a
constant C > 0 so that for all radial functions v ∈ W˙ s,q(Rd), with 1 ≤ q ≤ sq < d
and for all p with q ≤ p ≤ ∞ we have
‖r dq− dp−sv‖Lp(Rd) ≤ C‖v‖W˙ s,q(Rd).
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For solutions ψ(t) ∈ E0, i.e., those that satisfy ψ(t, 0) = 0 and ψ(t,∞) = 0 for
all t ∈ I, it is convenient to pass to a 5d semi-linear equation via the standard
substitution ru(t, r) := ψ(t, r). The motivation behind this substitution lies with
the fact that there is a linear term present in the nonlinearity in (1.6). Indeed,
sin 2ψ
r2
+
(ψ − 12 sin 2ψ)(2 sin2 ψ)
r4
=
2ψ
r2
+
sin 2ψ − 2ψ
r2
+
O(ψ5)
r4
=
2ψ
r2
+
O(ψ3)
r2
+
O(ψ5)
r4
.
The presence of the strong repulsive potential term 2r2 indicates that the linearized
operator of (1.6) has more dispersion than the 3-dimensional wave equation. In fact,
it has the same dispersion as the 5-dimensional wave equation since the equation
for u(t, r) defined by ψ = ru is given by
utt − urr − 4
r
ur + Z1(ψ)u
3 + Z2(ψ)u
5 = 0,
~u(0) = (u0, u1),
Z1(ρ) :=
sin 2ρ− 2ρ
ρ3
,
Z2(ρ) :=
(ρ− sin ρ cos ρ)(1 − cos 2ρ)
ρ5
,
(3.1)
where ru0(r) = ψ0(r) and ru1(r) = ψ1(r). We claim that for degree zero data, i.e.,
~ψ(0) ∈ E0, it suffices to study the Cauchy problem in the u-formulation. In fact, for
the remainder of the paper we will deal exclusively with ~u(t, r) in the 5-dimensional
formulation rather than with the equivariant azimuth angle ψ(t, r). Indeed using
Hardy’s inequality and the relations
ψr = rur + u = rur + r
−1ψ,
ψrr = rurr + 2ur = rurr + 2r
−1ψr − 2r−2ψ,
one can show that for, e.g., s = 1, 2, the map
H˙srad(R
5) ∋ u 7→ ψ = ru ∈ H˙srad(R3)
is an isomorphism and we have
‖~u‖H˙s×H˙s−1(R5) ≃ ‖~ψ‖H˙s×H˙s−1(R3). (3.2)
In fact the map,
~u = (u0, u1) 7→ (ru0, ru1) =: ~ψ
is an isomorphism between the spaces H(R5) and H(R3), where
‖(u0, u1)‖H(R5) := ‖(u0, u1)‖(H˙2×H˙1)∩(H˙1×L2)(R5).
We also note that the energy of degree zero data (ψ0, ψ1) is controlled by the H(R5)
norm of (u0, u1) defined by (ru0(r), ru1(r)) := (ψ0, ψ1). Indeed,
E(~ψ) .
∫ ∞
0
(
ψ21 + (∂rψ0)
2 +
ψ20
r2
+
ψ60
r4
)
r2 dr
.
(
u21 + (∂ru0)
2 +
u20
r2
+ u60
)
r4 dr . ‖(u0, u1)‖2H
(3.3)
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where in the final inequality we have used Hardy’s inequality as well as interpolation
and Sobolev embedding in H˙2 ∩ H˙1(R5) →֒ H˙ 53 →֒ L6(R5). Therefore
~u ∈ H ⇒ ~ψ = (ru0, ru1) ∈ E0 (3.4)
In what follows we will also require the simple uniform estimates for the functions
Z1, Z2 appearing in the nonlinearity of (3.1) as observed in [14], namely,
|Z1(ρ)| . 〈ρ〉−2 ,∣∣∂1+jρ Z1(ρ)∣∣ . 〈ρ〉−3 ,∣∣∂jρZ2(ρ)∣∣ . 〈ρ〉−4 ,
(3.5)
which hold for all j ≥ 0 and with 〈ρ〉 =√1 + ρ2.
We can thus reformulate Theorem 1.1 in terms of the 5d u-formulation as the
two results are equivalent.
Theorem 3.2. Let (u0, u1) ∈ H(R5). Then, there is a unique solution ~u(t) ∈ H
to (3.1) with initial data ~u(0) = (u0, u1), defined on its maximal interval of existence
0 ∈ Imax = (T−, T+). Assume in addition that we have
sup
t∈[0,T+)
‖~u(t)‖H <∞. (3.6)
Then, in fact T+ = +∞, i.e., ~u(t) is globally defined for positive times. Moreover,
~u(t) scatters to zero in H as t→∞. The corresponding statement holds for negative
times as well
Remark 6. The statement “~u(t) scatters to zero in H as t→ ±∞” means that there
exists a solution ~v±L (t) to the free wave equation:
vtt − vrr − 4
r
vr = 0 (3.7)
so that
‖~u(t)− ~v±L (t)‖H → 0 as t→ ±∞ (3.8)
3.2. Small data – global existence, scattering, and perturbative theory.
An essential ingredient to the small data theory are Strichartz estimates for the
inhomogeneous wave equation in R1+5, which reads
vtt −∆v = F,
~v(0) = (f, g).
(3.9)
A free wave will mean a solution to (3.9) with F = 0, and will be denoted by
~v(t) = S(t)~v(0). In what follows we say that (p, q, γ) is an admissible triple if
p, q ≥ 2, 1
p
+
5
q
=
5
2
− γ, 1
p
+
2
q
≤ 1
We can now state the Strichartz estimates that we will need below.
Proposition 3.3. [18, 29] Let (p, q, γ) and (r, s, ρ) be admissible triples. Then any
solution ~v(t) to (3.9) satifies
‖ |∇|−γ ∇v‖LptLqx . ‖(f, g)‖H˙1×L2 + ‖ |∇|
ρ
F‖Lr′t Ls′x . (3.10)
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We can now formulate the local well-posedness theory for (3.1). This was pre-
viously established in [14], however here we use a different Strichartz norm for our
scattering norm to facilitate the concentration compactness arguments later. We
thus revisit the standard argument here. For a time interval 0 ∋ I ⊂ R , define the
norms S(I) and N(I) by
‖u‖S(I) := ‖u‖L3t(I;L 307 ∩W˙ 1, 307 (R5)),
‖F‖N(I) := ‖F‖
L
3
2
t (I;L
30
17 ∩W˙ 1,
30
17 (R5))
.
(3.11)
To simplify notation we will often write X(I) := L∞t (I;H) ∩ S(I). We also recall
the definitions of the homogeneous and inhomogeneous Besov spaces.
‖f‖B˙sp,q :=

∑
j∈Z
2qsj‖Pjf‖qLp


1
q
if 1 ≤ q <∞
‖f‖Bsp,q := ‖P≤0f‖Lp +

∑
j≥1
2qsj‖Pjf‖qLp


1
q
if 1 ≤ q <∞
and for q =∞,
‖f‖B˙sp,∞ := supj∈Z 2
sj‖Pjf‖Lp
‖f‖Bsp,q := ‖P≤0f‖Lp + sup
j∈Z
2sj‖Pjf‖Lp
above the Pk denote the usual Littlewood-Paley projections onto frequencies of size
|ξ| ≃ 2k and P≤0 denotes projection onto frequencies |ξ| . 1.
Proposition 3.4 (Small data theory). [14, Theorem 2.2] Let ~u(0) = (u0, u1) ∈
H(R5). Then there is a unique, solution ~u(t) ∈ H defined on a maximal interval of
existence Imax(~u) = (T−(~u), T+(~u)). Moreover, for any compact interval J ⊂ Imax
we have
‖u‖S(J) <∞.
Moreover, a globally defined solution ~u(t) for t ∈ [0,∞) scatters as t→∞ to a free
wave, i.e., a solution ~uL(t) ∈ H of
uL = 0
if and only if ‖u‖S([0,∞)) <∞. In particular, there exists a constant δ > 0 so that
‖~u(0)‖H < δ ⇒ ‖u‖S(R) . ‖~u(0)‖H . δ (3.12)
and hence ~u(t) scatters to free waves as t → ±∞. Finally, we have the standard
finite time blow-up criterion:
T+(~u) <∞ =⇒ ‖u‖S([0,T+(~u))) = +∞ (3.13)
A similar statement holds if −∞ < T−(~u).
Proof. The proof follows from a standard contraction-mapping argument based on
the Strichartz estimates of Proposition 3.3. For completeness we show how the
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a priori global estimate (3.12) is derived. Using Proposition 3.3 on the nonlinear
equation for u we have for any time interval I,
‖u‖S(I) + ‖~u(t)‖L∞t (I,H) . ‖~u(0)‖H + ‖Z1(ψ)u3 + Z2(ψ)u5‖N(I). (3.14)
Via the usual continuity argument (expanding I) it will suffice to control the non-
linearity in terms of higher powers of the norms on the left-hand side. Indeed, using
(3.5) where appropriate, we have
‖Z1(ψ)u3‖
L
30
17
x
≤ ‖u‖L10x ‖u‖2
L
30
7
x
. ‖u‖H˙2‖u‖2
L
30
7
x
.
The second inequality following from the Sobolev embedding H˙2(R5) →֒ L10(R5).
Therefore,
‖Z1(ψ)u3‖
L
3
2
t (I;L
30
17
x )
. ‖u‖L∞t (I;H˙2)‖u‖
2
L3t(I;L
30
7
x )
.
Next, again using Sobolev embedding we have
‖Z2(ψ)u5‖
L
30
17
x
. ‖u‖3L10x ‖u‖
2
L
15
2
x
. ‖u‖3
H˙2
‖u‖2
W˙
1
2
, 30
7
x
. ‖u‖3
H˙2
‖u‖
L
30
7
x
‖u‖
W˙
1, 30
7
x
. ‖u‖3
H˙2
(‖u‖2
L
30
7
x
+ ‖u‖2
W˙
1, 30
7
x
),
where the second to last line follows from interpolation, i.e.,
W˙
1
2
, 30
7 = (L
30
7 , W˙ 1,
30
7 ) 1
2
.
As before we then have
‖Z2(ψ)u5‖
L
3
2
t (I;L
30
17
x )
. ‖u‖3
L∞t (I;H˙
2)
‖u‖2S(I).
Next we control the W˙ 1,
30
17 norm of the nonlinearity. We have
‖Z1(ru)u3 + Z2(ru)u5‖
W˙ 1,
30
17
≃ ‖∂r(Z1(ru)u3 + Z2(ru)u5)‖
L
30
17
We begin with the quintic term. Note that
∂r(Z2(ru)u
5) = u4ur(5Z2(ψ) + ψZ
′
2(ψ)) + u
4u
r
ψZ ′2(ψ)
Using (3.5), Hardy’s inequality, and the Sobolev Embedding H˙2(R5) →֒ W˙ 1, 103 (R5),
we obtain
‖Z2(ru)u5‖
W˙ 1,
30
17
. ‖u4ur‖
L
30
17
+ ‖u4u
r
‖
L
30
17
. ‖u4‖
L
15
4
(‖ur‖
L
10
3
+ ‖r−1u‖
L
10
3
)
. ‖u‖4L15‖u‖H˙2
Next, we combine the embeddings B˙
5
6
30
7
,1
→֒ L15 and H˙2 →֒ W˙ 1, 103 →֒ B˙ 2330
7
,∞
with
the interpolation
B˙
5
6
30
7
,1
= (B˙130
7
,∞, B˙
2
3
30
7
,∞
) 1
2
,1,
to obtain
‖u‖L15 . ‖u‖
B˙
5
6
30
7
,1
. ‖u‖ 12
B˙1
30
7
,∞
‖u‖ 12
B˙
2
3
30
7
,∞
. ‖u‖ 12
W˙ 1,
30
7
‖u‖ 12
H˙2
.
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Therefore we can conclude that
‖Z2(ru)u5‖
L
3
2
t (I;W˙
1, 30
17
x )
. ‖u‖3
L∞t (I;H˙
2
x)
‖u‖2
L3t(I;W˙
1, 30
7
x )
. ‖u‖3L∞t (I;H)‖u‖
2
S(I).
Lastly we estimate the subcritical cubic term Z1(ru)u
3. Proceeding as above we
have
‖Z1(ru)u3‖
W˙ 1,
30
17
. ‖u2‖L3‖ur‖L 307
. ‖u‖L10‖u‖L 307 ‖u‖W˙ 1, 307
. ‖u‖H˙2(‖u‖2L 307 + ‖u‖
2
W˙ 1,
30
7
),
which implies
‖Z1(ru)u3‖
L
3
2
t (I;W˙
1, 30
17
x )
. ‖u‖L∞t (I;H)‖u‖2S(I).
Putting this all together we have
‖Z1(ru)u3 + Z2(ru)u5‖N(I) .
(
‖u‖L∞t (I;H) + ‖u‖3L∞t (I;H)
)
‖u‖2S(I).
Defining the space X(I) := L∞t (I;H)∩ S(I), and plugging the above estimate into
(3.14) we obtain the estimate
‖u‖X(I) . ‖~u(0)‖H + ‖u‖3X(I) + ‖u‖5X(I)
which is enough to finish the proof after the usual application of a continuity argu-
ment. 
Lemma 3.5 (Perturbation Lemma). There are continuous functions
ε0, C0 : (0,∞)→ (0,∞)
such that the following holds: Let I ⊂ R be an open interval (possibly unbounded),
~u,~v ∈ C(I;H) satisfying for some A > 0
‖~v‖L∞(I;H) + ‖v‖S(I) ≤ A
‖eq(u)‖N(I) + ‖eq(v)‖N(I) + ‖w0‖S(I) ≤ ε ≤ ε0(A),
where eq(u) := u+Z1(ru)u
3+Z2(ru)u
5 in the sense of distributions, and ~w0(t) :=
S(t− t0)(~u − ~v)(t0) with t0 ∈ I arbitrary but fixed. Then
‖~u− ~v − ~w0‖L∞t (I;H) + ‖u− v‖S(I) ≤ C0(A)ε.
In particular, ‖u‖S(I) <∞.
We also will use the following easy reformulation of the perturbation lemma,
which we state as a corollary.
Corollary 3.6. There are continuous functions ε0, C0 : (0,∞) → (0,∞) such
that the following holds: Let I ⊂ R be an open interval (possibly unbounded), ~v ∈
L∞(I;H) satisfying for some A > 0
‖v‖S(I) + ‖~v‖L∞(I;H) ≤ A <∞ (3.15)
In addition, assume that
‖~u(t0)− ~v(t0)‖H + ‖eq(v)‖N(I) ≤ ε ≤ ε0(A), (3.16)
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for some t0 ∈ I, where eq(u) := u + Z1(ru)u3 + Z2(ru)u5 in the sense of distri-
butions. Then there is a unique solution ~u ∈ L∞(I;H) of
u+ Z1(ru)u
3 + Z2(ru)u
5 = 0
~u(t0) = (u0, u1)
Moreover, ~u satisfies
‖u− v‖S(I) ≤ C(A)ε. (3.17)
In particular, ‖u‖S(I) <∞.
Proof of the Lemma 3.5. Let X(I) := L∞t (I;H) ∩ S(I) and set
w := u− v,
e := (u− v) + Z1(ru)u3 + Z2(ru)u5 − Z1(rv)v3 − Z2(rv)v5 = eq(u)− eq(v).
There is a partition of the right half of I as follows, where δ0 > 0 is a small absolute
constant which will be determined below:
t0 < t1 < · · · < tn ≤ ∞, Ij = (tj , tj+1), I ∩ (t0,∞) = (t0, tn),
‖v‖X(Ij) ≤ δ0 (j = 0, . . . , n− 1), n ≤ C(A, δ0).
We omit the estimate on I ∩ (−∞, t0) since it is the same by symmetry. Let
~wj(t) := S(t− tj)~w(tj) for all 0 ≤ j < n. Then Duhamel’s formula gives
~w(t)− ~w0(t) =
∫ t
t0
S(t− s)(0, (e− (v + w)3Z1(r(v + w))+
+ v3Z1(rv) − (v + w)5Z2(r(v + w)) + v5Z2(rv))(s) ds (3.18)
which implies that, for some absolute constant C1 ≥ 1,
‖w − w0‖X(I0) .
‖v3Z1(rv) − (v + w)3Z1(r(v + w))+
+ v5Z2(r(v + w)) − (v + w)5Z2(r(z + w)) + e‖N(I0)
≤ C1(δ20 + δ40 + ‖w‖2X(I0) + ‖w‖4X(I0))‖w‖X(I0) + C1ε
(3.19)
To estimate the differences involving the functions Z1, Z2 we use its smoothness
along with the fact that by radiallity, ru and rv are bounded point-wise by the
L∞(I;H) norms of u and v, respectively, which in turn are bounded by A, by
assumption. Note that ‖w‖X(I0) < ∞ as long as I0 is a finite interval. If I0 is
half-infinite, then we first replace it with an interval of the form [t0, N), and let
N → ∞ after performing the estimates which are uniform in N . Now we assume
that C1(δ
2
0 + δ
4
0) ≤ 14 and fix δ0 in this fashion. By way of the continuity method
(which refers to using that the S-norm is continuous in the upper endpoint of I0),
(3.19) implies that ‖w‖X(I0) ≤ 8C1ε. Furthermore, Duhamel’s formula implies that
~w1(t)− ~w0(t) =
∫ t1
t0
S(t− s)(0, (e− (v + w)3Z1(r(v + w))+
+ v3Z1(rv) − (v + w)5Z2(r(v + w)) + v5Z2(rv))(s) ds
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whence also
‖w1 − w0‖X(R) .
‖(e−(v+w)3Z1(r(v+w))+v3Z1(rv)−(v+w)5Z2(r(v+w))+v5Z2(rv))(s)‖N(I1)
(3.20)
which is estimated as in (3.19). We conclude that ‖w1‖X(R) ≤ 8C1ε. In a similar
fashion one verifies that for all 0 ≤ j < n
‖w − wj‖X(Ij) + ‖wj+1 − wj‖X(R)
. ‖e− (v + w)3Z1(r(v + w)) + v3Z1(rv) − (v + w)5Z2(r(v + w)) + v5Z2(rv)‖N(Ij )
≤ C1(δ20 + δ40 + ‖w‖2X(Ij) + ‖w‖4X(Ij))‖w‖X(Ij) + C1ε
(3.21)
where C1 ≥ 1 is as above. Inducting in j one obtains that
‖w‖X(Ij) + ‖wj‖X(R) ≤ C(j) ε ∀ 1 ≤ j < n
This requires that ε < ε0(n) which can be done provided ε0(A) is chosen small
enough. 
3.3. Small scale approximation. Although solutions to (3.1) are not invariant
under any rescaling, a crucial ingredient in the concentration compactness argument
in the next section will be the fact that for data which concentrate at very small
scales, solutions to (3.1) are well approximated by solutions to an equation which
is scaling invariant, namely
vtt − vrr − 4
r
vr +
4
3
v5 = 0
~v(0) = (v0, v1) ∈ H˙2 × H˙1(R5)
(3.22)
The above is a de-focusing quintic wave equation in R1+5, and we will be considering
initial data ~v(0) ∈ H˙2× H˙1. Note that we have included the constant 43 in front of
the quintic nonlinearity due the the Taylor expansion
Z2(ρ) =
4
3
+O(ρ2)
where Z2(ρ) is as in (3.1). The reason for this will become apparent below. We
observe that if ~v(t) solves (3.22) then for each λ > 0 so does ~vλ(t), which is defined
as
~vλ(t, r) :=
(
1
(λ)
1
2
v(t/λ, r/λ),
1
(λ)
3
2
vt(t/λ, r/λ)
)
. (3.23)
A natural space in which to consider Cauchy data for (3.22) is the homogeneous
Sobolev space H˙2× H˙1(R5) as this norm is invariant under the same scaling as the
equation:
‖~vλ‖H˙2×H˙1 = ‖~v‖H˙2×H˙1 ,
which is why H˙2 × H˙1(R5) is referred to as the critical norm for this problem.
The main result we will need concerning (3.22) is the following conditional global
well-posedness and scattering result proved in [22].
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Theorem 3.7. [22, Theorem 4.1] Let ~v(0) = (v0, v1) ∈ H(R5). Then there exists
T−, T+ > 0 and a unique solution ~v(t) ∈ H to (3.22) defined on its maximal interval
of existence Imax = (−T−, T+). Moreover, if we assume that
‖~v‖L∞t (Imax;H) <∞, (3.24)
then in fact ~v(t) is globally defined, i.e., Imax = R and ~v(t) scatters to zero as
t→ ±∞.
Remark 7. In [22] the above theorem is stated with the space H˙2 × H˙1 instead
of in H(R5) as we have stated it above. However, this makes no difference in the
result as the defocusing energy guarantees that the H˙1 × L2 is uniformly bounded
by the energy on any interval I on which the solution exists. Hence the H norm
is bounded if and only if the solution has finite energy and the H˙2 × H˙1 norm is
bounded.
In the remainder of this subsection we prove the following approximation re-
sult, which shows that solutions to the Euclidean equation, (3.22), serve as a good
approximations to solutions to (3.1) with initial data concentrating at very small
scales.
Proposition 3.8. Let (f, g) ∈ H and denote by ~v(t) the solution to (3.22) with
initial data (f, g) defined on an open interval J = (−T1, T2). Assume in addition
that
‖v‖S(J) + ‖~v‖L∞t (J;H) <∞. (3.25)
Let {λn} ⊂ (0,∞) be any sequence with λn → 0 as n → ∞. Consider the rescaled
initial data
(fn, gn) :=
(
λ
− 1
2
n f(r/λn), λ
− 3
2
n g(r/λn)
)
(3.26)
and denote by ~vn(t, r) the corresponding rescaled solution to (3.22). Then, there
exists N0 large enough so that for all n ≥ N0 there exists a unique solution ~un(t, r)
to (3.1) with initial data (fn, gn) defined on the interval Jn := (−λnT1, λnT2).
Moreover, ~un satisfies
‖un − vn‖S(Jn) → 0 as n→∞. (3.27)
In particular, ‖un‖S(Jn) <∞.
Proof. The idea is to use the perturbation lemma on ~vn. Begin by observing that
eq(vn) = vn + Z1(rvn)v
3
n + Z2(rvn)v
5
n
=
(
Z2(rvn)− 4
3
)
v5n + Z1(rvn)v
3
n.
Thus by Corollary (3.6) it will suffice to show that
‖(Z2(rvn)− 4/3)v5n + Z1(rvn)v3n‖N(Jn) → 0 as n→∞. (3.28)
First, note that we have
|Z1(rvn)| ≤ C. (3.29)
Crucially, one can readily check via the Talyor expansion for Z2 that we have
Z2(rvn)− 4
3
= O(r2v2n). (3.30)
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Thus we have
‖(Z2(rvn)− 4/3)v5n + Z1(rvn)v3n‖
L
3
2
t (Jn;L
30
17 )
. ‖r2v7n‖
L
3
2
t (Jn;L
30
17 )
+ ‖v3n‖
L
3
2
t (Jn;L
30
17 )
= λ2n‖r2v2v5‖
L
3
2
t (J;L
30
17 )
+ λ2n‖v3‖
L
3
2
t (J;L
30
17 )
,
were the second line follows by recalling that vn(t, r) = λ
−1/2v(t/λn, r/λn) and
the change of variables λnt
′ = t and λnr
′ = r. Using Hardy’s inequality for radial
functions, i.e., Lemma 3.1 and interpolation we have and we have
λ2n‖r2v2v5‖
L
3
2
t (J;L
30
17 )
. λ2n‖rv‖2L∞t (J;L∞)‖v
5‖
L
3
2
t (J;L
30
17 )
. λ2n‖v‖2
L∞t (J;H˙
3
2 )
‖v5‖
L
3
2
t (J;L
30
17 )
. λ2n‖v‖L∞t (J;H˙1)‖v‖L∞t (J;H˙2)‖v
5‖
L
3
2
t (J;L
30
17 )
. λ2n‖v‖2L∞t (J;H)‖v
5‖
L
3
2
t (J;L
30
17 )
.
Finally, by the same argument as in the proof of Proposition 3.4 we can control the
right hand side above by powers of the S norm and the energy norm which allows
us to deduce that
λ2n‖v‖2L∞t (J;H)‖v
5‖
L
3
2
t (J;L
30
17 )
. λ2n‖v‖5L∞t (J;H)‖v‖
2
S(J) → 0 as n→∞.
Similarly, we can use again the argument in the proof of Proposition 3.4 to show
that
λ2n‖v3‖
L
3
2
t (J;L
30
17 )
. λ2n‖v‖L∞t (J;H)‖v‖2S(J) → 0 as n→∞.
It remains to show that
‖(Z2(rvn)− 4/3)v5n + Z1(rvn)v3n‖
L
3
2
t (Jn;W˙
30
17 )
→ 0 as n→∞.
We first deal with the terms involving the quintic part of the nonlinearity. We have
∂r(Z2(rvn)− 4/3)v5n = Z ′2(rvn)v6n + Z ′2(rvn)rv5n∂rvn + 5(Z2(rvn)− 4/3)v4n∂rvn.
Using (3.30) and the fact that |Z ′2(ρ)| . |ρ| we see that∣∣∂r(Z2(rvn)− 4/3)v5n∣∣ . r2v6nr−1 |vn|+ r2v6n |∂rvn| .
With the above and Hardy’s inequality followed by Sobolev embedding we obtain,
‖(Z2(rvn)− 4/3)v5n‖
L
3
2
t (Jn;W˙
30
17 )
. ‖r2v6n‖
L
3
2
t (Jn;L
15
4 )
‖r−1vn‖
L∞t (Jn;L
10
3 )
+ ‖r2v6n‖
L
3
2
t (Jn;L
15
4 )
‖∂rvn‖
L∞t (Jn;L
10
3 )
. ‖r2v6n‖
L
3
2
t (Jn;L
15
4 )
‖vn‖L∞t (Jn;H˙2)
Since
‖vn‖L∞t (Jn;H˙2) = ‖v‖L∞t (J;H˙2) ≤ C,
it suffices to show that
‖r2v6n‖
L
3
2
t (Jn;L
15
4 )
→ 0 as n→∞.
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Indeed, changing variables and another application of Lemma 3.1 (Hardy’s inequal-
ity) we can deduce that
‖r2v6n‖
L
3
2
t (Jn;L
15
4 )
= λn‖r2v6‖
L
3
2
t (J;L
15
4 )
≤ λn‖rv‖2L∞t (J;L∞)‖v‖
4
L
3
2 (J;L15)
. λn‖v‖2L∞t (J;H)‖v‖
4
L
3
2 (J;L15)
. λn‖v‖4L∞t (J;H)‖v‖
2
S(J) → 0 as n→∞,
where the last line follows again by the argument in the proof of Proposition 3.4
and the boundedness of v in X(J) = L∞t (J ;H) ∩ S(J). We are left to deal with
the remaining cubic term. Note that by 3.5∣∣∂r(Z1(rvn)v3n)∣∣ = ∣∣rvnZ ′1(rvn)(v2nr−1 + v2n∂rvn) + 3Z1(rvn)v2n∂rvn∣∣
. v2nr
−1 |vn|+ v2n |∂rvn| .
Hence,
‖Z1(rvn)v3n‖
L
3
2
t (Jn;W˙
30
17 )
. ‖v3nr−1‖
L
3
2
t (Jn;W˙
30
17 )
+ ‖v2n∂rvn‖
L
3
2
t (Jn;W˙
30
17 )
.
Changing variables gives
‖v3nr−1‖
L
3
2
t (Jn;W˙
30
17 )
+ ‖v2n∂rvn‖
L
3
2
t (Jn;W˙
30
17 )
= λn‖v3r−1‖
L
3
2
t (J;W˙
30
17 )
+ λn‖v2∂rv‖
L
3
2
t (J;W˙
30
17 )
.
Finally, using again the arguments from the proof of Proposition 3.4 we obtain
λn‖v3r−1‖
L
3
2
t (J;W˙
30
17 )
+ λn‖v2∂rv‖
L
3
2
t (J;W˙
30
17 )
. λn‖v‖L∞(J;H)‖v‖2S(J),
which tends to 0 as n → ∞ by the boundedness of the X(J) norm of v. This
completes the proof. 
4. Concentration Compactness
4.1. Profile decomposition in H = (H˙2 × H˙1) ∩ (H˙1 × L2). In this subsection
we prove a nonlinear Bahouri-Gerard type decomposition that lies at the heart of
the concentration compactness argument.
4.1.1. Linear Profile Decomposition. We begin with the profile decomposition at
the level of the underlying free waves. As we will be dealing with sequences of
radial free waves in H, which is not a scaling invariant norm, the statement of
the profile decomposition will be slightly different than in [2, 5]. The proof of the
following theorem is nearly identical to those found in [2, 5]. For completeness we
outline a few minor differences in what follows and we refer the reader to [2, 5] for
the reminder of the argument.
Proposition 4.1. [2, 5] Let {~un} be a sequence of free radial waves bounded in
H = (H˙2 × H˙1) ∩ (H˙1 × L2)(R5). Then after replacing it by a subsequence, there
exist a sequence of free waves ~V jL bounded in H, and sequences of times {tn,j} ⊂ R
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and scales {λn,j} ⊂ (0,∞) such that for γkn defined by
un(t) =
∑
1≤j<k
1
λ
1
2
n,j
V jL
(
t− tn,j
λn,j
,
·
λn,j
)
+ γkn(t)
∂tun(t) =
∑
1≤j<k
1
λ
3
2
n,j
∂tV
j
L
(
t− tn,j
λn,j
,
·
λn,j
)
+ ∂tγ
k
n(t)
(4.1)
we have for any j < k,
(λ
1
2
n,jγ
k
n(λn,jtn,j , λn,j ·), λ
3
2
n,j∂tγ
k
n(λn,jtn,j , λn,j ·))⇀ 0 weakly in H as n→∞,
(4.2)
as well as
lim
n→∞
λn,j
λn,k
+
λn,k
λn,j
+
|tn,j − tn,k|
λn,k
+
|tn,j − tn,k|
λn,j
=∞ (4.3)
and the errors γkn vanish asymptotically in the sense that
lim
k→∞
lim sup
n→∞
‖γkn‖
L∞t (R;W
1, 10
3
x )∩S(R)
= 0 (4.4)
where S(R) := L3t (R;W
1, 30
7 ). Finally, one has orthogonality of the H norm.
‖~un‖2H =
∑
1≤j<k
‖~V jL‖2H + ‖~γkn‖2H + on(1) (4.5)
as n→∞.
Remark 8. The subscript L in V jL stands for “linear” and is used here to distin-
guish these profiles, which are free waves, from the nonlinear profiles, which will be
introduced below.
Remark 9. Note that up to extracting a further subsequence we can assume that
each scale λn,j → λ∞,j ∈ [0,+∞). In addition, we can further assume that for each
scale λn,j we either have
λn,j = 1 ∀n
or
λn,j → 0 as n→∞.
(4.6)
This is due to the fact that our sequence ~un is bounded in the inhomogeneous space
H and hence the failure of compactness cannot arise via a low frequency buildup,
but rather only via time translation or frequencies escaping to ∞. To see this
suppose that w ∈ H˙2 ∩ H˙1. Let {λn} be any sequence of positive numbers so that
λn →∞ as n→∞ and consider
wn(r) :=
1√
λn
w(r/λn).
We then have
‖wn‖H˙2 = ‖w‖H˙2
but
‖wn‖H˙1 = λn‖w‖H˙1 →∞ as n→∞.
Hence the sequence wn is not bounded in H˙
2 ∩ H˙1.
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Also, if for any j we have λn,j → µ > 0 we can assume, by rescaling the profile
that λn,j = 1 for all n. This observation will be important when we consider
nonlinear profiles in the following subsection.
Remark 10. After passing to a subsequence if necessary, we can, without loss of
generality, assume that the sequences tn,j/λn,j → µ ∈ [−∞,∞] are convergent. By
translating the profiles, we can the also ensure that for a triple (V jL , tn,j , λn.j) we
either have
tn,j = 0 ∀n
or
tn,j/λn,j → ±∞ as n→∞.
The proof of Proposition 4.1 requires the following refinement of the Sobolev
embedding theorem, proved in [2, 5].
Lemma 4.2 (Refined Sobolev Embedding). [2, 5] Given f ∈ H we have
‖f‖
W 1,
10
3
. ‖f‖ 13
B˙1
2,∞∩B˙
2
2,∞
‖f‖ 23H
Reduction of Proof of Proposition 4.1 to the argument in [2]. Instead of reproduc-
ing the entire argument, we simply outline the reduction of the Proposition to a
situation where the argument in [2] can then be applied verbatim. We note that
without loss of generality we can restrict our attention to sequences ~un such that
~un(0)⇀ 0 weakly in H, (4.7)
since if ~un(0) ⇀ ~v
1(0) 6= 0 weakly in H, we always take the weak limit ~v1(0) to
be the first profile with times tn,1 = 0 and scales λn,1 = 1 for every n, and then
consider the new sequence ~un − ~v1.
First, we observe that we can reduce (4.4) to estimating the L∞t W
1, 10
3
x norm
alone. Indeed, by interpolation followed by an application of the Strichartz esti-
mates we have
‖γkn‖
L3tW
1, 30
7
x
≤ ‖γkn‖
1
3
L∞t W
1, 10
3
x
‖γkn‖
2
3
L2tW
1,5
. ‖γkn‖
1
3
L∞t W
1, 10
3
x
‖~γkn‖H
. ‖γkn‖
1
3
L∞t W
1, 10
3
x
where the uniform boundedness of the H norms of the γkn follows from (4.5), (and
the latter not depending on (4.4) for the proof).
Next we remark that we can absorb the low frequencies of our sequence into the
errors γkn. Indeed, write
un = P≤0un + P≥1un
=: wn + u˜n
(4.8)
where P≥1 denotes projection onto frequencies of size & 1. We claim that
‖~wn‖
L∞t W
1, 10
3
→ 0 as n→∞ (4.9)
By Lemma 4.2 it suffices to show that
lim sup
n→∞
‖~wn‖L∞t ((B˙22,∞×B˙12,∞)∩(B˙12,∞×B˙02,∞)) = 0 (4.10)
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Since both ~wn(t) = (wn(t), ∂twn(t)) and ~wn,r(t) = (∂rwn(t), ∂t∂rwn(t)) are free
waves, the above norm is in fact constant in time – indeed the free wave operator
commutes with Fourier multipliers. So we can further reduce matters to showing
that
lim sup
n→∞
‖~wn(0)‖(B˙2
2,∞×B˙
1
2,∞)∩(B˙
1
2,∞×B˙
0
2,∞)
= 0. (4.11)
And the above follows from the fact that ~wn ⇀ 0 weakly in H and the frequency
localization,
supp wˆn(0, ·) ⊂ {|ξ| ≤ 1}.
(Indeed, in the terminology of [2], wn and its derivatives are ε-singular for all scales
ε := {εn}∞n=1 → 0 and hence (4.11) follows from [2, Lemma 3.1]. )
Therefore, it suffices to extract profiles from the sequence
u˜n := P≥1un. (4.12)
The key point here is that for functions with Fourier support bounded away from
{ξ = 0} the homogeneous and inhomgeneous Sobolev (and Besov) norms are equiv-
alent. Hence our sequence of free waves satisfies the uniform bounds
sup
t,n
‖~˜un(t)‖H2×H1 . sup
t,n
‖~˜un(t)‖H ≤ C. (4.13)
From here, the proof proceeds in the exact same fashion as in Bahouri, Gerard [2]
or Bulut [5] and we refer the reader to either of these references for the remainder
of the argument. 
4.1.2. Nonlinear Profiles. We now turn to the nonlinear profiles that we can asso-
ciate to a sequence of data bounded in H. Consider a bounded sequence ~un ∈ H
and after extracting a suitable subsequence the associated profile decomposition
un,0 =
∑
1≤j<k
1
λ
1
2
n,j
V jL
(−tn,j
λn,j
,
·
λn,j
)
+ γkn,0
un,1 =
∑
1≤j<k
1
λ
3
2
n,j
∂tV
j
L
(−tn,j
λn,j
,
·
λn,j
)
+ γkn,1
(4.14)
as in Proposition 4.1. Recall by Remark 9 that we can assume that for each j either
λn,j → 0 as n → ∞ or λn,j = 1 for all n. With this distinction in the behavior of
the scales we define two different types of profiles accordingly. From here on, we
will refer to a triple (V jL , tn,j , λn,j) as Euclidean if the scale λn,j → 0 as n → ∞
and we will use the notation V je,L for the profile. On the other hand, if λn,j = 1 for
all n we will refer to the triple (V jL , tn,j, λn,j) as Adkins-Nappi and we will use the
notation U ja,L for the profile. As each triple is either Euclidean or Adkins-Nappi
we can rewrite our profile decomposition as follows:
un,0 =
∑
1≤j<k
1
λ
1
2
n,j
V je,L
(−tn,j
λn,j
,
·
λn, j
)
+
∑
1≤ℓ<k
U ℓa,L (−tn,ℓ, ·) + γkn,0,
un,1 =
∑
1≤j<k
1
λ
3
2
n,j
∂tV
j
e,L
(−tn,j
λn,j
,
·
λn,j
)
+
∑
1≤ℓ<k
∂tU
ℓ
a,L (−tn,ℓ, ·) + γkn,1.
(4.15)
Now to each profile V je,L, respectively U
ℓ
a,L, we can associate a unique nonlinear
profile V je , respectively U
ℓ
a, which is defined as follows.
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For a Euclidean profile V je,L with the associated sequences {tn,j}, {λn,j} we
define the nonlinear profile V je to be the unique solution to (3.22) so that for all n,
−tn,j/λn,j ∈ Imax(~V je ) = (T−(~V je ), T+(~V je )) and
‖~V je,L(−tn,j/λn,j)− ~V je (−tn,j/λn,j)‖H → 0 as n→∞. (4.16)
We note that a nonlinear profile always exists. In the case tn,j = 0 for all n
the existence of the nonlinear profile follows from the local well-posedness theory
for (3.22) developed in [22]. In the case that −tn,j/λn,j → ±∞ the existence of
the nonlinear profile is referred to as the existence of wave operators and follows by
running the same argument as for the local well-posedness theory from t0 = ±∞.
Note that if −tn,j/λn.j → +∞ then it is immediate that T+(~V je ) = +∞ and
s0 > T−(~V
j
e ) =⇒ ‖V je ‖S([s0,∞)) <∞. (4.17)
The above, we recall is equivalent to ~V je scattering at t = +∞ which occurs by
construction. An analogous statement holds if −tn,j/λn,j → −∞. To simplify
notation we will write
V je,n(t, r) :=
1
λ
1
2
n,j
V je
(
t− tn,j
λn,j
,
r
λn,j
)
. (4.18)
We remark that this construction is natural in light of Proposition 3.8 since λn,j → 0
implies that in this situation, solutions to the Euclidean equation (3.22) serve as
a very good approximations to solutions to (3.1) as n → ∞. This fact will be
reflected in the nonlinear profile decomposition proved below in Proposiion 4.3.
For an Adkins-Nappi profile ~U ℓa,L, with sequence {tn,ℓ}, we similarly define a
nonlinear profile, ~U ℓan,, which is the unique solution to (3.1) with −tn,ℓ ∈ Imax(~Ua)
for all n and
‖~U ℓa,L(−tn,ℓ)− ~U ℓa(−tn,ℓ)‖H → 0 as n→∞. (4.19)
Such a nonlinear profile again always exists by the local well-posedness theory from
Proposition 3.4. And again we note that if −tn,ℓ → +∞ we have T+(~U ℓa) = +∞
and
s0 > T−(~U
ℓ
a) =⇒ ‖U ℓa‖S([s0,∞)) <∞. (4.20)
Similarly, if −tn,ℓ → −∞ then by construction, T(~U ℓa) = −∞ and ~U ℓa scatters at
−∞. To simplify notation we will denote
U ℓa,n(t, r) := U
ℓ
a(t− tn,j , r). (4.21)
The key point here is that there despite the lack of a superposition principle at
the nonlinear level, the orthogonality of the parameters allows for a nonlinear profile
decomposition which serves as a good approximation for the nonlinear evolution of
the original sequence of initial data.
Proposition 4.3 (Nonlinear profile decomposition). [10, 8] Let (un,0, un,1) ∈ H be
a bounded sequence along with the associated profile decomposition as in (4.15). Let
~V je , ~U
ℓ
a be the associated Euclidean and Adkins-Nappi nonlinear profiles as defined
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in this subsection. Let {sn} ⊂ (0,∞) be any sequence of times so that
∀j ≥ 1, ∀n, sn − tn,j
λn,j
< T+(~V
j
e ) and lim sup
n→∞
‖V je ‖S(−tn,jλn,j ,
sn−tn,j
λn,j
) <∞,
∀ℓ ≥ 1, ∀n, sn − tn,j < T+(~U ℓa) and lim sup
n→∞
‖U ℓa‖S(−tn,j ,sn−tn,j) <∞.
(4.22)
If ~un(t) ∈ H is the solution to (3.1) with initial data ~un(0) = (un,0, un,1) then ~un(t)
is defined on [0, sn) and
lim sup
n→∞
‖un‖S([0,sn)) <∞. (4.23)
Moreover the following nonlinear profile holds decomposition holds: For ηkn defined
by
un(t, r) =
∑
1≤j<k
V je,n(t, r) +
∑
1≤ℓ<k
U ℓa,n(t, r) + γ
k
n(t) + η
k
n(t), (4.24)
we have
lim
k→∞
lim sup
n→∞
(‖ηkn‖S([0,sn)) + ‖~ηkn‖L∞t ([0,sn);H)) = 0. (4.25)
Here γkn(t) ∈ H is as in Proposition 4.1 and V je,n and U ℓa,n are defined as in (4.18)
and (4.21) respectively. Also, we note that an analogous statement holds for sn < 0.
Proof of Proposition 4.3. Set
~vkn(t, r) :=
∑
1≤j<k
V je,n(t, r) +
∑
1≤ℓ<k
U ℓa,n(t, r) (4.26)
The idea is to use the Lemma 3.5 on ~un and v
k
n for large n and we need to check
that the conditions of Lemma 3.5 are satisfied for these choices. For each n we let
In := [0, sn). First note that eq(un) = 0. We claim that ‖eq(vkn)‖N(In) is small for
large n. To see this, we define
N (u) := Z1(ru)u3 + Z2(ru)u5
=
sin(2ru)− 2ru
r3
+
(ru − 12 sin(2ru))2 sin2(ru)
r5
to be the nonlinearity in (3.1). Then we have
eq(vkn) = N

 ∑
1≤j<k
V je,n(t, r) +
∑
1≤ℓ<k
U ℓa,n(t, r)


−
∑
1≤j<k
N (V je,n(t, r))−
∑
1≤ℓ<k
N (U ℓa,n(t, r))
+
∑
1≤j<k
[
N (V je,n(t, r)) −
4
3
(V je,n(t, r))
5
]
(4.27)
The same argument used to prove Proposition 3.8 gives that for each fixed k we
have ∥∥∥∥∥∥
∑
1≤j<k
[
N (V je,n(t, r)) −
4
3
(V je,n(t, r))
5
]∥∥∥∥∥∥
N(In)
−→ 0 as n→∞
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To control the first two lines of the right hand side of (4.27) we make use of the
following simple trigonometric inequalities.
∣∣∣∣ sin(2ru) + sin(2rv)− sin(2r(u + v))2r3
∣∣∣∣
=
∣∣∣∣2 sin(2ru) sin2(rv) + 2 sin(2rv) sin2(ru)2r3
∣∣∣∣ . u2 |v|+ v2 |u| (4.28)
and
∣∣∣∣∣(ru + rv −
1
2 sin(2ru+ 2rv))2 sin
2(ru + rv)
r3
− (ru −
1
2 sin(2ru))2 sin
2(ru)− (rv − 12 sin(2rv))2 sin2(rv)
r3
∣∣∣∣∣ (4.29)
. |u|4 |v|+ |u|3 |v|2 + |u|2 |v|3 + |u| |v|4 .
Then, using (4.28), (4.29) together with the pseudo-orthogonality of the parameters,
i.e., (4.3), one can show that
∥∥∥∥∥N

 ∑
1≤j<k
V je,n(t, r) +
∑
1≤ℓ<k
U ℓa,n(t, r)


−
∑
1≤j<k
N (V je,n(t, r)) −
∑
1≤ℓ<k
N (U ℓa,n(t, r))
∥∥∥∥∥
N(In)
→ 0 as n→∞.
(4.30)
The proof of (4.30) using (4.3) is standard and we refer the reader to [8, Lemma 2.18,
Lemma 2.16] for the details.
Next it is essential that
lim sup
n→∞
∥∥∥∥∥∥
∑
1≤j<k
V je,n +
∑
1≤ℓ<k
U ℓa,n
∥∥∥∥∥∥
S(In)
≤ C <∞, (4.31)
uniformly in k, which will follow from the small data theory together with (4.5).
The point here is that the sum can be split into one over 1 ≤ j ≤ j0 and another
over j0 ≤ j ≤ k. The splitting is performed in terms of the H norm, with j0 being
chosen so that
lim sup
n→∞

 ∑
j0<j≤k
‖V je,L(−tn,j/λn,j)‖2H +
∑
j0<ℓ≤k
‖U ja,L(−tn,j)‖2H

 < δ20 ,
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where δ0 is chosen so that the small data theory for both (3.1) and (3.22) applies.
Using again (4.3) as well as the small data scattering theory one now obtains
lim sup
n→∞
∥∥∥∥∥∥
∑
j0<j≤k
V je,n +
∑
j0<ℓ<k
U ℓa,n
∥∥∥∥∥∥
3
S(In)
=
∑
j0<j≤k
‖V je ‖3
L3t
(
(−
tn,j
λn,j
,
sn−tn,j
λn,j
);W˙ 1,
30
7
)
+
∑
j0<ℓ≤k
‖U ℓa‖3S(−tn,j,sn−tn,j)
≤ C lim sup
n→∞

 ∑
j0<j≤k
‖V je,L(−tn,j/λn,j)‖2H +
∑
j0<ℓ≤k
‖U ja,L(−tn,j)‖2H


3
2
with an absolute constant C. This implies (4.31).
Finally, we note that by fixing k0 large enough we can use (4.4) to ensure that
the S(In) norm of S(t)(~un(0)−~vkn(0)) = ~γkn(t) is small enough to apply Lemma 3.5
for all k > k0 and for large n enough. The desired result follows directly from
Lemma 3.5. 
4.2. Construction of a Critical Element. We now turn to the proof of Theo-
rem 3.2, which we recall is the reformulation of Theorem 1.1 in terms of u, where
ru = ψ and ψ is the equivariant azimuth angle. We follow the concentration com-
pactness/rigidity methodology of Kenig and Merle introduced in [20, 21].
In this subsection we assume that the theorem fails and we construct a minimal
non-scattering solution, referred to as a critical element. We rely heavily on con-
centration compactness techniques. The refined construction presented here has its
roots in the work of Kenig and Merle, [23, 24, 22, 13]. Also relevant here is the
work of Ionescu, Pausader, Staffilani [17] on the Schro¨dinger equation on H3 where
the issue of two types of profiles also arises.
We begin with some notation, following [23] for convenience. For initial data
(u0, u1) ∈ H we denote by ~u(t) ∈ H the unique solution to (3.1) with initial data
~u(0) = (u0, u1) defined on its maximal interval of existence
Imax(~u) := (T−(~u), T+(~u)). For A > 0 define
B(A) := {(u0, u1) ∈ H : ‖~u(t)‖L∞t ([0,T+(~u);H) ≤ A}. (4.32)
Definition 1. We say that SC(A) holds if for all ~u = (u0, u1) ∈ B(A) we have
T+(~u) = +∞ and ‖u‖S([0,∞)) < ∞. We also say that SC(A; ~u) holds if ~u ∈ B(A),
T+(~u) = +∞ and ‖u‖S([0,∞)) <∞.
Remark 11. Recall from Proposition 3.4 that ‖u‖S([0,+∞)) < ∞ if and only if ~u
scatters to a free wave as t→∞. Therefore Theorem 3.2 (and hence Theorem 1.1)
is equivalent to the statement that SC(A) holds for all A > 0.
Now suppose that Theorem 3.2 fails. By the small data theory, i.e., Proposi-
tion 3.4, there is an A0 > 0 small enough so that SC(A0) holds. Give that we
are assuming that Theorem 3.2 fails we can find a critical value AC so that for
A < AC , SC(A) holds, and for A > AC , SC(A) fails. Note that AC > A0 > 0.
The remainder of this section is devoted proving the following proposition and its
corollary below.
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Proposition 4.4. Suppose that Theorem 3.2 fails and let AC be defined as above.
Then, there exists a solution ~u∗(t) ∈ H with defined on [0,+∞) so that SC(AC , ~u∗)
fails. Moreover, the set
K+ = {~u∗(t) | t ∈ [0,∞)} ⊂ H (4.33)
is pre-compact in H.
Corollary 4.5. Suppose that Theorem 3.2 fails. Let ~u∗(t) ∈ H be the critical
element constructed in Proposition 4.4. Then there is (a possibly different) nonzero
critical element ~u∞(t) ∈ H which is global in both time directions. Moreover
‖u∞‖S([0,+∞)) = ‖u∞‖S((−∞,0]) =∞ (4.34)
and the set
K = {~u∞(t) | t ∈ R} ⊂ H (4.35)
is pre-compact in H.
Proof. The proof generally follows the framework established in [23, Proof of Propo-
sition 3.3], with the main novelty here being the use of two different types of profiles.
We give a fairly detailed sketch of the argument, but at times we refer the reader
to [23] where the now standard arguments apply, and rather focus our attention on
how the argument must be adapted to account for the presence of both Adkins-
Nappi and Euclidean profiles in our profile decompositions.
By the definition of AC we can find An ց AC together with initial data ~un(0) =
(un,0, un,1) ∈ H with corresponding solutions ~un(t) ∈ H to (3.1) so that
sup
t∈[0,T+(~un))
‖~un‖H ≤ An, and ‖un‖S([0,T+(~un)) = +∞ (4.36)
By Lemma 4.1, and (4.15) we have the following profile decomposition for the
sequence ~un(0),
un,0 =
∑
1≤j<K
1
λ
1
2
n,j
V je,L
(−tn,j
λn,j
,
·
λn, j
)
+
∑
1≤ℓ<K
U ℓa,L (−tn,ℓ, ·) + γKn,0,
un,1 =
∑
1≤j<K
1
λ
3
2
n,j
∂tV
j
e,L
(−tn,j
λn,j
,
·
λn,j
)
+
∑
1≤ℓ<K
∂tU
ℓ
a,L (−tn,ℓ, ·) + γKn,1.
(4.37)
with ~γKn (t) = S(t)(γ
K
n,0, γ
K
n,1), tn,j , λn,j and tn,ℓ as in Lemma 4.1. We also have the
corresponding nonlinear profiles as in Section 4.1.2, and we will continue to use the
notation
V je,n(t, r) :=
1
λ
1
2
n,j
V je
(
t− tn,j
λn,j
,
r
λn,j
)
for the Euclidean nonlinear profiles, and
U ℓa,n(t, r) := U
ℓ
a(t− tn,j, r)
for the Adkins-Nappi nonlinear profiles.
The goal will be to show that, in fact, there is only one nonzero Adkins-Nappi
profile in (4.37) and no nonzero Euclidean profiles.
To begin we quickly note that only finitely many nonlinear profiles can be non-
scattering. Indeed, by the Pythagorean decomposition of the H norm in (4.5), we
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can apply Proposition 3.4, as well as the small data theory for (3.22), and find
K0 > 0 so that for all j, ℓ > K0 we have
Imax(~V
j
e ) = Imax(~U
ℓ
a) = (−∞,+∞)
and there exists C > 0 so that
‖U ℓa‖X(R) ≤ C‖~Ua,L(0)‖H, and ‖V je ‖X(R) ≤ C‖~Ve,L(0)‖H
where again X(I) := L∞t (I;H) ∩ S(I).
Next, we show that at least one of the nonlinear profiles must be non-scattering.
We accomplish this in the following claim.
Claim 4.6. It is impossible that for all 1 ≤ j ≤ K0 and 1 ≤ ℓ ≤ K0 we have
‖V je ‖S(− tn,jλn,j ,T+(~V je )
) <∞, and ‖U ℓa‖S(−tn,ℓ,T+(~Uℓa)) <∞. (4.38)
To prove the claim, we note that if (4.38) holds, then by (3.13) we have for all
j, ℓ, T+(~V
j
e ) = T+(
~U ℓa) = +∞. We then apply Proposition 4.1.2 with the time
sequence sn = ∞ for all n, which then says that for n large enough, un is global
and
lim sup
n→∞
‖un‖S([0,∞)) ≤ C <∞,
which contradicts the definition of the ~un, establishing Claim 4.6.
By Claim 4.6, after rearranging the profiles, we can then find 1 ≤ J1 ≤ K0 and
1 ≤ L1 ≤ K0 so that for all 1 ≤ j ≤ J1 we have
‖V je ‖S(− tn,jλn,j ,T+(~V je )
) =∞
and for all 1 ≤ ℓ ≤ L1 we have
‖U ℓa‖S(−tn,ℓ,T+(~Uℓa)) =∞
Moreover, for all j > J1, respectively ℓ > L1, we have T+(~V
j
e ) = +∞, respectively,
T+(~U
ℓ
a) = +∞, and
‖V je ‖S(− tn,jλn,j ,T+(~V je )
) <∞, respectively,
‖U ℓa‖S(−tn,ℓ,T+(~Uℓa)) <∞.
Next, we define sequences of times:
T+j,k :=
{
T+(~V
j
e )− 1k if T+(~V je ) <∞
k if T+(~V
j
e ) =∞
T+ℓ,k :=
{
T+(~U
ℓ
a)− 1k if T+(~U ℓa) <∞
k if T+(~U
ℓ
a) =∞
(4.39)
Then we define snj,k, resp. s
n
ℓ,k, by
skn,j − tn,j
λn,j
= T+j,k
skn,ℓ − tn,ℓ = T+ℓ,k
(4.40)
Finally, we set
skn := min
1≤j≤J1, 1≤ℓ≤L1
{skn,j, skn,ℓ} (4.41)
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The reason for this definition is that by construction, for all n large, for all j ≥ 1
and for all ℓ ≥ 1 we have
skn − tn,j
λn,j
< T+(~V
j
e ) and ‖V je ‖
S
(
−
tn,j
λn,j
,
skn−tn,j
λn,j
) <∞,
skn − tn,ℓ < T+(~U ℓa), and ‖U ℓa‖S(−tn,ℓ, skn−tn,ℓ) <∞.
Therefore the sequence skn satisfies the conditions of Proposition 4.3. In fact, the
following nonlinear profile decomposition holds on the interval t ∈ [0, skn),
un(t, r) =
∑
1≤j<K
V je,n(t, r) +
∑
1≤ℓ<K
U ℓa,n(t, r) + γ
K
n (t) + η
K
n (t), (4.42)
where for each k ∈ N,
lim
K→∞
lim sup
n→∞
‖ηKn ‖S([0,skn)) + ‖~ηKn ‖L∞t ([0,skn);H) = 0,
lim
K→∞
lim sup
n→∞
‖γKn ‖S([0,skn)) = 0.
Next, we claim that there exists a subsequence kα → ∞ so that either there exist
ℓ0 with 1 ≤ ℓ0 ≤ L1 with
skαn = s
kα
n,ℓ0
for all α, (4.43)
and/or there exists j0 with 1 ≤ j0 ≤ J1 so that
skαn = s
kα
n,j0
for all α. (4.44)
This follows directly from the pigeonhole principle since both L1 and J1 are finite
so either (4.43) holds for infinitely many k’s and/or (4.44) holds for infinitely many
k’s. Thus we have potentially two cases to study.
Case 1: Assume (4.43) holds so that ℓ0 corresponds to an Adkins-Nappi profile
~U ℓ0a . We note that for n large enough
‖U ℓ0a ‖S(−tn,ℓ0 ,T+(~Uℓ0a )) =∞. (4.45)
Also, recall that by construction, either tn,ℓ0 = 0 for all n or, −tn,ℓ0 → −∞. In
either case, 0 ≥ −tn,ℓ0 for n large enough so that we have
‖U ℓ0a ‖S([0,T+(~Uℓ0a )) =∞.
By the definition of AC and since ~U
ℓ0
a is an Adkins-Nappi nonlinear profile, i.e.,
solution to (3.1), we have
A2 := sup
t∈[0,T+(~U
ℓ0
a ))
‖~U ℓ0a (t)‖2H ≥ AC . (4.46)
Observe that by the definition of the T+ℓ0,k,
A2k := sup
t∈[0,T+ℓ0,k
)
‖~U ℓ0a (t)‖2H
satisfies limk→∞ A
2
k = A
2. The point is that for each k, we can find Tℓ0,k ∈ [0, T+ℓ0,k]
so that
A2k = ‖~U ℓ0a (Tℓ0,k)‖2H.
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We now define τkn,ℓ0 so that
τkn,ℓ0 − tn,ℓ0 = Tℓ0,k,
and we remark that for n large enough, τkn,ℓ0 ≥ 0, and τkn,ℓ0 ≤ skn,ℓ0 . Since skαn,ℓ0 =
skαn for all α, the nonlinear profiles
~U ℓa,n(τ
kα
n,ℓ0
), ~V je,n(τ
kα
n,ℓ0
) are defined for all ℓ ≥ 1
and j ≥ 1.
We make the following observation: For every α with kα fixed and fixed K large
enough we have the following almost orthogonality
‖~un(τkαn,ℓ0)‖2H =
∑
1≤j<K
‖~V je,n(τkαn,ℓ0)‖2H +
∑
1≤ℓ<K
‖~U ℓa,n(τkαn,ℓ0)‖2H
+ ‖~γKn (τkαn,ℓ0)‖2H + on(1) as n→∞.
(4.47)
The claim follows directly from the orthogonality of the parameters in (4.3) and
for a detailed argument we refer the reader to [23, Proof of (3.22)]. Using (4.47)
we can deduce that
A2n ≥ A2kα + on(1) as n→∞.
Letting n → ∞ we see that A2C ≥ A2kα . Then we let kα → ∞ to obtain A2C ≥ A2.
Combining this (4.46) we see that
A = AC .
In fact, this also shows that all of the other profiles must be ≡ 0 and that ~γKn → 0
in H as n → ∞. To see this, suppose that for some m 6= ℓ0 we have a nonzero
profile. To not have to distinguish between Euclidean and Adkins-Nappi, we will
simply denote this nonzero profile by ~Um. For any ε > 0 we can choose kα so large
that
∣∣A2k −A2C ∣∣ < ε. Then by (4.47) we have
A2n ≥ A2C − ε+ ‖~Umn (τkαn,ℓ0)‖2H + on(1).
Taking n arbitrarily large we can make ‖~Umn (τkαn,ℓ0)‖2H arbitrarily small. By the
small data theory, i.e. Proposition 3.4 or the corresponding small data result if the
profile is Euclidean, we can then make supt∈R ‖~Um(t)‖H arbitrarily small, which
means that the corresponding linear profile ~UmL must be identically zero, as desired.
A similar argument shows the vanishing of the error ~γKn as n→∞ in H.
Thus, there can only be one nonzero profile ~U ℓ0a .
We next show that this is in fact, the only possibility, i.e., that (4.43) must hold
and we cannot have (4.44) holding but (4.43) not holding.
Case 2: Assume (4.44) holds so that j0 corresponds to a Euclidean profile ~V
j0
e .
We show that this is in fact impossible. To see this note that for n large enough
‖V j0e ‖S(− tn,j0λn,j0 ,T+(~V
j
e ))
=∞. (4.48)
By Theorem 3.7 we must then have
sup
t∈
(
−
tn,j0
λn,j0
,T+(~V
j
e )
) ‖~V j0e (t)‖H = +∞. (4.49)
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We define Ak, Tj0,k, and τ
k
n,j0
exactly as in Case 1 so that
‖~V j0e (Tj0,k)‖2H = A2k →∞,
τkn,j0 − tn,j0
λn,j0
= Tj0,k.
We again have the orthogonality as in (4.47), only now at time τkn,j0 . But this yields
A2n ≥ A2kα + on(1).
Letting n → ∞ yields AC ≥ Akα which is a contradiction since AC is assumed to
be finite, but A2kα → ∞ as kα → ∞. Therefore (4.44) cannot happen and (4.43)
must happen. Which means that there is one nonzero profile, namely U ℓ0a from
Case 1.
We let ~u∗(t) := ~U ℓ0a (t) be the critical element. We still need to show the com-
pactness property (4.33).
Set
K+ := {~u∗(t) | t ∈ [0, T+(~u∗)} ⊂ H. (4.50)
We first show that the trajectory K+ is pre-compact in H . If the pre-compactness
of (4.50) fails, then there exists a δ > 0 so that for some sequence of times tn →
T+(~u
∗) we have
‖~u∗(tn)− ~u∗(tm)‖H > δ, ∀m > n. (4.51)
We can apply Lemma 4.1 to the sequence ~u∗(tn) and conclude by the same argu-
ments as before that there can only be one nonzero profile and it must be Adkins-
Nappi. Thus we have
~u∗(tn) = ~UL(τn) + ~γn(0) (4.52)
where ~UL(t) and ~γn(t) are free waves, τn is some sequence of times and ‖~γn‖H → 0
in H as n → ∞. If τn → τ∞ ∈ R then (4.51) and (4.52) lead to an immediate
contradiction. If τn → +∞ then
‖UL(·+ τn)‖S([0,∞)) → 0 as n→∞,
which implies, via (4.52) and the local well-posedness theory that
‖u∗(·+ tn)‖S([0,∞)) ≤ C <∞
for large n, which is a contradiction. Finally, assume τn → −∞. But then
‖UL(·+ τn)‖S([−∞,0]) → 0 as n→∞,
which implies that
‖u∗(·+ tn)‖S([−∞,0]) ≤ C <∞
for all large n for some fixed constant C > 0. However, this is a contradiction
as well since tn → T+(~u∗). Therefore (4.51) must be false and therefore (4.50) is
pre-compact as desired.
Next we claim that in fact T+(~u
∗) = +∞. To see this, suppose T+(~u∗) < ∞.
Then let tn → T+(~u∗) be any sequence. Since K+ is pre-compact we can find a
subsequence, still denoted by tn so that
~u∗(tn)→ ~u∞ in H
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Denote by ~u∞(t) the solution to (3.1) with initial data ~u∞ at the initial time T+(~u
∗).
By the local well-posedness theory, we can choose δ > 0 so that ~u∞(t) exists on the
interval Iδ = (T+(~u
∗)− δ, T+(~u∗) + δ) and satisfies
‖u∞‖S(Iδ) ≤ C <∞
Now, define ~hn(t) to be the solution to (3.1) with initial data at time T+(~u
∗) which
is equal to ~u∗(tn). But then, by the Perturbation Lemma, i.e., Lemma 3.5, we can
conclude that for n large enough, ~hn(t) exists on the interval
Iδ/2 = (T+(~u
∗)− δ
2
, T+(~u
∗) +
δ
2
)
and satisfies
lim sup
n→∞
‖hn‖S(Iδ/2) <∞. (4.53)
However, note that by construction hn(t) = ~u
∗(tn + t − T+(~u∗)) and so (4.53)
contradicts (3.13) as we are assuming T+(~u
∗) < ∞. Thus T+(~u∗) = +∞. This
completes the proof. 
Lastly we would like to pass to a new nonzero critical element that is global in
both time directions and has a pre-compact trajectory as both t → ±∞ as well.
This is the content of Corollary 4.5
Proof of Corollary 4.5. Let ~u∗(t) be the critical element in Proposition 4.4. We
extract the new global critical element from the sequence
{~u∗(n)}∞n=1 ⊂ K+ ⊂ H.
Since we know that ‖u∗‖S([0,∞)) =∞ we can find A0 > 0 so that ‖~u∗(n)‖H ≥ A0.
If we couldn’t do this we could use the small data theory to prove that ~u∗ scatters
at t = +∞, which would be a contradiction.
By the pre-compactness of K+ we can find ~u∞ so that
~u∗(n)→ ~u∞ ∈ H.
By construction the S-norm of the evolution ~u∞(t) is infinite in both time directions,
and the same argument as in the proof of Proposition 4.4 shows the pre-compactness
of K. 
5. Rigidity Argument
In this section we complete the proof of Theorem 3.2 and the equivalent result
Theorem 1.1 by showing that the critical element constructed in Corollary 4.5
cannot exist. This is done by way of a rigidity result, which excludes the possibility
of nonzero, pre-compact trajectories as in (4.35).
Proposition 5.1. Let ~u(t) ∈ H(R5) be a global solution to (3.1) and suppose that
the trajectory
K := {~u(t) | t ∈ R} (5.1)
is pre-compact in H(R5). Then ~u(t) = (0, 0).
We will make use of the following simple consequence of the above, namely that
the compactness ofK implies that the H˙1×L2 norm of ~u(t) vanishes on any exterior
cone {r ≥ R+ |t|} as |t| → ∞.
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Corollary 5.2. Let ~u(t) and K be as in Proposition 5.1. Then for any R ≥ 0 we
have
‖~u(t)‖H˙1×L2(r≥R+|t|) → 0 as t→ ±∞ (5.2)
where
‖~u(t)‖2
H˙1×L2(r≥R+|t|)
:=
∫ ∞
R+|t|
(u2t (t, r) + u
2
r(t, r)) r
4 dr
The proof will proceed in several steps. The argument is reminiscent of the
one presented in [19] and finds its inspiration in the so-called “channels of energy”
method pioneered in the seminal works [11, 13], albeit in a different context. A
crucial ingredient in the proof are the exterior energy estimates for the underlying
free radial wave equation in 5 dimensions proved in [19].
Proposition 5.3. [19, Proposition 4.1] Let w = 0 in R1+5t,x with radial data
(f, g) ∈ H˙1 × L2(R5). Then with some absolute constant c > 0 one has for every
a > 0
max
±
lim sup
t→±∞
∫ ∞
r>a+|t|
(w2t + w
2
r)(t, r)r
4 dr ≥ c‖π⊥a (f, g)‖2H˙1×L2(r>a) (5.3)
where πa = Id− π⊥a is the orthogonal projection onto the plane
P (a) := {(c1r−3, c2r−3) | c1, c2 ∈ R}
in the space H˙1 × L2(r > a). The left-hand side of (5.3) vanishes for all data in
this plane.
Remark 12. One should note that the appearance of the projections π⊥a on the right-
hand-side of (5.3) is due to the fact that r−3 is the Newton potential in R5. To be
precise, consider initial data (f, 0) ∈ H˙1×L2(r ≥ R) which satisfies (f, 0) = (r−3, 0)
on r ≥ R > 0, with f(r) vanishing on r ≤ R/2. Then the corresponding free
evolution w(t, r) is given by w(t, r) = r−3 on the region r ≥ R + |t| by finite
speed of propagation. Needless to say, the left-hand-side of (5.3) vanishes for this
solution as t → ±∞, and thus precludes an estimate without the projection. The
other family of enemies is generated by taking data (0, g) = (0, r−3) on the exterior
region r ≥ R > 0 which has solution w(t, r) = tr−3 on r ≥ R+ |t|.
Remark 13. The orthogonal projections πa, π
⊥
a are given by
πa(f, 0) = a
3r−3f(a), πa(0, g) = ar
−3
∫ ∞
a
g(ρ)ρ dρ,
π⊥a (f, 0) = f(r) − a3r−3f(a), π⊥a (0, g) = g(r) − ar−3
∫ ∞
a
g(ρ)ρ dρ,
and thus we have
‖πa(f, g)‖2H˙1×L2(r>a) = 3a3f2(a) + a
(∫ ∞
a
rg(r) dr
)2
‖π⊥a (f, g)‖2H˙1×L2(r>a) =
∫ ∞
a
f2r (r) r
4 dr − 3a3f2(a)
+
∫ ∞
a
g2(r) r4 dr − a
(∫ ∞
a
rg(r) dr
)2
.
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The general idea is that the exterior energy decay (5.2) can be combined with
the exterior energy estimates for the underlying free equation in Proposition 5.3,
to obtain precise spacial asymptotics for u0(r) = u(0, r) and u1(r) = ut(0, r) as
r→∞, namely,
r3u0(r)→ ℓ0 as r →∞
r
∫ ∞
r
u1(ρ)ρ dρ→ 0 as r →∞
(5.4)
We then argue by contraction to show that ~u(t) = (0, 0) is the only solution with
both a pre-compact trajectory and initial data with the above asymptotics. We
proceed with the proof of Proposition 5.1
5.1. Step 1. In this first step, we will use the exterior energy estimates for the
free radial wave equation in Proposition 5.3 along with Corollary 5.2 to derive
the following inequality for our pre-compact trajectory ~u(t). We note that by
compactness this result will hold uniformly in time.
Lemma 5.4. There exists R0 > 0 so that for all R > R0 and for all t ∈ R we have
‖π⊥R~u(t)‖H˙1×L2(r≥R) . R−1‖πR~u(t)‖3H˙1×L2(r≥R) (5.5)
where P (R) := {(c1r−3, c2r−3) |, c1, c2 ∈ R}, πR denotes orthogonal projection onto
P (R) and π⊥R denotes orthogonal projection onto the orthogonal complement of the
plane P (R) in the space H˙1×L2(r > R)(R5). We remark that the constant in (5.5)
is uniform in t ∈ R.
In order to prove Proposition 5.5 we first need a preliminary result concerning
a modified Cauchy problem that has a small data theory in the energy space and
is designed to capture the dynamics of our critical element on the exterior cones
CR := {(t, r) | r ≥ R+ |t|}. In order to have a meaningful comparison in the energy
space between a nonlinear wave and the underlying free evolution with the same
initial data we need to first put ourselves in a small data setting, where the Duhamel
formula and Strichartz estimates give us the tools we need to apply Proposition 5.3.
The fact that we are only considering the evolution on the exterior cone CR allows
us to truncate the initial data and the nonlinearity in a way that will render the
initial value problem subcritical relative to the energy, while still preserving the
flow on CR.
With this in mind we fix a smooth function χ ∈ C∞([0,∞)) where χ(r) = 1 for
r ≥ 1 and χ(r) = 0 on r ≤ 1/2. Then set χR(r) := χ(r/R) and for each R > 0 we
consider the modified Cauchy problem:
htt − hrr − 4
r
hr = NR(r, h)
NR(r, h) = −χRZ1(rh)h3 − χRZ2(rh)h5
~h(0) = (h0, h1)
(5.6)
where Z1 and Z2 are defined as in (3.1). The benefit of this modification is that
forcing the nonlinearity to have support outside the ball of radius R removed the
super-critical nature of the problem and allows for a small-data theory in H˙1 × L2
via Strichatz estimates and the usual contraction mapping based argument. In
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order to formulate the small data theory for (5.6) we define the norm Z(I) where
0 ∈ I ⊂ R is a time interval by
‖~h‖Z(I) = ‖h‖
L
7
3
t (I;L
14
3
x (R5))
+ ‖~h(t)‖L∞t (I;H˙1×L2) (5.7)
Lemma 5.5. There exists a δ0 small enough, so that for all R > 0 and all initial
data ~h(0) = (h0, h1) ∈ H˙1 × L2(R5) with
‖~h(0)‖H˙1×L2(R5) < δ0
there exists a unique global solution ~h(t) ∈ H˙1 × L2 to (5.6). In addition ~h(t)
satisfies
‖~h‖Z(R) . ‖~h(0)‖H˙1×L2 . δ0 (5.8)
Moreover, if we denote the free evolution of the same data by ~hL(t) := S(t)~h(0),
then we have
sup
t∈R
‖~h(t)− ~hL(t)‖H˙1×L2 . R−1‖~h(0)‖3H˙1×L2 +R−4‖~h(0)‖5H˙1×L2 (5.9)
Besides Strichartz estimates and the Duhamel formula, the key ingredient to
the proof of Lemma (5.5) is the Strauss’ lemma for radial functions, namely if
f ∈ H˙1(R5) then for each r > 0 we have the estimate
|f(r)| ≤ Cr−3/2‖f‖H˙1 (5.10)
Sketch of Proof of Lemma 5.5. The small data global well-posedness theory, in-
cluding the estimate (5.8) follows from the usual contraction and continuity ar-
guments based on the Strichartz estimates in Proposition (3.3). In particular, we
will make use of the estimates
‖v‖
L
7
3
t L
14
3
x
+ ‖~v‖L∞t (H˙1×L2) . ‖~v(0)‖H˙1×L2 + ‖F‖L1tL2x (5.11)
for solutions ~v to the in-homogenous 5d wave equation, (3.9). Rather than re-
view this standard argument, we just give details for the estimate (5.9) which has
the same flavor. By the Duhamel formula, Strichartz estimates, and the uniform
estimates (3.5) for Z1, Z2 we have
‖~h(t)− ~hL(t)‖H˙1×L2 . ‖NR(·, h)‖L1tL2x
. ‖χRZ1(rh)h3‖L1tL2x + ‖χRZ2(rh)h5‖L1tL2x
. ‖χRh3‖L1tL2x + ‖χRh5‖L1tL2x
Next we estimate the right-hand-side above. We see that for each t ∈ R
‖χRh3‖L2x(R5) =
(∫ ∞
0
χ2R(r)h
6(t, r) r4 dr
) 1
2
.
(∫ ∞
R
h6(t, r) r4 dr
) 1
2
. (sup
r≥R
|h(t, r)|) 23 ‖h(t)‖ 73
L
14
3
. R−1‖h(t)‖ 23
H˙1
‖h(t)‖ 73
L
14
3
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where on the last line we used the Strauss estimate (5.10). Thus,
‖χRh3‖L1tL2x . R−1‖~h‖
2
3
L∞t (H˙
1×L2)
‖h‖ 73
L
7
3
t L
14
3
x
. R−1‖~h‖3Z(R) . R−1‖~h(0)‖3H˙1×L2
with the last inequality following from (5.8). Similarly,
‖χRh5‖L2x(R5) =
(∫ ∞
0
χ2R(r)h
10(t, r) r4 dr
) 1
2
. (sup
r≥R
|h(t, r)|) 83 ‖h(t)‖ 73
L
14
3
. R−4‖h(t)‖ 83
H˙1
‖h(t)‖ 73
L
14
3
and thus,
‖χRh5‖L1tL2x . R−4‖~h‖5Z(R) . R−4‖~h(0)‖5H˙1×L2
which completes the proof of (5.9). 
Remark 14. We remark that for every t ∈ R the nonlinearity NR in (5.6) satisfies
NR(r, u) = N (r, u) := −Z1(ru)u3 − Z2(ru)u5, ∀r ≥ R+ |t| .
Therefore, by finite speed of propagation we can conclude that solutions to (5.6)
and (3.1) agree on the exterior cone CR := {(t, r) | r ≥ R+ |t|}.
With the above remark in mind, we can now prove Lemma 5.4.
Proof of Lemma 5.4. As always in this section, ~u(t) is our pre-compact trajectory.
We will prove the Lemma first for time t = 0. The proof for all times t ∈ R with
R > R0 independent of t will follow immediately from the pre-compactness of the
set K. We begin by defining truncated initial data, ~uR(0) = (u0,R, u1,R) by
u0,R(r) :=
{
u0(r) for r ≥ R
u0(R) for 0 ≤ r ≤ R
u1,R(r) :=
{
u1(r) for r ≥ R
0 for 0 ≤ r ≤ R
(5.12)
This new, truncated initial data now has small H˙1 ×L2 norm for large R. Indeed,
‖~uR(0)‖H˙1×L2 = ‖~u(0)‖H˙1×L2(r≥R) (5.13)
and so we can choose R0 > 0 large enough so that for all R ≥ R0 we have
‖~uR(0)‖H˙1×L2 ≤ δ ≤ min(δ0, 1) (5.14)
where δ0 is chosen as in Lemma (5.5). By Lemma (5.5) we can associate to ~uR(0) the
solution ~uR(t) to (5.6), which satisfies (5.8) and (5.9). We note that by Remark 14
we have
~uR(t) = ~u(t), ∀(t, r) ∈ CR. (5.15)
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Denote by ~uR,L(t) the free evolution of the data ~uR(0), i.e., ~uR,L(t) := S(t)~uR(0).
By the triangle inequality and (5.15), we have
‖~u(t)‖H˙1×L2(r≥R+|t|) = ‖~uR(t)‖H˙1×L2(r≥R+|t|)
≥ ‖uR,L(t)‖H˙1×L2(r≥R+|t|) − ‖~uR(t)− uR,L(t)‖H˙1×L2(r≥R+|t|)
Applying (5.9) to ~uR(t) and taking R > R0 large enough, we can conclude
‖~uR(t)− uR,L(t)‖H˙1×L2(r≥R+|t|) ≤ ‖~uR(t)− uR,L(t)‖H˙1×L2
. R−1‖~uR(0)‖3H˙1×L2 +R−4‖~uR(0)‖5H˙1×L2
= R−1‖~u(0)‖3
H˙1×L2(r≥R)
+R−4‖~u(0)‖5
H˙1×L2(r≥R)
. R−1‖~u(0)‖3
H˙1×L2(r≥R)
.
Combining the above two inequalities gives
‖~u(t)‖H˙1×L2(r≥R+|t|) ≥ ‖uR,L(t)‖H˙1×L2(r≥R+|t|) − C0R−1‖~u(0)‖3H˙1×L2(r≥R).
Letting t→ ±∞ – the choice determined by Proposition 5.3 – we can use Proposi-
tion 5.3 to give a lower bound for the right-hand side and use Corollary 5.2 to see
that the left-hand-side above goes to zero as |t| → ∞ and deduce the estimate
‖π⊥R~uR(0)‖H˙1×L2(r≥R) . R−1‖~u(0)‖3H˙1×L2(r≥R).
Since ~uR(0) = ~u(0) on {r ≥ R} we in fact have that
‖π⊥R~u(0)‖H˙1×L2(r≥R) . R−1‖~u(0)‖3H˙1×L2(r≥R).
Finally, we can use the orthogonality of the projection πR to expand the right-hand
side
‖π⊥R~u(0)‖H˙1×L2(r≥R) . R−1
(
‖πR~u(0)‖2H˙1×L2(r≥R) + ‖π⊥R~u(0)‖2H˙1×L2(r≥R)
) 3
2
.
To conclude, we simply choose R0 large enough so that we can absorb the π
⊥
R term
on the right-hand-side into the left-hand-side and deduce that
‖π⊥R~u(0)‖H˙1×L2(r≥R) . R−1‖πR~u(0)‖3H˙1×L2(r≥R),
which proves the lemma for t = 0. To see that the inequality holds for all t ∈ R we
note that by the pre-compactness of K we can choose R0 = R0(δ0) so that for all
R ≥ R0 we have
‖~u(t)‖H˙1×L2(r≥R) ≤ min(δ0, 1)
uniformly in t ∈ R. Now we just repeat the entire argument above with truncated
initial data at time t = t0 and R ≥ R0 given by
u0,R,t0(r) :=
{
u(t0, r) for r ≥ R
u0(t0, R) for 0 ≤ r ≤ R
u1,R,t0(r) :=
{
ut(t0, r) for r ≥ R
0 for 0 ≤ r ≤ R
This finishes the proof. 
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5.2. Step 2. Next, we will use the estimates in Lemma 5.4 to deduce the asymp-
totic behavior of ~u(0, r) as r → ∞ that was described in (5.4). We prove the
following lemma.
Lemma 5.6. Let ~u(t) be as in Proposition 5.1. Then there exists ℓ0 ∈ R so that
r3u0(r)→ ℓ0 as r →∞ (5.16)
r
∫ ∞
r
u1(ρ)ρ dρ→ 0 as r →∞ (5.17)
Moreover the above convergence occurs at the rates∣∣r3u0(r) − ℓ0∣∣ = O(r−4) as r →∞ (5.18)∣∣∣∣r
∫ ∞
r
u1(ρ)ρ dρ
∣∣∣∣ = O(r−2) as r →∞ (5.19)
For the proof of Lemma 5.6 it will be convenient to make the following substi-
tutions. Define
v0(t, r) := r
3u(t, r),
v1(t, r) := r
∫ ∞
r
u1(ρ)ρ dρ.
(5.20)
To simplify notation further we will often write v0(r) := v0(0, r) and v1(r) :=
v1(0, r). With these definitions we can compute
‖πR~u(t)‖2H˙1×L2(r≥R) = 3R−3v20(t, R) +R−1v21(t, R)
‖π⊥R~u(t)‖2H˙1×L2(r≥R) =
∫ ∞
R
(
1
r
∂rv0(t, r)
)2
dr +
∫ ∞
R
(∂rv1(t, r))
2
dr
(5.21)
To begin, we rewrite the conclusions of Lemma 5.4 in terms of (v0, v1).
Lemma 5.7. Let (v0, v1) be defined as in (5.20). Then there exists R0 > 0 such
that for all R ≥ R0 we have(∫ ∞
R
(
1
r
∂rv0(t, r)
)2
+ (∂rv1(t, r))
2
dr
) 1
2
. R−1
(
3R−3v20(t, R) +R
−1v21(t, R)
) 3
2
with a constant that is uniform in t ∈ R.
We will use Lemma 5.7 to prove difference estimates. We let δ1 > 0 be a small
number to be determined below so that δ1 ≤ δ20 where δ0 is as in the small data
theory in Lemma 5.5. We also define R1 = R1(δ1) large enough so that for all
R ≥ R1 we have
‖~u(t)‖2
H˙1×L2(r≥R)
≤ δ1 ≤ δ20
R−11 ≤ δ1
(5.22)
Such an R1 exists by the pre-compactness of K.
Corollary 5.8. Let R1 be as above. Then for all R1 ≤ r ≤ r′ ≤ 2r and for all
t ∈ R we have
|v0(t, r)− v0(t, r′)| . r−4 |v0(t, r)|3 + r−1 |v1(t, r)|3 (5.23)
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and
|v1(t, r)− v1(t, r′)| . r−5 |v0(t, r)|3 + r−2 |v1(t, r)|3 (5.24)
with the above estimates holding uniformly in t ∈ R.
We will also use a rewording of Corollary 5.8 which is an immediate consequence
of (5.21) and the definitions of δ1 and R1 = R1(δ1) in (5.22).
Corollary 5.9. Let R1, δ1 be as in (5.22). Then for all r, r
′ with R1 ≤ r ≤ r′ ≤ 2r
and for all t ∈ R we have
|v0(t, r) − v0(t, r′)| . r−1δ1 |v0(t, r)|+ δ1 |v1(t, r)| (5.25)
and
|v1(t, r)− v1(t, r′)| . r−2δ1 |v0(t, r)|+ r−1δ1 |v1(t, r)| (5.26)
with the above estimates holding uniformly in t ∈ R.
Proof of Corollary 5.8. This follows rather directly from Lemma 5.7. For r ≥ R1
and r ≤ r′ ≤ 2r we see that
|v0(t, r) − v0(t, r′)| ≤
(∫ r′
r
|∂rv0(t, ρ)| dρ
)
≤
(∫ r′
r
∣∣∣∣1ρ∂rv0(t, ρ)
∣∣∣∣
2
dρ
) 1
2
(∫ r′
r
ρ2 dρ
) 1
2
. r
3
2
[
r−1
(
3r−3v20(t, r) + r
−1v21(t, r)
) 3
2
]
. r−4 |v0(t, r)|3 + r−1 |v1(t, r)|3
where in the second to last inequality above we used Lemma 5.7. Similarly,
|v1(t, r) − v1(t, r′)| ≤
(∫ r′
r
|∂rv1(t, ρ)| dρ
)
≤
(∫ r′
r
|∂rv0(t, ρ)|2 dρ
) 1
2
(∫ r′
r
dρ
) 1
2
. r
1
2
[
r−1
(
3r−3v20(t, r) + r
−1v21(t, r)
) 3
2
]
. r−5 |v0(t, r)|3 + r−2 |v1(t, r)|3
as desired. 
Next, we can use the difference estimates to provide an upper bound on the
growth rates of v0(t, r) and v1(t, r) as r →∞.
Claim 5.10. Let v0(t, r) and v1(t, r) be as in (5.20). Then
|v0(t, r)| . r 16 (5.27)
|v1(t, r)| . r 16 (5.28)
where again the constants above are uniform in t ∈ R.
40 ANDREW LAWRIE
Proof. We begin by noting that it suffices to prove the claim for t = 0 since the
argument relies solely on estimates in this section that hold uniformly in t ∈ R.
Fix r0 ≥ R1 and observe that by setting r = 2nr0, r′ = 2n+1r0 in the difference
estimates (5.25), (5.26) we have for each n ∈ N,∣∣v0(2n+1r0)∣∣ ≤ (1 + C1(2nr0)−1δ1) |v0(2nr0)|+ C1δ1 |v1(2nr0)| (5.29)∣∣v1(2n+1r0)∣∣ ≤ (1 + C1(2nr0)−1δ1) |v1(2nr0)|+ C1δ1(2nr0)−2 |v0(2nr0)| (5.30)
For clarity of the exposition, we introduce the notation
an := |v0(2nr0)| (5.31)
bn := |v1(2nr0)| (5.32)
Adding (5.29) with (5.30) yields
an+1 + bn+1 ≤ (1 + C1δ1((2nr0)−1 + (2nr0)−2))an + (1 + C1δ1(1 + (2nr0)−1))bn
≤ (1 + 2C1δ1)(an + bn)
Arguing inductively we see that for each n,
(an + bn) ≤ (1 + 2C1δ1)n(a0 + b0)
we now choose δ1 small enough so that (1+2C1δ1) ≤ 2 16 . This allows us to conclude
that
an ≤ C(2nr0) 16
bn ≤ C(2nr0) 16
(5.33)
where the constant C = C(r0) but this does not matter for our purposes since
r0 is fixed. Note that (5.33) proves (5.27) and (5.28) for r = 2
nr0. The general
estimates (5.27) and (5.28) now follow easily by combining (5.33) with the difference
estimates (5.23), (5.24). 
With the bounds on the growth of (v0, v1) proved in the previous claim, we can
now extract a limit. We begin with v1(t, r) as we will need to first show that this
tends to 0 in order to get the correct rate for v0(t, r). We will show this in several
steps. We begin with the following.
Claim 5.11. For each t ∈ R there exists ℓ1(t) ∈ R so that
|v1(t, r)− ℓ1(t)| = O(r−2) as r →∞ (5.34)
where the O(·) above is uniform in t ∈ R.
Proof. As usual, it suffices to show this for t = 0. Let r0 ≥ R1 where R1 is as
in (5.22). Plugging (5.27), (5.28) into the difference estimates (5.24) gives∣∣v1(2n+1r0)− v1(2nr0)∣∣ . (2nr0)−5(2nr0) 12 + (2nr0)−2(2nr0) 12
. (2nr0)
− 3
2
(5.35)
Therefore the series ∑
n
∣∣v1(2n+1r0)− v1(2nr0)∣∣ <∞,
which in turn implies the existence of an ℓ1 ∈ R so that
lim
n→∞
v1(2
nr0) = ℓ1.
EQUIVARIANT ADKINS-NAPPI-SKYRME WAVE MAPS 41
Using again the difference estimates (5.23), (5.24) as well as the growth estimates
allows us to conclude that in fact,
lim
r→∞
v1(r) = ℓ1.
To obtain the rate of convergence, we note that the above also implies that |v1(r)|
is bounded, and hence the same logic that provided (5.35) can be upgraded to give∣∣v1(2n+1r)− v1(2nr)∣∣ . (2nr)−2
for every r large enough. Hence,
|v1(r) − ℓ1| =
∣∣∣∣∣∣
∑
n≥0
(v1(2
n+1r)− v1(2nr))
∣∣∣∣∣∣ . r−2
∑
n≥0
2−2n . r−2
which finishes the proof of the claim. 
Next, we prove that the limit ℓ1(t) is, in fact, independent of t.
Claim 5.12. The function ℓ1(t) in Claim 5.11 is independent of t, i.e., ℓ1(t) = ℓ1
for all t ∈ R.
Proof. Recall that, by definition
v1(t, r) = r
∫ ∞
r
ut(t, ρ) ρ dρ
By Claim (5.11), we then have
ℓ1(t) = r
∫ ∞
r
ut(t, ρ) ρ dρ+O(r
−2) as r→∞
Now, let t1, t2 ∈ R with t1 6= t2. We will show that
ℓ1(t2)− ℓ1(t1) = 0
To see this, we begin by noting that averaging in R ≥ R1 gives
ℓ1(t2)− ℓ1(t1) = 1
R
∫ 2R
R
(
s
∫ ∞
s
(ut(t2, r)− ut(t1, r))r dr
)
ds+O(R−2)
=
1
R
∫ 2R
R
(
s
∫ ∞
s
∫ t2
t1
utt(t, r) dt r dr
)
ds+O(R−2)
Using the fact that ~u(t) is a solution to (3.1), and writing the nonlinearity in (3.1)
as
N (r, u) = −Z1(ru)u3 − Z2(ru)u5
we can rewrite the above integral as
=
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
(rurr(t, r) + 4ur(t, r)) dr
)
ds dt+
+
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
N (r, u(t, r)) dr
)
ds dt+O(R−2)
= A+B +O(R−2)
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To estimate A we integrate by parts twice:
A =
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
1
r3
∂r(r
4ur(t, r)) dr
)
ds dt
= 3
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
ur(t, r) dr
)
ds dt−
∫ t2
t1
1
R
∫ 2R
R
s2ur(t, s) ds dt
= −3
∫ t2
t1
1
R
∫ 2R
R
r u(t, r) dr dt−
∫ t2
t1
1
R
∫ 2R
R
r2 ur(t, r) dr dt
= −
∫ t2
t1
1
R
∫ 2R
R
r u(t, r) dr dt+
∫ t2
t1
(Ru(t, R)− 2Ru(t, 2R)) dt
(5.36)
To control the last line above we recall that by the definition of v0(t, r) and (5.27)
we have
r3 |u(t, r)| := |v0(t, r))| . r 16 (5.37)
uniformly in t ∈ R, and hence |u(t, r)| . r− 176 uniformly in t ∈ R. Plugging this
into the last line in the estimate for A yields,
A = |t2 − t1|O(R− 116 )
To estimate B we use (5.37) and the rough estimates for the size of |N (u)| implied
by (3.5) to see that for r > R1 we have
|N (r, u(t, r))| . |u(t, r)|3 + |u(t, r)|5 . r− 172 . r−8
Therefore,
B .
∫ t2
t1
1
R
∫ 2R
R
(
s
∫ ∞
s
r−8 dr
)
ds dt = |t2 − t1|O(r−6)
Putting this all together gives
|ℓ1(t2)− ℓ1(t1)| = O(R− 116 ) as R→∞
which implies that ℓ1(t1) = ℓ1(t2) as desired. 
The next step is to show that ℓ1 = 0.
Claim 5.13. ℓ1 = 0.
Proof. Suppose ℓ1 6= 0. We know that for all R ≥ R1 and for all t ∈ R we have
R
∫ ∞
R
ut(t, r) r dr = ℓ1 + O(R
−2),
where O(·) is uniform in t. Therefore, by taking R large, the left-hand side above
has the same sign as ℓ1, for all t. Thus we can choose R ≥ R1 large enough so that
for all t ∈ R, ∣∣∣∣R
∫ ∞
R
ut(t, r) r dr
∣∣∣∣ ≥ |ℓ1|2 .
Integrating from t = 0 to t = T gives∣∣∣ ∫ T
0
R
∫ ∞
R
ut(t, r) r dr dt
∣∣∣ ≥ T |ℓ1|
2
.
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However, we integrate in t on the left-hand side and use (5.37) to obtain∣∣∣∣∣R
∫ ∞
R
∫ T
0
ut(t, r) r dt dr
∣∣∣∣∣ =
∣∣∣∣R
∫ ∞
R
(u(T, r)− u(0, r)) r dr
∣∣∣∣
. R
∫ ∞
R
r−
11
6 dr . R
1
6 .
Therefore for fixed large R we have
T
|ℓ1|
2
. R
1
6 ,
which gives a contradiction by taking T large enough. 
We can now finish the proof of Lemma 5.6.
Proof of Lemma 5.6. We note that combining the results of Claims 5.11, 5.12, 5.13,
we have established (5.17) and (5.19), namely that
|v1(r)| = O(r−2) as r→ 0. (5.38)
It therefore remains to show that there exists ℓ0 ∈ R so that
|v0(r) − ℓ0| = O(r−4) as r→∞. (5.39)
To prove this, we plug (5.38) along with the growth estimates (5.27) into the dif-
ference estimate (5.23). We see that for fixed r0 ≥ R1 and all n ∈ N we have∣∣v0(2n+1r0)− v0(2nr0)∣∣ . (2nr0)−4(2nr0) 12 + (2nr0)−1(2nr0)−6
. (2nr0)
− 7
2 .
Therefore the series ∑
n
∣∣v0(2n+1r0)− v0(2nr0)∣∣ <∞,
which in turn implies the existence of an ℓ0 ∈ R so that
lim
n→∞
v0(2
nr0) = ℓ0.
Using again the difference estimates (5.23) and the fact that |v1(r)| → 0 allows us
to conclude that in fact,
lim
r→∞
v0(r) = ℓ0.
To obtain the rate of convergence, we note that the above also implies that |v0(r)|
is bounded, and hence the difference estimate can be upgraded to∣∣v0(2n+1r)− v0(2nr)∣∣ . (2nr)−4
which holds for every r ≥ R1. Hence,
|v0(r) − ℓ0| =
∣∣∣∣∣∣
∑
n≥0
(v1(2
n+1r) − v1(2nr))
∣∣∣∣∣∣ . r−4
∑
n≥0
2−4n . r−2,
which finishes the proof. 
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5.3. Step 3. We complete the proof of Proposition 5.1 by showing that ~u(t, r) ≡
(0, 0). We separate the argument into two cases depending on whether the number
ℓ0 in Lemma 5.6 is zero or nonzero.
Case 1: ℓ0 = 0 implies ~u(t) ≡ (0, 0):
We formulate this step as a lemma:
Lemma 5.14. Let ~u(t) be as in Proposition 5.1 and let ℓ0 ∈ R be as in Lemma 5.6.
If ℓ0 = 0 then ~u(t) ≡ (0, 0).
To prove the lemma, we will first establish the following claim, which says that
if ℓ0 = 0 then (u0, u1) must be compactly supported. We then show that the
only solution with pre-compact trajectory and compactly supported initial data is
necessarily ~u(t) = (0, 0).
Claim 5.15. Let ℓ0 be as in Lemma 5.6. If ℓ0 = 0 then (u0, u1) is compactly
supported.
Proof. We being by noting that the assumption ℓ0 = 0 implies that for r ≥ R1,
|v0(r)| = O(r−4) as r →∞
|v1(r)| = O(r−2) as r →∞
(5.40)
This means that for r0 ≥ R1 we have
|v0(2nr0)|+ |v1(2nr0)| . (2nr0)−4 + (2nr0)−2 (5.41)
On the other hand, the difference estimates (5.23) and (5.24) together with (5.40)
give ∣∣v0(2n+1r0)∣∣ ≥ (1− C1(2nr0)−12) |v0(2nr0)| − C1(2nr0)−5 |v1(2nr0)|∣∣v1(2n+1r0)∣∣ ≥ (1− C1(2nr0)−6) |v0(2nr0)| − C1(2nr0)−13 |v1(2nr0)|
For large r0 we can combine the above estimates to obtain∣∣v0(2n+1r0)∣∣+ ∣∣v1(2n+1r0)∣∣ ≥ (1− 2C1r−50 )(|v0(2nr0)|+ |v1(2nr0)|)
Fixing r0 large enough so that 2C1r
−5
0 <
1
4 and arguing inductively we conclude
that
(|v0(2nr0)|+ |v1(2nr0)|) ≥
(
3
4
)n
(|v0(r0)|+ |v1(r0)|)
Now, use (5.41) to estimate the left-hand-side above to get(
3
4
)n
(|v0(r0)|+ |v1(r0)|) . 2−2nr−20
which, in turn means that
3n(|v0(r0)|+ |v1(r0)|) . 1,
which is impossible unless (v0(r0), v1(r0)) = (0, 0). Hence,
~v(r0) := (v0(r0), v1(r0)) = (0, 0).
To turn this into a statement about (u0, u1) we note that (5.21) implies that
‖πr0~u(0)‖H˙1×L2(r≥r0) = 0.
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By Lemma 5.4 we can also then deduce that
‖π⊥r0~u(0)‖H˙1×L2(r≥r0) = 0,
and hence
‖~u(0)‖H˙1×L2(r≥r0) = 0,
which concludes the proof since limr→∞ u0(r) = 0. 
Proof of Lemma 5.14. Assume that ℓ0 = 0. Then, by Claim 5.15, (u0, u1) is com-
pactly supported. We assume that (u0, u1) 6≡ (0, 0) and argue by contradiction. In
this case we define ρ0 > 0 by
ρ0 := inf{ρ : ‖~u(0)‖H˙1×L2(r≥ρ) = 0}
Let ε > 0 be a small number to be determined below. Choose ρ1 = ρ1(ε) so that
1
2ρ0 < ρ1 < ρ0 so that
0 < ‖~u(0)‖2
H˙1×L2(r≥ρ1)
≤ ε ≤ δ21
where δ1 is as in (5.22). With (v0, v1) as in (5.20) we have
3ρ−31 v
2
0(ρ1) + ρ
−1
1 v
2
1(ρ1) +
∫ ∞
ρ1
(
1
r
∂rv0(r)
)2
dr +
∫ ∞
ρ1
(∂rv1(r))
2
dr =
= ‖πρ1~u(0)‖2H˙1×L2(r≥ρ1) + ‖π
⊥
ρ1~u(0)‖2H˙1×L2(r≥ρ1)
= ‖~u(0)‖2
H˙1×L2(r≥ρ1)
< ε
(5.42)
We also record the result of Lemma 5.7 with R = ρ1:(∫ ∞
ρ1
[(
1
r
∂rv0(r)
)2
+ (∂rv1(r))
2
]
dr
) 1
2
. ρ
− 11
2
1 |v0(ρ1)|3 + ρ−
5
2
1 |v1(ρ1)|3 (5.43)
Since v0(ρ0) = v1(ρ0) = 0 we can argue as in Corollary 5.8 and Corollary 5.9 to
obtain
|v0(ρ1)| = |v0(ρ1)− v0(ρ0)| ≤ C1 ε (|v0(ρ1)|+ |v1(ρ1)|)
|v1(ρ1)| = |v1(ρ1)− v1(ρ0)| ≤ C2 ε (|v0(ρ1)|+ |v1(ρ1)|)
where here we have used that 12ρ0 < ρ1 < ρ0 to obtain constants C1, C2 which
depend only ρ0 which is fixed, and the uniform constant in (5.43), but not on ε.
Putting the above estimates together yields
(|v0(ρ1)|+ |v1(ρ1)|) ≤ C3ε(|v0(ρ1)|+ |v1(ρ1)|) (5.44)
which implies that |v0(ρ1)| = |v1(ρ1)| = 0 by taking ε > 0 small enough. By (5.43)
and the equalities in (5.42) we can deduce that
‖~u(0)‖H˙1×L2(r≥ρ1) = 0
which contradicts the definition of ρ0 since ρ1 < ρ0. 
This completes the proof in the case that ℓ0 = 0. We now proceed to examine
the case when ℓ0 6= 0.
Case 2: ℓ0 6= 0 is impossible:
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In this final part of the rigidity argument we show that the case ℓ0 6= 0 is impossible.
In fact, we prove that if ℓ0 6= 0 then the solution to equation (1.6) given by ψ(t, r) =
ru(t, r) is equal to a nonzero stationary solution, ϕℓ0 , of (2.2). However, we know
by Proposition 2.2 that (ϕℓ0 , 0) 6∈ E0 for any ℓ0 6= 0, which is a contradiction since
by construction our critical element ~u(t) ∈ H and hence ~ψ(t) ∈ E0 by (3.3).
The main idea will be to linearize about the elliptic solution ϕℓ0 given by Proposi-
tion 2.2 with the same spacial asymptotic behavior as our critical data ~ψ(0) = r~u(0).
In the previous steps we have shown that
r3u0(r) = ℓ0 +O(r
−4) as r→∞.
Since ψ0(r) := ru0(r) we then have
ψ0(r) = ℓ0r
−2 +O(r−6) as r →∞.
Now, let ϕℓ0(r) be given as in Proposition 2.2, which means that ϕℓ0 solves the
elliptic equation (2.2) and satisfies
ϕℓ0(r) = ℓ0r
−2 +O(r−6) as r →∞.
We then define ~uℓ0(0) = (uℓ0,0, uℓ0,1) by
uℓ0,0(r) :=
1
r
(ψ0(r) − ϕℓ0(r))
uℓ0,1(r) :=
1
r
ψ1(r)
(5.45)
For each t ∈ R we also define
uℓ0(t, r) :=
1
r
(ψ(t, r) − ϕℓ0(r)) (5.46)
where of course ψ(t, r) = ru(t, r). We can record several properties of ~uℓ0 =
(uℓ0 , ∂tuℓ0). By construction we have
vℓ0,0(r) := r
3uℓ0,0(r) = O(r
−4) as r →∞
vℓ0,1(r) := r
∫ ∞
r
uℓ0,1(ρ)ρ, dρ = O(r
−2) as r→∞ (5.47)
Also, using that ~ψ(t) solves (1.6) and ϕℓ0 solves (2.2) we can deduce that ~uℓ0(t)
satisfies the equation
∂ttuℓ0 − ∂rruℓ0 −
4
r
∂ruℓ0 = −V1(r, ϕℓ0)u− V2(r, ϕℓ0)u
+N1(r, ϕℓ0 , uℓ0) +N2(r, ϕℓ0 , uℓ0)
(5.48)
where we have the estimates
|V1(r, ϕℓ0)| . r−2 |ϕℓ0 |2
|V2(r, ϕℓ0)| . r−4 |ϕℓ0 |4
|N1(r, ϕℓ0 , uℓ0)| . r−3 |ϕℓ0 | |ruℓ0 |2 + |uℓ0 |3
|N2(r, ϕℓ0 , uℓ0)| . r−5 |ϕℓ0 |3 |ruℓ0 |2 + r−5 |ϕℓ0 |2 |ruℓ0 |3
+ r−5 |ϕℓ0 | |ruℓ0 |4 + |uℓ0 |5
(5.49)
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The form of the right-hand-side of (5.48) and the above estimates can be proved
by reducing the terms
sin 2(ϕℓ0 + ruℓ0)− 2(ϕℓ0 + ruℓ0)− sin 2ϕℓ0 + 2ϕℓ0
r3
f(ϕℓ0 + ruℓ0)− f(ϕℓ0)
r5
where f(x) := (x− cosx sinx)(1 − cos(2x), using trigonometric identities.
The crucial point is that by construction ~uℓ0 inherits the compactness prop-
erty (5.2) from ~ψ(t) since ϕℓ0 is stationary. By this we mean that the trajectory,
K˜ := {~uℓ0(t) | t ∈ R}
is pre-compact in H˙1 × L2(R5) and hence for each R > 0 we have
‖~uℓ0(t)‖H˙1×L2(r≥R+|t|) → 0 as |t| → ∞ (5.50)
With this set-up we are in position to prove, much as in the ℓ0 = 0 case that we
must have ~uℓ0 ≡ (0, 0). In particular, we prove the following lemma.
Lemma 5.16. Suppose ℓ0 6= 0. Define ~uℓ0 as in (5.45), (5.46). Then, ~uℓ0 ≡ (0, 0),
i.e., ~ψ(0) = (ϕℓ0 , 0) where ϕℓ0 is given by Proposition 2.2 and therefore
~ψ(0) 6∈ E0.
The argument that we will use to prove Lemma 5.16 is very similar to the
argument we presented in the previous steps which finished in the case ℓ0 = 0. Due
to similar nature of the proof we will omit many details here.
Although we already have established the asymptotic behavior of ~uℓ0 given
in (5.47), we recall that the driving force behind the entire argument in the previous
steps was the estimate (5.5), which gave a quantitative restriction on how close ~u(0)
had to be to the plane P (R). We will prove a similar estimate here for ~uℓ0 and for
this we will need to modify the Cauchy problem (5.48) on the interior of the cone
{r ≤ R + |t|} for large R. Similar to the argument in [19] we alter the potential
terms and nonlinearity in (5.48). In particular, for each R > 0 we define ϕℓ0,R by
ϕℓ0,R(t, r) :=
{
ϕℓ0(R + |t|) for 0 ≤ r ≤ R+ |t|
ϕℓ0(r) for r ≥ R+ |t|
(5.51)
Next, we set
V1,R(t, r) :=
{
V1(R + |t| , ϕℓ0,R) for 0 ≤ r ≤ R + |t|
V1(r, ϕℓ0,R) for r ≥ R+ |t|
V2,R(t, r) :=
{
V2(R + |t| , ϕℓ0,R) for 0 ≤ r ≤ R + |t|
V2(r, ϕℓ0,R) for r ≥ R+ |t|
as well as
N1,R(t, r, w) :=
{
N1(R+ |t| , ϕℓ0,R, w) for 0 ≤ r ≤ R + |t|
N1(r, ϕℓ0,R, w) for r ≥ R+ |t|
N2,R(t, r, w) :=
{
N2(R+ |t| , ϕℓ0,R, w) for 0 ≤ r ≤ R + |t|
N2(r, ϕℓ0,R, w) for r ≥ R+ |t|
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Note that for R large enough we have, using (2.4) and (5.49), that
|V1,R(t, r)| .
{
(R+ |t|)−6 for 0 ≤ r ≤ R+ |t|
r−6 for r ≥ R + |t| (5.52)
|V2,R(t, r)| .
{
(R+ |t|)−12 for 0 ≤ r ≤ R+ |t|
r−12 for r ≥ R+ |t| (5.53)
|N1,R(t, r, w)| .
{
(R+ |t|)−3 |w|2 + |w|3 for 0 ≤ r ≤ R+ |t|
r−3 |w|2 + |w|3 for r ≥ R+ |t| (5.54)
|N2,R(t, r, w)| .


(R+ |t|)−9 |w|2 + (R+ |t|)−6 |w|3
+(R+ |t|)−3 |w|4 + |w|5 for 0 ≤ r ≤ R+ |t|
r−9 |w|2 + r−6 |w|3 + r−3 |w|4 + |w|5
for r ≥ R+ |t|
(5.55)
We consider a modified Cauchy problem in R1+5. As in the set-up for Lemma 5.5
we fix a smooth function χ ∈ C∞([0,∞)) where χ(r) = 1 for r ≥ 1 and χ(r) = 0 on
r ≤ 1/2. Then set χR(r) := χ(r/R) and for each R > 0 we consider the modified
Cauchy problem:
wtt − wrr − 4
r
wr =MR(t, r, w) (5.56)
MR(t, r, w) := −χRV1,R(t, r)w − χRV2,R(t, r)w + χRN1,R(t, r, w) + χRN2(t, r, w)
~w(0) = (w0, w1) ∈ H˙1 × L2(R5)
The point here is that we have introduced additional decay and in particular, time
integrability into the potential terms which will allow these to be treated pertur-
batively in the small data theory given in the following lemma. We have also in-
troduced the cut-off χR which removes the supercritical nature of the nonlinearity.
This will allow us to treat the right-hand-side perturbatively in the energy space.
This is an analog of Lemma 5.5 where here we have linearized about a nontrivial
elliptic solution ϕℓ0 . First we recall the definition of the norm Z(I) from (5.7):
‖~w‖Z(I) = ‖w‖
L
7
3
t (I;L
14
3
x (R5))
+ ‖~w(t)‖L∞t (I;H˙1×L2)
Lemma 5.17. There exists R2 > 0 and there exists δ2 > 0 small enough so that
for all R > R2 and all initial data ~w(0) = (w0, w1) ∈ H˙1 × L2(R5) with
‖~w(0)‖H˙1×L2(R5) < δ2
there exists a unique global solution ~w(t) ∈ H˙1 × L2 to (5.56). In addition ~w(t)
satisfies
‖w‖Z(R)) . ‖~w(0)‖H˙1×L2(R5) . δ2 (5.57)
Moreover, if we denote the free evolution with the same data by hL(t) := S(t)~h(0) ∈
H˙1 × L2(R5), then we have
sup
t∈R
‖~w(t)− ~wL(t)‖H˙1×L2 . R−4‖~w(0)‖H˙1×L2 +R−5/2‖~w(0)‖2H˙1×L2
+R−1‖~w(0)‖3
H˙1×L2
+R−11/2‖~w(0)‖4
H˙1×L2
+R−4‖~w(0)‖5
H˙1×L2
(5.58)
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Proof. The proof is very similar to the proof of Lemma 5.5 and we give a sketch
here. The small data well-posedness theory, including the estimate (5.57) follows
from the usual contraction mapping and continuity arguments based on Strichartz
estimates. To prove (5.58) we note that by Duhamel and Strichartz we have
‖~w(t)− ~wL(t)‖H˙1×L2 . ‖MR(·, ·, w)‖L1tL2x(R1+5)
Hence it suffices to control the right-hand-side above by the right-hand-side of (5.58).
For the linear-in-w terms we have
‖(V1,R + V2,R)χRw‖L1tL2x . ‖(V1,R + V2,R)‖L 74 L 72 ‖χRw‖L 73 L 143
Next, combining (5.52) and (5.53) we can estimate
‖(V1,R + V2,R)χRw‖
L
7
2
x
.
(∫ R+|t|
0
(R+ |t|)−21 r4 dr +
∫ ∞
R+|t|
r−21 r4 dr
) 2
7
. (R+ |t|)− 327
Hence,
‖(V1,R + V2,R)‖
L
7
4 L
7
2
.
(∫
R
(R+ |t|)−8 dt
) 4
7
. R−4
The quadratic-in-w terms are handled similarly. Finally, for the cubic, quartic, and
quintic terms in the nonlinearity, one also has to use the Strauss estimate (5.10)
together with the point wise estimates (5.54) and (5.55) and argue as the proof
of Lemma 5.5. For the cubic and quintic terms the proof is identical to the argu-
ment in Lemma 5.5 and we see the identical R−1 and R−4 decay in (5.58) as we
obtained (5.9). To estimate the quartic term in the nonlinearity we use (5.55) to
argue as follows:∥∥∥((R + |t|)−31{r≤R+|t|} + r−31{r≥R+|t|})χR |w|4∥∥∥
L1tL
2
x
. R−3‖χR |w|4 ‖L1tL2x .
Now, we again argue as in the proof of Lemma 5.5, using the Strauss estimate, (5.10),
to obtain
R−3‖χR |w|4 ‖L2 . sup
r≥R
|w(t, r)| 53 ‖w(t)‖ 73
L
14
3
. R−11/2‖w(t)‖ 53
H˙1
‖w(t)‖ 73
L
14
3
.
Integrating in time we can then conclude
‖R−3‖χR |w|4 ‖L2x‖L1t . R−11/2‖w‖4Z(R) . R−11/2‖~w(0)‖4H˙1×L2 ,
where the last estimate follows from (5.57). 
With Lemma 5.17 we can now argue exactly as in the proof of Lemma 5.4 to
establish:
Lemma 5.18. There exists R2 > 0 so that for all R > R2 and for all t ∈ R we
have
‖π⊥R~uℓ0(t)‖H˙1×L2(r≥R) . R−4‖πR~uℓ0(t)‖H˙1×L2(r≥R) +R−
5
2 ‖πR~uℓ0(t)‖2H˙1×L2(r≥R)
+R−1‖πR~uℓ0(t)‖3H˙1×L2(r≥R) +R−11/2‖πR~uℓ0(t)‖4H˙1×L2(r≥R)
+R−4‖πR~uℓ0(t)‖5H˙1×L2(r≥R)
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where P (R) := {(c1r−3, c2r−3) |, c1, c2 ∈ R}, πR denotes orthogonal projection onto
P (R) and π⊥R denotes orthogonal projection onto the orthogonal complement of the
plane P (R) in the space H˙1 × L2(r > R)(R5). We remark that the constant above
is uniform in t ∈ R.
The next step in the proof of Lemma 5.16 is to prove that (∂ruℓ0,0, uℓ0,1) is
compactly supported.
Claim 5.19. Let ~uℓ0 be as in (5.45). Then (∂ruℓ0,0, uℓ0,1) must be compactly sup-
ported.
Proof of Claim 5.19. To prove the claim, we pass to the ~vℓ0 formulation. With
(vℓ0,0, vℓ0,1) defined as in (5.47) we can conclude that for all R > R2 large enough
we have∫ ∞
R
(
1
r
∂rvℓ0,0(r)
)2
dr +
∫ ∞
R
(∂rvℓ0,1(r))
2 dr . R−19v2ℓ0,0(R) +R
−11v4ℓ0,0(R)
+R−11v6ℓ0,0(R) +R
−23v8ℓ,0(R) +R
−31v10ℓ,0(R) +R
−17v2ℓ0,1(R)
+R−7v4ℓ0,1(R) +R
−5v6ℓ0,1(R) +R
−15v8ℓ0,1(R) +R
−21v10ℓ0,1(R)
. R−11(v2ℓ0,0(R) + v
2
ℓ0,1(R))
(5.59)
where the first inequality follows by rewriting the conclusion of Lemma 5.18 in
terms of ~vℓ0 = (vℓ0,0, vℓ0,1) by using (5.21), and the last line following from the
known decay estimates in (5.47).
Next, arguing as in the proof of Corollary 5.8, we can establish difference esti-
mates. Indeed, for all R2 ≤ r ≤ r′ ≤ 2r we obtain
|vℓ0,0(r) − vℓ0,0(r′)| . r−4(v2ℓ0,0(r) + v2ℓ0,1(r))
1
2 ,
|vℓ0,1(r) − vℓ0,1(r′)| . r−5(v2ℓ0,0(r) + v2ℓ0,1(r))
1
2 .
(5.60)
In terms of the vector ~vℓ0 = (vℓ0,0, vℓ0,1), where
|~vℓ0(r)| := (v2ℓ0,0(r) + v2ℓ0,1(r))
1
2
we then have
|~vℓ0(r)− ~vℓ0(r′)| . r−4 |~vℓ0(r)| . (5.61)
Using the triangle inequality we can then deduce that for fixed r0 ≥ R2 large enough
we have ∣∣~vℓ0(2n+1r0)∣∣ ≥ 34 |~vℓ0(2nr0)| .
Iterating this, we see that for each n,
|~vℓ0(2nr0)| ≥
(
3
4
)n
|~vℓ0(r0)| .
On the other hand, by (5.47) we have
|~vℓ0(2nr0)| . (2nr0)−2.
Putting together the last two lines we get
3n |~vℓ0(r0)| . 1,
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which implies that ~vℓ0(r0) = (0, 0). Inserting this into (5.59) gives∫ ∞
r0
(
1
r
∂rvℓ0,0(r)
)2
dr +
∫ ∞
r0
(∂rvℓ0,1(r))
2 dr = 0.
Therefore,
‖~uℓ0‖2H˙1×L2(r≥r0) =
=
∫ ∞
r0
(
1
r
∂rvℓ0,0(r)
)2
dr+
∫ ∞
r0
(∂rvℓ0,1(r))
2 dr+3r−30 v
2
ℓ0,0(r0)+r
−1
0 v
2
ℓ0,1(r0) = 0
which means that (∂ruℓ0,0, uℓ0,1) is compactly supported. 
We can now finish the proof of Lemma 5.16 by showing that ~uℓ0 = (0, 0).
Proof of Lemma 5.16. The proof is nearly identical to the proof of Lemma 5.14.
Suppose
(∂ruℓ0,0, uℓ0,1) 6= (0, 0)
and we argue by contradiction. By Claim 5.19, (∂ruℓ0,0, uℓ0,1) is compactly sup-
ported. Then we can define ρ0 > 0 by
ρ0 := inf{ρ : ‖~uℓ0‖H˙1×L2(r≥ρ) = 0}
Let ε > 0 be a small number to be determined below. Choose ρ1 = ρ1(ε) so that
1
2
ρ0 < ρ1 < ρ0, and ρ0 − ρ1 < ε, (5.62)
0 < ‖~uℓ0(0)‖2H˙1×L2(r≥ρ1) < δ
2
2 (5.63)
where δ2 is as in Lemma 5.17. With (v0, v1) as in (5.20) we have
3ρ−31 v
2
ℓ0,0(ρ1) + ρ
−1
1 v
2
ℓ0,1(ρ1) +
∫ ∞
ρ1
(
1
r
∂rvℓ0,0(r)
)2
dr +
∫ ∞
ρ1
(∂rvℓ0,1(r))
2
dr =
= ‖πρ1~uℓ0(0)‖2H˙1×L2(r≥ρ1) + ‖π
⊥
ρ1~uℓ0(0)‖2H˙1×L2(r≥ρ1)
= ‖~uℓ0(0)‖2H˙1×L2(r≥ρ1) < δ
2
2
(5.64)
Setting R = ρ1 in (5.59) we obtain(∫ ∞
ρ1
[(
1
r
∂rvℓ0,0(r)
)2
+ (∂rvℓ0,1(r))
2
]
dr
) 1
2
. ρ
− 11
2
1
(
|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2
) 1
2
. ρ
− 11
2
0
(
|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2
) 1
2
(5.65)
where we have used our assumption that 12ρ0 < ρ1 < ρ0 in the last line above.
Since vℓ0,0(ρ0) = vℓ0,1(ρ0) = 0 we can argue as in Corollary 5.8 and Corollary 5.9
to obtain
|vℓ0,0(ρ1)|2 = |vℓ0,0(ρ1)− vℓ0,0(ρ0)|2 ≤ C1 ε3 (|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2)
|vℓ0,1(ρ1)|2 = |vℓ0,1(ρ1)− vℓ0,1(ρ0)|2 ≤ C2 ε (|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2)
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where the constants C1, C2 depend only ρ0 which is fixed, and the uniform constant
in (5.65), but not on ε. Putting the above estimates together yields
(|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2) ≤ C3ε(|vℓ0,0(ρ1)|2 + |vℓ0,1(ρ1)|2), (5.66)
which implies that |vℓ0,0(ρ1)| = |vℓ0,1(ρ1)| = 0 by taking ε > 0 small enough.
By (5.65) and the equalities in (5.64) we can deduce that
‖~uℓ0(0)‖H˙1×L2(r≥ρ1) = 0,
which contradicts the definition of ρ0 since ρ1 < ρ0. Therefore, (∂ruℓ0,0, uℓ0,1) =
(0, 0) Since uℓ0(r) → 0 as r → ∞ we can also conclude that (uℓ0,0, uℓ0,1) = (0, 0).

5.4. Proof of Proposition 5.1 and Proof of Theorem 1.1. For clarity, we
summarize what we have done in the proof of Proposition 5.1.
Proof of Proposition 5.1. Let ~u(t) be a solution to (3.1) and suppose that the tra-
jectory
K = {~u(t) | t ∈ R}
is pre-compact in H. We recall that
r~u(t, r) = ~ψ(t, r)
where ~ψ(t) ∈ E0 is a solution to, (1.6). By Lemma 5.6 there exists ℓ0 ∈ R so that∣∣r3u0(r) − ℓ0∣∣ = O(r−4) as r →∞ (5.67)∣∣∣∣r
∫ ∞
r
u1(ρ)ρ dρ
∣∣∣∣ = O(r−2) as r →∞ (5.68)
If ℓ0 6= 0 then by Lemma 5.16, ~ψ(0) = (ψ0, ψ1) = (ϕℓ0(r), 0) where ϕℓ0 is the
nonzero solution to (2.2) given by Proposition 2.2 with α = ℓ0. However, this is
impossible since ϕℓ0 6∈ E0, while on the other hand we know that ~u(0) ∈ H implies
~ψ ∈ E0 by (3.3) and (3.4).
Hence, ℓ0 = 0. Then by Lemma 5.14 we can conclude that ~u(0) = (0, 0), which
proves Proposition 5. 
The proof of Theorem 1.1 is now complete. We conclude by summarizing the
argument.
Proof of Theorem 3.2 and hence of Theorem 1.1. Suppose that Theorem 3.2 fails.
Then by Corollary 4.5 there exists a critical element, that is, a nonzero solution
~u∞(t) ∈ H to (3.1) such that the trajectory K = {~u∞(t) | t ∈ R} is pre-compact in
H. However, Proposition 5.1 implies that any such solution is necessarily identically
equal to (0, 0), which contradicts the fact that the critical element ~u∞(t) is by
construction, nonzero. 
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