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Complexite´ des bore´liens a` coupes de´nombrables.
Dominique LECOMTE
Fund. Math. 165 (2000), 139-174
Re´sume´. Nous donnons, pour chaque niveau de complexite´ Γ, une caracte´risation du type “test d’Hurewicz” des bore´liens
d’un produit de deux espaces polonais ayant toutes leurs coupes de´nombrables ne pouvant pas eˆtre rendus Γ par changement
des deux topologies polonaises.
1 Introduction.
Cet article fait suite a` une e´tude entame´e dans [Le1], [Le2] et [Le3]. Il a pour objet de re´pondre a`
une conjecture faite dans ce dernier, et peut pour l’essentiel eˆtre lu inde´pendamment de ces articles.
Cependant, la lecture pre´alable de ces articles peut e´clairer plusieurs points techniques pre´sents dans
les arguments de´veloppe´s ici. Ces travaux se situent dans le cadre de la the´orie descriptive des ensem-
bles. Je renvoie le lecteur a` [Ku] pour les notions de base de the´orie descriptive classique et a` [Mo]
pour les notions de the´orie descriptive effective. Pour de´terminer la complexite´ exacte d’un bore´lien,
on est amene´ a` montrer qu’il n’est pas d’une classe de Baire donne´e. Le the´ore`me d’Hurewicz,
rappele´ ci-dessous, donne un crite`re pour la classe des Gδ (cf [SR]) :
The´ore`me. Soient X un espace polonais et A un bore´lien de X. Les conditions suivantes sont
e´quivalentes :
(a) Le bore´lien A n’est pas Π02.
(b) Il existe une injection continue u : 2ω → X telle que
u−1(A) = {α ∈ 2ω / ∃ n ∀m ≥ n α(m) = 0}.
Cet exemple des suites nulles a` partir d’un certain rang peut eˆtre remplace´ par n’importe quel
ensemble infini de´nombrable sans point isole´ de 2ω. Il est appele´ “test d’Hurewicz” pour la classe des
Gδ . Ce the´ore`me a e´te´ ge´ne´ralise´ aux autres classes de Baire par A. Louveau et J. Saint Raymond (cf
[Lo-SR]).
On s’inte´resse ici a` une hie´rarchie analogue a` celle de Baire, sauf qu’au lieu de partir des ouverts-
ferme´s d’un espace polonais de dimension 0, on part des produits de deux bore´liens, chacun d’entre
eux e´tant inclus dans un espace polonais. L’analogie devient plus claire quand on sait qu’e´tant donne´s
un espace polonais X et un bore´lien A de X, on peut trouver une topologie polonaise plus fine que
la topologie initiale sur X (topologie ayant donc les meˆmes bore´liens), de dimension 0, et qui rende
A ouvert-ferme´. Pour notre proble`me, le fait de travailler dans les espaces de dimension 0 n’est donc
pas une restriction re´elle. La de´finition qui suit apparaıˆt alors naturelle.
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De´finition. Soient X et Y des espaces polonais, et A un bore´lien de X × Y . Si Γ est une classe
de Baire, on dira que A est potentiellement dans Γ (ce qu’on notera A ∈ pot(Γ)) s’il existe des
topologies polonaises de dimension 0, σ (sur X) et τ (sur Y ), plus fines que les topologies initiales,
telles que A, conside´re´ comme partie de (X,σ) × (Y, τ), soit dans Γ.
La motivation pour l’e´tude de ces classes de Wadge potentielles trouve son origine dans l’e´tude
des relations d’e´quivalence bore´liennes, et plus pre´cise´ment dans l’e´tude du pre´-ordre suivant sur la
collection des relations d’e´quivalence bore´liennes de´finies sur un espace polonais :
E ≤ F ⇔ ∃ f bore´lienne E = (f × f)−1(F ).
A l’aide de la notion de classe de Wadge potentielle, A. Louveau montre dans [Lo3] que la collec-
tion des relations d’e´quivalence Σ0ξ n’est pas co-finale, et il en de´duit qu’il n’existe pas de relation
maximum pour ≤.
On cherche a` e´tablir des re´sultats analogues au the´ore`me d’Hurewicz pour les classes de Baire
potentielles. Le re´sultat principal de cet article e´tablit l’analogue du the´ore`me d’Hurewicz pour la
classe des ensembles potentiellement Gδ. Dans [Le3], il y a la
Conjecture. Il existe un bore´lien B de 2ω × 2ω , tel que pour tous espaces polonais X et Y , et pour
tout bore´lien A de X × Y a` coupes verticales de´nombrables, on a l’e´quivalence entre les conditions
suivantes :
(a) Le bore´lien A n’est pas pot(Π02).
(b) Il existe des fonctions continues u : 2ω → X et v : 2ω → Y telles que B ∩ (u× v)−1(A) = B.
L’essentiel de cet article va consister a` analyser les bore´liens non pot(Π02) ayant leurs coupes
horizontales et verticales de´nombrables pour arriver progressivement a` montrer le
The´ore`me 7. Il existe un bore´lien B de ωω × ωω, tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y dont les coupes horizontales et verticales sont de´nombrables, on a
l’e´quivalence entre les conditions suivantes :
(a) Le bore´lien A n’est pas pot(Π02).
(b) Il existe u : ωω → X et v : ωω → Y , home´omorphismes sur leurs images, tels que l’on ait
B ∩ (u× v)−1(A) = B.
Ce bore´lien B sera une “version uniforme” du test d’Hurewicz, c’est-a`-dire un ensemble dont
toutes les coupes verticales sont infinies de´nombrables sans point isole´. Plus pre´cise´ment, B sera
re´union de´nombrable de graphes d’home´omorphismes de domaine ouvert-ferme´. On verra aussi
qu’essentiellement, dans tout bore´lien ayant ses coupes horizontales et verticales de´nombrables et
n’e´tant pas pot(Π02), on peut trouver, a` un changement de topologie pre`s, une telle re´union se re´duisant
a` A au sens du the´ore`me 7. On cherchera entre autres a` re´duire de telles re´unions entre elles.
L’hypothe`se de de´nombrabilite´ des coupes dans le the´ore`me 7 peut sembler moins naturelle que
par exemple l’hypothe`se “A est pot(Σ02)”. Mais cette dernie`re n’est pas suffisante. En effet, les
bore´liens a` coupes verticales (ou horizontales) de´nombrables sont pot(Σ02) (voir [Lo2]). Nous mon-
trons que le the´ore`me 7 devient faux si on suppose seulement A a` coupes verticales de´nombrables, en
utilisant l’injectivite´ de u et v.
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Pour terminer cette introduction, nous plac¸ons le the´ore`me 7 dans un contexte plus ge´ne´ral. Il
vient en effet comple´ter l’e´tude des bore´liens a` coupes verticales de´nombrables commence´e dans
[Le3]. Je renvoie le lecteur a` cet article pour les rappels concernant la hie´rarchie de Wadge, qui
affine celle de Baire. On peut montrer que les seules classes de Wadge non stables par passage
au comple´mentaire contenues dans ∆02 = Σ02 ∩ Π02 sont les diffe´rences transfinies d’ouverts. On
peut de´finir sans proble`me la notion d’ensemble potentiellement dans Γ, ou` Γ est une classe de
Wadge, en utilisant la meˆme de´finition que pre´ce´demment. L’analogue du the´ore`me 7 pour les
diffe´rences transfinies d’ouverts est montre´ dans [Le3] (voir the´ore`mes 3.5 et 3.6). A ceci pre`s que
l’hypothe`se est moins forte (“A est potentiellement ∆03” au lieu de “A a ses coupes horizontales et
verticales de´nombrables”), et que la conclusion est moins forte (on n’a pas l’injectivite´ des fonctions
de re´duction). Comme conse´quence de ces re´sultats, on obtient le re´sultat de synthe`se suivant :
Corollaire 9. Soit Γ une classe de Wadge non stable par passage au comple´mentaire. Alors il existe
un bore´lien BΓ de ωω × ωω et un ferme´ FΓ contenant BΓ, tels que pour tous espaces polonais X et
Y , et pour tout bore´lien A de X × Y ayant ses coupes horizontales et verticales de´nombrables, on a
l’e´quivalence entre les conditions suivantes :
(a) Le bore´lien A n’est pas pot(Γ).
(b) Il existe des fonctions continues u : ωω → X et v : ωω → Y telles que FΓ ∩ (u× v)−1(A) = BΓ.
Il est a` noter que BΓ et FΓ vont eˆtre donne´s de manie`re explicite, et que BΓ a ses coupes hori-
zontales et verticales de´nombrables si Γ ⊆ Π02, ce qui est le cas significatif. On a donc en particulier
que BΓ /∈ pot(Γ) si Γ ⊆ Π02. D’autre part, si Γ est auto-duale (c’est-a`-dire si Γ est stable par passage
au comple´mentaire), ne pas eˆtre dans Γ signifie ne pas eˆtre dans l’une des deux classes non auto-
duales succe´dant a` Γ dans l’ordre de Wadge (l’inclusion des classes). L’e´tude des classes de Wadge
auto-duales peut donc eˆtre ramene´e a` celle des classes de Wadge non auto-duales.
Question. Un proble`me ouvert est de savoir si on peut supprimer l’hypothe`se “A a ses coupes hori-
zontales et verticales de´nombrables” dans le corollaire 9.
2 Analyse des bore´liens a` coupes de´nombrables n’e´tant pas pot(Π02).
La de´finition qui suit donne un sens pre´cis a` l’expression “version uniforme du test d’Hurewicz”
e´voque´e dans l’introduction.
De´finition. On dira que (Z, T, (gm,p)(m,p)∈ω2) est une situation ge´ne´rale si
(a) Z et T sont des espaces polonais parfaits de dimension 0 non vides.
(b) gm,p est un home´omorphisme de domaine Dgm,p (respectivement d’image) ouvert-ferme´ de Z
(respectivement de T ).
(c) Pourm ∈ ω, (Dgm,p)p∈ω est une suite de domaines deux a` deux disjoints dont la re´union est dense
dans Z . On note gm la fonction obtenue par recollement des gm,p, pour p entier.
(d) Il existe un Gδ dense G(g) de
⋂
m∈ωDgm tel que g[x] := {gm(x) / m ∈ ω} soit sans point isole´,
pour tout x de G(g).
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L’ide´e va eˆtre de chercher le bore´lien B du the´ore`me 7 sous la forme
⋃
m∈ω Gr(gm⌈G(g)), ou`
(Z, T, (gm,p)(m,p)∈ω2) est une situation ge´ne´rale. Et aussi de montrer que dans chaque bore´lien A,
dont toutes les coupes sont de´nombrables et n’e´tant pas pot(Π02), on peut trouver, a` un changement
de topologie pre`s, une telle re´union se re´duisant a` A au sens du the´ore`me 7. On va donc eˆtre amene´s
a` re´duire une situation ge´ne´rale a` une autre. C’est l’objet du the´ore`me 1 qui suit. Il se trouve que
pour assurer l’existence d’une telle re´duction, il nous faut des conditions supple´mentaires, aussi bien
au de´part qu’a` l’arrive´e. D’ou` les deux de´finitions qui suivent. Toutes les conditions supple´mentaires
de ces de´finitions seront utilise´es dans la preuve du the´ore`me 1 qui suit, a` l’exception de la condition
(b) d’une situation d’arrive´e, dont l’inte´reˆt apparaıˆtra plus tard.
De´finition. On dira que (Z, T, (gm,p)(m,p)∈ω2) est une situation d′arrive´e si
(a) (Z, T, (gm,p)(m,p)∈ω2) est une situation ge´ne´rale.
(b) Le diame`tre du domaine et de l’image de gm,p vaut au plus 2−∆(m,p), ou` ∆ : ω2 → ω est injective.
(c) Pour tout entier non nul k et pour toute suite u dans (ω2)2k, on a l’implication

 ∃ U ∈ ∆01, ∅ 6=U ⊆ Zet
∀ x ∈ U g−1u(0)gu(1)...g
−1
u(2k−2)gu(2k−1)(x)=x

⇒ ∃ i<2k − 1 u(i)=u(i + 1).
De´finition. On dira que (F, (fn,p)(n,p)∈ω2) est une situation de de´part si
(a) (F,F, (fn,p)(n,p)∈ω2) est une situation ge´ne´rale.
(b) F = Πi∈ωAi ⊆ ωω, ou` chaque Ai ⊆ ω est fini.
(c) Pour x dans Dfn , on a x <lex fn(x), et pour n, p entiers, il existe un entier q(n, p) tel que si
q > q(n, p) et x est dans Dfn,p , fn,p(x)(q) = x(q).
(d) Pour (x, y) dans (⋂n∈ωDfn × F ) ∩⋃n∈ω Gr(fn), il existe (yk) tendant vers y telle que (x, yk)
appartienne a`
⋃
n∈ω Gr(fn) pour tout entier k, et x 6= y.
(e) On de´finit des relations sur ⋃p∈ω(Πi<p Ai), n e´tant entier, par
sRn t ⇔ |s| = |t| et s ≤lex t et (Ns ×Nt) ∩ Gr(fn) 6= ∅,
s R t ⇔ ∃ n ∈ ω s Rn t.
Si sR t, on pose ψ(s, t) := min{n ∈ ω / sRn t}. On demande
(i) [s R s ⇒ ψ(s, s) = 0], et [s⌢j R t⌢j ⇒ ψ(s⌢j, t⌢j) = ψ(s, t)].
On de´finit ensuite la relation syme´trique engendre´e par R :
s T t ⇔ sR t ou t R s.
On dira que u ∈ [
⋃
p∈ω(Πi<p Ai)]
<ω\{∅} est une T -chaıˆne si pour tout j < |u|−1, u(j) T u(j+1).
On de´finit la relation d’e´quivalence engendre´e par R :
s E t⇔ ∃ u T -chaıˆne u(0) = s et u(|u| − 1) = t.
On demande
(ii) Si s E t, il existe une unique T -chaıˆne u, sans re´pe´tition de termes, telle que u(0) = s et aussi
u(|u| − 1) = t.
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The´ore`me 1 Soient (F, (fn,p)(n,p)∈ω2) une situation de de´part et (Z, T, (gm,p)(m,p)∈ω2) une situa-
tion d’arrive´e. Alors il existe des injections continues u :F → G(g) et v :F → T telles que
(a) Pour (x, y) dans ⋃n∈ω Gr(fn), v(y) est dans g[u(x)].
(b) Pour (x, y) dans (⋂n∈ωDfn×F )∩⋃n∈ω Gr(fn)\(⋃n∈ω Gr(fn)), v(y) est dans g[u(x)]\g[u(x)].
De´monstration. Le sche´ma de la preuve est semblable a` celui de la de´monstration du the´ore`me 2.12
de [Le3] ; la condition (iv) ci-dessous apporte des complications. On va construire
- Une suite (Us)s∈⋃p∈ω Πi<p Ai d’ouverts-ferme´s non vides de Z .
- Une suite (Vs)s∈⋃p∈ω Πi<p Ai d’ouverts-ferme´s non vides de T .
- Une injection Φ : ⋃p∈ω(Πi<p Ai)2 → ω2.
On pose, si sR t,
n(s, t) := min {n ∈ ω ∪ {−1} / ∀ n < i < |s| s(i) = t(i)},
w(s, t) := Φ(s⌈(n(s, t) + 1), t⌈(n(s, t) + 1)).
La premie`re coordonne´e de w(s, t) sera note´e w0(s, t). Soit (Oq) une suite d’ouverts de Z telle que
G(g) :=
⋂
q∈ω Oq. On demande a` ces objets de ve´rifier les conditions suivantes :
(i) Us⌢i × Vs⌢i ⊆ (Us ∩
⋂
q≤|s|Oq)× Vs
(ii) δ(Us), δ(Vs) ≤ 2
−|s|
(iii) sR t ⇒ Vt = gw(s,t)[Us] et w0(s, t) ≥ ψ(s, t)
(iv) (|s| = |t|, s <lex t et r < |s| ve´rifie ∀ q ≤ r s 6Rq t)⇒ (Us × Vt) ∩ [
⋃
q≤r Gr(gq)] = ∅
(v) Us⌢i ∩ Us⌢j = Vs⌢i ∩ Vs⌢j = ∅ si i 6= j
• Admettons ceci re´alise´. On de´finit les injections continues u et v par les formules
{u(α)} :=
⋂
n∈ω
Uα⌈n, {v(α)} :=
⋂
n∈ω
Vα⌈n.
Si y = fn(x), pour tout entier m on a x⌈m R y⌈m, et il existe un entier m0 tel que si m ≥ m0,
n(x⌈m, y⌈m) = n(x⌈m0, y⌈m0), puisque x(q) et y(q) coı¨ncident a` partir d’un certain rang (on
utilise la condition (c) d’une situation de de´part). Posons w0 := w(x⌈m0, y⌈m0). Par (iii) on a
Vy⌈m = gw0 [Ux⌈m] si m ≥ m0. D’ou`
gw0(u(x)) ∈ gw0[
⋂
m≥m0
Ux⌈m] ⊆
⋂
m≥m0
gw0[Ux⌈m] =
⋂
m≥m0
Vy⌈m = {v(y)}
et (u(x), v(y)) ∈ Gr(gw0).
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Si maintenant (x, y) ∈ (
⋂
n∈ωDfn × F ) ∩
⋃
n∈ω Gr(fn) \ (
⋃
n∈ω Gr(fn)), soit (yk) telle que
(x, yk) ∈
⋃
n∈ω Gr(fn) et yk tende vers y (on utilise la condition (d) d’une situation de de´part). Par
ce qui pre´ce`de, on a que (u(x), v(yk)) ∈
⋃
m∈ω Gr(gm), d’ou` v(yk) ∈ g[u(x)] et v(y) ∈ g[u(x)], par
continuite´ de v. Pour tout entier r, il existe un entier p(r) > r tel que pour q ≤ r, x⌈p(r) 6Rq y⌈p(r)
et x⌈p(r) <lex y⌈p(r) puisque x 6= y ; par (iv) on a donc (Ux⌈p(r) × Vy⌈p(r)) ∩ [
⋃
q≤r Gr(gq)] = ∅ et
(u(x), v(y)) /∈
⋃
q≤r Gr(gq), donc v(y) /∈ g[u(x)].
• Montrons donc que la construction est possible.
On pose U∅ := Dg0,0 , V∅ := g0,0[U∅], et Φ(∅, ∅) := (0, 0) (on peut supposer que Dg0,0 6= ∅).
Admettons avoir construit Us, Vs et Φ(s, t) pour |s|, |t| ≤ p ve´rifiant (i)-(v), et soient s ∈ Πj<p Aj
et i ∈ Ap. On note, si s˜ E t˜, T (s˜, t˜) l’unique T -chaıˆne sans re´pe´tition de termes c telle que c(0) = s˜
et c(|c| − 1) = t˜, qui existe par la condition (e).(ii) d’une situation de de´part.
La relation T de´finit sur E(s⌢i) une structure d’arbre, de sommet s⌢i. On va essentiellement
construire les ouverts-ferme´s cherche´s par re´currence sur les niveaux de cet arbre. Si k ∈ ω, on pose
Hk := {z ∈ E(s
⌢i) / |T (z, s⌢i)| = k + 1}. Alors Hk et le nombre de Hk non vides sont finis,
puisque les classes d’e´quivalence de E sont finies. De plus, Hk est non vide si Hk+1 l’est, donc on
peut trouver q tel que H0, ..., Hq soient non vides et Hk soit vide si k > q. Posons
Hk := {z(k,1), ..., z(k,pk)}, φ :
{⋃
k≤q{k} × {1, ..., pk} → ω
(k, r) 7→ (Σi<k pi) + r
On a donc Im(φ) = {p0 = 1, p0 + 1, ..., p0 + p1, ..., p0 + ... + pq−1 + 1, ..., p0 + ... + pq}. On va
construire par re´currence sur n ∈ {1, ..., p0+ ...+pq}, et pour k ∈ {1, ..., n}, des ouverts-ferme´s non
vides Unk et V nk tels que, si w(k, l) := w(zφ−1(k), zφ−1(l)), on ait
(1) Unk × V
n
k ⊆ (Uzφ−1(k)⌈p ∩
⋂
q≤pOq)× Vzφ−1(k)⌈p
(2) δ(Unk ), δ(V
n
k ) ≤ 2
−p−1
(3) Si k, l ∈ {1, ..., n}, alors V nk = g0,0[Unk ] et si de plus zφ−1(k) R zφ−1(l),
alors V nl = gw(k,l)[Unk ] et w0(k, l) ≥ ψ(zφ−1(k), zφ−1(l))
(4) Si k, l ∈ {1, ..., n}, zφ−1(k) <lex zφ−1(l) et r ≤ p ve´rifie ∀ q ≤ r zφ−1(k) 6Rq zφ−1(l),
alors (Unk × V nl ) ∩ [
⋃
q≤r Gr(gq)] = ∅
(5) Si k, l ∈ {1, ..., n} et k 6= l, alors Unk ∩ Unl = V nk ∩ V nl = ∅
(6) Si k ∈ {1, ..., n}, alors Un+1k × V
n+1
k ⊆ U
n
k × V
n
k
Admettons cette construction effectue´e. On est tente´ de poser Uz
φ−1(k)
:= U
p0+...+pq
k ,
Vz
φ−1(k)
:= V
p0+...+pq
k ,
et si Φ(z, z′) n’est pas encore de´fini, on le de´finirait en assurant l’injectivite´ de Φ et la seconde partie
de la condition (iii) ; on obtiendrait alors (i), (ii), (iii), et aussi (iv), (v) dans E(s⌢i). Mais il se pourrait
qu’il y ait plusieurs classes d’e´quivalence dans Πi≤p Ai. On remarque alors que les conditions (i), (ii),
(iv) et (v) sont he´re´ditaires. La construction montrera qu’on peut proce´der comme suit pour obtenir
les conditions (iv) et (v) dans Πi≤p Ai.
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Pour chaque couple (s, t) de suites non e´quivalentes, on diminue les ouverts-ferme´s concerne´s
(a` savoir Us et Vt pour la condition (iv), (Us et Ut) ou (Vs et Vt) pour la condition (v)), de fac¸on a`
assurer la condition ((iv) ou (v)) pour ce couple (c’est possible par rarete´ des graphes). Puis on assure
la condition (iii), ce qui diminue les ouverts-ferme´s et permet de conserver les conditions (i) a` (v)
dans chaque classe. Comme les ensembles Ai sont finis, on arrive ainsi a` satisfaire les conditions (i)
a` (v) en un nombre fini d’e´tapes.
• Montrons donc que cette nouvelle construction est possible. Si n = 1, φ−1(n) vaut (0, 1) et
zφ−1(n) = s
⌢i ; on choisit pour U11 un ouvert-ferme´ de (
⋂
q≤pOq) ∩ g
−1
0,0(Vs) de diame`tre au plus
2−p−1 tel que δ(g0,0[U11 ]) ≤ 2−p−1, et on pose V 11 := g0,0[U11 ].
Admettons avoir construit les suites finies U11 , V 11 , ..., U
n−1
1 , V
n−1
1 , ..., U
n−1
n−1 , V
n−1
n−1 , ve´rifiant
(1)-(6), ce qui est fait pour n = 2. On note T (r, q) := T (zφ−1(r), zφ−1(q)). La suite zφ−1(n) est
dans H(φ−1(n))0 , donc on a |T (1, n)| − 1 = (φ−1(n))0. Comme p0 = 1, (φ−1(n))0 ≥ 1, donc
|T (1, n)| ≥ 2 et T (1, n)(|T (1, n)| − 2) ∈ H(φ−1(n))0−1 ; par le choix de φ, on peut trouver m < n
tel que T (1, n)(|T (1, n)| − 2) = zφ−1(m). D’ou` zφ−1(n) T zφ−1(m). Notons
o :=


n(zφ−1(n), zφ−1(m)) si zφ−1(n) R zφ−1(m),
n(zφ−1(m), zφ−1(n)) si zφ−1(m) R zφ−1(n).
Cas 1. o < p.
1.1. zφ−1(m) R zφ−1(n).
La suite w(m,n) = Φ(zφ−1(m)⌈(o+ 1), zφ−1(n)⌈(o+ 1)) a de´ja` e´te´ de´finie et on a
Vz
φ−1(n)⌈p
= gw(m,n)[Uzφ−1(m)⌈p ].
On choisit un ouvert-ferme´ U˜nn de (
⋂
q≤pOq) ∩ g
−1
0,0(gw(m,n)[U
n−1
m ]) de diame`tre au plus 2−p−1 tel
que δ(g0,0[U˜nn ]) ≤ 2−p−1, on pose V˜ nn := g0,0[U˜nn ]. De sorte que les conditions (1) a` (5) pour
k = l = n sont re´alise´es.
On de´finit ensuite les U˜nq et V˜ nq pour 1≤q<n, par re´currence sur |T (q, n)|. Comme |T (q, n)|≥2,
U˜nT (q,n)(1) a e´te´ de´fini et il y a 2 cas. Soit r entier compris entre 1 et n tel que T (q, n)(1) = zφ−1(r)
(la de´finition de φ montre l’existence de r).
1.1.1. zφ−1(r) R zφ−1(q).
On pose {
V˜ nq := gw(r,q)[U˜
n
r ],
U˜nq := g
−1
0,0(V˜
n
q ).
1.1.2. zφ−1(q) R zφ−1(r).
On pose {
U˜nq := g
−1
w(q,r)
(V˜ nr ),
V˜ nq := g0,0[U˜
n
q ].
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Montrons que ces de´finitions sont licites. On a que T (q, n)(1) = zφ−1(r), ou` 1 ≤ r ≤ n. Si
le cas r = n se produit, comme zφ−1(m) et zφ−1(q) sont dans E(s⌢i), l’unicite´ de T (1, n) montre
que q = m. On en de´duit que si r = n, on est dans le cas 1.1.2 puisqu’on ne peut pas avoir
zφ−1(q) = zφ−1(r), T (q, n) e´tant sans re´pe´tition de termes (si s˜R t˜ et t˜ R s˜, on a s˜ = t˜).
Dans le cas 1.1.1, on a r < n et V n−1q = gw(r,q)[Un−1r ], donc V˜ nq est un ouvert-ferme´ non vide
de V n−1q , puisque U˜nr ⊆ Un−1r . Par suite, U˜nq est un ouvert-ferme´ non vide de Un−1q . De meˆme,
U˜nq est un ouvert-ferme´ non vide de Un−1q dans le cas 1.1.2, r < n. Si r = n, q = m et la meˆme
conclusion vaut, par le choix de U˜nn ; par suite, V˜ nq est un ouvert-ferme´ non vide de V n−1q . D’ou` la
condition (6). Les conditions (1) et (2) pour k = q en de´coulent. Ve´rifions (3). Soient donc k, l ≤ n
tels que zφ−1(k) R zφ−1(l). Si on a l’e´galite´ |T (k, n)| = |T (l, n)| = 1, k = l = n, et la condition (3)
est re´alise´e (on utilise la condition (e).(i) d’une situation de de´part). Plus ge´ne´ralement, la condition
(3) est re´alise´e si k = l. Si |T (k, n)| = 1 et |T (l, n)| = 2, la liaison entre zφ−1(k) et zφ−1(l) a de´ja`
e´te´ prise en compte, par minimalite´ des longueurs. De meˆme si |T (k, n)|=2 et |T (l, n)| = 1. Si
|T (k, n)|, |T (l, n)| ≥ 2, on a T (k, n)(1) = T (l, n)(0) ou bien alors T (k, n)(0) = T (l, n)(1), par
unicite´. La` encore, la liaison a e´te´ prise en compte. On a donc V˜ nl = gw(k,l)[U˜nk ]. La condition (3) est
donc re´alise´e, le seul nouveau cas e´tant celui ou` r = n et q = m, et par la condition (e).(i) on a
w0(zφ−1(m), zφ−1(n)) = w0(zφ−1(m)⌈p, zφ−1(n)⌈p)
≥ ψ(zφ−1(m)⌈p, zφ−1(n)⌈p)
≥ ψ(zφ−1(m), zφ−1(n)).
Remarquons que les conditions (1), (2), (4), (5), (6) sont he´re´ditaires. Soient k, l ∈ {1, ..., n} tels que
zφ−1(k) <lex zφ−1(l) et r ≤ p tel que ∀ q ≤ r, zφ−1(k) 6Rq zφ−1(l). On veut assurer que
(Unk × V
n
l ) ∩ [
⋃
q≤r
Gr(gq)] = ∅.
On a V˜ nl = g˜k,l[U˜nk ], ou` g˜k,l est de la forme hh|T (k,l)|−2...h0, avec
h :=
{
IdT si Im(h|T (k,l)|−2) ⊆ T ,
g0,0 sinon,
h0 :=
{
gw(T (k,l)(0),T (k,l)(1)) si T (k, l)(0) R T (k, l)(1),
g−1w(T (k,l)(1),T (k,l)(0))g0,0 sinon,
hp+1 :=


gw(T (k,l)(p+1),T (k,l)(p+2)) si T (k, l)(p + 1)R T (k, l)(p + 2) et Im(hp) ⊆ Z ,
g−1w(T (k,l)(p+2),T (k,l)(p+1))g0,0 si T (k, l)(p + 2) R T (k, l)(p + 1) et Im(hp) ⊆ Z ,
gw(T (k,l)(p+1),T (k,l)(p+2))g
−1
0,0 si T (k, l)(p + 1)R T (k, l)(p + 2) et Im(hp) ⊆ T ,
g−1w(T (k,l)(p+2),T (k,l)(p+1)) si T (k, l)(p + 2)R T (k, l)(p + 1) et Im(hp) ⊆ T.
En renume´rotant, on a donc que g˜k,l = gs2rg
−1
s2r−1 ...g
−1
s1 gs0 . On va donc chercher a` assurer que
(U˜nk × g˜k,l[U˜
n
k ]) ∩ [
⋃
q≤r
Gr(gq)] = ∅.
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Montrons par l’absurde que c’est possible. Comme les gm,p sont des home´omorphismes, g˜k,l est
de´finie et continue donc on peut trouver un ouvert-ferme´ non vide U ⊆ U˜nk , q ≤ r et j ∈ ω tels que
pour tout x ∈ U , gq(x) = gq,j(x) et g˜k,l(x) = gq(x). En d’autres termes, g−1q,j g˜k,l(x) = x. Comme
(Z, T, (gm,p)(m,p)∈ω2) est une situation d’arrive´e, on a s2r = (q, j) ou alors il existe i < 2r tel que
si = si+1. Montrons que la seconde e´ventualite´ est exclue. Deux types de cas peuvent se produire :
si = w(T (k, l)(j),T (k, l)(j + 1)) et si+1 = w(T (k, l)(j + 2),T (k, l)(j + 1))
ou
si = (0, 0) et si+1 = w(T (k, l)(j),T (k, l)(j + 1)).
La fonction Φ e´tant injective, T (k, l)(j)⌈(n(T (k, l)(j),T (k, l)(j+1))+1) vaut
T (k, l)(j+2)⌈(n(T (k, l)(j+2),T (k, l)(j+1))+1)
et n(T (k, l)(j),T (k, l)(j+1))+1 = n(T (k, l)(j+2),T (k, l)(j+1))+1. Par de´finition de n(s, t),
on a T (k, l)(j) = T (k, l)(j + 2), ce qui contredit la de´finition de T (k, l).
Dans l’autre type de cas, l’injectivite´ de Φ et la de´finition de n(s, t) font que
T (k, l)(j) = T (k, l)(j + 1),
ce qui est e´galement absurde.
On a donc s2r = (q, j), r = 0 et zφ−1(k) R zφ−1(l) ; w0(T (k, l)(0),T (k, l)(1))=q≤r, et
ψ(zφ−1(k), zφ−1(l)) ≤ w0(zφ−1(k), zφ−1(l)) ≤ r ; d’ou` zφ−1(k) Rψ(z
φ−1(k),zφ−1(l))
zφ−1(l), avec
ψ(zφ−1(k), zφ−1(l)) ≤ r,
ce qui est absurde.
En diminuant U˜nk et en assurant la condition (3), on peut donc avoir la condition (4) pour le couple
(k, l). Comme ces couples sont en nombre fini, on obtient la condition (4) en un nombre fini d’e´tapes.
On doit maintenant assurer (5). Il existe une relation du type U˜nl = g˜k,l[U˜nk ]. On montre alors
comme avant qu’on peut diminuer U˜nk de fac¸on a` assurer la disjonction de U˜nk et U˜nl . De meˆme, il
existe une relation du type V˜ nl = g˜k,l[V˜ nk ]. La` encore, on peut diminuer V˜ nk de fac¸on a` assurer la
disjonction de V˜ nk et V˜ nl . En effet, on a g˜′k,l(x) = x pour tout x d’un ouvert-ferme´ non vide de Z , ou`
g˜′k,l := g
−1
(0,0)g˜k,lg(0,0). On raisonne alors comme dans le cas pre´ce´dent pour avoir une contradiction.
1.2. zφ−1(n) R zφ−1(m).
Ce cas est analogue au pre´ce´dent (on a Vz
φ−1(m)⌈p
= gw(n,m)[Uzφ−1(n)⌈p ], on choisit U˜
n
n dans
g−1w(n,m)(V
n−1
m ) ∩ (
⋂
q≤pOq), et seul le cas 1.2.1 est possible si r = n).
9
Cas 2. o = p.
2.1. zφ−1(m) R zφ−1(n).
Alors n(zφ−1(m)⌈p, zφ−1(n)⌈p)< o= p. On a Vz
φ−1(n)⌈p
= gw(z
φ−1(m)⌈p,zφ−1(n)⌈p)
[Uz
φ−1(m)⌈p
], et
(Un−1m × gw(zφ−1(m)⌈p,zφ−1(n)⌈p)[U
n−1
m ]) ∩ [
⋃
m∈ω Gr(gm)] 6= ∅. Par la condition (d) d’une situation
ge´ne´rale, on peut trouver q ≥ ψ(zφ−1(m), zφ−1(n)) et j ∈ ω tels que
(Un−1m × gw(zφ−1(m)⌈p,zφ−1(n)⌈p)[U
n−1
m ]) ∩ Gr(gq,j) 6= ∅.
On pose Φ(zφ−1(m), zφ−1(n)) := (q, j), en ayant pris soin de choisir q suffisamment grand pour as-
surer l’injectivite´ de Φ.
L’ensemble (
⋂
q≤pOq) ∩ g
−1
(0,0)(gw(m,n)[U
n−1
m ∩ g
−1
w(m,n)(gw(zφ−1(m)⌈p,zφ−1(n)⌈p)[U
n−1
m ])]) est un
ouvert non vide ; on choisit U˜nn dans cet ouvert et on raisonne comme en 1.1.1.
2.2. zφ−1(n) R zφ−1(m).
On choisit U˜nn dans g−1q,j (V n−1m ) ∩ g
−1
w(z
φ−1(n)⌈p,zφ−1(m)⌈p)
(V n−1m ) ∩ (
⋂
q≤pOq) et on raisonne
comme en 2.1, en posant Φ(zφ−1(n), zφ−1(m)) := (q, j). 
Le lemme 6 de la section 3 assurera l’existence d’une situation de de´part. Le reste de cette section
est consacre´ a` la recherche, dans chaque bore´lien A dont toutes les coupes sont de´nombrables et
n’e´tant pas pot(Π02), d’une re´union
⋃
m∈ω Gr(gm⌈G(g)) se re´duisant a` A, ou` (Z, T, (gm,p)(m,p)∈ω2)
est une situation d’arrive´e. Pour ce faire, il se trouve qu’un re´sultat interme´diaire (le the´ore`me 3) va
eˆtre utilise´ deux fois. Pour l’e´noncer, il nous faut une de´finition supple´mentaire.
De´finition. On dira que (Z, T, (hn,p)(n,p)∈ω2 ,M) est un syste`me re´ducteur si
(a) Z et T sont des espaces polonais parfaits de dimension 0 non vides.
(b) hn,p est un home´omorphisme de domaine (respectivement d’image) ouvert-ferme´ de Z (respec-
tivement de T ), de diame`tre au plus 2−∆(n,p), ou` ∆ : ω2 → ω est injective.
(c) M est Gδ de Z × T de projection dense dans Z , et M ∩ (
⋃
(n,p)∈ω2 Gr(hn,p)) = ∅.
(d) Pour tout ouvert O de Z × T tel que ΠZ [M ∩ O] soit dense dans Z , ΠZ [M ∩ O] est comaigre
dans Z .
(e) Si U et V sont ouverts-ferme´s et M ∩ (U × V ) 6= ∅, Gr(hn,p) ∩M ∩ (U×V ) est le graphe de la
restriction de hn,p a` un ouvert Un,p,U,V de U et {(n, p)∈ω2/Gr(hn,p)∩M∩(U×V ) 6=∅} est infini.
Avec le lemme 2 et le the´ore`me 3 qui suivent, nous reprenons pour l’essentiel la preuve du
the´ore`me 2.11 de [Le2] ; seul le vocabulaire change. Le lemme 2 donne un proce´de´ pour obtenir
des syste`mes re´ducteurs. Le lemme 5 nous en fournira un autre.
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Lemme 2 Soient X, Y des espaces polonais, A un bore´lien de X × Y dont les coupes horizon-
tales et verticales sont de´nombrables n’e´tant pas pot(Π02). Alors il existe un syste`me re´ducteur
(Z, T, (hn,p)(n,p)∈ω2 ,M) et des injections continues u : Z → X et v : T → Y tels que
(a) ⋃(n,p)∈ω2 Gr(hn,p) ⊆ (u× v)−1(A).
(b) M ⊆ (u× v)−1(Aˇ).
De´monstration. On peut supposer, pour simplifier l’e´criture, que X et Y sont re´cursivement pre´sen-
te´s, et que A est ∆11-re´union de graphes ∆11 de fonctions injectives. En effet, A est re´union de´nombra-
ble de graphes de fonctions bore´liennes, A e´tant a` coupes verticales de´nombrables (cf [Ke]). A e´tant a`
coupes horizontales de´nombrables, ces fonctions sont countable-to-one ; on applique alors le lemme
2.4.(a) de [Le2] pour voir que A est re´union de´nombrable de graphes d’injections bore´liennes. De´si-
gnons par WX un ensemble Π 11 ⊆ ω de codes pour les ∆11 de X, et par CX ⊆ ω ×X un ensemble
Π
1
1 dont les sections aux points de WX de´crivent les ∆11 de X, et tel que la relation
n ∈WX et (n, x) /∈ CX
soit Π 11 (cf [Lo1]). Soit e´galement W ⊆WX×Y un ensemble Π 11 de codes pour les ∆11 ∩ pot(Σ02) de
X × Y (dont l’existence est de´montre´e dans [Lo1]). Posons
H := ∪{(E × F ) \ A / E,F ∈ ∆11 et (E × F ) \ A ∈ pot(Σ02)}.
On a
H(x, y) ⇔ ∃ n ∈W ∃m (m)0 ∈W
X et (m)1 ∈W Y et ∀ z ∀ t
[(n ∈WX×Y et (n, z, t) /∈ CX×Y ) ou
{((m)0, z) ∈ C
X et ((m)1, t) ∈ CY et (z, t) /∈ A}] et
[((m)0 ∈W
X et ((m)0, z) /∈ CX) ou ((m)1 ∈W Y et ((m)1, t) /∈ CY ) ou
(z, t) ∈ A ou (n, z, t) ∈ CX×Y ] et
((m)0, x) ∈ C
X et ((m)1, y) ∈ CY et (x, y) /∈ A.
Donc H est Π 11 . Posons N := Aˇ ∩ Hˇ ; N est Σ 11 et Gδ de X × Y muni de la topologie ∆X ×∆Y
(∆X est la topologie engendre´e par les ∆11 de X). En effet, comme A est pot(Σ02) et ∆11, A est
Σ
0
2 pour la topologie ∆X × ∆Y (voir [Lo1]). De meˆme, H est re´union de´nombrable de Σ02 pour
∆X ×∆Y . Posons DX := {x ∈ X / x /∈ ∆11}, ΩX := {x ∈ X / ωx1 = ωCK1 }, et Z0 := ΩX ∩DX ,
T := ΩY ∩DY . On munit Z0 (respectivement T ) de la restriction de la topologie ΣX (respectivement
ΣY ) de Gandy-Harrington sur X (respectivement Y ), de sorte que Z0 et T sont polonais parfaits de
dimension 0. En effet, les traces des Σ 11 sur ΩX sont ouverts-ferme´s de (ΩX ,ΣX⌈ΩX) : si B est Σ 11
contenu dans ΩX et f est ∆11 telle que f(x) ∈WO ⇔ x /∈ B, on a
x /∈ B ⇔ x /∈ ΩX ou (x ∈ ΩX et ∃ ξ < ωCK1 (f(x) ∈WO et |f(x)| ≤ ξ)).
L’espace (ΩX ,ΣX⌈ΩX) est donc a` base de´nombrable d’ouverts-ferme´s, donc me´trisable se´parable ;
on sait (cf [HKL] et [Mo]) que c’est un espace fortement α-favorable, comme ouvert (puisque Σ 11 )
d’un espace fortement α-favorable. C’est donc un espace polonais (cf [Ke]), de dimension 0 par ce
qui pre´ce`de.
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On pose M := (Z0×T )∩N , Z := ΠZ0[M ]. L’ensemble M est non vide. En effet, N rencontre
DX ×DY , sinon N serait pot(∆01) et A ∪H aussi, donc A = (A ∪H) ∩ Hˇ serait pot(Π02), ce qui
est exclus. Donc N ∩ (DX ×DY ), qui est Σ 11 , rencontre ΩX×Y , par le the´ore`me de base de Gandy
(cf [Lo3]). Comme ΩX×Y ⊆ ΩX ×ΩY , M 6= ∅. Donc Z et T sont non vides et on a la condition (a)
d’un syste`me re´ducteur, puisque Z est Σ 11 , donc ouvert-ferme´ de Z0. De plus, M est Gδ de Z × T et
ΠZ [M ] = Z est dense dans Z .
• Si O est ouvert de Z × T , il est re´union de rectangles Σ 11 , donc ΠZ [M ∩ O] est ouvert de Z ; par
suite, si ΠZ [M ∩ O] est dense dans Z , ΠZ [M ∩ O] est comaigre dans Z . D’ou` la condition (d) d’un
syste`me re´ducteur.
• Posons A =
⋃
n∈ω, disj. Gr(gn), ou` gn est un home´omorphisme de domaine et d’image ouverts-
ferme´s non vides (en fait ∆11 ; le raffinement des topologies permet de rendre les bijections bore´liennes
bicontinues). Soient U et V tels que M∩(U×V ) 6=∅, ouverts-ferme´s. Pour voir que
{n ∈ ω / Gr(gn) ∩M ∩ (U × V ) 6= ∅}
est infini, on peut supposer que U et V sont Σ 11 . Admettons avoir trouve´ n1, ..., nr deux a` deux
distincts tels que Gr(gni) ∩M ∩ (U × V ) 6= ∅ pour 0 < i ≤ r. Posons A′ :=
⋃
n/∈{n1,...,nr}
Gr(gn).
A′ est ∆11, et A = A
′ ∪
⋃
0<i≤r Gr(gni). Posons O := N ∩ (U × V ) (O = M ∩ (U × V ) car
U × V ⊆ Z × T ⊆ Z0 × T ). Supposons que A′ ∩ OΣX×ΣY = ∅. Alors, par double application du
the´ore`me de se´paration, A′ ∩ O∆X×∆Y = ∅, donc on a la triple inclusion
(U × V ) \A′ ⊆ O ∪H ∪
⋃
0<i≤r
Gr(gni) ⊆ O
∆X×∆Y ∪H ∪
⋃
0<i≤r
Gr(gni) ⊆ Aˇ′.
Donc (U × V ) \ A′ et A′ sont deux Σ 11 se´parables par un pot(Σ02) ; ils peuvent par conse´quent eˆtre
se´pare´s par un ensemble K ∈ ∆11 ∩ pot(Σ02) (cf [Lo1]). On a U × V ⊆ K ∪A′, donc on peut trouver
U et V , deux ∆11 tels que U × V ⊆ U × V ⊆ K ∪ A′. D’ou` (U × V) \ A′ = K ∩ (U × V) et
(U ×V) \A = K ∩ (U ×V)∩ [
⋂
0<i≤r(U ×V) \Gr(gni)] est pot(Σ02). On a donc (U ×V) \A ⊆ H ,
puis O ⊆ H \H = ∅, ce qui est absurde. On a donc que A′ ∩ OΣX×ΣY 6= ∅. Or O ⊆ DX ×DY ,
donc OΣX×ΣY ⊆ DX ×DY . Donc (DX ×DY ) ∩A′ ∩O
ΣX×ΣY 6= ∅ et est Σ 11 , donc rencontre
ΩX×Y ⊆ ΩX × ΩY ,
donc (Z0∩T )∩A′∩O
ΣX×ΣY 6= ∅. Comme U est ouvert-ferme´ de Z0, A′∩O
Z×T
6= ∅. L’existence
d’un ouvert Un,U,V de U tel que Gr(gn⌈Un,U,V ) = Gr(gn)∩M ∩ (U ×V ) vient du fait que M ∈ Σ 11 .
• Soit ∆ : ω2 → ω injective. On construit des ouverts-ferme´s Dn,p de Z tels que
- Dn :=
⋃
p∈ωDn,p soit dense dans Dgn ∩ Z ∩ g−1n (T ).
- δ(Dn,p), δ(gn[Dn,p]) ≤ 2
−∆(n,p)
.
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Soit (xnp )p une suite dense de Dgn ∩ Z ∩ g−1n (T ). On choisit un ouvert-ferme´ Dn,p de
Dgn ∩ Z ∩ g
−1
n (T )
contenant xnp , de diame`tre au plus 2−∆(n,p), dont l’image par gn soit aussi de diame`tre au plus
2−∆(n,p). Il est clair que Dn,p convient.
• Il reste a` poser hn,p := gn⌈Dn,p. On a Un,p,U,V = Un,U,V ∩Dn,p. Enfin, on a vu qu’il y a une
infinite´ d’entiers n tels que Gr(gn) ∩M ∩ (U × V ) 6= ∅ si M ∩ (U × V ) 6= ∅, et on a un ouvert non
vide Un,U,V de D∅n. Par densite´, on trouve p tel que Un,U,V ∩Dn,p 6= ∅. Par suite, on a une infinite´
de couples (n, p) tels que Gr(hn,p) ∩M ∩ (U × V ) 6= ∅. Il reste a` poser u := Id : Z → X et
v := Id : T → Y . 
A partir d’un syste`me re´ducteur, on n’obtient pas tout de suite une situation d’arrive´e, mais seule-
ment une situation ge´ne´rale dans un premier temps :
The´ore`me 3 Soit (Z, T, (kq,p)(q,p)∈ω2 , N) un syste`me re´ducteur. Alors il existe Φ : ω2 → ω2 injec-
tive et des ouverts-ferme´s Dm,p ⊆ DkΦ(m,p) tels que si gm,p := kΦ(m,p)⌈Dm,p,
(a) (Z, T, (gm,p)(m,p)∈ω2) soit une situation ge´ne´rale.
(b) Pour x dans G(g) et y dans g[x] \ g[x], (x, y) est dans N .
Si de plus (Z, T, (kq,p)(q,p)∈ω2) est une situation d’arrive´e, on peut avoir G(g) ⊆ G(k) et
(Z, T, (gm,p)(m,p)∈ω2) d’arrive´e.
De´monstration. Soit
ν :


ω<ω → ω
s 7→
{
0 si s = ∅,
Σi<|s| (s(i) + 1) sinon.
On choisit une distance d′ ≤ 1 comple`te sur N . On note, pour x ∈ Z , d′x la distance comple`te sur
Nx de´finie par la formule d′x(y, t) := d′((x, y), (x, t)). Pour exprimer l’absence de points isole´s dans
g[x], il est plus commode d’indexer les fonctions par ω<ω × ω que par ω2. Soient donc e : ω → ω<ω
bijective, ψ := e× Idω et θ := e−1 × Idω. On va en fait construire une injection φ : ω<ω × ω → ω2,
et on posera ensuite Φ := φ ◦ ψ. On va e´galement construire, par re´currence sur |t|, ou` t ∈ ω<ω,
- Des ouverts-ferme´s Dt,p de Dkφ(t,p) .
- Des Gδ denses Gt de Dt :=
⋃
p∈ωDt,p.
- Des ouverts a` coupes verticales ouvertes-ferme´es ωt de Z × T .
- Des ouverts Gt de N .
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On demande a` ces objets de ve´rifier
(1) Dt = Z
(2) Dt,p ∩Dt,q = ∅ si p 6= q
(3) ∀ x ∈ Dt⌢n ∩ Gt d(kt(x), kt⌢n(x)) ≤ 2
1−ν(t⌢n)
, ou` kt est le recollement des fonctions
kφ(t,p)⌈Dt,p, pour p entier
(4) Gr(kt) ⊆ ωt ∩Gt
(5) ωt⌢n ⊆ ωt et ωt⌢n ∩ ωt⌢m = ∅ si n 6= m
(6) ∀ x ∈ Z δ(ωxt ) ≤ 2
−ν(t)
(7) ∀ x ∈ Z Gxt⌢n ∩N
x ⊆ Gxt ⊆ ω
x
t , et Gt ⊆ ΠZ [Gt]
(8) ∀ x ∈ Z δ′x(G
x
t ) ≤ 2
−|t|
• Admettons ceci re´alise´. On pose Dm,p := Dψ(m,p), G(g) :=
⋂
t∈ω<ω Gt. Les conditions (a)
et (b) d’une situation ge´ne´rale sont clairement re´alise´es. On a Dgm,p = Dm,p = Dψ(m,p), donc⋃
p∈ωDgm,p =
⋃
p∈ωDψ(m,p) =
⋃
p∈ωDe(m),p = De(m). L’ouvert
⋃
p∈ωDgm,p est donc dense dans
Z , par (1). De plus, la re´union est disjointe, par (2). D’ou` la condition (c) d’une situation ge´ne´rale.
On a G(g) =
⋂
t∈ω<ω Gt, donc G(g) est Gδ dense de Z , et si x ∈ G(g) et m ∈ ω,
x ∈ Ge(m) ⊆ De(m) =
⋃
p∈ω
Dgm,p = Dgm .
Donc G(g) ⊆
⋂
m∈ωDgm . Par (3) et la remarque qui suit, on a la condition (d) d’une situation
ge´ne´rale.
Notons que g[x] = {kt(x) / t ∈ ω<ω}. En effet, si t ∈ ω<ω , ∃ p ∈ ω tel que
kt(x) = kφ(t,p)(x) = kΦ(θ(t,p))(x) = gθ(t,p)(x) = ge−1(t)(x).
Inversement, si m ∈ ω, on trouve p ∈ ω tel que gm(x) = gm,p(x) = kΦ(m,p)(x) = ke(m)(x).
L’argument qui suit est semblable a` celui utilise´ dans la preuve du the´ore`me d’Hurewicz dans
[SR]. On pose Mk := {kt(x) / |t| ≤ k}. Alors Mk est ferme´ dans T , par re´currence sur k : si
M εk := {y ∈ T / d(y,Mk) ≤ ε}, on a Mk+1 =
⋂
ε>0[M
ε
k ∪ (Mk+1 \M
ε
k)], et Mk+1 \M
ε
k est fini,
par (3).
Si k ∈ ω et y ∈ g[x] \ g[x], y /∈Mk. Donc il existe ε > 0 tel que y /∈M εk . Si t ∈ ωk et (x,w)
est dans ωt, d(w,Mk) ≤ d(w, kt(x)) ≤ ∆x(ωxt ) ≤ 2−ν(t) ≤ ε de`s que ν(t) ≥ k0, donc ωxt ⊆ M εk ,
sauf pour un nombre fini de t dans ωk. Donc si on de´finit H := {t ∈ ωk / ωxt 6⊆ M εk}, on a la suite
d’inclusions suivante :
g[x]=Mk∪{kt(x) / |t|>k}⊆Mk∪
⋃
|w|>k
ωxw⊆Mk∪
⋃
|t|=k
ωxt ⊆M
ε
k∪
⋃
t∈H
ωxt .
D’ou` g[x] ⊆ M εk ∪
⋃
t∈H ω
x
t ⊆ M
ε
k ∪
⋃
|t|=k ω
x
t . Donc on trouve une unique suite σ dans ωω telle
que y ∈
⋂
t≺σ ω
x
t . (G
x
t ∩ N
x)t≺σ est une suite de´croissante de ferme´s non vides dont les diame`tres
tendent vers 0 de (Nx, d′x), par (7) et (8), donc converge vers ξ ∈ Nx, et {ξ} =
⋂
t≺σ G
x
t . D’ou`
ξ ∈
⋂
t≺σ ω
x
t = {y} et (x, y) ∈ N .
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• Montrons donc que la construction est possible. Soit (Zn) une base de la topologie de Z forme´e
d’ouverts-ferme´s non vides. Comme Z est polonais de dimension 0, il peut eˆtre vu comme un ferme´
de ωω ; on peut donc supposer que Z est muni d’une distance comple`te telle que d(Zn, Zˇn) > 0. On
pose ω∅ := Z × T , G∅ := N . On construit φ(∅, p) et D∅,p par re´currence sur p, en exigeant que⋃
q<pD∅,q 6= Z . Admettons avoir construit φ(∅, q) et D∅,q pour q < p. On peut de´finir, pour q ≤ p,
n(q) := min{n ∈ ω / Zn ∩
⋃
r<q
D∅,r = ∅ et ∀ r < q n > n(r)}.
Comme ΠZ [N ] est dense dans Z , N ∩ (Zn(p) × T ) 6= ∅, donc par la condition (e) d’un syste`me
re´ducteur, on peut trouver (m, r) ∈ ω2 \ {φ(∅, q) / q < p} tel que δ(Dkm,r ) < d(Zn(p), Zˇn(p)) et
Gr(km,r)∩N ∩ (Zn(p)×T ) 6= ∅. On a donc Dkm,r ⊆ Zn(p), et on pose φ(∅, p) := (m, r) ; on choisit
D∅,p ⊆ Um,r,Zn(p),T tel que
⋃
q≤pD∅,q 6= Z . De sorte que la condition (1) est re´alise´e. Ceci termine
la construction pour |t| = 0.
• On effectue maintenant une sous-construction : on construit, par re´currence sur n,
- Les ouverts ωt⌢n.
- Une suite de´croissante (En) de Gδ denses de Dt.
- Des fonctions continues fn : En → T .
- Des ouverts Vn de Z × T .
On demande a` ces objets de ve´rifier
(i) Gr(fn) ⊆ ωt⌢n ∩Gt
(ii) ωt⌢n ⊆ ωt et ωt⌢n ∩ ωt⌢m = ∅ si n 6= m
(iii) ∀ x ∈ En d(fn(x), kt(x)) ≤ 2
−ν(t⌢n)
(iv) ∀ x ∈ Z δ(ωxt⌢n) ≤ 2
−ν(t⌢n)
(v) Gr(kt⌈En) ⊆ Vn ⊆ (Z × T ) \ (
⋃
m≤n ωt⌢m)
• Montrons qu’une telle construction est possible. Si on a construit ces objets pour q < n, soit
x ∈ Dt. Par continuite´ de kt, on peut trouver un voisinage ouvert Wx de x inclus dans Dt et un
voisinage ouvert-ferme´ Vx de diame`tre au plus 2−ν(t
⌢n) de kt(x) tels que Wx ⊆ k−1t (Vx). De sorte
que si (z, t) ∈ Wx × Vx, d(t, kt(z)) ≤ 2−ν(t
⌢n)
. On a, par la proprie´te´ de Lindelo¨f,⋃
x∈Dt
(Wx × Vx) =
⋃
m∈ω
(Wm × Vm).
On re´duit la suite (Wm) en (W ′m), puis on pose Un :=
⋃
m∈ω(W
′
m × Vm). Soit On un ouvert dense
deDt contenant En−1 tel que Gr(kt)∩Vn−1 = Gr(kt⌈On). Par le the´ore`me de Jankov-von Neumann,
on peut trouver f˜n Baire-mesurable uniformisant Un ∩ Gt sur sa projection Π. Π est dense dans Z .
En effet, soient U un ouvert-ferme´ non vide de Z et x ∈ On ∩ U . Comme (x, kt(x)) ∈ Un ∩ Gt,
on peut trouver un voisinage ouvert-ferme´ W de x tel que W × kt[W ] ⊆ Un ∩ (U × T ). Soit alors
(z, y) ∈ (W ×kt[W ])∩Gt. On a que z ∈ U ∩Π 6= ∅. Par la condition (d) d’un syste`me re´ducteur, Π
est comaigre dans Z , donc contient un Gδ dense Wn de Z . Alors f˜n⌈Wn est Baire-mesurable, donc
on peut trouver un Gδ dense Fn de Wn ∩Dt tel que f˜n⌈Fn soit continue.
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On peut poser En := Fn ∩ En−1 et fn := f˜n⌈En. Si x ∈ En, (x, fn(x)) ∈ Un, donc
d(fn(x), kt(x)) ≤ 2
−ν(t⌢n)
. Les graphes de fn et kt⌈En sont des ferme´s disjoints de En × T ,
donc on peut trouver un ouvert-ferme´ θ de En × T tel que Gr(fn) ⊆ θ ⊆ (En × T ) \Gr(kt⌈En).
On peut trouver des ouverts disjoints T et W de Z × T tels que θ = (En × T ) ∩ T et
(En × T ) \ θ = (En × T ) ∩W ,
par la proprie´te´ de re´duction des ouverts. Soit (Tm) une base de la topologie de T stable par in-
tersections finies et forme´e d’ouverts-ferme´s ve´rifiant d(Tm, Tˇm) > 0. On raisonne alors comme
pre´ce´demment : pour x dans En, on trouve un voisinage ouvert-ferme´ de base V ′x de fn(x) de
diame`tre au plus 2−ν(t⌢n) et un voisinage ouvert-ferme´ Yx de x tels que Yx ∩ En ⊆ f−1n (V ′x) et
Yx × V
′
x ⊆ T ∩ Vn−1 ∩ ωt. Comme avant, on applique la proprie´te´ de Lindelo¨f, ce qui fournit Ym et
V ′m, et on re´duit la suite (Ym) en (Y ′m). On pose ωt⌢n :=
⋃
m∈ω Y
′
m ×V
′
m et Vn := Vn−1 ∩W . Les
conditions (i) a` (v) sont clairement satisfaites. On a donc les conditions (5) et (6) de la construction
principale.
• On proce`de encore comme avant pour de´finir Gt⌢n. Pour x dans En, on trouve un voisinage
ouvert-ferme´ de base Dx de fn(x) et un voisinage ouvert-ferme´ Cx de x tels que
δ′([Cx ×Dx] ∩N) ≤ 2
−|t|−1
,
Cx ∩ En ⊆ f
−1
n (Dx) et Cx ×Dx ⊆ ωt⌢n ∩G ∩ (Dt × T ), ou` G est ouvert de Z × T tel que
G ∩N = Gt.
On applique la proprie´te´ de Lindelo¨f, ce qui fournit Cm et Dm, et on re´duit la suite (Cm) en (C′m).
On pose Gt⌢n := N ∩ (
⋃
m∈ω C
′
m ×Dm) et Gt :=
⋂
n∈ω En, et les conditions (7) et (8) sont satis-
faites. On a Gt⌢n ∩ ωt⌢n = N ∩ (
⋃
m∈ω C
′
m ×Dm) ∩ (
⋃
m∈ω Y
′
m × V
′
m) =
⋃
l∈ω N ∩ (Al ×Bl),
avec par de´finition Al := C′e−12 (l)0
∩ Y ′
e−12 (l)1
et Bl := De−12 (l)0 ∩ V
′
e−12 (l)1
, ou` e2 : ω
2 → ω est bi-
jective. De plus, on a Al ∩Al′ = ∅ si l 6= l′ et ΠZ [N ∩ (Al ×Bl)] est comaigre dans Al car
Gr(fn) ⊆ Gt⌢n ∩ ωt⌢n. On proce`de alors comme pour t = ∅ pour terminer la construction, en
travaillant dans Al ×Bl. On construit, par re´currence sur p, φ(t⌢n, e2(l, p)) et Dt⌢n,e2(l,p), en exi-
geant que
⋃
q<pDt⌢n,e2(l,q) 6= Al. Soit (Znk)k la base de Al forme´e des Zn ⊆ Al. On pose
k(q) := min{k ∈ ω / Znk ∩
⋃
r<q
Dt⌢n,e2(l,r) = ∅ et ∀ r < q k > k(r)}.
On choisit (m, r) ∈ ω2 \ {φ(t⌢n, e2(l, q)) / q < p} tel que δ(Dkm,r ) < d(Znk(p) , Zˇnk(p)),
δ(Im(km,r)) < d(Bl, Bˇl),
et Gr(km,r) ∩ N ∩ (Znk(p) × Bl) 6= ∅. On pose φ(t⌢n, e2(l, p)) :=(m, r) et on choisit Dt⌢n,e2(l,p)
dans Um,r,Znk(p) ,Bl tel que
⋃
q≤pDt⌢n,e2(l,q) 6= Al. Ceci termine la construction car
Gr(km,r) ⊆ Znk(p) ×Bl ⊆ ωt⌢n,
ce qui assure l’injectivite´ de φ.
• Si de plus (Z, T, (kq,p)(q,p)∈ω2) est d’arrive´e, quitte a` remplacer G(g) par G(g) ∩ G(k), on peut
avoir G(g) ⊆ G(k). L’injectivite´ de Φ fait que la situation ge´ne´rale (Z, T, (gm,p)(m,p)∈ω2) est en fait
d’arrive´e. 
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On doit maintenant obtenir une situation d’arrive´e a` partir d’une situation ge´ne´rale :
The´ore`me 4 Soit (Z, T, (lr,p)(r,p)∈ω2) une situation ge´ne´rale. Alors il existe une situation d’arrive´e
(Z, T, (kq,p)(q,p)∈ω2) telle que G(k) ⊆ G(l) et pour x dans G(k), on ait k[x] ⊆ l[x].
De´monstration. Pour exprimer a` la fois l’absence de points isole´s dans k[x], la densite´ de Dkq
dans Z et la condition (c) d’une situation d’arrive´e, il est plus commode d’indexer les fonctions
par
⋃
n∈ω ω
n×ωn+1 que par ω2. Soient donc ψ : Im(M)→ω bijective croissante, et φ := ψ ◦M , ou`
M :
{⋃
n∈ω ω
n × ωn+1→ ω
(s, t) 7→ q
t(0)+1
0 q
s(0)+1
1 ...q
t(n−1)+1
2n−2 q
s(n−1)+1
2n−1 q
t(n)+1
2n
((qn) est la suite des nombres premiers). φ est donc une bijection de
⋃
n∈ω ω
n×ωn+1 sur ω ve´rifiant
φ(s, t) < φ(s⌢p, t⌢m) et φ(s, t) < φ(s, t⌈|s|⌢[t(|s|) + 1]) pour (s, t) dans
⋃
n∈ω ω
n × ωn+1 et
(p,m) dans ω2. Soient (Zn) une base de la topologie de Z , et (Or) une suite d’ouverts denses de Z
tels que G(l) =
⋂
r∈ω Or. En supposant
∀ n ∈ ω ∀ s, t ∈ ωn ∀m ∈ ω Dks⌈(|s|−1),t\ (
⋃
i<m
Dks,t⌢i) 6=∅
avec la convention Dk∅⌈−1,∅ := Z , on de´finit r :
⋃
n≥−1 ω
n × ωn+1 → ω ∪ {−1} en posant
r(∅⌈−1, ∅) := −1,
r(s, t⌢m) := min

r ∈ ω /


Zr ∩Dks⌈(|s|−1),t\ (
⋃
i<mDks,t⌢i) 6=∅
et
r>max(r(s⌈(|s| − 1), t),maxi<m r(s, t
⌢i))

 .
On a donc r(s, t⌢(n+1)) > r(s, t⌢n) > r(s⌈(|s| − 1), t). On construit des fonctions ks,t⌢m, pour
(s, t,m) ∈ (
⋃
n∈ω(ω
n)2)× ω, par re´currence sur φ(s, t⌢m), en demandant
(1) Dks,t⌢m ⊆ Zr(s,t⌢m) ∩Dks⌈(|s|−1),t \ (
⋃
i<mDks,t⌢i) ∩O|s|
(2)
⋃
i<mDks,t⌢i 6= Dks⌈(|s|−1),t et Dks⌈(|s|−1),t 6= ∅
(3) δ(Dks,t⌢m), δ(Im(ks,t⌢m)) ≤ 2−φ(s,t
⌢m)
(4) ks,t⌢m est la restriction d’une des fonctions lr,p a` un ouvert-ferme´ de Dlr,p
(5) ∀ n,m ∈ ω ∀ s, t ∈ ωn ∀ x ∈ Dks,t⌢m d(ks,t⌢m(x), ks⌈(|s|−1),t(x)) < 2
−s(|s|−1)
(6) ∀ h ∈ ω \ {0} ∀ u ∈ (
⋃
p≤φ(s,t⌢m){φ
−1(p)})2h

 ∃ U ∈ ∆01, ∅ 6=U ⊆ Zet
∀ x ∈ U k−1u(0)ku(1)...k
−1
u(2k−2)ku(2k−1)(x)=x

 ⇒ ∃ i<2h − 1 u(i)=u(i + 1)
(7) Il n’y a qu’un nombre fini de compositions du type de la condition (6) sans termes
conse´cutifs identiques ayant un domaine de de´finition non vide.
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• Admettons cette construction re´alise´e. Soient e : ω → ω<ω et, pour n > 0, en : ωn → ω bijectives.
On pose kq,p := ke(q),e−1
|e(q)|+1
(p). Les applications suivantes sont re´ciproques l’une de l’autre :{
ω2 →
⋃
n∈ω ω
n × ωn+1
(q, p) 7→ (e(q), e−1|e(q)|+1(p))
,
{⋃
n∈ω ω
n × ωn+1 → ω2
(s, t⌢m) 7→ (e−1(s), e|s|+1(t
⌢m))
.
Les conditions (a) et (b) d’une situation ge´ne´rale et les conditions (b) et (c) d’une situation d’arrive´e
seront alors clairement re´alise´es, par (3), (4) et (6). ⋃m∈ωDks,t⌢m est dense dans Dks⌈(|s|−1),t ,
sinon on peut trouver r > r(s⌈(|s|−1), t) tel que Zr⊆Dks⌈(|s|−1),t\
⋃
m∈ωDks,t⌢m . Comme la suite
(r(s, t⌢m))m croıˆt strictement vers l’infini, on trouve un plus petit m tel que r(s, t⌢m) > r.
Sim > 0, r(s, t⌢(m−1)) ≤ r ; si r(s, t⌢(m−1)) < r, on a r(s, t⌢m) ≤ r, ce qui est absurde.
Si r = r(s, t⌢(m − 1)), Dks,t⌢(m−1) ⊆ Zr, ce qui contredit la disjonction de Zr et Dks,t⌢(m−1) . Si
m = 0, on a r(s, t⌢0) > r > r(s⌈(|s| − 1), t), ce qui contredit la de´finition de r(s, t⌢0).
Il suffit donc d’assurer (1) et (2) pour avoir la disjonction de Dks,t⌢m et Dks,t⌢n pour n 6= m,
donc deDks,t⌢m et Dks,v⌢n pour (t,m) 6= (v, n), et la densite´ deDs :=
⋃
(t,m)∈ω|s|×ωDks,t⌢m dans⋃
t∈ω|s| Dks⌈(|s|−1),t ; on a donc la condition (c) d’une situation ge´ne´rale. Enfin, on pose
G(k) :=
⋂
q∈ω
Dkq
et la condition (5) entraıˆne la condition (d) d’une situation ge´ne´rale car si q ∈ ω et
x ∈ G(k) =
⋂
s∈ω<ω
Ds,
x ∈ De(q) ∩De(q)⌢p pour tout entier p, donc il existe t ∈ ω|e(q)|+1 et m ∈ ω tels que
x ∈ De(q)⌢p,t⌢m ⊆ De(q),t,
et d(kq(x), kl(x)) < 2−p, ou` e(l) = e(q)⌢p.
• Montrons donc que cette construction est possible. Soit (r, p) ∈ ω2 telle que Dlr,p ∩ Z0 6= ∅. On
choisit un ouvert-ferme´ non vide Dk
φ−1(0)
strictement inclus dans Dlr,p ∩ Z0 ∩ O|φ−10 (0)| et on pose
kφ−1(0) := lr,p⌈Dkφ−1(0) . Admettons avoir construit (ks,t⌢m)φ(s,t⌢m)≤n ve´rifiant (1)-(7), ce qui est
fait pour n = 0. Posons φ−1(n + 1) := (s, t⌢m). On a de´ja` construit Dk
φ−1(q1)
, ..., Dk
φ−1(qm)
dans
Dks⌈(|s|−1),t , de sorte que φ−1(qi) = (s, t⌢(i− 1)) pour 1 ≤ i ≤ m, par construction de φ.
Soit U un ouvert-ferme´ non vide de Dks⌈(|s|−1),t tel que δ(U), δ(ks⌈(|s|−1),t[U ]) ≤ 2−n−1,
U ∪
⋃
i<m
Dks,t⌢i 6= Dks⌈(|s|−1),t ,
et tel que U × ks⌈(|s|−1),t[U ] soit inclus dans{
(x, y) ∈ [Zr(s,t⌢m) ∩Dks⌈(|s|−1),t \ (
⋃
i<m
Dks,t⌢i)]× T / d(y, ks⌈(|s|−1),t(x)) < 2
−s(|s|−1)
}
.
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Ce qui suit est a` rapprocher du lemme 2.11 de [Le3]. Par (7), on note {H1, ...,Hp} l’ensemble
fini des compositions du type de la condition (6) sans termes conse´cutifs identiques de domaine de
de´finition non vide de´finissables a` partir de kφ−1(0), ..., kφ−1(n). Pour I ⊆ p, on pose
OI :=
⋂
i∈I
DHi+1 ∩
⋂
i∈p\I
DˇHi+1.
Alors (OI)I⊆p est une partition en ouverts-ferme´s de Z , donc on trouve I ⊆ p tel que U ∩ OI 6= ∅.
Soit O′ := {x ∈ U ∩OI / ∀ i ∈ I Hi+1(x) 6= x}. Par (6), O′ est un ouvert dense de U ∩ OI ; on
peut donc trouver un ouvert-ferme´ non vide O′′ de O′ tel que ∀ i ∈ I , O′′ ∩Hi+1[O′′] = ∅. Soit
x ∈ O′′ ∩G(l), et (r, p) ∈ ω2 telle que (x, lr,p(x)) ∈ O′′ × ks⌈(|s|−1),t[O′′],
lr,p(x) 6= kφ−1(j)Hm+1(x)
et aussi lr,p(x) 6= kφ−1(j)(x) pour tout m < p et tout j ≤ n. On choisit Dkφ−1(n+1) contenant x dans
l’ouvert Dlr,p ∩O′′ ∩ l−1r,p(ks⌈(|s|−1),t[O′′]) ∩O|φ−10 (n+1)| tel que pour tout m < p et pour tout j ≤ n
on ait lr,p[Dk
φ−1(n+1)
] ∩ kφ−1(j)Hm+1[Dkφ−1(n+1) ]=∅ et lr,p[Dkφ−1(n+1) ] ∩ kφ−1(j)[Dkφ−1(n+1) ]=∅.
On pose kφ−1(n+1) := lr,p⌈Dkφ−1(n+1) .
Il est clair que les conditions (1) a` (5) sont re´alise´es. Montrons que la condition (6) est re´alise´e au
rang n+1, en raisonnant par l’absurde. On peut donc trouver h > 0, u ∈ (
⋃
p≤n+1{φ
−1(p)})2h et un
ouvert-ferme´ non vide U de Z tels que pour tout x de U on ait k−1u(0)ku(1)...k
−1
u(2h−2)ku(2h−1)(x) = x
et u(i) 6= u(i + 1) si i < 2h − 1. Par hypothe`se de re´currence, on peut trouver i < 2h minimal tel
que u(i) = φ−1(n + 1). Montrons, en raisonnant par l’absurde, qu’un tel i est unique. Si tel n’est
pas le cas, on peut trouver j > i+ 1 minimal tel que u(j) = φ−1(n+ 1). Il y a alors quatre cas.
Cas 1. i et j sont impairs.
Posons y := ku(j)k
−1
u(j+1)...ku(2h−1)(x). Comme u(j) = φ
−1(n + 1), y est dans ks⌈(|s|−1),t[O′′]
et on trouve z dans O′′ tel que y = ks⌈(|s|−1),t(z). On a la double e´galite´
x = k−1u(0)ku(1)...k
−1
u(j−1)(y) = k
−1
u(0)ku(1)...k
−1
u(j−1)ks⌈(|s|−1),t(z),
donc le domaine de´finition de k−1u(i+1)ku(i+2)...k
−1
u(j−1)ks⌈(|s|−1),t est non vide. Si i+1 = j−1 et
u(j − 1) = s⌈(|s| − 1), t, z ∈ Dk
φ−1(n+1)
et
y ∈ kφ−1(n+1)[Dkφ−1(n+1) ] ∩ ks⌈(|s|−1),t[Dkφ−1(n+1) ] = ∅.
Si i+ 1 6= j − 1 ou u(j−1) 6=s⌈(|s| − 1), t, on peut trouver r<p tel que
Hr+1=k
−1
u(i+1)ku(i+2)...k
−1
u(j−1)ks⌈(|s|−1),t,
comme z ∈ O′′ ⊆ OI , Hr+1(z) /∈ O
′′
, donc ku(i)(Hr+1(z)) n’est pas de´fini, ce qui est absurde.
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Cas 2. i et j sont pairs.
Dans la composition apparaıˆt k−1
φ−1(n+1)
ku(i+1)...ku(j−1)k
−1
φ−1(n+1)
, donc la composition
kφ−1(n+1)k
−1
u(j−1)...k
−1
u(i+1)kφ−1(n+1)
a un domaine de de´finition non vide. Mais on voit comme avant que c’est impossible.
Cas 3. i est impair et j est pair.
Soit r < p tel que Hr+1 = k−1u(i+1)...ku(j−1). Alors k
−1
u(j)...ku(2h−1)(x) ∈ O
′′
, donc comme avant
k−1u(i+1)...ku(2h−1)(x) /∈ O
′′
, ce qui est absurde.
Cas 4. i est pair et j est impair.
Posons y := ku(j)...ku(2h−1)(x) ; comme dans le cas 1, on trouve z dans O
′′ tel que
y=ks⌈(|s|−1),t(z).
Posons w :=k−1
u(i+2)
...ku(2h−1)(x) ; on a w=k
−1
u(i+2)
...k−1
u(j−1)
ks⌈(|s|−1),t(z), et
ku(i+1)(w) = ks⌈(|s|−1),t(v),
ou` v ∈ O′′, puisque k−1
φ−1(n+1)
(ku(i+1)(w)) est de´fini. On a
v = k−1s⌈(|s|−1),tku(i+1)...k
−1
u(j−1)ks⌈(|s|−1),t(z).
D’ou` u(i+1) = s⌈(|s| − 1), t = u(j − 1) et donc i+2 < j − 1, ce qui est absurde (on utilise le fait
que z et v sont dans O′′).
L’entier i est donc unique et on peut trouver un ouvert-ferme´ non vide de Dk
φ−1(n+1)
sur lequel
kφ−1(n+1) coı¨ncide avec une composition des fonctions kφ−1(0), ..., kφ−1(n) de la forme kφ−1(j)Hm+1,
ou` m < p. Mais ceci est contraire a` la construction de kφ−1(n+1). Pour ve´rifier la condition (7), on
remarque que dans une composition du type de la condition (6) sans termes conse´cutifs identiques des
fonctions kφ−1(0), ..., kφ−1(n+1), il y a au plus une fois la fonction kφ−1(n+1) (comme pre´ce´demment).
Une telle composition est donc ne´cessairement de la forme Hm+1, Hm+1k−1φ−1(i)kφ−1(n+1),
Hm+1k
−1
φ−1(n+1)
kφ−1(i),
Hm+1k
−1
φ−1(i)
kφ−1(n+1)Hm′+1, Hm+1k
−1
φ−1(n+1)
kφ−1(i)Hm′+1, k
−1
φ−1(i)
kφ−1(n+1)Hm+1 ou
k−1
φ−1(n+1)
kφ−1(i)Hm+1,
ou` m, m′<p et i ≤ n. Il n’y en a donc qu’un nombre fini. 
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Il reste a` pouvoir assurer la re´duction de la situation d’arrive´e au bore´lien dont nous sommes
partis. Le lemme qui suit, couple´ avec le the´ore`me 3, va le permettre.
Lemme 5 Soient (Z, T, (lr,p)(r,p)∈ω2) une situation ge´ne´rale, et (Z, T, (kq,p)(q,p)∈ω2) une situation
d’arrive´e telles que pour tout x de G(k) ∩ G(l), k[x] ⊆ l[x]. Alors il existe un ensemble N , Gδ de
(Z × T ) \ (
⋃
r∈ω Gr(lr)), tel que (Z, T, (kq,p)(q,p)∈ω2 , N) soit un syste`me re´ducteur.
De´monstration. Posons H := G(k) ∩G(l) et
N := {(x, y) ∈ Z × T / x ∈ H et y ∈ k[x] \ l[x]}.
Alors N est clairement Gδ, et on a N ∩ (
⋃
r∈ω Gr(lr)) = ∅, ainsi que les conditions (a) et (b) d’un
syste`me re´ducteur.
• Soit U un ouvert-ferme´ non vide de Z . On choisit x ∈ H ∩ U . Comme (Z, T, (kq,p)(q,p)∈ω2)
est une situation d’arrive´e, k[x] est de´nombrable sans point isole´, donc on trouve y dans k[x] \ l[x],
puisque k[x] est polonais parfait et que l[x] est de´nombrable. On a alors que x ∈ U ∩ΠZ [N ] puisque
(x, y) ∈ N . D’ou` la condition (c) d’un syste`me re´ducteur.
• Soient x ∈ U ∩ ΠZ [N ∩ O], y ∈ k[x] ∩ Ox. On choisit des ouverts-ferme´s V et W tels que
(x, y) ∈ V ×W et V ×W ⊆ O ∩ (U × T ). On peut trouver q tel que kq(x) ∈ W et un ouvert-
ferme´ non vide V ′ ⊆ k−1q (W ) ∩ V ; si z ∈ V ′ ∩H , k[z] \ l[z] e´tant dense dans k[z], on peut trouver
y(z) tel que (z, y(z)) ∈ N ∩(V ×W ). Donc U ∩ΠZ [N ∩O] contient V ′∩H , qui est non maigre. On
a donc montre´ que pour tout ouvert-ferme´ non vide U de Z , U ∩ΠZ [N ∩O] est non maigre. Comme
ΠZ [N ∩ O] est analytique, on en de´duit que ΠZ [N ∩ O] est comaigre dans Z . D’ou` la condition (d)
d’un syste`me re´ducteur.
• Soient U et V des ouverts-ferme´s tels que N ∩ (U × V ) 6= ∅, et (x, y) ∈ N ∩ (U × V ). Comme
x ∈ G(k) et y ∈ V ∩ k[x], k[x] n’a pas de point isole´ et on peut trouver une infinite´ de q tels que
z := kq(x) ∈ V . Comme avant, on voit que k[x] \ l[x] est dense dans k[x], donc z est limite de points
zn ∈ V ∩ k[x] \ l[x]. Donc (x, zn) est dans N ∩ (U × V ), et (x, z) est dans Gr(kq) ∩N ∩ (U × V ).
Par conse´quent, l’ensemble {q ∈ ω / Gr(kq) ∩N ∩ (U × V ) 6= ∅} est infini.
Posons Uq,p,U,V := U ∩ k−1q,p(V ). Il est clair que Gr(kq,p) ∩N ∩ (U × V ) ⊆ Gr(kq,p⌈Uq,p,U,V ).
Re´ciproquement, si (x, y) ∈ Gr(kq,p⌈Uq,p,U,V ), il faut voir que (x, y) ∈ N . x est limite de
(xn) ⊆ Dkq,p ∩H.
Comme avant, kq,p(xn) est limite de (ynm)m ⊆ k[xn] \ l[xn], et on peut supposer que
d(kq,p(xn), y
n
m) < 2
−n−m.
Alors (xn, ynn) ∈ N et tend vers (x, y) ∈ N . 
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3 Existence d’exemples et synthe`se des re´sultats pre´ce´dents.
Notations. Soit (qn) la suite des nombres premiers : q0 = 2, q1 = 3, q2 = 5, ... On pose
J :


ω<ω → ω
s 7→
{
q
s(0)+1
0 ...q
s(|s|−1)+1
|s|−1 si s 6= ∅,
0 sinon.
• On de´finit Ai := {1} ∪ {J(u⌢1) / u ∈ Πp<i Ap}, puis F := Πi∈ω Ai.
• On pose, pour (s, t) ∈
⋃
n∈ω ω
n × ωn+1,
Dfs,t := {α ∈ F / ∀ j ≤ |s| α(J [s⌈j
⌢t⌈(j + 1)]) = 1 et ∀ p < t(j) α(J [s⌈j⌢t⌈j⌢p]) 6= 1}.
On de´finit ensuite les fonctions
fs,t :


Dfs,t → F
α 7→


ω → ω
q 7→


α(q) si ∀ j ≤ |s| q 6= J [s⌈j⌢t⌈(j + 1)],
J(α⌈(q+1)) si ∃ j ≤ |s| q=J [s⌈j⌢t⌈(j + 1)].
Lemme 6 Il existe une situation de de´part.
De´monstration. Soient e : ω → ω<ω bijective ve´rifiant e−1(s) < e−1(s⌢n), et aussi
Ψ : ω2 →
⋃
n∈ω
ωn × ωn+1
et θ :
⋃
n∈ω ω
n × ωn+1 → ω2 bijectives re´ciproques l’une de l’autre avec Ψ0(n, p) = e(n) et
θ0(s, t
⌢m) = e−1(s). On pose fn,p := fΨ(n,p). On va voir que (F, (fn,p)(n,p)∈ω2) est une situation
de de´part.
• Il est clair que Ai est une partie finie de ω, de cardinal au moins deux. De sorte que F est un
compact parfait non vide de ωω, donc une copie de 2ω . D’ou` la condition (a) d’une situation ge´ne´rale
et la condition (b) d’une situation de de´part.
• Les ensembles Dfs,t sont des ouverts-ferme´s de F , donc des compacts, et fs,t est clairement de´finie,
injective et continue, donc est un home´omorphisme de Dfs,t sur son image
{α∈F / ∃ u∈Πi≤J(s⌢t) Ai ∀ i≤J(s
⌢t) α(i)=fs,t(u
⌢1ω)(i) et u⌢1ω ∈ Dfs,t}.
Cette image est ouverte-ferme´e dans F , d’ou` la condition (b) d’une situation ge´ne´rale.
• Il est clair que les Dfs,t⌢m , pour m ∈ ω, sont deux a` deux disjoints, donc les Dfs,t , pour t ∈ ω|s|+1,
aussi car Dfs,t⌢m ⊆ Dfs⌈(|s|−1),t . Leur re´union Dfs est dense dans F , car si t˜ ∈ Πi≤k Ai, on peut
trouver t ∈ ω|s|+1 telle que t˜⌢1ω ∈ Dfs,t .
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En effet, on peut trouver une suite finie d’entiers s˜ telle que pour tout j < |s˜| ≤ |s| + 1, on ait
t˜(J [s⌈j⌢s˜⌈(j+1)]) = 1 et pour tout p < s˜(j), t˜(J [s⌈j⌢s˜⌈j⌢p]) 6= 1 ; de plus, on peut exiger qu’elle
soit de longueur maximale avec ces proprie´te´s, c’est-a`-dire que pour tout i ∈ ω, J [s⌈|s˜|⌢s˜⌢i] ≥ |t˜|
ou t˜(J [s⌈|s˜|⌢s˜⌢i]) 6= 1 ou |s˜| = |s| + 1. Si |s˜| = |s| + 1, on peut poser t := s˜. Sinon, on choisit
i minimal tel que J [s⌈|s˜|⌢s˜⌢i] ≥ |t˜| et on pose t := s˜⌢i⌢0|s|−|s˜|. D’ou` la condition (c) d’une
situation ge´ne´rale.
• Si x ∈ Dfs⌢n,t⌢m , x ∈ Dfs,t et on a d(fs⌢n,t⌢m(x), fs,t(x)) ≤ 2−J(s
⌢n⌢t⌢m)
. Donc si x est dans
Dfs⌢n∩Dfs , ∃(t,m) ∈ ω
|s|+1×ω tel que x ∈ Dfs⌢n,t⌢m et la suite (fs⌢n(x))n tend vers fs(x), qui
n’est donc pas isole´. On a donc la condition (d) d’une situation ge´ne´rale, avec G(f) := ⋂n∈ωDfn ;
d’ou` la condition (a) d’une situation de de´part.
• La condition (c) d’une situation de de´part est clairement ve´rifie´e. Soit donc (x, y) dans
(
⋂
n∈ω
Dfn × F ) ∩
⋃
n∈ω
Gr(fn).
On peut trouver xk et nk tels que (x, y) soit la limite en k de (xk, fnk(xk)) :
∀ p ∈ ω ∃ k(p) ∈ ω ∀ k ≥ k(p) xk⌈p = x⌈p et fnk(xk)⌈p = y⌈p.
Montrons que la suite (fn) est e´quicontinue en x. Soit q ∈ ω. Comme x est dans
⋂
n∈ωDfn , les
coordonne´es de x modifie´es sont les J(s⌢t⌢m), ou` x ∈ Dfs,t⌢m , s, t ∈ ω<ω et |s| = |t|, m variant
dans ω. Par suite, les couples (x⌈q, fn(x)⌈q) sont donc en nombre fini, a` q fixe´. Comme les fn sont
continues, on a l’e´quicontinuite´ :
∀ p ∈ ω ∃ q(p) ∈ ω z⌈q(p) = x⌈q(p) ⇒ ∀ n ∈ ω fn(z)⌈p = fn(x)⌈p.
Posons yk := fnk(x). Alors (x, yk) ∈
⋃
n∈ω Gr(fn) et si p ∈ ω, soit k ≥ k(max[p, q(p)]). Alors
xk⌈q(p) = x⌈q(p), d’ou` y⌈p = fnk(xk)⌈p = fnk(x)⌈p = yk⌈p. Pour avoir la condition (d) d’une
situation de de´part, il reste a` voir que x 6= y. Ceci re´sulte du fait que la premie`re coordonne´e de x
e´gale a` 1 et d’ordre une puissance positive de 2 est transforme´e de la meˆme fac¸on par toutes les fnk .
• Si N2s rencontre l’un des graphes des fn, il n’y a pas de 1 parmi les coordonne´es de s d’ordre une
puissance positive de 2 ; par suite, N2s rencontre le graphe de f0. Si maintenant x 6= y, x⌢j R y⌢j
et (Nx ×Ny) ∩ Gr(fs) 6= ∅, il existe t ≺ s telle que (Nx ×Ny) ∩ Gr(ft) 6= ∅, avec ft ne changeant
que les coordonne´es d’ordre infe´rieur a` |x|. De plus, toute suite u telle que (Nx ×Ny) ∩Gr(fu) 6= ∅
ve´rifie t ≺ u, d’ou` e−1(t) ≤ e−1(u) et ψ(x, y) = e−1(t). Comme (Nx⌢j × Ny⌢j) ∩ Gr(ft) 6= ∅,
ψ(x⌢j, y⌢j) ≤ e−1(t) = ψ(x, y). D’ou` la condition (e).(i) d’une situation de de´part.
• Soient s et t dans Πi≤k Ai et u, v des T -chaıˆnes sans re´pe´tition de termes telles que u(0) = v(0) = s
et u(|u| − 1) = v(|v| − 1) = t, avec |u| ≤ |v|. On veut montrer que u = v ; on peut supposer que
|u| ≥ 2 et u(|u| − 2) 6= v(|v| − 2).
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Posons
w(i) =
{
u(i) si i < |u|,
v(|u| + |v| − 2− i) si |u| ≤ i < |u|+ |v| − 1.
Alors |w| ≥ 3, w(0) = w(|w| − 1) = s, w(i) 6= w(i + 1) si i < |w| − 1 et w(i) 6= w(i + 2) si
i < |w| − 2. Soit c une T -chaıˆne de longueur minimale ayant ces proprie´te´s, et telle que l := |c(0)|
soit minimale elle aussi.
L’argument qui suit a e´te´ vu dans la preuve du the´ore`me 2.7 de [Le3]. La suite
(c(i)(l − 1))i<|c|
est non constante, et on trouve i1 minimal tel que c(i1)(l − 1) 6= c(i1 + 1)(l − 1) ; il y a deux cas.
Ou bien c(i1)(l − 1) < c(i1 + 1)(l − 1), auquel cas comme on a les e´galite´s
c(i1)(l − 1)=c(0)(l − 1)=c(|c| − 1)(l − 1),
on trouve i2 > i1+1 minimal tel que l’on ait c(i1 + 1)(l − 1) 6= c(i2)(l − 1). On a que c(i1) = c(i2),
par injectivite´ de J . Donc i1 = 0 et i2 = |c| − 1, par minimalite´ de |c|. Par minimalite´ encore,
|c| = 3, ce qui constitue la contradiction cherche´e (on a c(i1 + 1) = c(i2 − 1) car il existe un unique
couple (s, t) tel que c(i1)⌢1ω ∈ Dfs,t , avec J(s⌢t) = l − 1 ; par suite, on a la suite d’e´galite´s
c(i1 + 1)
⌢1ω = fs,t(c(i1)
⌢1ω) = fs,t(c(i2)
⌢1ω) = c(i2 − 1)
⌢1ω).
Ou bien c(i1)(l − 1) > c(i1 + 1)(l − 1), auquel cas on trouve i2 > i1 + 1 minimal tel que
c(i2)(l − 1) = ... = c(|c| − 1)(l − 1). On a c(i1 + 1) = c(i2 − 1), donc c(i1) = c(i2) comme avant.
D’ou` i1 = 0 et i2 = |c| − 1, par minimalite´ de |c|. Par minimalite´ encore, |c| = 3, ce qui constitue la
contradiction cherche´e. D’ou` la condition (e).(ii) d’une situation de de´part. 
The´ore`me 7 Il existe un bore´lien B de ωω × ωω, tel que pour tous espaces polonais X et Y , et
pour tout bore´lien A de X × Y dont les coupes horizontales et verticales sont de´nombrables, on a
l’e´quivalence entre les conditions suivantes :
(a) Le bore´lien A n’est pas pot(Π02).
(b) Il existe u : ωω → X et v : ωω → Y , home´omorphismes sur leurs images, tels que l’on ait
B ∩ (u× v)−1(A) = B.
De´monstration. Soit (F, (fn,p)(n,p)∈ω2) la situation de de´part fournie par le lemme 6. L’ensemble
G(f) =
⋂
n∈ωDfn est Gδ dense de F , donc polonais parfait de dimension 0, et G(f) est localement
non compact car son comple´mentaire contient l’ensemble dense D des suites diffe´rentes de 1 a` partir
d’un certain rang. On peut donc trouver un home´omorphisme φ0 : ωω → G(f). On remarque que
si x ∈ G(f) et n ∈ ω, fn(x) /∈ D, a` cause de la condition (c) d’une situation de de´part. Soit donc
ψ0 : ω
ω → F \D un home´omorphisme. On pose
B := (φ0 × ψ0)
−1(
⋃
n∈ω
Gr[fn⌈G(f)]).
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• Si A est pot(Π02), alors la condition (b) n’est pas ve´rifie´e, car sinon B serait pot(Π02), donc⋃
n∈ω Gr(fn⌈G(f)) aussi. On pourrait donc trouver un Gδ dense K de F tel que pour tout x de
G(f), f [x] ∩K soit Gδ de K , donc polonais. Mais {x ∈ G(f) / x ∈
⋂
n∈ω f
−1
n (K)} est Gδ dense
de G(f), donc on pourrait trouver x dans G(f) tel que f [x] soit polonais, ce qui contredit le fait qu’il
soit sans point isole´.
• Si A n’est pas pot(Π02), nous allons construire des applications u et v ve´rifiant la condition (b).
Le lemme 2 fournit un syste`me re´ducteur (Z, T, (hn,p)(n,p)∈ω2 ,M) et u0 : Z → X, v0 : T → Y
injectives continues tels que ⋃(n,p)∈ω2 Gr(hn,p)⊆(u0×v0)−1(A) et M ⊆ (u0 × v0)−1(Aˇ). Par le
the´ore`me 3, on trouve une injection Ψ : ω2 → ω2 et des ouverts-ferme´s D′r,p ⊆ DhΨ(r,p) tels que si
lr,p := hΨ(r,p)⌈D
′
r,p, (Z, T, (lr,p)(r,p)∈ω2) soit une situation ge´ne´rale et ∀ x ∈ G(l),
l[x] ⊆ {hn,p(x) / (n, p) ∈ ω
2 et x ∈ Dhn,p}
et ∀ y ∈ l[x] \ l[x], (x, y) ∈M . Par le the´ore`me 4, on trouve une situation d’arrive´e
(Z, T, (kq,p)(q,p)∈ω2)
telle que G(k) ⊆ G(l) et pour x dans G(k), on ait k[x] ⊆ l[x]. Par le lemme 5, on trouve un ensemble
N , Gδ de Z × T , tel que (Z, T, (kq,p)(q,p)∈ω2 , N) soit un syste`me re´ducteur et
N ∩ (
⋃
r∈ω
Gr(lr)) = ∅.
Par le the´ore`me 3 encore, il existe une injection Φ : ω2 → ω2 et des ouverts-ferme´s Dm,p ⊆ DkΦ(m,p)
tels que si gm,p := kΦ(m,p)⌈Dm,p, (Z, T, (gm,p)(m,p)∈ω2) soit une situation d’arrive´e et pour x dans
G(g) ⊆ G(k), g[x] ⊆ k[x] et pour tout y de g[x] \ g[x], (x, y) ∈ N . Par le the´ore`me 1, on trouve des
injections continues u1 : F → G(g) et v1 : F → T telles que pour (x, y) dans
⋃
n∈ω Gr(fn) on ait
(u1(x), v1(y))∈
⋃
m∈ω Gr(gm) et ∀ (x, y)∈(
⋂
n∈ωDfn×T )∩
⋃
n∈ω Gr(fn) \ (
⋃
n∈ω Gr(fn)), on ait
l’appartenance de v1(y) a` g[u1(x)] \ g[u1(x)].
On pose alors u := u0⌈G(g) ◦ u1⌈G(f) ◦ φ0 et v := v0 ◦ v1⌈(F \ D) ◦ ψ0. Comme
u0⌈G(g) ◦ u1 et v0 ◦ v1 sont des home´omorphismes sur leurs images, u et v aussi. Si (x, y) ∈ B,
(φ0(x), ψ0(y)) ∈
⋃
n∈ω Gr(fn⌈G(f)) donc (u1[φ0(x)], v1[ψ0(y)]) ∈
⋃
m∈ω Gr(gm) et aussi
u1[φ0(x)] ∈ G(g) ⊆ G(k) ⊆ G(l).
Par suite, on a
v1[ψ0(y)] ∈ g[u1[φ0(x)]]
⊆ k[u1[φ0(x)]]
⊆ l[u1[φ0(x)]]
⊆ {hn,p(u1[φ0(x)]) / (n, p) ∈ ω
2 et u1[φ0(x)] ∈ Dhn,p}.
Donc (u(x), v(y)) ∈ A.
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Si (x, y) ∈ B \ B, (φ0(x), ψ0(y)) ∈
⋃
n∈ω Gr(fn⌈G(f)) \ (
⋃
n∈ωGr[fn⌈G(f)]), et comme
φ0(x) ∈ G(f) ⊆
⋂
n∈ωDfn , (φ0(x), ψ0(y))∈
⋃
n∈ω Gr(fn)\(
⋃
n∈ω Gr(fn)). Par suite, v1[ψ0(y)] est
dans g[u1[φ0(x)]]\g[u1[φ0(x)]]. Comme u1[φ0(x)] est dansG(g), on a que (u1[φ0(x)], v1[ψ0(y)]) est
dans N , et donc que v1[ψ0(y)] appartient a` l[u1[φ0(x)]] \ l[u1[φ0(x)]]. Donc (u1[φ0(x)], v1[ψ0(y)])
est dans M et (u(x), v(y)) /∈ A. 
En analysant cette de´monstration, on obtient d’autres caracte´risations des bore´liens a` coupes
de´nombrables n’e´tant pas pot(Π02). Le corollaire qui suit est a` rapprocher du the´ore`me 2.11 de [Le2].
Corollaire 8 Soient X et Y des espaces polonais, et A un bore´lien de X × Y dont les coupes
horizontales et verticales sont de´nombrables. Les conditions suivantes sont e´quivalentes :
(a) Le bore´lien A n’est pas pot(Π02).
(b) Il existe une situation ge´ne´rale (Z, T, (gm,p)(m,p)∈ω2) et i : Z → X, j : T → Y injectives
continues telles que pour tout x de G(g), on ait g[x] ∩ (i× j)−1(A)x = g[x].
(c) Il existe une situation d’arrive´e (Z, T, (gm,p)(m,p)∈ω2) et i : Z → X, j : T → Y injectives
continues telles que pour tout x de G(g), on ait g[x] ∩ (i× j)−1(A)x = g[x].
(d) Il existe une situation de de´part (F, (fn,p)(n,p)∈ω2) et u : F→X, v : F → Y injectives continues
telles que ⋃
n∈ω
Gr(fn) ∩ (G(f)× F ) ∩ (u× v)−1(A) =
⋃
n∈ω
Gr(fn⌈G(f)).
De´monstration. Il suffit de relire la preuve du the´ore`me 7. Pour l’e´quivalence de (a) et (d), on prend
u := u0⌈G(g) ◦ u1 et v := v0 ◦ v1. Pour l’e´quivalence de (a) avec (b) et (c), on prend i := u0 et
j := v0, de sorte que i et j correspondent simplement a` un changement de topologie. Ces e´quivalences
viennent du fait que
⋃
m∈ω Gr(gm⌈G(g)) = {(x, y) ∈ G(g) × T / y ∈ g[x]} ∩ (i× j)−1(A). 
Corollaire 9 Soit Γ une classe de Wadge non stable par passage au comple´mentaire. Alors il existe
un bore´lien BΓ de ωω × ωω et un ferme´ FΓ contenant BΓ, tels que pour tous espaces polonais X et
Y , et pour tout bore´lien A de X × Y ayant ses coupes horizontales et verticales de´nombrables, on a
l’e´quivalence entre les conditions suivantes :
(a) Le bore´lien A n’est pas pot(Γ).
(b) Il existe des fonctions continues u : ωω → X et v : ωω → Y telles que FΓ ∩ (u× v)−1(A) = BΓ.
De´monstration. Si Γ = Π02, on applique le the´ore`me 7. Si Γ = Dξ(Σ01) ou Dˇξ(Σ01), on applique les
the´ore`mes 3.5 et 3.6 de [Le3] et on utilise l’existence d’une re´traction continue de ωω sur 2ω . Sinon,
Γ contient Σ02, donc A est pot(Γ). Il suffit alors de prendre BΓ := (ωω × ωω) \ BΠ02 et FΓ := BΓ,
puisque B
Π
0
2
/∈ pot(Π02), par le the´ore`me 7. 
Remarque. B
Π
0
2
e´tant re´union de´nombrable de graphes de fonctions continues est Σ02 \ pot(Π02). Si
Γ ⊆ ∆02 et Γˇ est stable par intersection avec les ferme´s (c’est-a`-dire si Γ = Dξ(Σ01) avec ξ impair
ou Γ = Dˇξ(Σ
0
1) avec ξ pair), on a aussi BΓ ∈ Γˇ \ pot(Γ). En effet, on applique le the´ore`me B a`
A ∈ Γˇ \ pot(Γ) (qui existe par le the´ore`me 3.3 de [Le1]) pour voir que BΓ = Aξ \ Aξ ∈ Γˇ. On en
de´duit que BΓˇ = Aξ ∈ Dξ+1(Σ01) si ξ est impair et que BΓˇ ∈ Dˇξ+1(Σ01) si ξ est pair. On n’a pas
mieux en ge´ne´ral (cf [Le3] pour ξ = 1 : B
Π
0
1
∈ D2(Σ
0
1) \ pot(Dˇ2(Σ01))).
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4 Une limite du re´sultat principal.
On peut observer un phe´nome`ne analogue a` celui de´crit dans la section 2.C de [Le3], c’est-a`-
dire que dans le the´ore`me 7, en supposant seulement A a` coupes verticales de´nombrables, on a une
incompatibilite´ avec l’existence des injections u et v.
De´finition. Une suite (hs)s∈(ω\{0})<ω de fonctions partielles de 2ω dans 2ω est une bonne suite si
(a) Le domaine Dhs de hs est un ouvert dense de 2ω .
(b) Les fonctions hs sont continues et ouvertes.
(c) Si x ∈ ⋂s∈(ω\{0})<ω Dhs et s ∈ (ω \ {0})<ω , lim
k→∞
hs⌢k(x) = hs(x).
(d) Si s, t ∈ (ω \ {0})<ω et s 6= t, {x ∈ Dhs ∩Dht / hs(x) 6= ht(x)} est dense dans 2ω .
Exemple. Soit J : ω<ω → ω l’injection de´finie dans la section 3. On pose
hs :


2ω →2ω
x 7→


ω →2
k 7→


x(J(s⌈i)q − J(s⌈i)qi−1 − 1) si


k = J(s⌈i)qi−1 q − 1
et
i=max{1≤j≤|s|/k≡−1 (J(s⌈j)qj−1 )},
x(k) si ∀ 1 ≤ i ≤ |s| k 6≡ −1 (J(s⌈i)qi−1 ).
Alors (hs)s∈(ω\{0})<ω est une bonne suite. En effet, les conditions (a) et (b) sont clairement re´alise´es.
Le plus petit entier n tel que hs⌢k(x)(n) 6= hs(x)(n), s’il existe, est supe´rieur ou e´gal a` J(s
⌢k)
q|s|
− 1,
qui tend vers l’infini avec k. D’ou` la condition (c). Soit u ∈ 2<ω ; on cherche x ∈ 2ω tel que
hs(u
⌢x) 6= ht(u
⌢x).
Ou bien on trouve m < min(|s|, |t|) tel que s(m) 6= t(m) et s⌈m = t⌈m, avec par exemple
s(m) < t(m). Posons alors kn := J(t⌈m+1)qm q
n
m+2 − 1. On a
hs(u
⌢x)(kn) = u
⌢x(J(s⌈m+ 1)q
t(m)−s(m)−1
m qnm+2 −
J(s⌈m+1)
qm
− 1),
ht(u
⌢x)(kn) = u
⌢x(J(t⌈m+ 1)qnm+2 −
J(t⌈m+1)
qm
− 1).
On choisit n ∈ ω tel que les nume´ros des coordonne´es ci-dessus soient supe´rieurs a` |u|. Une simpli-
fication par qs(m)m montre que ces deux nume´ros sont diffe´rents. D’ou` l’existence de x.
Ou bien par exemple s est un de´but strict de t. Posons kn := J(t)q|t|−1 q
n
|t|+1 − 1. On a
hs(u
⌢x)(kn) = u
⌢x(J(s)q|s|−1q
t(|s|)+1
|s| ...q
t(|t|−2)+1
|t|−2 q
t(|t|−1)
|t|−1 q
n
|t|+1 −
J(s)
q|s|−1
− 1),
ht(u
⌢x)(kn) = u
⌢x(J(t)qn|t|+1 −
J(t)
q|t|−1
− 1).
On conclut comme avant, avec simplification par qs(|s|−1)|s|−1 .
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Lemme 10 Soit (hs)s∈(ω\{0})<ω une bonne suite, et G un Gδ dense de 2ω inclus dans⋂
s∈(ω\{0})<ω
Dhs ∩
⋂
s 6=t
{x ∈ Dhs ∩Dht / hs(x) 6= ht(x)}.
Alors
⋃
s∈(ω\{0})<ω Gr(hs⌈G) n’est pas pot(Gδ).
De´monstration. Elle est identique a` celle du deuxie`me point de la preuve du the´ore`me 7. 
Lemme 11 Soit (hs)s∈(ω\{0})<ω une bonne suite. Alors il existe une bonne suite (ls)s∈(ω\{0})<ω , une
suite (Vs,t)(s,t)∈⋃n∈ω(ω\{0})n×(ω\{0})n+1 d’ouverts non vides de 2ω et
φ :
⋃
n∈ω
(ω \ {0})n × (ω \ {0})n+1 → (ω \ {0})<ω
telles que
(a) Dls =
⋃
t∈ω|s|+1, disj. Vs,t et Vs⌢m,t⌢n ⊆ Vs,t.
(b) Pour tout x de Vs,t on a ls(x) = hφ(s,t)(x).
(c) La suite φ(s, t) est un de´but strict de φ(s⌢m, t⌢n).
(d) On a Dls⌢k ⊆ Dls ∩
⋂
j<kDls⌢j et pour tout x dans Dls⌢k et tout i ≤ |s|, ls⌢k(x) 6= ls⌈i(x).
(e) Pour tout x de Dls⌢k on a d(ls⌢k(x), ls(x)) < ε(s⌢k, x), ou` ε(s⌢k, x) est par de´finition
min[2−k, mini<|s| 14d(ls⌈i+1(x),ls⌈i(x)), minj<k
1
4d(ls⌢j(x),ls(x))].
De´monstration. On commence par poser
V∅,n := {x ∈ Dh∅ / x(n) = 1 et ∀ p < n x(p) = 0}, φ(∅, n) := ∅.
Admettons avoir construit ly pour y de´butant s, et pour y = s⌢j avec j < k. On va construire ls⌢k.
Soit t ∈ ω|s|+1 et (xn) une suite dense de l’ensemble suivant :
Vs,t ∩Dls ∩
⋂
j<k
Dls⌢j ∩
⋂
w∈(ω\{0})<ω
Dhw ∩
⋂
u 6=v
{x ∈ Dhu ∩Dhv / hu(x) 6= hv(x)}.
Par hypothe`se de re´currence, la fonction ε(s⌢k, .) : Dls ∩
⋂
j<kDls⌢j → R
∗
+ est de´finie et continue.
On peut donc trouver un voisinage ouvert V de x0 tel que pour tout x de V , on ait
ε(s⌢k, x) >
1
2
ε(s⌢k, x0).
Par ailleurs, la condition (c) d’une bonne suite fournit r0 ≥ k tel que
d(hφ(s,t)⌢r0(x0), hφ(s,t)(x0)) <
1
2
ε(s⌢k, x0).
Par continuite´ de hφ(s,t)⌢r0 et hφ(s,t), on trouve un voisinage ouvert W de x0 tel que pour tout x de
W , on ait d(hφ(s,t)⌢r0(x), hφ(s,t)(x)) <
1
2ε(s
⌢k, x0) et x soit dans l’ensemble suivant :
V ∩ Vs,t ∩Dls ∩
⋂
j<k
Dls⌢j ∩ {z ∈ Dhφ(s,t)⌢r0 / ∀ i ≤ |s| hφ(s,t)⌢r0(z) 6= ls⌈i(z)}.
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On pose φ(s⌢k, t⌢0) := φ(s, t)⌢r0. On choisit Vs⌢k,t⌢0 contenant x0 dans W tel que
Vs,t \ Vs⌢k,t⌢0 6= ∅.
Puis on recommence ceci en remplac¸ant x0 par xn, avec n minimal tel que xn /∈ Vs⌢k,t⌢0. Le choix
de Vs⌢k,t⌢1 se fait dans Vs,t \ Vs⌢k,t⌢0, avec xn ∈ Vs⌢k,t⌢1 et Vs,t \ Vs⌢k,t⌢0 ∪ Vs⌢k,t⌢1 6= ∅.
En ite´rant cette construction, on construit ls⌢k, Vs⌢k,t⌢m et φ(s⌢k, t⌢m) ve´rifiant les proprie´te´s
demande´es. En effet, on a Vs,t ⊆
⋃
m∈ω Vs⌢k,t⌢m, donc⋃
t∈ω|s|+1
Vs,t ⊆
⋃
t∈ω|s|+1, m∈ω
Vs⌢k,t⌢m = Dls⌢k .
La seule chose restant a` ve´rifier est la condition (d) d’une bonne suite. Elle re´sultera imme´diatement
du lemme qui suit. 
Lemme 12 Soit (ls)s∈(ω\{0})<ω une suite de fonctions partielles de 2ω dans 2ω ve´rifiant les condi-
tions (d) et (e) du lemme 11. Soient s, t ∈ (ω \ {0})<ω et i < min (|s|, |t|) tel que s(i) < t(i) et
s⌈i = t⌈i. Alors pour tout x de Dls ∩Dlt on a
d(ls(x), lt(x)) ≥
1
3
d(ls⌈i+1(x), ls⌈i(x)).
De´monstration. On a
d(ls⌈i+1(x), ls(x)) ≤ d(ls⌈i+1(x), ls⌈i+2(x)) + ...+ d(ls⌈|s|−1(x), ls(x))
≤ d(ls⌈i+1(x), ls⌈i+2(x))(1 +
1
4 + ...+
1
4|s|−i−2
)
≤ 43d(ls⌈i+1(x), ls⌈i+2(x)) (si |s| ≥ i+ 2)
≤ 13d(ls⌈i+1(x), ls⌈i(x)) (meˆme si |s| = i+ 1).
De meˆme, d(lt⌈i+1(x), lt(x)) ≤ 13d(lt⌈i+1(x), ls⌈i(x)), car s⌈i = t⌈i. Par ailleurs on a
d(lt⌈i+1(x), ls⌈i(x)) ≤
1
4d(ls⌈i⌢t(i)−1(x), ls⌈i(x)) ≤ ...
≤ 1
4t(i)−s(i)
d(ls⌈i+1(x), ls⌈i(x))
≤ 14d(ls⌈i+1(x), ls⌈i(x)).
D’ou`
d(ls⌈i+1(x), lt⌈i+1(x)) ≥ d(ls⌈i+1(x), ls⌈i(x)) − d(lt⌈i+1(x), ls⌈i(x))
≥ 34d(ls⌈i+1(x), ls⌈i(x)).
On a aussi d(lt⌈i+1(x), lt(x)) ≤ 112d(ls⌈i+1(x), ls⌈i(x)). D’ou`
d(ls(x), lt(x)) ≥ d(ls⌈i+1(x), lt⌈i+1(x)) − d(ls⌈i+1(x), ls(x))− d(lt⌈i+1(x), lt(x))
≥ d(ls⌈i+1(x), ls⌈i(x))(
3
4 −
1
3 −
1
12 )
≥ 13d(ls⌈i+1(x), ls⌈i(x)).
Ceci termine la preuve. 
Remarque. On a en fait montre´ que pour tout x de Dls ∩Dlt , ls(x) 6= lt(x) si s 6= t.
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Lemme 13 Soit (ls)s∈(ω\{0})<ω une suite de fonctions partielles de 2ω dans 2ω ve´rifiant les condi-
tions du lemme 11. Soient s ∈ (ω \ {0})<ω \ {∅}, u ∈ 2<ω et α ∈ Nu ∩
⋂
w∈(ω\{0})<ω Dlw . Alors il
existe ε(s, u, α) > 0 et v(s, u, α) ∈ 2<ω tels que u ≺ v(s, u, α) ≺ α et pour tout t ∈ (ω \ {0})<ω ,
pour tout x ∈ Nv(s,u,α) ∩
⋂
w∈(ω\{0})<ω Dlw , on ait l’implication
d(ls(x), lt(x)) < ε(s, u, α) ⇒ s et t sont compatibles.
De´monstration. Posons, pour y ∈ (ω \ {0})|s|, η(y, x) := d(ly(x), ls⌈|s|−1(x)). Alors la fonction
η(y, .) : Dly ∩ Dls⌈|s|−1 → R
∗
+ est de´finie et continue, donc on peut trouver v(s, u, α) ∈ 2<ω telle
que u ≺ v(s, u, α) ≺ α et pour tout x ∈ Nv(s,u,α) ∩
⋂
w∈(ω\{0})<ω Dlw , on ait η(y, x) >
3
4η(y, α) et
ε(y, x) > 34ε(y, α), ceci pour y ∈ (ω \ {0})
|s| ve´rifiant
y = s ou (∃! i < |s| y(i) 6= s(i) et ∃ i < |s| y(i) < s(i)).
Notons Y l’ensemble de ces suites y. On pose ε(s, u, α) := miny∈Y min(14η(y, α), ε(y, α)). Soient
t ∈ (ω \ {0})<ω et x ∈ Nv(s,u,α) ∩
⋂
w∈(ω\{0})<ω Dlw tels que d(ls(x), lt(x)) < ε(s, u, α). On
raisonne par l’absurde, ce qui fournit i < min(|s|, |t|) minimal tel que s(i) 6= t(i).
Ou bien s(i)<t(i) ; par le lemme 12, on a d(ls(x), lt(x)) ≥ 13d(ls⌈i+1(x), ls⌈i(x)). Si |s| ≥ i+2,
on a donc d(ls(x), lt(x)) ≥ 43ε(s, x) > ε(s, α) ≥ ε(s, u, α). Si |s| = i+ 1, on a
d(ls(x), lt(x)) ≥
1
3
η(s, x) >
1
4
η(s, α) ≥ ε(s, u, α).
Dans tous les cas, on a une contradiction.
Ou bien t(i)<s(i) ; par le lemme 12, on a d(ls(x), lt(x))≥ 13d(lt⌈i+1(x), lt⌈i(x)). Si |s|≥ i+2,
d(ls(x), lt(x))≥
4
3ε(s⌈i
⌢t(i)⌢s(i+1), x)>ε(s⌈i⌢t(i)⌢s(i+1), α)≥ε(s, u, α). Si |s|= i+1, on a
d(ls(x), lt(x)) ≥
1
3η(s⌈i
⌢t(i), x) > 14η(s⌈i
⌢t(i), α) ≥ ε(s, u, α). La` encore, on a une contradic-
tion dans les deux cas. 
Lemme 14 Soit (ls)s∈(ω\{0})<ω la bonne suite fournie par le lemme 11, associe´e a` (hs)s∈(ω\{0})<ω
de l’exemple. Supposons que si ∈ (ω \ {0})<ω , pour i ∈ 4, et que ti ∈ (ω \ {0})|si|+1 ve´rifient les
conditions suivantes :
(a) ∅ 6= si≺ 6=si+1.
(b) ∅ 6= Dsi ⊆ Vsi,ti .
(c) Dsi+1 ⊆ Dsi .
(d) Im(l′i+1) ⊆ Im(l′i), ou` l′i := lsi⌈Dsi .
Alors l′0 ou l′1 n’est pas injective.
De´monstration. Raisonnons par l’absurde. Comme Dsi ⊆ Vsi,ti , on a, pour tout x de Dsi ,
l′i(x) = lsi(x) = hφ(si,ti)(x).
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Comme Dsi+1 ⊆ Dsi , on a Dsi+1 ⊆ Vsi+1,ti+1 ∩ Vsi,ti , donc cette intersection est non vide.
Comme Vs⌢m,t⌢n ⊆ Vs,t et si≺ 6=si+1, ti≺ 6=ti+1, par disjonction de (Vs,t)t∈ω|s|+1 . On a donc
φ(si, ti)≺ 6=φ(si+1, ti+1). Posons donc
ui := φ(si, ti), Dui := Dsi , h
′
i := hui⌈Dui .
On a ∅ 6= ui≺ 6=ui+1, ∅ 6= Dui et Dui+1 ⊆ Dui . Les fonctions h′i et l′i sont e´gales, donc
Im(h′i+1) ⊆ Im(h′i)
et h′0, h
′
1 sont injectives. De plus, on a, puisque s2 6= s3, h′2(x) = ls2(x) 6= ls3(x) = h′3(x) pour tout
x de Du3 . Pour avoir la contradiction cherche´e, il suffit donc de voir que pour tout x de Du3 , on a
h′0(h
′
1
−1
[h′2(x)]) = h
′
0(h
′
1
−1
[h′3(x)]).
Posons Hj := h′0 ◦ h′1
−1 ◦ h′j , pour j = 2, 3, et soit k ∈ ω.
1. Pour tout 1 ≤ i ≤ |u0|, k 6≡ −1 (J(u0⌈i)qi−1 ).
On a alors Hj(x)(k) = h′1
−1[h′j(x)](k) = h
′
1(h
′
1
−1[h′j(x)])(k) car pour tout 1 ≤ i ≤ |u1|,
k 6≡ −1 (J(u1⌈i)qi−1 ). D’ou` Hj(x)(k) = h
′
j(x)(k) = x(k) car pour tout 1 ≤ i ≤ |uj |, k 6≡ −1 (
J(uj⌈i)
qi−1
).
2. Il existe 1 ≤ i ≤ |u0| maximal tel que k ≡ −1 (J(u0⌈i)qi−1 ), et q tel que k =
J(u0⌈i)
qi−1
q − 1.
2.1. L’entier i est maximal sous |u1| tel que k ≡ −1 (J(u1⌈i)qi−1 ).
On a alors Hj(x)(k) = h′1
−1[h′j(x)](J(u0⌈i)q −
J(u0⌈i)
qi−1
− 1)
= h′1(h
′
1
−1[h′j(x)])(k)
= h′j(x)(k)
= x(J(u0⌈i)q −
J(u0⌈i)
qi−1
− 1).
2.2. L’entier k est de la forme J(u1⌈|u0|+1)q|u0| q
′ − 1 (d’ou` q = q|u0|−1qu1(|u0|)|u0| q′).
On a alors Hj(x)(k) = h′1
−1[h′j(x)](J(u0)q −
J(u0)
q|u0|−1
− 1). Si 1 ≤ l < |u1| et q′′ n’est pas
multiple de ql−1qu1(l)l , on a J(u0)q −
J(u0)
q|u0|−1
− 1 6= J(u1⌈l)q
′′ − J(u1⌈l)ql−1 − 1 (on simplifie par
q
u0(|u0|−1)
|u0|−1
si l > |u0|, et par qu0(l−1)l−1 si l < |u0| ; si l = |u0|, on obtient q′′ = q = q|u0|−1q
u1(|u0|)
|u0|
q′,
ce qui est exclus). De meˆme, on a pour tout q′′ que J(u0)q − J(u0)q|u0|−1 − 1 6= J(u1)q
′′ − J(u1)q|u1|−1
− 1.
Par ailleurs, J(u0)q − J(u0)q|u0|−1 − 1 =
J(u1⌈|u0|)
q|u0|−1
(q|u0|−1q − 1)−1 ; comme la fonction h′1 est injective,
la coordonne´e nume´ro J(u0)q − J(u0)q|u0|−1 − 1 est constante sur Ds1 , d’ou` H2(x) = H3(x). 
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The´ore`me 15 Le the´ore`me 7 devient faux si on suppose seulement A a` coupes verticales de´nombra-
bles.
De´monstration. On raisonne par l’absurde, ce qui fournit un bore´lien B1. Avec A = B, on voit que
B1 a ses coupes horizontales et verticales de´nombrables. Avec A = B1, on voit que B1 /∈ pot(Gδ).
Par le corollaire 8, on obtient une situation d’arrive´e (Z, T, (gm,p)(m,p)∈ω2) et des injections conti-
nues i : Z → ωω, j : T → ωω telles que pour tout x dans G(g) on ait g[x] ∩ (i× j)−1(B1)x = g[x].
Par le the´ore`me 1, on trouve des injections continues u˜ : F → G(g) et v˜ : F → T telles que pour tout
(x, y) ∈
⋃
n∈ω Gr(fn), on ait v˜(y) ∈ g[u˜(x)], et pour
(x, y) ∈ (
⋂
n∈ω
Dfn × F )∩
⋃
n∈ω
Gr(fn) \ (
⋃
n∈ω
Gr(fn)),
on ait v˜(y) ∈ g[u˜(x)] \ g[u˜(x)]. Soit (ls)s∈(ω\{0})<ω la bonne suite fournie par le lemme 11 applique´
a` la suite (hs)s∈(ω\{0})<ω de l’exemple. En appliquant le lemme 10 a` la bonne suite (ls)s∈(ω\{0})<ω
et a` G :=
⋂
s∈(ω\{0})<ω Dls , on voit que A :=
⋃
s∈(ω\{0})<ω Gr(ls⌈G) /∈ pot(Gδ). Par suite, on peut
trouver des injections continues u : ωω → G et v : ωω → 2ω telles que B1 ∩ (u× v)−1(A) = B1.
Posons U :=u ◦ i ◦ u˜ et V :=v ◦ j ◦ v˜ ; U et V sont des home´omorphismes sur leurs images (incluses
respectivement dans G et 2ω) et si (x, y) ∈ ⋃n∈ω Gr(fn), on a (U(x), V (y)) ∈ A. De plus, on a⋃
n∈ω
Gr(fn⌈G(f)) ∩ (U⌈G(f) × V )−1(A) =
⋃
n∈ω
Gr(fn⌈G(f)).
• Nous allons montrer un re´sultat interme´diaire. Soient (s, t) ∈
⋃
n∈ω ω
n × ωn+1, X un ouvert
non vide de Dfs,t , et s˜, t˜ ∈ (ω \ {0})<ω \ {∅} telle que pour tout x ∈ X, U(x) ∈ Vs˜,t˜ et
(U(x), V (fs,t(x))) ∈ Gr(ls˜). Alors on peut trouver un ouvert non vide Y de X, des entiers m et
n, et s˜′, t˜′ ∈ (ω \ {0})<ω tels que
(a) La suite s˜ est un de´but strict de s˜′.
(b) L’ouvert Y est inclus dans Dfs⌢m,t⌢n .
(c) Pour tout x de Y , U(x) ∈ Vs˜′,t˜′ et (U(x), V (fs⌢m,t⌢n(x))) ∈ Gr(ls˜′).
(d) L’ensemble ls˜′ [U [Y ]] est inclus dans ls˜[U [X]].
Soit O (respectivement P ) un ouvert de Dls˜ (respectivement 2ω) tel que U [X]=U [F ]∩O (respec-
tivement V [fs,t[X]] = V [F ] ∩ P ). Fixons α ∈ U [X ∩G(f)], u′ ∈ 2<ω tel que α ∈ Nu′ ⊆ O, et, en
utilisant le lemme 13,
W := {(x, y) ∈ Nv(s˜,u′,α) × P / ∀ i < |s˜| y 6= ls˜⌈i(x) et d(y, ls˜(x)) < ε(s˜, u
′, α)}.
Alors W est ouvert de 2ω × 2ω . Comme U−1(α) ∈ G(f), fs⌢m(U−1(α)) tend vers fs(U−1(α))
quand m tend vers l’infini. Comme U−1(α) ∈ X ∩ U−1(Nv(s˜,u′,α)), on peut trouver un entier
m tel que (U−1(α), fs⌢m(U−1(α))) ∈ (U × V )−1(W ). On peut trouver t′ ∈ ω|t| et n ∈ ω tels
que fs⌢m(U−1(α)) = fs⌢m,t′⌢n(U−1(α)). Comme U−1(α) ∈ Dfs⌢m,t′⌢n ⊆ Dfs,t′ , on a t
′ = t
puisque U−1(α) ∈ Dfs,t . Posons
Q := {x ∈ X ∩ U−1(Nv(s˜,u′,α)) ∩Dfs⌢m,t⌢n / (U(x), V (fs⌢m,t⌢n(x))) ∈W}.
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Alors Q ⊆
⋃
w∈(ω\{0})<ω{x ∈ Q / (U(x), V (fs⌢m,t⌢n(x))) ∈ Gr(lw)}. Par le the´ore`me de
Baire, on peut donc trouver un ouvert non vide Y de Q et s˜′ ∈ (ω \{0})<ω tels que pour tout x de Y ,
(U(x), V (fs⌢m,t⌢n(x))) ∈ Gr(ls˜′). Par le the´ore`me de Baire encore, on peut supposer qu’il existe
t˜′ ∈ (ω \ {0})|s˜
′|+1 telle que pour tout x de Y , U(x) ∈ Vs˜′,t˜′ .
Les conditions (b) et (c) sont clairement ve´rifie´es. Si x est dans Y , on a l’e´galite´
ls˜′(U(x)) = V (fs⌢m,t⌢n(x)).
Comme x est dans Q, (U(x), V (fs⌢m,t⌢n(x))) est dans W , donc V (fs⌢m,t⌢n(x))∈V [fs,t[X]].
Donc on trouve y ∈ X tel que V (fs⌢m,t⌢n(x))= ls˜(U(y)). D’ou` la condition (d). De plus,
V (fs⌢m,t⌢n(x)) 6= ls˜⌈i(U(x)) si i < |s˜|, et on a e´galement d(ls˜(U(x)), ls˜′(U(x))) < ε(s˜, u′, α).
Donc s˜ est un de´but de s˜′ puisque U(x) ∈ Nv(s˜,u′,α) ∩G. Si s˜ = s˜′, on a successivement
V (fs⌢m,t⌢n(x)) = ls˜′(U(x)) = ls˜(U(x)) = V (fs,t(x)),
d’ou` l’e´galite´ fs⌢m,t⌢n(x) = fs,t(x), qui est absurde.
• Revenons a` la preuve du the´ore`me. On peut trouver (c, d) ∈
⋃
n∈ω ω
n × ωn+1 et un ouvert non
vide R de Dfc,d tels que pour tout x de R on ait (U(x), V (fc,d(x))) /∈ Gr(l∅). Sinon
H :=
⋂
n∈ω
{x ∈ G(f) / (U(x), V (fn(x))) ∈ Gr(l∅)}
serait Gδ dense de F et on aurait
⋃
n∈ω Gr(fn⌈H) =
⋃
n∈ω Gr(fn⌈H) ∩ (U⌈H × V )−1(Gr(l∅⌈G)),
donc
⋃
n∈ω Gr(fn⌈H) serait pot(Π01) non pot(Π02), ce qui est absurde.
On a l’inclusion
R ⊆
⋃
w∈(ω\{0})<ω
{x ∈ R / (U(x), V (fc,d(x))) ∈ Gr(lw)}.
Par le the´ore`me de Baire comme ci-dessus, on trouve un ouvert non vide X de R et s˜, t˜ dans
(ω \ {0})<ω \ {∅} tels que pour tout x de X, on ait U(x) ∈ Vs˜,t˜ et (U(x), V (fc,d(x))) ∈ Gr(ls˜).
On applique le point pre´ce´dent a` c, d, et X, ce qui fournit Y0, m0, n0, et s0, t0. On applique en-
suite le point pre´ce´dent a` c⌢m0, d⌢n0 et Y0, ce qui fournit Y1, m1, n1, et s1, t1. On applique
ensuite le point pre´ce´dent a` c⌢m⌢0 m1, d⌢n⌢0 n1 et Y1, ce qui fournit Y2, m2, n2, et s2, t2. On
applique enfin le point pre´ce´dent a` c⌢m⌢0 m⌢1 m2, d⌢n⌢0 n⌢1 n2 et Y2, ce qui fournit Y3, m3, n3, et
s3, t3. On a s˜ ≺ 6= s0 et si ≺ 6= si+1 si i ∈ 2, donc les si sont non vides. Posons Dsi := U [Yi].
Avec les notations du lemme 14, on a Im(l′i+1) = lsi+1[U [Yi+1]] ⊆ lsi [U [Yi]] = Im(l′i). Pour tout
x de Yi, on a V (fm⌢0 ...⌢mi,0⌢n⌢0 ...⌢ni(x)) = lsi(U(x)). Par suite, si y = U(x) et y
′ = U(x′)
avec x, x′ ∈ Yi, l
′
i(y) = l
′
i(y
′) entraıˆne successivement que V (fm⌢0 ...⌢mi,0⌢n⌢0 ...⌢ni(x)) vaut
V (fm⌢0 ...⌢mi,0⌢n⌢0 ...⌢ni(x
′)), que fm⌢0 ...⌢mi,0⌢n⌢0 ...⌢ni(x) = fm⌢0 ...⌢mi,0⌢n⌢0 ...⌢ni(x
′), puis que
x = x′ et y = y′. D’ou` l’injectivite´ de l′i. Le lemme 14 peut donc s’appliquer et donne la contradiction
cherche´e. 
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