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ILYASHENKO ALGEBRAS BASED ON TRANSSERIAL
ASYMPTOTIC EXPANSIONS
ZEINAB GALAL, TOBIAS KAISER AND PATRICK SPEISSEGGER
Abstract. We construct a Hardy field that contains Ilyashenko’s
class of germs at +∞ of almost regular functions found in [12] as
well as all log-exp-analytic germs. This implies non-oscillatory be-
havior of almost regular germs with respect to all log-exp-analytic
germs. In addition, each germ in this Hardy field is uniquely char-
acterized by an asymptotic expansion that is an LE-series as de-
fined by van den Dries et al. [7]. As these series generally have
support of order type larger than ω, the notion of asymptotic ex-
pansion itself needs to be generalized.
Introduction
The purpose of this paper is to extend Ilyashenko’s construction in
[12] of the class of germs at +∞ of almost regular functions to obtain
a Hardy field containing them. In addition, each germ in this Hardy
field is uniquely characterized by an asymptotic expansion that is an
LE-series as defined by van den Dries et al. [7] and a transseries as
defined by van der Hoeven [11]. As these series generally have support
of order type larger than ω, the notion of asymptotic expansion itself
needs to be generalized. This can be done naturally in the context of a
quasianalytic algebra, leading to our definition of quasianalytic asymp-
totic algebra, or qaa algebra for short. Any qaa algebra constructed
by generalizing Ilyashenko’s construction will be called an Ilyashenko
algebra.
The Hardy field H = Han,exp of all unary germs at +∞ of unary
functions definable in the o-minimal structure Ran,exp is an example of
an Ilyashenko field; see van den Dries and Miller [8] and van den Dries
et al. [5]. The third author’s paper [25] contains a first attempt at
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constructing an Ilyashenko field F containing Ilyashenko’s almost reg-
ular germs. The implied non-oscillatory properties of its germs were
used in Belotto et al.’s recent solution [3] of the strong Sard conjec-
ture. However, this field F does not contain H; the Ilyashenko field
constructed here is a Hardy field that contains both F and H, implying
non-oscillatory behaviour with respect to all log-exp-analytic germs.
Our main motivation for generalizing Ilyashenko’s construction in
this way is the conjecture that the class of almost regular germs gen-
erates an o-minimal structure over the field of real numbers. This
conjecture, in turn, might lead to locally uniform bounds on the num-
ber of limit cycles in subanalytic families of real analytic planar vec-
tor fields all of whose singularities are hyperbolic. Establishing such
uniform bounds for planar polynomial vector fields follows Roussarie’s
approach [23] to Hilbert’s 16th problem (part 2); see Ilyashenko [13] for
an overview on the latter. Our conjecture implies a generic instance
of Roussarie’s finite cyclicity conjecture [22]; see the third author’s
preprint [26] explaining this connection. In Kaiser et al. [17] we gave
a positive answer to our conjecture in the special case where all singu-
larities are, in addition, non-resonant. (For a different approach to the
general hyperbolic case, see Mourtada [20].)
The almost regular germs also play a role in the description of Rie-
mann maps and solutions of Dirichlet’s problem on semianalytic do-
mains; see Kaiser [15, 16] for details. Finally, in the spirit of the
concluding remark of van den Dries et al. [6], this paper provides a
rigorous construction of a Hardy subfield of E´calle’s field of “fonctions
analysables” [10] that properly extendsH, and we do so without the use
of “acce´le´ro-sommation”; for more details on this, see the concluding
remarks in Section 10.
We plan to eventually settle our o-minimality conjecture by adapting
the procedure in [17], which requires three main steps:
(1) extend the class of almost regular germs into an Ilyashenko field;
(2) construct corresponding algebras of germs of functions in sev-
eral variables, such that the resulting system of algebras is sta-
ble under various operations (such as blowings-up, say);
(3) obtain o-minimality using a normalization procedure.
While [25] contains a first successful attempt at Step (1), Step (2) poses
some challenges. For instance, it is not immediately obvious what the
nature of LE-series in several variables should be; they should at least
be stable under all the operations required for Step (3). They should
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also contain the series used in [20] to characterize parametric transi-
tion maps in the hyperbolic case, which use so-called E´calle-Roussarie
compensators as monomials.
Our approach to this problem is to enlarge the set of monomials used
in asymptotic expansions. A first candidate for such a set of monomi-
als is the set of all (germs of) functions definable in the o-minimal
structure Ran,exp (in any number of variables). This set of germs is
obviously closed under the required operations, because the latter are
all definable, and it contains the E´calle-Roussarie compensators. How-
ever, it is too large to be meaningful for use as monomials in asymptotic
expansions, as it is clearly not R-linearly independent (neither in the
additive nor the multiplicative sense) and contains many germs that
have “similar asymptotic behavior” such as, in the case of unary germs,
belonging to the same archimedean class. More suitable would be to
find a minimal subclass Ln of all definable n-variable germs such that
every definable n-variable germ is piecewise given by a convergent Lau-
rent series (or, if necessary, a convergent generalized Laurent series, see
van den Dries and Speissegger [9]) in a finite tuple of germs in Ln.
Thus, the purpose of this paper is to determine such a minimal set
of monomials L = L1 contained in the set H of all unary germs at +∞
definable in Ran,exp, and to further adapt the construction in [25] to
corresponding generalized series in one variable. Recalling that H is
a Hardy field, we can summarize the results of this paper (Theorems
1.12 and 1.13 below) as follows:
Main Theorem. There is a multiplicative subgroup L of H such that
the following hold:
(1) no two germs in L belong to the same archimedean class;
(2) every germ in H is given by composing a convergent Laurent
series with a tuple of germs in L;
(3) the construction in [25] generalizes, after replacing the finite
iterates of log with germs in L, to obtain a corresponding
Ilyashenko field K.
The resulting Ilyashenko field K is a Hardy field extending H as well
as the Ilyashenko field F constructed in [25].
Remark. As mentioned earlier, the Ilyashenko field F constructed in
[25] does not extend H.
We obtain this set L of monomials by giving an explicit description of
the Hardy field H as the set of all convergent LE-series, as suggested in
[7, Remark 6.31], with L being the corresponding set of convergent LE-
monomials ; see Example 5.15 below. The proof that the construction
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in [25] generalizes to this set L relies heavily on our recent paper [18];
indeed, our construction here was the main motivation for [18]. In the
next two sections, we give a more detailed overview of the definitions
and results of this paper (Section 1) and their proof (Section 2).
1. Main definitions and results
We let C be the ring of all germs at +∞ of continuous functions
f : R −→ R. A germ f ∈ C is small if limx→+∞ f(x) = 0 and
large if limx→+∞ |f(x)| = ∞. To compare elements of C, we use the
dominance relation ≺ as found in Aschenbrenner and van den Dries [1,
Section 1], defined by f ≺ g if and only if g(x) is ultimately nonzero and
limx→+∞ f(x)/g(x) = 0, or equivalently, if and only if g(x) is ultimately
nonzero and f(x) = o(g(x)) as x → +∞. Thus, f  g if and only if
f(x) = O(g(x)) as x → +∞, and we write f ≍ g if and only if f  g
and g  f . Note that the relation ≍ is an equivalence relation on C, and
the corresponding equivalence classes are the archimedean classes of
C; we denote by Π≍ : C −→ C/≍ the corresponding projection map.
We denote by H ⊆ C the Hardy field of all germs of unary func-
tions definable in Ran,exp. Below, we let K be a commutative ring of
characteristic 0 with unit 1.
Recall from [9] that a generalized power series over K is a power
series G =
∑
α∈[0,∞)n aαX
α, where X = (X1, . . . , Xn), each aα ∈ K
and the support of G,
supp(G) := {α ∈ [0,∞)n : aα 6= 0} ,
is contained in a cartesian product of well-ordered subsets of R. More-
over, we call the support of G natural (see Kaiser et al. [17]) if, for
every a > 0, the intersection [0, a) ∩ ΠXi(supp(G)) is finite, where
ΠXi : R
n −→ R denotes the projection on the ith coordinate.
Throughout this paper, we work with the following series: we fix a
multiplicative R-vector subspace M of
H>0 := {h ∈ H : h > 0} .
Definition 1.1. An M-generalized Laurent series (over K) is a
series of the form n · G(m0, . . . , mk), where k ∈ N, G(X0, . . . , Xk) is
a generalized power series with natural support, m0, . . . , mk ∈ M are
small and n belongs to the R-multiplicative vector space 〈m0, . . . , mk〉×
generated by m0, . . . , mk. In this situation, we say that F has gener-
ating monomials m0, . . . , mk.
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Example 1.2. Every logarithmic generalized power series, as defined
in [25, Introduction], is an L-generalized Laurent series, where
L := 〈exp, x, log, log2, . . . 〉×
is the multiplicative R-vector space generated by {exp, x, log, log2, . . . }
and logi denotes the i-th compositional iterate of log.
Every M-generalized Laurent series F belongs to the ring K ((M))
of generalized series, as defined for instance in [6]. Correspondingly,
we write F =
∑
m∈M amm, and the support of F is the reverse-well
ordered set
supp(F ) := {m ∈M : am 6= 0} .
We show in Section 5 that the setK ((M))ls of allM-generalized Laurent
series is a subring of K ((M)) in general, and is a subfield if K is a field.
Remarks 1.3. Let F ∈ K ((M))ls, and let m0, . . . , mk ∈ M be small,
n ∈ 〈m0, . . . , mk〉× and a generalized power series G with natural sup-
port be such that F = n ·G(m0, . . . , mk).
(1) The support of F is of reverse-order type at most ωk+1 (see
Corollary 5.5 below). For instance, the logarithmic generalized
power series ∑
m,n∈N
x−m exp−n
has reverse-order type ω2.
(2) The latter is not a unique representation of F as anM-generalized
Laurent series: taking, say,
H(X0, . . . , Xk) := G
(
X20 , X1, . . . , Xk
)
,
we have F = n ·H (√m0, m1, . . . , mk) as well.
To justify using M-generalized Laurent series as asymptotic expan-
sions, we need some further notations.
Definition 1.4. (1) M is an asymptotic scale if m ≍ 1 implies
m = 1, for m ∈M (or, equivalently, if every archimedean class
of H>0 has at most one representative in M).
(2) A set S ⊆ M is called M-natural if, for all a ∈ M , the inter-
section S ∩ (a,+∞) is finite.
Examples 1.5. (1) For k ∈ N we set
Lk := 〈exp, x, log, . . . , logk−1〉× ⊂ L.
It follows from basic calculus that L, and hence each Lk, is
an asymptotic scale. Every Dulac series (see Ilyashenko and
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Yakovenko [14, Section 24]) belongs to R ((L1)) and has L1-
natural support.
(2) Let L be the set of all principal monomials of H as defined
in [18, Section 2]. Since every archimedean class of H>0 has a
unique representative in L [18, Proposition 2.18(2)], the latter
is a maximal asymptotic scale.
(3) Two germs g, h ∈ C are comparable if there exist r, s > 0
such that |f |r < |g| < |f |s (see Rosenlicht [21]). By Lemma
5.4 below, if G(X1, . . . , Xk) is a generalized power series with
natural support and m1, . . . , mk ∈ M are small and pairwise
comparable and n ∈ 〈m1, . . . , mk〉×, theM-generalized Laurent
series nG(m1, . . . , mk) has 〈m1, . . . , mk〉×-natural support.
We assume from now on that M is an asymptotic scale.
Definition 1.6. Let f ∈ C and F =∑ amm ∈ R ((M)). We say that f
has asymptotic expansion F (at +∞) if supp(F ) is M-natural and
(∗) f −
∑
m≥n
amm ≺ n
for every n ∈M .
Example 1.7. Every almost regular f ∈ C, in the sense defined in the
introduction of [25], has an asymptotic expansion in R ((L1))
ls.
We denote by C(M) the set of all f ∈ C that have an asymp-
totic expansion in R ((M)). By Lemmas 6.3 and 6.4 below, C(M) is
an R-algebra, every f ∈ C(M) has a unique asymptotic expansion in
TM(f) ∈ R ((M)), and the map TM : C(M) −→ R ((M)) is an R-algebra
homomorphism. In this paper, we are interested in the following kind
of subalgebras of C(M):
Definition 1.8. We call a subalgebra K of C(M) quasianalytic if the
restriction of TM to K is injective.
Note that, since R ((M)) is a field, every quasianalytic subalgebra of
C(M) is an integral domain.
We now want to extend the definition of asymptotic expansion to all
series in R ((M)), not just the ones with natural support. However, for
this generalization we cannot separate “asymptotic expansion” from
“quasianalyticity”; both need to be defined simultaneously in the con-
text of a ring of germs, in the spirit of [25, Definition 2].
For F =
∑
amm ∈ R ((M)) and n ∈M , we denote by
Fn :=
∑
m≥n
amm
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the truncation of F above n. A subset S ⊆ R ((M)) is truncation
closed if, for every F ∈ S and n ∈M , the truncation Fn belongs to S.
Example 1.9. The set TM(C(M)) is truncation closed.
Definition 1.10. Let K ⊆ C be an R-subalgebra and T : K −→
R ((M)) be an R-algebra homomorphism. The triple (K,M, T ) is a
quasianalytic asymptotic algebra (or qaa algebra for short) if
(i) T is injective;
(ii) the image T (K) is truncation closed;
(iii) for every f ∈ K and every n ∈M , we have
f − T−1((Tf)n) ≺ n.
Example 1.11. Let L be the set of all principal monomials of H as
defined in [18, Section 2]. We show in Corollary 5.20(2) below that
there is a field homomorphism SL : H −→ R ((L)) such that (H,L, SL)
is a qaa field. The image of SL is what we call the set of all convergent
LE-series (or convergent transweries), see Section 5.6.
Let M ′ ⊂ H>0 be another asymptotic scale, and let (K,M, T ) and
(K′,M ′, T ′) be two qaa algebras. We say that (K,M, T ) extends
(K′,M ′, T ′) if K′ is a subalgebra of K, M ′ is a multiplicative R-vector
subspace of M and T↾K′= T
′.
Theorem 1.12 (Construction). Let h be a finite tuple of small
germs in L.
(1) There exists a qaa field (Kh, 〈h〉×, Th) such that h ⊆ Kh.
(2) If g is finite tuple of small germs in L and h ⊆ g, then the qaa
field (Kg, 〈g〉×, Tg) extends (Kh, 〈h〉×, Th).
Remark. For general f ∈ Kh, the series Th(f) is not convergent.
In view of the Construction Theorem, we consider the set consisting
of all qaa fields (Kh, 〈h〉×, Th), for finite tuple h of small germs in L,
partially ordered by the subset ordering on the tuples h, and we let
(K,L, T ) be the direct limit of this partially ordered set.
Theorem 1.13 (Closure). (1) (K,L, T ) is a qaa field extending
each (Kh, 〈h〉×, Th).
(2) (K,L, T ) extends the qaa field (F , L, T ) constructed in [25, The-
orem 3].
(3) (K,L, T ) extends the qaa field (H,L, SL) of Example 1.11 above.
(4) K is closed under differentiation; in particular, K is a Hardy
field.
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2. Outline of proof and the Extension Theorem
The proof of the Construction Theorem proceeds by adapting the
construction in [25] to the more general setting here. The role of stan-
dard quadratic domain there is taken on by the following domains here:
for a ∈ R, we set
H(a) := {z ∈ C : Re z > a} .
Definition 2.1. A standard power domain is a set
U ǫC := φ
ǫ
C(H(0)),
where C > 0, ǫ ∈ (0, 1) and φǫC : H(0) −→ U ǫC is the biholomorphic
map defined by
φǫC(z) := z + C(1 + z)
ǫ,
where (·)ǫ denotes the standard branch of the power function on H(0)
(see Section 3 for details).
Note that ǫ = 1
2
corresponds to the standard quadratic domains
of [25]. We use the following consequence of the Phragme´n-Lindelo¨f
principle [14, Theorem 24.36]:
Uniqueness Principle. Let U ⊆ C be a standard power domain and
φ : U −→ C be holomorphic. If φ is bounded and
φ↾R ≺ exp−n for each n ∈ N,
then φ = 0.
The Uniqueness Principle follows from [14, Lemma 24.37], because
x < φǫC(x) for x > 0. The reason for working with standard power
domains in place of standard quadratic domains is technical; see the
remark following Lemma 4.10 below for details.
Recall that the construction in [25] is for the tuples(
1
exp
,
1
x
, . . . ,
1
logk
)
= exp ◦(−x,− log, . . . ,− logk+1),
and it proceeds by induction on k. To understand how we can gener-
alize this construction to more general sequences h ∈ Dk+1, where
D := {h ∈ H>0 : h ≺ 1}
is the set of all positive small germs, we let
I := {h ∈ H>0 : h ≻ 1}
Ilyashenko algebras 9
be the set of all infinitely increasing (i.e., positive large) germs in H
and write
h = exp ◦(−f) = 1
exp
◦ f,
where f = (f0, . . . , fk) with each fi ∈ I. In this situation, we shall also
write Mf for the multiplicative R-vector subspace 〈h〉×.
We first recall how the induction on k works in [25]: assuming the
qaa field (Fk−1, L, Tk−1) has been constructed such that every germ in
Fk−1 has a complex analytic continuation on some standard quadratic
domain, we “right shift” by log, that is, we
(i)[25] set F ′k := Fk−1 ◦ log and define T ′k : F ′k −→ L by T ′k(h ◦ log) :=
(Tk−1h) ◦ log.
Note that, since log has a complex analytic continuation on any stan-
dard quadratic domain with image contained in every standard qua-
dratic domain [18, Example 3.13(2)], the tuple (F ′k, L, T ′k) is also a
qaa field as defined in [25] such that every germ in F ′k has a complex
analytic continuation on some standard quadratic domain. So we
(ii)[25] let Ak be the R-algebra of all germs h ∈ C that have a bounded,
complex analytic continuation on some standard quadratic do-
main U and an asymptotic expansion F =
∑
hmm ∈ F ′k ((L0))
that holds not only in R, but in all of U , and we set
Tkh :=
∑
(T ′khm)m ∈ R ((Lk)) .
(Note that, in general, Tkh is an L-series over R, but not an L-genera-
lized Laurent series over R; this observation was not explicitely men-
tioned in [25].) The corresponding generalization of asymptotic ex-
pansion (∗) to allowing coefficients in F ′k works, because each germ in
F ′k is polynomially bounded, and the quasianalyticity follows from the
Uniqueness Principle. Finally, since R ((Lk)) is a field, the ring Ak is
an integral domain, and we
(iii)[25] let Fk be the fraction field of Ak and extend Tk accordingly.
We represent this construction by the schematic in Figure 1.
Throughout this construction, the following property of L is used:
Definition 2.2. Let M be a multiplicative R-vector subspace of H>0.
We call M a strong asymptotic scale if
(1) there is a basis {m0, . . . , mk} of M consisting of pairwise in-
comparable small germs;
(2) every m ∈M has a complex analytic continuationm : U −→ C
on every standard power domain U ;
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R
(UP)−−−→
[ F0
e−x ◦ (x)
]
ւ ◦ logւ[ F ′1
e−x ◦ (log)
]
(UP)−−−→
[ F1
e−x ◦ (x, log)
]
ւ ◦ logւ
...
(UP)−−−→
[ Fk−1
e−x ◦ (x, log, . . . , logk−1)
]
ւ ◦ logւ[ F ′k
e−x ◦ (log, . . . , logk)
]
(UP)−−−→
[ Fk
e−x ◦ (x, log, . . . , logk)
]
Figure 1. Schematic of the construction in [25]: going
horizontally from left to right represents one use of the
Uniqueness Principle (UP) and adds e−x to the generat-
ing monomials on the left; going from the right to the
next lower left represents a right shift by log.
(3) for every standard power domain U and every m,n ∈ M , we
have m ≺ n if and only if m(z) = o(n(z)) as |z| → ∞ in U .
Remark 2.3. If M is a strong asymptotic scale, then M is an asymp-
totic scale: let {m0, . . . , mk} be a basis of M consisting of pairwise
incomparable small germs such thatm0 < · · · < mk, and setmk+1 := 1.
Let m ∈M be such that m ≍ 1, let α0, . . . , αk ∈ R be such that
m = mα00 · · ·mαkk ,
and set αk+1 := 1. Since the mi are pairwise incomparable, m is
comparable to mj, where j := min{i = 0, . . . , k + 1 : αi 6= 0}; hence
m ≍ 1 implies α0 = · · · = αk = 0, that is, m = 1.
The use of strong aymptotic scales is to extend the notion of asymp-
totic expansion to standard power domains, see strong asymptotic
expansions in Section 6.
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For some of the examples below, we let U be the set of all purely infi-
nite germs in H, as defined in [18, Section 2]. Recall that L = exp ◦ U ;
in particular, two germs f, g ∈ U belong to the same archimedean class
if and only if the germs exp ◦f and exp ◦g are comparable.
Examples 2.4. (1) L is a strong asymptotic scale by [25, Lemma
8].
(2) L is not a strong asymptotic scale: the germ e−x ◦ x2 belongs
to L and is bounded, but its complex analytic continuation on
any standard power domain is unbounded.
(3) Not every tuple from L is a basis consisting of pairwise incom-
parable small germs: consider the germs f0 := x, f1 = x − log
and f2 := log+ log log in U . While {f0, f1, f2} is additively
linearly independent, we have f0 ≍ f1. However, Mf has the
basis
e−x ◦ (x, log, log2)
consisting of pairwise incomparable small germs, because x, log
and log2 belong to distinct archimedean classes.
(4) We show in Lemma 8.1 below that, if each fi belongs to U , then
the additive R-vector space 〈f〉 generated by the fi has a basis
consisting of infinitely increasing germs belonging to pairwise
distinct archimedean classes; hence, Mf has a basis consisting
of pairwise incomparable small germs.
The most straightforward generalization of the construction in [25]
is to any sequence f of the form
f =
(
g◦0, g◦1, . . . , g◦k
)
,
where k ∈ N, g ∈ I belongs to a strictly smaller archimedean class than
x, g◦i denotes the i-th compositional iterate of g and Mf is an asymp-
totic scale on standard power domains, and such that the following
holds:
(†)1 for every standard power domain V , the germ g has a complex
analytic continuation g on some standard power domain U such
that g(U) ⊆ V .
The additional assumption (†)1 means that we can compose on the
right (“right shift”) with g in place of log, as in the construction in
[25].
In general, we assume that k > 0 and f0 > f1 > · · · > fk belong
to I and that Mf is an asymptotic scale with basis e−x ◦ f consisting
of pairwise incomparable small germs; this implies, in particular, that
f0 ≻ · · · ≻ fk. In this situation, we aim to adapt the construction in
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[25] as represented by the schematic pictured in Figure 2. The “right
shifts” are now by germs of the form fk−i+1 ◦ f−1k−i—which still belong
to H since they are definable—and the monomials at the i-th step are
e−x ◦ f 〈i〉, where we set
f 〈i〉 :=
(
x, fk−i+1 ◦ f−1k−i, . . . , fk ◦ f−1k−i
)
and
f 〈i〉
′
:=
(
fk−i+1 ◦ f−1k−i, . . . , fk ◦ f−1k−i
)
.
In particular, we have f 〈0〉 = (x), so that the first step in the construc-
tion yielding K0 = Kf,0 is the same as the first step of the construction
in Figure 1, that is, K0 = F0.
To determine what additional conditions f has to satisfy in order for
this adaptation to go through at the i-th step, we assume that Mf〈i−1〉
is a strong asymptotic scale with basis e−x◦f 〈i−1〉 consisting of pairwise
incomparable germs, and that we have constructed Ki−1 = Kf,i−1 such
that every h ∈ Ki−1 has an analytic continuation h on some standard
power domain. (We shall omit the subscript “f” in Kf,i if clear from
context.) Provided that
(†)2 for every standard power domain V , the germ fk−i+1 ◦ f−1k−i has
a complex analytic continuation fi,i−1 on some standard power
domain U such that fi,i−1(U) ⊆ V ,
the set Mf〈i〉′ is also a strong asymptotic scale (because f
−1
i,i−1 maps
standard power domains into standard power domains) with basis e−x◦
f 〈i〉
′
consisting of pairwise incomparable small germs. Therefore, we
right shift by fk−i+1 ◦ f−1k−i, that is, we
(i) set K′i = K′f,i := Ki−1 ◦
(
fk−i+1 ◦ f−1k−i
)
and define T ′i = Tf,i′ :
K′i −→ R
((
Mf〈i〉′
))
by
T ′i
(
h ◦ (fk−i+1 ◦ f−1k−i)) := (Ti−1h) ◦ (fk−i+1 ◦ f−1k−i) .
Again by assumption (†)2, the triple
(K′i,Mf〈i〉′ , T ′i) is a qaa field such
that every germ in K′i has a complex analytic continuation on some
standard power domain. So we
(ii) let Ai be the set of all germs h ∈ C that have a bounded,
complex analytic continuation on some standard power domain
U and a strong asymptotic expansion
H =
∑
hmm ∈ K′i ((Mx))
in U (that is, this asymptotic expansion holds as |z| → ∞ in
U , see Section 6 for details), and we set
Ti(h) :=
∑
T ′i (hm)m ∈ R
((
Mf〈i〉
))
.
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R
(UP)−−−→
[ Kf,0
e−x ◦ f 〈0〉
]
ւ ◦ (fk ◦ f−1k−1)ւ[ K′f,1
e−x ◦ f 〈1〉′
]
(UP)−−−→
[ Kf,1
e−x ◦ f 〈1〉
]
ւ ◦ (fk−1 ◦ f−1k−2)ւ
...
(UP)−−−→
[ Kf,i−1
e−x ◦ f 〈i−1〉
]
ւ ◦ (fk−i+1 ◦ f−1k−i)ւ[ K′f,i
e−x ◦ f 〈i〉′
]
(UP)−−−→
[ Kf,i
e−x ◦ f 〈i〉
]
...
(UP)−−−→
[ Kf,k−1
e−x ◦ f 〈k−1〉
]
ւ ◦ (f1 ◦ f−10 )ւ[ K′f,k
e−x ◦ f 〈k〉′
]
(UP)−−−→
[ Kf,k
e−x ◦ f 〈k〉
]
ւ ◦f0 ւ[ Kf
e−x ◦ f
]
Figure 2. Schematic of the generalized construction:
going horizontally from left to right represents one use
of the Uniqueness Principle (UP) and adds e−x to the
generating monomials on the left; going from the right
to the next lower left represents a “right shift” by fk−i+1◦
f−1k−i. One final right shift by f0 yields the desired qaa
field Kf .
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As in [25], the corresponding generalization of asymptotic expansion
(∗) in Definition 1.6 to allowing coefficients in K′i works, because each
germ in K′i has comparability class strictly smaller than that of ex and
strictly larger than that of e−x, and the quasianalyticity follows from
the Uniqueness Principle. Finally, we
(iii) let Ki be the fraction field of Ai, and we extend Ti accordingly.
Iterating this construction leads to the schematic pictured in Figure
2. The final step, a right shift by f0, leads to the desired qaa field
(Kf ,Mf , Tf ). Note that, for this last step, we do not need any analytic
continuation assumptions and, consequently, we do not expect analytic
continuation of the germs in Kf on standard power domains.
The crucial additional assumption we need to make this work is
(†)2 above, which we need for each i. Requiring this condition to be
inherited by all subtuples of f , we shall consider the following stronger
assumption:
(†) for 0 ≤ j < i ≤ k and every standard power domain V , the germ
fi ◦ f−1j has a complex analytic continuation on some standard
power domain U with image contained in V .
This leads us to the following condition on general tuples f :
Definition 2.5. We call the tuple f admissible if (†) holds and
Mf◦f−10 is a strong asymptotic scale with basis e
−x ◦ (f ◦ f−10 ) con-
sisting of pairwise incomparable small germs.
Note that if f is admissible and g is a subtuple of f , then g is
admissible as well and, in this situation, the above construction shows
(see Proposition 7.12 below) that (Kf ,Mf , Tf ) extends (Kg,Mg, Tg).
Since not every germ in I satisfies (†)2, not every tuple f is admissi-
ble. To figure out what tuples f are admissible, recall from [18] that a
germ f ∈ H is simple if eh(f) = level(f), where eh(f) is the exponen-
tial height of f as defined in [18] and level(f) is the level of f as found
in [19]. In Section 4, we use Application 1.3 and Corollary 1.6 of [18]
to establish the following:
Theorem 2.6 (Admissibility). Assume the fi are simple and have
pairwise distinct archimedean classes. Then f is admissible.
Note that the Admissibility Theorem fails for non-simple germs in
general:
Example 2.7. Consider the tuple f = (f0, f1) :=
(
x, x+ e−x
2
)
: while
f0 has a bounded complex analytic continuation on every standard
power domain, the germ f1 does not have a bounded complex analytic
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continuation on any standard power domain. In fact,Mf is not a strong
asymptotic scale.
Since every germ in U is simple [18, Example 8.7], we obtain the
following from the Admissibility Theorem 2.6:
Corollary 2.8 (Admissibility). If each fi belongs to U , then every
subtuple of 〈f〉 consisting of infinitely increasing germs belonging to
pairwise disjoint archimedean classes is admissible. 
Therefore, if each fi ∈ U , we obtain the qaa field (Kf ,Mf , Tf ) as
follows: by Example 2.4(4), 〈f〉 has a basis g consisting of infinitely
increasing germs belonging to pairwise disjoint archimedean classes.
By the Admissibility Corollary 2.8, our construction then produces the
qaa field (Kg,Mg, Tg), and we set
Kf := Kg and Tf := Tg.
The resulting Kf is independent of the chosen basis g, see Proposition
8.6.
Finally, we show in Section 9 that the direct limit (K,L, T ) is max-
imal in the following sense: if each fi belongs to U , the qaa field
(Kf ,Mf , Tf ) constructed here is extended by (K,L, T ); this implies,
in particular, parts (1) and (2) of the Closure Theorem. For part (3)
of the latter, it suffices to verify that every germ given by a convergent
L-generalized power series in R ((Mf )) belongs to Kf . The proof of part
(4) of the Closure Theorem is adapted from the proof of [25, Theorem
3(2)].
3. Standard power domains
This section summarizes some elementary properties of standard
power domains and makes some related conventions. Given two germs
f, g ∈ C, we set f ∼ g if g(x) 6= 0 for sufficiently large x > 0 and
f(x)/g(x)→ 1 as x→ +∞.
Lemma 3.1. Let C > 0 and ǫ ∈ (0, 1).
(1) The map φǫC is biholomorphic onto its image.
(2) We have ReφǫC(ir) ∼ C cos
(
ǫπ
2
)
rǫ and ImφǫC(ir) ∼ r, as r →
+∞ in R.
(3) There exists a continuous f ǫC : [C,+∞) −→ (0,+∞) such that
ImφǫC(ir) = f
ǫ
C(Reφ
ǫ
C(ir)) for r > 0
and f ǫC(r) ∼ KǫCr1/ǫ as r → +∞ in R, where KǫC is the constant(
C cos
(
ǫπ
2
))−1/ǫ
.
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Proof. (1) Note that
z+C(1+z)ǫ−(w+C(1+w)ǫ) = (1+z)+C(1+z)ǫ−((1+w)+C(1+w)ǫ);
so it suffices to show that the map ψ = ψǫC : H(0) −→ C defined by
ψ(z) := z + Czǫ is injective. Note also that ψ maps the first quadrant
H(0)+ into itself, the real line into the real line and the fourth quadrant
H(0)− into itself. So we let z, w ∈ H(0)+ be distinct and show that
ψ(z) 6= ψ(w); the other cases are similar and left to the reader.
We may assume that Rew ≥ Re z, and we let Γ ⊆ H(0)+ be the
straight segment connecting z to w and parametrized by the corre-
sponding affine linear curve γ : [0, 1] −→ H(0)+; note that γ′ = a + ib
with a, b ∈ R such that a ≥ 0.
For ξ ∈ H(0)+, we have
ψ′(ξ) = 1 +
Cǫ
ξ1−ǫ
,
and since ξ1−ǫ ∈ S ((1− ǫ)π
2
) ∩H(0)+, it follows that
Reψ′(ξ) > 1 and Imψ′(ξ) < 0.
By the Fundamental Theorem of Calculus for holomorphic functions
we have
ψ(w)− ψ(z) =
∫
S
ψ′(ξ)dξ
=
∫ 1
0
(aReψ′(γ(t))− b Imψ′(γ(t))) dt
+ i
∫ 1
0
(bReψ′(γ(t)) + a Imψ′(γ(t))) dt.
Thus, if b ≥ 0 then, since not both a and b are zero, it follows that
Re(ψ(w) − ψ(z)) > 0. Arguing similarly if b ≤ 0, we obtain that
Im(ψ(w)− ψ(z)) < 0 in this case, and part (1) is proved.
(2) By the generalized binomial theorem we have, for r > 1, that
φǫC(ir) = ir + C(ir)
ǫ
∞∑
k=0
(
ǫ
k
)
(ir)−k.
Taking real and imaginary parts gives
ReφǫC(ir) = Cr
ǫ
(
cǫKǫ
(
1
r
)
− sǫLǫ
(
1
r
))
,
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where cǫ := cos
(
ǫπ
2
)
, sǫ := sin
(
ǫπ
2
)
,
Kǫ(X) :=
∞∑
k=0
(
ǫ
2k
)
(−1)kX2k
and
Lǫ(r) :=
∞∑
k=0
(
ǫ
2k − 1
)
(−1)kX2k+1,
and
ImφǫC(ir) = r + Cr
ǫ
(
cǫLǫ
(
1
r
)
+ sǫKǫ
(
1
r
))
.
Since the series Kǫ and Lǫ converge, part (2) follows.
(3) Arguing as in part (1), we get Re (φǫC)
′ (ξ) > 0 for ξ ∈ H(−1)
with Im ξ > 0. Thus, the map h : (0,+∞) −→ (C,+∞) defined
by h(r) := ReφǫC(ir) is injective and has a compositional inverse g :
(C,+∞) −→ (0,+∞), and we define f ǫC : [C,+∞) −→ [0,+∞) by
f ǫC(t) :=
{
ImφǫC(ig(t)) if t > C,
0 if t = C.
Now note that p−1 ◦ h ◦ p−1(t) = H(t), where H ∈ R [[X∗]] is a
convergent generalized power series as in [9] with leading monomial
lm(H) = Xǫ/Ccǫ. By [9, Lemma 9.9], the series H has a compositional
inverse G ∈ R [[X∗]]; it follows that g = p−1◦G◦p−1. Since lm(H ◦G) =
lm(H)◦lm(G), and since ImφǫC(ir) = p−1◦I◦p−1(r) for some convergent
I ∈ R [[X∗]] with leading monomial X , it follows that f ǫC(r) ∼ KǫCr1/ǫ
as r → +∞. 
From now on, we denote by φǫC the restriction of φ
ǫ
C to the closed
right half-plane H(0).
Convention. Given a standard power domain U and a function g :
R −→ R that has a complex analytic continuation on U , we shall
denote this extension by the corresponding boldface letter g.
For A ⊆ C and ǫ > 0, let
T (A, ǫ) := {z ∈ C : d(z, A) < ǫ}
be the ǫ-neighbourhood of A.
Lemma 3.2. Let C > 0 and ǫ ∈ (0, 1). The following inclusions hold
as germs at ∞ in H(0):
(1) for D > 0, ǫ′ ∈ (ǫ, 1) and δ > 0, we have T (U ǫ′D , δ) ⊆ U ǫC ;
(2) for D > C and δ > 0, we have T (U ǫD, δ) ⊆ U ǫC ;
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(3) for ν > 0, we have
ν · U ǫC ⊆
{
U ǫνC if ν ≤ 1,
U ǫC if ν ≥ 1;
(4) we have U ǫC + U
ǫ
C ⊆ U ǫC/2;
(5) for any standard power domain U , there exists a > 0 such that
log (U ǫC) ∩H(a) ⊆ U ∩H(a).
Proof. (1) and (2) follow from Lemma 3.1(3).
(3) follows from Lemma 3.1(3) and the equality
ν ·
x,( x
C cos
(
ǫπ
2
))1/ǫ
 =
νx,( νx
ν1−ǫC cos
(
ǫπ
2
))1/ǫ

in R2.
(4) Note that, for a ∈ C with Re a ≥ 0, the boundary of a + U ǫC
in {z ∈ C : Im z ≥ Im a}, viewed as a subset of R2, is the graph of a
function f ǫa,C : [C + Re a,+∞) −→ [Im a,+∞) such that
f ǫa,C(x) ∼ Im a+KǫC (x− Re a)1/ǫ ≺ f ǫC/2(x),
which proves the claim.
(5) Note that log({Re z > 1}) = {z ∈ H(0) : | arg z| < π/2}. 
The following is the main reason for working with standard power
domains.
Lemma 3.3. Let C > 0, ǫ ∈ (0, 1) and set K := C cos(ǫ
π
2 )
3ǫ/2
. There
exists k ∈ (0, 1) depending on C and ǫ such that
k exp (K|z|ǫ) ≤ |exp(z)| ≤ exp(|z|)
for z ∈ U ǫC .
Proof. For r > 0, denote by Cr the circle with center 0 and radius
r. Since | exp(x + iy)| = exp x, the point in U ∩ Cr where | exp z| is
maximal is z = r. On the other hand, the point z(r) = x(r) + iy(r) in
U ǫC ∩ Cr where | exp z| is smallest lies on the boundary of U ǫC , so that
y(r) = f ǫC(x(r)). It follows from Lemma 3.1(3) that
r =
√
x(r)2 + f ǫC(x(r))
2 ∼ x(r)1/ǫ
√
x(r)2−2/ǫ + (KǫC)
2.
Hence x(r) ≥ Krǫ for all sufficiently large r ∈ R, as required. 
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4. Monomials on standard power domains
We now use Corollary 1.6 and Application 1.3 of [18] to find out
which tuples f of germs in I are admissible.
Example 4.1. The restriction of 1/ exp to any right half-plane H(a)
with a ∈ R is bounded. Hence exp ◦(−x) has a bounded complex
analytic continuation on every standard power domain.
Below, we denote by arg the standard argument on C \ (−∞, 0].
Recall that, for α ∈ (0, π], we set
S(α) := {z ∈ C : | arg z| < α)} .
We will need to work, for f ∈ H, with both the exponential height
eh(f) and the level level(f). The former measures the logarithmic-
exponential complexity of f ; roughly speaking, if f is unbounded, then
eh(exp ◦f) = eh(f)+1, while if f is bounded, then eh(exp ◦f) = eh(f)
(see [18, Section 2] for details). The latter measures the exponential
order of growth of the germ f ; we refer the reader to Marker and Miller
[19] for details. The level extends to all log-exp-analytic germs in an
obvious manner, see [18, Section 3].
Remarks. (1) The two quantities are not equal in general: we have
level(x+ e−x) = 0 6= 1 = eh(x+ e−x).
(2) The map level : (H, ◦) −→ (Z,+) is a group homomorphism;
in particular, for f ∈ H and g ∈ I, we have level(f ◦ g−1) =
level(f)− level(g). In contrast, the map eh : H −→ Z is not a
group homomorphism, and the definition of eh gives no bounds
on eh(f ◦ g−1) in terms of eh(f) and eh(g).
As in [18, Section 2], we set
H≤0 := {f ∈ H : eh(f) ≤ 0} .
Fact 4.2 (Corollary 2.16 in [18]). (1) Let f ∈ H. Then eh(f ◦
exp) = eh(f) + 1 and eh(f ◦ log) = eh(f)− 1.
(2) Let f ∈ H be infinitely increasing. Then
level(f) ≤ eh(f).
(3) The set H≤0 is a differential subfield of H.
The second fact we need gives an upper bound for exponential height
in the situation of the second remark above:
Fact 4.3 (Application 1.3 in [18]). Let f ∈ I and g ∈ H. Then
eh
(
g ◦ f−1) ≤ max{eh(g) + eh(f)− 2 level(f), eh(f)− level(f)}.
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The third fact summarizes analytic continuation properties of germs
inH of low enough exponential height and level. Given a domain Ω ⊆ C
and a map f : Ω −→ C, we call f half-bounded if f or 1/f is bounded.
We denote by arg(z) the standard argument of z ∈ C \ (−∞, 0].
Fact 4.4 (Corollary 1.6 in [18]). Let f ∈ H be such that eh(f) ≤ 0.
(1) There are a ≥ 0 and a half-bounded complex analytic continu-
ation f : H(a) −→ C of f .
(2) Assume in addition that f ∈ I. Then
(a) |f(z)| → ∞ as |z| → ∞, for z ∈ H(a);
(b) if f ≺ x2, then f(H(a)) ⊆ C \ (−∞, 0], f : H(a) −→
f(H(a)) is biholomorphic and we have
sgn(arg f(z)) = sgn(arg z) = sgn(Im z) = sgn(Im f(z))
for z ∈ H(a);
(c) if eh(f) < 0 then, for every α > 0, there exists b ≥ a such
that f(H(a)) ∩H(b) ⊆ S(α). 
From Fact 4.4, we immediately get the following:
Corollary 4.5. Let f ∈ I be such that eh(f) ≤ −1. Then there exists
a ≥ 0 and a complex analytic continuation f : H(a) −→ C of f such
that, for all standard power domains U, V ⊆ H(0), there exists b ≥ a
with f(U ∩H(b)) ⊆ V . In particular, exp ◦(−f) is a bounded on every
standard power domain.
Proof. By Fact 4.2(2), we have level(f) ≤ eh(f) ≤ −1, while level(x2) =
0; hence f ≺ x2. So by Fact 4.4(2b), there are a ≥ 0 and a complex an-
alytic continuation f : H(a) −→ C such that f(H(a)) ⊆ C\(−∞, 0] and
f : H(a) −→ f(H(a)) is biholomorphic. Let V be a standard power
domain, and let c ≥ 0 be such that S(π/4) ∩ H(c) ⊆ V . By Facts
4.4(2ac), there is d ≥ c such that f(H(a)) ∩ H(d) ⊆ S(π/4) ∩ H(c).
By Fact 4.4(2a) again, there is a b ≥ a such that f(H(b)) ⊆ f(H(a)) ∩
H(d). Hence f(U ∩ H(b)) ⊆ V for any standard power domain U , as
claimed. 
However, for f ∈ I with eh(f) = 0, things are still not clear: while
f = x works by Example 4.1, the germ f = x2 does not: if U ′ ⊆ H(0)
is a standard power domain, the set of squares of elements of U ′ is not
contained in any right half-plane H(a) with a ∈ R, so the complex
analytic continuation exp ◦(−z2) on U ′ is unbounded. Arguing simi-
larly, we see that the germ exp ◦(−xr) has a bounded complex analytic
continuation on some standard power domain if and only if r ≤ 1 (and
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in this case, it has a bounded complex analytic continuation on all
standard power domains).
What about the general f ∈ I with eh(f) = 0? While we do not
fully characterize all such f for which exp ◦(−f) has a bounded com-
plex analytic continuation to some standard power domain, we do give
a sufficient condition in Corollary 4.12 below that suffices for our pur-
poses.
To determine which of these germs satisfy (†)1, we also need a notion
for studying asymptotic behavior on standard power domains: given
U ⊆ H(0) and φ, ψ : U −→ C, we write
φ U ψ iff
∣∣∣∣φ(z)ψ(z)
∣∣∣∣ is bounded in U
and
φ ≺U ψ iff lim
|z|→∞,z∈U
φ(z)
ψ(z)
= 0.
Correspondingly, we write φ ≍U ψ if both φ U ψ and ψ U φ.
We start with an easy case where dominance is preserved on the
right half-plane:
Lemma 4.6. Let f, g ∈ H be such that eh(f), eh(g) ≤ 0, and let f
and g be corresponding complex analytic continuations obtained from
Fact 4.4. If f ≺ g, then there exists a ≥ 0 such that f ≺H(a) g.
Proof. By Fact 4.2(3), the germ h := g
f
satisfies eh (h) ≤ 0; let h be a
complex analytic continuation of h obtained from Fact 4.4. Now choose
a ≥ 0 such that f , g and h are defined on H(a). By assumption, either
h or −h belongs to I; hence |h(z)| → ∞ as |z| → ∞ in H(a) by Fact
4.4(2a). Since f/g = 1/h inH(a) by the holomorphic identity theorem,
the lemma is proved. 
Corollary 4.7. Let f ∈ H be such that eh(f) ≤ 0, and let f be
a complex analytic continuation of f obtained from Fact 4.4. If we
have limx→+∞ f(x) = c ∈ R, then there exists a ≥ 0 such that
lim|z|→∞ f(z) = c in H(a).
Proof. Set g := f − c; then eh(g) ≤ 0 by Fact 4.2(3) and g ≺ 1, so that
g ≺ 1 in H(a), for some a ≥ 0, by Lemma 4.6. 
Recall that, for α ∈ [0, π] we denote by
S(α) = {z ∈ C : | arg z| < α}
the sector of opening α and bisecting line (0,+∞).
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Lemma 4.8. Let f ∈ I be such that f > 0 and eh(f) ≤ 0, and let f be
a complex analytic continuation of f obtained from Fact 4.4. Assume
there exists ǫ ∈ (0, 1) such that and f ≺ xǫ. Then
f(H(a)) ⊆ S(ǫ · π/2)
for some a ≥ 0.
Proof. The assumptions imply that h := x
ǫ
f
≤ xǫ ≺ x2 belongs to I,
and eh(h) ≤ 0 by Fact 4.2(3). So by Fact 4.4(2b) and the holomorphic
identity theorem, for some a ≥ 0 and all z ∈ H(a) with arg z > 0, we
have
0 < arg
zǫ
f(z)
= ǫ arg z − arg f(z),
so that arg f(z) < ǫπ
2
, as claimed. We argue similarly if arg z < 0. 
Corollary 4.9. Let f ∈ I be such that f > 0 and eh(f) ≤ 0, and
let f be a complex analytic continuation of f obtained from Fact 4.4.
Assume there exists ǫ ∈ (0, 1) such that and f ≺ xǫ. Then there exists
a ≥ 0 such that
(1) for z ∈ H(a) we have |f(z)| ≤ |z|ǫ and
Re f(z) ≥ cos
(
ǫ · π
2
)
|f(z)|;
(2) if f ∈ I and U, V are standard power domains, there exists
b ≥ a such that f(U ∩H(b)) ⊆ V .
Proof. From Lemma 4.6 with g = xǫ we get f ≺H(a) pǫ, for some a ≥ 0,
and from Lemma 4.8 we get Re f(z)) ≥ cos (ǫ · π
2
) · |f(z)|, for some
a ≥ 0 and all z ∈ H(a); this proves part (1). Part (2) follows from
Lemma 4.8 and Fact 4.4(2a), first choosing c ≥ 0 such that w ∈ V for
all w ∈ S(ǫ ·π/2) with |w| > c, then choosing b ≥ a such that |f(z)| ≥ c
for z ∈ H(b). 
Lemma 4.10. Let f ∈ I be such that f > 0 and eh(f) ≤ 0, and let
f be a complex analytic continuation of f obtained from Fact 4.4. As-
sume that f ≺ x but f ≻ xǫ for all ǫ ∈ (0, 1). Then for every standard
power domain V , there exist a ≥ 0 and standard power domains U1
and U2 such that f(U1 ∩H(a)) ⊆ V and f(V ∩H(a)) ⊆ U2.
Remark. We do not know if this lemma remains true with “quadratic”
in place of “power”; this is the technical reason for working with stan-
dard power domains instead of standard quadratic domains.
Proof. Let U = U δC ⊆ C be a standard power domain, with δ ∈ (0, 1)
and C > 0, and let δ′ ∈ (0, δ); we claim that there exists a ≥ 0 such
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that f(U ∩ H(a)) ⊆ U δ′D , where
(
D cos
(
δ′ π
2
))δ′
=
cos((δ−δ′)π2 )
C cos(δ π2 )
, which
then proves the lemma.
Set g := f
x
; by assumption and Fact 4.2(3), 1/g ∈ I, eh(1/g) ≤ 0
and 1/g ≺ xǫ for all ǫ ∈ (0, 1). By Fact 4.4(2a,b), the germ g has a
complex analytic continuation g : H(a) −→ C, for some a ≥ 0, such
that Im g(z) < 0 for z ∈ U with Im z > 0. By Lemma 3.1(2) and
after shrinking C a bit if necessary, we have Re z ≥ C cos (δ π
2
) |z|δ for
sufficiently large z ∈ U . By Corollary 4.9(1) with ǫ = δ − δ′, we also
have for sufficiently large z ∈ U with Im z > 0, that |g(z)| ≥ |z|δ′−δ
and, because Re 1
g
= 1
g2
Reg, that Reg(z) ≥ cos ((δ − δ′)π
2
) |g(z)|.
Since f = xg and Im g(z) < 0, it follows that
Re f(z) = (Re z)(Reg(z))− (Im z)(Im g(z))
> (Re z)(Reg(z))
≥ (Re z) · cos
(
(δ − δ′)π
2
)
|g(z)|
≥ C cos
(
δ
π
2
)
cos
(
(δ − δ′)π
2
)
|z|δ′ .
On the other hand, since g(z) → 0 as |z| → ∞ in U , we have for
sufficiently large z ∈ U with Im z > 0 that
0 < Im f(z) = (Re z)(Im g(z)) + (Im z)(Reg(z))
≤ (Im z)(Reg(z)) ≤ |z|;
arguing similarly for Im z < 0, we get | Im f(z)| ≤ |z| for all sufficiently
large z ∈ U . Hence | Im f(z)| <
(
Re f(z)
C cos(δ π2 ) cos((δ−δ′)
π
2 )
)1/δ′
for such
z ∈ U , and the claim is proved by Lemma 3.1(2). 
Lemma 4.11. Let f, g ∈ I be such that eh(f), eh(g) ≤ 0, and let f
and g be corresponding complex analytic continuations obtained from
Fact 4.4. Assume that f ≍ g ≺ x2. Let also U, V ⊆ C be standard
power domains and set s := fU,Im and t := gV,Im so that U = Us and
V = Ut, and assume that g(U) ⊆ V . Then there exist a, b, c > 0 such
that f(U ∩H(c)) ⊆ Uma◦t◦mb .
Proof. Let c > 0 be such that f ∼ cg. If f = cg, then the conclusion
follows directly from Lemmas 3.2(3) and 3.1(3), so we assume f 6= cg.
We distinguish two cases:
Case 1: cg − f is bounded. Then there exists d ∈ R such that
ǫ := cg − d− f ∈ D or −ǫ ∈ D. Hence either 1/ǫ or −1/ǫ is infinitely
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increasing; by Fact 4.2(3) both are of exponential height at most 0. By
Fact 4.4(2a), it follows that |ǫ(z)| → 0 as |z| → ∞ in Us.
Since f = cg − d − ǫ, it follows that, for large enough z ∈ Us with
Im z > 0, we have
Im f(z) = c Im g(z)− Im ǫ(z) ≤ c Im g(z) + 1
and
Re f(z) = cReg(z)− d− Re ǫ(z) ≥ cReg(z)− (d+ 1).
Since |g(z)| → ∞ as |z| → ∞ by Fact 4.4(2a) and since, for z ∈ Ut, we
have Re z → +∞ as |z| → ∞, it follows that Re f(z) ≥ c
2
Reg(z) →
+∞ as |z| → ∞ in Us. A similar inequality as the first one above holds
if Im z < 0, so that
| Im f(z)| ≤ c| Im g(z)|+ 1
for sufficiently large z ∈ Us. By assumption | Img(z)| < t(Reg(z))
for z ∈ Us. Since t is infinitely increasing, we get for sufficiently large
z ∈ Us that
| Im f(z)| ≤ c| Img(z)| + 1 ≤ 2c · t(Reg(z)) ≤ 2c · t
(
2
c
Re f(z)
)
,
so we can take a := 2c and b := 2
c
.
Case 2: cg− f is unbounded. We assume here that cg− f > 0; the
case f − cg > 0 is handled similarly and left to the reader. By Fact
4.4(2b), since eh(cg − f) ≤ 0 by fact 4.2(3) and cg − f ≺ f ≺ x2, we
have for large enough z ∈ Us with Im z > 0 that
Im(f(z)) > 0 and Im(cg(z)− f(z)) > 0.
Since Im(cg(z)) = Im f(z) + Im(cg(z)− f(z)), it follows that
Im f(z) < c Img(z)
for such z. Arguing similarly for z ∈ Us with Im z < 0, we conclude
that
| Im f(z)| ≤ c| Img(z)|
for sufficiently large z ∈ Us (the inequality not being strict to account
for the real z).
On the other hand, the germ 1/δ belongs to I as well, where δ := cg−f
cg
has exponential height at most 0 by Fact 4.2(3). Since 1/δ ≤ cg ≺ x2,
by Fact 4.4(2b) again, we have Im δ(z) < 0 for sufficiently large z ∈ Us
with Im z > 0. Since f = cg(1−δ) we have, for sufficiently large z ∈ Us
with Im z > 0,
Re f(z) = cReg(z)(1− Re δ(z))− c Img(z) Im δ(z) > c
2
Reg(z).
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We now conclude as in Case 1 with a := c and b := 2
c
. 
Corollary 4.12. Let f ∈ I be such that eh(f) ≤ 0 and f  x,
and let f be a complex analytic continuation of f obtained from Fact
4.4. Then for every standard power domain V , there exist a ≥ 0
and standard power domains U1, U2 such that f(U1 ∩ H(a)) ⊆ V and
f(V ∩ H(a)) ⊆ U2. In particular, the restriction of exp ◦(−f) to any
standard power domain is bounded.
Proof. If f ≍ x the conclusion follows from Lemmas 4.11 and 3.1(2),
so we assume that f ≺ x. If f ≺ xǫ for some ǫ ∈ (0, 1), then the
conclusion follows from Corollary 4.9. The remaining case is covered
by Lemma 4.10. 
Next, dominance is preserved by all pairs of germs covered by the
previous corollary:
Proposition 4.13. Let f, g ∈ H be such that eh(f), eh(g) ≤ 0 and
f, g  x, and let a ≥ 0 and f , g : H(a) −→ C be corresponding complex
analytic continuations obtained from Fact 4.4. Then, for any standard
power domain U ⊆ H(a), we have
exp ◦(−f)  exp ◦(−g) if and only if exp ◦(−f) U exp ◦(−g).
Proof. By hypothesis and Fact 4.2(3), we have eh(f − g) ≤ 0. If
exp ◦(−f) ≍ exp ◦(−g), then limx→+∞(f −g)(x) = c ∈ R so, by Corol-
lary 4.7, we have lim|z|→∞(f − g)(z) = c in H(a), so that exp ◦f ≍H(a)
exp ◦g. So we assume from now on that exp ◦(−f) ≺ exp ◦(−g); then
f − g ∈ I.
Fix a standard power domain U ⊆ H(a). Since f − g  x by
assumption, it follows from Corollary 4.12 that (f − g)(U) ⊆ V for
some standard power domain V . Since V is a standard power domain,
we have for w ∈ V that Rew → +∞ as |w| → ∞. Since f − g : U −→
(f−g)(U) is a biholomorphism, we have for z ∈ U that |(f−g)(z)| → ∞
as |z| → ∞. Hence | exp ◦(f − g)(z)| = exp(Re(f − g)(z)) → ∞ as
|z| → ∞ in U , which shows that exp ◦(−f) ≺U exp ◦(−g). 
We set
Hx≤0 := {f ∈ H≤0 : f  x}
and
Mx0 :=
{
exp ◦(−f) : f ∈ Hx≤0
}
.
Recall also that, for h ∈ (H>0)k, we denote by 〈h〉× the multiplicative
R-vector space generated by h.
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Corollary 4.14. The set Mx0 is a multiplicative R-vector subspace
of H>0, and if m ∈ Mx0 is bounded, then m has a complex analytic
continuation m : H(a) −→ C, for some a > 0, such that m is bounded
on every standard power domain U ⊆ H(a).
Proof. That Mx0 is a multiplicative R-vector subspace of H>0 follows
from the observation thatHx≤0 is an additive R-vector subspace ofH≤0.
Let m ∈ Mx0 be bounded and f ∈ Hx≤0 be such that m = exp ◦(−f).
Let also a > 0 and f : H(a) −→ C be a complex analytic continuation
of f obtained from Fact 4.4, and set m := exp ◦(−f). Since 0 ∈ Hx≤0
and m  1 = exp ◦(−1), it follows from Proposition 4.13 that m U 1,
as required. 
Proof of the Admissibility Theorem. Let k ∈ N and f0, . . . , fk ∈ I be
simple such that f0 > · · · > fk, and assume that the fi have pairwise
distinct archimedean classes. Fix 0 ≤ i < j ≤ k. Since fi > fj and
both are simple, we have λi := level(fi) ≥ λj := level(fj) = eh(fj), so
that λj−λi ≤ 0. So by Fact 4.3 with fj and fi in place of f and g there,
we get fj ◦ f−1i ∈ Hx≤0. It follows from Corollary 4.12 that (†) holds for
f := (f0, . . . , fk). Moreover, by Corollary 4.14, every bounded m ∈Mf
has a bounded complex analytic continuation on U ∩ H(a), for some
a ≥ 0 and every standard power domain U . Since the fi have pairwise
distinct archimedean classes, if follows that f is admissible. 
5. M-generalized power series
We work in the setting of Section 1; in particular, we let M be a
multiplicative R-vector subspace of H>0 and K be a commutative ring
of characteristic 0 with unit 1.
An M-generalized power series over K is a series of the form
F = G(m0, . . . , mk), where G ∈ K [[X∗0 , . . . , X∗k ]] has natural support
and m0, . . . , mk ∈M are small; in this situation, we refer to the mi as
the generating monomials of F .
Remark. In general, in a representation of an M-generalized power
series F of the form G(m0, . . . , mk) as above, the generalized series G
is not uniquely determined by m0, . . . , mk. However, if M = L and we
choose the latter carefully (see Lemma 8.1 below), G is indeed uniquely
determined by m0, . . . , mk.
Lemma 5.1. Let G ∈ K [[X∗0 , . . . , X∗k ]], m0, . . . , mk ∈M be small and
n ∈M . Then the set
SGn := {α ∈ supp(G) : mα = n}
is finite.
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Proof. We show that ΠXi
(
SGn
)
is finite for each i, where ΠXi : R
k+1 −→
R denotes the projection on the ith coordinate. Assume, for a contra-
diction, that ΠXi0
(
SGn
)
is infinite, where i0 ∈ {0, . . . , k}; without loss
of generality, we may assume that i0 = k.
Since ΠXk
(
SGn
) ⊆ ΠXk(supp(G)) and the latter is well ordered, there
is a strictly increasing sequence 0 ≤ α0k < α1k < · · · of elements of
ΠXk
(
SGn
)
. For l ∈ N, choose αl0, . . . , αlk−1 ≥ 0 such that
αl := (αl0, . . . , α
l
k) ∈ SGn .
We claim that there exists i(l) ∈ {0, . . . , k − 1} such that αl+1i(l) < αli(l):
otherwise, we have
mα
l+1 ≤ mαl00 · · ·m
αlk−1
k−1 m
αl+1k
k < m
αl = n,
a contradiction. By the claim, there exist i ∈ {0, . . . , k − 1} and a
sequence lp ∈ N, for p ∈ N, such that αl0i > αl1i > · · · , which contradicts
that ΠXi
(
SGn
)
is well ordered. 
Lemma 5.2. Every M-generalized power series is a generalized series
in K ((M)).
Proof. Let F = G(m0, . . . , mk), where G =
∑
α∈[0,+∞)1+k aαX
α ∈
K [[X∗0 , . . . , X
∗
k ]] has natural support and m0, . . . , mk ∈ M are small.
By Lemma 5.1, there are unique Fn ∈ K, for n ∈ M , such that
F =
∑
n∈M Fnn; we need to show that the set
T := {n ∈ M : Fn 6= 0}
is anti-well ordered. So let T ′ ⊆ T be nonempty and define
SGT ′ :=
⋃
n∈T ′
SGn ,
where SGn is defined as in Lemma 5.1. Then ΠXi
(
SGT ′
)
is well ordered for
each i, so there exist a nonzero l ∈ N and α1, . . . , αl ∈ SGT ′ such that, for
every α ∈ SGT ′ , one of the Xαj divides Xα. Hence max
{
mα
1
, . . . , mα
l
}
is the maximal element of T ′, which proves the lemma. 
We denote by K [[M ]]ps the subring of K ((M)) of all M-generalized
power series.
Lemma 5.3. Assume that M is an asymptotic scale, and let F ∈
K [[M ]]ps be nonzero. Then there are a nonzero a ∈ K and an E ∈
K [[M ]]ps such that lm(E) is small and F = a lm(F )(1−E).
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Proof. Let G ∈ K [[X∗]] have natural support and m0, . . . , mk ∈ M be
small such that F = G(m). Set p := lm(G(m)); changing G if neces-
sary, by Lemma 5.1, we may assume that there is a unique minimal
element β ∈ supp(G) such that p = mβ . Since M is an asymptotic
scale this implies, in particular, that if α ∈ supp(G) is minimal and
α 6= β, we have that mα/p is small.
Let now S be the finite set of minimal elements of supp(G) (see [9,
Lemma 4.2(1)]), so that β ∈ S. Then there are Uα ∈ K [[X∗]] with
natural support (see [9, Concluding Remark 2]) and nonzero aα ∈ K,
for α ∈ S, such that Uα(0) = 1 for each α and
G =
∑
α∈S
aαX
αUα = aβX
βUβ +
∑
β 6=α∈S
aαX
αUα.
Let Y = (Yα : β 6= α ∈ S) be a tuple of new indeterminates and set
U(X, Y ) := Uβ +
∑
β 6=α∈S
aα
aβ
YαUα,
a generalized power series with natural support satisfying U(0) = 1.
Hence
H(X, Y ) := 1− U(X, Y )
is a generalized power series with natural support satisfying ord(H) >
0. On the other hand, since mα/p is small for β 6= α ∈ S, the series
E := H(m,m′) is an M-generalized power series, where m′ := (mα/p :
β 6= α ∈ S), and we have
G(m) = aβpH(m,m
′) = aβp(1−E).
Since ord(H) > 0, the leading monomial of E is small, so the lemma is
proved. 
5.1. Order type of support. Recall thatm,n ∈M are comparable
if there exist a, b > 0 such that na < m < nb. It is straightforward to
see that the comparability relation is an equivalence relation on M . If
C ⊆ M consists of pairwise comparable germs, we say that n ∈ M is
comparable to C if n is comparable to any germ in C.
Lemma 5.4. Let F ∈ K [[M ]]ps have generating monomials m0, . . . ,
mk, and assume that the mi are pairwise comparable. Then F has
〈m0, . . . , mk〉×-natural support.
Proof. Let G ∈ K [[X∗0 , . . . , X∗k ]] with natural support be such that
F = G(m0, . . . , mk). Let p ∈ 〈m0, . . . , mk〉×; we claim that n ≤ p
for all but finitely many n ∈ supp(F ). Since the mi are pairwise com-
parable, each 〈mi〉× is coinitial in 〈m0, . . . , mk〉×; in particular, there
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exist r1, . . . , rk ∈ R such that mri < p for each r > ri, for i = 0, . . . , k.
Since the box B := [0, r0]×· · ·× [0, rk] is compact, the set B∩ supp(G)
is finite. But by definition of B, if n ∈ supp(F ) satisfies n ≥ p, then
n = mα for some α ∈ B, which proves the claim. 
Lemma 5.5. Let F ∈ K [[M ]]ps have generating monomialsm0 < · · · <
mk. Let l ∈ N and assume that {m0, . . . , mk} has l+1 distinct compara-
bility classes C0 < C1 < · · · < Cl. Then F has support of reverse-order
type at most ωl+1.
Proof. Let G(X) ∈ R [[X∗]] with natural support be such that F =
G(m0, . . . , mk). If l = 0, the corollary follows from Lemma 5.4, so we
assume l > 0 and the corollary holds for lower values of l.
We let j ∈ {0, . . . , k} be such thatmi is comparable to C0 if and only
if i ≤ j, and we set M ′ := 〈mj+1, . . . , mk〉× and M ′′ := 〈m0, . . . , mj〉×.
Identifying K ((M ′′M ′)) with a subring of K ((M ′′)) ((M ′)), we write
F = G˜(mj+1, . . . , mk),
where G˜ ∈ K [[M ′′]]ps [[(X∗j+1, . . . , X∗k)]] has natural support. Applying
the inductive hypothesis with K [[M ′′]]ps in place of K, we obtain that
the support of G˜(mj+1, . . . , mk) has reverse-order type at most ω
l. On
the other hand, by Lemma 5.4, every coefficient of G˜ has M ′′-natural
support, that is, support of reverse-order type at most ω; it follows
that the support of F has reverse-order type at most ωl+1. 
5.2. Infinite sums. Let Fν ∈ K ((M)) for ν ∈ N. Recall that, if the
sequence (lm(Fν) : ν ∈ N) is decreasing and coinitial in M , then the
infinite sum
∑
ν Fν defines a series in K ((M)). In this general context,
M-naturality is preserved:
Lemma 5.6. Assume that each Fν has M-natural support and the
sequence (lm(Fν) : ν ∈ N) is decreasing and coinitial in M . Then∑
ν Fν has M-natural support.
Proof. Let n ∈ M ; it suffices to show that the set(⋃
ν
supp(Fν)
)
∩ (n,+∞)
is finite. By hypothesis, we have lm(Fν) → 0 in M as ν → ∞. So we
choose N ∈ N such that lm(Fν) ≤ n for ν > N ; then(⋃
ν
supp(Fν)
)
∩ (n,+∞) =
(
N⋃
ν=0
supp(Fν)
)
∩ (n,+∞),
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and the latter is finite since each Fν has natural support. 
Assume now that each Fν is an M-generalized power series of the
form Gν(m0, . . . , mk) with generating monomials m0 < · · · < mk and
Gν ∈ K [[X∗]] of natural support. In this situation, we want a general
criterion for when
∑
ν Fν defines a series in K [[M ]]
ps. The fact that
M may contain more than one comparability class plays a role here:
let l ∈ N be such that {m0, . . . , mk} has l + 1 comparability classes
C0 < · · · < Cl, and let i0 := 0 < i1 < · · · < il ≤ k < il+1 := k + 1 be
such that
Cj = {mij , . . . , mij+1−1}
for 0 ≤ j ≤ l, and set
Mj := 〈Cj〉×.
We denote by Πj : Rk+1 −→ Rij+1−ij the projection on the coordinates
(xij , . . . , xij+1−1), and we let ΠMj : 〈m0, . . . , mk〉× −→ Mj be the map
defined by
ΠMj (m
α) := (mij , . . . , mij+1−1)
Πj(α).
Note that, since each Gν has natural support, each set ΠMj(supp(Fν))
is an anti-well ordered subset of Mj ; so we set
mν,j := maxΠMj(supp(Fν)).
Lemma 5.7. Assume that
⋃
ν supp(Gν) is natural and there exists
j ∈ {0, . . . , l} such that the sequence (mν,j : ν ∈ N) is coinitial in
Mj. Then
∑
ν Fν is an M-generalized power series with generating
monomials m0, . . . , mk.
Remark. Note that the assumption that
⋃
ν supp(Gν) be natural is
necessary: if M = 〈 1
exp
, 1
x
〉× and Fν = exp−ν x−1/ν , then M0 = 〈 1exp〉×
and mν,0 = exp
−ν → 0 in M0 as ν → ∞, while Gν = Xν1X1/ν2 implies
that
⋃
ν supp(Gν) is not natural.
Proof. We claim that ord(Gν) → ∞ as ν → ∞. Assuming this claim,
it follows from [9, Paragraph 4.6] that G :=
∑
ν Gν belongs to K [[X
∗]].
Since G has natural support by hypothesis, it follows that
∑
ν Fν =
F := G(m0, . . . , mk) ∈ K [[M ]]ps, as required.
To see the claim, let j be as in the hypothesis of the lemma. For
each ν, choose βν ∈ supp(Gν) such that ord(Gν) = |βν |. Since
(mij , . . . , mij+1−1)
Πj(βν) = ΠMj
(
mβ
ν) ≤ mν,j → 0
in Mj as ν → ∞, we must have |Πj(βν)| → ∞ as ν → ∞. Since βν
only has nonnegative coordinates, it follows that ord(Gν) = |βν| → ∞
as ν →∞, as claimed. 
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5.3. Composition with power series. For A ⊆ [0,∞) and ν ∈ N,
we set
+ν A := {a1 + · · ·+ aν : ai ∈ A}
and
B(A) :=
⋃
ν≥1
(+ν A) .
Lemma 5.8. Let A ⊆ [0,∞) be natural. Then B(A) is natural.
Proof. Assume first that 0 /∈ A, and set a := minA > 0. Then
min (+ν A) = νa for all ν ≥ 1. So, given b > 0, choose N ≥ b
a
;
then [0, b] ∩ B(A) = [0, b] ∩⋃N−1ν=1 (+ν A), which is finite. This proves
the lemma in this case.
In general, we have A ⊆ {0} ∪ A′, where A′ ⊆ (0,∞) is natural. By
the previous case, it now suffices to show that B(A) = {0} ∪ B(A′),
which follows if we show that
(∗)ν +ν A ⊆ {0} ∪ B(A′)
for each ν ≥ 1. We show (∗)ν by induction on ν: (∗)1 follows by choice
of A′. So assume ν > 1 and (∗)η holds for η < ν. Then
+ν A = A+
(
+ν−1A
)
⊆ ({0} ∪B(A′)) + ({0} ∪ B(A′))
= {0} ∪ B(A′) ∪B(A′) ∪ (B(A′) +B(A′))
⊆ {0} ∪ B(A′),
where the second line follows from the inductive hypothesis and the
fourth line follows from the observation that B(A′) + B(A′) ⊆ B(A′).
This proves (∗)ν and hence the lemma. 
Let F ∈ K [[M ]]ps with generating monomials m0, . . . , mk be such
that lm(F ) is small, and let P =
∑
ν∈N aνT
ν ∈ K [[T ]] be a power
series in the single indeterminate T . Let also G ∈ K [[X∗]] have natural
support such that F = G(m). Since lm(F ) is small, we have ord(G) >
0, so by [9, Paragraph 4.6], the sum P ◦ G := ∑ν aνGν belongs to
K [[X∗]]. We therefore define
P ◦ F := (P ◦G) (m) .
This composition does not depend on the particular series G chosen
(see for instance [7]), and it is associative in the following sense: if P ∈
K [[T ]] has positive order and Q ∈ K [[T ]], then Q◦(P ◦G) = (Q◦P )◦G.
We will therefore simply write Q ◦ P ◦G for these compositions.
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Proposition 5.9. Let F ∈ K [[M ]]ps with generating monomials m0,
. . . , mk be such that lm(F ) is small, and let P ∈ K [[T ]].
(1) P ◦ F is an M-generalized power series with generating mono-
mials m0, . . . , mk.
(2) Assume in addition that supp(F ) isM-natural and the sequence
(lm(F )ν : ν ∈ N) is coinitial in M . Then P ◦ F has M-natural
support.
Proof. (1) LetG ∈ K [[X∗]] with natural support and smallm0, . . . , mk ∈
M be such that F = G(m); we need to show that P ◦ G has natural
support. Since ΠXi(supp(P ◦G)) ⊆
⋃
ν ΠXi(supp(G
ν)), and since
ΠXi(supp(G
ν)) = +ν ΠXi(supp(G)),
Lemma 5.8 implies that supp(P ◦G) is natural, as required.
(2) Arguing along the lines of Lemma 5.8, we see that each F ν has
M-natural support (we leave the details to the reader). Since lm(F ν) =
lm(F )ν , part (2) follows from part (1) and Lemma 5.6. 
5.4. M-generalized Laurent series. An M-generalized Laurent
series is a series of the form nF , where F is an M-generalized power
series with generating monomialsm0, . . . , mk and n is a (possibly large)
element of 〈m0, . . . , mk〉×. We denote byK ((M))ls the subset ofK ((M))
of all M-generalized Laurent series.
Lemma 5.10. K ((M))ls is subring of K ((M)).
Proof. It is easy to see that the set K ((M))ls is closed under multipli-
cation. As to closure under addition, let G1, G2 ∈ K [[X∗]] have natural
support with X = (X0, . . . , Xk), let m0, . . . , mk ∈ M be small and
n1, n2 ∈ 〈m0, . . . , mk〉×. Let α1, α2 ∈ Rk+1 be such that ni = mαi for
i = 1, 2, where m := (m0, . . . , mk), and define
β = (β0, . . . , βk) :=
(
min
{
α10, α
2
0
}
, . . . ,min
{
α1k, α
2
k
})
and n := mβ. Note that
Hi := X
αi−βGi(X)
belongs to K [[X∗]] and has natural support, for i = 1, 2. Then
n1G1(m) + n2G2(m) = n(H1(m) +H2(m)),
which shows that K ((M))ls is closed under addition. 
Proposition 5.11. Assume that K is a field and M is an asymptotic
scale.
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(1) Let F ∈ K ((M))ls be nonzero. Then there are a nonzero a ∈
K and an E ∈ K [[M ]]ls such that lm(E) is small and F =
a lm(F )(1−E).
(2) K ((M))ls is the fraction field of K [[M ]]ps in K ((M)).
Proof. (1) Let G ∈ K [[X∗]] have natural support, m0, . . . , mk ∈ M be
small and n ∈ 〈m0, . . . , mk〉× be such that F = nG(m). Part(1) now
follows from Lemma 5.3, since lm(F ) = n lm(G(m)).
(2) Let F ∈ K ((M))ls be nonzero, and let a and E be for F as in part
(1). We get from Proposition 5.9(1) that P ◦ E is an M-generalized
power series with generating monomials m and m′, where P ∈ K [[T ]]
is the geometric series P (T ) =
∑
ν T
ν. It follows from the binomial
formula that
1
F
=
1
a lm(F )
(P ◦ E),
which is an M-generalized Laurent series. 
5.5. M-series. Finally, the series we eventually obtain in the Con-
struction Theorem all belong to R ((L)), but they are more general
than L-generalized Laurent series. Once again, this has to do with
the possibility that M may contain more than one comparability class:
let l ∈ N be such that {m0, . . . , mk} has l + 1 comparability classes
C0 < · · · < Cl, and let i0 := 0 < i1 < · · · < il ≤ k < il+1 := k + 1 be
such that
Cj = {mij , . . . , mij+1−1}
for 0 ≤ j ≤ l, and set
M1 := 〈m0, . . . , mi1−1〉× and M1 := 〈mi1 , . . . , mk〉×.
Note that
mj < M
1 <
1
mj
for j = 0, . . . , i1 − 1.
Definition 5.12. The set K ((M))s of all M-series over K is defined
by induction on l:
K ((M))s :=
{
K ((M))ls if l = 0,
K ((M1))
s
((M1))
ls if l > 0.
Example 5.13. The series
∑
ν∈N x
ν exp−ν is an 〈x−1, exp−1〉×-series
over R that is not an 〈x−1, exp−1〉×-generalized Laurent series over R.
Lemma 5.14. If K is a field and M is an asymptotic scale, then
K ((M))s is a subfield of K ((M)) containing K ((M))ls.
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Proof. By induction on l; the case l = 0 follows from Proposition
5.11(3), so we assume l > 0 and the lemma holds for lower values
of l. But then K ((M1))
s
is a subfield of K ((M1)) containing K ((M1))
ls
,
by the inductive hypothesis, so K ((M))s is a subfield ofK ((M1))
s
((M1))
containing K ((M1))
ls
((M1))
ls, and the latter contains K ((M))ls. There-
fore, it remains to show that K ((M))s is contained in K ((M)).
To see this, let F ∈ K ((M))s; as an element of K ((M1))s ((M1)), we
can write F =
∑
m∈M1
Fmm, with Fm ∈ K ((M1))s, and by Lemma 5.4,
the set
suppM1(F ) := {m ∈ M1 : Fm 6= 0}
is M1-natural. Set
S1 :=
{
m ∈ suppM1(F ) : m < M1 <
1
m
}
and S0 := suppM1(F ) \ S1; then S0 is finite, so the series F0 :=∑
m∈S0
Fmm belongs to K ((M)). On the other hand, since every m
′ ∈
M1 has strictly slower comparability class than every m ∈ S1, the series
F1 :=
∑
m∈S1
Fmm also belongs to K ((M)), so the claim follows. 
5.6. Convergent M-generalized Laurent series. In this subsec-
tion, we assume that K ⊆ C. Recall [9, Section 5] that if α is a
countable ordinal and rβ ≥ 0 for β < α, then the sum
∑
β<α rβ (re-
spectively, the product
∏
β<α rβ) converges to a ∈ R if, for every
ǫ > 0, there exists a finite set Iǫ ⊆ α such that
∣∣∑
β∈I rβ − a
∣∣ < ǫ
(respectively,
∣∣∏
β∈I rβ − a
∣∣ < ǫ) for every finite set I ⊆ α containing
Iǫ. It follows from the continuity and the morphism property of exp
that
∑
β<α rβ converges to a if and only if
∏
β<α exp(rβ) converges to
exp(a). Correspondingly, a generalized power series
G =
∑
α∈[0,+∞)k+1
aαX
α ∈ K [[X∗]]
converges (absolutely) if
∑ |aα(x)||xα| converges uniformly for all
sufficiently small x ∈ [0,∞)k+1. In this situation, there exist ǫ > 0
and a unique continuous function g : [0, ǫ)k+1 −→ R such that G(x)
converges to g(x) for x ∈ [0, ǫ)k+1. Therefore, if supp(G) is natu-
ral, m0, . . . , mk ∈ M are small and n ∈ 〈m0, . . . , mk〉×, then the M-
generalized Laurent series F := n · G(m0, . . . , mk) converges to the
germ
SK,M(F ) := n · g(m0, . . . , mk) ∈ C.
We denote by K ((M))conv the set of all convergent M-generalized Lau-
rent series; arguing as in the proof of Proposition 5.11(1), we see
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that K ((M))conv is an R-subalgebra of K ((M)). Moreover, the map
SK,M : K ((M))conv −→ C is an R-algebra homomorphism; it follows
that the set
C(K,M)conv := {SK,M(F ) : F ∈ K ((M))conv}
is an R-subalgebra of C.
The next example is central to this paper, and it provides a way
to make precise the notion of “convergent LE-series” hinted at in [7,
Remark 6.31]. Recall from [18, Section 2] that E is the set of all germs
in H defined by Lan,exp-terms (that is, without the use of log) and M
is the set of all germs in L defined by Lan,exp-terms. We then have, in
particular, that
H =
⋃
k∈N
E ◦ logk and L =
⋃
k∈N
M◦ logk .
Example 5.15. We have H ⊆ C(R,L)conv: to see this, let h ∈ H, and
let k ∈ N and f ∈ E be such that h = f ◦ logk. By definition of E , we
have f = SR,M(F ) for some F ∈ R ((M))conv, so h = SR,M◦logk(F ◦logk).
Since M ◦ logk ⊆ L, we have F ◦ logk ∈ R ((L))conv, so that H ⊆
C(R,L)conv.
Note in fact that H consists, by [18, Section 2], of all germs SR,L(F )
such that F = G(m0, . . . , mk) for some small m0, . . . , mk ∈ L and
a convergent Laurent series G with support contained in Zk+1. In
particular, we have C(R,L)conv * H.
Definition 5.16. In view of the previous example, we call a series
F ∈ R ((L))conv a convergent LE-series (or convergent transseries)
if F = G(m0, . . . , mk) for some small m0, . . . , mk ∈ L and a convergent
Laurent series G with support contained in Zk+1. Correspondingly,
we refer to the germs in L as the convergent LE-monomials (or
convergent transmonomials). In accordance with [7], we denote by
R ((x−1))LE, conv the set of all convergent LE-series.
Lemma 5.17. Let F =
∑
amm ∈ K ((M))conv, let A ⊆ supp(F ) and
set FA :=
∑
m∈A amm. Then FA ∈ K ((M))conv. In particular, the set
C(K,M)conv is truncation closed.
Proof. Let m0, . . . , mk ∈ M be small, n ∈ 〈m0, . . . , mk〉× and a conver-
gent G(X0, . . . , Xk) =
∑
α∈[0,∞)k+1 bαX
α ∈ K [[X∗]] with natural sup-
port be such that F = nG(m0, . . . , mk). Note that ap =
∑
α∈SG
p/n
bα,
for p ∈ M , since the set SGp/n is finite by Lemma 5.1. Setting SA :=⋃
p∈A S
G
p/n, the convergence of G implies that GA :=
∑
α∈SA
bαX
α is
also convergent; but FA = nGA(m0, . . . , mk), as required. 
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Definition 5.18. Given nonzero f, g ∈ C, we say that f has strictly
slower comparability class than g if f and g are incomparable and
either g < f < 1/g or 1/g < f < g.
We let CM be the field of all a ∈ C such that a is either 0 or 1/m <
a < m, for every large m ∈ M . Since M is a multiplicative R-vector
space, every nonzero a ∈ CM has strictly slower comparability class
than every m ∈ M satisfying m 6= 1; in particular, for every a ∈ CM
and m ∈M satisfying m 6= 1, the product am is comparable to m.
Remark. We always have R ⊆ CM .
From now on, we write SM in place of SCM ,M and C(M)conv in place
of C(CM ,M)conv.
Proposition 5.19. (1) For nonzero F ∈ CM ((M))conv, there is a
nonzero a ∈ CM such that SM(F ) ≍ a lm(F ).
(2) The set CM ((M))conv is a field.
(3) The map SM : CM ((M))conv −→ C(M)conv is a field isomor-
phism.
Proof. Let F ∈ CM ((M))conv, and assume first that lm(F ) is small.
We claim that in this case, SM (F ) ≺ 1: to see this, let ǫ > 0 and
choose a finite I ⊆ supp(F ) such that |SM(F )(x)−SM (FI)(x)| < ǫ for
sufficiently large x > 0. Since lm(F ) is small, the germ SM(FI) is a
CM -linear combination of small monomials of M , so |SM(FI)| ≺ 1 by
definition of CM . Hence |SM(F )(x)| ≤ 2ǫ for all sufficiently large x > 0,
and since ǫ > 0 was arbitrary, the claim is proved.
Now assume that F is nonzero. By Proposition 5.11(1), there are a
nonzero a ∈ CM and an E ∈ CM [[M ]]ls such that lm(E) is small and
F = a lm(F )(1− E).
Then E is convergent, and since lm(E) is small, we have from the claim
that SM (E) ≺ 1. This proves part (1); part (2) follows along the lines
of the proof of Proposition 5.11(2), because CM is a field.
(3) It suffices to show that SM is injective: let F ∈ CM ((M))conv be
nonzero. Then lm(F ) 6= 0 and, by part (1), there is a nonzero a ∈ CM
such that SM(F ) ≍ a lm(F ); in particular, SM(F ) 6= 0. 
In view of the previous proposition, we denote by
SM : C(M)conv −→ CM ((M))conv
the compositional inverse of the summation map SM .
Corollary 5.20. (1) The triple (C(M)conv,M, SM) is a qaa field.
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(2) (H,L, SL) is a qaa field with SL(H) = R ((x−1))LE, conv.
Proof. (1) By Lemma 5.17, the field CM ((M))conv is truncation closed.
Moreover, if F ∈ CM ((M))conv and m ∈ M then, by convergence and
Proposition 5.19(1), there is a nonzero am ∈ CM such that
SM(F )− SM(Fm) = SM(F − Fm) ≍ am lm(F − Fm) ≺ m,
where Fm is the truncation of F at m.
(2) In the notation of Example 5.15, we have SR,L = SL ↾R((L))conv .
Since R ((x−1))LE, conv is a truncation closed subset of CL ((L))conv, the
claim follows from part (1). 
5.7. Strong convergent M-generalized Laurent series. Let U be
a standard power domain, and assume that M is a strong asymptotic
scale. Given φ, ψ : H(0) −→ C, recall that
φ U ψ
if |φ(z)/ψ(z)| is bounded in U . Correspondingly, we write φ ≍U ψ if
both φ U ψ and ψ U φ, and we write φ ≺U ψ if φ U ψ but ψ 6U φ.
Definition 5.21. We let CUM be the set of all a ∈ CM that have a
complex analytic continuation a on U such that, if a 6= 0, then 1/m ≺U
a ≺U m, for every large m ∈M . Correspondingly, we let
CUM ((M))convU
be the set of all F =
∑
amm ∈ CUM ((M))conv such that the series∑ |am(z)||m(z)| converges uniformly for all sufficiently large z ∈ U .
For F ∈ CUM ((M))convU , we write
SUM(F ) : U −→ C
for the complex analytic continuation of SM(F ) on U .
Remark. If F ∈ CUM ((M))convU andA ⊆ supp(F ), then FA ∈ CUM ((M))convU .
Example 5.22. We have R ((M))conv ⊆ CUM ((M))convU : to see this, let
F ∈ R ((M))conv, and let m0, . . . , mk ∈ M be small, a convergent
G ∈ R [[X∗0 , . . . , X∗k ]] with natural support and an n ∈ 〈m0, . . . , mk〉×
be such that F = nG(m0, . . . , mk). Then there are ǫ > 0 and a
holomorphic g : D(ǫ)k+1 −→ C such that G(z0, . . . , zk) converges
uniformly to g(z0, . . . , zk) for (z0, . . . , zk) ∈ D(ǫ)k+1, where D(ǫ) :=
{z ∈ C : |z| < ǫ}. On the other hand, since mi ≺U 1 for each i, we
have |mi(z)| < ǫ for all sufficiently large z ∈ U and each i, so that
G(m0(z), . . . ,mk(z)) converges uniformly to g(m0(z), . . . ,mk(z)) for
sufficiently large z ∈ U .
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Proposition 5.23. (1) For nonzero F ∈ CUM ((M))convU , there is a
nonzero a ∈ CUM such that SUM(F ) ≍U am, where m := lm(F ).
(2) The set CUM ((M))convU is a field.
Proof. The proof is similar to the proof of Proposition 5.19, using the
previous remark and the assumption that M is a strong asymptotic
scale; we leave the details to the reader. 
6. Asymptotic and strong asymptotic expansions
Below, we fix an arbitrary multiplicative R-vector subspace M of
H>0, and we assume that M is an asymptotic scale.
Definition 6.1. Let f ∈ C and F =∑ amm ∈ CM ((M)). We say that
f has asymptotic expansion F (at +∞) if supp(F ) is M-natural
and
(∗) f −
∑
m≥n
amm ≺ n
for every n ∈M .
Example 6.2. Let F ∈ CM ((M))conv have M-natural support. Then
the proof of Corollary 5.20(1) shows, in particular, that SMF has as-
ymptotic expansion F .
Lemma 6.3. Let f, g ∈ C have asymptotic expansions ∑ amm and∑
bmm in CM ((M)), respectively. Then
(1) for n ∈M , the germ fn has asymptotic expansion ∑ am(mn);
(2) f + g has asymptotic expansion
∑
(am + bm)m;
(3) fg has asymptotic expansion (
∑
amm) (
∑
bmm).
Proof. (1) and (2) are straightforward from the definition. For (3) we
may assume, by (1), that
∑
amm and
∑
bmm belong to CM [[M ]]. We
fix n ∈M , and we write
∑
cmm =
(∑
amm
)(∑
bmm
)
,
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so that cm =
∑
m1m2=m
am1bm2 . Since
fg −
∑
m≥n
cmm =
(
f −
∑
m≥n
amm
)
g+
+
(∑
m≥n
amm
)(
g −
∑
m≥n
bmm
)
+
+
(∑
m≥n
amm
)(∑
m≥n
bmm
)
−
∑
m≥n
cmm,
and since f , g and each amm are bounded, it follows that the first and
second of these four summands are ≺ n. As to the third and fourth
summands,(∑
m≥n
amm
)(∑
m≥n
bmm
)
−
∑
m≥n
cmm
=
(∑
m≥n
amm
)(∑
m≥n
bmm
)
−
∑
m1m2≥n
am1bm2m1m2
=
∑
m1,m2≥n
m1m2≺n
am1bm2m1m2,
which is ≺ n, because the latter sum is finite. 
Lemma 6.4. Every f ∈ C has at most one asymptotic expansion in
CM ((M)).
Proof. Let F =
∑
amm ∈ CM ((M)) be an asymptotic expansion of 0;
by the previous lemma, it suffices to show that F = 0. Assume for a
contradiction that F 6= 0, and let m0 ∈ M be the leading monomial
of F , and let m1 ∈M be the leading monomial of F −m0, if it exists,
or equal to m30 otherwise, and set m
′ := (m0m1)
1/2 ∈ M . Since M is
an asymptotic scale, we have m0 ≻ m′ ≻ m1 while, by definition of
asymptotic expansion, we have 0− am0m0 ≺ m′. Therefore, am0 ≺ m
′
m0
,
which contradicts am0 ∈ CM . 
Strong asymptotic expansions. As mentioned in Section 2, for the
construction of our qaa algebras for simple tuples, we need to intro-
duce asymptotic expansions on standard power domains. Thus, we fix
a multiplicative R-vector subspace M of H>0, and we assume that M
is a strong asymptotic scale. As usual, we denote by m the complex
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analytic continuation of m ∈ M to any standard power domain. Re-
call from Definition 6.11 that, for m,n ∈ M and any standard power
domain U , we have m ≺ n if and only if m ≺U n.
Definition 6.5. Let f ∈ C and F =∑ amm ∈ CM ((M)). The germ f
has strong asymptotic expansion F (at ∞) if there is a standard
power domain U such that
(i) F has M-natural support;
(ii) f has a complex analytic continuation f on U ;
(iii) for each n ∈M , there is a standard power domain V ⊆ U such
that am ∈ CVM for each m ≥ n, and we have
(∗f,n) f −
∑
m≥n
amm ≺V n.
In this situation, U is called a strong asymptotic expansion do-
main of f .
Examples 6.6. (1) Let U be a standard power domain and F =∑
amm ∈ CUM ((M))convU have natural support. Then SM(F ) has
strong asymptotic expansion F on U .
(2) Let (Fk, L, Tk) be the qaa field constructed in [25, Corollary
26], where k ∈ N and Mk = M
(
1
log−1
, . . . , 1
logk−1
)
. Then every
f ∈ Fk has strong asymptotic expansion τkf on some standard
quadratic domain.
Since strong asymptotic expansions are in particular asymptotic ex-
pansions, they are unique by Lemma 6.4. Lemma 6.3 generalizes di-
rectly to strong asymptotic expansions:
Lemma 6.7. Let f, g ∈ C have strong asymptotic expansions ∑ amm
and
∑
bmm in CM ((M)) in a standard power domain U , respectively.
Then
(1) for n ∈ M , the germ fn has strong asymptotic expansion∑
am(mn) in U ;
(2) f + g has strong asymptotic expansion
∑
(am + bm)m in U ;
(3) fg has strong asymptotic expansion (
∑
amm) (
∑
bmm) in U .
Proof. Adapting the proof of Lemma 6.3 is straightforward and left to
the reader. 
The next criterion is useful for obtaining strong asymptotic expan-
sions from infinite sums.
Lemma 6.8. Let f ∈ C and fl ∈ C, for l ∈ N. Assume that each
fl has strong asymptotic expansion Fl ∈ CM ((M)) in some standard
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power domain Ul and that the sequence (lm(Fl) : l ∈ N) is decreasing
and coinitial in M , so that
∑
l Fl is a series in CM ((M)). Assume also
that f has a complex analytic continuation f on some standard power
domain U and there are standard power domains Vl such that
f −
l∑
i=0
fi ≺Vl fl for each l.
Then the series
∑
l Fl is a strong asymptotic expansion of f in U .
Proof. From Lemma 5.6 we know that
∑
l Fl has M-natural support.
Let n ∈M , and choose N ∈ N such that lm(Fl) ≺ n for all l ≥ N . Let
V be a standard power domain contained in U ∩ U0 ∩ · · · ∩ UN ∩ V0 ∩
· · · ∩ VN . Then fN ≺V n and f −
∑N
i=0 fi ≺V fN by hypothesis, so
f −
N∑
i=0
fi ≺V n.
Increasing N and shrinking V if necessary, we may assume that(
∞∑
i=0
Fi
)
n
=
N∑
i=0
(Fi)n.
Therefore, with hn the complex analytic continuation of (
∑
Fi)n on V
and hi,n the complex analytic continuation of (Fi)n on V , we get
f − hn = f −
N∑
i=0
hi,n
=
(
f −
N∑
i=0
fi
)
+
N∑
i=0
(fi − hi,n) ≺V n,
as required. 
To extend the notion of strong asymptotic expansion to series in
R ((M)), we proceed as in Definition 1.10:
Definition 6.9. Let K ⊆ C be an R-algebra and T : K −→ R ((M))
be an R-algebra homomorphism. We say that the triple (K,M, T ) is a
strong qaa algebra if
(i) T is injective;
(ii) the image T (K) is truncation closed;
(iii) for every f ∈ K and n ∈ M , there exists a standard power
domain U such that f and gn := T
−1(Fn) have complex analytic
continuations f and gn on U , respectively, that satisfy
(6.1) f − gn ≺U n.
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In this situation, we call T (f) the strong K-asymptotic expansion
of f .
Example 6.10. We set C(M)convU := SM
(CUM ((M))convU ) and denote by
SUM the restriction of SM to C(M)convU . Then the triple(C(M)convU ,M, SUM)
is a strong qaa field. This is proved along the lines of the proof of
Corollary 5.20(1); we leave the details to the reader. It follows from
Example 5.22 that (C(R,M)conv,M, SR,M) is a strong qaa field.
Lemma 6.11. Let M ′ be multiplicative R-vector subspace of M , and
let (K,M ′, T ) be a strong qaa algebra. Then (K,M, T ) is a strong qaa
algebra.
Proof. Let f ∈ K and n ∈ M . If n ∈ M ′, then the asymptotic re-
lation (6.1) holds by assumption on some standard power domain U ,
so assume n /∈ M ′. If n ≤ supp(Tf), then T−1((Tf)n) = f , so the
asymptotic relation (6.1) holds trivially on some standard power do-
main U . So assume also that n 6≤ supp(Tf) and choose the maxi-
mal p ∈ supp(Tf) such that p < n (which exists because supp(Tf)
is reverse well-ordered). By assumption, writing gp and gn for the
complex analytic continuations of T−1((Tf)p) and T
−1((Tf)n), respec-
tively, there is a standard power domain U such that
p ≻U f − gp = f − gn − ap,
for some nonzero a ∈ R. Since p ≺U n because M is a strong asymp-
totic scale, the asymptotic relation (6.1) follows. 
7. Construction: the admissible case
Let f = (f0, . . . , fk) ∈ Ik+1 be admissible, and recall that
Mf = 〈exp ◦(−f0), . . . , exp ◦(−fk)〉× .
To describe the construction of our qaa algebra (Kf ,Mf , Tf), we intro-
duce the following notation: for i ∈ {0, . . . , k}, we set
f 〈i〉 :=
(
x, fk−i+1 ◦ f−1k−i, . . . , fk ◦ f−1k−i
)
.
It is straightforward to see that, for 0 ≤ i, j ≤ k such that i + j ≤ k,
we have
(7.1)
(
f 〈i〉
)〈j〉
= f 〈i+j〉.
Moreover, we recall that since f is admissible, so is each f 〈i〉; in par-
ticular, each Mf〈i〉 is a strong asymptotic scale.
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As outlined in the introduction, we first construct the qaa fields(Kf〈i〉 ,Mf〈i〉 , Tf〈i〉) by induction on i = 0, . . . , k.
To simplify notation in our description of this construction below,
and since f is fixed in this construction, we temporarily replace the
subscript “f 〈i〉” by the subscript “i”; thus, we write Mi =Mf,i in place
of Mf〈i〉 .
Remark. We have M0 = Mx = 〈exp ◦(−x)〉× is the space denoted by
E in [25].
The initial Ilyashenko field. Since M0 is a strong asymptotic scale
with strong basis exp−x we define A0 = Af,0 to be, as in [25], the set
of all germs g ∈ C that have an M0-generalized power series T0(g) =
Tf,0(g) ∈ R [[M0]]ps as strong asymptotic expansion.
Lemma 7.1. A0 is an R-algebra, and the map T0 : A0 −→ R [[M0]]ps
is an injective R-algebra homomorphism.
Proof. By Lemma 6.7, the set A0 is an R-algebra and the map T0 :
A0 −→ R [[M0]]ps is an R-algebra homomorphism; its kernel is trivial
by the Uniqueness Principle. 
Corollary 7.2. The triple (A0,M0, T0) is a strong qaa algebra and,
for every F ∈ R [[M0]]conv with M0-natural support, the sum SM0(F )
belongs to A0 and satisfies T0(SM0(F )) = F .
Proof. For bounded m ∈ M0 the complex analytic continuation m
to any standard power domain is bounded, so m belongs to A0 with
T0m = m. Since the support of T0g, for g ∈ A0, is M0-natural and
since g is bounded, every truncation of T0g is an R-linear combination
of bounded germs in M0 and therefore belongs to A0 as well.
Finally, let F ∈ R [[M0]]conv have M0-natural support. By Example
5.22, the series F belongs to CUM0 ((M0))convU for every standard power
domain U . So SM0(F ) has strong asymptotic expansion F on every
standard power domain U by Example 6.6(1). 
For g ∈ A0, we set lm(g) := lm (T0g) .
Proposition 7.3. Let g ∈ A0 be nonzero and have strong asymptotic
expansion domain U .
(1) There exist unique nonzero a ∈ R and small ǫ ∈ A0 such that
g = a lm(g)(1− ǫ).
(2) Assume that g is small, let P ∈ R [[T ]] be convergent and let p
be the real analytic germ at 0 defined by P . Then p ◦ g belongs
44 Zeinab Galal, Tobias Kaiser and Patrick Speissegger
to A0, has strong asymptotic expansion domain U and satisfies
T0(p ◦ g) = P ◦ (T0g).
(3) We have g ≍ lm(g), and the germ g
a lm(g)
is a unit in A0.
Proof. (1) By Lemma 5.3, there are a nonzero a ∈ R and an E ∈
R [[M0]]
ps such that lm(E) is small and T0(g) = a lm(g)(1 − E). By
Lemma 6.7, the germ
ǫ :=
g − a lm(g)
a lm(g)
belongs to A0, has strong asymptotic expansion domain U and satisfies
T0(ǫ) = E.
(2) Let g be the complex analytic continuation of g on U and p be
the holomorphic function defined in a neighbourhood of 0 by P . By
Condition (∗g,1) of Definition 6.5 and after replacing U with H(a) ∩ U
for some sufficiently large a > 0, the function p ◦ g is a bounded,
complex analytic continuation of p ◦ g on U . Moreover, say P (X) =∑
aνX
ν ∈ R [[X ]]; since P (z)−∑nν=0 aνzν = o(zn) at 0 in C by absolute
convergence, it follows that
p ◦ g −
n∑
ν=0
aνg
ν ≺U gn.
From Lemma 6.7, it follows that ang
n ∈ A0 has strong asymptotic
expansion domain U and satisfies
T0(aνg
ν) = aν(T0g)
ν,
for each ν. Since lm(g) is small and all germs in M0 are pairwise
comparable, and since lm(gν) = (lm g)ν for each ν, the sequence
(lm (gν) : ν ∈ N)
is coinitial inM0. Part (2) now follows from Lemma 6.8 and Proposition
5.9.
(3) Let a and ǫ be for g as in part (1). By the binomial theorem,
we have 1
1−ǫ
= p ◦ ǫ, where p is the germ at 0 defined by the geometric
series P =
∑
νT ν . Part (3) now follows from part (2). 
It follows from Proposition 7.3(3) that the set {g ∈ A0 : g ≺ 1} is
a maximal ideal of A0. So we let K0 = Kf,0 be the fraction field of
A0; since R ((M0))ls is the fraction field of R [[M0]]ps in R ((M0)), the
injective R-algebra homomorphism T0 extends uniquely to a field ho-
momorphism T0 : K0 −→ R ((M0))ls.
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Corollary 7.4. (1) Let g ∈ K0. Then g has strong asymptotic
expansion T0 (g), and there exist unique a ∈ R and small ǫ ∈ A0
such that g = a lm(T0g)(1 + ǫ).
(2) The triple (K0,M0, T0) is a strong qaa field extending the strong
qaa field (C(R,M0)conv,M0, SR,M0).
In view of Corollary 7.4(1) we let, for g ∈ K0,
lm(g) := lm(T0g)
be the leading monomial of g.
Proof of Corollary 7.4. (1) Say g = h1/h2, for some h1, h2 ∈ A0 with
h2 6= 0; we may also assume that h1 6= 0. By Lemma 7.3(1) there are
a1, a2 ∈ R \ {0} and small ǫ1, ǫ2 ∈ A0 such that hi = ai lm(hi)(1− ǫi).
In particular,
g =
a1 lm(h1)
a2 lm(h2)
(1− ǫ1) 1
1− ǫ2 .
Part (1) now follows from Lemma 7.3(3).
(2) Note that the series in T0 (K0) haveM0-natural support and each
monomial in M0 belongs to K0; it follows that (K0,M0, T0) is a strong
qaa field. The rest follows from Example 6.10. 
Iteration. Assume now that i > 0 and we have constructed a qaa field
(Ki−1,Mi−1, Ti−1) extending a qaa algebra (Ai−1,Mi−1, Ti−1) such that
the following hold:
(i) Ki−1 is the fraction field of Ai−1 and Ti−1(Ki−1) ⊆ R ((Mi−1))s;
(ii) for each g ∈ Ki−1, the quotient glm(g) belongs to Ai−1 and has
a bounded, complex analytic continuation to some standard
power domain;
(iii) (Ki−1,Mi−1, Ti−1) extends
(C(R,Mi−1)conv,Mi−1, SR,Mi−1).
First, we set
K′i = K′f,i := Ki−1 ◦
(
fk−i+1 ◦ f−1k−i
)
and
M ′i =M
′
f,i := Mi−1 ◦
(
fk−i+1 ◦ f−1k−i
)
,
and we define T ′i = T
′
f,i : K′i −→ R ((M ′i)) by
T ′i
(
g ◦ (fk−i+1 ◦ f−1k−i)) := (Ti−1g) ◦ (fk−i+1 ◦ f−1k−i) .
Note that M ′i is a divisible multiplicative subgroup of Mi.
Corollary 7.5. (K′i,Mi, T ′i ) is a strong qaa field extending the strong
qaa field
(C(R,M ′i)conv,M ′i , SR,M ′i) and such that T ′i (K′i) ⊆ R ((M ′i))s.
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Proof. Since f is admissible, the germ
(
fk−i+1 ◦ f−1k−i
)
has a complex
analytic continuation on every standard power domain that maps stan-
dard power domains into standard power domains. Therefore the triple
(K′i,M ′i , T ′i ) is a strong qaa field. Since M ′i is a divisible subgroup of
Mi, and since C(R,M ′i)conv = C(R,Mi−1)conv ◦
(
fk−i+1 ◦ f−1k−i
)
and
SR,M ′i
(
g ◦ (fk−i+1 ◦ f−1k−i)) = (SR,Mi−1g) ◦ (fk−i+1 ◦ f−1k−i) ,
for g ∈ C(R,Mi−1)conv, the corollary follows from Lemma 6.11. 
Remark 7.6. Let g ∈ K′i; by condition (ii) above, we have g  lm(g).
Since fj ◦ f−1i has comparability class strictly slower than x = fi ◦ f−1i ,
for j > i, it follows that 1/m ≺ g ≺ m for every large m ∈M0, that is,
K′i ⊆ CM0 . Also, since K′i is a field, we get that g ≺ m for some small
m ∈M0 if and only if g = 0.
Moreover, let U be a strong asyptotic expansion domain of g. Then
the argument of the previous paragraph, with ≺U in place of ≺, shows
that g ∈ CUM0 .
By the previous remark, we let Ai = Af,i be the set of all g ∈ C
that have a strong asymptotic expansion τi(g) = τf,i(g) ∈ K′i [[M0]]ps
on some standard power domain U (this expansion is then unique by
Remark 7.6 and Lemma 6.4).
Arguing as in Lemma 7.1, we see that Ai is an R-algebra and the
map τi : Ai −→ K′i [[M0]]ps is an R-algebra homomorphism. Moreover,
it follows from the Uniqueness Principle that this map is injective. For
g ∈ Ai with τig =
∑
m∈M0
amm, we now define
Tig = Tf,ig :=
∑
m∈M0
(T ′iam)m ∈ R ((Mi))s .
For completeness’ sake, we also set τ0 := T0.
Proposition 7.7. (1) The triple (Ai,Mi, Ti) is a strong qaa alge-
bra that extends (K′i,M ′i , T ′i ) and such that Ti(Ai) ⊆ R ((Mi))s.
(2) Let U be a standard power domain and F ∈ (K′i ∩ CUM0) [[M0]]convU
with M0-natural support. Then the sum SM0(F ) belongs to Ai
and satisfies τi(SM0(F )) = F .
Proof. (1) The map σi : K′i [[M0]]ps −→ R ((Mi)) defined by
σi
( ∑
m∈M0
amm
)
:=
∑
m∈M0
(T ′iam)m
is an R-algebra homomorphism, and it is injective because T ′i is in-
jective. Since Ti = σi ◦ τi, it follows that Ti is an injective R-algebra
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homomorphism. Let now g ∈ Ai be such that
Tig =
∑
m∈Mi
amm and τig =
∑
m∈M0
bmm,
and let n ∈ Mi; we show there exists h ∈ Ai such that Tih = (Tig)n.
Let n0 ∈M0 and n′ ∈M ′i be such that n = n′n0 and
(Tig)n =
∑
m∈M0, m>n0
T ′i (bm)m+ (T
′
ian0)n′ n0,
and let U be a strong asymptotic expansion domain of g. Note that
each bmm has a bounded complex analytic continuation on U , since
bm = 0 for all large m ∈M0 by assumption. Since
σ−1i
( ∑
m∈M0, m>n0
T ′i (bm)m
)
=
∑
m∈M0, m>n0
bmm
has finite support in K′i [[M0]], it follows that
g1 :=
∑
m∈M0, m>n0
bmm
belongs to Ai and satisfies τig1 = g1 and Tig1 =
∑
π0(m)>n0
amm, where
π0 : Mi −→M0 is the (multiplicative) linear projection on M0. On the
other hand, by the inductive hypothesis, there exists h1 ∈ K′i such that
T ′ih1 = (T
′
ian0)n′. Hence h1n0 ∈ Ai and, by definition of Ti, we obtain
Ti(h1n0) = (T
′
ian0)n′ n0. Therefore, we can take h := g1 + h1n0.
Finally, after shrinking U if necessary, we may assume that U is
also a strong asymptotic expansion domain of h; we now claim that
g − h ≺U n, which then proves the proposition. By the inductive
hypothesis, we have an0 − h1 ≺U n′; therefore,
(7.2) an0n0 − h1n0 ≺U n.
On the other hand, let n1 := min {m ∈ M0 : m > n0 and am 6= 0}.
Then, by hypothesis, we have
(7.3) g − g1 − an0n0 ≺U
√
n0n1.
Since
√
n0n1 ≺U n, part (1) follows.
Part (2) follows from Example 6.6(1) and the definition of Ai. 
For g ∈ Ai, we set lm(g) := lm (Tig) ∈ Mi and lm0(g) := lm (τig) ∈
M0.
Proposition 7.8. Let g ∈ Ai be nonzero and have strong asymptotic
expansion domain U .
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(1) There exist unique nonzero h ∈ K′i and ǫ ∈ Ai such that lm0(ǫ)
is small and
g = h lm0(g)(1− ǫ).
(2) Assume that lm0(g) is small, let P ∈ R [[T ]] be convergent and
let p be the real analytic germ at 0 defined by P . Then p ◦ g
belongs to Ai, has strong asymptotic expansion domain U and
satisfies Ti(p ◦ g) = P ◦ (Tig) and τi(p ◦ g) = P ◦ (τig).
(3) The germ g
lm0(g)
is a unit in Ai.
Proof. (1) By Lemma 5.3, there are a nonzero h ∈ K′i and an E ∈
K′i [[M0]]ps such that lm(E) is small and τi(g) = h lm0(g)(1 − E). By
Lemma 6.7, the germ
ǫ :=
g − h lm0(g)
h lm0(g)
belongs to Ai, has strong asymptotic expansion domain U and satisfies
τi(ǫ) = E.
(2) Let g be the complex analytic continuation of g on U and p be
the holomorphic function defined in a neighbourhood of 0 by P . By
Condition (∗g,1) of Definition 6.5 and after replacing U with H(a) ∩ U
for some sufficiently large a > 0, the function p ◦ g is a bounded,
complex analytic continuation of p ◦ g on U . Moreover, say P (X) =∑
aνX
ν ∈ R [[X ]]; since P (z)−∑nν=0 aνzν = o(zn) at 0 in C by absolute
convergence, it follows that
p ◦ g −
n∑
ν=0
aνg
ν ≺U gn.
From Lemma 6.7, it follows that ang
n ∈ Ai has strong asymptotic
expansion domain U and satisfies
τi(aνg
ν) = aν(τig)
ν,
for each ν. Since lm0(g) is small and all germs in M0 are pairwise
comparable, and since lm0(g
ν) = (lm0 g)
ν for each ν, the sequence
(lm0 (g
ν) : ν ∈ N)
is coinitial inM0. Part (2) now follows from Lemma 6.8 and Proposition
5.9, except for the statement Ti(P ◦ g) = P ◦ Ti(g). However, since for
each bounded m ∈ M0 there exists Nm ∈ N such that
(P ◦ τi(g))m =
Nm∑
n=0
an (τi(g)
n)m ,
it follows that σi(P ◦ τi(g)) = P ◦ σi(τi(g)).
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(3) Let h and ǫ be for g as in part (1). By the binomial theorem,
we have 1
1−ǫ
= p ◦ ǫ, where p is the germ at 0 defined by the geometric
series P =
∑
νT ν . Part (3) now follows from part (2). 
As in the construction of K0, we now let Ki = Kf,i be the fraction
field of Ai and extend τi and Ti correspondingly.
Corollary 7.9. (1) Let g ∈ Ki. Then g has strong asymptotic
expansion τi (g), and there exist unique h ∈ K′i and ǫ ∈ Ai such
that lm0(ǫ) is small and
g = h lm0(τig)(1 + ǫ).
In particular, g ∈ Ai if and only if lm0(τig) is bounded.
(2) The triple (Ki,Mi, Ti) is a strong qaa field satisfying Ti(Ai) ⊆
R ((Mi))
s
and extending (C(R,Mi)conv,Mi, SR,Mi).
In view of Corollary 7.9(1) we set, for g ∈ Ki,
lm0(g) := lm0(τig).
Proof of Corollary 7.9. (1) Say g = h′/h, for some h′, h ∈ Ai with
h 6= 0. By Proposition 7.8(3), the quotient h/ lm0(h) is a unit in Ai,
so part (1) follows from Lemma 6.7.
(2) The map Ti is injective, because the restriction of Ti to Ai is.
Also, by part (1), each g ∈ Ki is of the form g = lm0(g)h with h ∈ Ai.
Since (Ai,Mi, Ti) is a strong qaa algebra, it follows that (Ki,Mi, Ti) is
a strong qaa field. Moreover, let F ∈ R [[Mi]]conv; considering F as a
series in R ((M ′i)) [[M0]], we write F =
∑
m∈M0
Fmm. By Corollary 7.5,
each SM ′i (Fm) belongs to K′i and satisfies T ′i (SM ′i (Fm)) = Fm. SinceSM ′i(Fm) converges uniformly on every standard power domain U , it
also belongs to CUM ′i for every U . Hence
SMi(F ) = SM0
( ∑
m∈M0
(SM ′i (Fm)m)
)
belongs to Ki, by Proposition 7.7(2), and satisfies
τi (SMi(F )) =
∑
m∈M0
SM ′i (Fm)m;
in particular, we have Ti (SMi(F )) = F , as required. 
The final step. Finally, having constructed the qaa field (Kk,Mk, Tk),
we set
Kf := Kk ◦ f0
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and, for g ∈ Kf ,
Tf(g) := Tk
(
g ◦ f−10
) ◦ f0.
Arguing as in the proof of Corollary 7.5, we obtain:
Corollary 7.10. (Kf ,Mf , Tf) is a strong qaa field satisfying Tf(Kf) ⊆
R ((Mf ))
s
and extending
(C(R,Mf )conv,Mf , SR,Mf). 
Remark 7.11. Let f ′ = (f ′0, . . . , f
′
k−1) := (f1, . . . , fk). Then
(f ′)〈k−1〉 = f 〈k−1〉;
since K′
f〈k〉
= Kf〈k−1〉 ◦
(
f1 ◦ f−10
) ⊆ Kf〈k〉 by definition, it follows that
Kf ′ = Kf〈k−1〉 ◦ f1 ⊆ Kf〈k〉 ◦ f0 = Kf .
It remains to show that the previous remark holds with arbitrary
subtuples of f in place of f ′. Let l ≤ k and ι : {0, . . . , l} −→ {0, . . . , k}
be strictly increasing, and set fι := (fι(0), . . . , fι(l)). Then fι is admis-
sible and we have:
Proposition 7.12. (Kf ,Mf , Tf) extends (Kfι,Mfι , Tfι).
Proof. The proposition is trivial if k = 0, so we assume k > 0 and
the proposition holds for lower values of k. If ι(0) > 0, then fι is also
a subtuple of f ′ := (f1, . . . , fk), so the proposition follows from the
inductive hypothesis and Remark 7.11 in this case. So we also assume
ι(0) = 0 and set
f ′ι := (fι(1), . . . , fι(l)),
a subtuple of f ′. By the inductive hypothesis, (Kf ′,Mf ′ , Tf ′) extends(Kf ′ι ,Mf ′ι , Tf ′ι), that is, (K′f〈k〉 ,M ′f〈k〉 , T ′f〈k〉) extends (K′f〈l〉ι ,M ′f〈l〉ι , T ′f〈l〉ι ).
Thus, every strong asymptotic expansion in K′
f
〈l〉
ι
((Mx)) is a strong as-
ymptotic expansion in K′
f〈k〉
((Mx)), so that
(Kf〈k〉 ,Mf〈k〉 , Tf〈k〉) extends(
K
f
〈l〉
ι
,M
f
〈l〉
ι
, T
f
〈l〉
ι
)
, which proves the proposition. 
8. Construction: the general case
Let k ∈ N and f = (f0, . . . , fk) ∈ Uk+1 be such that each fi is infin-
itely increasing and f0 > · · · > fk; we aim to construct (Kf ,Mf , Tf) in
a canonical way based on the construction for the admissible case.
Lemma 8.1. Let g be an admissible subtuple of f . Then there is an
admissible tuple g˜ of infinitely increasing germs in U such that g ⊆ g˜
and Mg˜ = Mf .
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Proof. By the Admissibility Corollary, it suffices to find a basis g˜ =
(g˜0, . . . , g˜k) of the additive R-vector space 〈f〉 ⊆ U such that g˜ ⊇ g and
the archimedean classes of the g˜i are pairwise distinct. We do this by
induction on k; if k = 0, there is nothing to do, so we assume k > 0
and the claim holds for lower values of k.
If fi ≍ f0, then lm(fi) = lm(f0), because each archimedean class of
H is represented by exactly one principal monomial in L. We now set
g˜0 :=
{
f0 if g0 6≍ f0,
g0 if g0 ≍ f0.
Either way, we have g˜0 ∈ U and, for each i such that fi ≍ g˜0, there
exists a nonzero ci ∈ R such that f ′i := fi − cig˜0 ≺ g˜0. Note that
f ′i ∈ U as well; thus, after replacing each fi ≍ g˜0 if necessary by a
corresponding f ′i ∈ U , we may assume that 0 < fi ≺ g˜0 for i > 0.
Note that this process, in particular, does not change any of the gj.
Now set f ′ := (f1, . . . , fk); by the inductive hypothesis, there is a basis
g˜′ = (g˜1, . . . , g˜k) of 〈f ′〉 such that g˜′ ⊇ g \ {g˜0} and the archimedean
classes of the g˜i are pairwise distinct. Now take g˜ := (g˜0, g˜1, . . . , g˜k). 
The lemma suggests that we set (Kf ,Mf , Tf) := (Kg˜,Mg˜, Tg˜), for
some admissible tuple g˜ ∈ Uk+1 such that Mg˜ = Mf . Before we can
do so, we need to verify that this definition does not depend on the
particular g˜ chosen. So we let g1 = (g10, . . . , g
1
k) ∈ Uk+1 and g2 =
(g20, . . . , g
2
k′) ∈ Uk′+1 be two admissible tuples satisfying Mg1 = Mg2 =
Mf . Since both g
1 and g2 are bases of 〈f〉, we must have k′ = k.
Lemma 8.2. We have g1i ≍ g2i for each i.
Proof. Let i ∈ {0, . . . , k}, and let ai ∈ R be such that g2i = ai,0g10+· · ·+
ai,kg
1
k. Since the archimedean classes of the g
1
i are pairwise distinct and
g10 > · · · > g1k, we have g2i ≍ g1ji, where ji := min{j : ai,j 6= 0}. We
now prove the claim by induction on i: since g20 represents the maximal
archimedean class represented by Mf , it follows that g
2
0 ≍ g10.
Assume now i > 0 and g2j ≍ g1j for j = 0, . . . , i− 1. Then g2j ≺ g1i−1
for j = i, . . . , k. Therefore we have, in particular, that ji ≥ i, and since
g2i represents the (i+1)st largest archimedean class represented byMf ,
it follows that ji = i, that is, g
2
i ≍ g1i , as claimed. 
For i = 0, . . . , k, consider the subspace
Hi :=
{
m ∈ 〈f〉 : −g1k−i  m  g1k−i
}
;
Lemma 8.2 implies that Hi only depends on 〈f〉, not on the particu-
lar admissible tuple g1. Moreover, since 〈g10, . . . , g1k−i−1〉 ∩ Hi = ∅ by
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definition of Hi and g
1
k−i, . . . , g
1
k ∈ Hi, we have
(8.1) 〈f〉 = 〈g10, . . . , g1k−i−1〉 ⊕Hi,
that is,
(8.2) Hi = 〈g1k−i, . . . , g1k〉.
The same argument with g2 in place of g1 shows thatHi = 〈g2k−i, . . . , g2k〉
as well; so we obtain the following:
Lemma 8.3. We have 〈g2k−i, . . . , g2k〉 = 〈g1k−i, . . . , g1k〉 for each i. 
Corollary 8.4. We have 〈(g2)〈i〉〉 = 〈(g1)〈i〉〉◦(g1k−i ◦ (g2k−i)−1) for each
i.
Proof. Since 〈(gj)〈i〉〉 = 〈gjk−i, . . . , gjk〉 ◦ (gjk−i)−1 by definition, for j =
1, 2, the corollary follows from Lemma 8.3. 
Remark 8.5. Let c ∈ C and r > 0. Since any strong asymptotic
expansion of c in R ((〈exp−x〉×)) is also a strong asymptotic expansion of
c in R ((〈exp−rx〉×)), for r > 0, we have (Kx,Mx, Tx) = (Krx,Mrx, Trx).
Proposition 8.6. We have (Kg1 ,Mg1, Tg1) = (Kg2 ,Mg2 , Tg2).
Proof. We proceed by induction on k.
Case k = 0: then g20 = rg
1
0 for some r > 0, so that (g
2
0)
−1 = (g10)
−1/r.
Hence, by Remark 8.5,
(Kg2,Mg2 , Tg2) = (Kx,Mx, Tx) ◦ g20
= (Kx,Mx, Tx) ◦ (rg10)
= (Krx,Mrx, Trx) ◦ g10
= (Kx,Mx, Tx) ◦ g10
= (Kg1,Mg1 , Tg1),
as claimed.
Case k > 0: Write (g1)′ := (g11, . . . , g
1
k) and (g
2)′ := (g21, . . . , g
2
k), and
assume that (K(g1)′ ,M(g1)′ , T(g1)′) = (K(g2)′ ,M(g2)′ , T(g2)′). Let h ∈ Kg1;
then h ◦ (g10)−1 ∈ K(g1)〈k〉 by construction and, say,
τ(g1)〈k〉
(
h ◦ (g10)−1
)
=
∑
r∈R
ar exp(−rx).
Therefore, for each r, we have
ar ∈ K′(g1)〈k〉 = K(g1)〈k−1〉 ◦
(
g11 ◦ (g10)−1
)
= K(g1)′ ◦ (g10)−1.
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It follows from the inductive hypothesis that ar◦g10 ∈ K(g2)′ = K(g2)〈k−1〉◦
g21, so that
ar ◦
(
g10 ◦ (g20)−1
) ∈ K′(g2)〈k〉 .
Now recall that both g10 and g
2
0 are simple and, by Lemma 8.2, we
have level(g10) = level(g
2
0). From Application 1.3 of [18], we get that
eh (g10 ◦ (g20)−1) ≤ 0 so, by Corollary 4.12, the germ g10 ◦ (g20)−1 has a
complex analytic continuation on a right half-plane H(a), with a >
0, that maps standard power domains into standard power domains.
Therefore, the fact that h ◦ (g10)−1 has strong asymptotic expansion∑
ar exp
−rx implies that h ◦ (g20)−1 = (h ◦ (g10)−1) ◦ (g10 ◦ (g20)−1) has
strong asymptotic expansion∑(
ar ◦
(
g10 ◦ (g20)−1
)) · exp (−r (g10 ◦ (g20)−1)) .
Next, note that x ∈ 〈(g1)〈k〉〉 so, from Corollary 8.4 with i = k, we get
g10◦(g20)−1 ∈ 〈(g2)〈k〉〉. Since g10◦(g20)−1 ≍ x and g2i ◦(g20)−1 ≺ x for i > 0,
it follows that there are a nonzero s ∈ R and an ϕ ∈ 〈(g2)′〉 ◦ (g20)−1
such that
g10 ◦ (g20)−1 = sx+ ϕ.
Note, in particular, that exp(−ϕ) ∈M ′
(g2)〈k〉
by definition of the latter,
so that exp(−ϕ) ∈ K′
(g2)〈k〉
. Therefore, setting
br :=
(
ar ◦
(
g10 ◦ (g20)−1
)) · exp(−rϕ) ∈ K′(g2)〈k〉 ,
we get∑(
ar ◦
(
g10 ◦ (g20)−1
)) · exp (−r (g10 ◦ (g20)−1)) =∑ br exp(−rx).
Moreover, since ϕ ≺ x, it follows that the latter is also a strong as-
ymptotic expansion of h ◦ (g20)−1, showing that h ◦ (g20)−1 ∈ K(g2)〈k〉
satisfying
T(g2)〈k〉
(
h ◦ (g20)−1
)
= T(g1)〈k〉
(
h ◦ (g10)−1
) ◦ (g10 ◦ (g20)−1) .
Therefore, h ∈ Kg2 and satisfies Tg1(h) = Tg2(h). Exchanging the roles
of g1 and g2 in the argument above, we obtain the proposition. 
We can now give the
Proof of the Construction Theorem. Let h be a finite tuple of small
germs in L. For part (1), we define
(Kh, 〈h〉×, Th) := (Kf ,Mf , Tf)
for any admissible tuple f ∈ Uk+1 such that Mf = 〈h〉×. By Propo-
sition 8.6, this definition only depends on h, not on the particular f
used for the construction.
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For part (2), let h′ be a subtuple of h. By Proposition 7.12, it
suffices to show that there exist 0 ≤ l ≤ k ∈ N, an admissible tuple
f ∈ Uk+1 and a strictly increasing ι : {0, . . . , l} −→ {0, . . . , k} such
that 〈h〉× = Mf and 〈h′〉× = Mfι , where fι := (fι(0), . . . , fι(l)). To do
this, we first obtain, by Lemma 8.1, an l ∈ N and an admissible tuple
f ′ ∈ U l+1 such that 〈h′〉× = Mf ′ . Next, we choose a finite tuple f ′′ of
germs in U such that Mf ′∪f ′′ = 〈h〉×; this is possible, because 〈h〉× is
finite dimensional. Now again by Lemma 8.1, there is an admissible
tuple f of germs in U extending f ′ such that Mf = 〈h〉×. 
9. Proof of the Closure Theorem
Since (K,L, T ) is the direct limit of all (Kh, 〈h〉×, Th), for finite tuples
h of small germs in L with respect to the inclusion ordering, part (1)
of the Closure Theorem follows. For part (2), note that logk ∈ L for
k ∈ Z. For part (3), let ϕ ∈ H. By [18, Section 2], there is a finite
tuple h of small germs in L such that ϕ ∈ C(R, 〈h〉×)conv. By Lemma
8.1, there is an admissible tuple f of infinitely increasing germs in U
such that 〈h〉× = Mf , so that ϕ ∈ C(R,Mf )conv. Hence ϕ ∈ Kf by
Corollary 7.10, and part (3) now follows from part (1).
It remains to prove part (4) of the Closure Theorem.
Closure under differentiation. For closure under differentiation, it
suffices to show the following: let f = (f0, . . . , fk) ∈ Uk+1 be admissible
with f0 > · · · > fk. Then there exists an admissible g = (g0, . . . , gl) ∈
U l+1 such that f ⊆ g and, for every h ∈ Kf , we have h′ ∈ Kg. To
see how we obtain this, let i ∈ {1, . . . , k} and consider the inductive
step of constructing Ai from Ki−1: say h ∈ Ai has strong asymptotic
expansion τi(h) =
∑
r≥0 hr exp
−r, with
hr = gr ◦
(
fk−i+1 ◦ f−1k−i
)
and gr ∈ Ki−1. Then h′ has the expected strong asymptotic expansion,
as the next two lemmas show; the first of these is a version of L’Hoˆpital’s
rule for holomorphic maps on standard power domains.
Lemma 9.1. Let 1 > ǫ′ ≥ ǫ > 0 and C,D > 0, and let φ : U ǫC −→ C
be holomorphic. Assume that either ǫ′ > ǫ, or that ǫ′ = ǫ and D > C.
(1) Let r ∈ R be such that φ ≺UǫC exp−r. Then φ′ ≺Uǫ′D exp
−r.
(2) If φ is bounded in U ǫC , then φ
′ is bounded in U ǫ
′
D .
Proof. By Lemma 3.2(1,2), there is R > 0 such that D(z, 2) ⊆ U ǫC for
every z ∈ U ǫ′D with |z| > R. The proof now proceeds exactly like the
proof of [25, Lemma 5.1]. 
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We now set
C1 := {f ∈ C : f is differentiable} ,
and for F =
∑
fr exp
−r ∈ C1 ((M0)), we define
F ′ :=
∑
(f ′r − rfr) exp−r ∈ C ((M0)) .
Lemma 9.2. Let f ∈ C have strong asymptotic expansion F ∈ C1 ((M0)).
Then f is differentiable and has strong asymptotic expansion F ′.
Proof. Write F =
∑
r∈R fr exp
−r; note that F has M0-natural support
by hypothesis. Let 1 > ǫ > 0 and C > 0 be such that U ǫC is a do-
main of strong asymptotic expansion of f with corresponding analytic
continuation f , and let ǫ′ ∈ [ǫ, 1) and D > C. Then f ′ : U ǫD −→ C is
a complex analytic continuation of f ′. Moreover, since F has natural
support we have, for r ∈ R, that
f ′ −
∑
s≤r
(f ′s − sfs) exp−s =
(
f −
∑
s≤r
fs exp
−s
)′
≺Uǫ′D exp
−r,
by Lemma 9.1(1) and Condition (∗)f,exp−r of Definition 6.5. This shows
that f ′ has strong asymptotic expansion F ′ in U ǫ
′
D , as claimed. 
Returning to our discussion of closure under differentiation, it follows
from the previous lemma that h′ has strong asymptotic expansion
τi(h)
′ =
∑
r≥0
(h′r − rhr) exp−r,
and we have
h′r =
(
g′r ◦
(
fk−i+1 ◦ f−1k−i
)) · (fk−i+1 ◦ f−1k−i)′
and (
fk−i+1 ◦ f−1k−i
)′
=
(
f ′k−i+1 ◦ f−1k−i
) · (f−1k−i)′
=
(
f ′k−i+1 ◦ f−1k−i
) · 1
f ′k−i ◦ f−1k−i
=
f ′k−i+1
f ′k−i
◦ f−1k−i.
We do not know whether fk−i belongs to Kf , because the corresponding
monomial in Kf is exp ◦ (−fk−i), not fk−i itself. We also do not know
if f ′k−i belongs to Kf . However, each fk−i and each f ′k−i does belong
to H, so they are given by convergent LE-series. The next proposition
shows that there is a good such representation for our purposes:
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Proposition 9.3. There are l ≥ k, g0 > · · · > gl in U and a strictly
increasing ι : {0, . . . , k} −→ {0, . . . , l} such that ι(k) = l and g :=
(g0, . . . , gl) is admissible and, for each i = 0, . . . , k, we have gι(i) = fi
and, if i ∈ {0, . . . , k−1} and j ∈ {i+1, . . . , k}, the germ f ′j/f ′i is given
by a convergent LE-series in R
((
M(gι(i),...,gl)
))
.
The proof of Proposition 9.3 relies on the next three lemmas, which
build on the description of H in [18, Section 2]. Recall that
U =
⋃
k∈N
E∞ ◦ logk,
where
E∞ = ⊕n∈N (PE∞n ∪ {0})
and each PE∞n is the set of all purely infinite Lan,exp-germs of exponen-
tial height n. Note that, for f ∈ H, we have
M(f) = suppSL(f)
is the set of principal monomials of f as defined in [18, Section 2].
For h ∈ H we denote by cc(h) the comparability class of h, that
is, the set of all g ∈ H that are comparable to h (see Example 1.5(3)).
The set of all comparability classes of germs in H is linearly ordered
by the obvious ordering induced from <, and we also denote it by <.
Corresponding to Definition 5.18, for f, g ∈ H we say that f has faster
comparability class than g (or that g has slower comparability
class than f) if either
f ∈ I and cc(1/f) ≤ cc(g) ≤ cc(f)
or
1/f ∈ I and cc(f) ≤ cc(g) ≤ cc(1/f).
Remark. Proposition 9.3 implies that the germ f ′k−i+1/f
′
k−i can be writ-
ten as a convergent LE-series with monomials whose comparability
class is slower than that of exp ◦ (−fk−i). This is not true in general
for the germ fk−i itself: take, for instance, fk−i = log ◦ log. Then
f ′k−i =
1
x log
, which is a germ in L comparable to 1/x. However,
exp ◦(− log ◦ log) = 1/ log has slower comparability class than 1/x.
(The proof of Proposition 9.3 below does show, however, that it holds
with f ′k−i in place of f
′
k−i+1/f
′
k−i if fk−i belongs to M, that is, if f ′k−i
is an Lan,exp-monomial.)
Lemma 9.4. Let n ∈ N and f ∈ PE∞n . Then f ′ ∈ PE∞n ⊕ R and
cc(f ′) ≤ cc(f).
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Proof. By induction on n; the case n = 0 follows from the observation
that M(f) ⊆ {xk : k ∈ N \ {0}}, so that M(f ′) ⊆ {xk : k ∈ N}.
So we assume n > 0 and the lemma holds for lower values of n. Then
every m ∈ M(f) is of the form exp ◦g for some g ∈ PE∞n−1, so by the
inductive hypothesis we have
m′ = m · g′
with g′ ∈ PE∞n−1⊕R. It follows from [18, Remark 2.2(2)] that everym ∈
M(f ′) belongs to PE∞n and satisfies cc(m) ≤ cc(lm(f)) = cc(f). 
Lemma 9.5. Let g, h ∈ U be such that h < g, and let m ∈M (h′/g′).
Then m has slower comparability class than g.
Proof. Choose k ∈ N such thatH := h◦expk ∈ E andG := g◦expk ∈ E .
Then h, g ∈ E∞, so by Lemma 9.4 we have H ′, G′ ∈ E∞ ⊕ R. In
particular, for every n ∈M(H ′) ∪M(G′), we have
cc(1) ≤ cc(n) ≤ cc(G).
Since every M ∈ M (H ′/G′) belongs to the multiplicative group gen-
erated by M(H ′) ∪ M(G′), it follows that every such M has slower
comparability class than G. Finally, since h′ = (H ′ ◦ logk) · (logk)′
and g′ = (G′ ◦ logk) · (logk)′, we have h′g′ = H
′
G′
◦ logk, and the lemma
follows. 
Lemma 9.6. Let h ∈ H and g ∈ I be such that every m ∈ M(h)
has slower comparability class than g. Then there exist k ∈ N, small
m0, . . . , mk ∈ L, a convergent Laurent series G(X0, . . . , Xk) over R
such that h = G(m0, . . . , mk) and each mi has slower comparability
class than g.
Proof. By Lemma 8.1, there exist an admissible f = (f0, . . . , fk) ∈
Uk+1 and a convergent Laurent series G(X0, . . . , Xk) over R such that
h = G(m0, . . . , mk), where mi := exp ◦(−fi) for each i. It follows from
the admissibility of f that cc(m0) < · · · < cc(mk) < cc(1), so that
every m ∈ M(h) has slower comparability class than m0. Moreover,
we may assume that k in minimal, that is, there exists m˜ ∈ M(h)
such that m0 has slower comparability class than m˜. Since m˜ has
slower comparability class than g by assumption, it follows that m0
has slower comparability class than g, which proves the lemma. 
Proof of Proposition 9.3. Let i ∈ {0, . . . , k − 1}. By Lemma 9.5, with
g = fi > fi+1 = h, we have that every principal monomial of f
′
i+1/f
′
i
has slower comparability class than fi. So by Lemma 9.6, with g = fi
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and h = f ′i+1/f
′
i , there exist ki ∈ N, small mi,0, . . . , mi,ki ∈ L and a
convergent Laurent series G(Xi,0, . . . , Xi,ki) over R such that
f ′i+1
f ′i
= G(mi,0, . . . , mi,ki)
and each mi,j has slower comparability class than fi. For j = 0, . . . , ki
set
fi,j := − log ◦mi,j ,
which belongs to U by definition of L. Then fi,j  log ◦fi ≺ fi for each
j; in particular, we have
fi > fi,0 > · · · > fi,ki.
Now apply Lemma 8.1 to obtain an admissible subtuple g of the tuple
consisting of all fi and all fi,j, in such a way that f ⊆ g. 
It remains to show how Proposition 9.3 implies closure under differ-
entiation for K. The tricky part here is that, while formal differenti-
ation makes sense for LE-series in general, the construction of K uses
“shifted” LE-series (based on the monomialsMf,i, which are not in L in
general), for which no such formal differentiation exists. To make the
connection between analytic and formal differentiation, we will need to
introduce some auxiliary notions of differentiation for these “shifted”
series.
Note that in the situation of Proposition 9.3, by the Construction
Theorem 1.12(2) and the definition of ι, we have Kf,i ⊆ Kg,η(i), where
we define η : {0, . . . , k} −→ {0, . . . , l} by
η(i) := l − ι(k − i);
in particular, we have η(0) = l − ι(k) = 0 and η(k) = l.
Proposition 9.7. Let l ≥ k, g = (g0, . . . , gl) and ι : {0, . . . , k} −→
{0, . . . , l} be for f as in Proposition 9.3. Then, for i ∈ {0, . . . , k} and
h ∈ Kf,i, we have h′ ∈ Kg,η(i) and τg,η(i)(h′) = (τf,ih)′.
Proof. By induction on i; say τf,i(h) =
∑
hr exp
−r with hr ∈ K′f,i.
If i = 0, then (τf,ih)
′ ∈ R ((M0)) because the coefficients of τf,ih are
real numbers. If i > 0, then hr = gr ◦
(
fk−i+1 ◦ f−1k−i
)
for each r,
with gr ∈ Kf,i−1 ⊆ Kg,η(i−1). By the inductive hypothesis, we have
g′r ∈ Kg,η(i−1), so that
g′r◦
(
fk−i+1 ◦ f−1k−i
)
= g′r◦
(
gι(k−i+1) ◦ g−1ι(k−i+1)−1
)
◦· · ·◦
(
gι(k−i)+1 ◦ g−1ι(k−i)
)
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belongs to Kg,η(i). Also, by Corollary 7.9(2) and Proposition 9.3, we
have f ′k−i+1/f
′
k−i ∈ Kg,η(i). Since
g〈η(i)〉 = (gι(k−i), . . . , gl) ◦ f−1k−i,
it follows from the observations before Proposition 9.3 that (τf,ih)
′ ∈
K′g,η(i) ((M0)). Finally, by Lemma 9.2 the series (τf,ih)′ is a strong as-
ymptotic expansion of h′. 
Next, by Corollary 5.20(2), every h ∈ H is given by the unique
convergent LE-series SL(h). Moreover, if m0, . . . , mk ∈ H, r0, . . . , rk ∈
R and m = mr00 · · ·mrkk , then by the rules of differentiation we have
m′ =
k∑
i=0
ri ·m · m
′
i
mi
=
k∑
i=0
ri ·m · (logmi)′.
Assuming in addition that {m0, . . . , mk} is multiplicatively R-linearly
independent, the exponents r0, . . . , rk are uniquely determined by m.
In this situation, we set ∂im := ri ·m; so the formula for the derivative
becomes
m′ =
k∑
i=0
∂im · (logmi)′.
Thus, for F =
∑
m amm ∈ C1 ((〈m0, . . . , mk〉×)) we set
δF :=
∑
m
a′mm
and
∂iF :=
∑
m
am∂im for i = 0, . . . , k.
These are generalized series in C ((〈m0, . . . , mk〉×)), and we define a
derivative
F † := δF +
k∑
i=0
∂iF · (logmi)′,
an element of the additive vector space
C ((〈m0, . . . , mk〉×)) 〈(logm0)′, . . . , (logmk)′〉
over C ((〈m0, . . . , mk〉×)).
Examples 9.8. (1) For F ∈ C1 ((M0)), we have F ′ = F †.
(2) For X = (X0, . . . , Xk), a generalized power series G(X) =∑
r∈[0,∞)k+1 arX
r over R and i = 0, . . . , k we write, as in [9],
∂iG(X) :=
∑
r∈[0,∞)k+1
riarX
r.
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Then, if each mi above is small and {m0, . . . , mk} is multiplica-
tively R-linearly independent, we have
∂i(G(m0, . . . , mk)) = (∂iG)(m0, . . . , mk),
so that G(m0, . . . , mk)
† =
∑k
i=0 ∂i(G(m0, . . . , mk)) ·(logmi)′, as
one would expect from the chain rule for differentiation.
Lemma 9.9. Let m0, . . . , mk ∈ H be such that {m0, . . . , mk} is mul-
tiplicatively R-linearly independent. Let F ∈ R ((〈m0, . . . , mk〉×)), and
write F =
∑
r∈R Frm
r
k, where each Fr belongs to R ((〈m0, . . . , mk−1〉×)).
Then
F † =
∑
r∈R
(
r(logmk)
′Fr + F
†
r
)
mrk.
Proof. Note that δF = 0 = δFr, for each r ∈ R. Also,
∂kF =
∑
r∈R
rFrm
r
k
while, for i = 0, . . . , k − 1,
∂iF =
∑
r∈R
(∂iFr)m
r
k.
Therefore, by definition of F †, we have
F † =
∑
r∈R
r(logmk)
′Frm
r
k +
k−1∑
i=0
(∑
r∈R
(∂iFr)m
r
k
)
(logmi)
′
=
∑
r∈R
(
r(logmk)
′Fr +
k−1∑
k=0
(∂iFr)(logmi)
′
)
mrk
=
∑
r∈R
(
r(logmk)
′Fr + F
†
r
)
mrk,
as claimed. 
Lemma 9.10. Let m0, . . . , mk ∈ H be such that {m0, . . . , mk} is mul-
tiplicatively R-linearly independent. Let h ∈ I and F ∈ C1 ((M)),
where M := 〈m0, . . . , mk〉×. Then the series (F ◦ h)† is an element of
the vector space C ((M ◦ h)) 〈(log(m0 ◦ h))′, . . . , (log(mk ◦ h))′〉, and we
have
(F ◦ h)† = (F † ◦ h) · h′.
Proof. For m = 〈m0, . . . , mk〉×, we have (m ◦ h)′ = (m′ ◦ h) · h′ by the
chain rule; hence ∂i(m ◦ h) = (∂im) ◦ h. It follows that
∂i(F ◦ h) = (∂iF ) ◦ h.
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On the other hand, we have F ◦ h ∈ C1 ((M ◦ h)) and
δ(F ◦ h) = (δF ◦ h) · h′.
The lemma now follows by direct computation. 
The reason for introducing the derivative (·)† is that the series Tf,ih,
for h ∈ Kf,i, are not in R ((L)) in general. However, for a general-
ized series F ∈ R ((〈m0, . . . , mk〉×)) with m0, . . . , mk ∈ L small and
{m0, . . . , mk} multiplicatively R-linearly independent., we have δF =
0, and we define
F ′ :=
k∑
i=0
∂iF · SL((logmi)′),
which is a series in R ((L)). In this situation, it is straightforward to
verify that if F is an L-series (respectively, an L-generalized Laurent
series), then F ′ is an L-series (respectively, an L-generalized Laurent
series); we leave the details to the reader. Moreover, F ′ is equal to the
derivative of F as defined in [7] (this follows from the usual properties
established in [7] for the latter).
The crucial link between the two derivatives, in the situation of
the admissible tuple f = (f0, . . . , fk), is given as follows: writing
mi := exp ◦(−fi), we have (logmi)′ = −f ′i , for each i. Thus, for
F ∈ R ((Mf )), we have F † ∈ R ((Mf )) 〈f ′0, . . . , f ′k〉. Therefore, we let
δf : R ((Mf )) 〈f ′0, . . . , f ′k〉 −→ R ((L)) be the unique R ((Mf))-vector
space homomorphism that is the identity on R ((Mf )) and satisfies
δf
(
f ′j
)
:= SL
(
f ′j
)
, for j = 0, . . . , k;
then for F ∈ R ((Mf )), we have
F ′ = δf
(
F †
)
.
Note that, given i ∈ {0, . . . , k} and F ∈ R ((M(fk−i,...,fk))), we have
F ′/SL(f
′
k−i) ∈ R
((
M(gι(k−i),...,gl)
))
. Therefore, we lift δf to the unique
R
((
Mf〈i〉
))
-vector space homomorphism
δf,i : R
((
Mf〈i〉
)) 〈1, . . . , (fk ◦ f−1k−i)′〉 −→ R ((Mg〈η(i)〉))
that is the identity on R
((
Mf〈i〉
))
and satisfies, for j ≥ k − i,
δf,i
((
fj ◦ f−1k−i
)′)
= SL
(
f ′j
f ′k−i
)
◦ f−1k−i;
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in particular, the map δf,0 is the identity map on R ((M0)). Note that,
by Proposition 9.3, we have
(9.1) δf,i
((
fj ◦ f−1k−i
)′)
= Tg,η(i)
((
fj ◦ f−1k−i
)′)
.
The next lemma exhibits the relationships between δf and the various
δf,i. To simplify notations, we set ni := fk−i+1 ◦ f−1k−i.
Lemma 9.11. (1) Let i ∈ {1, . . . , k} and
G =
k∑
j=k−i+1
Gj ·
(
fj ◦ f−1k−i+1
)′
belong to R ((Mf,i−1))
〈
1, . . . ,
(
fk ◦ f−1k−i+1
)′〉
. Then (G ◦ ni) · n′i
belongs to R ((Mf,i))
〈
1, . . . ,
(
fk ◦ f−1k−i
)′〉
and satisfies
δf,i ((G ◦ ni) · n′i) = (δf,i−1(G) ◦ ni) · δf,i(n′i).
(2) Let
G =
k∑
j=0
Gj · f ′j
belong to R ((Mf )) 〈f ′0, . . . , f ′k〉. Then the series Gf ′0 ◦ f
−1
0 belongs
to R ((Mf,k))
〈
1, . . . ,
(
fk ◦ f−10
)′〉
and satisfies
δf,k
(
G
f ′0
◦ f−10
)
=
δf (G)
SL(f ′0)
◦ f−10 .
Proof. (1) We have
G ◦ ni =
k∑
j=k−i+1
(Gj ◦ ni) ·
(
f ′j
f ′k−i+1
◦ f−1k−i
)
=
[
k∑
j=k−i+1
(Gj ◦ ni) ·
(
f ′j
f ′k−i
◦ f−1k−i
)]
·
(
f ′k−i
f ′k−i+1
◦ f−1k−i
)
=
1
n′i
·
[
k∑
j=k−i+1
(Gj ◦ ni) ·
(
fj ◦ f−1k−i
)′]
.
Since each Gj◦ni belongs to R ((Mf,i)), it follows that (G◦ni)·n′i belongs
to R ((Mf,i))
〈
1, . . . ,
(
fk ◦ f−1k−i
)′〉
. By definition of δf,i and δf,i−1, we
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have
δf,i((G ◦ ni) · n′i)
=
k∑
j=k−i+1
(Gj ◦ ni) ·
(
SL
(
f ′j
f ′k−i
)
◦ f−1k−i
)
=
k∑
j=k−i+1
(Gj ◦ ni) ·
(
SL
(
f ′j
f ′k−i+1
)
◦ fk−i+1 ◦ ni
)
·
(
SL
(
f ′k−i+1
f ′k−i
)
◦ f−1k−i
)
= (δf,i−1(G) ◦ ni) · δf,i(n′i),
as claimed. The proof of (2) is similar, if easier, and it is left to the
reader. 
Lemma 9.12. Let i ∈ {0, . . . , k} and h ∈ Kf,i. Then h′ ∈ Kg,η(i) and
Tg,η(i)(h
′) = δf,i
(
(Tf,ih)
†
)
.
Proof. By induction on i. Assume first that i = 0; since η(0) = 0 and
δf,0 is the identity map, we have
(Tf,0h)
† = (τf,0h)
†
= (τf,0h)
′ by Example 9.8(1)
= τg,η(0)(h
′) by Proposition 9.7
= Tg,0(h
′) because Tg,0 = τg,0.
Therefore, we assume i > 0 and the lemma holds for lower values of
i. Let
τf,i(h) =
∑
(hr ◦ ni) exp−r
with hr ∈ Kf,i−1. Then
(Tf,ih)
† =
(∑
(Tf,i−1(hr) ◦ ni) exp−r
)†
=
∑(
−rTf,i−1(hr) ◦ ni + (Tf,i−1(hr) ◦ ni)†
)
exp−r
=
∑(−rTf,i(hr ◦ ni) + ((Tf,i−1hr)† ◦ ni) · n′i) exp−r,
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where the second equality follows from Lemma 9.9 and the third from
Lemma 9.10. Now note that
Tg,η(i)((hr ◦ ni)′) = Tg,η(i)((h′r ◦ ni) · n′i)
=
(
Tg,η(i−1)(h
′
r) ◦ ni
) · δf,i(n′i) by (9.1)
=
(
δf,i−1
(
Tf,i−1(hr)
†
) ◦ ni) · δf,i(n′i) by ind. hyp.
= δf,i
((
Tf,i−1(hr)
† ◦ ni
) · n′i) by Lemma 9.11(1).
Since hr ◦ ni ∈ Kf,i ⊆ Kg,η(i) and Tg,η(i) agrees with Tf,i on Kf,i, and
since δf,i is the identity on Kf,i, it follows that
δf,i
(
Tf,ih)
†
)
=
∑(−rTf,i(hr ◦ ni) + δf,i ((Tf,i−1hr)† ◦ ni) · n′i) exp−r
=
∑(−rTg,η(i)(hr ◦ ni) + Tg,η(i)((hr ◦ ni)′)) exp−r
=
∑
Tg,η(i) (−rhr ◦ ni + (hr ◦ ni)′) exp−r
= Tg,η(i)(h
′),
where the last equality follows from Proposition 9.7 and the definition
of Tg,η(i). 
Corollary 9.13. Let h ∈ Kf . Then h′f ′0 ∈ Kg and
Tg
(
h′
f ′0
)
=
(Tfh)
′
SL (f
′
0)
.
Proof. Since h ∈ Kf , we have h ◦ f−10 ∈ Kf,k. So by Lemma 9.12, the
germ
(
h ◦ f−10
)′
belongs to Kg,η(k) = Kg,l and satisfies
(9.2) Tg,l
((
h ◦ f−10
)′)
= δf,k
((
Tf,k
(
h ◦ f−10
))†)
.
But
(
h ◦ f−10
)′
= h
′
f ′0
◦ f−10 and g0 = f0, so that h
′
f ′0
∈ Kg. Moreover, by
definition of δf , we have
(Tfh)
′
SL(f
′
0)
◦ f−10 =
δf
(
(Tfh))
†
)
SL(f
′
0)
◦ f−10
= δf,k
(
(Tfh)
†
f ′0
◦ f−10
)
by Lemma 9.11(2)
= δf,k
((
Tfh ◦ f−10 ◦ f0
)†
f ′0
◦ f−10
)
= δf,k
(
Tf,k
((
h ◦ f−10
))†)
by Lemma 9.10,
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where we recall that Tfh = Tf,k
(
h ◦ f−10
) ◦ f0 by definition of Tf . On
the other hand, by definition of Tg we have, since g0 = f0, that
Tg
(
h′
f ′0
)
◦ f−10 = Tg,l
(
h′
f ′0
◦ f−10
)
= Tg,l
((
h ◦ f−10
)′)
= δf,k
(
Tf,k
((
h ◦ f−10
))†)
by Lemma 9.12,
which proves the corollary. 
Corollary 9.14. K is closed under differentiation and for h ∈ K, we
have T (h′) = (Th)′.
Proof. This corollary follows from the previous corollary, because the
Ilyashenko field (K,L, T ) extends (H,L, SL) and each (Kf ,Mf , Tf),
with f any admissible tuple of germs in L. 
10. Concluding remarks
In the spirit of E´calle’s field of “fonctions analysables” [10] and the
concluding remark of van den Dries et al. [6], one might ask whether
the Hardy field K constructed here is closed under composition and
integration. More generally, we wonder how far K is from being a
model of the recently described theory of the field T of transseries, see
Aschenbrenner et al. [2].
At this point, we do not know if K is closed under composition, not
even under composition on the right by infinitely increasing germs inH.
The latter appears to be related to whether or not one can canonically
assign a subalgebra Kh of K to every tuple h of infinitely increasing
germs in H. (This is done here, by construction, for every tuple f of
infinitely increasing germs in L only.)
Full closure under composition seems unlikely, as K is unlikely to
be closed even under left composition by exp: the general asymptotic
expansion of a germ h ∈ K is a divergent LE-series with convergent
LE-monomials. Under left composition with exp, the infinite part of
such an asymptotic expansion becomes an LE-monomial that is not
a convergent LE-monomial. Thus, exp ◦h would have an asymptotic
LE-series expansion some of whose LE-monomials are not convergent;
in particular, exp ◦h cannot belong to K.
Finally, we do not know if K is closed under integration. However,
based on Camacho’s Ph.D. thesis [4], we suspect that the Liouville clo-
sure of a Hardy qaa field is again a Hardy qaa field; this would provide
a canonical way of closing K under exponentiation and integration. A
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more elaborate way to extend K is that of showing that K generates an
o-minimal expansion RK of the real field, as we hope to do in a future
paper. The Hardy field of all germs at +∞ of unary functions definable
in its pfaffian closure P(RK) as in [24] would then give a Hardy field
extension of K closed under composition (and hence exponentiation)
and integration.
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