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Abstract We show, within QED and other possible nonlin-
ear theories, that a static charge localized in a finite domain of
space becomes a magnetic dipole, if it is placed in an external
(constant and homogeneous) magnetic field in the vacuum.
The magnetic moment is quadratic in the charge, depends on
its size and is parallel to the external field, provided the charge
distribution is at least cylindrically symmetric. This magneto-
electric effect is a nonlinear response of the magnetized vac-
uum to an applied electrostatic field. Referring to the simple
example of a spherically symmetric applied field, the nonlin-
early induced current and its magnetic field are found explic-
itly throughout the space; the pattern of the lines of force is
depicted, both inside and outside the charge, which resembles
that of a standard solenoid of classical magnetostatics.
1 Introduction
With the two recent papers [1,2] we started a series of works
aimed at studying quantum electrodynamics (QED) (as well
as other nonlinear Abelian theories that may be historically
traced back to [3]) under the conditions where the intrinsic
nonlinearity of the theory shows itself not only as interaction
of electromagnetic fields with a strong background, but also
with themselves.
Manifestations of nonlinearity of the first type mentioned
have been a focus of attention during many years since the
pioneering work of [4,5] (see [6] and more recent papers
[7,8] for some reviews of the subsequent advances in that
field). The strong background was generated in the corre-
sponding studies by the constant and homogeneous electro-
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c e-mail: shabad@lpi.ru
magnetic field (note, however, Ref. [9], where a certain inho-
mogeneity was introduced, and Ref. [10], where it was shown
that a strong nonhomogeneous magnetic field is able to pro-
duce pairs of neutral fermions from the vacuum) and by the
field of a plane wave (see the review of the laser-associated
research in [11]), because in these cases the influence of the
background could be exactly taken into account for arbitrar-
ily large value of their amplitude through the use of exact
solutions of the Dirac equation available for such cases. The
Dirac propagators for the virtual electrons and positrons in
Feynman graphs for the vacuum polarization were the agents
of interaction with the background field in the intermediate
state.
In those works the varying electromagnetic fields are
treated as small perturbations of the background, and only the
effects linear in their amplitudes are taken into account, such
as birefringence, photon capture by a magnetic field [12–15],
modification of the Coulomb law [16–20], magnetic shift of
the critical charge value [21,22],—and even the positronium
collapse [23,24] may be placed among the effects of this
class. The arena of applicability of these results is mostly the
study of pulsars and magnetars, possessing sufficiently large
magnetic fields.
In contrast with the above, in Refs. [1,2] and in the present
paper we are considering the effects quadratic and cubic in the
amplitude of the perturbation. As a matter of fact, two impor-
tant special examples of such effects were studied before,
which were the processes of photon splitting in a magnetic
[5,25–36] and crossed [37,38] fields, and the light-by-light
scattering [39], all taken on the photon mass shell. Our goal
is to deal with excitations of the vacuum, different from pho-
tons, subject to a nonlinear version of the Maxwell equations,
stemming from QED or, more generally, intrinsic to any other
nonlinear electrodynamics. Whereas handling many-photon
matrix elements beyond the photon mass shell, necessary for
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addressing a general nonlinear problem, turns out to be over-
complicated, we succeeded to indicate a simple approxima-
tion describing nonlinear effects in a universal manner and
independent of an expansion in powers of the fine-structure
constant α, as far as QED is concerned. All kernels in the
nonlinear integro-differential Maxwell equations are given
in terms of the variational field-derivatives of the effective
action , defined as [40] the generating functional of irre-
ducible vertices in QED, or as an action that fixes a theory in
other versions of nonlinear electrodynamics. The approxima-
tion we are dealing with is referred to as the local or infrared
approximation. It assumes that the effective action functional
is local, i.e., it does not depend on the space-time derivatives
of the field strength. True, this assumption restricts the range
of applicability to only slowly varying fields in space and
time, but it enables us to efficiently advance in describing
the effects cubic and quadratic in the field strength. By act-
ing along these lines where there is no background field
[2], we reproduced the known [39,41,42] correction to the
Coulomb field which is cubic in the charge that produces
it, and found cubic equations for dipole moments of self-
interacting fields of magnetic and electric dipoles that may
also be viewed upon as nonlinear renormalizations of these
quantities. In Ref. [1] we studied a quadratic response of the
background constant and homogeneous magnetic field to an
applied electric field of a static charge at rest, and we found
this response to be purely magnetic. In the present paper
we continue the investigation of that magneto-electric effect,
and we establish that the static charge placed into a back-
ground magnetic field is a magnetic dipole with its magnetic
moment proportional to the charge squared and parallel to
the background field, unless the charge distribution violates
the initial cylindric symmetry of the problem. (This situation
resembles our results [43–45] in noncommutative electro-
dynamics.) More explicit formulas for the magnetic field in
the short and long ranges, for its lines of force and for the
magnetic moment, are presented referring to a simple exam-
ple, where the applied electrostatic field is central-symmetric
and would correspond, if used in a nondispersive vacuum,
to a charge distributed homogeneously inside a finite-radius
sphere.
In the rest of the present Introduction we recall the basic
equations of nonlinear electrodynamics, truncated at the third
power of the varying field, against a constant homogeneous
background, define the kernels in them as the second- and the
third-rank polarization tensors in terms of the field derivatives
of the effective action, and introduce nonlinearly induced
currents. We give expressions for the varying fields in terms
of the currents based on the use of an eigenvector expan-
sion of the second-rank polarization tensor and the photon
Green function. In Sect. 2 the second- and third-rank polar-
ization tensors in a magnetic field are written in the infrared
approximation as expressed in terms of the second and third
derivatives of the delta functions of the coordinate differ-
ences. The previously found linear-response corrections to
the Coulomb field of an arbitrarily distributed static charge
at large distances in a magnetic field are given for complete-
ness, and the general structure of the quadratic response,
which is purely magnetic, is analyzed in terms of the eigen-
mode contribution. In Sect. 3 very explicit expressions for
the induced current and the magnetic field are fully elabo-
rated using the simplest example, where the applied elec-
tric field is that of a homogeneously charged sphere of finite
radius. Differential equations for the shape of the magnetic
lines of force are solved, and the resulting pattern is drawn
in Figs. 1 and 2 inside and outside the charge. The magnetic
moment of the charge, proportional to its square, is given in
terms of the background magnetic field and the radius of the
charge. In Sect. 4 it is shown that spherically nonsymmet-
ric charge distributions also are characterized by a magnetic
dipole moment, which is parallel to the background mag-
netic field, if the charge distribution does not specify any
new direction in the space.
1.1 Nonlinear Maxwell equations
The exact electromagnetic field equations of QED with
an external 4-current jμ are the Euler–Lagrange equations
δStot[A]
δAρ(x) = 0 that originate from the total action Stot [A],1
Stot [A] = SMax [A] +  [A] + Sint [A] ,
SMax [A] = −
∫
F (x) d4x, (1)
 [A]=
∫
L (x) d4x, Sint [A]=−
∫
jμ (x) Aμ (x) d4x,
F (x)= 1
4
Fμν Fμν, Fμν =∂μ Aν(x)−∂ν Aμ(x), ∂μ = ∂
∂xμ
,
where SMax [A] is the free Maxwell action,  [A] is the effec-
tive action, and L (x) is the effective Lagrangian. By the
effective action  we understand in QED the generating func-
tional of one-particle-irreducible vertices [40]. Alternatively,
it may be any action defining a nonlinear electrodynamics
other than QED. Due to the gauge invariance it, as a matter of
fact, depends only on the field strengths Fμν, and not on the
4-vector potentials Aν . Besides, only the relativistic invari-
ant combinations F (z) = 14 Fμν Fμν and G = 14 Fρσ F˜ρσ ,
where the dual field tensor is defined as F˜ρσ = 12	ρσλκ Fλκ ,
of the field strengths make up the arguments of  and L.
In QED the effective action contains exhaustively the final
information of the theory in the photon sector, and it is sub-
1 Greek indices span the 4-dimensional Minkowski space-time, taking
the values 0, 1, 2, 3. The metric tensor is ημν = diag(−1,+1,+1,+1)
and bold symbols are reserved for 3-dimensional Euclidean vectors
(for instance A(x) = (Ai (x) = Ai (x)), i = 1, 2, 3. The Heaviside–
Lorentz system of units is used throughout the paper.
123
Eur. Phys. J. C (2014) 74:2838 Page 3 of 17 2838
ject to a calculation within one or another dynamic scheme
or approximation, especially the perturbation theory.
Expanding (1) in a power series of the small electro-
magnetic field aμ (x) = Aμ(x) − Aμ(x) over the external
background A(x) of a constant and homogeneous magnetic
field B = (∇ × A), and restricting ourselves to the next-
to-leading term, the minimum action condition becomes the
nonlinear Maxwell equation:
[
ηρν − ∂ρ∂ν
]
aν (x) +
∫
d4x ′αρ
(
x ′, x
)
aα
(
x ′
)
+1
2
∫
d4x ′d4x ′′αβρ
(
x ′, x ′′, x
)
aα
(
x ′
)
aβ
(
x ′′
)= jρ (x),
(2)
αρ
(
x ′, x
) = δ2
δAα (x ′) δAρ (x)
∣∣∣∣
A=A
,
αβρ
(
x ′, x ′′, x
) = δ3
δAα (x ′) δAβ (x ′′) δAρ (x)
∣∣∣∣
A=A
, (3)
where ρα
(
x ′, x
)
, αβρ
(
x ′, x ′′, x
)
are the second- and
third-rank polarization tensor in an external magnetic field,
respectively. Note that as long as the external field is constant
in space-time, the polarization tensors (3) are functions on
the differences of their arguments. In obtaining (2) the zero-
order power of the field aμ (x) does not appear, since the
space-time-independent external field Fμν = ∂μAν −∂νAμ
exactly obeys the sourceless Maxwell equations ∂μFμν =
δ
δAν (x)
∣∣∣
A=A = 0. The power series has been truncated
to the next-to-leading correction (i.e., we have neglected
∼ O (a3)).
Defining the nonlinear current as
jnlρ (x)=−
1
2
∫
d4x ′d4x ′′νσρ
(
x ′, x ′′, x
)
aν
(
x ′
)
aσ
(
x ′′
)
,
(4)
we may write (2) in the following way:
[
ηρν − ∂ρ∂ν
]
aν (x) +
∫
d4x ′ρα
(
x ′, x
)
aα
(
x ′
)
= jρ (x) + jnlρ (x). (5)
While solving the nonlinear set of Maxwell equations
(5), (4) we should not, strictly speaking, exceed the initial
accuracy. This implies that we treat the nonlinearity iter-
atively. To this end we divide its solution into two parts
as aν(x) = alinν (x) + anlν (x), with alinν (x)  anlν (x).
Then, defining the linear field alinν (x) as a solution to the
equation
[
ηρν − ∂ρ∂ν
]
aνlin (x) +
∫
d4x ′ρα
(
x ′, x
)
aαlin
(
x ′
)
= jρ (x), (6)
we get, as the first iteration, the result that the nonlinear cor-
rection anlν (x) to it is subject to the linear inhomogeneous
equation
[
ηρν − ∂ρ∂ν
]
aνnl (x) +
∫
d4x ′ρα
(
x ′, x
)
aαnl
(
x ′
)
= jnlσ
(
x ′
)∣∣∣
a=alin
, (7)
where
jnlρ
(
x ′
)∣∣∣
a=alin
= −1
2
∫
d4x ′d4x ′′ρνσ
(
x ′, x ′′, x
)
× aνlin
(
x ′
)
aσlin
(
x ′′
) (8)
is the nonlinear current (4) taken at the linear value (9) of the
field aν (x) = aνlin (x). The solution of (6) and (7) may be
written as
aνlin (x) =
∫
d4x ′Dνσ
(
x, x ′
) jσ (x ′) , (9)
aνnl (x) =
∫
d4x ′Dνσ
(
x, x ′
) jnlσ (x ′)
∣∣∣
a=alin
. (10)
The photon Green function in Dμν(x, x ′) above is defined
as the inverse operator:
D−1μν (x − x ′) =
[
ημν − ∂μ∂ν
]
δ(4)(x ′ − x)+μν(x − x ′).
(11)
Its Fourier transform Dνρ(k) with respect to the coordinate
difference should satisfy the following algebraic inhomoge-
neous equation:
[
k2ημν − kμkν − μν(k)
]
Dνρ(k) =
(
ημρ − kμkρk2
)
.
(12)
To solve this equation it is convenient to use the diagonal
representation for the second-rank polarization operator in a
magnetic field [46–50],
μτ (k, p)=δ(k− p)μτ (k), μτ (k) =
3∑
c=1
c(k)

(c)
μ 
(c)
τ
((c))2
,
(13)
in terms of the mutually orthogonal 4-vectors (c)μ ,
(1)μ = (F2k)μk2 − kμ(kF2k), (2)μ = (F˜k)μ, (3)μ
= (Fk)μ, (4)μ = kμ, (14)
where (F˜k)μ ≡ F˜μτ kτ , (Fk)μ ≡ Fμτ kτ , (F2k)μ ≡
F2μτ kτ , kF2k ≡ kμF2μτ kτ , which are the eigenvectors of
the polarization operator
μτ 
(c)τ = c(k)(c)μ , (15)
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the scalar functions c(k) being for its four eigenvalues,
4(k) = 0. The eigenvalues c(k) depend on F and on
any two of the three momentum-containing Lorentz invari-
ants k2 = k2 − k20, kF2k, kF˜2k, subject to one relation,
kF˜2k
2F − k2 = kF
2k
2F , where F is taken on the external field,
2F = B2. The solution of (12) has an arbitrary longitudinal
part:
Dμτ (k) =
4∑
c=1
D(c)(k)

(c)
μ 
(c)
τ
((c))2
,
D(c)(k) =
{
(k2 − c(k))−1, c = 1, 2, 3
arbitrary, c = 4 . (16)
It also has a diagonal form in the same terms as (13). This
propagator has three components, corresponding to separate
eigenmodes. Each of them has a pole in the 4-momentum
plane, where solutions of the corresponding dispersion equa-
tions lie, i.e. on the photon mass shell, defined by the equation
k2 − c(k) = 0.
Now, the solutions (9), (10) may be, respectively, written
as
alinμ (k) =
4∑
c=1
1
(k2 − c(k))

(c)
μ
((c))2
( jτ (k) (c)τ ), (17)
anlμ (k) =
4∑
c=1
1
(k2 − c(k))

(c)
μ
((c))2
( jτnl (k) (c)τ ). (18)
2 Response of magnetized vacuum to static electric field
in the infrared approximation
In the rest of the paper we shall be treating the equations
of Sect. 2.1 in the low-momentum–low-frequency (infrared)
approximation, kμ ∼ 0, which stems from the assumption
that the effective action [A] is a local functional of the
field strengths Fμν in the sense that it does not contain their
space and time derivatives. Examples of such an action are
the Heisenberg–Euler action available in the one-loop [39]
and two-loop [51] approximations in QED, the Born–Infeld
[52] action, etc. Within the local limit the second- and third-
rank polarization tensors (3) were calculated in [1] to give
the result2
μν
(
x, x ′
) =
{
LF
(
∂2
∂xμ∂xν
− ημνx
)
−
(
LFFFμαFνβ + LGGF˜μαF˜νβ
) ∂2
∂xα∂xβ
}
×δ(4) (x − x ′) , (19)
2 The fourth-rank tensor in the same approximation is also available
[2].
νρσ
(
x, x ′, x ′′
) = −Oνρσαβγ ∂
∂xα
(
∂
∂xβ
δ(4)
(
x − x ′)
)
×
(
∂
∂xγ
δ(4)
(
x ′ − x ′′)
)
, (20)
where
Oμτσαβγ = LGG
[F˜γ σ 	αμβτ + F˜αμ	βτγ σ + F˜βτ 	αμγσ ]
+ LFF
[(
ημτηαβ − ημβηατ
)Fγ σ
+Fαμ
(
ητσ ηγβ − ηβσ ηγ τ
) + Fβτ (ημσ ηγα − ηασ ηγμ)]
+ LFGG
[Fαμ F˜βτ F˜γ σ + F˜αμFβτ F˜γ σ + F˜αμF˜βτFγ σ ]
+ LFFFFαμFβτFγ σ , (21)
which expresses them in terms of the derivatives of the effec-
tive Lagrangian taken at the constant external field value,
Fμν = const.,
LF = dL(F, 0))dF
∣∣∣∣
F=F
, LFF = d
2L(F, 0)
dF2
∣∣∣∣
F=F
,
LGG = ∂
2L(F,G)
∂G2
∣∣∣∣
F=F ,G=0
, (22)
LFFF = d
3L(F, 0)
dF3
∣∣∣∣
F=F
, LFGG = ddF
∂2L(F,G)
∂G2
∣∣∣∣
F=F ,G=0
.
(23)
It is taken into account that once the external field is purely
magnetic in a certain Lorentz frame, the invariant G for it is
zero while F is positive.
It was established in [53] that the second-rank polariza-
tion operator (19) has indeed the structure of (13) with the
eigenvalues a(k) in the infrared regime being
1(k2, kF2k,F)
∣∣∣
k→0 = k
2LF, (24)
2(k2, kF2k,F)
∣∣∣
k→0 = k
2LF − (kF˜2k)LGG, (25)
3(k2, kF2k,F)
∣∣∣
k→0 = k
2LF − (kF2k)LFF. (26)
Henceforth, we shall be dealing only with sources that
are static in a reference frame, where the external field is
magnetic, i.e. time-independent charges at rest in a magnetic
field,
jμ(x) = δ0μq(x), j˜μ(k) = (2π)δ0μδ(k0)q˜(k), (27)
where the tilde marks the Fourier-transformed function.
2.1 Linear response—modified Coulomb law at large
distances
Employing the source (27) in (17) and taking into account
that at k0 = 0 out of all the three (nontrivial) eigenvectors
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(14) only (2)μ has its zeroth component different from zero,
while its spatial components disappear (2)i = 0, we get
a0lin(k) = (2π)
3∑
a=1
δ(k0)q˜(k)
(k2 − a(k))

(a)
0
((a))2

(a)
0
= (2π)δ(k0)q˜(k)
(k2 − 2(k)) , alin(k) = 0. (28)
(We disregarded the longitudinal part kμ, which does not
contribute to the field strength.) So, naturally, only a static
electric field is produced by a static source at the linear level
(9), and no magnetic field.
Equation (28) is approximation independent. In the
infrared limit, (25) is to be used with k0 = 0 and (k F˜2k) =
2Fk23 = B2k23 in the special frame, when the latter is so ori-
ented that axis 3 coincides with the direction of the external
magnetic field B, B = B3 = F12, B1,2 = 0. Then in the
coordinate space the linear potential (28) becomes
a0lin(x) =
1
(2π)3
∫
q˜(k)eik⊥·x⊥d2k⊥eik3·x3dk3(
1 − LF + 2FLGG
)
k23 + k2⊥
(
1 − LF
)
= 1
(2π)3
∫
q˜(k)
eik⊥·x⊥d2k⊥eik3·x3dk3
εlongk23 + k2⊥εtr
, (29)
where we have used expressions for longitudinal and trans-
verse dielectric constants from [53] (see also [54])
1 − LF = εtr, 1 − LF + 2FLGG = εlong,
where the field invariant F is henceforth taken on the external
field, 2F = B2, unlike its previous more general definition in
(1). The subscript⊥ indicates projection onto the (1, 2)-plane.
The behavior of (29) at large distances |x⊥| → ∞, x3 → ∞
is
a0lin(x) ∼
Q
(2π)3
∫
eik⊥·x⊥d2k⊥eik3·x3 dk3
εlongk23 + k2⊥εtr
, (30)
where Q = q˜(0) = ∫ q(x)d3x is the total charge with the
understanding that the charge density is either compactly dis-
tributed inside a volume or decreases sufficiently fast outside
it, so that this integral converges.
By making the change of variables ε1/2longk3 = k′3,
k⊥ε1/2tr = k′⊥ the integral (30) is transformed to
a0lin(x) ∼
Q
(2π)3ε1/2longεtr
∫
eik
′·x′d3k′
k′2
= Q
4πε1/2longεtr
1
|x′|
= 1
4πε1/2longεtr
Q(
x2⊥ε
−1
tr + x23ε−1long
)1/2
= 1
4πε1/2tr
Q(
x2⊥εlong + x23εtr
)1/2 , (31)
where the notations x′⊥ = x⊥ε−1/2tr , x ′3 = x3ε−1/2long , |x′| =
(|x′⊥|2 +(x ′3)2)1/2 were used. This anisotropic Coulomb law,
resulting from the infrared limit (19) of the second-rank
polarization operator, is thereby the long-distance asymp-
totic behavior of the electrostatic potential produced by a
charge, locally distributed in space, in a constant magnetic
field.
It may also be useful to write the scalar potential (31) in
an O(3)-invariant way as a function of two rotational scalars:
a0lin(x) = a0lin(x2, (B · x))
= 1
4πε1/2tr
Q(
x2εlong + (B · x)2LGG
)1/2 . (32)
Previously [16–19], that potential was found in QED in the
whole space, the vicinity of the charge—where the potential
has the Debye form—included, starting from the off-shell
calculations of the full (free of the restrictive assumption kμ
∼ 0) second-rank off-shell polarization operator in a mag-
netic field. This was first performed within the accuracy of
one fermion loop in [46–50]. If the one-loop Heisenberg–
Euler effective Lagrangian is taken for L in (31), it makes (a
corrected3 form of) the large-distance behavior of the poten-
tial in QED.
2.2 Quadratic response—magneto-electric effect
When the four-vector potential in expression (4) is chosen
as aμ (x) 	 aμlin (x) = δ0μ a0lin (x), so as to carry only elec-
trostatic field E (x) = − ∇a0 (x), the nonlinear current (4),
approximated by (8) in accord with the iteration (7) (hence-
forth we omit the explicit indication that it is taken on linear
fields), becomes [1], up to the third and fourth powers of the
applied field,
j0nl (x)=0, jnl (x)= jFF (x) + jFGG (x) + jGG (x), (33)
jFF (x) = LFF2 (∇ × B) E
2, jFGG (x)
= −LFGG
2
(∇ × B) (B · E)2,
jGG (x) = −LGG (∇ × E) (B · E),
after the expression (20) for the third-rank polarization tensor
in the local limit has been used. Here every derivative acts
on everything to the right of it.
Note that in (33), E is the applied electric field, the non-
linear response to which is under consideration. Correspond-
ingly, ( 33) is quadratic with respect to E. To the contrary, the
3 The omission in [16–18] was that k⊥ was set equal to zero when deriv-
ing (35) there. For a large magnetic field in QED εlong grows linearly
with the field, whereas εtr remains ≈ 1, since LF ∼ α ln B/BSch. For
this reason all conclusions drawn in [16–18] concerning the large-field
behavior remain unaffected.
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external magnetic field B = (∇ × A) , B = (2F)1/2 enters
(33) with all powers, since the coefficients in it depend on B
in a complicated way according to their definitions (22) and
(23).
Let us discuss the structure of the nonlinear correction to
the electromagnetic field caused by the current (33) follow-
ing (10). We appeal to the representation (16) for the photon
propagator in it. First we note that the mode c = 2 does
not contribute, since j0nl = 0, and (2)i = (F˜k)i (14) disap-
pears, when multiplied by the Fourier transform j˜nl (k) δ(k0)
of (33). Also the zeroth components of the other two eigen-
vectors (14) (1,3)0 vanish if taken at k0 = 0. Thus we are left
with
a0nl = 0, ainl(k) =
∑
c=1,3
(2π)δ(k0)
(k2 − c(k))

(c)
i
((c))2
( j˜ jnl (k) (c)j ),
(34)
which indicates that the quadratic response to a static electric
field is purely magnetic.
It can be shown that (34) are in fact exact relations in
the electrostatic case, independent of the infrared approxi-
mation. This implies that in that instance only modes 1 and 3
propagate the magnetic field. However, in a spherically sym-
metric infrared example as to be considered below we have
j˜ jnl (k) (1)j = 0, so only the term c = 3 contributes in the
nonlinear electromagnetic field (34).
If the linear vacuum polarization (in fact, the magneti-
zation) is neglected,4 1,3 = 0, the nonlinear magnetic field
h = k×anl obtained from (34) satisfies the standard Maxwell
equation k2anl = j˜nl. In this case this field follows from (33)
[1]:
hi (x) = hi (x)+ ∂i∂k4π Ik (x), Ik (x) =
∫
d3 y
hk (y)
|x − y| , (35)
where
hi (x) = hFFi (x) + hFGGi (x) + hGGi (x),
hFFi =
Bi
2
LFFE2, hFGGi = −
Bi
2
LFGG (B · E)2 ,
hGGi = −LGG (B · E) Ei . (36)
3 Quadratic magnetic response to a spherically
symmetric applied electric field: simple example
In this section, in order to present the magneto-electric effect
in its most explicit way, we shall consider the magnetic field,
4 The effect of the magnetization is of higher order in the fine-structure
constant. Its full account can be found in [55].
which is the response of the vacuum to the applied electric
field, whose vector potential is chosen to be the following
smooth spheric-symmetrical Coulomb-like function:
a0 (r) = aI0 (r) θ (R − r) + aII0 (r) θ (r − R), r = |x|
aI0 (r) = −
Ze
8π R3
r2 + 3Ze
8π R
, aII0 (r) =
Ze
4πr
. (37)
Here θ (z) is the Heaviside unit step function, defined as
θ (z) =
⎧⎨
⎩
1, z > 0,
1/2, z = 0,
0, z < 0.
d
dz
θ (z) = δ (z),
and δ (z) stands for the Dirac delta function. Equation (37)
supplies us with the simplest example, where the mag-
netic field comprising the nonlinear vacuum response can
be explicitly studied, the shape of the lines of force being
fully described. If not for the linear polarization, the potential
(37) would be the field of the extended spherically symmet-
ric charge distributed with the constant density ρ (r) inside
a sphere r ≤ R with the radius R:
ρ (r) =
(
3
4π
Ze
R3
)
θ (R − r). (38)
However, it should be kept in mind that with the account of
the linear vacuum polarization, the potential distribution (37)
cannot be supported by any spherically symmetric charge,
strictly localized in a finite space domain. To find the genuine
source of the field (37), one should apply the operator in the
left-hand side of (6) to it. The result looks like
ρlin (x) = ρ (r) (1 − LF)
+ 2FLGG
(
1 + (B · x)
2
B2
d
rdr
)
d
rdr
a0 (r).
This charge density is cylindrically symmetric and extends
beyond the sphere, r > R, decreasing as 1/r3, or 1/x33 far
away, depending on the direction.
The particular result to be formulated in the present section
that the magnetic response to an electrostatic field implies
that the charge giving rise to the latter carries a magnetic
dipole will be confirmed for a general charge density distri-
bution in the next section. Only the expression for the mag-
netic moment will be less explicit, nor the expressions for the
induced magnetic field and the shape of its lines of force in
the region closer to the charge. The aim of the present section
is just to detail this, appealing to the simplified example of
(37).
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Now we proceed with the applied potential (37). It yields
the following electric field:
E (x) =
(
Ze
4π
)
E (r) x, (39)
E (r) = θ (R − r)
R3
+ θ (r − R)
r3
. (40)
In writing the expression for (40) we took into account
the continuity of (37) and of its derivatives at r = R. As a
result, Dirac delta terms stemming from the differentiation
of the step function could be omitted (see the appendix for
a general discussion of the subject). This simplification will
be used every time functions are continuous.
3.1 Nonlinearly induced current
Taking into account the electric field (39) and
E2 (r) = θ (R − r)
R6
+ θ (r − R)
r6
, (41)
the contributions (33) to the nonlinear current take the form
jFFi (x) = LFFεi jk Bk El∂ j El ,
jFGGi (x) = −LFGGεi jk Bk Bl Bn El
(
∂ j En
)
,
jGGi (x) = −LGGεi jk∂ j (Ek Bl El) . (42)
Therefore
jnl (x) =
(
Ze
4π
)2 { (LFF + LGG) θ (R − r)R6
+
(
LGG−2LFF+3LFGG (B · x)
2
r2
)
θ (r −R)
r6
}
(x × B).
(43)
Again, thanks to the continuity of E (x) ( 39), the expressions
(42), (43) do not contain the δ-like contributions that might
come from the differentiation of the Heaviside θ -function.
But the nonlinear current is discontinuous at the surface of
the sphere r = R. We shall see below that the magnetic field
produced by it is still continuous.
The lines of the nonlinear current (43) are circular and lie
in planes orthogonal to the external magnetic field. Its density
decreases as the sixth power of the distance from the center
of the charge, or of the distance from the axis, parallel to the
external magnetic field—for large distances.
Equation (43) is our final expression for the current that
may be of independent interest. In calculating the magnetic
field produced by it in the next subsection, however, we shall
not exploit it, but refer to expressions of the previous sections.
Observe that the proportionality of the current jnl (x)
above to (x × B) , and hence its circular character in the
transverse plane, is valid also for any spherically symmet-
ric field distribution like (39), irrespective of the special
form (40). This property means that an expansion of (33)
over the (spatial part of) the eigenvectors of the polarization
operator in a magnetic field (14) does not contain, in the
momentum space, a nonvanishing contribution proportional
to the vector b(1), whose components are (1)1,2 = k1,2k23,

(1)
3 = −k3(k21 + k22), but it is proportional to the vector
b(3), such that (3)3 = 0, (3)1 = −k2, (3)2 = k1, which
is thereby the only vector contributing in the expansion of
the nonlinear current in the spherically symmetric case. The
three vectors b(1), b(3), and b(4) = k are mutually orthogo-
nal. There is no contribution proportional to b(4) due to the
continuity ∇jnl = 0. As for the eigenvector (2)μ , its spatial
part is zero in our static case of k0 = 0. Correspondingly,
only the value c = 3 appears in the expansion of the nonlin-
ear magnetic field (34). We do not know if this circumstance
may be a general consequence of the spherical symmetry,
independent of the infrared approximation.
3.2 Nonlinearly induced magnetic field
We shall calculate here the magnetic field, nonlinearly
induced by the electrostatic field (37) within the infrared
approximation, basing ourselves on (35), which assumes the
neglect of the linear vacuum polarization.
3.2.1 Second contribution in (35)
In order to find the integrals Ik (x) = IFFk (r)+IFGGk (x)+
IGGk (x) it should be noted that the three parts have the fol-
lowing structure:
IFFk (r) =
∫
d3 y
hFFk (y)
|x − y| =
1
2
(
Ze
4π
)2
×LFFBkv (r), y = |y| ,
IFGGk (x) =
∫
d3 y
hFGGk (y)
|x − y| = −
1
2
(
Ze
4π
)2
×LFGGBk
[
(B · x)2u(r) + B2w(r)
]
,
IGGk (x) =
∫
d3 y
hGGk (y)
|x − y| = −
(
Ze
4π
)2
×LGG [xk(B · x)u(r) + Bkw(r)], (44)
where
v (r) =
∫
d3 y
E2 (y) y2
|x − y| , (45)
and u(r) and w(r) are the scalar coefficients in the tensor
decomposition
∫
d3 y
E2 (y) yi yk
|x − y| = u (r) xi x j + w (r) δi j . (46)
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The basic angular integrals involved in (45), (46) are (we
refer to (2.222) in [56] for their values)
V1(r, y) =
1∫
−1
d (cos ϑ)
1√
r2 + y2 − 2r y cos ϑ
= 1
r y
{r + y − |r − y|}, r, y  0, (47)
and
V2(r, y) =
1∫
−1
d (cos ϑ)
cos2 ϑ√
r2 + y2 − 2r y cos ϑ
=
(
2r4 − 2r3 y + 7r2 y2 − 2r y3 + 2y4
15r3 y3
)
(r + y)
−
(
2r4 + 2r3 y + 7r2 y2 + 2r y3 + 2y4
15r3 y3
)
× |r − y| , r, y  0. (48)
One can immediately verify that v (r) (45) takes the form
v (r) = 2π
∞∫
0
dyy4E2 (y) V1(r, y). (49)
Further, once (46) does not depend on B, one can choose
B ⊥ x to find
w(r) = 1
B2
∫
d3 y
E2 (y) (B · y)2
|x − y|
∣∣∣∣∣
B⊥x
= π
∞∫
0
dyE2 (y) (V1(r, y) − V2(r, y)). (50)
When getting this result we counted off the angle
ϑ from the radius vector x, and ϕ from B, so that
B · y = By sin ϑ cos ϕ, and we took into account the relation∫ 2π
0 cos
2 ϕdϕ = π . Analogously, by choosing B ‖ x we find
from (46) that
r2u (r) + w (r) = 1
B2
∫
d3 y
E2 (y) (B · y)2
|x − y|
∣∣∣∣∣
B‖x
= 2π
∞∫
0
dyy4E2 (y) V2(r, y), (51)
since now B · y =By cos ϑ. Using (50) for w (r) we get the
function u (r) in (46),
u(r) = π
r2
∞∫
0
dyy4E2 (y) (3V2(r, y) − V1(r, y)). (52)
Now (49), (50), and (52) define the contributions (44) to
the field h (x) according to (35). These equations are valid,
generally, for an arbitrary spherically symmetric field distri-
bution of the form (39), provided that E (r) there decreases
sufficiently fast at large r to guarantee the convergence of
the remaining integrals over y. For E2 (y) taken as (41) the
remaining y-integrations in (49) and (51) can be explicitly
done with the help of (47), (48), and their calculation is illus-
trated in the appendix.
We obtain in this way
v (r) = π
[
3
R2
(
1 − r
4
15R4
)
θ (R − r)
+ 2
r2
(
12r
5R
− 1
)
θ (r − R)
]
, (53)
for (49), and
r2u (r) + w (r) = π
R2
(
1 + 2r
2
5R2
− 9r
4
35R4
)
θ (R − r)
+ 8π
5Rr
(
1 − 2R
2
7r2
)
θ (r − R),
u (r) = 3π
5R2
(
1 − 10r
2
21R2
)
θ (R − r)
R2
+π
(
1 − 24R
35r
)
θ (r − R)
r4
,
w (r) = π
(
1 − r
2
5R2
+ r
4
35R4
)
θ (R − r)
R2
−π
(
1 − 8r
5R
− 8R
35r
)
θ (r − R)
r2
(54)
for (51), (52), and (50). With these results the integrals ( 44)
have the form
IFFk (r) = π
(
Ze
4π
)2
LFFBk [I1 (r) θ (R − r)
+ I2 (r) θ (r − R)] , (55)
IFGGk (x) = π
(
Ze
4π
)2
LFGGBk [I3 (r) θ (R−r)
+ I4 (r) θ (r − R)] , (56)
IGGk (r) = π
(
Ze
4π
)2
LGG
[
I5k (r) θ (R − r)
+ I6k (r) θ (r − R)
]
, (57)
where
I1 (r) = 32R2
(
1 − r
4
15R4
)
, I2 (r) = − 1
r2
(
1 − 12r
5R
)
,
I3 (r) = − 12R2
[(
1 − r
2
5R2
+ r
4
35R4
)
B2
+ 3r
2
5R2
(
1 − 10r
2
21R2
)(
B · x
r
)2]
,
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I4 (r) = − 45Rr
[(
1 + R
2
7r2
− 5R
8r
)
B2
+5R
8r
(
1 − 24R
35r
)(
B · x
r
)2]
,
I5k (r) = −
3xk(B · x)
5R4
(
1 − 10r
2
21R2
)
− Bk
R2
(
1 − r
2
5R2
+ r
4
35R4
)
,
I6k (r) = −
xk(B · x)
r4
(
1− 24R
35r
)
+ Bk
r2
(
1− 8r
5R
− 8R
35r
)
.
(58)
Using these representations it is straightforward to make
sure that the functions (55)–(57) are continuous in the point
r = R. So are also all their first and second derivatives
with respect to the coordinate components. Consequently,
the Dirac delta functions and their derivatives, which stem
from differentiation of the step functions in the calcula-
tion of ∂i∂kIk (x) /4π from (44), do not contribute (see the
appendix). As a result these derivatives can be left in their
simplest form,
∂i∂k
4π
Ik (x) =
(
Ze
8π
)2 {
∂i∂k
[
LFF BkI1 (r)
+ LFGGBkI3 (r) + LGGI5k (r)
]
θ (R − r)
+ ∂i∂k
[LFFBkI2 (r) + LFGGBkI4 (r)
+ LGGI6k (r)
] }
θ (r − R). (59)
The final form of (59) is
∂i∂k
4π
Ik (x) =
(
Ze
8π
)2 {
θ (R − r)
R4
[
2
(
−LGG− 15 B
2LFGG
)
Bi
− 2r
2
5R2
((
Bi + 2 (B · x) xi
r2
)(
LFF − 4LGG
−4
7
B2LFGG
)
− 15
7
LFGG
(
B · x
r
)2
Bi
)]
+ θ (r − R)
r4
[
2
(
Bi − 4 (B · x) xi
r2
)
×
(
LFF − LGG − LFGG B2
)
+ 6LFGG
(
B · x
r
)2 (
Bi − 2 (B · x) xi
r2
)
− 4r
5R
(
Bi − 3 (B · x) xi
r2
)(
3LFF
−LFGG B2 − 2LGG
)
+ 36R
35r
(
Bi
−5 (B · x) xi
r2
)
B2LFGG − 12R7r
(
B · x
r
)2
×
(
3Bi − 7 (B · x) xi
r2
)
LFGG
]}
. (60)
3.2.2 Total nonlinear magnetic field
With the explicit form (60) of ∂i∂kIk (x) /4π we proceed to
evaluate the total magnetic field (35). Bearing in mind (39)
and (41) the field hi (x) in (36) is written as
hi (x) =
(
Ze
8π
)2 {2r2
R2
[(
LFF − LFGG
(
B · x
r
)2)
×Bi − 2LGG (B · x) xi
x2
]
θ (R − r)
R4
+ 2
[(
LFF − LFGG
(
B · x
r
)2)
× Bi − 2LGG (B · x) xi
r2
]
θ (r − R)
r4
}
, (61)
and the total magnetic field (35) has the final form
hi (x) = hini (x) θ (R − r) + houti (x) θ (r − R), (62)
hini (x) = hini (x)⊥ −
2r2
R2
(
Ze
4π R2
)2 {1
7
LFGG
(
B · x
r
)2
Bi
+ 1
5
(
1
2
LFF + 12LGG−
2
7
B2LFGG
)
(B · x) xi
r2
}
,
(63)
hini (x)⊥ = −
(
Ze
4π R2
)2 [1
2
(
1 − 4r
2
5R2
)
LGG + x
2
10R2
LFF
+ 1
10
(
1 − 4r
2
7R2
)
B2LFGG
]
Bi , (64)
houti (x) = houti (x)⊥ +
(
Ze
4πr2
)2 (
1 − 9R
7r
)
LFGG
(
B · x
r
)2
×Bi − 2
(
Ze
4πr2
)2 {(
1 − 9r
10R
)
LFF − 12
(
1− 6r
5R
)
×LGG
[(
−1 + 3r
10R
+ 9R
14r
)
B2
+3
2
(
1− R
r
)(
B · x
r
)2 ]
LFGG
}
(B · x) xi
r2
, (65)
houti (x)⊥ =
(
Ze
4πr2
)2 {1
2
(
1 − 6r
5R
)
LFF
−1
2
(
1 − 4r
5R
)
LGG − 12
(
1 − 2r
5R
− 18R
35r
)
×LFGGB2
}
Bi .
Here hini (x) represents the total magnetic field for points
inside the sphere (r < R), while the designation houti (x) is
reserved to the field outside the sphere (r > R). The total
magnetic field ( 62) is continuous at r = R. The orientation of
the magnetic field (62) will be revealed in the next subsection,
where we present the shape of the lines of the magnetic field.
The long-range contribution of (65), hLRi (x), behaves like
a magnetic field generated by a magnetic dipole:
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hLRi (x) =
3 (x · µ) xi
r5
− μi
r3
, (66)
with µ being the equivalent magnetic dipole moment, given
by
μi =
(
Ze
4π
)2 1
5R
(
3LFF − 2LGG − B2LFGG
)
Bi . (67)
3.3 Magnetic moment of a spherical charge
In this section we are going to explore the dependence of the
magnetic moment (67) with respect to the external applied
magnetic field B. To do that one has to consider the cor-
responding dependence of the coefficients LFF, LGG, and
LFGG on B. Such coefficients essentially depend on the
model under consideration, but, confining ourselves to QED
and working within the local limit approximation, they have
the specific form provided by the Heisenberg–Euler effec-
tive Lagrangian [58–61]. They have been considered before
in [53] and due to this fact we use here the expressions pre-
viously derived there to obtain5
3LFF − 2LGG − B2LFGG =
(
α
π B2Schb3
) ∞∫
0
dte−
t
b
×
{
coth2 t − (t
2 + 3) coth t
3t
}
< 0, (68)
where BSch = m2/e and b = B/BSch. Using the latter result,
the magnetic moment (67) has the form
μ = λ
b2
∞∫
0
e−
t
b
(
coth2 t − (t
2 + 3) coth t
3t
)
,
λ ≡
(
Ze
4π
)2 (
α
5π RBSch
)
. (69)
The negativity of (68) and of μ (69) indicates that the
magnetic moment is directed oppositely to the background
magnetic field.
This integral does not have an analytical solution. To show
the dependence of the magnetic moment with respect to the
external field we plot the numerical results of the ratio −μ/λ
for each given value of b within the range 10−2 ≤ b ≤ 50
(Fig. 1). Although (69) does not have an analytical solution,
one can estimate its asymptotic behaviors for small and large
values of the external magnetic field B. In the first case, for t
sufficiently small, the exponent e−t/b is approximately zero.
5 See (62) and (63) in [53].
Separating the integral above in two parts, where the limit 	
is chosen such as b  	, one can write
b2
λ
μ =
	∫
0
e−
t
b f (t) +
∞∫
	
e−
t
b f (t)
	
	∫
0
e−
t
b f (t), f (t) = coth2 t − (t
2 + 3) coth t
3t
,
(70)
since the second integral in the first line is practically zero
(t is always t  b). Once the function f (t) has a maximum
at t = 0, one can conclude that the greatest contribution for
(70) is
μ
λ
	 1
b2
	∫
0
e−
t
b
(
− t
2
45
− t
4
189
)
	
	∫
0
e−
t
b
(
− t
2
45
)
, (71)
by which, after two integrations by parts, we obtain
	∫
0
e−
t
b
(
− t
2
45
)
	 1
45
[
2b3 − e− 	b
(
b	2 + 2b2	 + 2b3
)]
.
(72)
Finally the asymptotic form of (69) is linear in b,
μ
λ
	 −λ
(
2b
45
)
. (73)
In the large-field asymptotic regime B  BSch the inte-
gral (68) decreases as − α3π em2 B providing in turn a constant
value to the magnetic moment (see the horizontal dot-dashed
line in Fig. 1) μ = −λ/3.
3.4 Magnetic lines of force
3.4.1 Interior
Here we are going to establish the form of the lines of force of
(63 ), first on the inside of the sphere. To this end, in the same
way as in Sect. 2.1, we direct the axis x3 along the magnetic
field B and represent the vector (63) in the orthogonal basis
of unit vectors e(1)i , e(3)i directed along the orthogonal axes
1 and 3 as
hini (x) = e(3)i B
[
A + D r
2
R2
+ (g + C)
( x3
R
)2]
+ e(1)i BC x3x1R2 , (74)
123
Eur. Phys. J. C (2014) 74:2838 Page 11 of 17 2838
Fig. 1 The magnetic moment (69) of a charge plotted in logarithmic
scale against the magnetic field b = B/BSch in the range 10−2 < b <
50. The scaling parameter is λ = (Ze/4π)2(α/5π R BSch). The dot-
dashed line corresponds to the large-field constant asymptotic value,
while the dashed line is the small-field linear asymptotic behavior (73).
The step in b is 10−2. The leftmost value for the magnetic moment is
approximately −4.4 × 10−3λ
with
A = −1
2
(
Ze
4π R2
)2 (
LGG + 15 B
2LFGG
)
,
D = 2
5
(
Ze
4π R2
)2 (
LGG − 14LFF +
1
7
B2LFGG
)
,
g = −2
7
(
Ze
4π R2
)2
LFGGB2, (75)
C = −1
5
(
Ze
4π R2
)2 (
LFF + LGG − 47 B
2LFGG
)
, (76)
being functions of B, independent of the coordinates x. We
set x2 = 0, since the full pattern of the lines of force is
to be obtained from the one in the plane (3,1) by rotating
along axis 3 due to the cylindric symmetry of the problem,
so r2 = x21 + x23 . Equalizing the derivative dx3dx1 with the ratio
hin3
hin1
provides us with the differential equation for the shape of
the line of force x3(x1). With the new notations y = x3/R
and z = x1/R this differential equation follows from (74):
y
dy
dz
= β + γ z
2 + Ey2
z
, (77)
where β = A
C
, γ = D
C
, E = D + g
C
+ 1.
This is the so-called second-type Abel first-order differ-
ential equation with the family of solutions [57]
y =
√√√√− β
E
+ γ z
2
1 − E +
(
− z
2
z20
)E
, (78)
parametrized by the integration constant z0.
Extreme points of the lines of force given by (78) are
achieved at z2extr =
(
γ
(E−1)E
) 1
E−1 (−z20
) E
E−1 . The cor-
responding extremum value yextr of the vertical coordi-
nate turns to zero for the curve corresponding to the
largest admitted value of the integration constant, (z20 )foc =
γ −1β E−1E (E (1 − E)) 1E . This closed curve degenerates to a
point. Its position at the abscissa axis is z = zfoc = (−β
γ
)1/2.
We call this point the focus of the lines-of-force pattern.
Larger values of the integration constant would not give rise
to any line of force, since they would make y complex for
any z. Therefore the integration constant can be taken within
the range zfoc0 > z0 > 0. As we let the parameter z0 dimin-
ish down to the zero value, we pass to lines of force that
go farther and farther from the horizontal axis. In the limit
z0 = 0 we reach the ultimate curve that passes through the
origin z = y = 0 and coincides with the y-axis. The focal
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point may lie both inside and outside the sphere, depending
on whether −β
γ
= −AD is smaller or larger than unity.
Bearing in mind the asymptotic behavior at large magnetic
field, B  m2/e,
LFF = α3π
1
B2
, LGG = α3π
( e
m2
) 1
B
, B2LFGG
= B2 dLGG
dF
= −LGG, (79)
the basic quantities forming the coefficients A, D, and g (75 )
in QED (see e.g. [53]), we find for zfoc the value (7/6)1/2 > 1
outside the sphere in this limit.
In the limit of a pure point-like dipole β → 0, the focal
point tends to the origin, and all the lines of force are squeezed
between these two points. In the large-field regime (79), the
constants are
β = 2LGGLFF + 117 LGG
=
2
(
e
m2
)
1
B + 117
(
e
m2
) ,
γ =
1
2LFF − 127 LGG
LFF + 117 LGG
=
1
2B − 127
(
e
m2
)
1
B + 117
(
e
m2
) ,
E =
3
2LFF − 117 LGG
LFF + 117 LGG
=
3
2B − 117
(
e
m2
)
1
B + 117
(
e
m2
) .
For B → ∞, the coefficients above become
β = 14
11
, γ = −12
11
, E = −1, (80)
and the magnetic curves take the final form
y (z) =
√
14
11
− 6
11
z2 −
(
z0
z
)2
. (81)
The family of magnetic lines labeled by positive values of
the integration constant z0 in the interval 0 < z0 < 7√66 are
drawn following (81) in Fig. 2. For negative z20, the corre-
sponding curves lie completely outside the sphere z2 + y2 =
1, rounding from outside the family presented in this figure.
We are not interested in showing them, because our start-
ing equations in this subsection belong to the interior of that
sphere. For z20 >
49
66 the solutions (81) are no longer real.
The values taken for parametrizing the six curves in Fig. 2
are indicated in the drawing. We must mistrust those parts of
the curves in Fig. 2 that belong to the exterior of the sphere,
and our next task is to obtain the continuation of the magnetic
lines of force to that region.
3.4.2 Exterior
Referring to the same basis and reference frame as in the
previous subsection, the magnetic field outside the sphere
(65) reads
houti (x) = B
{[A′ + (B′ + C′) y2 + D′y4] e(3)i
+ (C′ + D′y2) yze(1)i}
A′ =
(
Ze
4πr2
)2 {1
2
(LFF − LGG − B2LFGG)
+ r
5R
(
2LGG − 3LFF + B2LFGG
)
+ 9R
35r
B2LFGG
}
B′ =
(
Ze
4πr2
)2 R2
r2
(
1 − 9R
7r
)
B2LFGG,
D′ = −3
(
Ze
4πr2
)2 ( R
r
)4 (
1 − R
r
)
B2LFGG,
C′ =
(
Ze
4πr2
)2(R
r
)2{
2
(
−LFF+ 12LGG+B
2LFGG
)
+ 3r
5R
(
3LFF−2LGG−B2LFGG
)− 9R
7r
B2LFGG
}
(82)
where y = x3/R and z = x1/R. The ratio hout3 (x) /hout1 (x)
can be expressed as
hout3 (x)
hout1 (x)
= β
′ (y, z)
yz
+ γ ′ (y, z) y
z
+ E ′ (y, z) y
3
z
,
β ′ (y, z) = A
′
C′ + D′y2 , γ
′ (y, z) = B
′ + C′
C′ + D′y2 ,
E ′ (y, z) = D
′
C′ + D′y2 . (83)
Taking into account the asymptotic behavior at large mag-
netic field B  m2/e (79), the coefficients A′, B′, D′, and
C′ are
A′ =
(
Ze
4πr2
)2 ( α
3π B
) ( e
m2
) ( x
5R
)(
1 − 9R
2
7r2
)
,
B′ = −
(
Ze
4πr2
)2 ( α
3π B
) ( e
m2
)( R2
r2
)(
1 − 9R
7r
)
,
D′ = 3
(
Ze
4πr2
)2 ( α
3π B
) ( e
m2
)( R
r
)4 (
1 − R
r
)
,
C′ =
(
Ze
4πr2
)2 ( α
3π B
) ( e
m2
)( R
r
)2 (
−1− 3r
5R
+ 9R
7r
)
;
(84)
then β ′, γ ′, and E ′ read
β ′ (y, z) = − r
3
5M R3
(
1 − 9R
2
7r2
)
,
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Fig. 2 Magnetic dipole lines of
a static charge in external
magnetic field exampled with
B = ∞. The pattern to be
trusted inside the charge,
y2 + z2 < 1, following the
solution (81) with real z0
(a)
γ ′ (y, z) = 1
M
(
2 + 3r
5R
− 18R
7r
)
,
E ′ (y, z) = − 3R
2
Mr2
(
1 − R
r
)
,
M = 1 + 3r
5R
− 9R
7r
− 3R2
( y
r
)2 (
1 − R
r
)
. (85)
Equating the derivative dy/dz with the ratio hout3 (x) /
hout1 (x) (83 ) one finds the differential equation for the mag-
netic lines outside the sphere. Using (83)–(85) the differential
equation has the final form
dy
dz
= 9R
2r4−7r6+(Rr y)2 (21r2+70Rr −90R2)+105R5 y4(R−r)
R2 yz
[
r2
(
21r2+35Rr − 45R2)+105R3 y2 (R − r)] .
(86)
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(c)(b)
Fig. 3 Magnetic dipole lines of a static charge in external magnetic
field exampled with B = ∞. b The pattern to be trusted outside the
charge, y2 + z2 > 1, following the solution (86). For each choice of
z0 we extract from (81) the corresponding value for y(z) at the border
of the sphere. See (87) for some boundary conditions to (86). c United
pattern to be trusted throughout
This equation does not have analytic (closed) solutions.
We found them by using numerical methods. The integra-
tion constant is fixed by the matching requirements with the
pattern in Fig. 2: we demand that solutions of (77), for each
fixed z0, have the same numerical values as (86) at the border
of the sphere y2 + z2 = r2/R2 = 1. In this way the con-
tinuous continuation of solutions of (77) to the outer region,
where (86) actually holds, is achieved. Figure 3c shows the
overall pattern of magnetic lines to be trusted everywhere,
wherefrom the lines beyond their domains of definition have
been deleted. The values of y (z) and z at the border of the
sphere are listed below for each integration constant z0:
z0 = 0.1 → z 	 0.186, y (0.186) 	 0.983,
z0 = 0.2 → z 	 0.349, y (0.349) 	 0.973,
z0 = 0.3 → z 	 0.486, y (0.486) 	 0.874,
z0 = 0.4 → z 	 0.604, y (0.604) 	 0.797,
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z0 = 0.5 → z 	 0.707, y (0.707) 	 0.707
z0 = 0.6 → z 	 0.8, y (0.8) 	 0.6. (87)
The magnetic lines in 3-c) remind one very much of the
standard pattern of those of a finite-thickness solenoid in
classical magnetostatics.
4 Beyond the spherical symmetry of the applied field
Here we search for an extension of (66) to a spherically non-
symmetric applied electric field. Such a generalization pro-
vides a more general form of the magnetic dipole moment
µ.
Let us first see how the result (66), (67) can be directly
reproduced by considering the long-range behavior of the
magnetic response (35) to the spherically symmetric electric
field (39), (40). According to (36) the field hi (x) in the far-off
domain reads
hi (x) 	 12r4
(
Ze
4π
)2 [(
LFF − LFGG (B · x)
2
r2
)
Bi
−2LGG (B · x) xi
r2
]
, (88)
where we have restricted ourselves to the leading contribution
at large r = |x|. The leading behavior of the quantities Ik (x)
in (35) is
Ik(r) 	 1
r
∫
d3 yhk(y),
provided that the integrals here converge. Then
∂i∂kIk(x) =
(
3xi xk
r5
− δik
r3
)∫
d3 yhk(y). (89)
The field hi (x) (88) falls off faster than this, namely as
1/r4, hence its contribution into the first line of (35) can be
neglected as compared to (89). So, the large-distance behav-
ior of the nonlinear magnetic field hi (x) (35) is just (89), i.e.,
that of a magnetic dipole. Its magnetic dipole moment μLDi is
μLDi =
1
4π
∫
d3 yhi (y),
hi (y) = Bi2
(
LFFE2 (y) − LFGG (B · E (y))2
)
−LGG (B · E (y)) Ei (y) . (90)
The result (90) agrees with the previous result (67) in case
the spherically symmetric E is specialized to (37). To ensure
this, it suffices to substitute expression (61) for hi (y) into
(90) and fulfill the integration, which converges both at the
lower, y = 0, and the upper, y = ∞, limit.
However, the validity of the result (90) is much wider. For
instance, let us take (31) or, equivalently, (32) for the scalar
potential responsible for the remote cylindrically symmetric
electric field of a static extended charge Q = Ze, whose
density decreases sufficiently fast at infinity, but which is
otherwise arbitrary, not subject to any symmetry. Recall that
this cylindrical, instead of spherical, symmetry became in
Sect. 2.1 the effect of the linear vacuum polarization in an
external magnetic field. It is easy to assure oneself that when
this electric field is substituted into (36) for hi (x) , the result-
ing expression in place of (88) also decreases as 1/r4, in the
same way. Hence, we are left again with (89) for the large-
distance asymptote of the nonlinearly induced magnetic field
hi (x) (35). Since the electric field (32) is invariant under rota-
tions around the external magnetic field B, the latter remains
the only special direction in the space. Consequently, the
magnetic moment (90) is directed along B, in the same way
as for (67).
5 Conclusion
In this work it was shown that a static charge, apart from being
a source of the customary Coulomb-like electric field, is also
a nonlinear source of a magnetic field. This field is generated
due to a nonlinearly induced current caused by a constant
and homogeneous external magnetic field. As a result, the
long-range magnetic field behaves like a magnetic field gen-
erated by a magnetic dipole moment. In other words, the
extended charge has a long-range magnetic dipole character.
The magnetic field lines resemble the well-known magnetic
dipole structure.
The validity of equations found here for the nonlinear
magnetic response of the magnetic background to an applied
electric field is restricted to fields smooth in time and space.
They can be directly applied to charged large astrophysical
objects, but they lead to overestimation, where small objects
as charged mesons and baryons are concerned. Therefore, to
make such an application reasonable, one needs to go beyond
the infrared approximation. To this end QED calculations of
three-photon diagrams in an external magnetic field must be
efficiently exploited beyond the photon mass shell. We hope
to come back to this more complicated problem in future
work.
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Appendix
Performing the derivations of the potential (37) leads to Dirac
delta functions and their derivatives as well. Taking into
account the smoothness conditions at r = R, one is able
to simplify the explicit form of some quantities under con-
sideration. One can see that
aI0 (R) = aII0 (R) ,
daI0 (r)
dr
∣∣∣∣∣
r=R
= da
II
0 (r)
dr
∣∣∣∣∣
r=R
,
d2aI0 (r)
dr2
∣∣∣∣∣
r=R
= d
2aII0 (r)
dr2
∣∣∣∣∣
r=R
, (91)
and higher derivatives are not continuous at r = R. In this
way any function proportional to da0(r)/dr ,
da0 (r)
dr
= da
I
0 (r)
dr
θ (R − r) + da
II
0 (r)
dr
θ (r − R)
+
(
aII0 (r) − aI0 (r)
)
δ (r − R), (92)
can be simplified by omitting the Dirac delta-function
terms. This simplification is supported by the fact that(
aII0 (r) − aI0 (r)
)
δ (r − R) gives a zero contribution, since
∞∫
−∞
dr f (r)
(
aII0 (r) − aI0 (r)
)
δ (r − R)
= f (R)
(
aII0 (R) − aI0 (R)
)
= 0,
where f (r) represents any function well-behaved at r =
R. The same idea can be generalized to any function which
depends on d2a0 (r) /dr2 or higher derivatives.
In order to evaluate the integrals Ik (x), in the expres-
sion (35), for the total magnetic field, one has to evaluate
v (r), u (r) and w (r) (49)–(52). All of these functions can
be conveniently written as sums of two other integrals. For
example, we write (49) as v (r) = (2π/r) [v1 (r) + v2 (r)]
where
v1 (r) =
R∫
0
dy
[
(r + y − |r − y|) y
3
R6
]
,
v2 (r) =
∞∫
R
dy
(
r + y − |r − y|
y3
)
.
Now, v1 (r) can be calculated considering two situations,
namely r < R and r > R. Then
v1 (r) = 1R6
⎡
⎣
r∫
0
dyy3 (2y) +
R∫
r
dyy3 (2r)
⎤
⎦
= r
2R
(
1 − r
4
5R4
)
, r < R,
v1 (r) = 2R6
R∫
0
dyy4 = 2
5R
, r > R,
hence,
v1 (r) = r2R
(
1 − r
4
5R4
)
θ (R − r) + 2
5R
θ (r − R). (93)
Similarly
v2 (r) = rR2 θ (R − r) +
(
2
R
− 1
r
)
θ (r − R). (94)
Then (49) takes the final form (53).
Besides, it should be noted that u (r) and w (r) can be
written in a simplified form
x2u (r) = 1
2
(
3c (r)
r2
−v (r)
)
, w(r)= 1
2
(
v (r) − c (r)
r2
)
,
c (r) = 2πr2
∞∫
0
dyy4E2 (y) V2 (r, y), (95)
such that after finding c (r) we can immediately derive u (r)
and w (r). Thus, using the angular integral (48), the function
c (r) takes the form
c (r) = 4π
15r
⎡
⎣
r∫
0
dy
(
5r2 y4 + 2y6
)
E2 (y)
+
∞∫
r
dy
(
2r5 y + 5r3 y3
)
E2 (y)
⎤
⎦ . (96)
Considering again r < R and r > R, separately, we list
below each integral appearing above:
r∫
0
dy
(
5r2 y4 + 2y6
) θ (R − y)
R6
= 9r
7
7R6
θ (R − r) +
(
7r2 + 2R2
7R
)
θ (r − R);
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r∫
0
dy
(
5r2 y4 + 2y6
) θ (y − R)
y6
=
(
5r2 − 3r R − 2R2
R
)
θ (r − R) ;
∞∫
r
dy
(
2r5 y + 5r3 y3
) θ (R − y)
R6
=
(
5r3
4R2
+ r
5
R4
− 9r
7
4R6
)
θ (R − r);
∞∫
r
dy
(
2r5 y + 5r3 y3
) θ (y − R)
y6
= r
3
R2
(
r2
2R2
+ 5
2
)
θ (R − r) + 3rθ (r − R).
Substituting these results in (96) and using (95), the scalar
functions take their final form, (54).
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