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Matrix preconditioning is an important acceleration technique in solving large systems of
linear equations by iterative methods. A good choice of preconditioner can have a crucial impact
on the efficiency and robustness of the resulting preconditioned iterative solver. Preconditioning
pushes, in some sense and to some extent, iterative solvers closer to direct methods. Finding a
good preconditioner inevitably combines a lot of intuition with rigorous definitions.
As stated in the Preface, this book endeavors to present a comprehensive exposition of many
useful preconditioning techniques. It was born mainly out of research done in recent years. It
attempts to combine a mathematical description with a presentation of algorithms and an expla-
nation with the aid of illustrations and computer software.
The book is divided into two main parts covering in total 15 chapters and five appendices. The
first part explains solvers and preconditioners, while the second part is devoted to selected applica-
tions. The author states that the book should be accessible to graduate students in various scientific
computing disciplines, but researchers and computational practitioners would also find it useful.
The first chapter defines basic concepts used later in the book. In addition to covering some
standard notations and operations of the numerical linear algebra and numerical mathematics,
a strong emphasis is placed on a presentation of fast Fourier transform (FFT) and fast wavelet
transform (FWT).
Chapter 2 presents a couple of algorithms related to elimination-based methods for solving
systems of linear equations. In particular, Gaussian elimination and Gauss–Jordan elimination are
described using the concept of elementary matrix transformations. Orthogonalization techniques
are mentioned, some concepts of decompositions of special matrices are described, and selected
matrix reordering methods are discussed.
The subsequent chapter deals mainly with iterative methods. It includes not only a brief over-
view to stationary iterative methods and Krylov-space methods, but it covers also the fast mul-
tipole method. Basic techniques of matrix preconditioning are contained in Chapters 4 and 5,
including incomplete decompositions and preconditioning by approximate inverses. An impor-
tant part of these chapters covers also, among others, fast circulant preconditioners, polynomial
preconditioners and techniques for solving singular integral equations.
Various multilevel preconditioning techniques are included in Chapters 6 and 7. Chapter 6, in
particular, contains an introduction to geometric and algebraic multigrid methods and multilevel
domain decomposition techniques. The chapter which follows then describes multilevel precon-
ditioners based on the nested Schur complements. Various preconditioning techniques based on
fast wavelet transformation are described in Chapters 8–10.
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The second part of the book examines selected applications. Chapter 11 discusses the iterative
solution of boundary integral equations for the acoustic scattering problem. Chapter 12 describes
solvers for saddle-point problems. It covers several contemporary approaches for solving these
problems in challenging applications like elasto-hydrodynamics, particle physics, and computa-
tional fluid dynamics. Image restoration and solving inverse problems is the main focus of Chapter
13. Chapter 14 discusses some problems connected to electric power networks, in particular
mathematical modelling of Hopf bifurcations. All the chapters of the second part of the book
show the importance of preconditioning of iterative methods for solving important application
problems.
The last chapter of the book is an introduction to parallel computing. For this purpose the MPI
coding paradigm was selected. The author describes some of its basic constructs, and demonstrates
its use with examples.
Helpful appendices appear at the back of the book. Their contents ranges from a guide to
fundamental terminology of linear algebra, via brief description of matrix Harwell–Boeing format
to scientific software-related issues.
The book is accompanied by the software in the form of MATLAB M-files, which can be down-
loaded from the author’s web page. These supplied software files are discussed in the respective
chapters. The coded procedures are designed to systematically demonstrate the presented material.
The book attempts to cover a rather large area of contemporary computational mathematics.
It tries to include not only mathematical description, but also algorithms, implementation, and
software. From my perspective, even in the selected subarea of the possible preconditioning
techniques, the author describes individual parts using very different level of detailness. As a
consequence, the overall exposition is not well balanced.
For example, in my experience, the given description of the issues related to the direct methods,
incomplete factorizations and approximate inverses does not fully reflect the state-on-the-art of the
field. Simple MATLAB loops presented for various decompositions hide the real complexity of
sparse implementations which should have been discussed to present a clear distinction between
the sparse Gaussian elimination and other sparse complete and incomplete decompositions. The
fact that the author sometimes overlooks important details can, e.g., be demonstrated by mis-
leading statements concerning factorized approximated inverses (pp. 211–213), or unnecessarily
restricting definitions of MGS and CGS (p. 84). The limitations in the description also result in an
unclear presentation of the problems connected to parallel implementations. Such problems can
be faced in large sparse implementations of minimization-based approximate inverses on one side
(which are considered as a possible approach in several situations) and parallel implementations
of Purcell-type algorithms on the other side. This contrasts with a methodologically different
description of FFT-based and FWT-based issues.
A positive aspect of the book seems to be a tight coupling of the description of preconditioners
to mathematical and application problems. Nevertheless, once the applications are considered,
the prerequisites required from the readers are sometimes much higher than in the other parts of
the book.
Unfortunately, the book suffers from many typos which do not contribute to seamless
reading of the more theoretical chapters. For me the book is also not well-balanced typographi-
cally.
Despite some critical comments, I still consider the book useful, though I would not probably
use it as a textbook for matrix preconditioning classes. (In addition to the material from papers, I
would prefer the books by Y. Saad, A.M. Bruaset and G. Meurant.) The reviewed book does also
help to turn the attention of readers to some relatively new fields in the matrix preconditioning,
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far beyond standard decompositions of matrices from PDEs. Consequently, I believe that it will
be useful for both students and scientists to have this book in the library.
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