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So I triumphed ere my passion sweeping 
through me left me dry, 
Left me with the palsied heart, and left 
me with the jaundiced eye; 
Eye, to which all order festers, all 
things here are out of joint; 
Science moves, but slowly, slowly, creeping 
on from point to point; 
from "Locks ley Hall" 
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SUMMARY 
This research project involves an experimental study 
of the relative K x-ray intensities and of high Z 
K-fluorescence yields. The present study of the atomic 
transition rates is important because: 
(1) The relative simplicity of the K x-ray spectra 
permits more accurate interpretation of experimental results 
than is, in general, possible for higher shells. 
(2) The experimental results may be compared to 
recent refined theoretical predictions. 
(3) Preliminary investigation showed that older 
experimental results were in disagreement with the 
theoretical predictions and the source of these discrepancies 
could be investigated by new and more accurate experimental 
techniques. 
The study of the K x-ray intensity ratios includes 
measurements of the Kn/K intensity ratios over an extended 
range in atomic number, 17 <. Z £ 96. Results of measurements 
for the K /K , K' /K , K' /K ratios at Z = 81, 82 and 
96 are also given. 
Comparison of the above measured ratios to 
corresponding theoretical predictions allowed the following 
major conclusions to be drawn: 
xiii 
(1) The most refined present-day theoretical 
predictions employing wave functions as given by the 
relativistic Hartree-Fock-Slater model and also relativistic 
wave functions of the "Burns" screened hydrogenic type are 
in excellent agreement but show systematic differences 
with the experimental findings. 
(2) The above discrepancies suggest, in a general 
sense, that the theoretical screening of M and higher 
shells is overestimated. 
(3) The discrepancies between the theoretical 
predictions and experimental findings at low Z are 
probably related to chemical bonding effects and ionization 
of the 3p electrons, 
(4) The general agreement between the two above 
theoretical approaches over essentially the entire range of 
Z may imply that the Slater exchange approximation 
introduces very little error into the Hartree-Fock-Slater 
calculations of atomic transition rates. 
(5) The effects of relativity on the Kft/
K intensity 
ratios are generally small, suggesting that further 
theoretical studies can be carried out in the electric dipole 
approximation using nonrelativistic wave functions, 
This experimental study of the relative K x-ray 
intensity ratios involved the use of semiconductor radiation 
detectors selected for their generally good resolution and 
xiv 
and high efficiency in the K x-ray region, i.e. E < 150 keV. 
A comprehensive study of the efficiencies of Ge(Li) and 
Si(Li) detectors in the K x-ray energy region was necessary 
in order to eliminate systematic error in the evaluation of 
the experimental results. The findings of this study are 
presented in terms of a semi-empirical model of detection 
efficiency. In general, it can be stated that quite large 
errors (10% - 20%) in the efficiencies of semiconductor 
detectors may arise from cursory experimental estimates of 
these efficiencies in the K x-ray energy region. 
Measurements of the K-fluorescence yields ((JO in the 
present work give OJ^(Z=78) = 0.967±0.008 and 
0V(Z=82) = 0.972±0.008. These results are found to be in 
reasonable agreement with relativistic Hartree-Fock-Slater 
predictions and with the most reliable semi-empirical 
predictions. The present results are not in agreement with 




When an atom is ionized in an inner shell, it may 
deexcite either by emission of an x ray or by the 
ejection of an outer-shell electron. The latter is 
known as the Auger effect (Auger , 19 25) . 
These two modes of deexcitation have in recent 
years been a topic of great interest, primarily for two 
reasons: (1) the advent of high-speed computers permits 
sophisticated numerical approaches to theoretical 
problems of atomic transition rates that were formerly 
prohibitive, and (2) experimental techniques, with 
advanced electronics and detection devices, can now 
provide a sensitive test of the range and validity of the 
theoretical approximations. The present experimental 
study with high-resolution, semiconductor detectors 
represents an effort to test the validity of theoretical 
predictions of atomic transition probabilities involving 
the K shell. 
In the present work, measurement of the relative 
intensities of the K and KR x-ray groups was made over an 
extended range in atomic number (17<Z<9 6). In addition, 
at high Z (Z>81), the energy separation of the L- and L, 
2 
subshells and the M and N shells is sufficient to 
determine the relative transition probabilities of the 
K , K , K' , and K' x rays. The nonradiative width has 
ai a2' 31' 32 * 
been deduced at Z = 78 and 82 from K-fluorescence yield 
measurements. Recent and current theoretical 
2 3 4 5 studies ' ' ' of atomic transition rates make the 
experimental work timely and significant. 
1.1. Historical Background 
Just seventy-five years ago the first x rays were 
observed by Rontgen (1895), who used a simple electron 
bombardment technique and a fluorescent screen. Because of 
the unknown character of these penetrating radiations, they 
became known as "x rays". Further studies of the properties 
of x rays by Haga and Wind7 (1899) and C. G. Barkla8 (1908) 
showed that the radiation was of the same nature as visible 
light, except that its wave length was several orders of 
magnitude shorter. 
The f i r s t systematic s tudies of c h a r a c t e r i s t i c x-ray 
9 energies, carried out by Moseley (1913) and interpreted on 
the basis the the Bohr (1913) theory of the atom, confirmed 
that the characteristic x rays arise from within the atom. 
Although x-ray energies could be calculated by the empirical 
9 
rules set forth by Moseley , a consistent theoretical 
framework, in which the transition rates of x-ray lines could 
be predicted, was not available until the development of 
3 
11 .. 12 
quantum mechanics by Heisenberg (19 25), Schrodinger 
(1926) and Dirac13 (1926). 
14 Early experimental studies by Meyer (19 29) with 
15 photographic plates and Williams (1933) with ionization 
chambers stimulated theoretical calculation of the 
relative K x-ray rates. A later more extensive inves-
tigation of the relative K x-ray line intensities was 
1 c 
made by Beckman (19 55) with a transmission-type, curved 
crystal spectrometer. 
In cloud chamber measurements of the track-length 
of photoelectrons resulting from x-ray bombardment of 
noble gases, Auger (19 25) observed a curious phenomenon. 
In addition to the photoelectron track of length dependent 
upon the impinging x-ray energy, a second track of length 
independent of the energy of the bombarding x rays was 
observed from some of the ionized atoms. This mode of 
deexcitation, involving the ejection of an atomic electron 
rather than the emission of an electromagnetic quantum was 
described by Auger as a radiationless transition. Because 
of the conclusive nature of his findings, this deexcitation 
process is known as the Auger effect. That the radiation-
less transfer of ionization energy can occur between atomic 
subshells within a major shell was confirmed experimentally 
17 by Coster and Kronig (1935) in a study of satellite 
lines in x-ray emission spectra. Early theoretical attempts 
4 
to calculate ' the Auger transition rates could not be 
adequately tested, because of the limited number of 
transitions calculated and the experimental difficulties 
associated with high-resolution spectroscopy of low-energy 
electrons. A review of early experimental and 
theoretical attempts to study the Auger effect and other 
20 radiationless transitions has been given by Burhop (1952) 
The application of beta spectrometers, curved 
crystal spectrometers and semiconductor detectors to 
high-resolution studies of Auger-electron and x-ray spectra 
has provided impetus for a more detailed investigation of 
the processes involved in atomic deexcitation. A summary 
of the more recent studies related to atomic inner shell 
deexcitations is given below. 
1.2. Recent Studies of Atomic Inner Shell Processes 
In the past few years many experimental measurements 
21— 2 8 
of the relative K x-ray intensities have been made 
Comparison of these findings with the most refined 
2 3 29 3 0 
theoretical calculations ' ' ' have disclosed discrepan-
cies, particularly at low and high z, with each of the 
theoretical predictions. The nature and magnitude of these 
discrepancies is considered in Chapters V and VI. The 1969 
31 
experimental measurements by Nelson, John and Saunders of 
the natural line width of the K and K x-ray transitions 
oti a2 
provide evidence that theoretical predictions of the total 
5 
radiative widths of the K shell agree with the measured 
widths within experimental uncertainty. 
Relative Auger electron intensities for the K-LL 
group have been measured in the range of Z = 9 to Z = 94. 
Relative intensities of lines within the K-LM Auger group 
have been determined in isolated experimental studies from 
Z = 4 7 to Z = 83, but no attempts to determine the relative 
intensities of the lines comprising the K-XY group have 
been published. A summary of the above experimental results 
is given by Ramsdale; in addition, he has calculated 
theoretical absolute and relative intensities of lines 
comprising the K-LL and K-LX groups predicted by the 
relativistic Hartree-Fock-Slater model. 
32 33 
Fink, et al. and Bambynek, et al. have given 
comprehensive reviews of the measurements and theoretical 
calculations of K, L, and M fluorescence yields and 
Coster-Kronig transition probabilities. The relationship 
of the K-fluorescence yield to the radiative and nonradia-
tive K-shell width is discussed in Chapter II. 
1.3. Brief Outline of the Atomic Deexcitation Process 
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A vacancy in the K shell may be created in many ways, 
e.g. by the photoelectric effect, electron capture, charged-
particle bombardment, or internal conversion. Within 10 17 
to 10""11+ seconds, the vacancy is filled by an outer shell 
electron and the excess energy is carried off by one of two 
6 
processes: K x-ray emission or K-Auger electron emission. 
Radiative (K x-ray) deexcitation results from the 
filling of a K vacancy by an outer-shell electron with 
the emission of a photon of energy equal to the difference 
in the binding energies of the K shell and the subshell 
to which the vacancy is transferred. The spectroscopic 
notation used in describing x-ray transitions is due to 
34 M. Siegbahn and is described in Fig. 1 for the K shell. 
The individual lines (transitions) arranged in the order of 
decreasing intensity are as follows: K , K , K0 , K0 , 
KQ , K0 , and K0 . Because of the limited resolution of 
P 2 P5 Pit 
semiconductor detectors, separate lines can not be resolved 
at low Z and are grouped accordingly into the resolved 
K and Kft x-ray groups. At high Z, where the separation 
of the L and L~ subshells is greater than 1 keV and that 
of the M and N shells even larger, the K , K , K' 
^ Ctl ' 0.2 3 1 
and K' x-ray groups can be resolved by Si(Li) and Ge(Li) 
P 2 
cooled semiconductor x-ray detectors. Typical K x-ray 
spectra at low, medium and high Z are shown in Fig. 2. 
The alternate means of K-shell deexcitation, the 
Auger effect, involves the ejection of an outer-shell 
electron. The ejected Auger electrons are classified 
according to the initial and final vacancy distribution, 
K-X Y , where the original vacancy is viewed as being 
Ir JI 
shifted to the X shell with the Y electron being ejected. 
p q y J 
Fig. 1. Siegbahn Notation For The K Shell 
(Kft , KD and Kn refer to K-N , 
p 2 3n 35 2-3 
K-N , and K-M , respectively.) 
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Fig. 2. Typical K X-ray Spectra With Cooled 
Semiconductor Detectors. (Large Peak/Continuum 
results from use of carrier-free radioactive 
sources.) 
9 
Energetically, the transitions K-X Y and K-Y X are 
p q q p 
indistinguishable, thus associated with each Auger electron 
energy is a given pair of equivalent transitions, e.g. 
K-L-.L-, K-L^L., . The K-Auger spectra is divided energeti-
cally into three major groups, K-LL, K-LX and K-XY, where 
X and Y refer exclusively to M and higher shells. 
The K-LL group is composed of six lines in the jj-coupling 
scheme which is predominant at high Z: K-L, L.. ̂ -L^L^, 
K-L,L_, K-L^L^, K-L^L^, K-L-.L-. The minor perturbation on 
the energy levels introduced by L-S coupling splits the 
K-LL spectra into nine lines in the medium to high Z 
region and is observed only with the highest resolution 
beta-spectrometers ' 
The energy of the emitted electron is not only 
dependent on the initial and final vacancy distributions, 
but also is to a lesser extent affected by the rapidly 
changing Coulomb field resulting from the introduction of 
vacancies into the atomic structure. To a close 
approximation, the energy of the emitted K-Auger electron 
is therefore 
E(Auger) = E R - E x - E (1-1) 
p q 
where the binding energies E , E and E are those of the 
K. X Y 
p q 
neutral atom. The approximation yields K-LL Auger energies 
4 
that are slightly higher (-0.5% at Z = 30) than observed 
experimentally. 
10 
The subsequent rearrangement processes which result 
from shifting the original K vacancy to higher subshells 
are further complicated by the presence of radiative and 
nonradiative processes between subshells of the same 
. 17 principal quantum number. Such Coster-Kronig events are 
32 3 7 
discussed in detail by Fink, et al and Karttunen 
1.4. Motivation and Objectives 
The general area of atomic transition probabilities 
envelopes many different fields of endeavor which include 
studies of optical transition probabilities, relative and 
absolute Auger transition probabilities, and relative and 
absolute inner-shell radiative transition probabilities. 
The present work is confined to the K shell for 
several important reasons: 
(1) The relative simplicity of the K x-ray spectra 
permits interpretation of experimental results often diffi-
cult or impossible in higher shells owing to poorly defined 
vacancy distributions within the atomic subshells. 
(2) Since each K shell transition involves the 
wave functions of less energetic levels, the interpretation 
of K spectra does not limit itself to one particular shell 
or level. 
(3) Certain effects, such as relativity and finite 
nuclear size, are more important in the K shell than in 
any of the higher shells. 
(4) The experimental results may be compared to 
theory. This is in contrast to studies of transition 
probabilities and fluorescence yields for higher levels 
where complete theoretical studies of the transition 
probabilities and fluorescence yields are not yet 
available. 
(5) Semiconductor detectors are particularly suited 
for the study of K x rays over a wide range of atomic 
number whereas experimentally, one is limited in L- and 
higher-shell spectra to studies at middle and very high Z. 
(6) Preliminary investigations revealed that older 
experimental results ' ' were not in agreement with the 
2 3 
most recent theoretical calculations ' and the cause of 
the discrepancies was not known. 
The objective of this work was to study the relative 
K-shell x-ray intensities and high Z K-shell fluorescence 
yields in order to determine the limitations of the most 
refined theoretical studies now available. In order to 
reveal the inherent accuracies of these predictions, com-
parisons of the experimental results were made with 
theoretical predictions of a less sophisticated nature. 
Moreover, through a comparison of the experimental findings 
and the theoretical predictions, particular regions of 
theoretical inadequacy may be pointed out, suggesting 
limitations in the approximations involved in the 
theoretical studies. 
12 
1.5. Applications of This Study 
The study of relative K x-ray intensities and 
K-fluorescence yields finds major applications in the area 
of x-ray fluorescence analysis where the identification of 
individual elements may be made nondestructively by 
analysis of the x-ray emission spectra. The most intense 
group in the K x-ray emission spectrum is K ; thus only 
by knowledge of the fractional contribution of K to the 
a 
total K x-ray emission spectrum can one determine 
accurately low-intensity emission lines or interpret 
complex spectral groups. In recent years compact x-ray 
fluorescence spectrometers have been developed for 
geological exploration, designed for field use. Rock 
samples from the surface of the moon have also been analysed 
3 
using an electron microprobe to produce fluorescence x rays 
For the accurate determination of buildup factors 
in thick radiation shields, one must have knowledge of the 
fluorescence yields and relative K x-ray intensities. The 
dose rate in a medium after many mean free paths of the 
incident radiation is particularly dependent on the energy 
deposition of secondary fluorescence radiation. 
The study of the detection characteristics of semi-
conductor detectors (Chapter III) is directly applicable to 
other similar detection apparatus. In studies involving the 
determination of intensities of gamma or x rays in the 
'Hiflll 
13 





The two competing processes in atomic deexcitation, 
x-ray and Auger electron emission, result from basically 
different interactions, as described below (Sees, 2.1 and 
2.2). Since each process can be studied theoretically and 
experimentally independent of the other, each is normally 
approached, particularly in a theoretical sense, exclusive 
of the other. Experimental and theoretical studies of the 
K-fluorescence yield and the width (energy) of the K 
level are exceptions to this statement and involve a com-
bination of results of both studies; for this reason it is 
pertinent to the present experimental determination of OJ 
K. 
at high Z to investigate the interrelationship of the two 
processes, 
The following formula (Eqn. 2-1), in a general sense, 
predicts the time rate of decay of an atomic state, including 
the decay rates associated with the Auger effect and K 
x-ray emission, and thus serves as a beginning for a discus-
sion of the transition probabilities involving the K shell. 
The transition probability per unit time from an initial 
state i to a final state f is given by a formula from 
15 
39 time-dependent per turbat ion theory (Fermi's Golden Rule ) : 
2ir i ^ i „ ' i , . 12 
T = — <f H i> ' p ( E - ) ( 2 - 1 ) 
f l ft f 
where <f|H'|i> is the matrix element of the interaction 
Hamiltonian H' and p(Ef) is the density of the final 
states at an energy E f, satisfying conservation of energy. 
The matrix element <f|H'|i> is defined as 
<f|H'|i> E J>*H'Tj>.dx (2-2) 
T 
where ty. is the initial state wave function and \p* is 
the complex conjugate of the final state wave function and 
the integration is carried out over all spatial coordinates 
x. The total transition probability per unit time Y is 
found by summing Eqn. 2-1 over all final states. 
40 It has been shown that the total probability 
distribution (time-independent) as a function of energy, has 
a maximum at an energy of exactly the difference in energies 
E. - E f, i.e. the most probable energy of the emitted 
particle is E. - Ef. The probability is decreased by a 
factor of two when the emitted particle differs from E. - Ef 
by an amount (•*• fiT) , hence, one commonly speaks in terms of 
the width, AE, of an excited state expressed by: 
16 
AE = fiT (2-3) 
A vacancy in the K shell of an atom is representa-
tive of an excited atomic state for which two separate 
modes of deexcitation are available; therefore: 
r = r + r (2-4) 
K KR KN V } 
where r̂ .. and r__.T are defined as the K-shell radiative 
and nonradiative transition probability (decay) rates, 
respectively, and r is the total decay rate for the 
excited state, as represented by a K-shell vacancy. The 
radiative decay rate, r R, has components F which are 
the decay rates for individual K x-ray transitions, e.g. 
K , K , etc; similarly, FT..T has components rT,M which a 3 KN r KN 
2 1 
are the decay rates for individual K-Auger electron transi-
tions, e, g. K-L-jL^, K-L̂ L..., etc. Radiative and 
nonradiative decay rates, T^R and r^ , respectively, are 
sensitive to the detailed nature of the atomic wave functions; 
thus experimental and theoretical studies of the ratios of 
the radiative components, rv_, and of the nonradiative 
A-R 
components, r£M, may lead to useful information concerning 
K.JN 
the nature of the potential in which the transitions occur. 
The transition probability rates T and T are 
related through the experimentally measurable K-fluorescence 
17 
yield which is defined as 
r r 
_ KR KR , ~ r x 
w - . _ = _ (2-5) 
KR KN K 
Thus, 0) represents the probability of decay by K x-ray 
emission for a single atom with a vacancy in the K shell 
or for a large number of atoms of the same type with single 
vacancies in the K shell it represents the fraction of 
these atoms which decay by K x-ray emission. 
The decay of a vacancy in the K shell leads to an 
energy spread or width of the state from the uncertainty 
2 
principle. The total K-shell width, Y Jh at Z = 50 is 
of the order of 10 eV {Tv - 1.5*10 *
6sec~*) and increases to 
90 eV at Z - 90. This uncertainty in energy manifests 
itself as a broadening of emitted K x-ray and K-Auger 
31 lines. High-resolution (0.15%) measurements of the natural 
line width of K and K x rays have been made, from 
a a J 
1 2 
which the total K-shell width is deduced. As is apparent 
from Eqn. 2-5, the primary source of line broadening for 
large values of cô , which occur at high Z, is the uncer-
tainty in the radiative component L D ; conversely, for small 
values of w^ which occur at low Z, the primary source of 
line broadening is in the uncertainty in the nonradiative 
component T . 
18 
In the following sections dealing with the radiative 
(Sec. 2.1) and nonradiative (Sec. 2.2) processes, a brief 
description is given of the nature of the respective 
processes, followed by a review of the more significant 
theoretical work. Section 2.3 involves a discussion of the 
theoretical calculations of K-fluorescence yields based on 
the above processes. The final section summarizes the 
present theoretical status in the area of atomic transition 
rates. 
2.1. Radiative Transition Probabilities 
A detailed treatment involving the theory of quantum 
electrodynamics is required to derive relativistic expressions 
for the radiative transition probability used in the most 
sophisticated of present-day calculations. Derivations of 
the relativistic interaction Hamiltonian, H' in Eqn. 2-1, 
have been given ' . The form of the Dirac type electronic 
wave functions employed in relativistic calculations of the 
radiative transition probabilities are described in several 
^~ .UU w • .44,45,46 
treatises on the subject ' r 
The nonrelativistic expression for the probability of a 
radiative transition to a K shell vacancy can be expanded 
47 in multipoles; the leading terms are : 
19 
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The terms between the brackets relate to transitions 
arising from electric dipole, magnetic dipole and elec-
tric quadrupole interactions, respectively. The quantity v.f 
is the frequency of the emitted radiation; e, the electronic 
charge; li, Planck's constant divided by 2TT; and c, the 
speed of light. The quantities r and p are the position 
and momentum vectors of the electron involved in the 
transition. Contributions from higher-order multipole 
radiations, e.g. E3, M2, etc., neglected in this expression, 
2 
are less than 1 percent . In the long wave-length approxi-
mation, i. e. assuming the wave length of the emitted 
radiation is much greater than characteristic atomic 
48 dimensions (optical region), it can be shown that the 
contributions from the second and third terms (Ml and E2) in 
Eqn. 2-6 are -10~5 times that arising from the electric 
dipole interaction. Even for K x-ray energies of the 
order of 100 keV (Z - 92), the electric dipole contribution 
to the total K x-ray emission rate is approximately 
99 percent and increases to approximately 99.9 percent at 
Z = 50. 
20 
The predominant contribution of electric dipole 
transitions in x-ray spectra has led to the well-known 
49 allowed (El) selection rules 
A£ = 1 
for electric dipole radiation (2-8; 
Aj = 0,±1 
where A£ = |£. - £_ I and Aj = |j. - j^I; where I. 1 l fl J I J i J f ' I 
and I are the orbital angular momentum quantum numbers of 
the initial and final states, respectively; and j. and j f 
are the initial and final total angular momentum quantum 
numbers of the initial and final states. 
Electromagnetic radiation is normally classified by 
multipole orders L according to the angular momentum L 
(in units of h) carried off by each quantum. For each 
multipole order there are two possible classes of radiation 
electric 2 pole (EL) and magnetic 2 pole (ML) which 
differ with respect to parity. The conservation of angular 
momentum and parity for the system of atom plus x rays 
50 
imposes general selection rules on the possible multipo-
larities of an x-ray transition between two states of 
specified angular momentum (j . , jf) and parities (TT. , Trf) : 
j i - j f |<L < j i + j f ATT = 
(-1)L for EL radiation (2-9 
(-l)1""1 for ML radiation (2-10 
21 
where ATT = +1 denotes no parity change and AIT = -1 denotes 
parity change. 
It is seen that the above rules restrict the emission 
of radiation resulting from a radiative filling of the K 
shell (lsi ) to a maximum of two orders of multipole 
2 
radiation, i.e. j f + •*• and j f - •*>, where j f represents the 
total angular momentum quantum number of the final state 
vacancy. These rules are most general and suggest that the 
emission of magnetic dipole radiation (Ml) between the 23^ 
2 
and ls^ states is possible, in direct contrast to the 
2 
nonrelativistic prediction which prohibits the emission of 
electromagnetic radiation of any form between L, (2g) and 
K (Is) shells. Theoretical predictions of the intensity of 




The emission of electric dipole radiation, resulting 
from the radiative filling of a K vacancy is restricted 
to a final state with a vacancy in a p subshell. The 
simplest theories employing unscreened hydrogenic wave 
functions predict that Tvr. ^ z \ On these grounds, 
52 Callan computed radiative K level widths semiempirically 
using the equation 
rKR = *H I An (2-11} 
n 
22 
where A are empirical coefficients proportional to the 
relative intensities of the various dipole radiations 
53 associated with the np-ls transitions. The results agree 
within ±5% with experimental results and compare favorably 
2 3 
with more sophisticated calculations ' . 
Relativistic calculations of K x-ray emission 
54 rates have been carried out by Massey and Burhop , 
5556 57 58 
Laskar ' , Payne and Levinger , Taylor and Payne and 
29 
Babushkin . All of the above calculations are based on 
a Coulomb potential. The latter calculation, by Babushkin, 
59 introduced the use of screening parameters derived from 
Hartree-Fock wave functions and are in good agreement with 
present-day experimental results for the K x-ray emission 
rates. The other calculations are less successful in the 
prediction of the K x-ray emission rates, primarily 
owing to the approximate fashion in which the effects of 
atomic screening were accounted for. 
Recently, comprehensive treatments of the problem of 
2 
radiative transition rates have been made by Scofield and 
3 
by Rosner and Bhalla . Scofield has computed the total 
radiative decay rates for vacancies in the K and L 
shells, in addition to a number of x-ray lines for selected 
atomic numbers between 12 < Z < 92. The atomic electrons 
were assumed to be in single-particle states in a central 
potential given by the Hartree-Fock-Slater model, as 
23 
prescribed by Herman and Skillman and modified by 
61 
Liebermann, Waber and Cromer to include relativistic 
effects. All multipoles of the radiation field and all 
transitions from occupied states were included. The 
electrons were treated relativistically and the effect 
of retardation was included. 
3 
The calculation by Rosner and Bhalla is very 
6 2 
similar to Scofield's; a small effect arising from the 
finite nuclear size is accounted for and all transitions 
up to and including the N shell were computed. Total 
emission rates for ten different atomic numbers between 
Z = 21 and Z = 93 were included for the K, L, and M 
shells. The major x-ray components involved in the 
3 
radiative filling for the K and L shells were listed . 
The results of Scofield and of Rosner and Bhalla agree to 
three significant figures in all cases. 
2.2. Nonradiative Transition Probabilities 
The first explanation of nonradiative emission of 
electrons in atomic decay was given by Auger , who 
explained the process as an internal photoelectric effect 
6 3 
with characteristic K x rays in the atom. Wentzel 
showed that in the limit of nonrelativistic theory, a non-
radiative transition is caused by the Coulomb interaction 
of the two electrons participating in the transition. 
Eqn. 2-1 for the nonradiative transition probability per 
24 
unit time, in the nonrelativistic approximation, takes the 
form53 
r . _ = 2JL\D - E | 2 (2-12) 
i f ' ' 
fi 
H e r e D = / / if;* (1) if;* (2) —-^± ( D $± ( 2) dx ^ T 
~ 1 2 
wh ere '̂ £(1) and ^5(2) are the complex conjugates of the 
final state electrons 1 and 2, respectively, and ^.(1) 
and \p. (2) are the initial state wave functions of the 
electrons 1 and 2, respectively. The initial states of 
both electrons and the final state of one electron are 
described in terms of bound-state wave functions, whereas 
the wave function of the ejected electron must be described 
64 in terms of a continuum (Coulomb) wave function. The 
exchange element E, found by an interchange of the labels 
1 and 2 in the initial state, results from the indistin-
guishability of certain pairs of transitions, e.g. K-L-.L-. 
and K-L-.L, . A thorough account of the nonrelativistic 
approach to the Auger effect has been given by Kostroun, 
53 Chen and Crasemann 
In the relativistic theory, no simple explanation of 
the Auger effect can be given. The relativistic two-electron 
interaction is described only by a rigorous quantum electro-
dynamical treatment of the retarded interaction between the 
25 
two electrons. Here the perturbation is caused by the 
radiation field created by one electron in filling the 
initial vacancy and acting upon the second electron, 
• *. xz ^ 65,4 
ejecting it from the atom ' . 
t Certain selection rules can be deduced from the 
nonrelativistic theory by inspection of the nonzero matrix 
elements. The initial state is given by the two-electron 
configuration (n,£ , n?£?) with quantum numbers L., S., 
J. and parity IT.. The final state is given by the electron 
configuration (n^£^, E£) with quantum numbers Lf, Sf and 
Jf, Here El refers to the ejected electron in the 
continuum with positive energy E and orbital angular 
momentum I, The selection rules state 
AL = AS = AJ = 0, It. = IU (2-13) 
' i f 
i.e. transitions are allowed only if the initial and final 
states have identical symmetries, L, S, J, and parity IT. 
Under these selection rules the Auger transition K-L..L, is 
permitted, whereas the K-L,L, transition would be essentially 
forbidden if the Auger effect was treated as an internal 
+ 
The existence of metastable atomic transitions violate 
these selection rules but the intensity of such transitions 
is less than approximately 10"6, the intensity of transi-
tions permitted by the selection rules. [Private 
communication from S. T. Manson. See, for example, 
S. T. Hanson, Phys Rev. A3, 147 (1971)]. 
26 
photoelectric process because of the low intensity of the 
L.-K ("K ") radiative transition (see Sec. 2.1). l a 
61 
The early work by Wentzel contained no quantitative 
calculations but showed that if screening is neglected, the 
K-Auger electron transition probabilities are essentially 
independent of Z. The first quantitative results were 
18 provided by Pincherle , who used pure nonrelativistic 
hydrogenic wave functions. The first relativistic calcula-
tions were made by Massey and Burhop , using Slater 
screened hydrogenic wave functions. Their study, 
restricted to only three transitions, indicated that 
relativistic effects increased the K-L,!^ and K-L,L_ 
transition probabilities but decreased the K-L,L, 
transition probability. 
Recent attempts have been made to predict accurately 
the intensities of the individual K-Auger lines and rather 
large differences in the predicted K-Auger electron 
intensities have been found from the various theoretical 
approaches, as summarized below. These calculations may be 
roughly divided into categories with regard to the type of 
potential assumed and as to whether relativistic effects 
52 . . 
were included. Callan calculated the individual K-LL 
Auger lines for forty-two Z values from Z = 12 to Z = 80 
68 
in the LS (Russell-Saunders ) coupling scheme (residual 
Coulomb interaction large) using nonrelativistic hydrogenic 
27 
wave functions with screening constants from Hartree-Fock 
52 self-consistent field functions. Callan found rather 
4. 
large departures from the experimentally measured relative 
K-Auger electron intensities for Z < 60 as a result of the 
neglect of relativistic effects in the calculation. 
69 
Asaad calculated the relativistic K-LL transition 
70 
probabilities at Z = 80 using a Hartree self-consistent 
field potential. Calculations were made using the jj 
(strong spin-orbit interaction) scheme. Asaad's results 
indicate that all of the K-LL transition probabilities are 
increased as the result of relativistic effects, in contrast 
to the earlier predictions of Massey and Burhop°°, The 
Asaad predictions agree within ±10% with the more rigorous 
relativistic Hartree-Fock-Slater calculations. 
71 72 
Asaad and Melhorn and Asaad have made nonrela-
tivistic calculations in the intermediate coupling scheme 
including configuration interaction in an attempt to resolve 
discrepancies at low atomic numbers between experimental and 
theoretical K-LL Auger electron intensities. The effects of 
configuration interaction were seen to decrease the K-L..L, 
transition probability at low Z, thus reconciling differences 
between experimental and calculated values of the relative 
K-Auger electron intensities in the low Z region. 
t 
The experimental results for the K-Auger electron intensi-
ties referred to in this section have been taken from the 
summary given in Ref. 4. 
28 
The first calculations using a relativistic, 
self-consistent Hartree-Fock-Slater potential were made 
"7 "̂  "7A "7 ̂  "7 f\ 
recently by Ramsdale and Bhalla ' ' ' and a general 
agreement between experiment and the calculated K-Auger 
electron line intensities was found. In this work, not only 
were the probabilities of the six lines in the jj-coupled, 
K-LL Auger spectrum computed for several atomic numbers 
between Z = 13 and Z = 93, but several of the major 
transitions in the K-LM and L-MM were reported at Z = 48, 
70, 80, and 93. The results of this work were combined 
3 
with a relativistic Hartree-Fock-Slater calculation of 
the radiative transition probabilities in the K shell, in 
5 
order to compute the K-fluorescence yield for selected 
values of Z between 13 < Z ̂  93 (see Sec. 2.3). 
2.3. K-fluorescence Yield 
A theoretical determination of the K-fluorescence 
yield u (Eqn. 2-5) requires the calculation of the 
absolute radiative transition probability T and of the 
absolute nonradiative transition probability rvH, The 
immense problem of calculating all of the quantities r 
and T has demanded, until recently, that corrections 
KJN 
KR 
- often large - be applied to the theoretical findings in 
order that they might be compared directly to experimentally 
measured values of u . The brief review below indicates 
K 
some of the assumptions inherent in past theoretical 
29 
determinations of the K-fluorescence yield. 
Wentzel first suggested that the K-fluorescence 
yield could be expressed in the following manner: 
uv = (1 + a/Z
4)"1 (2-14) 
ix 
where the empirical constant, a * 106. The simple form of 
this expression relies upon two approximations: (1) the 
radiative decay probability increases proportionately as Z1* , 
which is the approximate dependence for electric dipole (El) 
radiation and (2) the nonradiative transition probability 
is constant with atomic number. These two assumptions 
arise from interpretation based on the use of pure 
hydrogenic wave functions. 
77 Burhop later attempted to account for the effects 
of screening and relativity by proposing the following 
formula: 
_i 
= -A + BZ - CZ3 (2-15) 
where the terms -A and -CZ3 account for the screening 
effect and relativistic effects, respectively, 
The simple dependence with Z suggested for the 
screening term and the relativistic correction, in addition 
to the neglect of any K x radiation other than El, 
0) 
K 
T~r- 0) K 
30 
indicates that Eqn. 2-15 is only a rough approximation for 
the Z dependence of the K-fluorescence yield. The 
4 
theoretical findings of Ramsdale also indicate that the 
K-LL transition probability increases by a factor of 
approximately 4 from Z = 21 to Z = 93, thus Y is not 
constant with Z, as implied in Eqn. 2-15. 
Until the past year, the most complete set of 
calculated values of OJ were from the semitheoretical work 
K 
52 of Callan . In this study, Callan calculated theoretical 
values of the (K-LX)/(K-LL) and the (K-XY)/(K-LL) ratios 
and the radiative transition probabilities calculated by 
7 8 Geffrion and Nadeau , in order to compute uv. In a later 
79 paper Callan used radiation widths which were computed 
empirically from the quasi-hydrogenic approximation 
rT,_. = Ẑ y A , where the empirical coefficients A are 
KR L n' * n 
n 
averaged values of the radiative transition probabilities 
(Sec. 2.1) from the p-subshells to the K shell. 
A similar attempt to estimate the K-fluorescence 
O Q 
yield at Z = 65, 81, and 92 was made by Listengarten ; 
79 as in the case of Callan , he found it necessary to 
correct the calculated K-LL transition probabilities for 
the K-LX and K-XY transitions. The radiative transition 
81 probabilities were obtained by using Asaad's relativistic 
calculation of the K transition probability and 
correcting it using the relative K x-ray intensity ratios 
wmmmm*^^,, 
31 
82 (KR/K ) compiled by Wapstra 
5 53 83 In the past year considerable effort ' ' has been 
made to calculate K-fluorescence yields that need not 
include large corrections for theoretically undetermined 
transitions. The theoretical approach of each of these 
calculations is significantly different and is outlined 
below. 
53 Kostroun, Chen and Crasemann have calculated 
selected values for wv from Z = 10 to Z = 70, employing 
nonrelativistic screened hydrogenic wave functions and 
including all K-Auger electron transitions. The screening 
parameters used were derived from Hartree-Fock wave functions 
and the radiative transition probabilities were taken from 
o 
the relativistic Hartree-Slater calculations by Scofield. 
The authors suggest that their values of w are probably 
too high above Z < 50 because of the neglect of relativis-
tic effects in the calculation of the K-Auger transition 
rates. 
83 McGuire has calculated values for w^ between 
Z = 4 and Z = 54 by approximating the nonrelativistic 
Hartree-Fock-Slater potential such that it leads to an 
exactly solvable Schrodinger equation. Both the radiative 
and nonradiative transition probabilities are calculated, 
leading to values for coT. which agree well with experimental 
findings although both the radiative and nonradiative K-level 
32 
widths are approximately 20 percent higher than the more 
2 4 
rigorous determinations of Scofield and Ramsdale 
respectively. 
K-fluorescence yields have also been calculated by 
5 Bhalla, Ramsdale and Rosner using a fully relativistic 
Hartree-Fock-Slater model. Values for the K-fluorescence 
yield were obtained for Z over a wide range in atomic 
number (21 4 Z < 93). The determination of the K-shell 
radiative widths included contributions from all subshells, 
whereas the nonradiative K-shell widths included only the 
K-LL and K-LM contributions. The effect of including 
all possible radiative transitions, but including only the 
nonradiative contributions from the K-LL and K-LM Auger 
groups would lead to values of uv that are systematically 
high unless correction is made for the unaccounted for 
K-Auger electrons. The relative error in 03 due to this 
approximation may be as large as 15 percent at low Z 
(Z < 30) but is small at Z > 80 (-0.3%). This point is 
further discussed in evaluating the significance of the 
present work (Sec. 5.2.2). 
2.4. Present Theoretical Status in the Area of Inner-shell 
Atomic Transition Rates 
At present, the electronic structure of free atoms and 
ions is generally best described in terms of the relativistic 
Hartree-Fock-Slater model. Although, in principle, the more 
33 
rigorous Hartree-Fock model more accurately describes the 
atomic potential, Hartree-Fock wave functions have been 
obtained thus far for only a limited number of atoms and 
ions, therefore preventing a full-scale investigation of 
the atomic transition rates as has been made with the less 
involved Hartree-Fock-Slater model. 
In addition to the self-consistent field approach, 
viz. Hartree-Fock-Slater model,to the problem of estimating 
the effects of atomic screening, a second, less direct 
approach has also proven successful in the prediction of 
atomic transition rates. The use of screening coefficients 
which are derived from a direct comparison of hydrogen-like 
wave functions with rigorous Hartree-Fock wave functions, 
29 
has enabled workers to calculate both radiative and non-
53 
radiative transition rates using wave functions expressed 
in closed form. This particular approach, applied to the 
problem of atomic transition rates, has proven to be 
comparable in accuracy to the Hartree-Fock-Slater method 
and has the added advantage of being adaptable to computers 
of limited storage and speed. 
In view of the uncertainty of the theoretical 
predictions of the atomic transition rates and the need for 
more precise experimental data to help evaluate the validity 
of existing calculations, it was decided to measure certain 
K x-ray intensity ratios over a wide range in atomic number 
34 
and to measure the K-fluorescence yield at high Z, 
The experimental measurements of the relative K 
x-ray intensities and the high Z K-fluorescence yields 
are discussed in Chapters III and IV, respectively. 
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CHAPTER III 
RELATIVE K X-RAY INTENSITIES 
In measurements of the relative K x-ray intensities, 
by earlier workers, based on fluorescent excitation of thick 
targets and the use of ionization chambers or high 
resolution curved crystal spectrometers , major corrections 
for the continuum and for self-absorption were necessary, 
The present method of using carrier-free radioactive sources 
and Ge(Li) and Si(Li) x-ray detectors does not require large 
corrections for self-absorption, nor is the uncertainty in 
the continuum under the K x-ray peaks a major problem 
owing to very high peak-to-continuum ratios. Furthermore 
in the present method, the low intensity lines 3 (K-M ) , 
5 k,5 
3 (K-N ) and K-0 are not resolved from the more 
4 4,5 2,3 
intense group, so that the problem of determining accurate 
intensities at very low peak-to-continuum ratios is avoided. 
In the present work, measurement of the relative 
intensities of the major K and K~ groups was made to 
approximately 2 percent accuracy over an extended range in 
Z and values were obtained at Z = 81, 82 and 9 6 of the 
K /K , K' /K and K' /K x-ray intensity ratios. 
a a ' 3 ct 3 a 
2 1 1 1 2 1 
Also, measurements of the Kn/K ratios were made in the 
' 3 a 
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lanthanide region where previously it was necessary to use 
values interpolated from older work ' 
3.1. Basis of the Method 
The present method of measuring relative K x-ray 
intensities using high-resolution semiconductor detectors 
involves a determination of the areas, in the output 
spectrum, of each well-resolved K x-ray group (Fig. 1); 
in addition, differing detection efficiencies of the 
compared K x-ray groups must be taken into account. 
The area of the peaks in the output spectra, in 
principle, can be measured by graphical integration; in the 
present work, it was found that for well-resolved K x-ray 
groups that numerical peak integration, following subtrac-
tion of the continuum under the peaks, was in general a more 
consistent means of determining the peak areas. The 
measurement of the relative intensity ratio of two specific 
lines or groups in a particular K x-ray spectrum thereby 
constitutes a comparison of the two measured counting rates 
and applying suitable corrections for the differing detection 
efficiencies. 
The ratio of intensities, Iv /I v , for two K x-ray 
i 3 




where the quantities CK and CR are the measured 
i J 
counting rates, and e(K.,°-) and e(K.,°.) are the detection 
efficiencies for a specific geometry. The geometry in this 
context is determined by the solid angle, Q, originating 
at the geometric center of the source and subtending the 
detector face. 
The detector efficiency e(E,fi) for a peak of energy, 
E, is related to the "relative (photon) efficiency, e_(E,ft)" 
as follows: 
e(E,fi) = eR(E,«) ~r (3-2) 
therefore Eqn. 3-1 can also be expressed in terms of the 
relative efficiencies: 
C K / e R ( K i , Q ) 
I K / I K J = C K /
e R ( K j ' ° } ( 3 " 3 ) 
J 3 J 
For peaks of approximately equal energies the 
relative efficiencies will normally be very nearly the same, 
thus only small corrections for differing relative efficien-
cies need be applied i.e. £D (K. ,0.) /e (K . ,Q) =* 1. In the 
K 1 K J 
present work, preliminary attempts were made to determine 
the intensities of K x-ray peaks which are close in energy, 
as for example, K' and K' from Ce l 3 9 decay (Fig. 2)• 
1 2 
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These attempts were unsuccessful owing to large uncertainties 
associated with unfolding the overlapped multiplets; conse-
quently, the present reported results only include ratios of 
peaks or multiplets well resolved from one another. For 
this reason, although no uncertainty in the present work 
arises from spectrum unfolding, the assumption 
e^CK.Q)/e„(K.Q) - 1 is, in general, not valid and correc-R 1 R j 
tions for differing detection efficiencies must be taken into 
account. This point is further discussed in Sec. 3.2.4. 
3.2. Experimental Equipment and Measurements 
3.2.1. Radioactive Sources 
The sources used in the measurements of the relative 
K x-ray intensities were mounted on thin Mylar film in order 
to minimize Compton scattering. By the use of carrier-free 
liquid solutions, source thicknesses of less than 100 yg/cm2 
were obtained, thus eliminating self-absorption of K x-rays. 
Each source was covered with a Krylon spray coating of 
approximately 100 yg/cm2 to prevent loss of activity due to 
sublimation. 
Each of the absolutely calibrated radioactive gamma 
standardized sources, provided by the International Atomic 
Energy Agency, Vienna, (IAEA), was sandwiched between two 
17.5 mg/cm2 polyethylene discs. Absorption corrections 
were negligible except in the case of (Cr, Fe) K x rays 
from Mn5I+ and Co57 decays. The error in the 
39 
disintegration rates of each of the IAEA standardization 
sources is ±1% to ±2%; the quoted error in the 
intensities of the x rays or gamma rays emitted varied 
between 1% and 10%, depending on uncertainties in the 
decay schemes, conversion coefficients or fluorescence 
yields. Table 1 lists the standardization sources used; 
references to the emission rates and uncertainties are 
supplied in the footnotes. 
The source-to-detector distance was never greater 
than 3.5 cm to minimize air absorption; corrections for 
air attenuation were negligible above 10 keV. The sources 
used to measure the K x-ray intensities were mounted in 
the same geometry as the standardization sources used to 
calibrate the detectors. 
3.2.2. Detectors and Electronics 
In order to obtain a suitable compromise of detector 
efficiency and resolution over the entire K x-ray energy 
range, lithium-drifted semiconductor detectors were used. 
The detectors used in the study of the relative K x-ray 
intensity ratios are described in Table 2. The relative 
efficiencies of these detectors are each normalized to 
unity at the maximum in the measured efficiency curves. 
The detectors, Ge(Li)-I, Ge(Li)-II, Ge(Li)-III and 
Si(Li)-I were fitted with beryllium windows of 0.25 mm, 
0.25 mm, 0.13 mm and 0.05 mm, respectively. Absorption in 
40 
Table l. Standardization Sources 
Nuclide Daughter Photon Energy Photons Emitted 
(keV) Per Decay 
» 241 
g 5Am M
 2 3 7 
9 3N P 
13.9 
17.8 
0.135 ±0.003 \*\ 
0.184 ±0.004l ; 
20.8 0.050 ±0.001 
26.4 0.025 ±0.002 
59.54 0.359 ±0.006 
^ 57 
2 7 C o 
r. 5 7 
26 F e 
6.4 0.558 ±0.012 ( c ) 
14.36 0.095 ±0.002 




T l 2 0 3 
81 1 X 
72.873 0.0977±0.005^J 
0.0273±0.002l } 82.5 
279.191 0,8155±0.015 
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R 1 3 7 





661.635 0.851 ±0.004 
M 5 4 
25An 
n 5 4 
2 4 C r 
834.81 1.000 . . 
0.250 ±0.002 i e ; 5.9 
Y 8 8 
39 
e 88 
3 8 S r 
14.4 0.616 ±0.002 ( f ) 
511.006 0.004 ±0.002 
898.04 0.914 ±0.007 
1836.0 0.994 ±0.001 
n 60 
2 7C° 
M - 6 0 
28Ni 1173.23 0.9974±0.0005 
1332.49 0.9985±0.0003 
l l N a 
XT 2 2 
ioNe 




Table 1. Standardization Sources (Concluded! 
Nuclide Daughter Photon Energy Photons Emitted 




182 100.1 100 v y' (100) 
113.7 14 (14.2) 
116.4 3.2 (3.17) 
152.4 51 (51.9) 
156.4 20 (19.6) 
179.4 23 (23.6) 
198.4 11 (10.7) 
222.1 56 (55.2) 
229.3 28 (29.0) 








All values other than those footnoted are as given 
by IAEA, Vienna. 
This intensity has been determined in the present 
work to be incorrect as given by IAEA, Vienna. The 
measured intensity found in the present work was 
0.202±0.004. 
From - H. U. Freund and J. C. McGeorge, Z. Physik 
238, 6 (1970). 
The original values as supplied by IAEA, Vienna, have 
been corrected for the K /Kft intensity ratio measured 
in the present work. 
Computed using an average value of PT,W^ = 0.250±0.002. 
JtV A. 
Private communication from J. C. McGeorge. 
( g ) These values normalized to 100 at 100 keV; taken from 
W. F. Edwards, F. Boehm, J. Rogers and E. J. Seppi, 
(h) 
Nucl. Phys. 63_, 97 (1965). 
Measured in the present work to approximately 5%. 
Table 2. Characteristics of Detectors Used in Present Study 
Detectors Nominal Dimensions Resolution [FWHM] Relative Efficiency 






Ge(Li)-I 5.0 mm x 50 mm2 
Ge(Li)-II 5.0 mm x 50 mm2 
Ge(Li)-III 5.5 mm x 50 mm2 
Si(Li)-I 3.0 mm x 30 mm2 
Si(Li)-II 2.0 mm x 30 mm2 
4 40 eV 
4 40 eV 
325 eV 
2 60 eV 




6 40 eV 





As supplied by manufacturers 
Measured values normalized to maximum in measured efficiency curves. 
Measured at 75 keV 
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the beryllium windows is essentially negligible above 
10 keV. 
The output from the detectors was passed to 
preamplifiers which are an integral part of each detector 
system. Pulse shaping and further amplification was 
provided by conventional active-filter spectroscopic main 
amplifiers. The output of the main amplifier was normally 
passed directly to a multichannel pulse height analyser 
except in those cases where a biased amplifier was 
required for a more detailed inspection of a specific 
energy region. 
3.2.3. Preliminary Studies of Equipment 
Preliminary investigations of two of the germanium 
detectors [Ge(Li)-I and Ge(Li)-II] and the Si(Li) detector 
revealed that Ge(Li)-I had a thick -5000A gold layer 
and a 1500oA-thick dead layer of germanium on the front 
face of the detector. The gold layers of Ge(Li)-II and 
Si(Li)-I were found to be less than 300A and 300A 
respectively. In order to avoid large corrections for 
absorption in the detector window, Ge(Li)-I was not used 
in the measurements of the relative K x-ray intensities. 
The results of preliminary experimental measurements 
of the efficiencies of the supposedly identical detectors, 
Ge(Li)-I and Ge(Li)-II, showed decided differences. 
Furthermore, the efficiency curve supplied by the 
WmmMmmMmmmm^m.4mh^-,ni i i 
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t manufacturer was found to be only a very crude estimate of 
the efficiency curves for these detectors. Fig. 3 shows 
that curve and an experimental determination of the relative 
efficiencies, e , for the two detectors. It is seen that 
K 
the usable energy range was in fact narrower than 
anticipated on the basis of manufacturer specifications, 
In order to determine the effective sensitive volume 
of two of the detectors, Ge(Li)-II and Si(Li)-I, each was 
scanned with a 1.3 mm collimated Co 5 7 beam and the relative 
count rates plotted as a function of position along one 
coordinate (Fig. 4). Results were plotted for two of the 
lines of Co 5 7 at 14.4 and 122 keV. The presence of an outer 
dead ring on the front face of the detectors, suggested by 
the manufacturers, was confirmed in the scanning studies. 
Since the study of the relative K x-ray intensities 
involved the use of several different detectors and 
electronic equipment, selected by considerations of resolu-
tion and efficiency, preliminary consistency checks were 
made to ensure that various combinations of electronic units 
yielded identical results (within the statistical counting 
^ORTEC, Inc., Oak Ridge, Tenn. 
The higher resolution Si(Li) detector was particularly 
suited to the study of low-energy K x rays but because 
of significantly lower efficiency than the germanium 
detectors, was not used above approximately 50 keV for 
K x-ray measurements. The germanium detectors on the other 
hand were not suited to measurements below approximately 
15 keV because of the presence of the discontinuity in 
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Fig. 3. Relative Efficiency Curves For Two Ge(Li) Detectors 
With Identical Nominal Specifications. (Source to 
detector distance =35 ± 2 mm.) 
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Fig. 4. Detector Scans With Collimated Photon Beam. 
(Radial asymmetry arises probably from the presence 
of weak field zones and dead regions.) 
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error) under identical conditions. Studies of the full 
energy peak-to-tail ratio were carried out to further 
determine the most suitable main amplifier time constants 
and detector bias. The results of these studies are 
shown in Fig. 5. The gradual rise of the peak-to-tail 
ratio with decreasing photon energy is probably due to an 
increased charge collection efficiency for photons 
interacting near the front face of the detector. The peak-
to-tail ratio decreases rather abruptly in Ge(Li)-I and 
Ge(Li)-II below a detector bias of approximately 400 volts 
as the result of the ineffectiveness of the weakened field 
in collecting the charge. The germanium detectors were 
normally operated at 900 volts, well above the threshold 
for this effect. The decrease in the peak-to-tail ratio 
with short main amplifier time constants results from 
clipping of the slower pulses in the main amplifier, hence 
causing them to fall in the low-energy degradation tail. 
Main amplifier time constants of approximately 2 ysec, 
well above the threshold of this effect, were used through-
out the course of this work. 
3.2.4. Detection Efficiency 
A few preliminary measurements of the relative K 
x-ray intensities disclosed rather large discrepancies from 
"I C "I C 
previous measurements ' and in addition suggested a 
systematic difference between the present results and the 
4 
1 _ 
Si(Li) 650 VOLTS 
Ge(Li) 900 VOLTS 
10 20 
PHOTON ENERGY (keV) 
30 
400 600 
DETECTOR BIAS (Volts) 
2 
G e ( L i ) 650 VOLTS 
1 
0 I 1 1 1 1 1 1 1 
2 TIME CONSTANT (ysecs) 6 
Fig. 5. Peak/Tail Ratios For Low-energy Photons In 
Ge(Li) and Si(Li) Detectors. (See discussion 
in text (Sec. 3.2.3) 
49 
theoretically predicted values . Prior to an extended 
investigation of the relative K x-ray transition rates, a 
comprehensive study of the factors involved in the detection 
efficiency was necessary for the following reasons: (1) the 
disagreement in the experimental efficiency curves of 
Ge(Li)-I and Ge(Li)-II could not be resolved by simply 
accounting for the thick Au layer and germanium dead layer 
on the face of Ge(Li)-I; (2) the scarcity of sources with 
accurately-known gamma- and x-ray emission rates required 
interpolation between experimental values, each subject to 
its own error and often widely separated in energy; for 
example, no reliable experimental values are available 
between 30 and 60 keV, an energy region spanning the entire 
rare-earth K x-ray region; (3) the assumption that an 
interpolation can be carried out using a simple description 
of the efficiency curve is evidently fallacious, considering 
the major discrepancies between the experimental efficiency 
curves and those supplied by the manufacturers, see Figs. 3 
and 6; (4) the relative K x-ray intensity ratios depend 
on the relative efficiency (Eqn. 3-2) thus the overall 
success of the study of these ratios appeared to rely on an 
accurate estimate of the relative efficiencies of the 
detectors. 
To clarify this issue, the results of a study of the 
efficiencies of semiconductor detectors are presented in the 
50 
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Fig. 6. Relative Efficiency Curve for Si (Li)-I. 
(Annular dead ring was disclosed by scanning 
this detector with a collimated photon beam. 
See Fig. 4. Source to detector distance = 35mm.) 
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form of a semi-empirical model. Some of the aspects of the 
model e.g. the effects of K x-ray escape, attenuation in 
the sensitive volume, may be applied to other similar 
devices as used in this study; whereas certain other aspects 
such as charge collection efficiency, collimation effects 
and window absorption may vary significantly between 
nominal detectors. Because of these many factors affecting 
the efficiency of semiconductor detectors below 100 keV, 
no two detectors will ordinarily have identical efficiency 
curves, even if their nominal specifications are identical. 
For this reason efficiency curves of semiconductor detectors 
in the energy region below 10 0 keV must be determined 
experimentally for each detector. 
3.3. Semi-empirical Model of the Detection Efficiency of 
Semiconductor Radiation Detectors 
The relative detection efficiency of a semiconductor 
84 detector may be described by 
e_ = e f f,/ f , f f e (3-4) 
R ^ a a A u d e c s 
where e is the intrinsic efficiency of the sensitive 
a 
volume of the detector, assuming 100 percent charge collec-
tion; f is a correction factor for attenuation in 
a 
materials external to the detector face; f_ is the 
Au 
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Fig. 7. Relative Factors Affecting the Efficiency 
Calculation For Ge(Li)-II 
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detector face; f, is the correction for attenuation in the 
d 
uniform dead layer between the Au and sensitive volume; 
f is a correction for escape of K x rays from the sensi-
tive volume; f is a correction for the effects, if any, of 
collimation; and finally, e is the efficiency of total 
charge collection. If z is less than 100 percent, this 
implies incomplete charge collection and hence a decrease in 
signal amplitude. This means that the event will appear to 
have a reduced energy and it will fall into the low-energy 
tail of the corresponding peak in the energy spectrum. A 
summary of the factors f (beryllium only), f f and f 
a AU, e c 
for Ge(Li)-II is given in Fig. 7 as a function of energy. 
Because of the competing nature of the processes 
(photoelectric, Compton, and pair production) leading to 
full-energy pulses at high energy, as opposed to the 
dominance of the photoelectric effect at low energy, the 
ensuing discussion is divided in the following manner: 
(a ,/a ) > 10 and (a ,/a ) < 10, where a , is the ph  sc ph  sc ' ph 
cross-section for the photoelectric effect and a the 
c sc 
cross-section for competing effects, e.g. Compton scattering, 
Rayleigh scattering, etc. In germanium and silicon, the 
ratio (a ,/a ) = 10 occurs at approximately 6 0 keV and 
25 keV, respectively. 
3.3.1. Low Energy Region Where aph'gsc > 10 
In this energy region, the intrinsic efficiency 
54 
for normal incidence is given by 
e = 1 - e"ytd (3-5) 
a 
where y. is the total attenuation coefficient and d is 
the true depletion depth as obtained from the slope of the 
curve through the high-energy experimental po in t s . The 
correction factor f which accounts for attenuation between 
a 
source and detector face, excluding source self-absorption, 
is given by 
fa = )e ! ! (3-6) 
where y. and x. are the total attenuation coefficient 
and thickness of any absorber between source and detector, 
At low energies, air and Be absorption may be significant, 
being 41% and 17.5% for 1 cm air and 0.10 mm (2 mil) Be 
at 3 keV, respectively. 
The correction f, for absorption of the incident 
photons in the Au layer evaporated on the detector face can 
be calculated from Eqn. 3-6, once the Au thickness has been 
determined. The average Au thickness was determined in the 
present study by measuring the ratio of the counting rate 
of fluorescent Au La x rays to the counting rate of the 
14.4 keV line from the decay of Co57. The average Au 
55 
thickness was determined from the following equation: 
C e. F 
Lct =
 ha Laa )3XAu I" y ( f 1 3 + f ] _ 2
f 2 3 ) + y 2
f 2 3 + y 3 1
 ( 3 ~ 7 ) 
C 1 4 . 4 2 £ 1 4 . 4 
where CT and C A . are the respective counting rates La 14.4 
of the Au-L x rays and the 14.4 keV gamma ray from the 
decay of Co 5 7, respectively; the quantity F represents 
a 
the fraction of radiatively-filled L^ vacancies which give 
2 rise to the emission of an L x ray (FT = 0.80); 
ex J_I 
a £
T /£n* * is the ratio of the respective Au-L x-ray L 14.4 * a J 
a 
(9.7 keV) and 14.4 keV gamma-ray efficiencies; w_ = 0.31 
8 5 is the fluorescence yield of the L- subshell at Z = 79; ; 
the Au thickness, X, has to be determined; the 
' Au 
o c 
quantities y , \i and \i are the linear photoelectric 
1 2 3 
absorption coefficients (cm-1) of the L,, L^ and L_ subshells 
of gold; the Coster Kronig transition probabilities f.., 
85 f,- and f?~ are 0.56, 0.14 and 0.17, respectively . The 
minimum detectable Au thickness, which is primarily a 
function of the peak-to-continuum ratio for the 14.4 keV line 
is found in the present work to be approximately 300 A. The 
Au layer thickness of each of the detectors was measured 
by this method, and it was found that only in the case of 
o 
Ge(Li)-I was the Au thickness greater than 300 A: in fact, 
for this detector the measured thickness of the gold layer 
56 
was determined to be 4900 A. 
In the case of Ge(Li)-I, another check was made by 
comparing the intensities of fluorescently-excited selenium 
K and K„ x rays which straddle the Au L~ edge with 
a p i 
the same intensity ratio in the Si (Li) detector where the 
o 
Au thickness is less than 300 A, The results of this 
experiment gave a 5100 A thickness for the gold layer, 
confirming the previous findings. 
The factor f ,, the correction for absorption in the 
dead layer on the front surface of the detector was found 
for germanium experimentally by fluorescent excitation of 
the characteristic K x rays of germanium, again using the 
14.4 keV gamma ray from Co57 decay. The germanium dead layer 
thickness is given by 
Cv v i \ (3-8) 
K y„ X~ w„ / eT. a KK Ge K K 
C14.4 
£14.4 1 + VKa 
where Cv and Cn , , are the respective counting rates of 
K 14.4 
a 
Ge K x rays and the 14.4 keV gamma ray from Co57 decay; 
the quantity y_, is the total K-shell photoelectric 
absorption coefficient (cm 1) at 14.4 keV; X is the 
thickness of the germanium dead layer; the K-fluorescence 
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yield of germanium is uiv = 0.570±0.003; the ratio of the 
detection efficiency of Ge-K x rays (9.9 keV) and the 
57 
detection efficiency for the 14.4 keV gamma ray is given by 
the ratio ev/e. . .; the ratio 1 corrects for the 
K 1 4' 4 1 + K''/K 
3 a 
contribution from K x rays of germanium, which are not 
counted. The minimum detectable germanium dead thickness in 
the present study was approximately 3000 A. The germanium 
dead layer thickness of the two detectors Ge(Li)-II and 
Ge(Li)-III was measured using this technique and the dead 
germanium thickness found to be less than 3000 A. 
A second estimate of the germanium dead layer 
thickness was made by straddling the Ge K edge (11.1 keV) 
with the K and K0 x-ray doublet from Se
75 decay. The 
a 3 
application of this technique to the measurement of the 
germanium dead layer thickness is described in Ref. 84. 
The germanium dead layer of Ge(Li)-I was measured by this 
technique and found to be 15000 A (1.5 microns). In each 
of the measurements of the gold layer thickness and the 
germanium dead layer thickness, the Co57 source was colli-
mated to a beam diameter of approximately 6 mm, in order to 
avoid fluorescent excitation of gold or germanium which is 
not on the front face of the detector. An accurate 
determination of the Si dead layer thickness by 
fluorescent excitation is not possible because of the low 
33 
value of the K-fluorescence yield , OJK = 0,0458±0.005 
(see Eqn. 3-8) and the low energy of the emitted Si K 
x rays (-1.74 keV). A technique involving the measurement 
58 
of the energy degradation of alpha particles in passing 
8 8 through the silicon dead layer has been described by Price 
In principle, this method should be quite sensitive but 
suffers from the disadvantage of having to situate the alpha 
source in juxtaposition with the detector face, which is not 
possible for detectors mounted within sealed vacuum 
cryostats. The magnitude of the effect of photon absorption 
in the silicon dead layer is small except at very low 
energies (<4 k e V ) , assuming a 10 4 A-thick silicon dead layer, 
At an incident photon energy of 2.0 keV, the absorption in one 
micron (104A) of Si is 50 percent; for very low energy work, 
absorption in the dead silicon layer may contribute signifi-
cantly to the rapid drop-off in photon efficiency. 
The factor f is a correction for the escape of 
characteristic K x rays from the sensitive volume, and 
is related to the fraction of K x rays escaping from the 
sensitive volume by 
f = 1 - Ie (3-9) 
e I" 
Y 
where I is the intensity of the K x-ray escape peak and 
I the intensity of the incident gamma rays, and the 
fraction of K x rays escaping from the sensitive volume 
is given by: 
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where wv is the K-fluorescence yield of the bulk detector 
material (Ge or Si). The quantities y(K) and y are the 
linear K-shell photoelectric coefficient and total y~ray 
linear attenuation coefficient, respectively. The quantities 
K and K0 are the fractions of the total K x-rays in the 
ot p 
K and K0 g r o u p s , r e s p e c t i v e l y , and \iv and \iv a r e 
a 3 
the respective total linear attenuation coefficients of the 
K x rays emitted by the detector material. The computed 
ratio I /I is given in Fig. 8 for silicon and germanium, e Y 
together with experimentally measured values for germanium. 
A derivation of Eqn. 3-10 is given in Appendix A. 
The factor f is a correction for any collimation 
which limits the beam diameter to less than the radial 
dimensions of the sensitive volume of the detector. Dead 
edges and weak field zones at the detector periphery are 
common in semiconductor x-ray detectors and act as 
effective collimators at low energies. Figs, 3 and 6 
approximately describe this geometric asymmetry of the 
sensitive volumes for Ge(Li)-II and for Si (Li)-I. These 
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K X-ray Escape Probability. (See Appendix A 
for a derivation of the expression used to 
calculate these curves.) 
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the resultant cross-sections are given in Fig. 4. Because 
of the inherent dead edges and weak field zones at the 
detector periphery, detector manufacturers often use a 
collimator in order to screen off this partially sensitive 
volume at the detector edges. Regardless of the type of 
collimator, added or effective, with some photon energy, the 
collimation tends to become transparent, giving rise to a 
larger sensitive solid angle than at lower energies. The 
effect of such shadow collimation is to give an abrupt 
increase in the detector efficiency, often large (-25% in 
the case of Ge(Li)-II, Fig. 3). Because of the irresolvable 
problems associated with the probing of a small device with 
a collimated photon microbeam, it is essential that the 
manufacturers specify precisely any added collimation which 
may be present in the detection system if an accurate 
determination of the low-energy efficiency is to be made. 
The effective collimation of Ge(Li)-II, Fig. 3, gives 
rise to a correction factor f as displayed in Fig. 7 and 
results in the steady increase in efficiency (Fig. 3) in the 
region from approximately 20 keV to 50 keV. The analogous 
effect in the case of Ge(Li)-I was not observed; in the case 
of Si(Li)-I the effect was small in magnitude and prevailed 
only at energies less than 6 keV; and in the case of 
Ge(Li)-III, which has added aluminum collimation, the factor 
f was easily evaluated. 
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The factor £ results from the manifestation of s 
incomplete charge collection in semiconductor detectors. 
The study of the peak-to-tail ratio as a function of 
amplifier time-constant, indicated the presence of slow 
pulses from full energy events which, at short time 
constants, fell into the degradation tail as the result of 
clipping in the main amplifier. This tailing, although 
constant above some certain time constant (see Fig. 5), is 
generally not negligible and suggests the presence of 
carrier trapping in the sensitive volume. The magnitude 
of this effect was measured in the case of Ge(Li)-III by 
integrating the degradation tail from zero to the full peak 
energy and comparing the result to the integrated full energy 
peak, care being taken to correct for Compton events in the 
degradation tail. The magnitude of the effect, 
tail x '•', '%" was found to be approximately 50 percent; 
tail peak 
where C ., and C , are the counting rates in the tail tail peaK 
and peak, as described above. In principle, the energy 
dependence of this ratio need not be constant and may give 
rise to variations (slow) in the relative detection 
efficiency (e^). Attempts to measure the energy dependence 
of this ratio were inconclusive because of the overriding 
presence of the Compton effect in the degradation tail at 
higher energies, hence the factor f was assumed to be 
energy independent. 
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3.3.2. High Energy Region Where gph/gsc < 10 
The region in which a ,/a < 10 occurs at energies ^ ph sc ^ 
greater than 60 keV for germanium and greater than 25 keV 
for silicon. The relative efficiency eR as defined in 
Eqn. 3-4 then reduces to the form 
£R " Ea £s ( 3" 1 1 ) 
where e is the intrinsic efficiency of the sensitive 
volume of the detector and e is the charge collection 
s ^ 
efficiency. This approximation assumes that absorption in 
windows and sources is negligible and that the quantity 
f reduces to unity at high energies. 
Unlike the analytical approach which is successful in 
describing the quantity e at low energies, the presence 
a 
of multiple events leading to full energy pulses requires 
that for normal photon incidence 
e - 1 - e ^
( E ) d (3-12) 
a 
where d is the true sensitive depth of the assumed planar 
semiconductor detector and the cross-section y(E) may be 
described as follows: 
y(E) = yph + a(E)yC + b(E)yP (3-13) 
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where yp , y and y are the photoelectric, Compton 
and pair-production attenuation coefficients, respectively. 
For energies below the pair production threshold (1.022 MeV), 
the factor b(E), multiplying the pair production 
p 
attenuation coefficient y , is zero. The quantity a(E), 
Q 
multiplying the Compton attenuation coefficient y , is 
interpreted as follows: assume that a Compton event occurs 
within the sensitive volume of the detector; then a(E) is 
the probability that the full energy of the initial photon 
is absorbed in the sensitive volume. The exact form of 
a(E) is dependent upon energy as well as detector design. 
Because of the stochastic nature of the Compton effect, 
89 expressions for a(E) must be determined empirically or by 
90 the application of the Monte Carlo method 
A quantitative attempt was not made to compare the 
experimentally-found efficiency at high energies to that 
from Monte Carlo calculations, since the measurement of K 
x-ray intensities was restricted to an energy region below 
150 keV. At low incident photon energies electron 
91 
binding effects tend to decrease the Compton cross-
section, thus application of the free-electron Klein-Nishina 
90 92 formula normally used ' at higher energies is no longer 
suited to accurate calculation of detection efficiency. 
3.3.3. Comparison of Calculated and Measured Efficiencies 
The calculated efficiencies of Ge(Li)-II and Si(Li)-I 
65 
are compared to experimentally determined values in Fig. 9 
and Fig. 6. For comparitive purposes, the predicted curves 
are also given, based on a simple model which accounts only 
for absorption in the beryllium windows and for the 
attenuation in the sensitive volume. The solid curves 
drawn through the experimental points were used in the 
present work to determine the efficiencies for the various 
K x-ray groups. The Ge(Li)-II curve in Fig. 9 is identical 
to the Ge(Li)-II curve in Fig. 3, other than being expanded 
over a larger energy range. 
The model is valuable in understanding the energy 
dependence of the efficiency which is not possible using a 
simpler model including only Be absorption and the intrinsic 
efficiency as defined in Eqn. 3-4. In the region below 
10 keV, the rapid decline in efficiency is due not only to 
the attenuation in the beryllium but also to attenuation in 
the gold and germanium dead layer. In silicon the arch-
shaped dead layer also tends to effectively decrease the 
sensitive area of the detector face, giving rise to a steep 
decent in efficiency below 6 keV. The discontinuity in the 
efficiency at the K binding energy of the detector material 
is the result of the sharp increase in the photoelectric 
cross-section at energies slightly above the K-shell 
ionization energy. This increased cross section results in 
an abrupt discontinuity in efficiency due to increased K 
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Fig, 9. Comparison of Calculated and Experimental 
Efficiencies for Ge(Li)-II. (Solid circles 
represent experimental values; crosses are 
calculated values from the semi-empirical 
model discussed in Sec. 3.4. Source to 
detector distance 3 5 ± 2 mm.) 
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x-ray escape in addition to the attenuation in the detector 
dead layers, whether uniform or arch-shaped. In the region 
above the K edge, the efficiency increases as the 
attenuation in the detector window and the probability of 
K x-ray escape decreases. Finally, at still higher energies 
the efficiency curve attains a maximum and then decreases 
monotonically as the probability for radiation to penetrate 
the entire thickness of the detector increases. 
For Si(Li) detectors in the region of about 3 to 
100 kev the relative efficiency over narrow energy regions 
can be determined to approximately 1% per 10 keV, This 
approximation is not strictly valid for large differences 
in energies, tending to overestimate the uncertainty e.g. 
between 10 and 100 keV for the above approximation, it 
implies an estimated error of 9 percent, whereas the error 
in relative efficiency may be kept as small as 2%-5% by 
careful experimental efficiency calibration. Furthermore, 
to a certain extent the relative efficiency is dependent 
upon the nearness (in energy) of accurately known calibra-
tion points i.e. the uncertainty in the relative efficiency 
between two experimental calibration points, regardless of 
the energy differences, is of the order of the combined 
errors of the two (calibration) points. Similar accuracies 
in the relative efficiency can be obtained for Ge(Li) 
detectors in energy regions where no discontinuities exist. 
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In the region of the Ge K edge (11.1 keV), the accuracy 
is much higher with Si (Li) than with Ge(Li) detectors. 
The absolute efficiencies can be determined in 
principle with an uncertainty approximately equal to the 
combined error of the relative efficiencies and the error 
in the absolute calibration sources. Considering also 
error in source positioning i.e. error in the solid angle, 
the absolute efficiencies of Si(Li) and Ge(Li) detectors 
in the energy regions below 100 keV can be determined 
with an uncertainty of approximately 1 percent plus the 
error in the relative efficiencies. 
3.4. Correction for Chance Summing and Coincidence Summing 
Consideration of summing effects must be made in an 
experimental determination of the relative K x-ray intensi-
ties, since E__ = Ev + ET where Ev , E^ and ET are 
3 a 3 a 
the respective energies of the K , KR and L x rays for 
a specific atomic number. The rate of occurrence of this 
summing effect is obviously related to the probability for 
both K and L x rays to deposit their entire energy 
simultaneously within the sensitive volume of the detector. 
Two individual types of summing may have effects upon 
the KR/K ratios. The first of these, chance summings, is a 
function of the counting rates and is defined by the 
equation: 
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C12 = C1 C2 2 T (3-14) 
where C. and C^ are the individual counting rates of the 
two peaks in question and T is the effective resolving time 
of the system. It can be seen that the fractional losses to 
K and to K., are identical in all cases except summing of 
K and L x rays, which yields a sum peak of energy equal 
to K_. In the present experiment, count rates for K 
3 a 
and L x rays were maintained such that chance summing was 
negligible (<0.1%). 
The second type of summing, coincidence summing, is 
count rate independent and occurs between L x rays in 
actual time-coincidence with K x rays. The relative error 
L, introduced by sum coincidences between L and K 
x rays is given by 
C0 K T C T
 ( 1 + C K / C K > 
c =
 K L L
n 2 L. (3-15) 
1 - MKLeL 
where CTr and CT, a r e the count ing r a t e s of t he K and 
K a K 3 • a 
K x rays; eT is the average L x-ray detection efficiency 
P J-1 
and aĵ _ the probability of L x-ray emission following a 
K x-ray emission. The correction at Z = 96 is approxi-
a 
mately 0.7 percent. For lower values of Z, uVT is smaller 
as were the source geometries; consequently, the applied 
corrections for coincidence summing were quite small (<0.3%). 
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3.5. Results of Measurements of Relative 
K X-ray Intensities 
Using the detection systems described, K x-ray 
intensities were measured for a variety of sources covering 
an extensive range in Z. The present experimental results 
on K /K ratios are presented in Table 3 together with the 
results for the K /K , Kn /K and K0 /K ratios at 
a a ' 3 a 3 a 
2 1 1 1 2 1 
Z = 81, Z = 82 and Z = 96. 
i 
The Z = 96 measurements of K0 /K and K„/K 
p Of, p Of, 
I I 
ratios were corrected for a gamma ray at 122 keV which was 
hidden under the 122 keV K x-ray group. The intensity 
I i 
of this gamma ray is estimated to be 4.2%±1.0% of K , 
I 
using coincidence counting techniques. 
The error in the K0/K ratios reflects a 1 percent 
3 a c 
uncertainty in the ratio Cv /Cv and a maximum error of 
i 3 
1 percent in the ratio e„ /zv . For x-ray groups separated 
3 i 
by greater than 10 kev, the error in e„ /e is 
3 i 
approximately 1 percent per 10 keV, 
The error in the intensity ratios K /K , K' /K 
1 a2
/ a / 3 / ax 
i 
and K0 /K includes an uncertainty of approximately 3 
3 2 x ai 
percent due to a small amount of overlap of K and K 
and of K' and K' . At Z =• 96 the detection efficiency 
P i P 2 
+ 
W. D. Schmidt-Ott (private communication, 1971); details of 
this correction and the results from the Cf249 decay scheme 
study to be presented at Washington meeting of the American 
Physical Society, Apr. 26-29, 1971. 
Table 3. Relative K X-ray Intensities from the Present VJork 
Nuclide Daughter Ratio Measured Values 
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Fig. 10. Detection Efficiency Curve for Ge(Li)-III. 
(Change in slope at approximately 30 keV 
is due to aluminum collimation. Sec.3.3.1. 
Source to detector distance - 30 mm.) 
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curve (Fig. 10) is entirely dependent upon the experimental 
efficiency values. An error of 2 percent per 10 keV 
separation between the measured peaks was estimated. 
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CHAPTER IV 
MEASUREMENT OF K-FLUORESCENCE YIELDS AT HIGH Z 
The study of certain K x-ray intensity ratios, 
while giving information which may be compared directly to 
theoretical results, is void of any information concerning 
the absolute emission rates (transition probabilities). 
The rapid decay rates of the K-shell vacancies, 10""17 - 10 l 
seconds, prohibits the measurement of transition rates by 
conventional timing techniques, as are often employed in the 
measurement of lifetimes of metastable nuclear states. The 
total rate of decay of a state is directly proportional to 
the natural width of the emitted K x-ray line (Eqn. 2-3); 
thus, in principle, the total decay rate of a state may be 
deduced from natural line width measurements, as has been 
31 done recently by Nelson, John and Saunders . On the other 
hand, knowledge of the K-fluorescence yield and the total 
rate of emission of a particular state allows one to deduce 
the fraction of the decay process which goes by radiative 
or nonradiative decays. 
For these reasons, the measurement of the K-fluores-
cence yield is valuable; studies at high Z are 
particularly important because 
(1) Very few accurate measurements have been made in 
76 
this region. 
(2) Of the few precision measurements made, none 
5 
agree with the most recent theoretical values or with the 
93 best semi-empirical predictions 
(3) Using the findings of Nelson, John and 
31 
Saunders , an estimate of the nonradiative lifetime of the 
singly-ionized K shell may be made. 
There are two direct experimental approaches for 
determining the K-shell fluorescence yield OJ . Either the 
fraction of K vacancies filled radiatively is measured by 
K x-ray counting methods, or the fraction of K vacancies 
filled by nonradiative transitions is measured by K-Auger 
electron counting methods. A survey of experimental 
techniques for measuring to <1 percent accuracy K 
fluorescence yields at high Z is given below. The discus-
sion is limited to techniques utilizing semiconductor x-ray 
detectors at high Z; a comprehensive discussion of 
published methods for measuring x-ray fluorescence yields 
33 will be given in the review of Bambynek, et al, 
4.1. Methods for the Measurement of K-fluorescence 
Yields at High Z Utilizing Semiconductor 
Detectors 
Coincidence techniques can be employed to determine 
the number of K x rays coincident with a K vacancy by 
94 95 96 
gating with K-conversion electrons or with gamma rays ' 
77 
which indicate the creation of a K vacancy, and counting 
the absolute emission rate of K x rays. Techniques based 
on gamma gating involve uncertainties associated with PK, 
t h e p r o b a b i l i t y of K - e l e c t r o n c a p t u r e , o r w i t h t h e r a t i o 
ex K , t h e f r a c t i o n of t r a n s i t i o n s d e p o p u l a t i n g a n u c l e a r 
1 + cxT 
level by internal conversion in the K shell. The 
application of the gamma gating technique to accurate 
measurements of the K-fluorescence yield is thus limited 
to nuclides in which P^ and the ratio aK are well 
1 + aT 
known. Cases in which this method has been developed are 
_ 95 
Mn 5 4 (Bambynek ), using a 4TT high-pressure proportional 
i o K 96 
counter and i W D (Karttunen ) with a Ge(Li) coincidence 
experiment. 
The technique which involves the counting of K 
x rays in coincidence with K-conversion electrons is suited 
to a wide variety of cases because of the many nuclides 
which undergo beta- or alpha-decay to an excited state in 
the daughter nucleus, which deexcites with K-shell 
conversion. 
In the absence of K-K cascades, that is the production 
of K vacancies coincident with the ejected K conversion 
electron, the K-fluorescence yield, w„, is given by 
C K x ( e K ) / £ K x 
"K : c~ ( 4 _ 1 ) 
eK 
78 
The notation used here and in the following equations is 
ev , denoting the detection probability for the K x rays, 
and C^ (eK), the counting rate of the K x-ray spectrum 
gated by K-conversion electrons. The quantity C is 
the counting rate of K-conversion electrons in the coinci-
dence gate. In the presence of K-K cascades, one must 
account for supplementary K-vacancy production, coincident 
K-electron capture, or internal conversion. Any of these 
may lead to significant corrections, whereas internal K-shell 
ionization by emitted beta or alpha particles is normally 
negligible. 
The resolution of cooled Si(Li) or Ge(Li) detectors 
with thin entrance windows (<25 mg/cm2) is adequate for 
resolving electron lines separated by more than 25 keV for 
electron energies greater than approximately 500 keV. 
Present state-of-the-art cooled Si(Li) detectors with 
entrance windows <5 mg/cm2 are capable of resolving K and 
L conversion electrons above 500 keV for Z ~ 25; thus 
K-fluorescence yields may be measured over an extended range 
in Z by application of this technique. Such a coincidence 
method has been used in the determination of OJ at Z = 33 
K 
94 by J. Kyles, et al. using a proportional counter and a 
thin Nal(Tl) for the gate and K x-ray detectors, 
respectively. In the above coincidence techniques, that is, 
either gating on K-conversion electrons or gating on gammas 
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which signal the creation of a K vacancy, the primary 
uncertainty is normally associated with the error in the 
detection efficiency of the K x-ray detector. 
At high Z, where the K-fluorescence yield is large, 
a relatively crude measurement of the K-Auger electron 
yield, a , leads to an extremely accurate determination 
of av, since 
wR = 1 - aR (4-2) 
For example, in the high Z region where w > 0,9, a 
K 
10 percent measurement of a„ determines the value of 
co to <1 percent accuracy. 
The K-Auger yield aR may in principle be determined 
by using coincidence techniques which involve the measurement 
of coincidences between K-Auger electrons and K-conversion 
electrons, i.e. 
CKA ( e K )^KA 
a = * (4-3) 
K eK 
where CV7. (eK) and eV7. are the coincidence counting rates 
and efficiency of K-Auger electrons and C K is the 
K-conversion electron counting rate in the coincidence gate. 
This method potentially should yield very accurate 
determinations of wR at high Z, but requires a 
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coincidence system composed of a "windowless" Auger electron 
detector. Applications of this method to the measurement of 
K-fluorescence yields have not been reported in the 
literature to date. 
A new method, developed in the present investigation, 
does not require coincidences in order to signal creation of 
a K-vacancy but instead takes advantage of the capability 
of a windowless, cooled Si (Li) detector to measure in the 
singles mode K-Auger electrons and K x rays simultaneously. 
the K-fluorescence yield is found from 
UK = X - W(IKA + XKx> (4"4> 
where I M = CKA/eKA and l R x = C K x/e K x are the respective 
intensities of the K-Auger electrons and K-x rays. This 
method is particularly versatile since the manner in which 
the K vacancies are produced is unimportant and it can be 
used in the presence of K-K cascades; thus, electron-capture 
nuclides, as well as alpha- and beta-decaying nuclides, are 
suitable for measurement. Calibration of the electron and 
photon detection efficiencies may be made simultaneously by 
use of nuclides with gamma transitions below approximately 
200 keV. 
This method may also be applied directly to the 
determination of K-conversion coefficients since, for 
81 
example, 
av = I , /I (4-5 
K ek' y 
where I , and I are the respective intensities of the 
K-conversion electron and its associated gamma ray, and a^ 
is. 
is the K internal conversion coefficient. Because of 
the relatively flat detection efficiency curve (Fig. 11) 
for electrons exhibited by the Si(Li) detector, the 
measurement of conversion coefficient ratios requires no 
large corrections for differing detection efficiencies. 
The major disadvantage of this method is the requirement of 
thin, uniform sources and of a windowless Si(Li) detector, 
in order to ensure essentially 100 percent electron 
transmission. 
A discussion of the development and limitations of 
this method, followed by a description of its application 
to the determination of oi values at Z = 78 and Z = 82 
j\ 
follows. 
4.2. Preliminary Investigation of a New Singles 
Method for Measuring K at High Z With 
Room-temperature Windowless Si (Li) Detectors 
The measurement of coK using a windowless Si (Li) 
detector may in principle be accomplished with a room-
temperature semiconductor device. The advantage in using a 
15% ERROR BAND 
S n 1 1 3 & H g 2 0 3 
A u 1 9 5 (REF. 1 0 5 ) 
A u 1 9 5 (REF. 102) plus 
measured y intensities 
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100 200 E(keV) 
Fig. 11. Electron Efficiency Curve for Si(Li)-II% 
(Sharp decrease in efficiency at low 
energies is due to source self-absorption 
and finite window thickness of detector.) 
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room-temperature device is that the exposure of the detector 
to the atmosphere is not harmful, therefore alleviating the 
need for a sophisticated vacuum lock. Preliminary feasibil-
ity studies of this method were undertaken using a thin, 
room-temperature, surface barrier silicon detector; a 2 mm-
thick room-temperature Si(Li) detector also was considered 
but was rejected for reasons detailed below. 
The room-temperature, surface-barrier Si(Au) detector 
was a conventional, high resolution (13.7 keV FWHM at 1G0 
keV) alpha detector (ORTEC 50-100) with a depletion depth 
of 100y at a bias voltage of approximately 50 V, operated 
in a vacuum of 10"3 Torr. A TC-100-C tube-type preamplifier 
and a TC-200 main amplifier provided a uniform pulse with a 
risetime and a decay time of approximately 2 ysecs each, to 
the Nuclear Data (ND-180) 512-channel analyser. Drop-
evaporated sources of Hg 2° 3, Bi 2° 7, Sn1*3, Cs x 3 7 , Au 1 9 5 
and Celkl were mounted in a vacuum (10 mm Hg) approximately 
2 cm from the detector face. Three major disadvantages in 
the use of this particular type of detector for the 
measurement of uv at high Z were found. First, the 
detector was much too thin to stop the high-energy conver-
sion electrons present in the decay of the above isotopes. 
Over a wide range in energy, -300 keV, the conversion 
electrons deposited only a portion of their energy, dependent 
upon the differential energy loss of the incident electrons 
94 
in the 10Oy detector. This resulted in a broad peak between 
30 and 100 keV, i.e. the thin detector acted as a dE/dx 
detector for high-energy conversion electrons. The broad 
energy peak, often an order of magnitude higher in intensity 
than the expected Auger electron peak intensity, prohibited 
accurate evaluation of the electron spectra in the energy 
region below 100 keV. 
The second limitation associated with the use of a 
room-temperature detector of this type for low-energy 
electron spectroscopy (<100 keV) arises from the electronic 
noise of the detector-amplifier combination. In order to 
avoid paralysis of the ND-3 80 analyser the discriminator 
threshold (lower level discriminator) of the ND-180 had to 
be set at -3.0 x resolution (FWHM) at -100 keV. For the 
particular detector-amplifier combination used in these 
measurements, the resolution at 100 keV was 13.7 keV FWHM, 
consequently the discriminator threshold had to be maintained 
at approximately 40 keV. This effect seriously thwarted any 
attempt to determine the electron efficiency for low-energy 
electrons or to observe K-Auger electron spectrum below 
-45 keV (Z = 75). 
The final limitation in the use of a thin, surface-
barrier detector for this method is its particular 
insensitivity to photons of energies above approximately 
15 keV, i.e. the intrinsic photon efficiency (excluding 
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solid angle) for a 100 \i (0.1 mm) thick Si detector is only 
0.3 percent at 60 keV. Energy calibrations of the detector 
and absolute determinations of the K x-ray intensities 
(i,. ) are therefore difficult. 
KX # 
Two of the above disadvantages of oo measurements 
with a room-temperature silicon detector can be avoided by 
use of a thick (>2 mm) silicon detector such as that used 
for electron spectroscopy. The range of 1 MeV electrons 
in silicon is less than 2 mm and thus even very high energy 
electrons deposit energy considerably above the K-Auger 
electron region. The intrinsic photon efficiency of a 
2 mm silicon detector at 60 keV is approximately 7 percent; 
thus accurate energy calibration and K x-ray intensity 
measurements are feasible. The apparent limiting factor in 
the use of a thick detector of this type results from 
low-energy noise associated with the detector-amplifier 
combination. A typical 2 mm-thick, high-resolution room-
temperature Si(Li) detector (ORTEC), combined with a 
TC-100-C preamplifier and TC-200 main amplifier, was low-
level noise-limited at approximately 60 keV and thus was 
inadequate for the measurement of K-Auger electron spectra. 
The cooling of a detector of this type should, in principle, 
decrease the bulk leakage current and thus significantly 
minimize the noise. The manufacturer, however, recommends 
that this particular device not be cooled below 0° C 
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because of the different thermal coefficients of expansion 
of the silicon detector and its casing. 
The availability at Emory University of a liquid 
nitrogen-cooled windowless Si (Li) x-ray detector permitted 
the measurement of the K-fluorescence yields at Z = 78 and 
Z ax 82 by the present singles method. This device and its 
application to the measurement of u„ are discussed in the 
remainder of the present chapter. 
4.3. Application of a Cooled Windowless Si(Li) Detector 
to the Measurement of K at High Z 
Preliminary feasibility studies of the singles method 
described above for the measurement of K-fluorescence yields 
at high Z using a windowless silicon detector disclosed 
several important considerations. The onset of noise in 
room-temperature silicon detectors typically occurs in the 
K-Auger electron region, thus interfering with measurement 
of K-Auger electron spectra except at the very highest Z. 
The use of a thin detector (0.1 mm) in the presence of high 
energy conversion electrons gives rise to broad peaks, 
resulting from a fractional deposition of the total energy 
of the incident electrons. The efficiency of thin silicon 
detectors is very low for photons with energies above 
approximately 25 keV, thus absolute determinations of photon 
intensities is difficult. Thicker room-temperature silicon 
detectors typically have even greater noise limitations 
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than the thin surface-barrier detectors, hence are not 
suited for low-energy electron spectroscopy. 
The use of a liquid nitrogen cooled, windowless 
Si(Li) detector avoids each of the above problems, thus 
is ideal for the measurement of high Z K-fluorescence 
yields. A description of such a system and its application 
to the measurement of the K-f luorescence yields, u)_., at 
Z = 78 and Z = 82 follows. 
4.3.1. Description of the Electron Detection System and 
Electronics 
The detection apparatus, Fig. 12, used in this study 
consists of a conventional 2 mm x 30 mm2 Si(Li) x-ray 
detector, Si(Li)-II, mounted within a liquid nitrogen-
cooled, vacuum cryostat. A cooled FET, charge-sensitive 
preamplifier and active-filter main amplifier TC-200 
provided a singly differentiated voltage pulse with rise 
and decay time of 2 ysec to the input of the TMC 
10 24-channel pulse height analyser. A 3-inch gate valve 
permits the internal mounting of radioactive sources at 
9 distances between 0.5 cm and 4 cm from the Si(Li) detector 
The detector photon resolution was measured to be 4 50 eV 
FWHM at 14.4 keV and 800 eV at 75 keV. The degradation 
of the incident electron energy in the thin Si-Au entrance 
window (-0.2 mg/cm2) resulted in an approximately 200 eV 
FWHM broadening of electron lines at 100 keV. A nominal 
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Si (LI) DETECTOR 
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THREADED TO CHANGE SOURCE 
TO DETECTOR DISTANCE 
Fig. 12. Detection Apparatus Used in the 
Measurement of High Z u>K 
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source thickness of -0.3 mg/cm2 resulted in a further 
broadening of electron peaks of approximately 250 eV FWHM 
at 100 keV. 
4.3.2. Preparation and Calibration of Radioactive Sources 
The Au 1 9 5 source and the sources used in the electron 
efficiency calibration of the Si(Li) detector were all 
prepared by drop evaporation of carrier-free solutions on 
0.025 mm Mylar. The total amount of solids in each source 
was less than 50 yg and the average source thickness was 
restricted to less than 300 yg/cm2. A microscope was 
used to examine each source to ensure that crystal 
formations which might significantly absorb the emitted 
electrons were absent. The Bi 2 0 7 source, prepared for 
electron spectroscopy, was mounted on 0.005 mm Mylar 
and had an average thickness of 60 yg/cm2. 
The sources were generally fixed to the inside face 
of the 3 mm-thick aluminum entrance window at a distance of 
4.0 cm from the face of the Si(Li) electron detector. 
Variations in the source-to-detector distance were no 
greater than 0.5 mm. However, the Bi 2 0 source-mount was 
fixed to a 3 mm Lucite plate which in turn was fixed to 
the aluminum entrance window, in order to provide saturation 
backscattering for high-energy conversion electrons. A 
correction was made for this decreased source-to-detector 
distance relative to the calibration sources. There was 
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little effective change in the backscattering of the 
low-energy Auger electrons from Bi 2 0 7 decay relative to the 
0.0 25 mm Mylar-backed calibration sources. 
In order to obtain the electron detection efficiency 
curve, Fig. 11, it was necessary to determine the electron 
emission rates of several sources having conversion electron 
lines in the energy region below 3 00 keV. The x-ray and 
gamma-ray emission rates of these calibration sources were 
measured with a Ge(Li) detector of accurately known photon 
detection efficiency (Fig. 10). The electron emission 
rates were then calculated using the conversion coefficients 
listed in Table 4. 
4.3.3. Measurement and Interpretation of the Electron 
Spectra 
A typical Bi 2 0 7 spectrum taken with the windowless, 
cooled Si(Li) detector is shown in Fig. 13. The resolution 
is sufficient to resolve the K-LL and K-LX Auger electron 
groups. The low-intensity K-XY group in the energy region 
between the K and K0 x rays, was barely detectable, 
a 3 J 
The K and L x rays provide an excellent means for energy 
calibration, allowing measurement of the degree of K-Auger 
electron energy degradation arising from source self-
absorption and the finite thickness of the entrance window. 
A typical Au 1 9 5 spectrum is shown in Fig, 14 with 
and without filtration by a 390 mg/cm2 Lucite absorber. 
Table 4. Conversion Coefficients Used in the Calibration of Si(Li)-II 
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Taken With Si(Li)-II, (Solid curve has been 
raised slightly to display photon peaks in 
filtered spectrum.) 
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The spectrum with filtration, normalized to the unfiltered 
K x-ray intensity, has a broad pronounced peak in the 
energy region between the K-LL and K-LX Auger electron 
groups. This peak results primarily from Compton 
scattering of the K x rays from the gate valve and from the 
inner face of the 3 mm-thick aluminum window. The magnitude 
of the correction of the K-Auger electron intensities for 
this effect was 21 percent for Au 1 9 5 and 25 percent for 
Bi 2 0 7 but could be accurately estimated from the filtered 
spectra (Sec. 4.3.6.1). 
Integration of the K-Auger electron spectra 
(Figs. 13, 14) was done graphically, using a linear inter-
polation between the continuum on the left and right sides 
of the K-Auger electron groups. Integration of K x-ray 
groups and of isolated conversion electron groups was done 
numerically using a computer program which describes the 
continuum beneath the peaks in terms of step functions 
positioned at the centroids of the individual lines making 
up a particular multiplet. The height of each step 
function is proportional to the intensity of the line 
relative to the total intensity of the multiplet. In order 
to assure consistency between the graphical and the 
numerical methods of integration, the K x ray and the 
M + N + 0 . . . conversion group of unresolved lines of 
the 9 9 keV transition in Au 1 9 5 decay were computed, using 
95 
both methods. Agreement in both cases was found to be 
better than 1 percent. 
4.3.4. Consideration of Summing Effects Upon the Measured 
Counting Rates 
The effects of chance summing (Sec. 3.4) are 
negligible due to distant geometry and low counting rates. 
The effects of coincidence summing (Sec. 3.4) are likewise 
negligible as seen by following this line of reasoning: 
Consider for simplicity a decay scheme with two 
transitions in cascade which do nothing but make K 
vacancies. In the absence of summing the counting rates 
of K x rays and K-Auger electrons will be 
C K x = 2U^KeKx (4-6) 
and 
CKA = 2N„ U - V e K A <
4-7' 
respectively, where CR and C R A are the respective 
counting rates of the K x rays and K-Auger electrons; 
N0 is the disintegration rate (in this case 100% production 
efficiency of K vacancies assumed) ; OJ„ is the 
K-f luorescence yield; and E_. . and £,,„ the respective 2 Kx KA ^ 
detection efficiencies for K x rays and K-Auger electrons. 
Given a detected K x ray, the probability for summation 
and therefore loss of the count in the K x-ray peak, is: 
96 
PKx-K = < V K x
 + (1-UK)£KA (4"8) 
where the first term gives the probability that the second 
event is a K x ray; the second the probability that it 
is a K-Auger electron. 
However, the probability of summation following a 
detected K-Auger event, Pv_ _., is also given by the same 
expression: 
PKA-K = UK£KX + ^-"K^KA (4"9) 
Clearly, the fractional loss from the main peaks due to 
summing is independent of the nature of the primary event, 
i.e. the fractional loss is identical for the K x rays 
and the K-Auger electrons. Since the expression (from 
Eqn. 4-4) 
a, = _ _ — (4-10) 
K 1 + IKA/IKx 
involves only the intensity ratio I /I , no correction 
is necessary, since 
e C (1 - P ) 
= JS* K A U rKA-Kj = . 
(IKA/IKx)observed £ R A
 c
K x
( 1 " PKx-K} K A K x (4-11) 
In the present measurements, the summing effect is 
97 
very small, since E V A - 1.3><10~
3 and E V - l*10~
h. 
A. A A.X 
Thus, no sum peaks were observed. 
The summing possibility that does not cancel 
completely arises from summing of K and L x rays 
(Sec. 3.3). However, the ratio of sum peaks/main peak 
is about 0.1%, completely negligible with relation to the 
approximate ±20% accuracy in Iv7./Iv 
JtvA. i\X. 
4.3.5. Correction for Absorption in Source and Window 
Because of finite source and window thickness, it is 
necessary to estimate the fraction of incident electrons 
which are sufficiently degraded in energy to appear in the 
degradation tail below the region of peak integration. The 
magnitude of this effect was evaluated in the following 
manner: the energy shift of the electron peaks was measured 
using the K and L x rays and gamma rays available in the 
decay for energy calibration. The energies of the conver-
sion lines were computed using electron binding energies and 
9 8 gamma ray energies from Lederer, Hollander and Perlman . 
99 The K-Auger electron energies were taken from Siegbahn 
A correction of 0.9 keV to each of the measured energy 
shifts was necessary, since the Si(Li) detector operated at 
-900 V bias, i.e. the Si(Li) detector face was 900 volts 
beneath ground. 
The equivalent Si thickness which would produce the 
measured energy degradation for each conversion line was 
98 
99 
then determined using the relativistic Bethe-Bloch 
expression for the mean energy loss per centimeter of path: 
p = 0.153 £1 3"2 dx A 
An E(E + m9c»)V + ( 1. B 2 ) 
2I2mnc
2 
(2/T^P" - 1 + 32) £n2 + | (1 - v T ^ 7 ) 2 
(4-12) 
MeV/cm 
where p(Si) = 2.33 g/cm3; Z/A (Si) = 0.5; 3 = v/c; 
E = kinetic energy of electrons; m0c
2 = 0.511 MeV; 
I ( s i ) = 157 eV. 
Since the actual measured quantity, the energy shift 
of the channel corresponding to maximum peak height indicates 
most probable energy loss rather than the calculated mean 
energy loss, a slight correction was necessary using the 
Landau distribution which describes the integral 
probability for an energy loss to exceed the most probable 
energy loss. The correction to the equivalent Si thickness 
ranged from 9.5 percent at 100 keV to 12 percent at 20 keV. 
The corrected equivalent Si thickness of the source-plus-
detector window found in this manner was 0.4 8 mg/cm2 and 
0.43 mg/cm2 for Au 1 9 5 and Bi 2 0 7, respectively. By 
interpolating the results of Lane and Zaffarano for 
transmission of monoenergetic incident electrons through 
aluminized Formvar films, a transmission greater than 9 5 
percent for 50 keV electrons through an equivalent Si 
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thickness of 0.5 mg/cm2 is predicted. In the present work 
not all of the degradation tail is included in the total 
peak integration, as was the case in the Lane and 
Zaffarano study; thus, an estimate of the fraction of 
electrons excluded from the integration is necessary. For 
monoenergetic electrons with an initial energy of 50 keV, 
the fraction of electrons present in the degradation tail 
beneath the lower limit of integration in this work is 
predicted by the Landau distribution to be less than 
5 percent. 
The combined results of the Lane and Zaffarano 
findings and the Landau predictions can be used to 
deduce the shape of the intrinsic electron efficiency 
curve. Accepting an equivalent Si thickness of 0.4 8 mg/cm2 
the intrinsic electron efficiency at 25 keV (excluding 
solid angle) is predicted to be 70 percent, rising 
rather abruptly to 9 0 percent at 3 5 keV and then increasing 
very slowly to 100 percent at higher energies. These 
predictions agreed within experimental uncertainty with 
the present findings in the energy region between 25 and 
300 keV. 
4.3.6. Evaluation of the Experimental Results and Error 
Analysis 
The K-fluorescence yield, OJ , is computed in this 
IN. 
experiment directly from measured K-Auger electron 
100 
intensities. IT,, # and measured K x-ray intensities, IT. : 
' KA 2 ' Kx 
I C /e 
1 KA = 1 - KAX KA (4-13) 
KA Kx KA' KA Kx/ Kx 
where C___ and C are the measured K-Auger electron 
KA Kx * 
and K x-ray counting rates, respectively. The quantities 
£ and £ are the mean K-Auger electron and K x-ray 
detection probabilities, respectively. The magnitude of 
these quantities and the associated errors are given in 
Table 5. A discussion of each of the quantities in 
Eqn. 4-13 follows below. 
4,3.6.1. Determination of the K-Auger Electron 
Intensity. The total K-Auger electron counting rate, C^,, 
for Au 1 9 5 is given by: 
C K A = ' CKA- CS " CeK(129)l ^ + R' <4"14> 
where C' is the total measured uncorrected Auger count; 
KA 
C is the counting rate associated with Compton scattering; 
C . . is the counting rate in the Au 1 9 5 K-Auger electron 
spectrum due to unresolved K-conversion electrons from the 
129-keV transition in Au 1 9 5 decay; and R = „, „• &'->*># .,•„ ,„.. „,,,,, 
K— LiLi + J\ — JJA + J\—AX 
is the ratio of the K-XY Auger electron group intensity to 
the total K-Auger electron intensity. The equivalent 
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Table 5. Experimental Data from K-fluorescence 
Yields Measurements 
Au 1 9 5 Bi 2 0 7 
C R A ( s e c
- 1 ) 0 . 4 5 1 8 ± 0 . 0 1 5 1 1 0 . 9 4 ± 0 . 2 5 
C g ( s e c
- 1 ) 0 . 0 9 7 2 ± 0 . 0 0 2 6 2 . 7 4 2 ± 0 . 0 6 3 
C e K ( 1 2 9 ) ( s e c _ 1 ) 0 . 0 3 6 2 ± 0 . 0 0 3 6 
R 0 . 0 5 9 ± 0 . 0 0 6 0 . 0 5 9 ± 0 . 0 0 6 
e R A 1 . 44 1 0 ~
3 ± 0 . 2 1 6 > < 1 0 " 3 f 1 . 4 8 x 1 0 " 3 ±0 .222><10" 3 
CKA < s e c _ 1 > 0 . 3 3 7 2 ± 0 . 0 2 1 5 8 . 6 9 ± 0 . 3 0 
IKA ( s e c _ 1 ) 2 3 4 . 3 ± 4 7 . 9 5 8 6 2 ± 9 9 8 
I ^ v ( S i ) ( s e c
- 1 ) 6 7 0 8 ± 3 3 5 2 . 0 0 2 x 1 0 ^ 1 0 0 2 
I R X (Ge)(sec
_1) 7036±275 
av 0 . 9 6 7 ± 0 . 0 0 8 0 . 9 7 2 ± 0 . 0 0 8 
4. 
A 14.3% correction was made to both the electron and 
photon efficiencies owing to a decreased source-to-
detector distance (see Sec. 4.3.1). 
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expression for the total K-Auger electron counting rate in 
the Bi 2 0 7 measurements is the same as Eqn, 4-14 except 
t h a t CeK(129) = °-
The quantity C^A was determined by graphical 
integration of the K-Auger electron spectrum in which the 
continuum was described by a linear interpolation between 
the low- and high-energy sides of the K-Auger electron 
multiplet. Because of the relatively flat continuum above 
and below the K-Auger electron multiplet, and because there 
is a minimal amount of tailing from the electron peaks, the 
error in the graphical integration is approximately 2 
percent. The error in the counting statistics associated 
with the gross counting rate, C' , of the K-Auger electron 
spectra from Bi 2 0 7 and Au 1 9 5 decay was 0.25 percent and 
1.23 percent, respectively, where the assigned error 
represents twice the standard deviation, i.e. 9 5.5 percent 
confidence limit. 
The ratio of the Compton scattering rate, C , to 
the K x-ray counting rate was determined from Au 1 9 5 
a 2 . 
and Bi 2 0 7 spectra filtered with 10 mg/cm2 Mylar. The 
correction for Compton scattering of K x rays (Fig. 14) 
into the K-Auger electron energy region was found to be 
21.5 and 25.1 percent for Au 1 9 5 and Bi 2 0 7, respectively. 
The error in the above corrections is statistical in origin 
and was added quadratically with the statistical error in 
103 
the gross K-Auger electron counting rate. 
The 50.4 keV K-conversion electron associated with 
19 5 
the 129 keV transition in Au decay is not resolved from 
the K-Auger electron spectra and thus must be subtracted 
10 2 from C'_. The results of Toburen, Nakai and Langley 
KA 
were used to estimate the ratio of the intensity of this 
line, C „ ,-.or.v to the total intensity of the unresolved eK(129) J 
K-Auger electron group: 
C 
^ eKil29r) pr- = 0.10±0.01 (4-15) 
eK(129) ^KA " US 
A final correction is necessary in order to account 
for the K-XY electrons, not estimated in this work. The 
ratio R (Eqn. 4-14) was found to be 0.059±0.002 by Nail, 
Baird and Haynes for Z = 80. Because of the slow 
104 variation of R with Z and the relative insensitivity 
of 03 to rather large (percentage) changes in R, a 
is. 
value of R = 0,059±0.006 was used in the determination 
of o> for both B i 2 0 7 and A u 1 9 5 . 
j\ 
In order to find the intensity I of the K-Auger 
electrons from the measurement of the corrected counting 
rate C T^, it is necessary to evaluate the electron 
KA' J 
detection efficiency e R A of the Si(Li) detector. The 
mean K-Auger electron detection efficiency was obtained 
by calibrating a set of conversion electron sources. In 
104 
the energy region where source and window absorption are 
significant, the experimental results of Lane and Zaffarano 
were employed to show that the electron efficiency 
decreases rapidly with decreasing energy below approximately 
35 keV, due to increased absorption of the emitted electrons 
in the source and detector window. Above approximately 
4 0 keV the effects of source and window absorption are 
small and can be predicted accurately using Lane and 
Zaffarano results and the theoretical Landau distribu-
tion described above. In the case of Au 1 9 5 decay, 
conversion electrons with energies above and below the 
K-Auger electron energy region provide an internal cali-
bration for the efficiency. The mean source thickness in 
the Bi 2 0 7 source, deduced from the K-Auger electron energy 
degradation, was found to be less than in the case of the 
Au 1 9 5 source; thus, the source and window absorption are 
assumed to be minor effects which are easily handled using 
the results of Lane and Zaffarano 
The gamma-ray emission rates for calibration sources 
of Au , Sn , and Hg were measured using a Ge(Li) 
detector whose efficiency is accurately known [Ge(Li)-III]. 
The total uncertainty in this calibration does not exceed 
3 percent. The internal conversion coefficients, necessary 
to predict the conversion electron emission rate, have 
errors which range from approximately 2 percent for the 
105 
K-conversion coefficients of Hg203 and Sn 1 1 3 to 10-15 
percent for the conversion coefficients associated with 
the main transitions in Au l 9 5 decay at 3 0.8 keV, 9 8.8 keV 
and 129.1 keV. The error bars shown in Fig. 11 were 
obtained by linearly adding the errors in the internal 
conversion coefficients to the errors in the gamma-ray 
emission rates and the electron peak integrations, 3 
percent and 2 percent, respectively. Both the conversion 
105 coefficients of Fink and the relative electron 
102 intensities of Toburen, Nakai and Langley were used to 
obtain the two sets of efficiency points plotted in Fig. 11 
for the Au 1 9 5 transitions. Using the latter results, the 
experimental relative electron intensities were normalized 
to the theoretical total L conversion coefficient of the 
~\ o f. 
99 keV transition . The error in each of the efficiency 
points found in this manner reflects a 5 percent uncertainty 
in the theoretical L conversion coefficient, in addition 
to the experimental uncertainties (-5%) , and in the 
relative electron intensities given by Toburen, Nakai and 
Langley102 (2 - 10%). 
The total estimated error of 15 percent in the mean 
K-Auger electron efficiency is represented in Fig. 11 by 
the two dashed curves above and below the solid efficiency 
curve which was used to obtain the K-Auger electron 
intensity I from the corrected counting rate C . 
KA .K..A., since 
IKA " CKA/£KA' 
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4.3.6.2, Determination of the K X-ray Intensity. 
The total K x-ray intensity, IR , in Au
1 9 5 decay was 
measured with an accurately calibrated Ge(Li) detector in 
a standard geometry [Ge(Li)-III], in addition to the 
measurements with the Si(Li) electron detector. After 
correction for K x-ray detection efficiency, e , the 
intensity I as measured by the standard Ge(Li) detection 
system had an uncertainty of approximately four percent, 
which includes the errors in the Ge(Li) calibration (2.5%) 
statistics (0,2%), geometry error (0.5%), peak integration 
(0.5%) and half-life correction (0.2%). The uncertainty 
of the Si(Li) measurement of the Au l 9 5 K x-ray intensity 
was approximately 5 percent. An average of these two 
measurements was used in the determination of the final 
results for w^ at Z = 78. 
The Bi 2 0 7 source was measured only with the Si(Li) 
detector and in a slightly different geometry from that 
used for Au l 9 5, being mounted on a 3-mm Lucite plate which 
was fixed to the inside of the aluminum window. The 
increase in the solid angle due to this geometry increased 
the overall detection efficiency by 14.3 percent. The error 
in the calibration of the photon efficiency of the Si(Li) 
electron detector was approximately 5 percent, and the 
error in source placement, 1 percent, yielded a total error 
in the Bi 2 0 7 K x-ray intensity of 6 percent. 
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4 . 3 . 6 . 3 . Final Results and Error Propogation. Table 
5 summarizes the measured quan t i t i e s and t h e i r respect ive 
e r rors involved in the measurement of u>-_ for Z = 78 and 
j\ 
82 from Au195 and Bi207 decays, respectively. The error 
associated with the reported values of u)v were computed 
under the assumption that the respective errors in Cv , 
C , e and eT,, combined in such a fashion as to give KA Kx KA ^ 
maximum and minimum values of the measured values of OJ„. 
This leads to a small amount of asymmetry in the error, 
thus the average of the upper and lower bounds of the 
computed errors was assumed. 
10 8 
CHAPTER V 
COMPARISON OF PRESENT RESULTS WITH EXPERIMENT AND THEORY 
5.1. Relative K X-ray Transition Probabilities 
5.1.1. Comparison of the Relative K X-ray Intensities 
With Experiment 
Recent measurements of the K,/K , K /K , K' /K 
$' or a2
/ a / 3/ a 2 
and K' /K ratios have been made, in addition to the 
3/ a1 
earlier work of Beckman and Williams . Because of 
improved methods and instrumentation, the recent results are 
the more reliable; therefore, the details of the older work 
t are not dealt with here. The results of the present 
measurements of the Kn/K intensity ratio are listed in 
Table 6, in addition to the interpolated values for each Z 
not measured. Fig. 15 compares the present results with 
other experimental measurements and it can be seen that the 
present results are in reasonable agreement with the other 
experimental work. 
The measurements of the K /K , K' /K and 
a/ al 3/ OL1 
K' /K ratios at Z = 81, 8 2 and 96 are compared to other 
P 2 a j 
recent experimental measurements in Table 7 where, also, 
t An account of the earlier measurements is given by 
the present author in Ref. 26, in addition to a graphical 
comparison of the results. 
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Table 6. Final Results for Measured Intensity Ratio - K0/K 
p a 
Z V K 'a Z K0/K 3 a 
Z KQ/K 
3 a 
17 0.020 ±0. 
0.0382 <b) 
015(a) 44 0.2018 71 0.2572 
18 45 0.2055 72 0.2593 
19 0.0538 46 0.2091 73 0.2615±0.0052 
20 0.0690 47 0.2110±0.0042 74 0.2632 
21 0.0828 48 0.2155 75 0.2653 
22 0.0945 49 0.2192 76 0.2671 
23 0.1053 / _ ,50 0.2226 77 0.2693 
24 0.1135±0. 0023 ̂ c >51 0.2254 78 0.2705^0.0054 
25 0.1219 52 0.2300±0.0046 79 0.2734 
26 0.1283±0. 0025 53 0.2319 80 0.2755 
27 0.1317 54 0.2345±0.0047 81 0.2795±0.0056 
28 0.1328 55 0.2367 82 0.2810±0.0056 
29 0.1339 56 0.2370±0.0048 83 0.284 
30 0.1352 57 0.2435±0.0049 84 0.286 
31 0.1371 58 0.2420 85 0.289 
32 0.1395 59 0.2433 86 0.291 
33 0.1440±0. 0029 60 0.2442 87 0.293 
34 0.1511 61 0.2452 88 0.29 6 
35 0.1573 62 0.2459 89 0.298 
36 0.1634 63 0.2485±0.0050 90 0,301 
37 0.1682 64 0.2481 91 0.303 
38 0.1732±0. 0035 65 0.2485±0.0050 92 0.306 
39 0.1791 66 0.2502 93 0.308 
40 0.1838 67 0.2511 94 0.311 
41 0.1886 68 0.2521 95 0.314 
42 0.1930 69 0.2535 96 0.316±0.013(d> 





Value from proportional counter measurement (J. P. Renier, 
H. Genz, K, W. D. Ledingham and R. W. Fink, Phys. Rev. 
166 [1968] 935.) 
From interpolation of Curve C, Fig. 16. 
Measured values from present work. 
Corrected for 122 keV gamma hidden beneath K£ ; see 
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xHg. 15. Measured Kfi/K Intensity Ratios Compared 
With Other Experimental Work. (Solid curve 
is drawn through present experimental values 
Ill 
Table 7. Intensity Ratios K /K , K' /K and K' /K 
1 a2
/ ai' 3i ai 32 ai 
Compared With Experiment and Theory 
Z Ratio Present Work Nelson, Salenra' Theory^ 
and Saunders 
81 K /K 0.580±0.030 
a2 ai 
K' /K 0.366±0.017 
K' /K 0.101±0.005 
3a/ ai 
82 K /K 0.588±0.030 
a 2 a i 
K' /K 0.363±0.017 
31 ai 
K' /K 0.103±0.005 











96 K /K 0.62610.006 
oi2 a i 
K' /K 0 . 3 8 0 1 0 . 0 1 4 
3 l ot i 
K' /K 0 . 1 3 3 1 0 . 0 0 5 
3 2 Ot i 
^From the review of Nelson, Salem and Saunders (to be 
published in Atomic Data). Errors estimated by 
same workers from scatter in experimental data. 
^ Relativistic Hartree-Fock-Slater (Refs. 2 and 3). 
(c) 
Corrected for 122 keV gamma hidden beneath K' ; see 
footnote p. 70. î 
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the recent relativistic Hartree-Fock-Slater calculations of 
2 3 
Scofield and of Rosner and Bhalla are presented for 
comparison. 
Aside from the present work, the most complete study 
of the K /K ratios performed to date has been carried 
3 a 
23 
out by Slivinsky and Ebert who measured twenty-two K /K 
p ot 
ratios in the region of atomic number from 29 to 92. Rather 
good general agreement for the K /K ratio (<5%) is found 
between the Slivinsky and Ebert results and the present 
results from medium-low to high Z. At low Z, their 
values are some 7 percent higher than those measured in the 
present work. The primary K vacancies in the Slivinsky 
and Ebert work were produced by exciting pure metal and 
oxide samples mounted on thin Mylar placed at a 4 5° angle 
to a primary bremsstrahlung beam from a 150 kV x-ray 
machine, A highly collimated (0,15 cm-diameter pinhole) 
Ge(Li) spectrometer with a resolution of 650 eV FWHM was 
placed at a 90° angle to the bremsstrahlung beam and 25 cm 
from the fluorescer. Air attenuation was corrected for 
when the data were analysed. The low energy efficiency of 
the detector was measured using an x-ray machine and a 
variety of fluorescer foils. Absolute intensities of the 
x-ray lines were measured using a thin Nal(Tl) monitor, 
The major uncertainty in the work of Slivinsky and Ebert 
was associated with unfolding the K and KR peaks. They 
113 
estimate this source of error to be approximately 5 percent. 
In the present work the low Z points were measured with a 
Si(Li) detector with a resolution of 260 eV at 6.4 keV, 
thus spectrum stripping, even at Z = 24 (E„ - E„ =0,6 keV) 
K3 a 
presented no undue difficulties. 
Six isolated measurements of K-/K have been made 
3 a 
10 7 by Mistry and Quarles who produced K vacancies by 
ionization with electrons obtained from a 150 keV linear 
accelerator. The x rays were analysed with a 5 mm-thick 
Ge(Li) detector (450 eV FWHM at 6.4 keV). The major source 
of error in this experiment was associated with the sub-
traction of the continuum from beneath the x-ray peaks. 
The continuum in this experiment was large owing to the 
large production of bremsstrahlung by the electron beam. 
The measured values of the K0/K intensity ratio are in 
3 a J 
reasonable agreement with the present work in all cases 
except Z = 66 where the value found in the present work 
is 6 percent lower than that found by Mistry and Quarles. 
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de Pinho and Salem, Saunders and Nelson have 
reported high Z Kft/
K ratios. The dePinho results are 
in good general agreement, although slightly lower than the 
present work; whereas the Salem, Saunders and Nelson values 
are significantly higher than those measured in the present 
work, de Pinho created K vacancies by external conversion 
of the 66 2 keV photons from C s x 3 7 decay (Ba 1 3 7 m); 
114 
radioactive sources were also used for a few cases; 
observation of the K x rays was with a Ge(Li) detector, 
Salem, Saunders and Nelson created K vacancies using 
gamma rays from a 500-curie Ta 1 8 2 source and observed the 
K x rays with a Ge(Li) detector. The results of these 
two studies are also included in Fig. 15. 
5.1.2. Comparison of the Measured Relative K X-ray 
Intensities With Theory 
The KR/K intensity ratios measured in the present 
work are compared in Fig. 16 with relativistic calculations 
29 by Babushkin . The three theoretical curves correspond 
to unscreened (Curve A), empirically screened (Curve B) and 
Burns' Screened hydrogenic calculations (Curve D). Curves 
A and B are seen to be only poor approximations to the 
experimental findings, with the empirically screened 
hydrogenic calculation obviously overestimating the effec-
tive nuclear charge, i.e. the empirical screening constants 
for the M and higher shells are too small. The third 
curve (Curve D) is in reasonable agreement with the 
experimental results. The screening constants in this case 
59 have been derived by Burns from a comparison of wave 
functions of the screened hydrogenic type with Hartree-Fock 
wave functions, 
In Fig. 17, an additional comparison of the 
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screening recipe is made with the recent relativistic 
2 3 
calculations by Scofield and by Rosner and Bhalla , 
employing the Relativistic Hartree-Fock-Slater (RHFS) model; 
30 Manson and Kennedy have calculated the KQ/K ratios 
p ex 
using the nonrelativistic Hartree-Fock-Slater (HFS) model 
and the results are included in Fig. 17. The present 
experimental findings are included as an aid in depicting 
the overall agreement of experimental work with the most 
recent theoretical calculations. 
A smooth curve was joined between the atomic numbers 
Z = 31 and Z = 40 and between Z = 49 and Z = 75 for 
29 
Curve A in Fig. 16. in the work by Babushkin , the effects 
of the 4p and 5p shells are not included until Z = 40 
and 75, respectively. The 4p and 5p shells begin to 
fill at Z = 31 and 49, respectively, thus explaining the 
major discontinuities in Curves A and B at Z = 40 and 75, 
seen in Fig. 16. 
The RHFS calculations by Scofield and by Rosner and 
Bhalla predict identical K /K ratios provided one compen-
3 a 
sates for the contribution of the 5p electrons which were 
neglected in the Rosner and Bhalla calculation. Using the 
results of Scofield, the present author applied this 
correction, the magnitude of which is 4.4% of K at 
p 
Z = 92, 2.3% at Z = 56 and zero for Z < 48. 
It is interesting to note the remarkable agreement 
118 
between the theoretical calculations over almost the entire 
range in Z, particularly when one considers the basically 
different theoretical approaches involved in the various 
calculations. Relativistic effects upon the KR/K transi-
tion rates are seen to be only moderately important, even 
at high Z. A comparison of the absolute transition 
probability of the 2p-ls transition, which is particularly 
sensitive to relativistic effects, shows that the 
nonrelativistic value is only 10 percent higher than the 
relativistic value, even at Z = 100. In addition, the 
contribution of higher multipole radiations (M.. , E~ . . . ) 
has been shown by Scofield to be only of the order of 1 
percent at Z = 92; thus, the electric dipole approximation 
. 29 
certainly seems justified in the work of Babushkin and of 
30 
Manson and Kennedy 
The fact that the Babushkin calculations (solid curve, 
Fig. 17) implicitly involve a rigorous exchange correction, 
i.e. the screening constants are derived from Hartree-Fock 
wave functions (whereas the HFS calculations employ the 
Slater approximation for the exchange effect) may attest to 
the fact that the Slater exchange approximation does not 
introduce undue error in the calculated relative K x-ray 
transition probabilities, at least in the region of Z 
where agreement is good. On the other hand, the divergence 
of the two methods of theoretical calculation at high Z 
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may also imply a worsening of the exchange approximation in 
the HFS calculations. As pointed out by Slater , 
• . . for very small and very large values 
of r, the approximation (Slater) behaves rather 
badly and thus inteferes rather seriously with 
the eigenvalues of the K electrons on one hand, 
the outer most ones on the other hand. 
In the low Z region, certain dissimilarities in 
the two above-mentioned calculations appear. The HFS 
calculations predict a plateau in the KR/K ratio between 
Z = 21 and Z = 30, corresponding to the filling of the 
3d shell, whereas the Babushkin calculation predicts a 
continuous decrease in the KD/K ratio with decreasing Z 
p 06 
in this region. The experimental results on the other 
hand tend to indicate a plateau shifted somewhat to higher 
Z and terminating at approximately Z = 30. 
All of the above-mentioned theoretical calculations 
treat only free atoms, whereas the measured results were 
made in solids, which suggests that agreement at low Z 
should not necessarily be expected. The experimental 
results actually lie lower than the theoretically predicted 
results below Z =24, possibly due to the nonparticipation 
of one or several 3p electrons which may be totally 
ionized in the solid or involved in chemical bonding. 
The extrapolation of such ideas, i.e. chemical 
effects, to higher Z in order to account for discrepancies 
between experiment and theory is hardly justified, 
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considering on the one hand the probably small influence 
of the outer shell electrons upon the 3p and 4p 
electrons from which the major contributions of K arise, 
and on the other hand the magnitude of the discrepancies 
(3 to 8 percent). 
5.2. K-fluorescence Yield Measurements at Z = 78 and 82 
5.2.1. Comparison With Other Experimental Work 
A comparison of the present measured values of OJ 
with previous experimental work is made in Table 8. The 
present values are in disagreement with the measurements 
by Broyles, Thomas and Haynes (BTH) and Nail, Baird and 
Haynes (NBH) but agree within the estimated error 
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limits with Park and Christmas at Z = 80. Aside from 
these few values in the Z range, 78 < Z < 82, a few 
precision values in the medium-high Z region indicate 
that the fluorescence yield may be somewhat higher than 
found by NBH and BTH, notably113 wv{Z = 66) = 0.943±0.007 
x\ 
and u> (Z = 55) = 0.898±0.005. 
K 
The 3-spectrometer measurements by BTH and by NBH 
involved a comparison of the K-Auger electron intensity to 
the intensity of K-conversion-electrons associated with the 
primary K-vacancy production. The precision of the former 
measurement (BTH) is lower than the latter measurement due 
primarily to poorer resolution and also to the presence of 
radioactive contaminants in the Au 1 9 8 source used in the 
Table 8. Present UJ Results Compared with Experiment and Theory 
Present NBH103 TBH111 Park & 1 1 2 Semi-empirical93 Theory5 
Christmas 
78 0.96710.008 
80 0.969(5)10.008(a) 0.952±0.003 0.946±0.008 0.97±0.01(7) 0.964(7)10,004 0,966(b) 
82 0.972+0.008 
(a) 
Average of present measured values of oo at Z = 78 and Z = 82, 
A correction is made to this value in Sec, 5.2,2 in order to account for K-Auger 
electron transitions not included in the calculation, 
M 
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measurements. The present method of determination 
basically differs from these measurements in that it does 
not require knowledge of the means of vacancy creation. In 
addition, in the present method, since the Auger electron 
and x-ray data are collected simultaneously, the present 
measurements are not subject to error in time normalization. 
On the other hand, both methods may be subject to error due 
to electron loss in source or window or in corrections for 
K-Auger electron components not measured. The evaluation 
of the magnitude of electron loss in source and window has 
been given in Sec. 4.3.5 and an estimation of the K-XY 
group intensity not measured in the present work given in 
Sec. 4.3.6.1. 
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The measurements by Park of the K-fluorescence 
yield at Z = 80 involved the determination of the intensity 
ratio R R of the K-Auger electrons to the beta particles 
as measured by a high-resolution magnetic spectrometer, 
and the intensity ratio Rxg of the K x rays to the beta 
particles as measured by Nal(Tl) detectors and the 4TT3-Y 
coincidence method. The fluorescence yield is then 
determined from 
K RX3 Rxy 
The precision of this value of ^ was limited by an 
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abnormally large amount of tailing in the electron spectrum, 
prohibiting an accurate determination of the K-Auger 
electron intensity. 
The present values are also compared in Table 6 with 
values calculated from the semi-empirical formula given in 
Eqn. 2-15. A thorough study of all of the reported values 
Q3 of a) was made by Bambynek and the most reliable 
values used to calculate the fluorescence yield with 
Eqn. 2-15. The present measured values of OJK are in good 
agreement with these semi-empirically determined values. 
5.2.2. Comparison of the K-fluorescence Yield Measurements 
With Theory 
An accurate theoretical calculation of the 
K-f luorescence yield at high Z_ is particularly difficult 
because of two requirements: (1) the Auger transition 
probability must be calculated relativistically as the 
magnitude of the relativistic effects upon all the absolute 
K-Auger electron intensities is large and (2) all of the 
K-Auger electron and K x-ray transitions must be accounted 
for explicitly or else corrections must be applied for 
contributions from transitions not calculated. 
Recently, a very extensive relativistic calculation 
of the K-Auger electron intensities has been carried out 
5 
and K-fluorescence yields at high Z calculated , In 
this work, only the K-LL and K-LM Auger groups were 
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accounted for, thus the calculated values of wK should 
be systematically low. 
Bhallâ --1- has estimated that the effect on w of 
including only the K-LL and K-LM Auger transitions is 
approximately 0.3% at Z = 80, i.e. the calculated values 
are 0.3% too high. The present author, using the experi-
mental results of Toburen, Nakai and Langley for the 
relative K-Auger electron intensities at Z = 78, also 
found the effect to be small (0.3% ± 0,2%). The corrected 
theoretical value for w„(Z = 80) = 0.963 is to be 
compared to the computed value measured in the present 
experimental work of w^(Z = 80) = 0.969(5)±0.00 8 which 
is. 
represents an average of those values measured at Z = 78 
and Z = 82. 
An estimate of the nonradiative width at Z = 80 
may be made from the average of the results for UJ at 
Z = 78 and Z = 82 provided one knows the total width 
defined by Eqn. 2-4. 
r = r + r (2-4) 
*K KR KN ^ *} 
The measurement of the natural line width of K and K 
a2 a 31 by Nelson, John and Saunders are in good agreement with 
2 
the theoretical predictions of Scofield for the radiative 
width FVTi, thus using Scofield's value for r = 51.7 eV 
KR J\K 
at Z = 80 and Eqn. 2-5: 
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r 
' K = r K N +
 FKR (2"5' 
the measured nonradiative width at Z = 80 is found to be 
TKN = 1.63 eV ± 0.41 eV (2a) for Z = 80. 
In summary, the present measured results at Z = 78 
and Z = 82 agree within the experimental error found by 
5 
Bhalla, Ramsdale and Rosner . In addition, the present 
experimental results are also in agreement with the 
33 semi-empirical findings of Bambynek but are not in 
agreement with the lower values of u) found by Broyles, 
Thomas and Haynes and Nail, Baird and Haynes 
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
In the present investigation of the inner shell 
atomic transition probabilities, the K x-ray intensity 
ratios and high Z fluorescence yields have been measured 
in order to provide a rigorous test for recent theoretical 
predictions. The accuracy of the most sophisticated 
predictions has been sufficiently high to place very strict 
requirements upon the experimental measurements, with 
regard to the uncertainties which could be tolerated. 
This, on the one hand, led to the detailed study of the 
detection efficiencies of semiconductor detectors (Sec. 3.3) 
and, on the other hand, required the development of new 
methods for measuring the K-fluorescence yields (Sec. 4.1). 
6.1. Conclusions 
As the result of the current investigation of the 
K x-ray intensity ratios and K-fluorescence yields at high 
Z, the following conclusions can be drawn: 
(1) The experimental measurements of the relative 
K x-ray intensities indicate that most refined present-day 
2 3 29 30 
theoretical predictions^' ' ' , although in good agree-
ment with each other, exhibit systematic discrepancies 
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with experimentally measured K R /
K intensity ratios. The 
magnitude of these discrepancies is smallest in the regions 
following the closing of the 3d shell and the closing of 
the 4f shell. The largest discrepancies exist at Z < 24, 
at the beginning of the rare-earth series, and at high Z. 
(Sec. 5.1.2) 
(2) The general discrepancy of 3 - 1 2 percent from 
medium Z to high Z suggests, in a general sense, that 
the theoretical screening of M and higher shells is 
overestimated. This cannot be accounted for in terms of 
chemical effects of outer shell electrons, considering the 
59 
negligible effects of these electrons upon the deep-lying 
p levels (i.e. 3p, 4p) which account for major 
contributions to K0. (Sec. 5.1) 
p 
(3) The discrepancies in the K R /
K ratio at low Z 
are probably related to chemical bonding effects and to 
ionization of the 3p electrons. (Sec. 5.1) 
(4) The general agreement between the theoretical 
predictions in the medium-low to medium-high Z region 
may imply that the Slater exchange approximation introduces 
very little error into the Hartree-Fock-Slater calculations, 
at least throughout this region of Z. (Sec. 5,1) 
(5) The divergence of the RHFS predictions and the 
predictions using relativistic Burns' Screened hydrogenic 
wave functions may imply a worsening of the Slater exchange 
128 
approximation. (Sec. 5.1) 
31 
(6) The measured natural line widths of K and 
K at high Z appear to be in excellent agreement with 
the RHFS predictions. Within the experimental uncertainties 
of that experiment and the present study of the Kft/K ratios 
this agreement indicates that the absolute K0 transition 
p 
probabilities are theoretically underestimated. 
(7) Relativistic effects upon the K0/K ratios are 
c 3 ex 
small, even at high Z, as are the contributions other than 
electric dipole radiation; thus additional theoretical 
investigations of these relative transition probabilities 
may be carried out in the electric dipole approximation, 
using the more manageable nonrelativistic wave functions. 
(Fig. 17) 
(8) Recent theoretical predictions of the 
K-fluorescence yields are found to agree with the present 
experimental results at Z = 78 and Z = 82. The measured 
values of OJ_. constitute a test for the total nonradiative 
IN. 
transition probability, assuming the experimental findings 
for the natural line widths of Ka and K substantiate 
the fact that the total radiative transition probability 
at high Z is as given by the RHFS calculations. 
Therefore, within the limits of experimental error (-20%) 
the calculated nonradiative transition probabilities are 
in agreement with experimental findings at Z = 78 and 
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Z = 82. (Sec. 5.2) 
(9) The present measured values of u)„ are in good 
agreement with the semi-empirical formula, Eqn. 2-14, in 
contrast with previous precision measurements of ^ at 
Z = 78 and Z = 82. (Table 8) 
(10) Because of the many factors affecting the 
efficiency of semiconductor detectors below 100 keV, no 
two detectors will ordinarily have identical efficiency 
curves, even if their nominal dimensions are the same. 
(Fig. 3) 
(11) In the region of the germanium K binding 
energy (11.1 keV), where sharp discontinuities occur in 
the efficiency of Ge(Li) detectors, Si(Li) detectors are 
more suited to accurate efficiency calibration than are 
Ge(Li) detectors. (Sec. 3.3.3) 
(12) For energies between approximately 3 and 
100 keV, and as qualified by the previous conclusion (11), 
certain guidelines may be established for the accuracy to 
which both Ge(Li) and Si(Li) detectors may be efficiency-
calibrated: 
(a) Accuracies in the relative efficiencies 
of 1 percent per 10 keV are attainable for 
narrow energy regions. 
(b) The overall error in the relative 
efficiency can be kept as small as 2% to 5% by 
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careful experimental efficiency calibration 
(c) Accuracies in the absolute efficiency of 
approximately 1 percent plus the uncertainty 
in the relative efficiency can be attained 
but only by use of accurate standardization 
sources, 
6.2. Recommendations for Further Work 
(1) A systematic experimental study of the 
K-fluorescence yield should be made at high Z using thin 
sources and the semiconductor detector technique employed 
in the present work. This would provide an excellent test 
of the total nonradiative transition probability in a region 
of Z where the Auger transition rates are so strongly 
influenced by relativistic effects. 
(2) An experimental investigation of the chemical 
effects at low Z upon the relative intensity ratios, using 
very high-resolution, semiconductor detectors should be 
made. This would establish limitations of the free atom 
approximation for inner-shell transition rates. 
(3) Theoretical estimates of the magnitude of 
relativistic effects on the K-LN and higher Auger electron 
transitions would be valuable. This would be particularly 
useful for deciding the suitability at very high Z of 
extensive nonrelativistic calculations of these higher 
transitions. 
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(4) Measurement of the relative intensity of the 
weak line K (ls-2s) should be possible with high resolu-
tion, curved crystal spectrometers or suitable coincidence 
2 
techniques. As pointed out by Scofield , the existence 
of this transition is due to retardation and relativistic 
effects, and the intensity is sensitive to mixtures of 
other angular momentum states. 
(5) An investigation of the relative L x-ray 
transition probabilities with high-resolution, curved-
crystal spectrometers should provide additional tests for 





CALCULATION OF THE K X-RAY ESCAPE PROBABILITY 
The formula given by Eq-n. 3-10 and graphically 
displayed in Fig.8 was derived under the assumption that 
incident radiation is normal to the front surface of a 
cylindrical germanium detector (Fig. 18). 
The fraction of incident gammas producing K 
vacancies between x and x + dx is given by: 
dl 
j-3- = e"yyXy(K)dx (1) 
Y 
where I is the incident intensity of the gamma; y is the 
total attenuation coefficient of the gamma ray in germanium; 
y(K) is the K-shell photoelectric attenuation coefficient 
of the gamma ray in germanium, found by subtraction of the 
L and higher shell contributions to the total photoelectric 
attenuation coefficient. 
Assuming a K vacancy at position X (Fig. 1 8 ) , the 
probability of K x-ray escape from the front surface of 
the detector is given by: 
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Fig. 18. Assumed Geometry For Escaping K X Rays 
^"V 
where w is the K-fluorescence yield of Ge, w^CGe) = 
( 8 7) 
0.57±0.003 , y^ is the total attenuation coefficient 
the escaping K x rays in germanium and R = x sec0 
(Fig. 18) . The differential solid angle into which the 
fluorescent K x ray is emitted is given by: 
-,n ,, sin9d9d(t> d^/47T = jn- 2-
TTT 
Therefore, the fraction of K x rays escaping in the so 
angle dQ, is determined by: 
dl -VU,x /T̂ \ ̂  WT^ "y^ x sec9 . Q .,, e = e Y y(K)dx K e K sin8d( 
I 
y 
where the integration over <J> has been carried out. 
Substituting Z = sec6 
dz = —i—.(-sin6)d0 
cos26 
and dZ/Z2 = sin6d0 into the above integrand where 
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TT/2 .» 
/ dO =J dZ 
0 1 
(6) 
Then the fraction of K x rays escaping per incident gamma 
into the solid angle defined by R and cj) is given by: 
dl / I = e  y 
e~yYxy(K)dx e"uKxZ dZ 
2Z (7 ) 
Thus the p r o b a b i l i t y of K x-ray escape i s given by: 
d l e / i = J e~
yYxy(K) dx J \ e"pKxZ dZ (8) 
1 2Z 
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Setting Ka - + R - _ _ _ ~ _ _ ^ - 1 +. K / k 
K o/K 
1 - and K„ = , A* °L ; the 
3/ "a * ' "3 a 
ratio of the escape peak to the incident y intensity is: 
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where y and y„ are the total attenuation coefficients 
a 3 
in germanium for the germanium K and Kft x rays with y 
= 3 2 , 4 c m 2 / g m ; y 
K 3 
2 6 . 6 c m V g m ; a n d K = 0 , 8 7 8 a n d K0 = 
a 3 
0,122 (Chapter V ) . 














., 2 6.6 n 
1 + £n 
UY 
' 26.6 * 
26.6 + y 
Y / J 
which is the expression from which the theoretical values 
for Fig. 8 were calculated 
The escape probability in silicon is found in an 
identical manner as described here but is less significant 
owing to the smaller value of the K-fluorescence yield, 
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APPENDIX B 
EFFECT OF SHADOW COLLIMATION ON RELATIVE DETECTION EFFICIENCY 
The inspection of Ge(Li)-II with a narrow, collimated 
beam (Sec. 3.2) revealed an arch-shaped p-i junction as 
depicted in Fig. 3, The effects of this type of collimation 
on the relative efficiency were unknown but the experimental 
efficiency values suggested that these effects might be 
large (Fig. 3). 
The general behavior of the relative efficiency was 
studied after the following determination of the general 
equation for the relative efficiency for this type of 
geometry (Fig. 19). 
The differential probability for a photon normal to 
the front surface of the detector to interact in a ring 
defined by y and y + dy at a depth defined by x and 
dx is given by: 
d P ( y , x ) =
 e ~ y x ^d* <2*r dr> ( i ) 
2 iry 
where y is the linear attenuation coefficient (cm l) and 
y and x are described in Fig. 19. 
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Fig. 19. Geometry Used In Calculating The Effects Of 
Shadow Colliraation On The Relative Efficiency 
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The integral probability for a photon normal to the 
detector surface defined by y to interact in the dead 
triangular ring defined by x , y and y is given by: 
o o I 
r y , S x 
2TTy] J e " y x ydy dx 
y=y x=0 
- -o ( 2 ) 
2 
Try 
y - y 
where S is defined as Q—. On the other hand, the 
probability that a photon will interact in the ring defined 
by Y , y and x is given by: 
0 1 1 
TT(Y2 - y2) _ u x 




Therefore the probability that a photon normal to the 
detector surface will interact in the sensitive region 
defined by y , y , x and x is found by subtracting 
Eqn. 2 from Eqn. 3. 
y, rSx„ 
2 1 I o -yx, '/'7 S e t t i n g I = 2T\\I / / e K °ydy dx (4 y x=0 
J o 
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one finds that 
(5) 
? _ a ( y - y ) < Y
2 - y 0 >
e 
e = I = - f _ (ay + l)-e a l ° (ay + 1) -
a 2y 2 ° l y 2 
where e is the detection probability for a photon normal to 
2 
the detector defined by y and y . 
o I 
In order to study the effect of this expression on 
the total relative efficiency, e , one must compare it to 
the efficiency of the right-circular cylinder defined by 
y and x . The relative detection efficiency of this 
0 2 
segment of the detector is given by: 
^ l c-' 
e = °_ eR (6) 
Try2 
I 
where e^ is the relative detection efficiency for photons 
normal upon the area defined by Y . Therefore, the total 
o 
relative detection efficiency is given by adding expression 
(5) to expression (6), i.e., e„ = e + e • 
K i 2 
Shadow collimation of this type for Ge(Li)-II gives 
rise to the large rise in efficiency at approximately 
40 keV (see Fig. 9) . 
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