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Sommaire 
Entre l'acquisition de l'image et son affichage, il y a plusieurs operations que l'image 
subit. En plus, les ecrans ne sont pas capables d'afficher les images avec une grande fidelite. 
Ce travail consiste a corriger l'image avant son affichage. Les corrections apportees de-
pendent essentiellement des specificites de l'usager comme les caracteristiques de la retine 
et les differents aspects de la perception des couleurs. Elles dependent aussi de l'environ-
nement qui intervient par l'intensite et la couleur de la lumiere. Enfin, elles dependent des 
caracteristiques de l'ecran qui influencent l'affichage avec son gamut, son intensite maxi-
male et sa consommation en energie. 
Notre objectif est de creer un systeme qui prend en charge tous ces parametres et qui 
nous fournit a la sortie une image qui satisfasse l'utilisateur. 
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Introduction 
Le developpement rapide des dispositifs electroniques mobiles impose leur utilisation a 
large echelle. Ces dispositifs sont equipes de cameras, ils offrent plusieurs fonctionnalites 
comme la visualisation d'images, de videos, ou encore la capture d'images et de videos. 
Cependant, ces systemes presentent des specificites dues a la mobilite. Ils possedent une 
autonomie en energie electrique limitee (batteries rechargeables) surtout lors de la visuali-
sation des images et des videos qui peuvent consommer jusqu'a 60% de 1'energie consom-
mee par le dispositif mobile. La mobilite peut causer aussi des effets negatifs dus aux reflets 
sur l'ecran, ou de la forte intensite de l'eclairage. Par exemple, cela mene a des differences 
de perception d'une meme image. Cette difference est due a plusieurs facteurs. 
Le premier facteur est la couleur de la lumiere. Si la couleur de la lumiere change entre 
le moment de la capture de l'image et le moment de sa visualisation, la perception des cou-
leurs ne sera plus la meme. Par exemple, si une image est prise a l'interieur d'une maison 
munie de lampes incandescentes, lors de la visualisation a l'exterieur sous la lumiere du 
jour, l'image apparaitra plus jaunatre qu'elle l'etait lors de la visualisation a l'interieur de 
la maison. Le second facteur est l'intensite de la lumiere. Entre une forte lumiere et une 
faible lumiere, la perception de l'image n'est pas identique. Nous pouvons distinguer beau-
coup plus de details dans une image sous une faible lumiere, qu'avec une forte lumiere. Le 
troisieme facteur est le reflet engendre par l'ecran. A cause de sa reflectivite, l'ecran refle-
chit une partie de la lumiere incidente. Cela affecte la perception de l'image parce que les 
rayons reflechis se superposent. II en resulte une image perdue qui est differente de l'image 
affichee sur l'ecran. L'ecran intervient aussi avec sa consommation de l'energie electrique. 
Plus son intensite est grande, plus il consomme de l'energie. Le quatrieme facteur est la 
position geometrique de l'utilisateur par rapport a l'ecran. L'apparence de l'image depend 
de la position de l'utilisateur par rapport a l'ecran. Un effet de perspective est cree par 
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1'orientation de l'ecran. 
II existe aussi des facteurs lies a l'utilisateur. II s'agit des differentes formes de dal-
tonisme. Lors de la visualisation, les images sont souvent affichees dans un systeme de 
couleurs sRGB. Cependant, un daltonien ne perfoit pas correctement une ou plusieurs de 
ces couleurs, sa vision de la couleur est confuse. 
L'objectif de notre travail est d'inhiber l'effet de ces facteurs qui influencent l'appa-
rence de 1'image. II s'agit de produire une image, qui est perdue identiquement a 1'image 
originale. 
Nous reprenons les travaux de maitrise de Frederic Dhalleine [13] qui a travaille sur la 
visualisation contextuelle. Un systeme de visualisation contextuelle peut se definir comme 
un systeme qui prend comme parametres, en entree, une imageries donnees de l'environ-
nement, les specificites de l'ecran et les specificites de l'utilisateur. II produit, en sortie, une 
image adaptee pour l'utilisateur. 
Notre travail vise a ameliorer certaines methodes utilisees dans les travaux de Dhalleine 
et a rajouter d'autres types de traitement. L'ancien travail comporte les operations sui-
vantes : 1'adaptation chromatique, 1'adaptation a la lumiere, 1'adaptation au reflet et 1'adap-
tation geometrique. Nous avons ameliore le traitement de ces adaptations. Pour 1'adapta-
tion chromatique; dans l'ancien travail, le temps n'etait pas pris en consideration. Les deux 
types de photorecepteurs de la retine interviennent dans 1'adaptation a la lumiere et a l'obs-
curite au lieu d'un seul type (cones). En ce qui concerne 1'adaptation au reflet, l'ancien 
travail ne prenait en consideration que l'intensite de la lumiere. Dans notre travail, nous 
avons tenu compte de tout l'aspect de la lumiere (couleur et intensite). L'amelioration por-
tee sur 1'adaptation geometrique porte sur la detection du visage de l'utilisateur, puis sa 
localisation dans le but de definir les angles de rotation de 1'image. Les nouvelles fonction-
nalites du travail sont la conception et 1'implementation d'une methode pour economiser 
l'energie consommee par un ecran a cristaux liquides, et l'ajout d'un module de traite-
ment de couleurs pour les daltoniens afin de leur rendre la visualisation de couleurs plus 
agreable. Et enfin, tout le systeme a ete implements sur un dispositif de communication 
mobile (telephone intelligent, Pharos traveler 137). 
Ce memoire comporte quatre chapitres. Le premier chapitre traite des proprietes de la 
vision humaine. L'ceil etant pris comme un capteur optique, nous etudierons les operations 
qu'il effectue ainsi que les differentes defaillances qui peuvent 1'affecter. Nous presenterons 
2 
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ainsi le probleme de daltonisme et les consequences engendrees sur la vision des couleurs. 
Au second chapitre, nous proposerons des methodes de transformation et d'adaptation de 
l'image avant que celle-ci ne soit affichee. La premiere methode est la transformation chro-
matique. Elle sert a adapter l'image a la couleur de la lumiere ambiante. La seconde trans-
formation est l'adaptation a 1'intensite de la lumiere. Elle adapte l'image a 1'intensite de 
la lumiere. La troisieme transformation est l'adaptation geometrique. Elle est utilisee pour 
rectifier les deformations de l'image dues aux perspectives. La quatrieme transformation est 
la compensation du reflet. Elle sert a eliminer l'effet de la lumiere reflechie sur l'ecran. En-
fin, la cinquieme transformation est la reduction de la consommation electrique de l'ecran, 
tout en gardant la meme qualite de l'image. Dans le troisieme chapitre, nous etudierons 
le probleme de daltonisme et la possibility de correction de l'image afin que le daltonien 
puisse distinguer entre les differentes couleurs. Les solutions proposees concernent les dal-
toniens dichromates (personnes ayant seulement deux types de cones), et les daltoniens 
trichromates (personnes ayant trois types de cones mais qui ne voient pas les couleurs de 
la meme maniere qu'une personne normale). 
Le dernier chapitre est consacre a 1'evaluation des transformations etudiees aux cha-
pitres precedents, ainsi que 1'evaluation de tout le systeme. Pour cela, nous avons elabore 
des methodes d'evaluation objectives et subjectives afin de comparer les resultats obtenus 
avec 1'appreciation des utilisateurs du systeme de visualisation contextuelle. 
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La vision humaine 
Ce chapitre est une introduction au fonctionnement du systeme visuel humain. L'oeil 
humain est l'organe responsable de la reception des rayons lumineux et leur transformation 
en information nerveuse. Cette information sera traitee, par la suite, au niveau du cerveau. 
L'objectif est de bien comprendre la perception des images a partir des rayons lumineux. 
Nous avons divise ce chapitre en trois parties; la premiere est consacree a l'etude de l'oeil 
humain, compose d'un systeme optique et d'un transducteur (convertisseur) de la lumiere 
regue en information nerveuse. Nous allons voir, dans la deuxieme partie, les differentes 
adaptations realisees au niveau du systeme visuel, comme 1'adaptation chromatique, 1'adap-
tation a l'obscurite et 1'appreciation des contrastes. La troisieme partie de ce chapitre est 
consacree a l'etude des differentes anomalies qui peuvent affecter l'oeil, surtout au niveau 
de la perception des couleurs. Le but de cette partie est d'introduire le probleme des dal-
toniens, ainsi que les differents types de daltonismes. Elle presente aussi la perception des 
couleurs d'un daltonien. Ces resultats serviront par la suite (au chapitre 3) pour trouver des 
techniques de correction pour certaines deficiences chez les daltoniens [25]. 
1.1 Fonctionnement de l'oeil humain 
1.1.1 Le systeme optique de l'oeil 
L'oeil humain est assimile a un systeme optique ayant une simple lentille convergente 
(figure 1.1). En fonction de la distance entre l'objet vise et notre ceil, le cristallin (figure 
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f=16mm 
lentille 
retine 
Figure 1.1 - L'ceil humain : assimilation a une lentille equivalente. Image tiree de F. Dhal-
leine [13]. 
1.2) peut se contracter afin de preserver la mise au point. Cette deformation consiste en une 
modification de la courbure de sa face anterieure, et par consequent, une modification de sa 
distance focale (qui peut varier de 15.6mm a 24.3mm). Pour un oeil normal, les objets situes 
a l'infini apparaissent nets sur la retine sans que le cristallin ait besoin de se deformer. En 
revanche, une deformation est necessaire pour observer des objets proches. Cette deforma-
tion du cristallin, en vu de garder la nettete de l'image pergue, s'appelle Vaccomodation 
[13]. 
De plus, l'iris joue le role d'un diaphragme. II cree une ouverture, la pupille, de diametre 
variant entre 2mm et 8mm dependamment de l'eclairage ambiant. La figure 1.3 decrit la 
variation du diametre de la pupille en fonction de l'intensite de l'eclairage. La variation 
de cette ouverture sert a reguler le flux lumineux entrant dans l'ceil afin d'eviter que les 
cellules de la retine ne soient saturees par un apport trop important de rayons incidents. 
Cette variation peut etre differente d'un individu a un autre, le diametre de la pupille peut 
aller du simple au double chez deux personnes differentes dans des conditions identiques 
[13]. 
1.1.2 La retine 
La retine est la derniere etape du parcours des rayons lumineux dans l'ceil. Elle tapisse 
le fond du globe oculaire et est composee de capteurs qui permettent de convertir les rayons 
lumineux en information electrique qui est ensuite envoyee au cerveau par le biais du nerf 
5 
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Figure 1.2 - L'oeil humain. Image tiree de F. Dhalleine[13], 
D(min) 
Figure 1.3 - Variation du diametre de la pupille D(mm) en fonction de la luminance du 
champ observe mesuree en Cd/m2. Image tiree de F. Dhalleine [13]. 
optique. La papille est une zone d'environ 1.5mm de diametre sur la retine ou il n'existe 
aucun recepteur car c'est l'endroit ou se fait la jonction avec le nerf optique. C'est pour 
cela que cette zone est aussi appelee tache aveugle. Cette zone n'a aucune consequence sur 
la vision etant donne que le cerveau est "conscient" de cette tache et peut alors la masquer 
en la comblant en fonction de son entourage [12]. 
Les recepteurs presents sur la retine sont de deux categories distinctes : les cones et 
les batonnets [37]. Les cones sont beaucoup moins nombreux que les recepteurs de type 
batonnet (entre 6 et 7 millions). lis sont principalement situes au centre de la retine (region 
d'un diametre d'environ 4mm appelee fovea), zone la plus sensible de l'oeil. Seule la partie 
du champ de vision occupant un angle de 2° autour de 1'axe optique se projette sur la fovea. 
C'est pour cela que lorsque l'on desire regarder vers une direction precise, il faut tourner 
les yeux pour aligner l'image sur la fovea afin d'avoir l'image la plus nette possible [12]. 
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Fovea 
Rods J \ \ I 
1 
70' 
Temporal on retina 
30 20" 
0.6 0.6 
Perimetric angle (deg) 
20' 30' 40' 50' 60' 70' 
Figure 1.4 - Repartition des recepteurs de type cone et batonnet sur la retine de l'ceil hu-
main. Image tiree de Hadjkhani et al. [20]. 
500 600 
Longueur <l'onde (lull) 
700 
Figure 1.5 - Les Sensibilites spectrales des cones en fonction de la longueur d'onde. Images 
tiree de Boothe [6]. 
Les cones sont responsables de la perception de la couleur (vision photopique), car 
chaque type de cone possede une sensibilite spectrale a la lumiere differente des autres. 
Ces cones sont appeles aussi cones L, M ou S respectivement (Long, Medium et Short wa-
velength) en raison de leur intervalle de sensibilite sur le spectre de la lumiere. Ils possedent 
chacun leur propre sensibilite au stimulus lumineux incident sur la retine (figure 1.5). Les 
cones sensibles dans le domaine des frequences du bleu sont nettement moins nombreux 
que les cones sensibles au vert ou au rouge (respectivement 6%, 31% et 63%). 
Les batonnets, quant a eux, permettent de percevoir la luminosite et le mouvement, 
mais non la couleur. Ils sont au nombre d'environ 125 millions sur une retine humaine et 
sont disposes principalement a la peripheric. Ils sont plus sensibles que les cones a une 
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Figure 1.6 - Sensibilites des cones et batonnets en fonction de la luminance. Image tiree de 
A. Ferwarda [18]. 
faible illumination (environ de 25 a 100 fois plus sensibles). C'est pour cela que nous ne 
percevons pas les couleurs lorsque nous sommes plonges dans un milieu ayant un faible 
eclairage. C'est la vision scotopique. 
En vision nocturne, ce ne sont que les batonnets qui nous permettent la perception du 
milieu qui nous entoure. Etant presents seulement a la peripheric de la retine, il y a alors un 
scotome central, c'est-a-dire une zone de non perception. 
Lorsque les deux categories de photorecepteurs, les cones et les batonnets, sont stimules 
de maniere quasiment identique, nous avons une vision mesopique. Cela intervient lorsque 
1'eclairage ambiant est faible mais que nous commengons tout de meme a discerner les dif-
ferentes nuances de couleurs. Les sensibilites des cones et des batonnets sont representees 
sur la figure 1.6. 
1.2 Traitement de l'information visuelle 
La transduction de l'information optique en information nerveuse se fait par differents 
precedes qui ont pour but d'ameliorer la perception de ce qui nous entoure. C'est grace a 
l'etude de Alfred G. Gilman et Martin Rodbell, qui ont obtenu le prix Nobel en medecine 
en 1994 [40], que le traitement de l'information visuelle a ete bien explique. Leur etude 
portait sur la decouverte d'une proteine, appelee proteine G, et son role dans la transduction 
des signaux cellulaires. II existe une sorte de cette proteine Gt qui est responsable de la 
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Figure 1.7 - Les differentes couches de la retine. Image adaptee de W. Beaudot [4] 
transduction des signaux visuelles dans la retine [40]. Nous pouvons citer de nombreux 
traitements et adaptations effectues au sein du systeme visuel. 
La retine se compose de deux couches (voir figure 1.7) : la couche plexiforme externe 
et la couche plexiforme interne. La couche plexiforme externe comporte trois sortes de 
cellules [4] : 
- Les cellules photoreceptrices (cones et batonnets) qui transforment 1'intensite lumi-
neuse de l'image projetee sur la retine en un potentiel electrique proportionnel a son 
logarithme. Une gamme d'intensite de plusieurs ordres de grandeurs est compressee 
en une gamme plus reduite que l'on peut traiter. La difference de potentiel entre deux 
point est proportionnelle au rapport de contraste entre les deux points correspondant 
de l'image initiale independamment de l'intensite de lat lumiere incidente. 
- Les cellules horizontales : c'est la deuxieme couche de cellules. Elles sont connectees 
avec les photorecepteurs et sont connectees entre elles par des jonctions formant 
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un reseau. Le potentiel en chaque point du reseau represente une moyenne spatiale 
ponderee des entrees constitutes par les photorecepteurs. Ce qui est connu comme 
le phenomene de la creation du flou. De plus, ces cellules effectuent une integration 
temporelle. 
- Les cellules bipolaires : le champs recepteur des ces cellules montre une reponse a 
antagonisme centre-peripherie (reponses opposees entre le centre et la peripheric). 
Cela est du au fait que les centres de ces cellules sont issus des cellules photore-
ceptrices et la peripheric est issue des cellules horizontales. Ces cellules sont done 
sensibles a la difference entre le signal resultant des photorecepteurs et sa version 
floue resultant des cellules horizontales. L'action des cellules horizontales est une 
inhibition laterale qui fournit une valeur de reference avec laquelle est comparee le 
signal d'entree; soustraire une moyenne locale (spatio-temporelle) et permet a l'oeil 
de voir les details aussi bien pour les zones illuminees que les zones sombres de 
scene a fort contraste. 
D'apres ce qui precede, nous deduisons que le role de la couche plexiforme externe est 
1'inhibition laterale et le rehaussement des contrastes. Cela lui permet une meilleure adap-
tation pour les differentes intensites lumineuses grace au codage (compression) effectue 
par les photorecepteurs. 
La couche plexiforme interne comporte deux sortes de cellules : les cellules amacrines et 
les cellules ganglionnaires. Son role est la detection du mouvement et la selectivity direc-
tionnelle. 
1. Les cellules amacrines : elles englobent plusieurs types et leur fonctions ne sont pas 
encore toutes definies. Une des fonctions definies est 1'inhibition laterale comme dans 
le cas des cellules horizontales. Elles sont impliquees dans des processus de modu-
lation de gain de la reponse des cellules bipolaires et des cellules ganglionnaires [5]. 
Elles modulent aussi la reponse des champs recepteurs des cellules ganglionnaires. 
2. Les cellules ganglionnaires : elles re^oivent les signaux des cellules amacrines et les 
cellules bipolaires. Elles repondent d'autant plus fortement que les intensites lumi-
neuses du centre et de la peripherie sont tres differentes. Ainsi, elles rendent compte 
principalement des contrastes lumineux plutot que de l'intensite absolue 
Pour la vision chromatique, ce sont les cellules bipolaires et ganglionnaires qui inter-
viennent. L'information des cones passe a travers les cellules bipolaires et elle est transmise 
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aux cellules ganglionnaires ou elle est transformee dans l'espace des couleurs opposees 
(iopponent color space) avant d'etre envoyee au cerveau. C'est au niveau de ces cellules 
que l'adaptation chromatique a lieu grace aux reponses des differents types des cellules 
ganglionnaires [3]: 
Le systeme visuel humain effectue, done, des operations sur l'information visuelle afin 
d'optimiser la perception de notre environnement. Nous allons voir, en premier, l'adap-
tation a l'obscurite et a la lumiere ainsi que l'adaptation chromatique. Par la suite, nous 
allons aborder les differents types de contraste dans le but de comprendre la difference de 
perception entre des regions voisines ayant des apparences differentes. 
1.2.1 L'adaptation a l'obscurite et a la lumiere 
L'adaptation a l'obscurite et a la lumiere est la capacite de notre systeme visuel a s'adap-
ter a la luminance du milieu. Nous pouvons nous rendre compte de cela lorsque la lumiere 
du milieu ambiant change brutalement d'intensite, par exemple lorsque nous nous prome-
nons un jour d'ete ensoleille et que nous entrons dans une salle obscure. Nous devenons 
"aveugles" quelques minutes, puis progressivement nous commengons a distinguer les de-
tails de la piece qui nous entoure; c'est l'adaptation a l'obscurite. Le phenomene inverse, 
l'adaptation a la lumiere, produit l'effet oppose. Un eclairage trop intense nous eblouit 
avant que nous nous habituions a ce nouvel eclairage. Cette derniere est la plus rapide des 
deux et elle est de l'ordre de quelques secondes avant que Ton puisse retrouver une vision 
supportable. Cela est du au fait que la sensibilite des photorecepteurs de type cone, respon-
sable de la vision photopique, est etablie entre 5 et 6 minutes dans la lumiere alors que celle 
des batonnets, responsable de la vision scotopique, est etablie en 20 minutes dans l'obscu-
rite (figure 1.8). Ces adaptations ont pour role de rendre la vision confortable quelque soit 
le contexte ou nous nous trouvons. 
II y a deux facteurs qui entrent en jeu dans cette adaptation. Le premier est la modifica-
tion du diametre de la pupille qui varie en fonction de 1'intensite lumineuse entrante dans 
l'oeil. Cette reaction est rapide, mais contrairement a ce que Ton pourrait croire, ne joue 
qu'un role infime dans l'adaptation a la lumiere. La plus grande partie de cette adaptation 
se fait au sein des photorecepteurs de la retine, ceux-ci contiennent un pigment qui blanchit 
lorsqu'il est frappe par un photon. Lorsque le flux lumineux incident est trop important, les 
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Figure 1.8 - (a) 1'adaptation a l'obscurite des batonnets et des cones, (b) 1'adaptation a la 
lumiere des batonnets, (c) 1'adaptation a la lumiere des cones. Images tirees de A. Ferwerda 
[18]. 
pigments sont en quelque sorte "desactives" afin d'attenuer la reponse des photorecepteurs 
[18, 17]. 
C'est par 1'intermediate de 1'adaptation a la lumiere et a l'obscurite, que le systeme 
visuel varie entre la vision photopique et la vision scotopique dependamment de l'intensite 
de la lumiere ambiante. 
1.2.2 L'adaptation chromatique 
Le systeme visuel humain possede la capacite d'effectuer une adaptation chromatique 
afin de preserver la constance des couleurs. Cette adaptation correspond approximative-
ment a un recalibrage de notre point blanc. Le point blanc correspond a la couleur de 
l'illuminant. Meme si cet illuminant possede un aspect loin du blanc que nous connais-
sons, nous appelons "point blanc" le blanc de reference d'un systeme de couleur. Afin de 
verifier 1'adaptation du systeme visuel humain aux differents illuminants, plagons un objet 
sous une lumiere de type incandescente puis a la lumiere du jour. A nos yeux, ces couleurs 
ne changeront pas. Prenons alors une photographie de cet objet sous ces deux illuminants 
(supposons que l'appareil photo n'effectue aucun ajustement du blanc). Nous remarque-
rions, alors sur les images, que l'objet a des couleurs totalement differentes. Elles seraient 
jaunatres sous la lumiere incandescente et normales (standards) a la lumiere du jour [44], 
L'acquisition des couleurs est assuree par la conversion de la lumiere en tristimulus 
nerveux par les photorecepteurs de type cone. Nous percevons la nuance du blanc lorsque 
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Figure 1.9 - L'adaptation chromatique se fait par inhibition ou accentuation de la reponse 
des photorecepteurs responsables de la couleur. Image adaptee de G. Wyszecki [48]. 
les trois types de ces capteurs sont stimules identiquement. Afin de percevoir un objet de 
couleur blanche sous une lumiere quelconque, notre oeil inhibe ou accentue les recepteurs 
couleur de la retine, c'est-a-dire, il diminue ou amplifie la reponse spectrale des cones 
respectivement, de telle maniere a ce que la couleur de l'illuminant ait le moins d'effet 
possible sur la couleur de l'objet (figure 1.9) [33, 48]. 
L'adaptation chromatique ne se fait pas instantanement. Comme l'adaptation a l'obscu-
rite et a la lumiere, elle depend du temps. II est facile de se rendre compte de ce phenomene 
lorsque nous mettons des lunettes colorees. Toute la scene devant nos yeux est alors immer-
gee de la couleur des lunettes, puis redevient presque normale au bout de quelques minutes 
L'adaptation chromatique, tout comme l'adaptation a l'obscurite et a la lumiere, est un 
precede de notre systeme visuel permettant de preserver la perception des reflectances des 
surfaces. 
1.2.3 Appreciation des contrastes 
Le contraste est la difference d'impression lumineuse produite par le systeme visuel 
entre deux zones voisines ayant des luminances differentes. II existe plusieurs definitions 
du contraste; II est defini selon Michelson par 1'equation suivante [35] : 
[36], 
Lmax L. ' ax 'mm 
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•'mm ou Lrnax et Lrmn correspondent aux luminances des deux surfaces, avec Lmax > Lr, 
Le contraste peut prendre la forme d'un ecart type par rapport a une moyenne de lumi-
nance (comme le cas d'une image). II est defini alors par (d'apres Rubin et al. [35]): 
C = \ - f ^ - z )
2 ( i . i ) n 
ou x represente la valeur du pixel, x la valeur moyenne de l'image et n represente le nombre 
de pixels. Nous pouvons trouver une definition du contraste dans le domaine frequentiel. 
Selon Hess et al. [35], le contraste est defini par : 
2 A(u,v) 
ou, A(u,v) est l'amplitude de la transformee de Fourier de l'image, u et v sont les fre-
quences spatiales horizontales et verticales, respectivement, et DC represente la compo-
sante continue de l'image. 
Dans le systeme visuel, les photorecepteurs presents dans la retine possedent leurs sen-
sibilites au contraste qui varient en fonction de la luminance du milieu (figure 1.6, page 
8), et par consequent nous pouvons percevoir de plus petits contrastes sous de faibles lumi-
nances. Un stimulus qui peut etre perceptible sous une faibie lumiere ambiante peut ne plus 
l'etre si cette lumiere augmente en intensite. C'est pour cela qu'il est difficile de distinguer, 
a l'oeil nu, les etoiles dans un ciel en pleine journee. 
Le seuil du plus petit contraste perceptible par l'oeil humain, appele JND (Just Noti-
ceable Difference), depend done de la luminance de l'environnement. D'apres Weber le 
JND est donne par la relation suivante : 
ou A I est le JND, I la luminance du milieu (celle de la scene dans le champ de vision) 
et k le rapport constant entre ces deux grandeurs [35]. Ainsi, a cause du seuil k, nous ne 
percevrons pas la meme luminosite pour une meme zone si elle est placee sur un fond 
sombre ou clair, comme le montre la figure 1.10; c'est le contraste de luminosite. 
Nous percevons aussi d'autres contrastes que celui de la luminosite. Par exemple, une 
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Figure 1.10 - Le contraste de luminosite : le carre gris a droite parait plus clair que le carre 
gris a gauche, pourtant ils ont la meme couleur. Image tiree de F. Dhalleine [13] 
Figure 1.11 - Le contraste de saturation : le carre vert a gauche parait plus vif que le carre 
vert a droite, pourtant ils ont la meme couleur. Image tiree de F. Dhalleine [13] 
couleur sera pergue de fagon differente en fonction de son voisinage. Elle paraitra plus pale 
si elle est entouree d'une zone ayant des couleurs similaires a la couleur en question comme 
montre sur la figure 1.11; c'est le contraste de saturation [48], 
La perception du contraste a aussi tendance a faire tendre une couleur vers la couleur 
complementaire de celle de son entourage. Par exemple, le carre gris de gauche sur la figure 
1.12 parait rougeatre puisqu'il est entoure de cyan, couleur complementaire du rouge, alors 
que celui de gauche parait bleuatre car entoure de rouge; c'est le contraste de teinte [48]. 
1.2.4 Detection des phenomenes spatio-temporels 
Le systeme visuel humain possede la capacite de faire une analyse et une detection 
de phenomenes spatio-temporels, comme le mouvement. II est demontre dans [4] que le 
comportement spatio-temporel de la retine n'est pas separable. Cela mene a des deduc-
tions interessantes concernant 1'analyse des objets en mouvement. L'analyse des pheno-
menes spatio-temporels commence au niveau de la couche plexiforme externe de la retine 
ou des integrations spatio-temporelles sont effectuees. Mais, la detection du mouvement 
est effectuee au niveau de la couche plexiforme interne ou tous les objets en mouvement 
sont isoles de l'arriere-plan dans lequel ils se trouvent. D'apres la figure 1.13, une image 
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Figure 1.12 - Le contraste de teinte : le carre gris a gauche parait rougeatre alors que celui 
de droite parait bleuatre, pourtant ils ont la meme couleur. Image tiree de F. Dhalleine [13] 
1;:. 
Figure 1.13 - Detection du mouvement dans la retine : a) Image de la sequence, b) resultat 
du filtrage spatio-temporel de la couche plexiforme externe, c) resultat du filtrage de la 
couche plexiforme interne. Image tiree de la these de W. Beaudot [4]. 
d'une sequence est prise pour l'analyse du mouvement (1.13.a). Le traitement de la couche 
plexiforme externe extrait 1'objet en mouvement (la personne) avec un certain arriere-plan 
(1.13.b). La couche plexiforme interne extrait uniquement 1'objet en mouvement, en reali-
sant ainsi une detection du mouvement sans etre alteree par d'autres composantes (1.13.c). 
La couche plexiforme interne effectue done une suppression des stimulis statiques et ne 
laisse passer que les stimulis dynamiques. De plus, cette couche possede la capacite d'ef-
fectuer une suivi du mouvement, grace a une operation appelee la selectivity directionnelle. 
Elle peut done choisir un mouvement par rapport aux autres [4]. 
1.3 Les anomalies de l'oeil humain 
L'ceil humain peut avoir deux types d'anomalies. Les anomalies optiques qui affectent 
le systeme optique de l'oeil (cristallin), et les anomalies au niveau des photorecepteurs qui 
touchent les cones au niveau de la retine. 
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Figure 1.14 - (a) Oeil hypermetrope, (b) oeil hypermetrope corrige avec une lentille conver-
gente. Image tiree de Le Grand [29]. 
Figure 1.15 - (a) Oeil myope, (b) oeil myope corrige avec une lentille divergente. Image 
tiree de Le Grand [29]. 
1.3.1 Les anomalies optiques 
En general, il existe trois types d'anomalies optiques [29] : 
1. Hypermetropic : c'est une anomalie de l'oeil dans laquelle l'image d'un objet eloigne 
se forme en arriere de la retine. L'oeil n'est pas assez convergent. La correction de 
ce type requiert des lentilles convergentes (figure 1.14). 
2. Myopie : c'est une anomalie de l'oeil dans laquelle l'image d'un objet eloigne se 
forme en avant de la retine. L'oeil est trop convergent. La correction de ce type re-
quiert des lentilles divergentes (figure 1.15). 
3. L'astigmatisme : c'est une anomalie de l'oeil dans laquelle un meme point d'un objet 
donne deux images differentes. La cornee de l'oeil a une forme irreguliere. La vision 
des objets est deformee. L'astigmatisme rend notamment la lecture difficile. La cor-
rection de ce type requiert des verres particuliers dits des verres cylindriques (figure 
1 .16 ) . 
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Figure 1.16 - (a) Oeil astigmate, (b) oeil astigmate corrige avec des verres cylindriques. 
Image tiree de Le Grand [29], 
1.3.2 Les anomalies liees a la vision de couleurs ( D a l t o n i s m e ) 
Certaines personnes n'ont pas la capacite de distinguer entre les differentes couleurs. 
Elles font des confusions dans la perception de ces dernieres. Ces gens peuvent percevoir, 
par exemple, l'herbe en jaune ou une orange en vert pale. Cette defaillance dans la vision 
des couleurs s'appelle Daltonisme. Elle porte le nom de la personne qui l'a decouverte; le 
chimiste anglais John Dalton qui lui-meme etait atteint de cette maladie. Le Daltonisme est 
souvent une maladie hereditaire, environ un homme sur 12 est atteint, et une femme sur 
200 est atteinte. 
II existe trois types de daltonismes. Ils sont classes selon le degre d'affectation des 
cones. Les personnes ayant des cones normaux peuvent percevoir toutes les couleurs d'une 
maniere normale. Ces personnes sont appelees Trichromates normaux. Les trois types de 
daltonisme sont: 
1. Trichromatic anormale : elle est caracterisee par la presence des trois cones mais 
c'est la reponse spectrale d'un de ces cones qui est affectee. Elle se trouve decalee 
par rapport a celle du cone normal. Lorsque le decalage touche le cone (L), la per-
sonne est dite atteinte d'une Protanomalie. Dans la figure 1.17(a), nous montrons le 
decalage de la reponse spectrale du cone L qui est representee par une bande pour 
indiquer le decalage (la meme chose est faite pour les cones M et S.). Ce decalage 
peut prendre plusieurs valeurs, il est represents par une bande dans la figure 1.17. 
Quand c'est le cone (M) qui est affecte, la personne est atteinte d'une Deuteranoma-
lie. Le decalage de la reponse spectrale du cone M est illustre dans la figure 1.17(b). 
Quand c'est le cone (S) qui est decale, nous parlons d'une personne atteinte d'une 
Tritanomalie. 
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Figure 1.17- Reponse spectrale des cones decalees : (a) cas d'une protanomalie, la reponse 
du cone L est representee par une bande pour illustrer le decalage, (b) cas d'une deutera-
nomalie, la reponse du cone M est representee par une bande pour illustrer le decalage (c) 
cas d'une tritanomalie, la reponse du cone L est representee par une bande pour illustrer le 
decalage. 
Pour mieux comprendre ces differences, la figure 1.17 illustre ce phenomene, et la 
figure 1.18 montre la perception des couleurs chez les trichromates anormaux. 
2. Dichromatie : elle est caracterisee par 1'absence de l'un des trois cones. Nous pou-
vons distinguer les trois cas suivants selon le cone manquant: 
(a) Protanopie : nous parlons de protanopie quand le cone (L) est absent dans la 
retine. Elle touche 1.3% des hommes contre 0.02% de femmes [15]. Dans ce 
cas, la retine contient seulement deux types de cones (le cone (M) et le cone 
(S)). La personne atteinte ne pergoit pas la composante rouge. La figure 1.19 
montre la vision d'un protanope. 
(b) Deuteranopic : nous parlons de deuteranopic quand le cone (M) est absent dans 
la retine, elle touche 5% des hommes contre 0.35% de femmes [15]. Dans ce 
cas, la retine contient les cones (L) et (S). La personne atteinte ne voit pas la 
composante verte. La figure 1.20 montre la vision d'un deuteranope. 
(c) Tritanopie : c'est la forme la plus rare de dichromatie, elle touche 0.001 % pour 
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Figure 1.18 - Simulation de la vision des trichromates anormaux : (a) vision d'une per-
sonne normale, (b) cas d'une protanomalie, (c) cas d'une deuteranomalie, (d) cas d'une 
tritanomalie. 
les hommes [15]. Elle est caracterisee par 1'absence du cone (S) dans la retine. 
La personne atteinte ne voit que les composantes correspondant aux cones (L) 
et (M). Elle ne voit done pas le bleu. La figure 1.21 montre la vision d'un 
tritanope. 
3. Monochromatic : cette forme de daltonisme est tres rare 0.00001% chez les hommes 
et chez les femmes [15]. La personne atteinte possede un seul type de c6nes et ne 
voit que la couleur correspondant a ce type. Par exemple, si uniquement le cone L est 
present, la personnes percevera uniquement les nuances du rouge. 
1.3.3 Conclusion 
Dans ce chapitre, nous avons introduit le systeme visuel humain et avons decrit sa 
composition et son fonctionnement. Puis, nous avons vu les differentes operations effec-
tuees dans ce systeme et les differentes anomalies qui peuvent l'affecter. Ceci constitue 
une bonne matiere sur laquelle nous nous basons pour la realisation de la suite du travail. 
Nous allons voir, dans le chapitre suivant, comment utiliser les operations du systeme visuel 
humain dans l'adaptation de l'affichage d'une image sur un ecran. 
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Figure 1.19 - Simulation d'un protanope. 
Figure 1.20 - Simulation d'un deuteranope. 
Figure 1.21 - Simulation d'un tritanope. 
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Chapitre 2 
La visualisation contextuelle 
Dans le premier chapitre, nous avons decrit le fonctionnement du systeme visuel hu-
main, et nous avons presente des anomalies qu'il peut avoir. Parmi les fonctions de ce 
systeme; il y a 1'adaptation chromatique, 1'adaptation a la lumiere et a l'obscurite et l'ap-
preciation des differents contrastes. 
Les systemes d' affichage actuels produisent des images independantes de ces adapta-
tions. Un observateur qui entre dans une salle sombre ne voit rien au debut. Apres quelques 
minutes, il commence a faire la distinction entre les differents objets. Un observateur qui 
est a l'exterieur et qui regarde a l'interieur d'une maison illuminee par des lampes incan-
descentes, il percevra que la couleur est jaunatre-rougeatre. Mais, quand il entre dans cette 
maison, il ne percevra plus cette couleur. II va percevoir l'environnement avec des couleurs 
plus proches des vraies couleurs de la scene. 
Les systemes d'affichage actuels produisent aussi des images qui ne prennent pas en 
consideration les conditions d'illumination, telles que, la couleur de la lumiere ambiante, 
son intensite et celle de la lumiere reflechie sur l'ecran. L'observateur per§oit l'image de-
pendamment de la couleur de la lumiere ambiante. Pour les intensites, une image visualisee 
sur un ecran apparait plus sombre sous une forte illumination et plus claire sous une faible 
illumination. En ce qui concerne la lumiere reflechie sur l'ecran, l'image pergue aura une 
composante supplemental due a ce reflet qui se superpose sur l'image affichee a l'ecran. 
Quant a 1'observateur, les systemes d'affichage actuels ne prennent pas en consideration 
ses specificites (normal ou daltonien). De meme pour sa position par rapport a l'ecran car 
si celui-ci ne se trouve pas face a l'ecran,' il y aura un effet de perspective qui resulte de 
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cette position. 
Dans ce chapitre, un ensemble de transformations est propose pour modeliser les adap-
tations citees ci-dessus dans le but de les simuler d'abord. Puis, ces transformations seront 
utilisees pour adapter l'image ou la video affichee sur l'ecran. Enfin, elles seront toutes 
regroupees dans un seul systeme que nous appelons systeme de visualisation contextuelle 
(SVC) dont l'objectif est de reproduire une image ou une video la plus fidele a la realite. 
2.1 Le systeme de visualisation contextuelle 
Le systeme de visualisation contextuelle est 1'association entre un dispositif d'affi-
chage (ecran), un peripherique d'acquisition (camera), l'environnement, et les specificites 
de l'usager. Chacun de ces elements contribue a la degradation de l'image originale lors de 
la visualisation. Cela est du au fait que ces elements apportent des changements sur l'image 
avant qu'elle ne soit pergue. Examinons chacun des ces elements. 
L'ecran influence la perception d'une image. Elle sera d'autant meilleure que l'ecran est 
performant (grande plage de contraste, un plus grand gamut, etc.). Mais nous savons qu'un 
ecran ne peut pas reproduire parfaitement n'importe quelle scene. Cela est principalement 
du a son intensite qui possede un maximum, qui l'empeche d'afficher les scenes ayant 
une tres large plage de contraste, ou encore a sa palette de couleurs qui est limitee (gamut). 
L'ecran intervient aussi par sa reflectivite, car il n'envoie malheureusement pas uniquement 
la lumiere emi.se par celui-ci. Une lumiere incidente peut se reflechir et s'ajouter a celle 
emise, ce qui modifie le contraste de l'image pergue. Nous pouvons distinguer trois types 
d'ECL (Ecran a Cristaux Liquides ) : les ecrans transmissifs, qui fonctionnent avec un 
retro-eclairage. Ils sont utilises dans les moniteurs d'ordinateur comme les PC, les appareils 
photos et cameras. Puis, les ecrans reflectifs qui utilisent uniquement la lumiere ambiante 
pour 1'affichage. Sans lumiere ambiante, ce type d'ecrans ne peut rien afficher. lis sont 
utilises pour les montres et les calculatrices et ils sont souvent monochromes. Enfin, les 
ecrans trans-reflectifs qui combinent les deux modes precedents pour 1'affichage. Ce type 
d'ecrans est principalement utilise pour pallier aux problemes de lisibilite d'ecrans exposes 
a une luminosite importante : plus la luminosite exterieure est importante et plus l'ecran 
est lumineux, done son gamut depend de la luminosite exterieure. Nous trouvons ce type 
d'ecrans dans les PocketPC [11]. 
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Figure 2.1 - Constitution de 1'ECL [52]. 
L'ecran dans les dispositifs mobiles peut pauser d'autres contraintes. Par exemple, la 
consommation electrique ou plus de 50% de 1'energie fournie par la batterie est consom-
mee par l'ecran [11]. Sachant que ces dispositifs sont equipes en majorite d'un ECL trans-
reflectifs, il serait interessant de trouver une methode pour reduire la consommation elec-
trique de ce type d'ecran. 
Un ECL de type transmissif et un ecran de type trans-reflectif possedent la meme struc-
ture sauf que l'ecran de type trans-reflectif possede un miroir pour reflechir la lumiere am-
biante. Un ECL de type transmissif est constitue de deux couches, le retro-eclairage (Back-
light), et la matrice de cristaux liquides (figure 2.1). Chaque element de cette matrice (Pixel) 
est constitue de trois sous-pixels. De plus, cette couche n'envoie aucune lumiere. C'est la 
couche de retro-eclairage qui emet la lumiere qui passe a travers les cristaux-liquides avant 
d'etre coloree par un filtre. Tous les pixels disposent de la meme architecture, seul le filtre 
de couleur change au final. Les cristaux-liquides de chaque sous-pixel peut etre controle 
electriquement comme une vanne pour laisser passer plus ou moins de lumiere a travers le 
cristal. C'est une modulation de la quantite du rouge, du vert et du bleu pour chaque pixel. 
L'intensite de l'ECL depend du niveau d'intensite de la couche du retro-eclairage et la 
valeur du pixel dans l'image. L'ECL consomme plus de 50% de 1'energie totale consom-
mee par le dispositif de communications mobiles. Cependant, la plus grande partie de 
la consommation electrique de l'ECL provient du retro-eclairage qui consomme environs 
53% de 1'energie consommee par l'ecran (figure 2.2) [32]. II sera, alors, interessant de di-
minuer l'intensite du retro-eclairage afin de reduire la consommation electrique de l'ecran. 
Le deuxieme element qui constitue le SVC est la camera. Elle intervient dans 1'ac-
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Figure 2.2 - Consommation des differentes composantes dans un systeme de communica-
tions mobiles. Image adaptee de Medjeldi et al. [32], 
quisition des parametres de l'environnement. Elle possede des parametres intrinseques et 
extrinseques qui influencent la qualite de la reproduction de la scene. Par exemple, la dis-
tance focale du systeme optique de la camera intervient dans la projection perspective ou 
le diametre de la lentille cause des distorsions radiales. La camera intervient aussi par son 
capteur d'image (CCD ou CMOS), par son gamut, son temps d'exposition, etc. 
Le troisieme element qui intervient dans le SVC est l'environnement. II intervient avec 
son intensite de lumiere qui joue un role important dans la visualisation. L'intensite peut 
ameliorer la visualisation comme elle peut la degrader si elle est tres grande. L'environne-
ment intervient aussi par la couleur de la lumiere, c'est la notion du blanc. Pour comprendre 
cette notion, prenons un exemple. Si quelqu'un rentre dans une salle ayant un illuminant 
incandescent apres avoir ete a l'exterieur sous la lumiere du jour, tous les objets illumi-
nes par cette lumiere seront teintes de couleur jaunatre. Cela s'explique par le changement 
du point de chromaticite So d'un objet sous la lumiere du jour, a un autre point de chro-
maticite Sa sous la lumiere incandescente. La figure 2.3 montre le changement du point 
chromatique (u, v) dependamment de la lumiere (le point chromatique (it, v) represente 
les coordonnees de la couleur dans l'espace chromatique). Ce changement de Sp a Sa est 
appele changement de la couleur de 1'illuminant. Quand l'oeil s'adapte a la lumiere incan-
descente, 1'apparence jaunatre des objets disparaitra, ainsi 1'objet observe reprendra ses 
couleurs et sera pergu au point S'D [34], 
Le dernier element du SVC est 1'observateur. Celui-ci per50it l'image dependamment 
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Figure 2.3 - Changement du point blanc (de D65 a A). Image tiree de N. Ohta et al. [34]. 
de ses specificites. Une personne normale pergoit toutes les couleurs presentes dans le 
spectre visible, tandis que la perception d'une personne daltonienne est limitee. II est pre-
ferable que le SVC definisse le type de deficience qui touche 1'observateur. L'observateur 
doit d'abord passer le test de deficience de couleur d'lshihara [1] pour que le systeme puisse 
se configurer et s' adapter a chaque usager. L'autre facteur dependant de 1'observateur est sa 
position par rapport a l'ecran. La visualisation de l'image sur l'ecran est affectee par cette 
position, la meilleure visualisation correspond a une position de l'usager face ^ l'ecran. Des 
que l'observateur s'eloigne de cette position, des effets dus a la perspective commencent a 
apparaitre avec la deformation des couleurs et du contraste dans l'image. 
2.2 Objectifs du systeme de visualisation contextuelle 
Soit une scene S prise en photo par une camera C avec le parametre geometrique G et 
sous un illuminant Ls. L'image ainsi formee est l'image de la scene I. L'image visualisee 
sur l'ecran est appelee Iv, elle ne reproduit pas exactement l'image / car l'ecran possede 
ses caracteristiques qui produisent un traitement de nature physique qui change la qualite 
de l'image affichee. 
Supposons maintenant un observateur O regardant l'image Iv affichee sur l'ecran E, 
sous une lumiere La. Cet observateur pergoit une image IQ differente de Iv, parce que 
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Figure 2.4 - Probleme de la visualisation contextuelle. 
Figure 2.5 - Probleme de la visualisation contextuelle. 
i 
les facteurs nommes precedemment influencent cette visualisation (voir la figure 2.4). 
L'observateur O et l'ecran E sont representes par les reperes PQ et Pe respectivement 
comme le montre la figure 2.5. L'objectif du SVC est de reproduire une image pergue 
I'0 la plus proche possible de l'image I. 
Si nous definissons Te comme l'ensemble des transformations que subit l'image I du-
rant la visualisation sur l'ecran E ; le resultat de cette transformation sera l'image visualisee 
Iv . Nous pouvons l'ecrire sous la forme 
Iv = Te(I). 
Si T0 est l'ensemble des transformations que subit l'image Iv par la lumiere ambiante et 
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l'observateur; le resultat sera l'image pergue I0, cette transformation s'ecrit sous la forme 
h = Toi,Iv)i 
I0 est le resultat de la composition des deux transformations Te et T0. Nous pouvons sim-
plifier l'ecriture de la composition des deux transformations Te et T0 par T0Te, d'ou 
I0 = T0(Te(I)) = T0Te{I). 
Dans le but de percevoir l'image I, le SVC doit done effectuer une transformation Tsvc, 
au prealable, sur l'image I avant qu'elle ne soit affichee sur l'ecran. Cela peut s'exprimer 
par 
I = T0Te{Tsvc(I)). • 
Dans le cas ou la transformation est inversible, alors 
Ti (rp rri ^ — 1 rp—lry-j—1 sve \-Lo-'-e) e o 
Cependant, il n'y a aucune raison de croire que la transformation (T0T e) soit toujours 
inversible. Par exemple, les photorecepteurs de la retine sont sensibles jusqu'a un maximum 
d'intensite de la lumiere. Si la lumiere depasse ce maximum, ces photorecepteurs seront 
satures et l'oeil ne percevra rien (phenomene de blanchiment des pigments). Notre objectif 
n'est pas d'estimer avec rigueur la transformation Tsvc mais, plutot de reduire l'effet de 
la transformation (T0Te). Done, nous avons opte pour une approche heuristique dans la 
resolution de ce probleme. 
La figure 2.6 illustre le modele utilise pour la correction de l'image dans le cadre de la 
visualisation contextuelle. La transformation Tsvc doit se faire en aval des transformations 
effectuees par l'ecran E, la lumiere ambiante et les specificites de l'observateur. Elle sera 
done integree dans tout systeme de visualisation. Elle ne peut pas etre integree dans le 
processus d'acquisition car, elle est utile seulement au moment de la visualisation. Notons 
que l'image resultant des transformations de compensation sera notee Ic. 
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Figure 2.6 - Solution proposee pour la visualisation contextuelle. 
2.3 Architecture du systeme de visualisation contextuelle 
Comme nous l'avons mentionne dans ia section 2.1, le SVC prend en consideration 
les variables du contexte pour assurer l'affichage de l'image le plus pres de Ia realite. Ces 
variables sont: la couleur et l'intensite de la lumiere, les specificites de l'utilisateur (nor-
mal ou daltonien), les caracteristiques de l'ecran ainsi que la position de l'utilisateur par 
rapport a celui-ci. Notons que l'image I est supposee posseder les resolutions radiome-
triques et spatiales conformes aux capacites du dispositif portable. Nous ne prenons pas en 
consideration les cas ou ces resolutions ne sont pas conformes a notre dispositif. 
La figure 2.7 illustre 1'architecture du SVC. D'apres ce schema, nous pouvons distin-
guer deux parties fonctionnelles dans le systeme de visualisation contextuelle. Selon 1'ordre 
des fonctions utilisees, nous citons; la partie de capture-transduction, et la partie de traite-
ment. 
Le role de la premiere partie est 1'acquisition des differents parametres qui caracterisent 
la situation actuelle de 1'utilisation (le contexte actuel). La premiere fonction de cette partie 
est la capture de la lumiere ambiante dans le but de calculer sa couleur et son intensite. 
Pour cela, differents types de capteurs peuvent etre utilises (camera, spectrometre, capteur 
a base de photo-diode ou photo-transistor). L'ajout d'un autre dispositif comme le capteur 
a base de photo-transistor dans le SVC simplifie le systeme, cependant il augmente son 
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cout. Par consequent, nous avons utilise la camera integree d'un PDA pour le calcul de ces 
parametres. La deuxieme fonction consiste en l'acquisition des parametres pouvant servir a 
la localisation de la position de l'utilisateur par rapport a l'ecran. Nous nous sommes encore 
servis de la camera integree du PDA pour prendre une photo de l'usager dans 1'objeetif 
d'estimer sa position par la suite. 
La deuxieme partie concerne la partie de traitement. Elle comporte les differentes me-
thodes de traitements que l'image subit avant d'etre affichee sur l'ecran. Ces methodes 
sont: 1'adaptation chromatique, 1'adaptation a la lumiere, 1'adaptation a l'obscurite, 1'adap-
tation au reflet, 1'adaptation geometrique, le traitement des couleurs pour les daltoniens 
(l'usager est suppose connaitre s'il est daltonien ou pas et le type de daltonisme qui l'af-
fecte) et la reduction de la consommation d'energie d'un ECL. 
Le SVC fonctionne de la maniere suivante : soit I , une image a visualiser. D'abord le 
systeme prend une photo de l'environnement a 1'aide de la camera integree. Cette photo 
sera ensuite utilisee pour estimer la couleur et l'intensite de la lumiere ambiante d'une part, 
et la position de l'utilisateur d'autre part. De meme pour l'image a visualiser, le systeme 
estime la couleur et l'intensite de sa lumiere. Puis, le systeme passe a l'etape de traitement. 
Cette etape est divisee en deux parties : 
- Si l'usager est daltonien, le systeme effectue seulement 1'operation de,traitement des 
couleurs pour daltoniens (ces methodes seront etudiees au chapitre 3) et le traite-
ment pour economiser 1'energie consommee par l'ecran car nous ne connaissons pas 
encore les adaptations du systeme visuel humain; 
- Si l'usager n'est pas daltonien, le systeme effectue toute la chaine de traitement indi-
quee dans la figure 2.7 afin d'assurer une constance de l'image affichee sur l'ecran. 
Le detail de ces traitements est presente a la section 2.4. 
Pour le traitement de la video, le systeme fonctionne de la meme maniere. II prend la 
video image par image. II estime l'intensite et la couleur de lumiere pour chaque image et 
applique toutes les operations mentionnees precedemment pour l'image en cours jusqu'a 
la derniere image. 
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Figure 2.7 - Architecture du systeme de visualisation contextuelle. 
2.4 Les operations du systeme de visualisation contextuelle 
Apres l'expose des notions de base du SVC, les objectifs d'un tel systeme et son archi-
tecture, nous etudions maintenant les differentes operations effectuees par ce systeme. Pour 
cela, les objectifs de chaque methode sont presentes ainsi que les differents parametres qui 
peuvent intervenir dans le fonctionnement de ces operations. 
2.4.1 Adaptation chromatique 
Nous avons vu dans la section 1.2.2 que notre systeme visuel s'adapte a la lumiere am-
biante pour preserver la perception des differentes couleurs : c'est l'adaptation chromatique 
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du systeme visuel. Celle-ci a pour objectif de preserver les couleurs, independamment de la 
couleur de la lumiere ambiante. Mais qu'en est-il pour la visualisation de l'image ? Soit / 
une image a visualiser. Supposons que cette image est prise sous une lumiere incandescente 
et que l'utilisateur souhaite l'afficher sous une autre lumiere, par exemple a l'exterieur, sous 
la lumiere du jour. L'image visualisee Iv apparaitra plus jaunatre par rapport a sa visuali-
sation dans la lumiere incandescente parce qu'elle prend la couleur de la lumiere ou elle 
a ete prise malgre l'ajustement du blanc de l'appareil photo (difference entre la scene et 
l'image). Done, n'importe quelle evaluation des couleurs sera erronee parce que le point de 
reference (illuminant) n'est pas le meme : lors de l'acquisition l'illuminant etait incandes-
cent et lors de la visualisation l'illuminant est celui de la lumiere du jour. II est possible de 
faire une transformation de l'image / , pour assurer qu'elle soit pergue avec ses vraies cou-
leurs lors de la visualisation sous la lumiere du jour. Cette operation s'appelle 1'adaptation 
chromatique. 
Dans cette partie, nous aborderons, en premier lieu, 1'adaptation chromatique d'un point 
de vue de modelisation pour savoir comment la simuler. En second lieu, nous expliquerons 
comment mettre en oeuvre cette adaptation dans le SVC. 
Modelisation de 1'adaptation chromatique 
L'adaptation chromatique a ete expliquee par une transformation lineaire par Von Kries 
[44]. L'adaptation chromatique s'effectue de la maniere suivante : un pixel ps est trans-
forme en un pixel po par la multiplication d'une matrice M, ou cette derniere est de type 
Von Kries ou Bradford. Cette matrice depend de ws, la couleur de la lumiere de la scene et 
de wD, la couleur de la lumiere actuelle : 
'x ~x 
Y •= M x Y 
Z 
D 
Z 
ou la matrice M est calculee, d'apres [44], comme suit: 
M = M^1 x 
PWD/ Pius 
0 
0 
0 
Iwd / luis 
0 
0 
0 
@Wd I Pws 
x Ma, (2.1) 
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ou [p, 7, f3}T est la reponse a un stimulus dans l'espace des cones et Ma est detaillee plus 
loin. Les vecteurs [pWs, PwsV e t [PwD,lwD, PwD]J sont les reponses des cones sous 
le premier illuminant et sous le second illuminant respectivement. Ils sont calcules de la 
maniere suivante : 
= Ma x 
Ws 
X 
Y 
Z 
ws 
Ma x 
WD 
X 
Y 
Z WD 
ou l'indice ws correspond a la couleur du premier illuminant et w^' a la couleur du second 
illuminant. 
La matrice Ma permet la conversion d'un stimulus de l'espace XYZ a l'espace des 
cones (LMS). Johannes Von Kries fut le premier, en 1904, a determiner les valeurs de 
cette matrice, puis plus tard Bradford en a propose une autre qui est consideree comme 
reproduisant mieux les couleurs [44], Ziou et Lahmar [53] ont propose une matrice pour 
l'adaptation chromatique qui prend en consideration le contenu de l'image : 
MAB 
" 0 . 3 8 9 7 0 .6890 - 0 . 0 7 8 7 
- 0 . 2 2 9 8 1 .1834 0 .0464 
0 0 1 
-
0 .8951 0 .2664 - 0 . 1 6 1 4 
- 0 . 7 5 0 2 1 .7135 0 . 0 3 6 7 
0 .0389 - 0 . 0 6 8 5 1 .0296 
1 .444 - 0 . 1 5 8 - 0 . 2 8 6 
- 1 . 1 4 7 2 .073 0 .074 
- 0 . 0 7 7 0 .104 0 .974 
MAzl = 
L'adaptation chromatique n'est pas instantanee. Le systeme visuel a besoin d'un cer-
tain temps afin de s'habituer a un changement de couleur de la lumiere ambiante. II faut, 
pour cela, effectuer l'adaptation de maniere progressive. Une etude qui tient compte du 
parametre temps est decrite dans [14, 36]. La transition est de 1'ordre exponentiel decrois-
sant, convergeant aux alentours de 120 s, avec 90% de l'adaptation effectuee a la premiere 
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Figure 2.8 - Experience utilisee pour mettre en evidence 1'adaptation chromatique dans le 
temps. Image tiree de Rinner et al.[36]. 
seconde. 
Pour mettre en evidence 1'evolution de 1'adaptation chromatique dans le temps, nous 
nous basons sur les travaux de O. Rinner et K.R. Gegenfurtner [36]. L'evolution de 1'adap-
tation chromatique a ete demontree en effectuant une experience dans une salle de test 
equipee d'un tableau gris neutre, d'un ecran et des lampes fluorescentes. Les lampes fluo-
rescentes ont pour role d'illuminer le tableau qui est considere comme un reflecteur de la 
couleur de reference. L'ecran est mis au centre du tableau avec une certaine profondeur de 
telle sorte que les rayons des lampes ne l'illuminent pas, comme le montre la figure 2.8. 
Les lampes sont disposees des deux cotes de 1'observateur qui s'est initialement adapte 
a une couleur de reference affichee sur le tableau. Puis, l'ecran et les lampes changent de 
couleur simultanement et prennent une couleur opposee a la couleur de reference (selon 
la theorie de l'opposition de couleur [16]). Par exemple, si la couleur de reference est le 
vert, la couleur opposee sera le rouge. A ce moment, le stimulus est affiche sur l'ecran pen-
dant des durees de 83 ms. L'observateur sera alors invite a prendre une decision concernant 
l'apparence de la couleur du stimulus en premier temps, ensuite dans une deuxieme expe-
rience il sera appele a prendre sa decision concernant la discrimination entre le stimulus et 
la couleur de l'ecran. L'objectif est d'atteindre un stimulus achromatique (un stimulus qui 
a la meme couleur que l'ecran). 
La premiere experience est realisee pour detecter la phase lente de 1'adaptation chroma-
tique. Dans ce cas, le stimulus est presente pendant des durees de 83 ms, et 1'observateur 
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Figure 2.9 - La phase lente de l'adaptation chromatique. Image tiree de Rinner et al.[36]. 
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Figure 2.10 - La phase lente de l'adaptation chromatique. Image tiree de Rinner et a/.[36]. 
doit prendre sa decision en indiquant dans quelle direction faut-il changer la couleur du sti-
mulus pour atteindre le point achromatique. Le point achromatique represente le point ou 
le stimulus et son environnement possedent la meme couleur. La premiere mesure est prise 
a t=l s. Chaque 5 secondes, une mesure sera effectuee, jusqu'a 121s comme le montre la 
figure 2.9 ou l'equilibre est atteint. L'evolution de la phase lente dans le temps est donnee 
par la figure 2.10 qui represente la quantite de couleur a rajouter au stimulus jusqu'a at-
teindre le point achromatique. Lorsque ce point est atteint, aucune quantite de couleur n'est 
ajoutee au stimulus done l'observateur est adapte a 100%. 
Puisque la premiere experience est effectuee a partir de la premiere seconde, O. Rinner 
et K.R. Gegenfurtner ont effectue une autre experience qui explique ce qui se passe du-
rant la premiere seconde. Cette experience s'effectue de la meme maniere que l'experience 
precedente mais en utilisant un procede de readaptation. Le stimulus est toujours affiche 
pendant une duree de 83 ms. Apres 250 ms de 1'affichage du stimulus, la lumiere de refe-
rence est allumee de nouveau pour une duree de 15 s afin d'effectuer une readaptation qui 
assure que l'adaptation commence toujours a partir d'un etat defini comme le montre la 
figure 2.11. Le point achromatique (etat d'equilibre) est atteint apres six periodes d'adapta-
tion, ce qui correspond a 500 ms. Dans cette phase, 50% d'adaptation est effectuee entre 40 
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Figure 2.11 - La phase rapide de 1'adaptation chromatique. Image tiree de Rinner etal.[36]. 
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Figure 2.12 - La phase rapide de 1'adaptation chromatique. Image tiree de Rinner et al. [36]. 
et 70 ms. L'evolution de la phase rapide de 1'adaptation chromatique est donnee a la figure 
2.12. 
II existe une troisieme phase appelee "phase instantanee". Elle est mise en evidence par 
la meme experience utilisee pour la phase rapide. La seule difference est l'utilisation des 
couleurs de reference avec des saturations differentes contre une seule couleur d'adaptation 
affichee a l'ecran. Cela est du au fait que les mesures effectuees avant 25 ms presentent trop 
de bruit. Nous pouvons resumer les trois phases d'adaptation chromatique par le graphe de 
la figure 2.13. 
Nous modelisons de 1'adaptation chromatique avec 1'equation suivante : 
A(t) = 
1 exP fe) 
1.9 - exp ( n 
0<t<ls 
1 < t < 120 s, 
(2.2) 
ou A(t) est le facteur d'adaptation chromatique, r0 et t\ les constantes de temps de 1'adap-
tation chromatique dans la phase rapide et la phase lente respectivement. Pour trouver les 
valeurs de r0 et T\, nous approximons les courbes des figures 2.10 et 2.12 a des exponen-
tielles decroissantes puis, nous utilisons la valeur de 1'adaptation a un instant donne et en la 
remplagant dans l'equation (2.2). Nous trouvons alors : r0 = 0.43412 s et r'i = 1129.45 s. 
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Figure 2.13 - Evolution de l'adaptation chromatique dans le temps. Image tiree de Rinner 
et a/. [36]. 
A la fin, le pixel po, defini lors de 1'introduction de l'adaptation chromatique, s'ecrit en 
fonction du pixel ps de l'image I sous la forme : 
pD = (A(t)M + (1 - A(t))Idl3x3))ps, (2.3) 
ou Id(3x3) est la matrice identite de dimensions (3 x 3). 
Implementation de l'adaptation chromatique dans le systeme de visualisation contex-
tuelle 
Apres avoir analyse l'adaptation chromatique du point de vue conceptuel, nous pas-
sons maintenant a 1'implementation de cette methode dans le SVC. Avant de commencer 
1'implementation, citons d'abord les facteurs qui interviennent dans cette adaptation. Le 
systeme doit faire l'acquisition de deux principaux parametres : la lumiere ws de l'image a 
visualiser I et la lumiere wd de l'environnement de visualisation. La couleur de la lumiere 
de l'image a visualiser est calculee a partir de l'image I par la methode du monde gris dans 
l'espace des couleurs RGB [47]. La lumiere de l'environnement est calculee de la meme fa-
gon, mais appliquee cette fois-ci a une image Id de l'environnement de visualisation prise 
par la camera du SVC. 
En ayant ces deux lumieres, le systeme calcule la matrice M a 1'aide de l'equation (2.1, 
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Figure 2.14 - Schema bloc de 1'implementation de 1'adaptation chromatique. 
page 32) avec wD, la lumiere estimee a partir de ID et ws, la lumiere estimee a partir de I 
en effectuant une conversion de l'espace RGB a 1'espace XYZ, puis il execute 1'adaptation 
chromatique en fonction du temps en utilisant l'equation (2.3) pour chaque pixel de l'image 
pour produire l'image Ic a la sortie du systeme. 
Rappelons que r0 = 0.43412 s et rx = 1129.45 s Le schema bloc de cette transfor-
mation est donne a la figure 2.14. Pour une image en niveau de gris, nous calculons son 
histogramme pour ne pas effectuer 1'adaptation pour chaque pixel de l'image. Le traite-
ment sera effectue juste sur les valeurs presentes dans 1'histogramme. Par consequent, nous 
ameliorons le temps de calcul. 
2.4.2 Adaptation a la lumiere et a l'obscurite 
Nous avons vu que lorsqu'il y a des variations dans l'intensite de l'eclairage ambiant, 
le systeme visuel doit prendre un certain temps pour s'y adapter. Une etude a ete faite pour 
calculer le temps de la reponse du systeme visuel a ces variations [18]. Ainsi, il est possible 
d'afficher une image sur un ecran, en tenant compte de ces variations d'eclairage (eclairage 
du milieu combine a l'eclairage du dispositif d'affichage), afin de percevoir l'image de fa-
gon constante. 
Dans la premiere partie de cette section, nous presentons une approche basee sur la varia-
tion de l'intensite lumineuse du milieu ambiant pour ajuster l'image dans le but de garder 
sa constance. La seconde partie est consacree a l'integration de cette methode dans le SVC. 
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Modelisation de 1'adaptation a l'obscurite et de 1'adaptation a la lumiere 
Le changement d'intensite lumineuse d'un milieu a un autre influence le plus petit 
contraste perceptible. De ce fait, d'apres la loi de Weber [35], le rapport entre le plus petit 
seuil perceptible AL et l'intensite lumineuse L est constant = k), si l'intensite lumi-
neuse ambiante augmente, il se peut qu'il y ait des variations de contraste qui ne soient 
plus perceptibles. Afin d'eviter cet inconvenient, une augmentation du contraste de l'image 
visualisee est necessaire. Cette augmentation doit prendre en consideration 1'adaptation du 
systeme visuel humain et ses reponses vis-a-vis des changements d'illumination du milieu 
ambiant. J.A. Ferwarda et al. [18] ont presente une etude sur 1'adaptation du systeme visuel, 
a la lumiere, basee sur des experimentations psychophysiques. 
La perception du systeme visuel depend des reponses et des sensibilites des photore-
cepteurs (cones et batonnets). Nous avons deja vu a la section 1.2.1 que les photorecepteurs 
s'adaptent a la lumiere et a l'obscurite de manieres differentes. Une explication de ce phe-
nomene est illustree a la figure 1.8 de la page 12. 
Les equations regissant le comportement des photorecepteurs lors d'un changement 
d'intensite sont calculees a partir des courbes de la figure 1.8. Ces courbes represented le 
changement du seuil de contraste global de luminance AL en fonction du temps. 
Pour le passage de la lumiere a l'obscurite, nous distinguons deux phases; la phase 
d'adaptation des cones et la phase d'adaptation des batonnets. Les cones sont plus sensibles 
que les batonnets quand la luminance est superieure a 0 log Cd/m2 (voir figure 1.6). Les 
batonnets sont plus sensibles que les cones quand la luminance est inferieure a 0 log Cd/m2. 
L'equation regissant le seuil du contraste global de luminance AL, des cones lors d'une 
diminution de l'intensite de la lumiere, peut etre deduite de la courbe de la figure 1.8(a) en 
l'assimilant a une exponentielle decroissante : 
log(AL) = (log(ALin«ia,) - log(AL/jna;))e~at +.log(AL f m a l), (2.4) 
ou AL est le seuil de contraste a l'instant t, ALinitiai, le seuil initial de contraste qui corres-
pond a la premiere intensite ou se trouvait l'utilisateur. ALf i n a i represente le seuil final de 
contraste correspondant a la lumiere actuelle. a represente le coefficient d'adaptation des 
cones lors quand l'intensite de la lumiere diminue, il est calcule a partir de la figure 1.8(a). 
L'equation qui regit 1'adaptation des batonnets, a l'obscurite, est deduite de la meme courbe 
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(figure 1.8(a)). C'est la meme equation que celle des cones mais avec un coefficient d'adap-
tation a i , propre au batonnets, different de a . 
Pour le passage de l'obscurite a la lumiere, les deux types de photorecepteurs possedent 
des adaptations differentes. Les batonnets s'adaptent quand la luminance est inferieure a -2 
log Cd/m2. L'equation d'adaptation pour les batonnets est deduite de la figure 1.8(b) telle 
que 
log(AL) = (\og(ALinitiai) - log(AL f i n a l ) )e - 0 t + log(AL / i n a /) (2.5) 
ou log(AL) est le seuil de contraste a l'instant t. log(ALinitiai) est le seuil initial de 
contraste qui correspond a la premiere intensite ou se trouvait l'utilisateur. log (A Lfinai) 
represente le seuil final de contraste correspondant a la lumiere actuelle. fi represente le 
coefficient d'adaptation des batonnets, a la lumiere, il est calcule a partir de la figure 1.8(a). 
Pour les cones, l'adaptation commence quand la luminance est superieure a -2 log 
Cd/m2. L'equation regissant cette adaptation est 
( t o g ( A L / < B n t ) - M A L < n < M a t ) - 0 . 2 j t + l o g { A L . n U i a i ) 0 < t < 3 m i n 
log(AL) = { 0.05* + log(AL f i n a i ) - 0.3 3 < t < 6min 
log(AL./ifiaj) t > 6min. 
(2.6) 
Pour determiner les deux seuils \og(ALinitiai) et log(ALf i n a i ) , il faut faire la corres-
pondance entre la luminance et les seuils de contraste comme le montre la figure 1.6. Elle 
donne la relation qui existe entre ces deux grandeurs. Cette relation est regie par les equa-
tions (2.7) et (2.8) [33]. Le seuil calcule pour les cones est donne par l'equation 
-0.72 si log Linitiai < - 2 . 6 
l0g(AL initial) = { log Linitial ~ 1-255 Si log Linitial > 1.9 
(0.249 log Linitial + 0.65)2-7 - 0.72 sinon. 
(2.7) 
Pour les batonnets, le seuil calcule est donne par l'equation 
-2.86 si log Linitiai < - 2 . 6 
log(ALinitial) = { log Linitial ~ 0.395 si log Linitial > 1.9 
(0.405 log Linitiai + 1.6)2'18 — 2.86 sinon, 
(2.8) 
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ou, log(AL in i t ta i) est le seuil initial pour les cones et les batonnets et Linitiai, la luminance 
initiale. Pour determiner log(A Lfina{), il suffit de remplacer l'indice initial par final dans 
les equations (2.7) et (2.8). 
Une fois le seuil AL calcule a l'instant t, nous calculons le rapport de contraste C par 
l'equation [13] 
C = exp(-Jfclog(AL)),' (2.9) 
ou k est le coefficient de contraste [13], son role est de faire la combinaison entre les 
niveaux de contraste dans le monde reel, et les niveaux de luminance sur le dispositif 
d'affichage. Nous l'avons estime experimentalement a 8%. Apres le calcul du rapport de 
contraste C, les couleurs de chaque pixel de l'image I sont multipliees par ce rapport pour 
donner la nouvelle image Ic. 
Implementation de 1'adaptation a l'obscurite et a la lumiere dans le systeme de visua-
lisation contextuelle 
Dans cette section, nous avons presente le principe de 1'adaptation du SVH (systeme 
visuel humain) a la lumiere et a l'obscurite. Pour assurer que l'image affichee sur l'ecran 
ne change pas de qualite pour l'utilisateur, il faut qu'elle suive les differentes adaptations 
du systeme visuel aux differents changements d'illumination. 
Etant donnee l'image I, le systeme doit faire 1'acquisition, a chaque instant, de l'intensite 
lumineuse globale L du milieu ambiant par le biais de sa camera. L'intensite est estimee 
de la fagon suivante : la moyenne de l'image est d'abord calculee dans l'espace de couleur 
RGB a partir de l'image acquise par la camera. Cette moyenne calculee sera transformee, 
par la suite, dans l'espace de couleurs HSL pour donner la luminance moyenne de l'image. 
Pour trouver l'intensite du milieu ambiant, nous faisons la correspondance entre la lumi-
nance de l'image et l'intensite du milieu comme le montre la figure 2.15 [24]. 
Quand l'intensite change, le systeme calcule les differents seuils de contraste (initial 
et final), log(AL i n i t i a l) et log(AL / i na /), en utilisant les equations (2.7) et (2.8). Linitial ®St 
l'intensite initiale avant le changement de lumiere et Lfinai est l'intensite apres le change-
ment. Les seuils de contraste sont calcules avec 1'une des equations (2.4), (2.5) ou (2.6) 
selon le changement de l'intensite de lumiere. Puis le rapport de contraste C est calcule 
avec l'equation (2.9). Chaque pixel de l'image I est multiplie par le meme rapport de 
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Logarithmic World Luminance 
Figure 2.15 - Relation entre 1'intensite de lumiere et la luminance de l'image. Image adap-
tee de Jiang et al. [24]. 
contraste C (contraste global) pour avoir l'image Ic en sortie. Les constantes a, a\ et f3, 
sont calculees a partir des figures 1.8(a) et 1.8(b) par 1'approximation de ces courbes a des 
exponentielles decroissantes. Puis, le calcul des constantes de l'equation de chaque courbe 
se fait par la selection d'un nombre de points correspondant au nombre de constantes dans 
l'equation et la resolution du systeme d'equation resultant. Nous trouvons a = —0.00166, 
A\ — —0.00644, et ft = —1.5. Le schema bloc de 1'implementation de cette adaptation 
est illustre dans la figure 2.16. Pour une image en niveau de gris, nous calculons son histo-
gramme pour ne pas effectuer l'adaptation pour chaque pixel de l'image. Le traitement sera 
effectue seulement pour les valeurs presentes dans l'histogramme, cela evite d'effectuer le 
calcul sur toute l'image. Par consequent, nous visons d'ameliorer le temps de calcul. 
2.4.3 Adaptation au reflet 
Lors de la visualisation d'une image I sur un ecran dans l'obscurite, l'observateur regoit 
uniquement les rayons emis par celui-ci. Par consequent, l'image pergue I0 est la meme 
que l'image I parce qu'il n'y a aucun changement apporte dans l'obscurite. Cependant, si 
l'observateur se trouve dans un milieu avec une lumiere ambiante La et sachant que l'ecran 
possede une certaine reflectance, il ne recevra pas les rayons emis par l'ecran uniquement. 
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Figure 2.16 - Schema bloc de 1'implementation de 1'adaptation a la lumiere/obscurite. 
s 1 / • 
(a) (b) 
Figure 2.17 - (a) Lumiere emise par l'ecran dans l'obscurite, (b) lumiere emise par ce 
meme ecran avec un eclairage ambiant. Image tiree de Dhalleine [13]. 
U existe une deuxieme composante Lr de lumiere qui s'ajoute; c'est la lumiere reflechie 
par l'ecran lui-meme (figure 2.17). Par consequent, l'image pergue I'0 sera done differente 
de l'image I parce que l'intensite de la lumiere regue n'est plus la meme et le seuil du plus 
petit contraste perceptible n'est plus le meme aussi. 
Dans cette section, une methode pour reduire 1'effet de la lumiere reflechie sur la visua-
lisation de l'image / sur l'ecran est presentee ainsi que les etapes de son implementation 
dans le SVC. 
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Modelisation de l'adaptation au reflet 
L'ajout de la lumiere reflechie sur l'ecran a celle emise par celui-ci modifie le seuil du 
plus petit contraste perceptible. D'apres la loi de Weber : 
ALA = ALA 
L L + LR' 
ou L est la lumiere emise par l'ecran, ALA et ALA sont les seuils des plus petits contrastes 
perceptibles dans l'obscurite et dans un milieu eclaire respectivement et LR est la lumi-
nance reflechie sur l'ecran. 
Pour reduire l'effet de la lumiere reflechie, nous allons utiliser une compensation de 
ce reflet. Pour cela nous travaillons dans l'espace de couleur HSL. L'idee de base est de 
diminuer la luminance de l'image a une valeur L — LR. 
Nous supposons que le reflet sur l'ecran est global (uniforme sur tout l'ecran) et qu'il 
agit sur l'image I de la maniere suivante 
Soit (H®, Lci>) les composantes couleurs de la lumiere incidente sur l'ecran. Puisque 
celui-ci possede un coefficient de reflexion a, le reflet $ aura comme valeur les compo-
santes (Hq, aS<t>, aL.p). II agit sur l'image I en augmentant son intensite et en diminuant 
la saturation de ses couleurs [26]. La luminance L/a de l'image pergue s'ecrit sous la forme 
Li0 = Li + 
ou L/ est la luminance de l'image I . 
De meme, la superposition du reflet sur l'image cause la degradation de la saturation de 
celle-ci. Le reflet agit en diminuant la saturation de l'image pergue qui s'ecrit sous la forme 
SIO = SI — AS<F>, 
ou Si est la saturation de l'image / . 
Pour reduire l'effet de ce reflet, il suffit de compenser l'image I au prealable afin de 
retrouver ses vraies couleurs (Hi, Si, L/) apres la correction. La correction de l'image I 
donne l'image compensee I c dont la luminance L/c s'exprime selon l'equation 
Lic = Li — aL$. 
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De meme, la saturation Sjc de l'image compensee s'ecrit de la fagon suivante : 
SIc = Sj+ aS<s,. (2 .11) 
Implementation de 1'adaptation au reflet dans le systeme de visualisation contextuelle 
Nous avons vu, dans section precedente, l'effet du reflet sur une image affichee a l'ecran 
et nous avons etudie un algorithme pour reduire l'effet de ce reflet. 
Dans cette partie, 1'implementation de l'algorithme de compensation du reflet global est 
presentee. Nous travaillons dans l'espace de couleur HSL. Pour ce faire, le SVC doit avoir, 
comme parametres a l'entree, la luminance du reflet LR — aLsa saturation SB£fiet = 
aS<s> et la luminance L/ de l'image initiale I affichee dans l'obscurite et sa saturation Si. 
L'intensite reflechie depend du type de l'ecran dependamment des materiaux utilises dans 
la fabrication. Dans notre cas (ECL), la lumiere reflechie est estimee a 5% [26] de l'intensite 
de la lumiere de l'environnement (a = 0 .05) . Le SVC estime la lumiere de l'environnement 
a partir de l'image prise par la camera avec la methode du monde gris, puis il applique la 
methode presentee ci-haut pour reduire le reflet en appliquant les equations (2.10) pour 
corriger la luminance et (2.11) pour corriger la saturation des couleurs dans l'image. A la 
sortie, le systeme produit l'image compensee Ic. Le schema bloc de cette adaptation est 
donne a la figure 2.18. Pour une image en niveaux de gris, nous calculons son histogramme 
pour ne pas effectuer 1'adaptation pour chaque pixel de l'image. Le traitement sera effectue 
seulement pour les valeurs presentes dans l'histogramme. Par consequent, nous gagnons 
dans le temps de calcul. 
2.4.4 Adaptation geometrique 
La meilleure position pour regarder un ecran est de se mettre en face de lui c'est-a-dire, 
quand sa normale et l'axe de vue de 1'observateur sont confondus. Si cette configuration 
spatiale venait a etre modifiee, la visualisation de l'image I sur l'ecran serait deformee a 
cause de la perspective (figure 2.19) et la deformation des couleurs. En effet, ce changement 
de position engendre des deformations liees a la forme parce que les differentes parties de 
l'image ne sont plus a la meme distance de 1'observateur. II existe, aussi, des deformations 
radiometriques liees a la couleur du fait que l'eloignement des pixels de l'image modifie 
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Figure 2.18 - Schema bloc de 1'implementation de l'adaptation au reflet. 
l'apparence des couleurs, et les pertes de resolution car les pixels n'auront plus la meme 
taille a cause de la distance entre la position de chaque pixel et l'observateur. 
Dans l'objectif de compenser l'effet de la perspective, il faut d'abord modifier l'appa-
rence spatiale de l'image si la position de l'observateur est connue. Nous presentons, dans 
cette section, une transformation qui repond a notre objectif. Nous presentons egalement 
une methode a integrer dans le SVC. La methode proposee est valable dans le cas d'un seul 
utilisateur parce que la transformation ne peut pas etre appliquee pour afficher l'image a 
plusieurs utilisateurs dans differentes positions en meme temps. 
Modelisation de l'adaptation geometrique 
Le principe de la transformation geometrique est schematise dans la figure 2.20. Soit 
une image a visualiser I, l'observateur est positionne en O et regarde l'image Iv, affichee 
sur l'ecran, modelisee par le segment gras noir. Etant donne qu'il regarde cet ecran avec un 
angle 6, il ne le percevra pas de la meme fa§on que s'il lui faisait face mais il y aura les 
pertes dont nous avons fait mention plus haut (pertes de forme, de couleurs, et de resolu-
tion). Afin de rendre la visualisation identique a celle ou l'observateur est face a l'ecran, 
il faut modifier l'image Iv (representee en noir gras dans la figure 2.20), de telle sorte que 
l'observateur ait l'impression que l'ecran est tourne vers lui (schematise en pointilles), et 
corriger la couleur de chaque pixel en fonction de sa position. 
II faut corriger la position des pixels et la radiometric. Dans ce memoire, nous nous in-
teressons seulement a la position des pixels. II faut, done, effectuer une rotation de l'image 
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(a) (b) 
Figure 2.19 - La perspective modifie l'aspect spatial de l'image. (a) L'observateur est face a 
l'ecran. (b) L'observateur se situe a un angle 6 dans le plan horizontal par rapport a l'ecran. 
Image adaptee de F. Dhalleine [13]. 
I autour des deux axes (OX) et (OY ) dependamment de la position de l'utilisateur. Pour 
definir les nouvelles coordonnees.de l'image Ic, la position de chaque pixel est multipliee 
par la matrice de rotation R = Rx(a)Ry(j3) telle que 
Apres multiplication des matrices de rotation par les positions des pixels, l'image resultante 
L'v sera dans un autre plan defini par les deux angles a et 0 par rapport au plan de l'ecran. Par 
exemple, dans le cas d'une rotation par rapport a 1'axe (OY). Les nouvelles coordonnees 
1 0 0 
Rx(<%) = 0 cos(a) —sin(a) 
0 sin(a) cos(a) 
Ry(PY= 
cos(p) 0 sin(f5) 
0 1 0 
-sin((5) 0 cos(P) 
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Figure 2.20 - Position de l'observateur dans un angle par rapport a l'ecran. Image adaptee 
deF. Dhalleine [13]. 
(X, Y, Z) d'un pixel p(x, y, z = 0) seront donnees par l'ensemble d'equations : 
II suffit maintenant de faire une projection de l'image /.' sur le plan de l'ecran pour avoir 
l'image. finale a afficher Ic. Les nouvelles coordonnees de l'image sont donnees par l'en-
semble d'equations 
ou (X, Y, Z) sont les coordonnees du pixel apres rotation et d, la distance entre l'utilisateur 
et l'image. 
II faut connaitre les angles (a, p) et la distance d pour trouver la nouvelle position 
( , x y ' ) d'un pixel (x, y). Pour ce faire, nous allons voir une methode de detection du vi-
sage dans une image. Lobjectif de cette operation est de detecter le visage de l'utilisateur 
pour definir sa position automatiquement par rapport a l'ecran, et de deduire les angles 
de rotation (a, (5). La distance d peut etre estimee avec des algorithmes d'estimation de 
la profondeur de l'image tels que Shape from Shading [51]. Cependant, dans notre cas, 
cette distance est fixee par l'utilisateur car il utilise a peu pres la meme distance dans la 
visualisation de donnees sur son dispositif. 
X — xcos(fi) + zsin(p) 
Y = y 
Z = —xsin(P) + zcos(P). 
x' = dcos(9)§ 
y' = <icos(#)^, 
(2.12) 
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Figure 2.21 - Photographie d'un ecran, prise a 30 cm avec un angle de 60° dans'le plan ho-
rizontal, simulant le point de vue d'un observateur. Nous remarquons que l'image affichee 
a quasiment conserve son aspect d'origine. Image adaptee de F. Dhalleine [13]. 
Detection du visage dans une image 
Pour effectuer 1'adaptation geometrique de fagon automatique, il faut determiner la po-
sition du visage par rapport a l'ecran. Nous pouvons trouver plusieurs detecteurs de visage 
qui se basent sur differentes methodes. Nous citons les methodes basees sur la recherche par 
pixel [49, 38], les methodes basees sur la recherche par region [39, 21], d'autres utilisent 
les caracteristiques des contours locaux, et les detecteurs qui se basent sur l'utilisation des 
ondelettes de Haar [23, 46]. 
Dans ce projet, nous proposons d'utiliser le detecteur de visage de P. Viola [46]. Ce 
detecteur de visage, base sur les ondelettes de Haar, utilise une representation de l'image 
appelee "image integrale". Elle permet une evaluation rapide des descripteurs qui sont les 
fonctions de base de Haar. Nous pouvons distinguer, les descripteurs a deux rectangles, 
les descripteurs a trois rectangles, et les descripteurs a quatre rectangles (figure 2.22). Ces 
descripteurs peuvent etre calcules rapidement par l'image integrale. 
Soit I l'image acquise par la camera. L'image integrale ii aux coordonnees (x, y) de 
l'image I est la somme de tous les pixels situes au dessus et a gauche du pixel (x, y) [46] 
telle que 
ii(x,y)= JT 
x'<x,y'<y 
La deuxieme etape de cette methode consiste a faire un apprentissage sur les differents 
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Figure 2.22 - Caracteristiques utilisees dans la fenetre de detection du visage : (a) et (b) 
caracteristiques a deux rectangles, (c) caracteristiques a trois rectangles, (d) caracteristiques 
a quatre rectangles. Image tiree de P. Viola [46]. 
descripteurs afin de determiner les meilleurs classificateurs qui definissent les caracteris-
tiques du visage. L'apprentissage dans cette methode utilise I'algorithme AdaBoost (Adap-
tive boosting). La hausse (boosting) consiste a combiner des regies simples pour creer 
un ensemble dont la performance de chaque element est amelioree. Dans notre cas, les 
regies sont les classificateurs faibles; un classificateur est dit faible lorsqu'il ne possede 
pas des bonnes performances de classification. Dans cette methode, chaque caracteristique 
est consideree comme un classificateur potentiel faible. Un classificateur faible est decrit 
mathematiquement par 
h x,f,p,6 — (2.13) 
si pf(x) < p6 
sinon, 
ou p est une variable de parite (1 ou -1), 9 le seuil de decision, x l'image a classer (visage ou 
non visage) et / la caracteristique (feature). Ces classificateurs separent les images positives 
(visages) et les images negatives (non-visages). Selon les caracteristiques presentees dans 
la figure 2.24, la difference entre la somme des pixels dans les regions noires et les regions 
blanches est calculee. Si cette difference est superieure au seuil 9, le classificateur decide 
que la partie de l'image traitee est un visage, sinon ce n'est pas un visage. 
Les classificateurs faibles sont renforces par 1'algorithme AdaBoost pour construire un 
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Figure 2.23 - Valeur de l'image integrale au point (x,y). Image tiree de P. Viola [46]. 
Figure 2.24 - Caracteristiques selectionnees par 1'algorithme d'apprentissage : (a) diffe-
rence d'intensite entre les yeux et les joues, (b) difference d'intensite entre les yeux et Je 
haut du nez. Image tiree de P. Viola [46]. 
fort classificateur. L'idee de base consiste a affecter des poids o>j pour chaque echantillon 
dans l'ensemble d'apprentissage x* (dans notre cas, ce sont les images). Les exemples mal 
classes auront leurs poids augmente et les exemples correctement classes auront leurs poids 
diminue. Le classificateur se concentre sur les donnees mal classees dans chaque etape du 
boosting. 
A la fin de cet algorithme, chaque hypothese hi (equation (2.13)) est ponderee par une 
valeur a,; calculee precedemment. La classification d'un nouvel exemple se fait en utilisant 
la combinaison des classificateurs trouves dans cet algorithme. 
La troisieme etape consiste a trouver la bonne chaine de classificateurs en cascade, pour 
permettre la recherche rapide des visages. Le principe de detection de visage de Viola est de 
passer le detecteur plusieurs fois a travers la meme image (avec differentes tailles de sous-
fenetres). Malgre que l'image puisse contenir plusieurs visages, il est clair qu'un grand 
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Figure 2.25 - Selection des classificateurs en cascade. Image adaptee du memoire de Hel-
ving [22], 
nombre des sous-fenetres evaluees devrait etre negatives (pas de visages). Le probl&me sera 
formule de la fa§on suivante : au lieu de trouver les visages, I'algorithme doit rejeter les 
regions non-visage car il est plus rapide d'ignorer ces regions que de chercher les visages. 
Un detecteur forme d'un seul classificateur fort est insuffisant, c'est la raison d'utiliser la 
cascade de classificateurs. 
Le classificateur en cascade est compose de plusieurs etages de classificateurs. Chacun 
de ces classificateurs est un classificateur fort obtenu par AdaBoost. La fonction de chaque 
etage est de determiner si la fenetre de l'image traitee est definitivement un non-visage ou 
elle pourra etre un visage. Si une fenetre est classee non-visage par un etage donnee, elle 
sera rejetee immediatement. Si la fenetre est classee probablement visage, elle passera a 
1'etage suivant de la cascade. Le meme traitement se repete avec les differents etages de la 
cascade. A la sortie de la cascade, toutes les regions classees non-visage seront rejetees et 
et il ne reste que les regions des visages. La figure 2.25 illustre le principe de la cascade. 
Le test de I'algorithme montre qu'il detecte le visage. L'indicateur (rectangle) du vi-
sage change de taille, suivant la taille du visage (figure 2.26). La caracteristique de detec-
tion possede plusieurs tailles et uniquement celle correspondant au visage qui produit un 
resultat positif. Si le visage est tres proche de l'ecran les caracteristiques detectees seront 
grandes. Par consequent, l'indicateur du visage suit la taille de ces caracteristiques. Si le 
visage s'eloigne de l'ecran, la dimension des caracteristiques diminue et l'indicateur de-
vient de petites dimensions. En utilisant cet indicateur, nous pourrons definir la position de 
l'utilisateur par rapport a l'ecran. 
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Figure 2.26 - Test du detecteur du visage. 
Position de l'utilisateur dans l'image 
L'utilisateur est localise par la position de son visage, qui est delimitee par un carre. 
C'est la position de ce carre qui va determiner les coordonnees de cet utilisateur. Soit le 
carre A(SIS2S3S4) de la figure 2.27 qui represente le visage, son centre est defini par 
x. 
„. _ Vsl +Vs4 yc — 2 ' 
ou les coordonnees xC) yc sont calculees dans le plan de l'image. Pour les trouver par 
rapport au centre de l'ecran, il suffit de faire une translation suivant l'axe (Ox), et une autre 
suivant l'axe (Oy) au point 0 ' ( y ) (voir figure 2.28). Les nouvelles coordonnees du 
centre c dans le nouveau repere sont donnees par 
xc> 
Vd 
xQ 
yc -
w 
2 
h 
2 ' 
(2.14) 
ou W, H sont respectivement la largeur et la hauteur de l'image . Dans le cas ou l'utilisa-
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Figure 2.27 - Calcul du point de centre du visage. 
teur est face a l'ecran, le nouveau centre c' sera confondu avec le centre de l'image. Quand 
l'utilisateur se positionne a gauche de l'ecran le centre du visage se deplacera vers la droite 
de l'image et vice versa. Quand l'utilisateur se met en haut par rapport a l'ecran le centre 
du visage se deplace en haut. Et quand il se met en bas le visage sera en bas aussi. De la, 
nous pouvons deduire que : 
Si xc> > 0, l'utilisateur se trouve a gauche du centre de l'ecran. 
Si xc> < 0, l'utilisateur se trouve a droite du centre de l'ecran. 
Si y'c, > 0, l'utilisateur se trouve en bas du centre de l'ecran. 
Si y'd < 0, l'utilisateur se trouve en haut du centre de l'ecran. 
La definition de Tangle que fait l'utilisateur avec l'ecran depend essentiellement du champ 
de vision de la camera. Pour chaque profondeur d de l'utilisateur, il existe un angle maxi-
mal a m a x que la camera couvre. Cet angle correspond a une distance dans l'image estimee, 
a la moitie de sa largeur et la moitie de sa hauteur y . L'angle correspondant a un pixel 
de coordonnees (x, y) est donne par : 
P 
w 
- M max ~ h y, 
(2.15) 
ou amax = a r c t a n ^ , et (3max = arctan Ainsi, nous pouvons definir la position de 
l'image par rapport a 1'observateur. Si 1'observateur est en dehors du champs de la camera, 
le systeme n'effetura pas d'adaptation; 
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Figure 2.28 - Coordonnees du centre de visage par rapport au centre de l'image. 
Implementation de l'adaptation geometrique dans le systeme de visualisation contex-
tuelle 
Apres avoir vu l'adaptation geometrique, la detection du visage dans l'image et le calcul 
de la position de l'utilisateur par rapport a l'ecran, nous passons maintenant a l'implemen-
tation de cette adaptation dans le SVC. 
Soit Iv une image affichee sur l'ecran, W = 120, H = 160 les dimensions de l'image 
Id acquise par la camera et d — 40 cm la distance entre l'ecran et l'utilisateur (cette dis-
tance est fixee par l'utilisateur). Pour definir la position du visage, le systeme doit calculer 
les deux angles (a, (3) a travers une image acquise par la camera du systeme en utilisant 
la detection du visage puis sa localisation a partir des equations (2.14) et (2.15). Puis, les 
nouvelles positions des pixels sont transformees suivant l'equation (2.12). Notons que la 
valeur de la couleur des nouveaux pixels est estimee dans l'espace RGB par une interpo-
lation lineaire en calculant la moyenne des deux pixels voisins du nouveau pixel. A la fin 
de 1'operation, nous aurons l'image compensee Ic. Le schema bloc de cette adaptation est 
donne dans la figure 2.29. 
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Figure 2.29 - Schema bloc de l'adaptation geometrique. 
2.5 Reduction de la consommation d'energie dans les dis-
positifs mobiles 
Lorsque l'ecran est a son intensite maximale, il consomme plus de 50% de l'energie 
fournie par la batterie du dispositif mobile. En plus, le retro-eclairage consomme envi-
rons 53% de l'energie consommee par l'ecran [32]. Si nous voulons diminuer l'energie 
consommee par l'ecran, il faudra diminuer son intensite par le biais de la diminution du 
retro-eclairage. Liang et al. [30] ont effectue une experimentation pour la mesure de la 
quantite de l'energie consommee en fonction du retro-eclairage d'un dispositif de com-
munication mobile. La courbe de la figure 2.30 montre l'energie consommee en fonction 
du niveau du retro-eclairage. Ce dispositif possede dix niveaux de retro-eclairage. n = 0 
signifie que le retro-eclairage est eteint et n = 10 signifie que le retro-eclairage est a son 
niveau maximal. 
Nous remarquons bien que lorsque le niveau du retro-eclairage augmente, la consom-
mation electrique de celui-ci augmente aussi. Pour un retro-eclairage n = 1, d'apres le 
tableau 2.1, nous avons un gain de 90% par rapport au fonctionnement a pleine puissance 
du retro-eclairage. Les differents gains en puissance sont donnes au tableau 2.1. 
Or, la diminution d'intensite du retro-eclairage causera une diminution dans 1'intensite de 
l'image visualisee Iv et elle sera assombrie. Une solution est d'augmenter l'intensite de 
l'image visualisee afin d'assurer la meme apparence. 
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Figure 2.30 - Consommation electrique du retro-eclairage d'un dispositif de communica-
tions mobiles. Image tiree de Liang et al. [30]. 
Retro-eclairage (n) 1 2 3 4 5 6 7 8 9 10 
Gain (%) 90.17 80.15 70.13 60.11 50.09 40.08 30.06 20.04 10.02 0 
tableau 2.1 - Gain en puissance pour chaque niveau du retro-eclairage. 
Plusieurs recherches ont ete effectuees pour reduire l'intensite du retro-eclairage sans 
alterer la qualite de l'image [45, 11, 30, 10], Ces recherches possedent toutes un point en 
commun. Elles se basent sur le meme principe qui est la modelisation de l'ECL. En effet, 
la luminance I emise par un ECL est donnee par 
I = pLY, (2.16) 
ou p est la transmissivite de l'ECL, L la luminance du retro-eclairage et Y la luminance 
moyenne de l'image I . 
2.5.1 Compensation d'energie dans l'ECL 
Pour effectuer cette operation l'image est convertie dans l'espace de couleurs HSL en 
prenant la bande L comme la bande de luminance. Soit L la luminance du retro-eclairage, 
et Y la luminance moyenne de l'image I. La luminance de l'ecran sera alors donnee par 
l'equation (2.16). D'apres Choi et al. [11], si la luminance du retro-eclairage diminue tout 
en conservant l'intensite globale de l'image, il faudra augmenter la luminance de l'image 
elle meme. Si L' est la nouvelle valeur du retro-eclairage, et Y' la nouvelle valeur moyenne 
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de l'image, ces deux parametres s'ecrivent de la maniere suivante : 
L ' = i + A i (2.,7) 
Y' = Y + AY. 
En conservant l'intensite donnee par l'equation (2.16), la diminution de la luminance 
du retro-eclairage L engendre une augmentation de la valeur moyenne Y des pixels de 
l'image. Cette conservation de luminance / s'exprime par l'egalite suivante.: 
pL'Y' = pLY. (2.18) 
En remplagant V et Y' par leurs valeurs, en fonction de AL et AY respectivement, l'equa-
tion (2.18) s'ecrit sous la forme 
p(L + AL)(Y + AY) = pLY. 
II s'en suit que A y s'exprime en fonction de L, Y et AL comme suit: 
A L 
AL + L 
La nouvelle valeur moyenne de la luminance des pixels de l'image s'ecrit sous la forme 
r = y - A I T l y - ( 2 J 9 ) ' 
La luminance de la nouvelle image Ic est Y'. Cherchons maintenant les valeurs de chaque 
pixel de l'image Ic. Soit M la moyenne de l'image I dans l'espace RGB et dont la lu-
minance moyenne est Y. Y est obtenu en faisant la conversion de M dans l'espace HSL 
et en prenant la composante de luminance L. Supposons que AL est fourni par l'usager, 
nous calculons Y' a l'aide de l'equation (2.19). Par transformation inverse, nous trouvons 
M' la couleur moyenne de l'image Ic dans l'espace RGB. Nous proposons de transformer 
l'image I en Ic en preservant le contraste : 
hj hj 
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n 1 2 3 4 5 6 7 8 9 10 
L( cd/m2) 28 34 41 46 52 56 62 67 70 75 
tableau 2.2 - Relation entre le niveau de retro-eclairage n et sa luminance correspondante 
L . 
Lin 90 < L < 100 80 < L < 90 70 < L < 80 60 < L < 70 50 < L < 60 
n 10 9 8 7 6 
Lin 40 < L < 50 30 < L < 40 20 < L < 30 10 < L < 20 L < 10 
n 5 4 3 2 1 
tableau 2.3 - Relation entre le niveau de retro-eclairage n et l'intensite du milieu ambiant 
L i d -
Pour verifier cette equation, nous nous limitons au cas ou 
I(iJ)-M = Ic{i,j)-M\ 
ou Ic{i,j) est la valeur du nouveau pixel de l'image a la position (i,j) qui s'ecrit sous la 
forme 
Ic{i,j) = I(i,j)-M + M'. (2.20) 
2.5.2 Implementation de 1'algorithme de reduction de la consomma-
tion de l'ecran dans le systeme de visualisation contextuelle 
L'implementation de cette methode necessite la connaissance du niveau du retro-eclairage 
que l'utilisateur souhaiterait. Soit l'image J, le PDA possede dix niveaux de retro-eclairage, 
chaque niveau correspond a une luminance donnee comme le montre le tableau 2.2 montre 
la relation entre chaque niveau n et sa luminance correspondante. 
Le niveau n du retro-eclairage est calcule en fonction de l'intensite du milieu ambiant 
parce que le SVH pergoit les contrastes dependamment de l'intensite ambiante. L'inten-
site lumineuse ayant une correspondance avec la luminance de l'image capturee Id, nous 
definissons le tableau 2.3 qui donne la relation entre le niveau n du retro-eclairage et la 
luminance L de l'image ID. 
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Figure 2.31 - Schema bloc de la reduction de la consommation d'energie au niveau d'un 
ECL. 
L'utilisateur choisit le niveau n de retro-eclairage. Le systeme calcule AL correspon-
dant puis il calcule la nouvelle luminance moyenne de l'image a afficher avec l'equation 
(2.19) et les differentes valeurs des pixels avec l'equation (2.20) pour donner l'image Ic 
en sortie. Le fonctionnement de cette operation peut etre illustre par le schema de la figure 
2.31. 
2.6 Sequencement des operations dans le systeme de vi-
sualisation contextuelle 
Dans cette section, nous verrons l'effet du sequencement des operations etudiees dans 
la section 2.4. Par analogie avec le systeme visuel humain, le SVC doit suivre un certain 
enchaTnement des operations pour produire une image la plus proche de la realite. 
Comme nous l'avons vu dans la section 1.2 du traitement de l'information visuelle, 
la premiere operation effectuee concerne la detection des contours et le rehaussement du 
contraste au niveau de la couche plexiforme externe de la retine. Ceci permet une meilleure 
adaptation du systeme visuel a 1'intensite de la lumiere [51]. La seconde operation s'ef-
fectue au niveau de la couche plexiforrne interne de la retine et concerne cette fois-ci le 
traitement de l'information liee a la couleur comme l'adaptation chromatique. En ce qui 
concerne le mouvement, les objets mobiles sont detectes dans cette couche grace a la sen-
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sibilite des cellules amacrines. 
Si nous voulons choisir un enchainement pour le SVC, nous procederons de la ma-
niere suivante tout comme le systeme visuel humain : avant de traiter n'importe quel type 
d'information, il faut d'abord reduire le bruit que comporte cette information. Lors de la 
visualisation sur l'ecran, le bruit c'est le reflet. Done, 1'adaptation au reflet est traitee en 
premier. Pour effectuer cette transformation, le systeme fait la conversion de l'image de 
l'espace de couleur RGB vers l'espace HSL. La deuxieme operation sera 1'adaptation a la 
lumiere et a l'obscurite qui sera effectuee dans l'espace de couleurs RGB. La troisieme 
operation est la reduction de la consommation de 1'energie pour garder le meme contraste. 
Cette derniere operation s'effectue dans l'espace de couleurs HSL pour manipuler la com-
posante de luminance L. La quatrieme operation est 1'adaptation chromatique qui se fait 
dans l'espace CIEXYZ. Enfln, la derniere operation est 1'adaptation geometrique qui s'ef-
fectue dans l'espace RGB. 
En resume, l'image compensee Ic peut s'ecrire en fonction de l'image originale I et les 
differentes transformations sous la forme suivante : 
Ic = Tgeometrique (1chromatique (1consommation (Tlumiere(Treflet ( - 0 ) ) ) ) > 
ou Trefiet est la la transfprmation de la compensation du reflet. Elle s'applique sur l'image 
/ de la fagon suivante : 
— Trefiet(I) = THlLfrefietTHSL(I), 
ou THsl est la transformation de couleur de l'espace RGB a l'espace HSL, frefiet est la 
transformation qui englobe les equations (2.10) et (2.11). 
Tiumiere est la transformation a la lumiere ou a l'obscurite. Etant donne une intensite lumi-
neuse L, le systeme calcule le coefficient de contraste k a l'aide de l'equation (2.9). Cette 
transformation s'applique a l'image I ^ et donne l'image 
' Tiumiere kl^- \ 
Tconsommation est la transformation de la reduction de la consommation de l'ECL. Elle s'ap-
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plique sur l'image et donne l'image suivant l'equation 
= Tconsommation(I^ = M M . 
Tchromatique est la transformation de l'adaptation chromatique. Le systeme estime la lumiere 
de l'image I ^ et la lumiere ambiante (en utilisant l'image acquise par la camera su SVC) 
et applique l'adaptation chromatique sur l'image I ® et donne l'image I t e l l e que 
^ = Tchromatique^^ ^ = T^yzfchromatiqueTxYzI^ \ 
ou TXyz est la transformation de l'espace de couleur RGB vers l'espace XYZ, fchromatique 
est la transformation de l'adaptation chromatique donnee par l'equation (2.3). 
TgeometHque est la transformation de l'adaptation geometrique. Ayant les deux angles de 
rotation a et (3, le SVC calcule les nouvelles coordonnees (x',y') du pixel I^(x,y) a 
l'aide de l'equation (2.12) et donne l'image telle que 
/^ ^{x , y ) = Tg£om£triqUeI^ 
L'image compensee Ic s'ecrit en fonction de l'image / , de la maniere suivante : 
W , y') = Tg£0m&trigUe(TXYZfchr0rnatigueTxYz)((k(TxgLfrefietTH 
2.7 Le systeme de visualisation contextuelle pour la video 
En considerant la video comme une succession d'images, et en negligeant les pheno-
menes temporels identifies dans la section 1.2, le SVC applique toute la chaine de trai-
tement a une image en prenant en consideration les parametres de l'environnement pour 
effectuer les transformations. La figure 2.32 illustre le traitement de la video par le SVC. 
La video est d'abord lue dans un buffer, puis, c'est a partir de ce buffer que le SVC prend les 
images une par une et les affiche sur l'ecran. Le defi ici consiste a implanter le traitement 
de video sur un PDA ou un telephone cellulaire. 
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Figure 2.32 - Traitement de la video par le SVC. 
2.8 Conclusion 
Nous avons vu, dans ce chapitre, la problematique de la visualisation contextuelle. Au 
debut, nous avons pose le probleme, puis nous avons presente les differents parametres 
qui peuvent intervenir dans un tel systeme. L'architecture de ce systeme a ete proposee en 
se basant sur nos objectifs et les differentes methodes du systemes ont ete elaborees. Au 
chapitre suivant, nous allons voir comment corriger les couleurs pour les differents types 
de daltoniens. 
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Chapitre 3 
La correction des couleurs pour les 
daltoniens 
Nous avons vu dans la section 1.3 que l'oeil humain peut avoir des problemes de vision 
de couleurs. Et nous avons divise ces problemes en trois grandes parties. La trichromatie 
anormale : la personne atteinte possede les trois types de cones mais elle a un defaut dans la 
perception des couleurs du au decalage de la reponse spectrale d'un ou plus des trois cones 
presents dans la retine. La dichromatie : la personne atteinte possede seulement deux types 
de cones. Et enfin, la monochromatie ou la personne atteinte possede un seul type de cones 
et ne pergoit que la composante correspondant a ce type de cones. 
Dans ce chapitre, nous presenterons ces anomalies en details. Des methodes pour trou-
ver des solutions a ces personnes sont proposees afin de reduire l'effet de ces anomalies sur 
leur perception des couleurs. 
3.1 Correction des couleurs pour les trichromates anor-
maux 
Le systeme visuel humain pergoit les couleurs dependamment des reponses spectrales 
des photorecepteurs presents dans la retine. La couleur pergue depend aussi des emissions 
spectrales du dispositif d'affichage. Les reponses spectrales des cones L, M et S peuvent 
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etre donnees par l'ensemble d'equations suivant: 
iR = JkiER(X)i(X)dX 
iG = S kiEG(X)i{X)d\ (3.1) 
ib• = f hEB{X)i{X)dX, 
ou iR, %g et i-B represented la reponse d'un des cones L, M o\x S aux fonctions d'emission 
du phosphore ER(A), EG(X), et EB{X) respectivement, i(X) est la reponse du cone i a une 
lumiere de longueur d'onde A. ki sont des coefficients de normalisation, ils sont calcules de 
telle sorte que les integrates calculees dans l'equation (3.1) soient egales a 1. Le probleme 
de trichromatic anormale a commence a etre traite en adoptant des corrections sur l'image 
par G. Kovacs et al. [27]. Leur etude portait sur la modification de l'image en tenant compte 
de la reponse spectrale des cones, ainsi que des emissions spectrales du dispositif d'affi-
chage. Mais ils n'avaient pas pris en consideration les differents degres d'affectation des 
cones. C'est Yong et Seungji [50] qui ont modelise le probleme de trichromatisme anormal 
selon les reponses spectrales des cones en tenant compte des differents degres d'affecta-
tion qu'ils ont nomme la severite de 1'anomalie et ils ont adopte la meme demarche dans 
la correction des couleurs. Seungji et al. [42, 41] ont continue leurs travaux sur le modele 
base sur la reponse spectrale des cones, ils ont developpe un modele de simulation pour 
les trichromates anormaux et ils ont utilise la difference AEL a b pour mesurer la difference 
entre l'image originale et celle perdue par les trichromates anormaux, mais la methode de 
correction est celle utilisee precedemment. 
Dans ce travail, nous avons pris en consideration les differents degres d'affectation 
des cones et nous avons utilise la meme methode de correction utilisee precedemment 
[27, 42, 50,41], 
3.1.1 Trichromatie anormale 
Le tristimulus (R, G, B) d'une lumiere regue au niveau de la retine est transforme vers 
l'espace de reponse des cones dans le but d'etre transmis au cerveau pour le traitement. Pour 
une personne normale, les composantes (L, M, S) du tristimulus (R, G, B) sont exprimees 
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sous la forme matricielle 
j^normal ' r 
^normal rpnormal G = 
gnormal B 
'R 
G 
B 
T normal T normal r normal L,r Ljq 1Jb 
J^rnormal normal j^jnormal R G B 
onormal ' cnormal qnormal 
° r °g j b 
^normal e s t ]a m a t r ice normale de transfert de l'espace RGB a l'espace des cones LMS. Ses 
coefficients sont obtenus a partir de l'equation (3.1). 
Cependant, dans le cas ou nous sommes face a un probleme de trichromatie anormale, 
les reponses spectrales des cones sont donnees par l'equation suivante dans le cas d'une 
protanomalie 
anormal) 
p \ 
j^anormal 
j^normal^g^ __ J1' 
gnormal 
Dans le cas d'une deuteranomalie, les reponses spectrales sont donnees par 
(3.2) 
jjnormal ^ ^ 
j^j anormal ^  j 
gnormal ^ ^ 
= t : ^
normal (s) 
et pour le cas d'une tritanomalie, nous avons 
jjnormal ^  ^ 
^normal 
ganormal ^ ^ 
rj-tanormal ^ g} 
(3.3) 
(3.4) 
Les coefficients des matrices T*normal(s), T%normal(s) et Ttanormal(s) sont donnes par les 
equations 
~anorm,al / 
l r i 
„•anormal 
g 
ianormal ( c\ _ 
= JkiER(X)i(X- Ad(s))dX 
(s) = J kiEG(X)i(\ - Ad{s))dX (3.5) 
lB
 l(s) = f k,EB(X)i(X - Ad{s))dX, 
ou s represente la severite de 1'anomalie, Ad(s) le decalage de la reponse spectrale du cone 
du a 1'anomalie. 
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Terme Medical Type de deficience Degre d'affection Degre numerique 
Protanomalie Deficience-Rouge Doux 0.1-0.9 
Protanopia Deficience-Rouge Severe 1.0 
Deuteranomalie Deficience-Vert Doux 0.1-0.9 
Deuteranopia Deficience-Vert Severe 1.0 
Tritanomalie Deficience-Bleu Doux 0.1-0.9 
Tritanopia Deficience-bleu Severe 1.0 
Achromatopsia Daltonisme Complet N/A • N/A 
tableau 3.1 - Relation entre severite et problemes de vision de couleurs dans MPEG-21 . 
La figure 1.17 (page 19) illustre le phenomene du decalage des reponses spectrales des 
cones. Pour chaque cone affecte, il y a un decalage de la reponse spectrale a cause de la 
severite s. Le decalage correspondant a s = 0.1 est Ad(s) = 2 nm jusqu'a s = 0.9 ou 
Ad(s) = 18 nm. Quand s = 1, la personne est dichromate [42]. 
Le tableau (3.1.1) illustre la relation entre la severite et les differentes anomalies qui 
affectent la vision des couleurs [50]. L'anomalie varie selon la severite. Elle peut etre consi-
deree douce si elle est entre 0.1 et 0.9, et severe si elle est egale a 1. Prenons l'exemple de 
la protanomalie : c'est une deficience du cone L. Elle est douce si la severite "s" est entre 
0.1 et 0.9 et severe si "s" est egale a 1. 
3.1.2 Adaptation des couleurs pour la trichromatic anormale 
Une personne peut etre atteinte d'une protanomalie, deuteranomalie ou d'une tritano-
malie. Nous presentons la correction de la couleur dans le cas d'une protanomalie. La meme 
demarche s'applique aux deux autres types de trichromatic anormale, a savoir la deutera-
nomalie et tritanomalie. Dans le cas d'une protanomalie, c'est le cone L qui est affecte. Un 
pixel p est pergu dans un espace RGB de la maniere suivante : 
RdL(s) 
GdL(s) 
BdL(s) 
= T normal 
j^anormal ^^ 
j^jnormal 
gnormal 
(3.6) 
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ou [Lanormal(s), Mnormal, Snormal]T est le resultat obtenu a partir de l'equation (3.4). Done 
l'equation (3.6) s'ecrit sous la forme 
Ri(s) 
GdL(s) 
BdL(s) 
rpnormal 1 rpanormal ^^ (3.7) 
L'equation (3.7) donne une relation directe entre les vraies couleurs de base du pixel p et 
les valeurs de ce pixel pergu par la personne atteinte d'une protanomalie. Nous remarquons 
que ces valeurs dependent de la severite s. 
L'objectif est de trouver une transformation lineaire X qui corrige les valeurs du pixel 
[Rd(s), Gd(s), Bd(s)]T pour les transformer en les vraies valeurs [R, G, B]T\ Puisque nous 
disposons de la relation directe entre les valeurs reelles du pixel et les valeurs deformees 
par les cones de l'usager, nous pouvons modifier les valeurs initiales du pixel de telle sorte 
que nous puissions les trouver a la fin de la chaine de transformation. Nous desirons que 
l'usager voit le meme pixel avec ses vraies couleurs. Pour cela, il suffit d'effectuer une 
transformation au pixel de 1'entree de telle sorte que le pixel de sortie ait les couleurs 
reelles telles qu'elles sont pergues par une personne normale. Le pixel p est multiplie par 
une transformation lineaire X. Nous pouvons ecrire la solution souhaitee sous la forme 
= T normal 
1 rpanormal ^g)^ (3.8) 
Alors 
rpnormal 1 panormal j^ (3.9) 
telle que Id est la matrice identite. Les matrices T et Tpnormal(s) sont inversibles car les 
trois cones sont presents et leurs reponses spectrales sont lineairement independantes (au-
cune reponse d'un cone'n'est confondue avec une reponse d'un autre cone). La matrice 
panormal^ e s t c a i c u j ^ e ^ partir de la relation 3.5. La resolution de l'equation (3.9) donne 
la solution suivante : 
X = T unarmal (s)T normal 
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A (IUII) A (mil) 
(c) W 
Figure 3.1 - Reponses spectrales des cones : (a) Pour une personne normale, (b) pour une 
protanope, (c) pour une deuteranope, (d) pour une tritanope. 
Done, chaque pixel de l'image doit etre multiplie par la matrice Tpnormal~1 (s) Tnorrn'11 
pour que l'usager qui presente une trichromatie anormale puisse voir l'image avec ses cou-
leurs reelles. 
3.2 Adaptation des couleurs pour les dichromates 
Les dichromates, contrairement aux trichromates anormaux, ne possedent que deux 
classes de cones pour la vision des couleurs. Nous pouvons distinguer trois types de dichro-
mates. Les protanopes qui presentent un manque de la classe des cones L; les deuteranopes 
qui manquent la classe de cones M, et les tritanopes qui ne possedent pas la classe de cones 
S. Les reponses spectrales des cones pour les dictromates sont donnees dans la figure 3.1. 
Pour les dichromates, chaque couleur est observee a la base de deux classes de cones 
uniquement. Les couleurs qu'ils peuvent distinguer sont situees dans un espace a deux 
dimensions. lis font, done, des confusions pour les couleurs dont la difference est seulement 
celle de la classe du cone manquant. 
3.2.1 Modeles de couleurs pour les dichromates 
Avant de corriger les couleurs pour les dichromates, nous avons besoin d'identifier 1'en-
semble des couleurs pergues par les dichromates. Dans cette section, nous allons simuler 
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la vision chez les dichromates et presenter aux trichromates comment les dichromates per-
goivent les couleurs. Pour cela, nous nous basons sur les travaux de Brettel et al. [7]. Cette 
methode est basee sur le systeme LMS, qui definit les couleurs en terme d'excitation des 
trois cones L, M et S. L'ensemble des couleurs qu'un trichromate normal puisse voir est 
contenu dans le parallepipede KBMRGCWY [8] (voir figure 3.2.a), avec K le point noir, 
B le primaire du bleu, M le Magenta, R le primaire du rouge, G le primaire du vert, C le 
cyan, W le point blanc et Y le jaune. 
Une personne normale pergoit toutes les couleurs situees dans le parallepipede 
KBMRGCWY. Cependant, un dichromate possede une vision limitee et 1'ensemble des 
couleurs pergues se reduit a un espace de deux dimensions [7, 8]. Un protanope ou un 
deuteranope peut percevoir les couleurs situees dans deux parties de plans. La premiere 
partie est limitee par l'axe (OE) et l'axe correspondant a la longueur d'onde 475 nm. La 
deuxieme partie est limitee par l'axe (OE) et l'axe correspondant a la longueur d'onde 
575 nm comme indique sur la figure 3.2(b). Le point E represente le point qui possede 
le maximum de luminance avec des stimulis [R,G,B]T egaux. L'axe (OE) represente 
1 'ensemble des stimulis neutres pour un dichromate [7]. 
De meme pour le tritanope, il ne pergoit que les couleurs contenues dans deux parties de 
plans. La premiere est limitee par l'axe (OE) et l'axe correspondant a la longueur d'onde 
485 nm. La deuxieme est limitee par l'axe (OE) et l'axe correspondant a la longueur d'onde 
660 nm [7] (figure 3.2(c)). 
Puisque l'ensemble des couleurs pergues est contenu dans les parties des plans definies 
precedemment, il faut trouver l'equation de chaque partie du plan. L'equation du plan de 
couleurs peut s'ecrire sous la forme 
aL + PM + -yS = 0. (3.10) 
Pour trouver les valeurs L,M,S correspondants a chaque couleur pour un dichromate, il 
faut d'abord trouver les coefficients a, (3 et 7 en utilisant les plans delimitant chaque region 
de couleurs pergues par les dichromates. Dans le cas des protanopes et deuteranopes, ce 
sont les axes (OE) et les axes correspondants aux longueurs d'onde 575 nm et 475 nm 
qui sont utilises. Pour chaque partie, il suffit de prendre trois points distincts pour definir 
l'equation du plan contenant la partie. 
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Dans le cas des tritanopes, il faut utiliser l'axe (OE) et les axes correspondants aux 
longueurs d'onde 485 nm et 660 nm. La resolution s'effectue de la meme fagon que le cas 
precedent. Trois points distincts peuvent definir les trois coefficients du plan. 
La resolution de cette equation par rapport aux plans des protanopes, deuteranopes et 
tritanopes, donne les resultats suivants : 
a = MeSa - MaSe 
P = SeLa — SaLe (3 .11) 
7 = LeMa — LaMe, 
ou e = (Le, Me, Se) est un point de l'axe (OE) (stimuli neutres) et a = (La, Ma, Sa) est 
un point abitraire de la partie du plan limitee par les axes (OE) et l'axe correspondant a la 
longueur d'onde 475 nm ou 575 nm dans le cas du protanope et deuteranope. Dans le cas du 
tritanope, nous prenons la partie du plan limitee par les axes (OE) et l'axe correspondant 
a la longueur d'onde 660 nm ou 485 nm. En remplagant l'equation (3.11) dans l'equation 
(3.10), nous trouvons les valeurs suivantes pour un protanope : 
Lp = ~(pM + ^S)/a 
Mp = M , . (3 .12) 
Sp = S, 
ou ol = —0.0615, P = 0.0828, 7 = —0.0132, pour un point dans la partie limitee par les 
axes (OE) et 575 nm et a = 0.0585, p = -0.0793, 7 = 0.01328, pour un point dans la 
partie limitee par les axes (OE) et 475 nm. Pour un deuteranope, nous trouvons les valeurs 
Ld = L 
Md = -(aL + 1 S ) / p (3 .13) 
Sd = S, 
ou a = —0.0615, P = 0.0828, 7 = —0.0132, pour un point qui se situe dans la partie 
limitee par les axes (OE) et 575 nm d'une part. D'autre part, a = 0.0585, P = —0.0793, 
7 = 0.01328, pour un point qui se situe dans la partie limitee par les axes (OE) et 475 nm. 
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Les valeurs trouvees pour un tritanope sont 
Lt = L 
Mt = M (3.14) 
St = -{aL + PM)/-y, 
ou a — -5.8973 104- , 0 = 0.0077, 7 = -0.0101, pour un point qui se situe dans la 
partie limitee par les axes (OE) et 660 nm. Pour l'autre partie, un point qui se situe dans 
la partie limitee par les axes (OE) et 485 nm, nous trouvons a = 0.02255, (3 = —0.0423,. 
7 = 0.0170. 
3.2.2 Correction des couleurs pour les dichromates 
Nous avons vu dans la partie precedente les modeles de couleurs dichromates c'est-a-
dire, la maniere avec laquelle un dichromate pergoit les couleurs. Cette section est consa-
cree a l'etude de la correction des couleurs dans le but d'adapter une image pour un dalto-
nien dichromate. II ne s'agit pas de reproduire les couleurs exactes, plutot de discerner entre 
les objets dans l'image. Le probleme de dichromatisme a ete traite de plusieurs fagons, de 
l'ajustement des couleurs a leur redistribution [9], Cependant, ces methodes ne sont pas 
applicables dans toutes les situations. Par exemple, il existe des lunettes pour l'ajustement 
des couleurs. Grace a leur fonction de transfert, les verres de ces lunettes agissent comme 
des filtres optiques selon la frequence de l'onde regue [31]. Mais ces lunettes peuvent avoir 
d'autres inconvenients. Elles peuvent cacher beaucoup d'informations et causer d'autres 
confusions de couleurs [9], Une autre solution technique reside dans 1'implantation d'une 
retine bionique pour la rectification, mais cette methode est toujours a l'etape experimen-
tale [9]. La methode que nous avons vu pour la correction des trichromates anormaux ne 
s'applique pas dans le cas du dichromatisme car elle se base sur la presence des trois classes 
de cones, et le dichromate ne possede que deux classes. La seule solution qui reste est de 
travailler sur la discrimination des couleurs pour ce type de deficience. Cette approche vise 
a preserver les details engendres par les differentes couleurs de l'image dans le but de trans-
mettre le maximum d'informations contenues dans cette image. O. Fidaner et al. [19] ont 
propose une methode pour la distribution de l'erreur entre l'image pergue par le dichro-
mate et l'image originale sur les deux bandes de l'image pour lesquelles le dichromate est 
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sensible. Cette methode possede 1'inconvenient d'etre moins robuste dans certain cas ou 
il faut reajuster les parametres de distribution de 1'erreur. Pour cela, Y. Ma et a/.[31] ont 
propose une methode d'ajustement basee sur les reseaux de neurones et qui tient compte 
des couleurs contenues dans l'image. 
Dans ce travail, nous proposons une methode de correction qui tient compte, d'une part, 
du contenu chromatique de l'image pour assurer une meilleure similitude entre les couleurs 
reelles de l'image et les couleurs resultant de notre traitement. D'autre part, elle assure une 
certaine separation entre les points de confusion pour les dichromates. 
Soit le pixel p(L, M, S), a afficher sur l'ecran. Comme nous l'avons vu dans la section 
precedente, le dichromate reduit toutes les couleurs affichables par l'ecran en une partie de 
plan definie par l'equation (3.10). Le dichromate fait une projection du point p au point p' 
qui est sur ce plan. Par exemple, pour un protanope, les coordonnees du point p'(L', M', S') 
sont donnees par l'equation (3.12). D'apres la figure 3.3, le protanope confond tous les 
points situes sur l'axe (pp'). L'objectif est de trouver un point q sur le plan de vision du 
protanope de telle sorte qu'il ne soit pas confondu avec le point p'. Nous supposons que 
les modifications de L, M et S sont additives. Par exemple, au lieu de percevoir M, la 
personne percevra M + AM. Les coordonnees du point q peuvent s'ecrire sous la forme 
Lq = a(M + AM) + b(S + AS) 
Mq = M + A M (3.15) 
Sq = S + AS, 
ou a = —j3/a, b = —7/a et A M , AS les corrections apportees aux composantes M et S 
respectivement. 
Le point q doit etre le plus proche du point p, et il faut qu'il soit le plus loin du point p'. 
Soit d(.,.) la distance euclidienne entre deux points. Cette hypothese s'ecrit sous la forme 
E = kidl(p, q) + k2dl(p', q), 
ou ki est le facteur de ponderation de la similitude entre les points p et q. k2 le facteur de 
dissemblance entre les points p' et q. d2 est la distance euclidienne entre deux points. La 
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minimisation de 1'erreur E par rapport a AM et AS donne les relations suivantes : 
a i r _ kia(aM+bS—L) 
~~ (k1+k2)(a?+b? + l) 
\ q - kib(aM+bS—L) 
~ ( f c 1 + f c 2 ) ( a 2 + 6 2 + l ) -
(3.16) 
Cette demarche est appliquee aux autres types de dichromates a savoir les deuteranopes et 
les tritanopes. Pour les deuteranopes, les coordonnees du pixel q s'ecrivent sous la forme 
Lq = L + AL 
Mq = a(L + AL) + b(S + AS) (3.17) 
Sq = S + AS, 
f _ a h _ _ 7 AT — — akl (a-L-M+bS) p t A c _ _ bki (aL-M+bS) OU U - p,0— (A2+62+1)( I.1+FC2) CL IAO - (A2+62 + 1)(A.1+FE2)-
Pour les tritanopes, les coordonnees du pixel q s'ecrivent sous la forme 
Lq = L + AL 
Mq = M + AM- (3.18) 
Sq = a(L + AL) + b(M + AM), 
nil n — -SL h - - £ AT - afci (aL+bM—S) f a c _ bk^aL+bM-S) 
U U U — ( a 2 + 6 2 + 1 ) ( f c l + f c 2 ) C L a o — ( a 2 + 6 2 + 1 ) ( f c l + f e 2 ) -
En ce qui concerne 1'implementation de la correction pour les dichromates, elle s'ef-
fectue de la fagon suivante. Soit / , une image pour le dichromate. Tout d'abord, elle est 
convertie dans l'espace des cones LMS puis le systeme calcule les differents coefficients a , 
(3 et 7 avec l'equation (3.11) pour chaque plan selon le type de la dichromatie. Ensuite, le 
systeme calcule les projections de chaque point de l'image sur les plans correspondants se-
lon les equations (3.12), (3.13) ou (3.14), toujours selon le type de la dichromatie. Apres, le 
systeme calcule les differentes quantites AL, AM ou AS, selon la dichromatie, a partir de 
l'equation (3.16), les constantes k\, k2 sont definies empiriquement ((hi, k2) = (—0.8,0.9) 
pour le protanope, (ki,k2) = (—0.8,0.9) pour le deuteranope, (ki,k2) = (—0.35,0.9)). 
Enfin, ce sont les nouvelles coordonnees des differentes couleurs qui sont calculees avec 
les equations (3.15), (3.17) et (3.18) pour donner une image corrigee Ic pour 1'affichage. 
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Figure 3.2 - Espace RGB et LMS : a) Couleurs pergues par une personne normale, b) plans 
de couleurs pergues par le protanope et le deuteranope, c) plans de couleurs pergues par le 
tritanope. Image adaptee de Brettel et al [7]. 
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Figure 3.3 - Correction de couleurs pour le protanope. Image adaptee de Brettel et al. [7]. 
7 6 
Chapitre 4 
Validation du systeme de visualisation 
contextuelle 
Ce chapitre est consacre a la validation du SVC. Nous allons evaluer, au debut, les 
differentes operations utilisees dans ce systeme. Ensuite, c'est le systeme global qui sera 
evalue. Pour cela, deux types devaluations sont proposees. Des evaluations basees sur des 
criteres objectifs et des evaluations subjectives. 
4.1 Evaluation des methodes du systeme 
L'evaluation des methodes utilisees est elaboree pour determiner l'efficacite du SVC. 
Nous pouvons distinguer deux types devaluations : 
1. Evaluations objectives : elles sont utilisees pour evaluer les methodes avec des cri-
teres de mesures numeriques. Le but est de savoir, a la fin de 1'evaluation, le degre 
de ressemblance ou de dissemblance entre une image reference et une image obtenue 
par les transformations de notre systeme. Ce type devaluation permet de deceler les 
erreurs de programmation. 
2. Evaluations subjectives : ce type devaluation permet de savoir exactement l'impres-
sion de l'observateur concernant l'image affichee, et a quel point elle satisfait ses 
attentes. Pour cela, une echelle de mesure est definie. Par exemple, l'observateur 
note chacune des operations et le SVC global sur une echelle de 1 a 5. 1 signifie que 
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l'image affichee est tres loin de l'image de reference, 2 signifie que l'image est loin 
de l'image de reference, 3 signifie que l'image affichee n'est ni loin ni proche de 
l'image de reference, 4 signifie que l'image affichee est proche de l'image de refe-
rence et 5 signifie que l'image affichee est tres proche de l'image de reference. 
Chacun des deux types devaluations possede des limites. Une evaluation objective est 
limitee parce qu'elle ne reproduit pas tous les criteres de qualite utilises par l'humain. Et 
une evaluation subjective est limitee par plusieurs facteurs. Le premier est le facteur hu-
main. II faut d'abord trouver des personnes pour effectuer cette evaluation. Ces personnes 
ne doivent presenter aucune deficience au niveau de leur systeme visuel afin d'evaluer 
toutes les operations liees au traitement de la couleur et de contraste. Pour cela, un test de 
depistage de daltonisme est necessaire avant de commencer 1'evaluation. II faut aussi des 
daltoniens pour evaluer la correction des couleurs pour les daltoniens. Pour effectuer une 
evaluation exacte de cette methode, il faut avoir au moins une personne de chaque type de 
daltonisme, cela constitue la limite majeure dans 1'evaluation de cette methode. Pour avoir 
un echantillon representatif, il faut faire appel a beaucoup de personnes. 
L'experimentateur est une autre limite pour cette evaluation. II faut qu'il soit objectif 
pour ne pas influencer les autres personnes dans leurs decisions. 
Le deuxieme facteur qui limite 1'evaluation subjective est l'environnement. II intervient 
par la couleur de la salle qui pourra affecter les tests effectues. Idealement, c'est une salle 
de couleur neutre qui est utilisee (salle de couleur grise claire). II y a aussi les surfaces des 
differents objets presents dans la salle qui peuvent avoir un effet sur 1'evaluation a cause de 
la lumiere reflechie. La lumiere de l'environnement doit etre identifiee le plus realistement 
possible et elle ne doit etre melangee a aucune autre lumiere exterieure. Le troisieme fac-
teur est le materiel utilise. Dans notre evaluation, nous avons utilise un ordinateur portable 
ayant un ECL de 14Po, ayant comme point blanc le tristimulus (183.3, 205.7, 206.4). Le 
deuxieme dispositif utilise est un telephone intelligent Pharos Traveler 137 muni d'un ECL 
de resolution 480x800 et ayant son point blanc le tristimulus (205.7, 250.4, 252.9). II serait 
preferable d'utiliser d'autres types de materiel afin de mesurer les differentes luminances 
et les differents illuminants. Dans cette etude, nous nous sommes servi d'un calibrateur 
d'ECL : le LaCie blue eye pro. II permet de mesurer la luminance ambiante ainsi que le 
point blanc d'un dispositif d'affichage. 
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Dans ce qui suit, nous commencerons par 1'evaluation objective et subjective de chaque 
operation. 
4.1.1 Evaluation de l'estimation de la lumiere 
Nous avons vu dans la section 2.4.1 que la couleur de la lumiere est estimee par la 
methode du monde gris et que l'intensite est estimee a partir de la luminance de l'image 
capturee par la camera du SVC. II serait ideal de calculer l'intensite directement a partir 
de la camera, car elle depend essentiellement de la sensibilite du capteur (ISO), du temps 
d'exposition, du rayon de la lentille et d'une constante propre a chaque constructeur [13], 
Nous evaluons dans cette partie les deux methodes d'estimation (intensite et couleur). Nous 
evaluons l'estimation de la couleur de la lumiere avec la difference A£ ,94 qui mesure la 
difference entre deux couleurs dans l'espace CIE Lab. Elle est fortement recommandee par 
la commission internationale de l'eclairage. L'erreur calculee par AJ594 reproduit le degre 
de tolerance qui peut etre permis pour pouvoir dire que les deux couleurs sont proches ou 
pas. Elle est definie dans l'espace CIE Lab par l'equation 
ou A L est la difference entre les deux luminosites, AC la difference entre les deux chro-
maticites et AH la difference entre les deux teintes. (kL , Sl, kc, Sc, kH, Sh) sont des 
constantes. Une difference AE 9 i < 4 est a peine perceptible par l'etre humain. Si elle 
est entre 4 et 8, la difference est consideree comme acceptable pour l'humain. Quand 
AEq^ > 8 la difference entre les deux couleurs est tres apparente [43]. 
Dans notre experience, nous avons utilise des images references prises du travail de 
Lahmar [28] (figure 4.1) dont nous connaissons la couleur de la lumiere. Nous calculons la 
couleur de la lumiere avec la methode du monde gris et nous la comparons avec la lumiere 
ou l'image a ete acquise en utilisant la difference AEq4. Les resultats obtenus sont donnes 
au tableau 4.1 
De meme, une autre experience a ete effectuee pour evaluer le degre de fidelite de la 
camera du SVC. Pour cela, nous avons utilise la table de couleur de Macbeth. Une image 
de cette table a ete capturee par la camera du SVC et nous avons compare les valeurs 
2 2 2 
(4.1) 
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(a) (b) 
Figure 4.1 - Exemple d'images references generees a partir des reflectances : (a) Image 
generee pour l'illuminant A, (b) image generee pour 1'illuminant D65. Images extraites du 
travail de Lahmar [28]. 
de ses couleurs avec les valeurs reelles. Nous avons trouve une difference moyenne de 
AEq4 = 11.71 avec un ecart-type de 2.99. 
D'apres les resultats presentes, nous constatons que la camera reproduit une image mais 
pas avec une grande fidelite car A £94 > 8. Ceci affecte l'exactitude de l'estimation de la 
couleur de la lumiere mais les valeurs estimees ont le meme ordre de grandeur que les 
valeurs reelles. Concernant 1'utilisation de la methode du monde gris, la difference entre 
les valeurs estimees et les valeurs exactes est donnee au tableau 4.1. Nous constatons que 
ces valeurs sont legerement superieures a 8, done l'estimation de la couleur de la lumiere 
n'est pas tres exacte. 
Concernant l'estimation de l'intensite de la lumiere, nous avons utilise le Lacie blue 
eye pro pour la mesure des valeurs exactes et en meme temps nous estimons l'intensite a 
partir de l'image acquise par la camera du SVC en utilisant la courbe de la figure 2.15. Les 
differentes mesures effectuees sont donnees au tableau 4.2. 
Lumiere A D65 F2 
A£ 9 4 . 11.06 8.93 9.45 
tableau 4.1 - La difference AE94 entre la lumiere reference et la lumiere estimee par la 
methode du monde gris. 
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Intensite mesuree (Cd/m2) 87 21 134 136 802 144 
Intensite estimee (Cd/m2) 100 19.05 125.66 131.82 758.57 149.25 
tableau 4.2 - La difference entre l'intensite estimee de la lumiere et l'intensite exacte. 
Images A£,94)/4->D65 A £
,94,F2->D65 
Image 1 0.6024 1.5225 0.5892 3.4745 
Image 2 0.7362 1.6534 0.3030 2.9199 
tableau 4.3 - La difference A£,94 entre les images references et les images adaptees. 
D'apres les mesures presentees dans le tableau 4.2, nous constatons que l'estimation 
de l'intensite concorde avec 1'augmentation et la diminution de l'intensite exacte, et les 
valeurs estimees sont proches des valeurs mesurees. 
4.1.2 Evaluation de 1'adaptation chromatique 
Pour 1'evaluation objective de cette methode, nous avons suivi le protocole experimen-
tal suivant: il faut avoir des images references avec lesquelles la comparaison des images 
resultantes de l'operation est effectuee. Pour cela, la metrique A£94 est utilisee pour me-
surer la difference entre deux couleurs dans l'espace CIE Lab. 
Dans notre experience, nous avons utilise des images de reflectance pour generer des 
images de reference pour les lumiere D65 (lumiere du jour), A (lumiere incandescente) 
et F2 (lumiere fluorescente). Ces images sont prises du travail de Lahmar [28] (figure 
4.1). Elles seront utiles dans la comparaison avec les images adaptees. Par exemple, soit 
IL l'image reference generee sous l'illuminant D65, elle sera adaptee aux illuminants A 
et F2. Les images resultantes seront comparees aux images references generees sous les 
illuminants A et F2 respectivement selon le schema de la figure 4.2. 
Le test a ete effectue sur deux images avec l'illuminant D65, deux images avec l'illuminant 
A et deux image avec l'illuminant F2. Les resultats obtenus sont presentes dans le tableau 
4.1.2. 
D'apres ces resultats, 1'adaptation chromatique a partir de la lumiere D65 a la lumiere A 
et F2 est concluante, de meme pour la lumiere A vers D65 car les valeurs obtenues de 
AE94 sont toutes largement inferieures a 4, ce qui peut etre considere comme un resultat 
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Figure 4.2 - Comparaison d'images avec AEg4 
satisfaisant [28]. Cependant, nous pouvons remarquer que l'adaptation a la lumiere D65 a 
partir de la lumiere F2 est moins precise car la difference AE94 s'approche de la valeur 4 et 
est nettement superieure aux autres valeurs obtenues avec les autre lumieres. L'execution de 
cette operation, pour une image de 150 x 114 pixels dure 4.82 s sur le telephone intelligent 
Pharos traveller 137. C'est une operation assez lente a executer car elle presente beaucoup 
d'operations faisant appel a des multiplications matricielles. 
Pour 1'evaluation subjective de l'adaptation chromatique, le protocole experimental est 
le suivant: le test doit etre effectue dans une salle isolee pour eviter toute interference avec 
les autres lumieres externes. Pour la visualisation, un ECL 14Po a ete utilise. Et la source 
de lumiere dans la salle est un ensemble de six tubes de neon qui produit une lumiere fluo-
rescente de type F2. Les images utilisees pour le test sont deux images, la premiere image 
est prise a l'exterieur sous la lumiere du jour D65 et la deuxieme est prise a l'interieur sous 
1'illuminant incandescent A. Ces deux images sont adaptees a la lumiere de la salle F2 
avec plusieurs degres d'adaptations (10%, 20%, 30% 40%,50% et 80%). Avant d'effectuer 
le test, il faut d'abord s'assurer que chaque utilisateur est un trichromate normal pour eviter 
des fausses interpretations des resultats. L'experience se deroule de la maniere suivante : 
l'utilisateur est d'abord adapte a la lumiere de l'image durant deux minutes. Pour cela, 
uniquement l'image test est affichee dans l'obscurite (toutes les lumieres sont eteintes) sur 
un fond noir de l'ecran. Apres la periode d'adaptation, la lumiere de la salle est allumee et 
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l'utilisateur bascule vers les images adaptees. II y a six images avec des degres d'adaptation 
de 10%, 20%, 30%, 40%, 50% et 80% presentees a la figure 4.3 et 4.4. L'utilisateur est ap-
pele a faire son choix pour l'image la plus proche a l'image initiale. Le critere devaluation 
est la comparaison entre les images affichees et le choix de l'image la plus proche visuel-
lement a l'image de reference. Le test a ete effectue avec dix observateurs. La distribution 
des reponses est presentee sur l'histogramme de la figure 4.5. 
Dans les deux cas, nous remarquons que les choix des utilisateurs sont concentres entre 
10% et 30% d'adaptation. Pour l'image de l'interieur, 90% des utilisateurs ont opte pour 
une adaptation entre 10% et 30%. La preference maximale des utilisateurs (40%) est at-
teinte a 20% d'adaptation. De meme pour l'image de l'exterieur, toutes les reponses se 
situent entre 10% et 30% d'adaptation. Aucun utilisateur n'a opte pour les degres eleves. 
Ces resultats expliquent que 1'adaptation chromatique donne des resultats concluants pour 
les degres d'adaptation inferieurs a 30%. 
4.1.3 Evaluation de 1'adaptation a l'obscurite 
Pour ce type d'adaptation, seulement 1'evaluation subjective est utilisee car il n'y a pas 
de critere objectif qui reproduit 1'evaluation de l'humain. 
C'est le passage a l'obscurite qui est e value dans cette partie. Le protocole experimen-
tal peut etre decrit de la maniere suivante. L'experience est effectuee dans une salle fermee 
permettant une isolation lumineuse de l'exterieur. Elle est equipee de six tubes fluorescents 
d'une intensite de 300 lux mesuree a l'aide du Lacie blue eye pro. L'ecran utilise dans cette 
evaluation est l'ECL 14Po d'un ordinateur portable. Dans cette experience, il faut un pas-
sage de la lumiere a l'obscurite. Pour cela, deux intensites de lumiere sont indispensables 
pour effectuer ce test. Pour l'obscurite, il suffit d'eteindre la lumiere de la salle. Et pour 
l'illuminer, les lampes fournissent une intensite de 300 lux. 
L'experience consiste a presenter une image reference pour dix utilisateurs dans la lu-
miere. Puis apres trois minutes, la lumiere de la salle est eteinte et cinq images sont presen-
tees aux utilisateurs (figure 4.6). Ces images sont des images adaptees a l'obscurite prises 
a des instants differents (0 s, 60 s, 120 s, 180 s et 5 min). L'evaluation consiste a trouver 
l'image la plus proche a l'image de reference parmi les 5 images presentees aux utilisateurs 
de fagon rapide ne depassant pas les 10 s. Les reponses des utilisateurs sont presentees dans 
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(a) 
Figure 4.3 - Evaluation de l'adaptation chromatique (scene de l'exterieur) : (a) Image.de 
reference, (b) image adaptee a 10% a la lumiere F2, (c) image adaptee a 20% a la lumiere 
F2, (d) image adaptee a 30% a la lumiere F2, (e) image adaptee a 40% a la lumiere F2, 
(f) image adaptee a 50% a la lumiere F2, (g) image adaptee a 80% a la lumiere F2. 
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Figure 4.4 - Evaluation de l'adaptation chromatique (scene de l'interieur) : (a) Image de 
reference, (b) image adaptee a 10% a la lumiere F2, (c) image adaptee a 20% a la lumiere 
F2, (d) image adaptee a 30% a la lumiere F2, (e) image adaptee a 40% a la lumiere F2, 
(f) image adaptee a 50% a la lumiere F2, (g) image adaptee a 80% a la lumiere F2. 
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Figure 4.5 - Resultat de 1'evaluation de l'adaptation chromatique : a) Pour l'image de 
l'interieur, b) pour l'image de l'exterieur. 
la figure 4.7. 
Nous remarquons d'apres les resultats de la figure 4.7 que les choix des utilisateurs 
sont repartis sur toute la periode du test. II est a noter que les utilisateurs trouvent des 
difficultes dans la prise de decision vu que les images presentees sont tres proches au niveau 
du contraste. 
At = 0 s, 30% des utilisateurs ont choisi la bonne image qui est celle adaptee a l'instant 
t = 0 s (figure 4.6(b)). Nous remarquons bien que dans la premiere minute, il y a 50% des 
utilisateurs qui ont choisi les bonnes images (figure 4.6(b) a 30% et l'image 4.6(c) a 20%), 
cela peut indiquer qu'ils s'adaptent dans cet intervalle. Cependant, 30% des utilisateurs 
choisissent l'image la plus contrastee correspondant a celle adaptee a t — 5 min. 
A t = 60 s, 40% des utilisateurs ont choisi l'image 4.6.c qui est la bonne image (elle 
est adaptee a 60 s) et nous constatons aussi qu'entre la premiere et la deuxieme minute, 
70% des utilisateurs ont fait leur choix dans cet intervalle (figure 4.6(c) a 40% et figure 
4.6(b) a 30%) ce qui est un resultat encourageant car la majorite des utilisateurs montrent 
une bonne adaptation. 
A t = 120 s, le resultat obtenu a cet instant est surprenant, seulement 10% des utilisa-
teurs ont choisi la bonne image (4.6(d)) qui est adaptee a cet instant mais nous remarquons 
aussi que les reponses sont reparties pour l'image 4.6(c) qui est adaptee at = 120 s et 4.6(e) 
qui est adaptee a t = 180 s parce que les images sont tres proches en terme de contraste. 
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Cela presente 50% des reponses qui sont comparables a 1'adaptation a l'instant t = 0 s. 
Nous remarquons aussi, que 30% des utilisateurs ont choisi l'image adaptee a t = 5 min 
car c'est l'image qui possede un contraste eleve. 
At = 180 s, 20% des utilisateurs ont choisi la bonne image (figure 4.6(e)) mais l'ob-
servation sur l'intervalle des deux images voisines, a savoir les images 4.6(d) et 4.6(f), 
indiquent que 80% des bonnes reponses sont situees dans cet intervalle. 
A t = 5 min, 40% des utilisateurs ont choisi la bonne image qui est celle adaptee a 
t = 5 min (figure 4.6(e)) et pour l'intervalle des images voisines (figure 4.6(e) et figure 
4.6(f)), il y a 50% des resultats qui sont dans cet intervalle. 
D'apres les resultats presentes ci-haut, nous pouvons dire qu'en general, les utilisateurs 
font leur choix dans un intervalle limite par les images adaptees avant et apres l'instant 
etudie. Par exemple, a l'instant t = 60 s, 70 % des bons resultats ont ete choisis entre 
l'image concernee (figure 4.6(c)) et l'image la plus proche d'elle, a savoir la figure 4.6(d). 
Cela revient a la grande ressemblance entre ces images qui rend la distinction entre elles 
tres difficile. L'autre point qu'il faut souligner, c'est que les utilisateurs preferent l'image 
la plus contrastee car elle permet une meilleure vision. Concernant le temps d'execution 
de cette operation, il est estime a 0.33 s pour une image de 150 x 114 pixels sur le Pharos 
traveller 137. 
4.1.4 Evaluation de 1'adaptation a la lumiere 
De meme que 1'adaptation a l'obscurite, il y a uniquement une evaluation subjective 
pour ce type d'adaptation a cause de l'absence d'un critere objectif qui reproduit 1'evalua-
tion de l'humain. 
Cette evaluation concerne le passage du SVC de l'obscurite a la lumiere. Le protocole ex-
perimental est le suivant. Deux niveaux d'intensite de lumiere sont necessaires. Le premier 
niveau est l'obscurite ou l'intensite est nulle, et le second niveau est l'intensite de la lumiere 
generee par les six tubes de neon de la salle. La mesure de l'intensite a ete effectuee avec 
le dispositif Lacie blue eye pro, et nous avons trouve que l'intensite est de 300 lux. 
Par la suite, une image reference est affichee sur l'ECL 14 Po d'un ordinateur portable, 
dans l'obscurite pendant trois minutes afin que les utilisateurs s'adaptent a ce niveau d'in-
tensite et memorisent l'image affichee. Apres trois minutes, la lumiere est allumee, et une 
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Figure 4.6 - Evaluation de l'adaptation a l'obscurite : (a) Image de reference, (b) image 
adaptee a 0 s, (c) image adaptee a 60 s, (d) image adaptee 120 s, (e) image adaptee 180 s, 
(f) image adaptee a 5 min. 
serie de six images est affichee. Cette serie est presentee dans la figure 4.8, elle comporte 
des images adaptees a la lumiere a des instants differents (0 s, 30 s, 60 s, 90 s, 120 s et 150 
s). Nous faisons appel a 10 utilisateurs, a chacun de ces instants, de choisir une seule image. 
C'est l'image la plus proche a l'image de reference qui doit etre choisie. Les reponses des 
utilisateurs sont presentees dans la figure 4.9. 
A t = 0 s, 40% des utilisateurs ont choisi la bonne image qui est celle adaptee a 1'instant 
t = 0 s (figure 4.8(b)). Nous remarquons bien que durant les 30 premieres secondes, 70% 
des utilisateurs ont choisi les bonnes images (figure 4.8(b) a 40% et 4.8(c) a 30%). Ce qui 
explique que les utilisateurs sont adaptes a cet instant et que la methode fonctionne bien .a 
cet instant. 
A t = 30 s, 40% des utilisateurs ont choisi l'image 4.8(c) qui est la bonne image 
(adaptee a t = 30 s) et nous remarquons aussi qu'a la premiere minute 80% des utilisateurs 
ont fait leur choix dans cet intervalle (figure 4.8(b) a 20%, figure 4.8(c) a 40% et figure 
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Figure 4.7 - Repartition des reponses des utilisateurs dans 1'adaptation a l'obscurite : (a) a 
l'instant t = 0 s, (b) a l'instant t = 60 s, (c) a l'instant t = 120 s, (d) a l'instant 180 = 0 s, 
(e) a l'instant t = 300 s. 
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Figure 4.8 - Evaluation de 1'adaptation a la lumiere : (a) Image de reference, (b) image 
adaptee a 0 s, (c) image adaptee a 30 s, (d) image adaptee 60 s, (e) image adaptee 90 s, (f) 
image adaptee a 120 s, (g) image adaptee a 150 s. 
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Figure 4.9 - Repartition des reponses des utilisateurs dans 1'adaptation a la lumiere : (a) a 
l'instant t = 0 s, (b) a l'instant t = 30 s, (c) a l'instant t = 60 s, (d) a l'instant t = 90 s, (e) 
a l'instant t = 120 s, (f) a l'instant t = 150 s. 
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4.8(d) a 20%). Nous pouvons confirmer que c'est un bon resultat parce que les 80% des 
utilisateurs montrent une bonne adaptation. 
A t = 60 s, 60% des utilisateurs ont choisi la bonne image qui est celle adaptee a t = 60 
s (figure 4.8(d)). Cela est un bon resultat surtout si les resultats de l'intervalle entre 30 s et 
90 s sont pris en consideration. Car 70% des utilisateurs ont donne leurs reponses dans cet 
intervalle (figure 4.8(c) a 10% et figure 4.8(e) a 10%). 
A t = 90 s, seulement 10% des utilisateurs ont choisi la bonne image (figure 4.8(e)). 
Nous remarquons que 80% des reponses sont concentrees dans la premiere minute. Cela 
explique que les utilisateurs trouvent que l'image adaptee a t = 90 s est un peu sombre par 
rapport aux images adaptees dans la premiere minute. La meme remarque s'applique aux 
images adaptees a t = 120 s et t = 150 s. En resume, la methode obtient une satisfaction 
elevee chez les observateurs durant la premiere minute. Au dela de cet intervalle, la satis-
faction diminue puisque l'image affichee perd du contraste dans le temps, les utilisateurs 
gardent en memoire les images avec de fort contraste qui sont plus agreables a voir. 
4.1.5 Evaluation de l'adaptation au reflet 
Nous utilisons dans 1'evaluation de l'adaptation au reflet les deux types devaluations 
objective et subjective. 
Pour 1'evaluation objective, le principe est de faire une comparaison entre une image 
reference et une image traitee avec I'algorithme implante. Cette comparaison est effectuee 
avec la difference (AEg4). Cette evaluation est difficile a reproduire parce que nous ne 
disposons pas d'images avec reflet. Pour cela, nous nous sommes contentes de simuler 
les images avec reflet en prenant une image I et en lui rajoutant du reflet a des degres 
differents (1%, 5%, 10%, 20% et 30%) en considerant que ce reflet est uniforme a travers 
tout l'ecran. Le reflet simule est calcule a partir de la lumiere ambiante. A partir de l'image 
capturee par la camera, 1'illuminant est estime avec la methode du monde gris puis converti 
dans l'espace HSL. Soit L$) l'illuminant estime, le reflet est calcule par 
Href let = H$ 
Sreflet ~ kS$ (4.2) 
Vrelfet = kL$, 
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ou k est le coefficient de reflexion de l'ecran. Nous devons, aussi, calculer la difference 
(AE94) entre l'image reference et l'image avec reflet pour la comparer avec la difference 
entre l'image reference et l'image traitee, afin d'avoir une idee sur la correction effectuee. 
Nous avons pris deux types d'images, une a l'exterieur sous la lumiere D60 et 1'autre 
a l'interieur sous la lumiere A. Le reflet est calcule a des degres differents (1%, 5%, 10%, 
20% et 30%) de la lumiere ambiante, a savoir D65 ou A et nous avons obtenu les resultats 
presentes dans les tableaux 4.4 et 4.5. 
D'apres les resultats presentes aux tableaux 4.4 et 4.5, nous remarquons que la methode 
implantee reduit largement l'effet du reflet pour les differents degres car les difference 
calculees AEg4 montrent bien cette correction. Elle est autour de 97% pour l'image de 
l'interieur et 99% pour l'image de l'exterieur. Pour tous les degres de reflets, la difference 
entre l'image corrigee et l'image reference (AEA C) est toujours inferieure a la difference 
entre l'image reference et l'image avec reflet ( A E a b ) -
En ce qui concerne 1'evaluation subjective, le protocole suivi dans l'experience requiert 
des images avec reflet, des images traitees avec la methode implantee et une image re-
ference ou l'utilisateur se refere pour prendre sa decision c'est-a-dire quelle est l'image la 
plus proche de l'image reference. Le materiel utilise dans cette experience est un ECL 14Po 
pour la visualisation. Nous affichons a la fois les trois images a savoir, l'image reference, 
l'image avec reflet et l'image avec reflet traitee avec notre algorithme de reduction de reflet. 
Plusieurs degres de reflet sont simules (5%, 10%, 20% et 30%). Nous avons utilise comme 
dans le cas de 1'evaluation objective une image de l'interieur et une autre de l'exterieur. Les 
utilisateurs sont appeles a comparer entre l'image avec reflet et l'image avec reflet traite et 
de prendre une decision sur l'image la plus proche de l'image reference en terme de lu-
minosite et de couleurs. La response des utilisateurs concernant l'image la plus proche est 
Reflet(%) 1% 5% 10% 20% 30% 
AE9i(AB) 0.006 0.5282 1.1287 2.3380 3.3232 
A E9A(AC) 0 0.0109 0.034 0.0786 0.1288 
Correction (%) 100 97.9 96.9 96.6 96.1 
tableau 4.4 - Difference A£94 entre l'image reference et les images avec reflet et corri-
gees pour une image de l'interieur (A : image reference, B : image avec reflet, C : image 
corrigee). 
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Figure 4.10 - Evaluation de l'adaptation au reflet : (a) Image originale (sans reflet), (b) 
image avec 5% de reflet, (c) image avec 5% de reflet corrigee, (d) image avec 10% de 
reflet, (e) image avec 10% de reflet corrigee, (f) image avec 20% de reflet, (g) image avec 
20% de reflet corrigee, (h) image avec 30% de reflet, (i) image avec 30% de reflet corrigee. 
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Reflet(%) 1% 5% 10% 20% 30% 
A E94(AB) 0.1956 0.9384 1.9450 4.1916 6.0071 
A E94(AC) 0 0.0022 0.0073 0.0364 0.0858 
Correction (%) 100 99.7 99.6 99.1 98.5 
tableau 4.5 - Difference AE94 entre l'image reference et les images avec reflet et corri-
gees pour une image de l'exterieur (A : image reference, B : image avec reflet, C : image 
corrigee). 
presentee sur la figure 4.11. 
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Figure 4.11 - Repartition des reponses des candidats pour 1'adaptation au reflet: (a) Pour 
une image de l'interieur, (b) pour une image de l'exterieur 
D'apres ces resultats, nous constatons que les utilisateurs optent toujours pour l'image 
corrigee et ce pour tous les degres de reflet utilises. Pour l'image de l'interieur, la moyenne 
est de 95% de choix pour l'image corrigee. Ceci confirme les resultats obtenus dans 1'eva-
luation objective ou la difference AEg 4 en l'image reference et l'image corrigee et negli-
geable par rapport a celle entre l'image reference et l'image avec reflet. De meme pour 
l'image de l'exterieur, le test montre que les utilisateurs choisissent toujours l'image cor-
rigee et donne une moyenne de 82.5% pour cette image. Ceci confirme aussi les resultats 
obtenus dans le test objectif conecernant cette image. 
En ce qui concerne 1'evaluation subjective de la methode, pour le reflet global, a l'ex-
terieur dans un milieu fortement illumine, nous avons fait appel a cinq utilisateurs et nous 
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avons affiche l'image sous la forte lumiere du soleil, puis nous avons active l'operation 
de l'adaptation au reflet. Les utilisateurs ont tous indique que la methode n'apporte au-
cun changement sur l'image. Cela peut s'expliquer par le fait que le changement apporte 
n'est pas perceptible par le systeme visuel humain parce que le seuil du plus petit contraste 
perceptible est plus grand que ce changement apporte par la methode. 
Concernant le temps d'execution de l'adaptation au reflet, il est estime a 0.86 s pour 
une image de 150 X 114 pixels sur le Pharos traveller 137. 
4.1.6 Evaluation de 1' adaptation geometrique 
Dans cette adaptation, nous utilisons 1'evaluation subjective uniquement parce qu'il n'y 
a pas de critere objectif qui repond a notre test. 
Pour effectuer l'experience, nous avons procede de la fagon suivante. Nous avons besoin 
d'une camera pour la capture du visage. Pour cela, nous avons utilise une webcam. Elle fait 
l'acquisition du visage dont la position est calculee par l'equation (2.15). La camera prend 
des photos a une distance de 40 cm pour des angles (10°, 15°, 20° et 30°). Puis I'algorithme 
effectue l'adaptation geometrique. Les images adaptees seront utilisees par la suite dans 
1'evaluation subjective. Pour ce faire, l'utilisateur se met a 40 cm en face de l'ecran (pas 
de deviation) pour regarder l'image reference. Apres, il se met a des positions differentes 
(10°, 15°, 20°, 30°) pour regarder les quatres images adaptees presentees dans la figure 4.12 
et decide quelle image est plus proche de l'image reference. Les reponses des utilisateurs 
sont presentees dans la figure 4.13. 
Les resultats de ce test sont presentes dans la figure 4.13. Pour un angle a = 10°, nous 
remarquons que 70% des utilisateurs ont choisi la bonne image c'est-a-dire, celle avec une 
rotation de 10% (figure 4.12.b), de plus 20% ont choisi l'image la plus proche directement 
c'est-a-dire, celle avec une rotation de 15°. Au total, nous avons 90% entre 10 et 15°, ce qui 
est un resultat tres satisfaisant. 
Pour un angle a — 15° : 40% des utilisateurs ont choisi l'image adaptee avec 15° de 
rotation. Et il y a 30% qui ont choisi des images proches d'elle (c'est-a-dire, avec des 
angles de 10° et 20° figure 4.12.b et 4.12.d). Au total, 70% des utilisateurs, leurs reponses 
se trouvent dans l'intervalle [10°, 20°], et 30% pour l'image adaptee a 30°. Cela indique que 
le resultat est satisfaisant pour cet angle aussi. 
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(b) (c) (d) (e) 
Figure 4.12 - Evaluation de l'adaptation geometrique : (a) Image originale, (b) image adap-
tee a 10°, (c) image adaptee a 15°, (d) image adaptee a 20°, (e) image adaptee a 30°. 
Pour a = 20°: seulement 20% des utilisateurs ont choisi l'image adaptee avec 20% de 
rotation mais il y a 70% qui ont choisi une image proche de l'image exacte. Cela indique 
que la precision diminue pour cet angle. Pour a = 30° : 40% des utilisateurs ont choisi 
l'image adaptee avec 30° de rotation. 60% ont fait un choix entre l'image exacte et l'image 
la plus proche qui est celle adaptee avec un angle de 20° et 40% des resultats etaient pour 
les images adaptees a 10° et 15°. Done, la satisfaction des utilisateurs diminue quand Tangle 
augmente. 
D'apres ces resultats, nous constatons que l'adaptation geometrique fonctionne avec 
une precision acceptable pour les faibles angles que fait l'usager avec l'ecran et que la 
satisfaction des usagers diminue quand cet angle augmente. Dans le cas d'un dispositif 
mobile pour la visualisation des images, l'utilisateur ne s'ecarte pas trop par rapport a 
l'ecran. Ce qui mene a des faibles angles de rotation. 
Nous remarquons aussi que les bords obliques de l'image adaptee ne sont pas par-
faitement droits. Cela revient au placement des pixels dans leur nouvelles positions. Les 
dispositifs d'affichage ne permet pas, aussi, un tragage exact des lignes obliques a cause de 
la structure de l'ecran qui affiche l'image sous forme de pixels carres. Concernant le temps 
de calcul, il est estime a 14.15 s pour une image de 115 X 114 pixels sur la Pharos traveller 
97 
4 . 1 . EVALUATION DES METHODES DU SYSTEME 
80 
7 0 H 
60 — 
£ 40 m 
10 15 20 30 
angle t°| 
(a) 
45 
40 -
35 - H H -
iwtM 
10 1 5 20 30 
angle O 
(b) 
35 -
jl Ill 
10 15 20 30 angle H 
45 -r 
40 - _ _ 
35 - m 
• I l l 
10 15 20 30 
angle <°) 
(c) (d) 
Figure 4.13 - Resultats du test sur 1'adaptation geometrique. a) Pour un angle de rotation 
de 10°, b) Pour un angle de rotation de 15°, c) Pour un angle de rotation de 20°, d) Pour un 
angle de rotation de 30° 
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137. 
4.1.7 Evaluation de la methode de reduction de la consommation de 
l'ECL 
Cette partie est consacree a tester la methode utilisee pour reduire la consommation 
electrique de l'ECL d'une fagon objective. Pour cela, deux experiences sont effectuees, 
la premiere concerne la mesure de l'energie reduite et la deuxieme concerne le calcul du 
contraste des differentes parties de l'image. 
Pour la mesure de l'energie reduite, idealement il faut mesurer l'energie consommee a 
chaque niveau du retro-eclairage et cela demande des appareils de mesure specialises. Ce-
pendant, nous ne disposons pas de ces equipements. Nous nous contentons de commenter 
les resultats du tableau 2.1. 
Pour le calcul du contraste, nous avons procede de la maniere suivante : le contraste 
global de l'image est calcule avec l'equation (1.1) pour voir 1'evolution du contraste de 
l'image adaptee en fonction du An. Puis, nous choisissons manuellement des regions de 
fort, moyen et faible contraste et regardons 1'evolution du contraste dans ces regions. Nous 
avons obtenu les courbes de la figure 4.14. Pour le contraste global de l'image, nous consta-
tons qu'il diminue a chaque fois que le An augmente. Cela est du a l'augmentation de la 
luminance de l'image qui cause une diminution du contraste (lissage des details). En ce qui 
concerne les differentes regions choisies (fort, moyen et faible contraste), nous constatons 
que la region de fort contraste ne presente pas de changement de contraste car les details 
apparaissent toujours malgre l'augmentation de la luminance de l'image. Par contre, pour 
la region de moyen contraste, le contraste presente une petite diminution quand la lumi-
nance de l'image augmente. Cela est du aux faibles details presents dans l'image qui ont 
tendance a disparaitre avec l'augmentation de la luminance de l'image. Pour la region de 
faible contraste, nous constatons une constance du contraste, parce qu'elle presente de tres 
faibles details, c'est quasiment une region uniforme et done l'augmentation de la luminance 
ne 1'influence pas trop. 
La deuxieme partie de 1'evaluation de cette methode est consacree aux tests subjectifs. 
Le protocole experimental de ce test est le suivant: pour effectuer ce test, il faut avoir un 
dispositif de communication mobile. Dans notre cas, c'est un HP Ipaq 6955. II possede dix 
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Figure 4.14 - Evolution du contraste en fonction du niveau du retro-eclairage: (a) Contraste 
global, (b) contraste des regions de forte texture, (c) contraste des regions de moyenne 
texture, (d) contraste des regions de faible texture. 
niveaux de retro-eclairage. Dans notre experience, les niveaux sont changes manuellement. 
L'experience consiste a afficher une image reference avec le niveau maximum de retro-
eclairage (n = 10). Puis, diminuer le niveau de retro-eclairage manuellement et afficher 
a chaque fois l'image adaptee correspondant a ce niveau. Les utilisateurs sont appeles a 
comparer entre l'image reference et l'image adaptee et a donner son degre de similitude 
avec l'image originale. L'echelle de decision etant une echelle de 1 a 5 (1 : qualite tres 
mauvaise, 2 : qualite mauvaise, 3 : qualite moyenne, 4 : bonne qualite, 5 : tres bonne 
qualite). Les images adaptees sont presentees dans la figure 4.15 et les satisfactions obtenus 
par ce test dans la figure 4.16. 
D'apres les resultats presentes dans la figure 4.16, nous pouvons constater que, les ob-
servateurs sont tres satisfaits, ils estiment que l'image obtenue est similaire ou se rapproche 
beaucoup de l'image originale affichee sans reduction du retro-eclairage (entre 80% et 90% 
de satisfaction pour les niveaux de 5 a 9). La moyenne des observations dans cet intervalle 
est superieure a 4 pour laquelle l'image est jugee de bonne qualite. Pour les autres niveaux 
du retro-eclairage (de 1 a 4), les usagers ont juge que l'image est de qualite moyenne car 
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(a) 
(e) (0 
TJ - F 
(i) 
Figure 4.15 - Images affichees lors de 1'evaluation de la consommation de l'ECL : (a) 
Image reference, (b) image adaptee au niveau n — 9, (c) image adaptee au niveau n = 8, 
(d) image adaptee au niveau n = 7, (e) image adaptee au niveau n = 8, (f) image adaptee 
au niveau n = 7, (g) image adaptee au niveau n = 6, (h) image adaptee au niveau n = 5, 
(i) image adaptee au niveau n — 4, (j) image adaptee au niveau n = 3. 
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la moyenne des observations se situe entre 3.4 et 3.6. II est a noter, aussi, qu'il y a des uti-
lisateurs qui ont indique une grande satisfaction pour ces derniers niveaux ou ils ont juge 
que l'image est de tres bonne qualite et se rapproche beaucoup de l'image de reference. 
Cela nous mene a faire des compromis lors de 1'utilisation de cette methode. Nous pou-
vons choisir une valeur de retro-eclairage n 6 [2,9] car elle donne une meilleure qualite 
de l'image et moins d'energie consommee. Pour ces valeurs, nous avons un gain d'energie 
estime entre 10% et 80% de la puissance totale consommee par le retro-eclairage d'apres 
l'etude effectuee par Liang et al. [30], et une qualite de l'image qui reste satisfaisante. Pour 
le temps d'execution de cette methode de reduction de la consommation de 1'energie, il est 
estime a 0.38 s sur le Pharos traveler 137. 
4.1.8 Evaluation des methodes de correction pour daltoniens 
Dans 1'evaluation de ces methodes nous nous contentons d'evaluer les methodes de 
correction pour les dichromates parce que, pour les trichromates anormaux la deformation 
causee par 1'anomalie est lineaire et il suffit d'appliquer l'equation (3.8) pour retrouver les 
vraies couleurs de l'image. 
En ce qui concerne les dichromates, le test est effectue par simulation. Nous disposons 
du simulateur que nous avons presente dans la section 3.2.1 [2]. Ce simulateur produit une 
image telle qu'elle est pergue par un dichromate. Nous disposons, aussi, d'images tests qui 
peuvent montrer la difference entre un trichromate normal et un daltonien. Ces images sont 
prises du test de depistage de deficience de la vision de couleurs de Ishihara [1] et pour 
l'affichage nous avons utilise un ECL d'ordinateur dans une salle eclairee par une lumiere 
de type F2. 
Le principe du test est le suivant. D'une part, une image reference I est affichee sur 
l'ecran. A l'aide du simulateur, nous faisons sa visualisation telle qu'elle est pergue par un 
dichromate, l'image resultante est I0. D'autre part, nous allons prendre l'image reference 
I et lui faire le traitement propose a la section 3.2.2, l'image resultante sera alors I c qui va 
etre affichee pour le dichromate. Dans notre cas, l'image Ic passe par le simulateur pour 
produire une image comme celle pergue par le daltonien, l'image resultante sera I'0. A la fin, 
nous faisons une comparaison visuelle entre I0 et I'0 pour remarquer la difference qu'il y a 
entre les deux images pergues, avant et apres traitement tel qu'illustre dans la figure 4.17. 
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Figure 4.16 - Satisfaction des usagers au test de reduction de la consommation d'energie 
pour chaque niveau du retro-eclairage (n): (a )n = 9, (b) n = 8, (c) n = 7,(d) n = 6, (e) 
n = 5, (f) n = 4, (g) n = 3, (h) n = 2, (i) n = 1. 
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Image I * Simulateur • Io 
* I'o 
Figure 4.17 - Illusration de la comparaison entre les deux images resultantes I0 et I'0. 
La figure 4.18 illustre la demonstration de la correction des couleurs pour les.protanopes et 
les deuteranopes. 
L'image 4.18.a represente l'image originale affichee sur l'ecran pour un protanope. 
Celui-ci pergoit cette image de la maniere representee sur l'image 4.18.b, nous remarquons 
la disparition du chiffre (8) de cette image. Le protanope confond alors le chiffre (8) avec le 
fond de l'image, a cause de 1'anomalie qu'il presente au niveau de la perception du rouge 
et du vert. L'image 4.18.C represente la correction apportee a l'image 4.18,.a en utilisant 
la methode de distribution de l'erreur de Fidaner et al. [19]. Et la figure 4.18.d represente 
l'image corrigee en utilisant notre methode decrite dans la section 3.2.2. Nous remarquons 
que pour les deux images corrigees, le chiffre (8) reapparait dans l'image. De plus, il est 
encore plus claire dans l'image 4.18.d ou la difference entre le fond de l'image et le chiffre 
(8) est faite sans aucune difficulte. 
De meme pour le deuteranope, l'image 4.18.e represente l'image originale affichee sur 
l'ecran. l'image 4.18.f est l'image pergue par le deuteranope ou le chiffre (8) disparait de 
l'image. L'image 4.18.g est l'image corrigee par la methode de Fidaner et al. pour le deute-
ranope et l'image 4.18.h est l'image pergue par le deuteranope apres la correction appaortee 
a l'image 4.18.e par notre methode. Dans les deux cas, le chiffre (8) reapparait et encore 
l'image obtenue par notre methode donne un resultat tres concluant car le chiffre (8) appa-
rait clairement et sans difficulte. 
Dans le cas du tritanope, nous avons utilise l'image 4.18.i qui contient le chiffre (56) qu'un 
trichromate normal peut percevoir. Un tritanope pergoit l'image 4.18.j ou le chiffre (56) dis-
parait. La methode de correction de Fidaner et al. donne l'image 4,18.k, nous remarquons, 
toujours, que le chiffre (56) n'apparait pas. L'image 4.18.1 est le resultat de notre methode. 
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Figure 4.18 - Evaluation de la correction des couleurs pour les dichromates : a) Image 
originale, b) image pergue par le protanope, c) image corrigee avec la methode de Fidaner 
et al. [19], d) image corrigee avec notre methode et pergue par le protanope, e) image 
originale, f) image pergue par le deuteranope, g) image corrigee avec la methode de Fidaner 
et al., h) image corrigee par notre methode et pergue par le deuteranope, i) image originale, 
j) image pergue par le tritanope, k) image corrigee avec la methode de Fidaner et al., 1) 
image corrigee avec notre methode et pergue par le tritanope. 
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Elle fait apparaitre le chiffre (56) et la distinction avec le fond de l'image est claire. Le cal-
cul du PSNR entre l'image Ia et l'image I'0 donne 18.52 dB pour la protanopie, 25.53 dB 
pour la deuteranopie et 22.67 dB pour la tritanopie. 
Nous pouvons conclure que la methode utilisee pour la correction de couleurs pour les 
dichromates a atteint son objectif (les images utilisees dans le test sont le plus mauvais cas 
pouvant se presenter a un daltonien). Un dichromate pourra faire la separation entre les 
objets dont il faisait confusion avant la correction de l'image. Cependant, cette methode 
presente quelques limites qui concernent les couleurs pergues par le daltonien. Prenons le 
cas de la deuteranopie, nous avons teste la methode avec une personne deuteranope avec 
la figure 4.19. Le sujet remarque le changement effectue sur la bande verte de l'image 
apres la correction, par contre la couleur rouge disparait et il la pergoit comme du vert 
alors qu'elle apparaissait rouge pour lui. La meme chose est remarque lors de l'utilisation 
du simulateur de la vision dichromatique, la couleur rouge change d'apparence et devient 
verdatre. Concernant le temps de calcul, il est estime a 0.5 s. 
(a) (b) 
Figure 4.19 - (a) Image originale, (b) image corrigee pour le deuteranope. 
4.2 Evaluation globale du systeme de visualisation contex-
tuelle 
Pour 1'evaluation globale du SVC, nous nous contentons de 1'evaluation subjective, par 
ce que nous nous ne disposons pas de reference pour effectuer 1'evaluation objective. Le 
protocole experimental suivi dans cette evaluation est le suivant. Le SVC a ete implements 
sur un ordinateur portable, muni d'une camera qui joue le role du capteur des parametres 
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externes (intensite de lumiere, couleur de lumiere et position d'usager). 
L'usager se deplace avec 1'ordinateur dans differents milieux. D'un milieu sombre a 
un autre moyennement et fortement illumine, et vice-versa. II se deplace aussi entre des 
milieux de couleur de lumieres differentes par exemple d'un milieu caracterise par une lu-
miere incandescente (F2) a un autre possedant une lumiere du jour (£>65) et donne son avis 
concernant les changement que l'image a subi. Enfin, l'usager prend plusieurs positions par 
rapport a l'ecran et note les changements effectues sur l'image. 
Nous avons constate, pour le changement d'illumination, que lors du deplacement du 
milieu sombre au milieu fortement illumine que le contraste de l'image a augmente et que 
sa luminosite nous permet de percevoir l'image pour distinguer les details (voir figure 4.20). 
De plus le reflet global engendre par la forte illumination sur l'ecran est reduit. Cependant, 
le reflet speculaire demeure toujours. Pour le reduire, il faut utiliser des filtres anti-reflet. 
Lors du passage de d'un milieu fortement illumine a un milieu faiblement illumine ou 
(a) (b) 
Figure 4.20 - Passage au milieu fortement illumine : (a) Image affichee dans un milieu a 
l'interieur (salle), (b) image affichee a l'exterieur sous une forte intensite lumineuse. 
sombre, la luminosite de l'image diminue et l'image est pergue avec une intensite permet-
tant de voir tous les details sans etre eblouis par l'intensite de l'ecran (figure 4.21). 
Passons maintenant a l'effet de la couleur de la lumiere sur l'image. Lors de l'affichage 
d'une image prise sous une lumiere incandescente (A) dans un milieu fluorescent, l'image 
avait une apparence jaunatre, apres la correction, l'apparence de l'image a change et donne 
l'impression d'etre plus realiste en regardant l'image visualisee. 
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Figure 4.21 - Passage a l'obscurite : (a) Image affichee dans un milieu a l'interieur (salle), 
(b) image affichee dans un milieu sombre. 
Pour le passage a la lumiere du jour (D65), la meme image perd son apparence jaunatre 
et prend une apparence proche de la realite comme le montre la figure 4.22. 
Passons maintenant a l'influence de la position de l'utilisateur. Pour montrer l'effet de 
ce parametre (position), l'usager se met a droite et a gauche de l'ecran. Nous constatons un 
changement dans Tangle d'affichage de l'image. Cette image tend a etre le plus possible 
face a l'usager 4.23. 
(a) (b) 
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Figure 4.22 - Changement de couleur de la lumiere : (a) Image capturee dans un milieu a 
l'interieur sous 1'illuminant A, (b) image affichee sous Filluminant D65, (c) image affichee 
sous 1'illuminant D65. 
Figure 4.23 - Changement de position par rapport a l'ecran : (a) Utilisateur face a l'ecran, 
(b) utilisateur a droite de l'ecran de 18°, (c) utilisateur a gauche de l'ecran de 18°. 
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La visualisation contextuelle est un concept important dans 1'utilisation des appareils 
de communication mobile (PDA, Palm, telephone intelligent). A partir des specificites de 
l'utilisateur, les conditions d'illumination de l'environnement de visualisation et des carac-
teristiques de l'appareil mobile, il s'avere interessant de concevoir un systeme qui prend en 
charge tous ces parametres en entree. Puis, il fournit une image a la sortie en fonction de 
ces parametres. Cette image possede les proprietes d'etre la plus proche possible de l'image 
au moment de son acquisition. Le SVC est le systeme qui realise toutes les operations al-
lant de 1'acquisition du contexte (environnement de visualisation, specificites de l'usager, 
caracteristique de l'ecran) jusqu'a l'affichage de l'image. Nous avons presente dans ce me-
moire les methodes permettant de realiser un tel systeme ainsi que leur implementation sur 
un dispositif mobile. 
Nous avons vu, dans une premiere etape, le fonctionnement du systeme visuel humain 
et nous avons cite toutes les operations qu'il peut effectuer ainsi que des anomalies qui 
peuvent l'affecter. Dans la deuxieme etape, nous avons modelise le SVC et differentes me-
thodes qu'il peut comporter. Nous avons tenu compte des differentes adaptations realisees 
par le systeme visuel humain comme l'adaptation a la lumiere et a l'obscurite, l'adaptation 
chromatique et 1'appreciation des differents contrastes pour les appliquer, par la suite, dans 
l'affichage de l'image sur un ecran. Le SVC comporte les operations suivantes : l'adap-
tation chromatique, l'adaptation a la lumiere, l'adaptation a l'obscurite, la compensation 
du reflet, l'adaptation geometrique et enfin, une methode qui permet la reduction de la 
consommation de l'ECL du dispositif mobile. Dans la troisieme etape, nous avons etudie 
le probleme de daltonisme. Des methodes pour la correction de la vision des couleurs pour 
les daltoniens ont ete modelisees puis implementees dans le SVC. En premier lieu, nous 
avons presente la correction des couleurs pour les trichromates anormaux. Cette correction 
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permettra, a cette categorie de daltonien, une vision normale des couleurs. En second lieu, 
nous avons presente une methode pour la correction des couleurs pour les dichromates. 
Cette methode permet aux dichromates de distinguer entre les differentes couleurs. 
Dans la derniere etape, nous 1'avons consacre pour 1'evaluation des differentes me-
thodes implementees dans le SVC. Des evaluations objectives et subjectives ont ete effec-
tuees sur les differentes operations du SVC pour avoir une idee sur leurs efficacites. Nous 
avons pu confirmer les resultats obtenus par les criteres objectifs avec des resultats subjec-
tifs, notamment pour l'adaptation chromatique et l'adaptation au reflet. Pour les operations 
evaluees avec les criteres subjectifs uniquement, les resultats obtenus sont satisfaisants pour 
les differentes methodes. Cependant, nous recommandons qu'il y ait des ameliorations a 
porter sur le SVC, notamment dans l'estimation de l'intensite de la lumiere ainsi que sa 
couleur. Pour ameliorer le temps d'execution, une implementation qui prend en compte 
l'architecture electronique du dispositif est necessaire pour assurer l'exploitation optimale 
de toutes les ressources disponibles. Pour la correction des couleurs pour les daltonien, 
nous recommandons de prendre en charge 1'apparence des couleurs et ne pas se concentrer 
uniquement sur la separation d'objets. 
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