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1. Introduction
The endomorphism monoids of graphs are well known in the literature (see [15,43,69,68,70,71] for references). In
particular, they are convenient for expressing asymmetries of the graphs. One of the most important classes of graphs
considered in this framework is that of Cayley graphs.
For consistency with established notation on the Cayley graphs of groups, throughout G denotes a semigroup, and S is a
nonempty subset of G, the so-called connection set. The Cayley graph Cay(G, S) of G relative to S is defined as the graph with
vertex set G and edge set E(S) consisting of all ordered pairs (x, y) such that sx = y for some s ∈ S. The concept of a Cayley
graph can be regarded as a special case of the more general notion of a labeled graph, which is also actively investigated in
the literature (see, for example, [8,30,82,101,16]).
Cayley graphs of groups have received serious attention (see, in particular, [14,77,78,91,92] for references). Likewise,
the Cayley graphs of semigroups have also been considered by many authors. One of the earliest references on this subject
is [24]. A number of valuable results related to the endomorphisms and the Cayley graphs have appeared in the literature
recently (see [6,39,72–74,79,81,86,87,89,99]). For example, new conditions characterizing the Cayley graphs have been
given for the general classes of all right (left) groups in [6], for all groupoids, quasigroups, loops or groups in [84], and
for Clifford semigroups, i.e., strong semilattices of groups, in [89]. Important, highly sophisticated and technical results on
the logical aspects of Cayley graphs ofmonoids have been obtained in [74,79,81,86,99]. These graphs are significant in group
and semigroup theories and have numerous applications (see, for example, [1–5,12,13,17,20,25,28,29,33,34,67,75,83,94,95,
97,100,102–104,44,48,51,52,55–57,59–63]).
Data mining investigates ways of extracting information from very large sets of data. Classification is one of the most
essential data mining approaches. It deals with methods for automatic processing of data in order to divide all instances
represented in a huge data set into a fairly small collection of meaningful classes. Classification often uses various methods
of Artificial Intelligence. For background on data mining we refer to the books [19,32,40,80,85,103,107]. The role of
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classification has also been growing due to the need for intelligent services processing information available on the internet.
Many valuable results devoted to classification have been obtaining in the literature recently. Here we include just a few
recent research articles on this topic as an illustration: [11,9,10,21–23,41,42,35,49,50,53,58,64–66,105,106].
The first aim of the present paper is to propose a natural method of using graphs to classify sets of data, which can be
recorded as strings or sequences of letters over a finite alphabet, and to attract the attention of researchers to this novel topic,
where full potential of applying previous knowledge of graph theory has not been explored. This method is based on Cayley
graphs and is explained in Section 2. Our second aim is to give a survey of recent results concerning the endomorphism
monoids of Cayley graphs.
There are several excellent survey papers devoted to the group case (for example, see [33,75]). A number of new
publications on the Cayley graphs of monoids have shown that this topic has reached a mature and complete stage of
development. However, it has not been reflected in the surveys or monographs. The present paper aims to fill this gap
in the literature and surveys recent results concerning the Cayley graphs of semigroups. We concentrate on results which
involve the asymmetries expressed in terms of the endomorphisms monoids of Cayley graphs and which can be used in
classification of data. A few other important related papers are also briefly mentioned.
The authors believe that this topicwarrants further investigation and leads to a number of new interesting openquestions
motivated by classification problems. Indeed, it would be interesting to explore how known properties of graphs determine
the classifications which they can produce.
2. Cayley graphs as classifiers
Let X be an alphabet, i.e., a finite set of letters. Aword over X is a finite ordered sequence of letters from X . Words are also
often called strings or sequences of letters from X . The set of all words over X is denoted by X∗ and is called the free monoid
generated by X .
Various data sets L can be recorded as sets of strings over X , i.e., as subsets of the free monoid X∗. This includes text
documents, web pages, and databases with genetic data recoded as sequences of nucleotides or amino acids. Classification
is one of the most important tasks considered in data mining (see, for example, [19,32,80,85,103]). This section describes a
natural approach to classification based on the Cayley graphs.
Consider a Cayley graph Cay(G, S), where G is a group or a semigroup with a nonempty subset S. Let
G = G0∪˙ · · · ∪˙Gn−1 (1)
be a partition of G into n classes. The symbol Zn stands for the additive group of order n. Denote by % : G→ Zn themapping
from G into Zn such that %(g) = i for each i = 0, . . . , n− 1 and every g ∈ Gi.
It is a well known property of the free monoid X∗, and is also easy to verify that every mapping f from the alphabet X
into the subset S of G extends to a unique homomorphism from X∗ into the semigroup G. To simplify notation we use the
same letter f to denote this homomorphism. It can be defined by the rule
f (x1 · · · xm) = f (x1) · · · f (xm), (2)
for any x1, . . . , xm ∈ X . Then the partition % in (1) defines the following classification or partition of the whole data set
embedded in the free monoid
% : X∗ = X (0)∪˙ · · · ∪˙X (n−1), (3)
where X (i) = {w ∈ X∗ | %(f (w)) = i}, thereby classifying the elements of our data set L into n classes L(i) = L ∩ X (i), for
i = 0, . . . , n− 1, so that
L = L(0)∪˙ · · · ∪˙L(n−1). (4)
Denote the multiple classifier defined above by
Cay(G, S, f , %).
This simple and natural definition is also motivated by relation to the theory of automata and languages, where finite
state automata are regarded as what would be called binary classifiers of strings in the data mining terminology.
A finite state automaton (FSA) is a 5-tuple (Q , X, δ, q0, T ), where
• Q is a finite set of states;
• X is the input alphabet;
• δ is the transition function;
• q0 is the start state;
• T is the set of terminal states.
A stringw is said to be recognised by the automaton U = (Q , X, δ, q0, T ) if δ(q0, w) ∈ T . The language recognised by the
automaton is the set of all strings recognized by the automaton. It is denoted by
L(U) = {w | w ∈ X∗, δ(q0, w) ∈ T }.
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Thus, every automaton divides all strings into two classes: thosewhich are recognised by the automaton and thosewhich
are not. This is why finite state automata can be regarded as binary classifiers.
In the definition above, Cayley graphs can be used asmultiple classifiers capable of producing classifications with several
classes. The following fact is well known. It is fairly straightforward but indicates an important relation, and so we will
record it as a separate theorem here.
Theorem 1 ([26]). If X is an alphabet and L ⊆ X∗ is a language recognised by a finite state automaton, then L is also recognised
by the finite Cayley graph of
Syn(L) = X∗/µL,
where µL is theMyhill congruence on the free monoid X∗ defined by
µL = {(w1, w2) | ContL(w1) = ContL(w2)},
ContL(w) = {(a, b) | awb ∈ L},
and where the connection set of the Cayley graph is the image of the whole alphabet X in Syn(L).
This demonstrates that Cayley graphs happen to be general enough to accomplish all tasks performed by the finite state
automata. Without going into all the details, we refer the readers to [26,36,38,47,90,96] for preliminaries on automata
theory.
3. Endomorphismmonoids of Cayley graphs
Throughout the word graph means a directed graph without multiple edges but possibly with loops, and D = (V , E)
denotes a graph. A mapping φ from V to V is called an endomorphism of the graph D if (uφ, vφ) ∈ E for all (u, v) ∈ E. An
automorphism is an endomorphism that is one-to-one and onto. The sets of all automorphisms and endomorphisms of the
graph D are denoted by Aut(D) and End(D), respectively.
A graph D(V , E) is said to be vertex-transitive if, for any two vertices x, y ∈ V , there exists an automorphism φ ∈ Aut(D)
such that xφ = y. All Cayley graphs of groups are vertex-transitive, since the group on which the Cayley graph is defined
acts by right multiplication as a vertex-transitive group of automorphisms.
More generally, a subset A of End(D) is said to be vertex-transitive on D, and D is said to be A-vertex-transitive if, for any
two vertices x, y ∈ V , there exists an endomorphism φ ∈ A such that xφ = y (see [18, Section 11.1]).
If G is a semigroup and S ⊆ G, then the automorphism group and the endomorphism monoid of Cay(G, S) is denoted by
Aut(Cay(G, S)) and End(Cay(G, S)), respectively.
It is easily seen that each element of G, acting by right multiplication, defines an endomorphism of the Cayley graph
Cay(G, S). Denote by R(G) the set of all endomorphisms of Cay(G, S) defined by the right multiplications by elements of G.
An element φ ∈ End(Cay(G, S)) will be called a colour-preserving endomorphism if sx = y implies s(xφ) = yφ , for every
x, y ∈ G and s ∈ S. If we regard an edge (x, sx), for s ∈ S, as having ‘colour’ s, so that the elements of S are thought of as colours
associated with the edges of the Cayley graph, then every colour-preserving endomorphism maps each edge to an edge of
the same colour. Denote by ColEndS(G) (and ColAutS(G)) the sets of all colour-preserving endomorphisms (respectively,
automorphisms) of Cay(G, S). Evidently,
ColAutS(G) ⊆ Aut(Cay(G, S)),
R(G) ⊆ ColEndS(G) ⊆ End(Cay(G, S)),
and ColAutS(G), R(G), ColEndS(G) are submonoids of End(Cay(G, S)).
Let G be a semigroup, S a subset of G, and let A ⊆ B ⊆ End(Cay(G, S)). If A is vertex-transitive on Cay(G, S), then the same
holds true for B, too. It is well known and easy to verify that, for every group G and every subset S of G, all of End(Cay(G, S)),
ColEndS(G), Aut(Cay(G, S)), and R(G) are vertex-transitive on the Cayley graph Cay(G, S).
4. Preliminaries on semigroups and monoids
This section contains an overview of the standard notation and terminology of semigroup theory used in considering the
endomorphism monoids of graphs and required to formulate all results on the asymmetries of Cayley graphs included in
our survey. More detailed explanations are given, for example, in the monographs [7,14,18,31,37,45,47,69,93].
If S ⊆ G, then the subsemigroup generated by S inG is denoted by 〈S〉. An element s of a semigroupG is said to be periodic if
there exist positive integersm, n such that sm+n = sm. A subset S ofG is periodic if every element of S is periodic. In particular,
if all principal left ideals of a semigroup are finite, then the semigroup is periodic. A zero semigroup or a semigroup with
zero multiplication is a semigroup Gwith zero 0 such that G2 = 0.
A band is a semigroup entirely consisting of idempotents. A band is called a left zero (right zero, rectangular) band if it
satisfies the identity xy = x (respectively, xy = y, xyx = x). In fact, every rectangular band satisfies the identity xyz = xz,
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as well. A commutative band is called a semilattice. Every semilattice is a partially ordered set with respect to the natural
partial order defined by the rule x ≤ y⇔ xy = x.
A semigroup is said to be right (left) simple if it has no proper right (left) ideals. A semigroup is left (right) cancellative if
xy = xz (respectively, yx = zx) implies y = z, for all x, y, z ∈ S. A semigroup is called a right (left) group if it is right (left)
simple and left (right) cancellative.
If G is a semigroup, then G1 (or G0) stands for G with identity (respectively, zero) adjoined. Suppose that H is a group,
I and Λ are nonempty sets, and P = [pλi] is a (Λ × I)-matrix with entries pλi ∈ H for all λ ∈ Λ, i ∈ I . The Rees matrix
semigroup M(H; I,Λ; P) over H with sandwich-matrix P consists of all triples (h; i, λ), where i ∈ I , λ ∈ Λ, and h ∈ H , with
multiplication defined by the rule
(h1; i1, λ1)(h2; i2, λ2) = (h1pλ1 i2h2; i1, λ2).
Now suppose that Q = [qλi] is a (Λ × I)-matrix with entries qλi in the group H0 with zero adjoined. Then the Rees matrix
semigroup M0(H; I,Λ;Q ) over H0 with sandwich-matrix Q consists of zero 0 and all triples (h; i, λ), for i ∈ I , λ ∈ Λ, and
h ∈ H0, where all triples (0, i, λ) are identified with 0, and multiplication is defined by the rule
(h1; i1, λ1)(h2; i2, λ2) = (h1qλ1 i2h2; i1, λ2).
A semigroup is said to be completely simple if it has no proper ideals and has an idempotent minimal with respect to the
partial order e ≤ f ⇔ e = ef = fe. It is well known that every completely simple semigroup is isomorphic to a Rees matrix
semigroupM(H; I,Λ; P) over a group H (see [37], Theorem 3.3.1). A semigroup with zero is called completely 0-simple if it
has no proper nonzero ideals and has a minimal nonzero idempotent.
Let H be a group, G = M(H; I,Λ; P), and let i ∈ I , λ ∈ Λ. Then we put
G∗λ = {(h; i, λ) | h ∈ H, i ∈ I},
Gi∗ = {(h; i, λ) | h ∈ H, λ ∈ Λ},
Giλ = {(h; i, λ) | h ∈ H}.
In the case where G = M0(H; I,Λ; P)we include zero in all of these sets. Thus, let us put
G∗λ = {0} ∪ {(h; i, λ) | h ∈ H, i ∈ I},
Gi∗ = {0} ∪ {(h; i, λ) | h ∈ H, λ ∈ Λ},
Giλ = {0} ∪ {(h; i, λ) | h ∈ H}.
Let I and J be ideals of a semigroupG such that J ⊆ I . The Rees quotient semigroup I/J is the semigroupwith zero obtained
from I by identifying with 0 all elements of the ideal J . If I has zero and J = {0}, then I/J = I . The Rees quotient semigroup
I/J is called a factor of G. In the case where J = ∅, we define I/J = I . Take any element g in G, put I = G1gG1 and denote by
J the set of all elements which generate principal ideals properly contained in I . Then J is also an ideal of G, and I/J is called
a principal factor of G. If G is a semigroup, S ⊆ G, and g ∈ G, then the set Sg is called a right coset of S.
Let G be a semigroup, Y a semilattice, and let Gy be subsemigroups of G indexed by the elements of Y . Then G is called
a semilattice of the semigroups Gy, if G = ⋃y∈Y Gy is a disjoint union of the Gy, and GxGy ⊆ Gxy for all x, y ∈ Y . If all the
components Gy are groups, then G is called a semilattice Y of groups Gy, where y ∈ Y .
A semigroup G is called a strong semilattice Y of the semigroups Gy, if Y is a semilattice, G =⋃y∈Y Gy is a semilattice Y of
semigroups Gy, and for all x ≤ y in Y there exist homomorphisms f yx : Gy → Gx such that
(1) f yy is the identity map for every y ∈ Y ;
(2) f yx f zy = f zx for all x ≤ y ≤ z in Y ;
(3) st = f xxy(s)f yxy(t) for all x, y ∈ Y and s ∈ Gx, t ∈ Gy.
If, in addition, all the Gy are groups, then G is called a strong semilattice of groups Gy.
Let G be a semigroup. The set C(G) of elements of G which commute with all elements of G is called the center of G. The
set of all idempotents of G is is denoted by E(G). An element s ∈ G is called a regular element if sxs = s for some x ∈ G. A
semigroup G is said to be regular if it entirely consists of regular elements. A Clifford semigroup is a regular semigroup where
all idempotents belong to the center.
5. Technical foundations of the proofs
Proofs of results included in our survey are based on structural descriptions of several types of semigroups. Several of
these facts are rather nontrivial and very important.
We begin with a few known properties of right or left groups collected in the next lemma.
Lemma 1 ([18, Theorem 27]). For any periodic semigroup G, the following are equivalent:
(i) G is right (left) simple;
(ii) G is a right (left) group;
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(iii) G is isomorphic to the direct product of a right (left) zero band and a group;
(iv) G is a union of several of its left (right) ideals and each of these ideals is a group.
Lemma 2 ([37, Theorem3.2.11]). Every principal factor of a periodic semigroup is completely simple or completely 0-simple, or a
semigroup with zero multiplication.
Lemma 3. Let G be a periodic completely simple or completely 0-simple semigroup, and let L be a subsemigroup of G. If L does
not contain 0, then L is completely simple.
Lemma 4 ([37, Theorem3.2.3]). Every completely 0-simple semigroup is isomorphic to a Rees matrix semigroup M0(H; I,Λ; P)
over a group H with zero adjoined. Conversely, every semigroup M(H; I,Λ; P) is completely simple, and a semigroup
M0(H; I,Λ; P) is completely 0-simple if and only if each row and column of P contains at least one nonzero entry.
The following facts are also very well known.
Lemma 5 ([18,37,76,98]). Let H be a group, and let G = M(H; I,Λ; P) be a completely simple semigroup or let G =
M0(H; I,Λ; P) be a completely 0-simple semigroup. Then, for all i, j ∈ I , λ,µ ∈ Λ, and s = (h; i, λ) ∈ G,
(a) the set G∗λ is a minimal nonzero left ideal of G;
(b) the set Gi∗ is a minimal nonzero right ideal of G;
(c) Gs = G∗µs = G∗λ;
(d) sG = sGj∗ = Gi∗;
(e) s ∈ Gs ∩ sG = Giλ;
(f) the set Giλ is a left ideal of Gi∗ and a right ideal of G∗λ;
(g) if pλi = 0, then G2iλ = 0;
(h) if pλi 6= 0, then Giλ is a maximal subgroup of G isomorphic to H;
(i) each maximal subgroup of G coincides with Gjµ, for some j ∈ I , µ ∈ Λ;
(j) M(H; I,Λ; P) is a right (left) group if and only if |I| = 1 (respectively, |Λ| = 1);
(k) if G = M(H; I,Λ; P), then each G∗λ is a left group, and each Gi∗ is a right group.
Lemma 6 ([37, Theorem4.1.3]). For every semigroup S, the following conditions are equivalent:
(i) S is a union of groups;
(ii) S is a semilattice of Rees matrix semigroups over groups.
Lemma 7 ([18,37]). Every band is a semilattice of rectangular bands. Every rectangular band is isomorphic to a direct product of
a right zero band and a left zero band.
Lemma 8 ([18,37]). For every semigroup S, the following conditions are equivalent:
(i) S is a union of groups and all idempotents of S belong to the center of S;
(ii) S is a strong semilattice of groups.
6. Automorphism vertex-transitive Cayley graphs
The first main theorem of this section makes a natural assumption of a finiteness condition on a semigroup G and gives
a description of all semigroups G of this sort with properties of the Cayley graphs enjoying a complete analogy with the
known properties of the Cayley graphs of groups. More specifically, all semigroups G and all subsets S of G are described
such that the Cayley graph Cay(G, S) is ColAutS(G)-vertex-transitive.
Theorem 2 ([54]). Let G be a semigroup, and let S be a subset of G which generates a subsemigroup 〈S〉 such that all principal
left ideals of 〈S〉 are finite. Then, the Cayley graph Cay(G, S) is ColAutS(G)-vertex-transitive if and only if the following conditions
hold:
(a) sG = G, for all s ∈ S;
(b) 〈S〉 is isomorphic to a direct product of a right zero band and a group;
(c) |〈S〉g| is independent of the choice of g ∈ G.
Proof. This is rather sophisticated and can be briefly outlined as follows. First, it is shown that 〈S〉 is contained in one
principal factor ofG. Then Lemma2 is used to show that 〈S〉 is 0-simple. After that Lemmas 4 and5 are applied to demonstrate
how the structure of 〈S〉 simplifies. This allows the use of Lemma 1 which implies that 〈S〉 satisfies (b). 
The next theorem reduces the problem of describing all automorphism vertex-transitive Cayley graphs of finite
semigroups to the special case of completely simple semigroups.
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Theorem 3 ([54]). Let G be a semigroup, and let S be a subset of G such that all principal left ideals of the subsemigroup 〈S〉 are
finite. Then, the Cayley graph Cay(G, S) is Aut(Cay(G, S))-vertex-transitive if and only if the following conditions hold:
(a) SG = G;
(b) 〈S〉 is a completely simple semigroup;
(c) the Cayley graph Cay(〈S〉, S) is AutS(〈S〉)-vertex-transitive;
(d) |〈S〉g| is independent of the choice of g ∈ G.
Proof. This is nontrivial and quite different from the proof of preceding theorem. It follows the same general scheme or
outline of handling arbitrary semigroups satisfying conditions similar to finiteness. Namely, it begins by showing that 〈S〉
is contained in one principal factor of G. Then Lemma 2 is used to show that 〈S〉 is 0-simple. After that Lemmas 4 and 5 are
applied to demonstrate that 〈S〉 is completely simple. 
It is shown in [54] that Theorem 3 does not generalize to a semigroup Gwith a subset S which generates a subsemigroup
〈S〉 with infinite principal left ideals. It is also shown that condition (d) in Theorem 3 cannot be replaced by |〈S〉| = |〈S〉g|,
for all g ∈ G, and condition (d) of Theorem 3 does not transfer to End(Cay(G, S))-vertex-transitive graphs.
Corollary 1 ([54]). Let G be a finite rectangular band, and let S be a subset of G. Then the Cayley graph Cay(G, S) is
Aut(Cay(G, S))-vertex-transitive if and only if S ∩ gG 6= ∅ for all g ∈ G.
It is remarked in [54] that the word ‘finite’ can be omitted from the hypothesis of Corollary 1, and the assertion remains
valid. An interesting related question has been answered in [39].
Theorem 4 ([39]). There exists a semigroup Gwith a nonempty subset S such that the Cayley graph Cay(G, S) is not ColAutS(G)-
vertex-transitive, but all Cayley graphs Cay(G, {s}) are ColAut{s}({s})-vertex-transitive for all s ∈ S.
Proof. The semigroup S constructed in the proof of this theorem is a strong semilattice of a symmetric group on 3 elements
and a cyclic group of order 2. Its structure obeys Lemma 8 and satisfies properties in the definition of strong semilattices of
groups. 
Theorem 5 ([39]). Let G be a completely simple semigroup, and let S be a nonempty subset of G. Then the following conditions
are equivalent:
(i) the Cayley graph Cay(G, S) is ColAutS(G)-vertex-transitive;
(ii) Cay(G, {s}) is ColAut{s}({s})-vertex-transitive for every s ∈ S;
(iii) Cay(G, {s}) is Aut{s}({s})-vertex-transitive for every s ∈ S;
(iv) sG = G for all s ∈ S;
(v) G is a right group.
Proof. This is based on Lemmas 1 and 4 combined with Theorems 2 and 3. 
7. Cayley graphs of right and left groups
Theorem 6 ([87]). Let G be a finite left group, and let S be a nonempty subset of G. Then the Cayley graph Cay(G, S) is
ColAut(G, S)-vertex-transitive.
Proof. This relies on Lemma 1 and Theorem 2. 
Theorem 7 ([87]). Let G = (V , E) be the semigroup, where V = Zn × M, M = {1, 2, . . . ,m} and E = {((a, i), (b, j)) | b =
a+ 1(mod n), i, j ∈ M}. Then the Cayley graph Cay(G,G) is Aut(G)-vertex-transitive.
Proof. This relies on the structure of the semigroup and Theorem 6. 
Note that the Cayley graph in this theorem is the lexicographic product of the cycle Cn with the discrete graph Dm on m
vertices, i.e., G = Cn[Dm].
Theorem 8 ([87]). Let G = K × Rm be a finite right group, where K is a group, and let S = {b} × Rm for some b ∈ K. Then the
Cayley graph Cay(G, S) is Aut(G, S)-vertex-transitive.
Proof. This relies on Lemma 1 and Theorem 3. 
Theorem 9 ([88]). Let Y be a finite semilattice, G = ⋃y∈Y Gy a strong semilattice of right groups with homomorphisms
f xy : Gx → Gy for x ≤ y, and let S be a nonempty subset of G. Then the Cayley graph Cay(G, S) is ColAut(G, S)-vertex-
transitive if and only if all the components Gy, y ∈ Y , are groups, Y has a maximum element µ, S ⊆ Gµ, and the restrictions
of all homomorphisms f µy to 〈S〉 are injections for all y ∈ Y .
Proof. This relies on Lemma 8 and Theorem 2. 
A complete but more technical description of Aut(G, A)-vertex-transitive Cayley graphs of right groups is also given in
[88].
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8. Cayley graphs of bands
Theorem 10 ([39]). Let G be a band, and let S be a nonempty subset of G. Then the following conditions are equivalent:
(i) the Cayley graph Cay(G, S) is ColAutS(G)-vertex-transitive;
(ii) Cay(G, {s}) is ColAut{s}({s})-vertex-transitive for every s ∈ S;
(iii) Cay(G, {s}) is Aut{s}({s})-vertex-transitive for every s ∈ S;
(iv) sG = G for all s ∈ S;
(v) G is a right zero band.
Proof. This is based on Lemma 7 and Theorems 2 and 3. 
Theorem 11 ([27]). Let G be a band, |G| = n, and let S be a subset of G, |S| = m. Then the following conditions are equivalent:
(i) the Cayley graph Cay(G, S) is ColAutS(G)-vertex-transitive;
(ii) the Cayley graph Cay(G, S) is ColEndS(G)-vertex-transitive;
(iii) sg = g for all s ∈ S, g ∈ G;
(iv) Cay(G, S) = nDm, where Dm is a graph with one vertex and m loops.
Proof. This is based on Lemma 7 and Theorems 2 and 3. 
Theorem 12 ([27]). Let G = I×Λ be a rectangular band, where I is a right zero band, |I| = p,Λ is a left zero band, and |Λ| = q.
Then the following conditions are equivalent:
(i) the Cayley graph Cay(G, S) is ColAutS(G)-vertex-transitive;
(ii) the Cayley graph Cay(G, S) is ColEndS(G)-vertex-transitive;
(iii) {i | (i, λ) ∈ S} = I;
(iv) Cay(G, S) is undirected;
(iv) Cay(G, S) = qK¯p is a complete graph with all vertices and having a loop at each vertex.
Proof. This is based on Lemma 7 and Theorems 2 and 3. 
Theorem 13 ([27]). Let G be a band, and let S be a subset of G. Then the following conditions are equivalent:
(i) the Cayley graph Cay(G, S) is End(Cay(G, S))-vertex-transitive;
(ii) Cay(G, S) has a loop at each vertex;
(iii) for each g ∈ G, there exists s ∈ S such that sg = g;
(iv) SG = G.
Proof. This is based on Lemma 7 and Theorems 2 and 3. 
Theorem 14 ([27]). Let G be a band, and let S be a subset of G. Then the Cayley graph Cay(G, S) is Aut(Cay(G, S))-vertex-
transitive; if and only if every connected component of Cay(G, S) is a complete graph having a loop at each vertex.
Proof. This is based on Lemma 7 and Theorems 2 and 3. 
It is also shown in [6] how the Cayley graphs of left groups and right groups reduce to the Cayley graphs of their subgroups.
9. Clifford semigroups
Theorem 15 ([39]). Let G be a finite Clifford semigroup and let S be a subset of G. Then the Cayley graph Cay(G, S) is ColAutS(G)-
vertex-transitive if and only if the following conditions hold:
(a) sG = G for all s ∈ S;
(b) 〈S〉 is a subgroup of G;
(c) |〈S〉g| = |〈S〉| for all g ∈ G.
Proof. This is based on Lemma 8 and Theorem 2. 
Theorem 16 ([89]). Let Y be a finite semilattice, G = ⋃y∈Y Gy a strong semilattice of groups with homomorphisms f yx for
x ≤ y ∈ Y . Denote by ey the identity element of Gy. Take any z ∈ Y and a ∈ Gz . Then
(a) The graph Cay(G, {a}) contains |Y | pairwise disjoint subgraphs Cay(Gy, Sy), where Sy = {aey} if (ey, aey) is an edge in
Cay(G, {a}), and Sy = ∅ otherwise.
(b) for x 6= y, sy ∈ Gy, tx ∈ Gx, the pair (sy, tx) is an edge in Cay(G, {a}) if and only if y > x and (f yx (sy), tx) is an edge in
Cay(Gy,Dy) for the given a ∈ Gz , where yz = x and Dx = {f zx (a)}.
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Proof. This relies on Lemma 8 and the definition of strong semilattices of groups. 
Theorem 17 ([89]). Let Y be a finite semilattice, G = ⋃y∈Y Gy a strong semilattice of groups Gy with homomorphisms f yx for
x ≤ y. Denote by ey the identity element of the groups Gy. Let Cay(G, E) be a graph such that the following two properties hold:
(a) Cay(G, E) contains |Y | pairwise disjoint Cayley graphs of groups Cay(Gy, Ey), where for each y ∈ Y , Cay(Gy, Ey) =
Cay(Gy, Sy) and
Sy = {gy ∈ Gy | (ey, gy) ∈ E},
(b) for By = {gy ∈ Sy | (ey, gy) ∈ E for z ≥ y}, the pair (hx, gy) with hx ∈ Gx, gy ∈ Gy is an edge in Cay(G, E) if and only if
y ≤ x and there exist z ∈ Y and bz ∈ Bz such that xz = y and gy = f xy (hx)f yy (bz). In this case, for each hx ∈ Gx, there exists
gy ∈ Gy such that (hx, gy) is an edge in Cay(G, E); and if x = y, then gy = hyf zy (gy).
Then Cay(G, E) is a Cayley graph of the strong semilattice of groups.
Proof. This relies on Lemma 8 and the definition of strong semilattices of groups. 
Theorem 18 ([87]). Let Y be a finite semilattice, G = ⋃y∈Y Gy a Clifford semigroup, which is a strong semilattice of groups Gy,
y ∈ Y , with homomorphisms f yx : Gy → Gx, and let S be a nonempty subset of G. Then the Cayley graph Cay(G, S) is Aut(G, S)-
vertex-transitive if and only if Y has the maximum element µ, the set S is contained in Gµ, and the restrictions of f
µ
y on 〈S〉 are
injections for all y ∈ Y .
Proof. This relies on Lemma 8 and the definition of strong semilattices of groups and Theorem 2. 
10. Other important results
This section gives a brief overview of a few other important recent results on the Cayley graphs of monoids.
It is well known that the Cayley graph Cay(G, S) of a group G is symmetric or undirected if and only if S = S−1. All
undirected Cayley graphs of periodic semigroups have been described in [46].
Logical aspects of Cayley graphs ofmonoids are investigated in [74]. It is shown that the class ofmonoidswith a decidable
monadic second-order theory of Cayley graphs is closed under free products. It is also proved that the class of monoids with
decidable first-order theory of Cayley graphs is closed under arbitrary graph products.
It has been established in [79] that there exists an automaticmonoid such that the first-order theory of the corresponding
Cayley graph is not elementary decidable, and there exists an automatic monoid with a Cayley graph where the reachability
is undecidable.
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