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Abstract. We study the asymptotical behaviour of optimal constants in the Hölder
continuity property (HCP) of the Siciak extremal function and in the Vladimir Markov in-
equality equivalent to HCP. We observe that the optimal constants in polynomial inequal-
ities of Markov and Bernstein type are related to some quantities that resemble capacities.
We call them Hölder’s and Markov’s capacity and denote by H(E), V (E) respectively. We
compare these two capacities with the L-capacity C(E). In particular, for any compact
set E ⊂ CN we prove the inequalities V (E) ≤ NC(E) and H(E) ≤
√
N V (E). Moreover,
we calculate the Markov capacity for polydiscs and rectangular prisms in CN and we find
that in these cases V (E) = H(E) = C(E). Additionally, some new conditions equivalent
to HCP and to the Andrey Markov inequality are given.
1. Introduction. Polynomial inequalities of Markov and Bernstein type
are useful in the theory of approximation and numerical methods, especially
in numerical solving of differential equations. Appropriate estimates of op-
timal constants in these inequalities lead to improved bounds of numerical
errors. In general, finding the precise values of optimal constants for a given
compact set E ⊂ CN is a difficult task. In this paper we study the asymptot-
ical behaviour of optimal constants in the Hölder continuity property (HCP)
of the Siciak extremal function and in the Vladimir Markov inequality equiv-
alent to HCP.
Let Pν(CN ) for ν = (ν1, . . . , νN ) ∈ NN0 (N0 := N∪{0}, N := {1, 2, . . .}) be
the vector space of polynomials P = P (z1, . . . , zN ) with complex coefficients
of degree at most νi with respect to zi for i = 1, . . . , N . The Siciak extremal
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function of a compact set E ⊂ CN (see e.g. [28], [29]) is defined by
Φ(E, z) := sup{|P (z)|1/|ν| : P ∈ Pν(CN ), |ν| ≥ 1, ‖P‖E = 1},
where ‖·‖E is the supremum norm on E and |ν| = ν1+· · ·+νN . The function
Φ(E, ·) is known to satisfy the formula
Φ(E, z) = lim
n→∞
φn(E, z)
1/n = sup
n
φn(E, z)
1/n
for z ∈ CN , where
φn(E, z) := sup{|P (z)| : P ∈ Pν(CN ), 1 ≤ |ν| ≤ n, ‖P‖E = 1}.
The function Φ(E, ·) is closely connected with the pluricomplex Green’s func-
tion VE in view of the following formula proved by Zakharyuta and Siciak
(see e.g. [21, Th. 5.1.7]):
(1.1) Φ(E, z) = expVE(z), z ∈ CN ,
where
VE(z) := sup{u(z) : u ∈ LN and u ≤ 0 on E} for z ∈ CN ,
and LN is the Lelong class of plurisubharmonic functions in CN of logarith-
mic growth at infinity, i.e. LN :={u ∈ PSH(CN ) : u(z)− log ‖z‖2 ≤ O(1) as
‖z‖2 →∞} and ‖z‖2 stands for the Euclidean norm in CN (for background
information, see [21]).
Let V ∗E be the standard upper regularization of VE . By Siciak’s theorem,
either V ∗E ∈ LN or V ∗E ≡ ∞. This is equivalent to E being non-pluripolar or
pluripolar, respectively (non-polar or polar for N = 1). For a non-polar set E,
V ∗E coincides with the Green’s function gE of the unbounded component of
Ĉ \E with logarithmic pole at infinity (as usual, Ĉ = C∪{∞}). If we define
the L-capacity of E to be
C(E) := lim inf
‖z‖2→∞
‖z‖2
Φ∗(E, z)
,
then E is a (pluri)polar set if and only if C(E) = 0 (see [29]). Kołodziej [22]
proved that C(E) is a Choquet capacity in CN (see also [23]). In the one-
dimensional space, C(E) equals the logarithmic capacity of E. A compact set
E ⊂ CN is L-regular if limw→z V ∗E(w) = 0 for every z ∈ E. Siciak proved that
this property is equivalent to the continuity of VE in the whole space CN .
For multiindices α = (α1, . . . , αN ), β = (β1, . . . , βN ) ∈ NN0 we use the
standard notations Dα = ∂
|α|
∂z
α1
1 ...∂z
αN
N
, |α| = α1 + · · ·+ αN , α! = α1! . . . αN !,(
α
β
)
=
(
α1
β1
)
. . .
(
αN
βN
)
, βα = βα11 . . . β
αN
N . The inequality α ≤ β means that
α1 ≤ β1, . . . , αN ≤ βN .
An important problem is the behaviour of the Siciak extremal function
Φ(E, ·) in a neighbourhood of the set E. We are interested in seeing how some
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estimates of derivatives of polynomials on E are related to the behaviour of
Φ(E, ·). Note that the inequality
(1.2) ‖DνP‖E ≤M |ν||ν||ν|‖P‖E ,
with M > 0 independent of P ∈ Pν(CN ), is equivalent to the non-pluri-
polarity of E (see [11]), i.e., to Φ(E, ·) being locally upper bounded. More-
over, the optimal constant M in (1.2) is strictly related to the transfinite
diameter and the Chebyshev constant of E. Another connection between
the Siciak extremal function and the growth of derivatives of polynomials is
given by the formula
Φ(E, z) = lim sup
|ν|→∞
M (α)ν (E, z)
1/|ν|
where M (α)ν (E, z) := sup{|DαP (z)| : P ∈ Pν(CN ), ‖P‖E = 1} for z ∈ CN
and E is an L-regular set in CN (see [10]). However, polynomial inequalities
obtained from the above equality have constants that exponentially depend
on the degree of polynomials. Therefore, these inequalities are less useful for
applications.
Definition 1.1. We say that E has the Hölder continuity property with
exponent γ ∈ (0, 1] and constant A > 0 (we write E ∈ HCP(γ,A) for short)
if
(1.3) |logΦ(E,w)− logΦ(E, z)| ≤ A|w − z|γ for w, z ∈ CN .
By an argument due to Błocki [30, Prop. 3.5], we need to verify (1.3)
only for w ∈ E. In other words, HCP(γ,A) is equivalent to the inequality
(1.4) VE(z) ≤ A[dist(z, E)]γ for z ∈ CN .
Taking into account (1.1), we can observe that the Hölder continuity property
(1.3) is equivalent to the Bernstein-type inequality
‖P‖E(r) ≤ exp(Arγ |ν|)‖P‖E
for P ∈ Pν(CN ), where E(r) := {z ∈ CN : dist(z, E) ≤ r} for r ∈ (0, 1].
Definition 1.2. A compact set E ⊂ CN satisfies the Vladimir Markov
inequality with exponent m ≥ 1 and constant M > 0 (E ∈ VMI(m,M) for
short) if for every α, ν ∈ NN0 and P ∈ Pν(CN ),
(1.5) ‖DαP‖E ≤M |α|
|ν|m|α|
(|α|!)m−1
‖P‖E .
The above inequality is strictly related to the estimate proved by Vladi-
mir Markov for the interval [−1, 1] ⊂ C:
‖P (k)‖[−1,1] ≤
n2[n2 − 1] . . . [n2 − (k − 1)2]
1 · 3 · . . . · (2k − 1)
‖P‖[−1,1] ≤
n2k
k!
‖P‖[−1,1]
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for P ∈ Pn(C) and k ∈ N. Consequently, [−1, 1] ∈ VMI(2, 1). Property
(1.5) for |α| = 1 is called the Andrey Markov inequality (AMI for short)
and has recently been extensively studied (see e.g. [1]–[3], [14]–[17], [20],
[27], [31]–[33]). In [5] we have proved that the Hölder continuity property is
equivalent to the Vladimir Markov inequality on E. Moreover, the constants
in HCP and VMI are closely related.
Theorem 1.3 ([5, Th. 2.9], [6, Cor. 18]). Let E be a compact subset of
CN and γ ∈ (0, 1], m ≥ 1, A,M > 0. Then
E ∈ HCP(γ,A) =⇒ E ∈ VMI(m,M) with m = 1/γ, M =
√
N (Aγe)1/γ ,
E ∈ VMI(m,M) =⇒ E ∈ HCP(γ,A) with γ = 1/m, A =MγNγm.
Moreover, if E ∈ VMI(m,M) then C(E) ≥ 1NMem , and if E ∈ HCP(γ,A)
then C(E) ≥ 1
(Aγe)1/γ
.
In this paper we study the optimal constants in the Hölder continuity
property and in the Vladimir Markov inequality. The values of the exponents
γ and m as well as of the constants A andM in HCP(γ,A) and VMI(m,M)
are especially important in view of applications in numerical analysis and
approximation (see e.g. [15], [19]). The best exponents in Markov-type in-
equalities have been calculated for some sets: see [26, Th. 15.3.5], [7], [8]
and the references given therein. However, it is rarely possible to obtain
exact values of optimal constants in these inequalities. Therefore, good esti-
mates are of special importance. Our research is closely related to a result of
Pommerenke [25] who discovered an elegant connection between the optimal
constant in the Andrey Markov inequality with the logarithmic capacity for
continua in the complex plane:
‖P ′‖E ≤
21/n−1
C(E)
n2‖P‖E for P ∈ Pn(C)
(this is a version proved by Eremenko [18, Th. 1]). Examining the asymp-
totical behaviour of the optimal constant in the Markov inequalities as the
degree of the polynomials goes to infinity, we have observed that the limit
is related to a quantity with properties typical of capacities. We call this
quantity the Markov capacity of the given compact set.
Calculating the exact values of various kinds of capacities is a difficult
task [13], [12], [22], [23], [4]. It is also hard to find the Markov and Hölder
capacity for an arbitrary fixed compact set. We are able to calculate them
mainly for polydiscs and rectangular prisms. However, we give some general
estimates of these capacities.
In Section 2 we define the Markov capacity V (E) of a compact set
E ⊂ CN and we recall the definition of the Hölder capacity H(E) intro-
duced in [6] in order to investigate optimal constants in HCP.
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The third section deals with basic properties of Markov and Hölder ca-
pacities. We prove a product formula for the Markov capacity. By means of
this property, we calculate the Markov capacity for a polydisc {z ∈ CN :
|z1 − a1| ≤ r1, . . . , |zN − aN | ≤ rN} and a rectangular prism [a1, b1]× · · · ×
[aN , bN ].
In Section 4 we show relations between Markov and Hölder capacities.
We prove that V (E) ≤ NC(E) and H(E) ≤
√
N V (E) (Proposition 4.1 and
Theorem 4.2). Consequently, in the one-dimensional case we obtain H(E) ≤
V (E) ≤ C(E).
Section 5 is devoted to new conditions closely related to the Hölder con-
tinuity property and the Andrey Markov inequality. Although the conditions
equivalent to AMI seem to be very similar to those equivalent to HCP, the
question of whether AMI implies HCP has remained unanswered for thirty
years [24]. At the end of the paper, we present other open problems.
2. Definition of Markov and Hölder capacities
2.1. Markov capacity. We first give two conditions equivalent to the
Vladimir Markov inequality.
Proposition 2.1. For any polynomial P ∈ Pν(CN ) and α ∈ NN0 , in-
equality (1.5) in the definition of VMI(m,M) implies
(2.1) ‖DαP‖E ≤
(
M1
|ν|m
|α|m−1
)|α|
‖P‖E
with M1 = em−1M . Next, inequality (2.1) implies
(2.2) ‖DαP‖E ≤M |α|2 |α|!
(
|ν|
|α|
)m
‖P‖E
with M2 = eM1. In particular, (1.5) implies (2.2) with M2 = emM . More-
over, (1.5) is a consequence of (2.2) with M =M2.
Proof. Observe that for a ≥ b > c > 0 we have
a
b
≤ a− c
b− c
.
Consequently,
(2.3)
(
n
k
)
=
n
k
· n− 1
k − 1
· . . . · n− k + 1
1
≥
(
n
k
)k
for all k ≤ n.
From (2.3) and Stirling’s estimate we have
M1
|ν|m
|α|m
|α| ≤M1
(
|ν|
|α|
)m/|α|
|α| < M1
(
|ν|
|α|
)m/|α|( |α|!e|α|√
2π|α|
)1/|α|
< eM1
(
|ν|
|α|
)m/|α|
|α|!1/|α|
and we see that (2.1) implies (2.2) with M2 = eM1.
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Since
M |α|
|α|!m−1
<
M |α|e|α|(m−1)
(|α||α|
√
2π|α|)m−1
< (em−1M)|α|
1
|α||α|(m−1)
,
we have (1.5) ⇒ (2.1) with M1 = em−1M . Inequality (1.5) is an easy conse-
quence of (2.2) with M =M2.
We define the Markov capacity V (E) using inequality (2.2). As usual, we
adhere to the convention that 1/∞ = 0.
Definition 2.2. Let E be a compact subset of CN . The constant
Mν(E,α) := sup{‖DαP‖E : P ∈ Pν(CN ), ‖P‖E = 1}, α, ν ∈ NN0 ,
is called the (α, ν)-Markov constant of E (see e.g. [32], [20], [10]). TheMarkov
factor M(m,E) of E for exponent m ≥ 1 is given by
M(m,E) := sup
|α|≥1
sup
ν≥α
(
Mν(E,α)
|α|!
(|ν|
|α|
)m)1/|α|.
Let
Vm(E) :=
1
M(m,E)
= inf
|α|≥1
inf
ν≥α
{
[ |ν|(|ν| − 1) · · · (|ν| − |α|+ 1)]m
|α|!m−1Mν(E,α)
}1/|α|
.
We define the Markov capacity V (E) by setting
V (E) := sup
m≥1
Vm(E).
Observe that Vm(E) > 0 (i.e. M(m,E) < ∞) is equivalent to the
Vladimir Markov inequality with exponent m. Additionally, if Vm(E) > 0
for some m then M(m,E) is the optimal constant in the Vladimir Markov
inequality (2.2) with exponent m, i.e.
M(m,E) = inf{M2 > 0 : inequality (2.2) is fulfilled}.
By Proposition 2.1, also inequalities (1.5) and (2.1) hold with M = M1 =
M(m,E), and so E ∈ VMI(m,M(m,E)). Moreover, the condition V (E) > 0
implies that
m(E) := inf{m ∈ [1,∞) : Vm(E) > 0}
is the best exponent in (1.5), (2.1) and (2.2). Since the function
(m(E),∞) 3 m 7→M(m,E) ∈ R
is decreasing, we have
V (E) =
1
limm→∞M(m,E)
= lim
m→∞
Vm(E).
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The best exponent in the Andrey Markov inequality is defined by
µ(E) := inf
{
µ ∈ [1,∞) : sup
|α|=1
sup
ν≥α
(
Mν(E,α)
|α|!
(|ν|
|α|
)µ )1/|α| <∞}
= inf
{
µ ∈ [1,∞) : sup
|α|=1
sup
ν≥α
Mν(E,α)
|ν|µ
<∞
}
and is usually called the Markov exponent for E (see [8], [24]). We can easily
see that
µ(E) ≤ m(E).
Remark 2.3. If E ⊂ RN ⊂ RN + iRN = CN then µ(E) ≥ 2 and so
m(E) ≥ 2. Therefore, for E ⊂ RN it is sufficient to consider only m ≥ 2.
2.2. Hölder capacity. To investigate the behaviour of VE and Φ(E, ·),
we defined in [5] the radial modification of the pluricomplex Green’s function
and of the Siciak extremal function
(2.4)
V •E(r) := sup{VE(x+w) : x ∈ E, ‖w‖2 ≤ r}, ϕ•E(r) := expV •E(r), r ≥ 0.
For a non-pluripolar compact set E, the function V •E has the following prop-
erties:
(a) V •a+λE(r) = V
•
E(λ
−1r) for a ∈ CN and λ > 0,
(b) V •E×F (r) = max{V •E(r), V •F (r)} for a compact set F ⊂ CN1 ,
(c) limr→∞(V •E(r)− log r) = − logC(E),
(d) E ∈ HCP(γ,A) if and only if
(2.5) V •E(r) ≤ Arγ for r ≥ 0
(see [5] for proofs).
Papers published over the last few years by Andrievskii, Carleson, Gon-
charov, Ransford, Rostand and Totik have shown an increasing interest in
detailed investigation of the growth of Green’s function in relation to the
Markov constants (see e.g. [1]–[3], [9], [16], [17], [20], [27], [33], [31]). In order
to study the best constant A and the optimal exponent γ in the Hölder
continuity property of the pluricomplex Green’s function VE , we defined in
[6] the Hölder capacity H(E) as follows.
Definition 2.4. For γ ∈ (0, 1] we set
H(E) := sup
0<γ≤1
Hγ(E) where Hγ(E) :=
(
inf
r>0
rγ
γeV •E(r)
)1/γ
.
Observe that Hγ(E) > 0 is equivalent to the Hölder continuity property
with exponent γ. Moreover, if H(E) > 0 then
γ(E) := sup{γ ∈ (0, 1] : Hγ(E) > 0}
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is the best exponent in (2.5) and is called the Hölder exponent of VE . By
Theorem 1.3, γ(E) = 1/m(E). Additionally, the constant
A(γ,E) :=
1
γeHγ(E)γ
= sup
r>0
V •E(r)
rγ
is the optimal constant in (1.3), (1.4) and (2.5).
3. Basic properties and examples. Some simple properties of Markov
and Hölder capacities are listed below (cf. [6]).
Remark 3.1. Let E be a compact subset of CN . Then
• V (a+λE)= |λ|V (E) and H(a+λE)= |λ|H(E) for a∈CN and λ∈C\{0},
• V (F ) ≤ V (E) if Mν(E,α) ≤ Mν(F, α) for α, ν ∈ NN0 and E ⊂ CN1 ,
F ⊂ CN2 with two integers N1, N2 that can be distinct,
• H(F ) ≤ H(E) if V •E ≤ V •F on [0,∞) and E ⊂ CN1 , F ⊂ CN2 with two
integers N1, N2 that can be distinct,
• Hγ(E × F ) = min{Hγ(E), Hγ(F )} and
H(E × F ) = supγ∈(0,1]min{Hγ(E), Hγ(F )}.
Our principal tool in this section is a product property for Markov capac-
ity. However, we are able to show it only in the case of N compact subsets
of C. A general product property for Markov capacity would be of interest
(cf. [13], [12], [4]).
Proposition 3.2. If E = E1 × . . .× EN ⊂ CN then
M(m,E) = max
j=1,...,N
M(m,Ej) and so V (E) = min
j=1,...,N
V (Ej).
Proof. The key observation here is a consequence of Vandermonde’s con-
volution. Namely, the identity
∑k
j=0
(
n
j
)(
m
k−j
)
=
(
n+m
k
)
implies that(
n
p
)(
m
q
)
≤
(
n+m
p+ q
)
for p ∈ {0, . . . , n}, q ∈ {0, . . . ,m}
and thus
(3.1)
(
ν
α
)
≤
(
|ν|
|α|
)
for α ≤ ν, α, ν ∈ NN0 .
Next observe that Mν(E,α) = Mν1(E1, α1) . . .MνN (EN , αN ) for α =
(α1, . . . , αN ), ν = (ν1, . . . , νN ) (see [10, Prop. 2.1]). From (3.1) we have
M(m,E) ≤ sup
|α|≥1
sup
ν≥α
(
Mν(E,α)
α!
(
ν
α
)m )1/|α|
= sup
|α|≥1
sup
ν≥α
(
Mν1(E1, α1)
α1!
(
ν1
α1
)m . . . MνN (EN , αN )
αN !
(
νN
αN
)m )1/|α|
≤ sup
|α|≥1
sup
ν≥α
(M(m,E1)
α1 . . .M(m,EN )
αN )1/|α|≤ max
j=1,...,N
M(m,Ej).
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It simplifies the notation, and causes no loss of generality, to assume that
maxj=1,...,N M(m,Ej) =M(m,E1). It follows that
M(m,E) ≥ sup
α=(α1,0,...,0),α1≥1
sup
ν=(ν1,0,...,0),ν1≥α1
(
Mν(E,α)
|α|!
(|ν|
|α|
)m)1/|α|
= sup
α1≥1
sup
ν1≥α1
(
Mν1(E,α1)
α1!
(
ν1
α1
)m )1/α1 =M(m,E1) = max
j=1,...,N
M(m,Ej),
and the proof is complete.
Example 3.3. Using the classical Bernstein inequality for the unit disc
D in the complex plane we get
Mn(D, k) =
n!
(n− k)!
, n, k ∈ N, k ≤ n.
As
M(m,D) = sup
k≥1
sup
n≥k
(
n!
(n− k)! k!
(
n
k
)m)1/k = sup
k≥1
sup
n≥k
(
n
k
)−(m−1)/k
= 1
or m ≥ 1 we see that the sequence Vm(D) is constant and V (D) = 1. Taking
into account Remark 3.1, we obtain
V (x+ ρD) = ρ = C(x+ ρD) for x ∈ C, ρ > 0,
and by Proposition 3.2, for a polydisc P (a, r) = {z ∈ CN : |z1 − a1| ≤
r1, . . . , |zN − aN | ≤ rN} of polyradius r = (r1, . . . , rN ) ∈ (0,∞)N and of
center a = (a1, . . . , aN ) ∈ CN we have
V (P (a, r)) = min
j=1,...,N
rj = Vm(P (a, r)) = C(P (a, r)).
Example 3.4. We will now calculate the Markov capacity for a rectan-
gular prism E = [a1, b1]× . . .× [aN , bN ] ⊂ RN ⊂ RN + iRN = CN . Applying
the Vladimir Markov inequality we get the formula
Mn([−1, 1], k) = T (k)n (1) =
n2[n2 − 1] . . . [n2 − (k − 1)2]
1 · 3 · . . . · (2k − 1)
, n, k ∈ N, k ≤ n,
where Tn(x) = cos(n arccosx) is the nth Chebyshev polynomial of the first
kind (for k = 1 it was proved by Andrey Markov). Observe that the sequence
an =
(n+1)...(n+k−1)
(n−1)...(n−k+1) is decreasing for n ≥ k. Indeed,
an+1
an
=
(n+ 2) . . . (n+ k)
n(n− 1) . . . (n− k + 2)
(n− 1) . . . (n− k + 1)
(n+ 1) . . . (n+ k − 1)
=
(n+ k)(n− k + 1)
(n+ 1) · n
≤ 1
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for n ≥ k. Consequently,
n2[n2 − 1] . . . [n2 − (k − 1)2]
[n(n− 1) . . . (n− (k − 1))]2
= an
≤ (k + 1)(k + 2) . . . (2k − 1)
(k − 1)!
=
(
2k − 1
k
)
,
and so
n2[n2 − 1] . . . [n2 − (k − 1)2] ≤
(
2k − 1
k
)(
n
k
)2
k!2.
Since 1 · 3 · . . . · (2k − 1) = (2k−1)!
2k−1(k−1)! , we have
(3.2) T (k)n (1) ≤
(
2k − 1
k
)(
n
k
)2
k!2
2k−1(k − 1)!
(2k − 1)!
= 2k−1
(
n
k
)2
k!.
It follows that
M(m, [−1, 1]) ≤ sup
k≥1
sup
n≥k
[
2k−1
(
n
k
)2
k!
k!
(
n
k
)m ]1/k = sup
k≥1
sup
n≥k
2
21/k
(
n
k
)(m−2)/k = 2
because we can take m ≥ 2 (see Remark 2.3).
To estimate M(m, [−1, 1]) from below, it is sufficient to take n = k.
Indeed, as T (n)n (1) = n! 2n−1, we have
M(m, [−1, 1]) ≥ sup
n≥1
(
T
(n)
n (1)
n!
)1/n
= sup
n≥1
21−1/n = 2.
This finally yields
V ([−1, 1]) = Vm([−1, 1]) =
1
M(m, [−1, 1])
=
1
2
for any m ≥ 2,
and by Remark 3.1,
V ([a, b]) = Vm([a, b]) =
b− a
4
= C([a, b]) for a, b ∈ R.
Therefore, by Proposition 3.2,
V ([a1, b1]× · · · × [aN , bN ]) = 14 minj=1,...,N(bj − aj) = C([a1, b1]× · · · × [aN , bN ])
(see [4]).
Example 3.5. Some exact values of Hölder capacities are given in [6]:
• if E is the unit ball in CN (with respect to a given norm) then H(E) =
C(E)H(D) = C(E),
• if E is a convex symmetric body in RN then
H(E) = 2C(E)H([−1, 1]) = C(E).
In particular, for a polydisc E = {z ∈ CN : |z1 − a1| ≤ r1, . . . , |zN − aN |
≤ rN} with r=(r1, . . . , rN ) ∈ (0,∞)N and (a1, . . . , aN ) ∈ CN we have
H(E) = min
j=1,...,N
rj = C(E) = V (E).
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Analogously, for a rectangular prism E = [a1, b1] × · · · × [aN , bN ] ⊂ RN ⊂
RN + iRN = CN we obtain
H(E) = 14 minj=1,...,N
(bj − aj) = C(E) = V (E).
4. Inequalities between Hölder, Markov and L-capacities
4.1. Estimates of Markov and Hölder capacities. In [6] we have
proved that for any compact set E ⊂ CN the inequality C(E) ≥ Hγ(E)
holds for all γ ∈ (0, 1]. In particular,
C(E) ≥ H(E).
In this section we show estimates between V (E) and C(E) as well as H(E)
and V (E).
Proposition 4.1. If E is a compact subset of CN and m ≥ 1 then
Vm(E) ≤ NC(E) and V (E) ≤ NC(E).
Proof. Fix P ∈ Pν(C) such that ‖P‖E = 1. For z ∈ E and ζ ∈ C with
|ζ| ≤ r ∈ (0,∞) we have
|P (z + ζ)| =
∣∣∣∑
α≤ν
1
α!
DαP (z)ζα
∣∣∣ ≤∑
α≤ν
r|α|
α!
‖DαP‖E ≤
∑
α≤ν
r|α|
α!
Mν(E,α)
≤
∑
α≤ν
r|α|
α!
M(m,E)|α||α|!
(
|ν|
|α|
)m
≤
|ν|∑
l=0
rlM(m,E)ll!
(
|ν|
l
)m ∑
|α|=l
1
α!
.
Since
∑
|α|=l 1/α! = N
l/l!, we get
|P (z + ζ)| ≤
|ν|∑
l=0
rl N lM(m,E)l
(
|ν|
l
)m
≤
( |ν|∑
l=0
(
|ν|
l
)
[r1/mN1/mM(m,E)1/m]l
)m
= (1 + r1/mN1/mM(m,E)1/m)|ν|m.
By the definition of the extremal function Φ(E, ·) and the Zakharyuta–Siciak
formula (1.1), it follows that
(4.1) V •E(r) ≤ log(1 + r1/mN1/mM(m,E)1/m)m
and therefore
− logC(E) = lim
r→∞
(V •E(r)− log r)
≤ lim
r→∞
log(r−1/m +N1/mM(m,E)1/m)m = log(N M(m,E)).
Finally, we obtain
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Vm(E) = 1/M(m,E) ≤ N C(E),
and this completes the proof.
Theorem 4.2. Let E be a compact subset of CN and m ≥ 1. Then
H1/m(E) ≤
√
N Vm(E) and Vm(E) ≤ NemH1/m(E).
Consequently,
H(E) ≤
√
N V (E).
Proof. In order to prove the first inequality, fix r > 0 and P ∈ Pν(C)
such that ‖P‖E = 1. Put Er := {z ∈ CN : dist(z, E) ≤ r}. Evidently,⋃
a∈E{z : |zj − aj | ≤ r/
√
N, j = 1, . . . , N} ⊂ Er, and so, by Cauchy’s
estimate and the Zakharyuta–Siciak formula (1.1), we have
‖DαP‖E ≤
α!
√
N
|α|
r|α|
‖P‖Er ≤
α!
√
N
|α|
r|α|
exp(|ν|V •E(r))
≤ α!
√
N
|α|
r|α|
exp(|ν|A(1/m,E)r1/m).
Therefore,
‖DαP‖E ≤ α!
√
N
|α|
inf
r>0
exp(|ν|A(1/m,E)r1/m)
r|α|
.
The infimum is achieved for r =
( |α|m
|ν|A(1/m,E)
)m and we get
‖DαP‖E ≤ α!
√
N
|α| (e|ν|A(1/m,E))|α|m
(|α|m)|α|m
= |α|!
√
N
|α|
(
eA(1/m,E)
m
)|α|m( |ν|
|α|
)|α|m
.
From (2.3) we have
Mν(E,α) ≤ |α|!
√
N
|α|
(
eA(1/m,E)
m
)|α|m(|ν|
|α|
)m
.
Consequently,
M(m,E) ≤
√
N
(
eA(1/m,E)
m
)m
,
and so
Vm(E) = 1/M(m,E) ≥
√
N
−1
H1/m(E),
which completes the proof of the first estimate in the theorem.
To show the second bound, we use inequality (4.1) to get
V •E(r) ≤ log(1 + r1/mN1/mM(m,E)1/m)m ≤ mr1/mN1/mM(m,E)1/m.
This yields A(1/m,E) ≤ mN1/mM(m,E)1/m, and so NemH1/m(E) ≥
Vm(E).
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Corollary 4.3. In the one-dimensional case we have
C(E) ≥ V (E) ≥ H(E).
5. New conditions equivalent to HCP and to the Andrey Markov
inequality. For a non-pluripolar compact set E ⊂ CN the radial modifi-
cation of the Siciak extremal function ϕ•E defined in (2.4) is increasing in
[0,∞) and the mapping R 3 t 7→ logϕ•E(et) is convex. Moreover,
lim
r→∞
r
ϕ•E(r)
= C(E)
and ϕ•E is continuous on [0,∞) if and only if E is L-regular. Set Pn(CN ) :=⋃
|ν|≤n Pν(CN ).
Our starting point in this section is the equivalence given below that is
easy to prove by means of Taylor’s formula and Cauchy’s inequality. Fix
m ≥ 1 and P ∈ Pn(CN ). The Pleśniak-type inequality
(5.1) |P (z)| ≤ ek‖P‖E for k ∈ {0, . . . , n}, dist(z, E) ≤ (k/n)m
implies the Vladimir Markov inequality
‖DαP‖E ≤
e|α|nm|α|
|α|!m−1
‖P‖E for α ∈ NN0 .
Conversely, for M > 0 the inequality
(5.2) ‖DαP‖E ≤
M |α|nm|α|
|α|!m−1
‖P‖E for α ∈ NN0
implies the property
(5.3) |P (z)| ≤ ek‖P‖E for k ∈ {0, . . . , n}, dist(z, E) ≤
1
MN
(
k
n
)m
.
We will consider a property slightly more general than (5.1) and (5.3). Let
f : (0, 1]→(0,∞) be a continuous function with sup{f(x)x :x ∈ (0, 1]}<∞.
Proposition 5.1. If E ⊂ CN is a compact set such that
(5.4) ‖DαP‖E ≤ |α|!f
(
|α|
n
)|α|
‖P‖E , P ∈ Pn(CN ), α ∈ NN0
then
(5.5) ϕ•E(r) ≤ sup{f(x)x(Nr)x : x ∈ (0, 1]}.
In the case of Vladimir Markov inequality (1.5) (equivalent to (2.1)), we
can take f(x) =M/xm and inequality (5.5) implies the estimate
logϕ•E(r) ≤
m(MN)1/m
e
r1/m for r ∈ (0, 1]
that gives a bound different from the one proved in [5, Th. 2.9].
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Proof. Fix P ∈ Pn(CN ), r ∈ (0, 1] and z ∈ CN such that dist(z, E) ≤ r.
We have
|P (z)|
‖P‖E
≤
∑
|α|≤n
1
α!
‖DαP‖E
‖P‖E
r|α| ≤
∑
|α|≤n
1
α!
|α|!f
(
|α|
n
)|α|
r|α|
=
n∑
k=0
Nkf
(
k
n
)k
rk =
n∑
k=0
[
Nk/nf
(
k
n
)k/n
rk/n
]n
≤ (n+ 1) sup{f(x)x(Nr)x : x ∈ (0, 1]}n
and inequality (5.5) is proved.
Now consider a (strictly) increasing continuous function ψ : [0, 1] →
[0,∞) such that ψ(0) = 0.
Proposition 5.2. Let E be an L-regular compact set in CN . Then the
Pleśniak-type property
(5.6)
|P (z)| ≤ ek‖P‖E for P ∈ Pn(CN ), k ∈ {0, . . . , n}, dist(z, E) ≤ ψ(k/n)
is equivalent to
(5.7) logϕ•E(r) ≤ ψ−1(r) for all r ∈ [0, ψ(1)].
Proof. Inequality (5.7) implies that (|P (z)|/‖P‖E)1/n≤exp(ψ−1(ψ(k/n)))
= exp(k/n). In order to prove the converse, fix r ∈ (0, ψ(1)] (for r = 0
inequality (5.7) is obvious) and an arbitrary ` ≥ 1. Set s := ψ−1(r) ∈ (0, 1]
and take an integer n > `/s. We can find k ∈ {1, . . . , n} such that
(5.8)
k − 1
n
< s ≤ k
n
.
From this it follows that k ≥ ` + 1 and r ≤ ψ(k/n). Fix P ∈ Pn(CN ) and
z ∈ CN \ E such that r = dist(z, E). By the assumption and (5.8),(
|P (z)|
‖P‖E
)1/n
≤ exp
(
k
n
)
= exp
(
k
k − 1
k − 1
n
)
≤ exp
(
`+ 1
`
s
)
= exp
(
`+ 1
`
ψ−1(r)
)
.
Taking the sup over all P ∈ Pn(CN ) of the left hand side and letting n→∞,
we get
Φ(E, z) ≤ exp
(
`+ 1
`
ψ−1(r)
)
.
Now we can let `→∞ and obtain
Φ(E, z) ≤ exp(ψ−1(dist(z, E))).
Consequently, if we take the sup over all z ∈ CN such that dist(z, E) ≤ r,
we get inequality (5.7).
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Corollary 5.3 ([5, Th. 2.9]). If the set E satisfies Vladimir Markov
inequality (5.2) then
logϕ•E(r) ≤ (MN)1/mr1/m for r ∈ (0, 1].
Corollary 5.4. Any L-regular compact set E ⊂ CN has the Pleśniak-
type property (5.6) with ψ = (logϕ•E)
−1. Moreover, if f : [0,∞)→ [0,∞) is
an increasing continuous function such that f(0) = 0 and logϕ•E(r) ≤ f(r)
for r ∈ [0, f−1(1)] then E has property (5.6) with ψ = f−1.
Remark 5.5. Inequality (5.7) is equivalent to
logϕ•E(ψ(s)) ≤ s for all s ∈ [0, 1].
Consider the function φn(E, ·) defined in the first section and
ϕ•n(r) := sup{φn(E,w + rζ) : w ∈ E, ‖ζ‖2 ≤ 1}, r ∈ [0,∞).
Proposition 5.6. For a fixed m ≥ 1 the Hölder continuity property with
exponent 1/m is equivalent to the following condition:
(5.9) sup
{
1
k
logϕ•n
((
k
n
)m)
: n ∈ N, k ∈ {1, . . . , n}
}
<∞,
and consequently to
(5.10) sup
{
logϕ•n(x
m)
nx
: x ∈ [1/n, 1], n ∈ N
}
<∞.
On the other hand, the Andrey Markov inequality with exponent m is equiv-
alent to
(5.11) sup{logϕ•n((1/n)m) : n ∈ N} <∞.
Proof. The equivalence (5.9) ⇔ (5.10) is easy to show. The property
(5.11) is equivalent to the Andrey Markov inequality by the classical Pleśniak
estimate (see [24]). We will merely prove the equivalence between HCP(1/m)
and (5.9). First assume (5.9). Set
C := sup
{
1
k
logϕ•n
((
k
n
)m)
: n ∈ N, k ∈ {1, . . . , n}
}
.
In order to prove HCP(1/m) it is sufficient to show the Pleśniak-type in-
equality (5.1) with a constant M instead of e, because it is equivalent to
the Vladimir Markov inequality and thus to the Hölder continuity prop-
erty. Fix n, P ∈ Pn(CN ), k ∈ {1, . . . , n} and z ∈ CN \ E such that
dist(z, E) ≤ (k/n)m. We have
|P (z)| ≤ φn(E, z)‖P‖E ≤ ϕ•n((k/n)m)‖P‖E ≤Mk‖P‖E
withM = eC . The converse is easy to prove by means of property (5.1) with
some positive constant M instead of e.
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Corollary 5.7. The Hölder continuity property (1.4) with exponent γ =
1/m is equivalent to the condition
sup
{
1
t
logϕ•E(t
m) : t ∈ (0, 1]
}
<∞.
Since r 7→ ϕ•E(r) is continuous for r > 0 (see [5]), the above property is
equivalent to
lim sup
t→0+
1
t
logϕ•E(t
m) <∞.
The above two conditions seem to be very close to (5.11). However, the
question of whether the Andrey Markov inequality implies the Hölder con-
tinuity property remains open (see e.g. [24]).
5.1. Open problems
• The Andrey Markov inequality need not be fulfilled with the Markov ex-
ponent µ(E), as was shown in [7]. Is it true that M(m(E), E) <∞? The
same question for A(γ(E), E).
• In Proposition 3.2 we have the product formula for the Markov capacity of
N subsets of the complex plane. Is it also true for two arbitrary compact
sets E ⊂ CN1 , F ⊂ CN2? The same question for the Hölder capacity is
also interesting.
• In Section 3 we have observed that for polydiscs and rectangular prisms
the Markov capacity is equal to the Hölder one. Is this true in general?
Other sets with exact values of Markov and Hölder capacities would also
be interesting.
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