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The theory of networks has had a huge impact in both the physical
and life sciences, shaping our understanding of the interaction
between multiple elements in complex systems. In particular,
networks have been extensively used in predicting the spread of
infectious diseaseswhere individuals, or populations of individuals,
interact with a limited set of others—deﬁning the network through
which the disease can spread. Here for such disease models we
consider three assumptions for capturing the network of move-
ments between populations, and focus on two applied problems
supported by detailed data from Great Britain: the commuter
movement of workers between local areas (wards) and the perma-
nent movement of cattle between farms. For such metapopulation
networks, we show that the identity of individuals responsible for
making network connections can have a signiﬁcant impact on
the infection dynamics, with clear implications for detailed public
health and veterinary applications.
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Networks are now a well-understood and powerful scientiﬁctool. When the number of interactions between elements or
individuals is relatively low, then networks offer an intuitivemeans
of capturing and describing the structure of such interactions.
Examples abound, from computer and Internet connections (1) to
metabolic networks (2) and food webs (3), from transportation
patterns (4) to actors within the samemovies (5)—in each of these,
the theory of networks has provided valuable insights into how
such interactions are structured and has hinted at deeper un-
derlying patterns. When interactions describe connections be-
tween people, then network theory is often used to explore the
implications of disease spread through the population (6). How-
ever, data on human-to-human contacts through which infections
can spread are rare, generally being isolated to small populations
that have been sampled with detailed questionnaires—of these,
networks of sexual encounters, such as the studies in Colorado
Springs (7) and Manitoba (8), are probably the best examples.
Another common source of network interaction comes from the
movement of individuals between populations, who could poten-
tially carry infection with them. With concerns over novel or ree-
merging infections, such networks of movements often form the
core of mathematical models that examine the spatiotemporal
spread of infections and the associated public health implications.
Examples include work movements for the spread of seasonal
inﬂuenza in theUnited States (9, 10); aviation trafﬁc for the spread
of smallpox (11), sudden acute respiratory syndrome (12), and
general epidemics (13); commuting movements for deliberate
release of smallpox (14); and trade for the 1918–1919 inﬂuenza
pandemic (15); a more systematic review of techniques and
applications is available from Riley (16). The sensitivity of the
epidemic to the topological structure of the movement network
has already been shown (13, 17); in contrast here, through detailed
simulation, we address how such movement networks should be
modeled and the biases that occur frommaking naïve assumptions.
Two data sets from Great Britain provide highly detailed in-
formation on the network of individual movements. From the 2001
censuses of England, Wales, and Scotland there is information re-
garding the populations of, and commuter movements between, the
10,000 wards in Great Britain (SI Text). Wards (which generally
contain between 2,000 and 8,000 people) provide a good compro-
mise between ﬁne spatial resolution, computational efﬁciency, and
requirements for individual-level conﬁdentiality. From the Cattle
Tracing System (18) we have individual records of the movement of
cattle between the 150,000 farms, markets, and slaughterhouses in
Great Britain (SI Text). Both of these movement datasets can be
conceptualized as relatively sparse networks; the analysis of such
networks yields awide rangeof important informationon thepattern
of movements and the structure of the populations (19, 20). Here,
however, we are interested in how such movements lead to the
percolation of infection through the population, and we show that
great care is needed if realistic rates of spread are to be predicted.
The most natural way to capture the spread of infection due to
the movement of individuals between locations is to partition the
population into discrete subpopulations, with the movements be-
tween subpopulations naturally creating an interaction network.
Both people and cattle are spatially aggregated, and such aggre-
gations form the natural scale for the subpopulations within the
metapopulation model. Cattle are clearly aggregated into farms,
and for directly transmitted infections we expect the vast majority
of the transmission between cattle to occur within the farm envi-
ronment and for infection to predominately transfer between
farms through the movement of infected livestock. People tend to
aggregate into towns, cities, or other communities (with urban
areas in Britain havingmore than 200 times the population density
of rural areas); we partition the population into wards, which
provide a natural sociopolitical division of the population and
correspond to one of the smallest aggregations for which reliable
census data are available. For both hosts we consider two infec-
tions: a rapid infection parameterized to correspond to pandemic
inﬂuenza in humans or foot-and-mouth disease in cattle, and
a slower infection parameterized to match smallpox in humans or
bovine tuberculosis in cattle. All four of these infectious diseases
are important for either human health or for the livestock industry,
and hence accurate prediction of the spread of infection is im-
portant for informing policy.
When simulating the dynamics of disease spread through
a network of contacts it is often simply assumed that each node
(ward or farm) is a single entity that can be either susceptible,
infected, or recovered (with no internal structure) and that in-
fection is passed along network edges (between nodes connected
by movements) at a given rate. This rate can either be the same
for all edges (19, 21) or can be proportional to the strength of the
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edge (number of movements associated with that link) (22). This
model formulation has parallels with the classic Levins meta-
population ideal in ecology (23) and has been highly successful
for examining the spread of infection through networks of indi-
viduals (6). However, when nodes contain many individuals it is
more intuitive to use a complete metapopulation framework (24)
whereby the subpopulation at each node (farm or ward) has its
own internal homogeneous dynamics and the interaction be-
tween subpopulations is governed by the network (10, 13, 25–27).
Here we investigate three approaches of modeling the inter-
actions within such a metapopulation, to assess the validity of
common approximations. Initially we focus on results from
a simple metapopulation in which subpopulations are arranged
in a linear network with nearest-neighbor movements; this sim-
ple model allows us to examine a comprehensive range of epi-
demiologic assumptions before focusing on the more complex
movement patterns within Great Britain.
Results
Modeling Metapopulation Interaction. The traditional method of
modeling transmission in full stochastic metapopulation models
is to allow subpopulations that are connected to share a pro-
portion of their associated force of infection (10, 14, 26); we
term such methods kernel transmission based, because effec-
tively the movement network deﬁnes a spatial transmission
kernel between subpopulations. (We note that for commuter
movements the interaction between subpopulations is actually
based on the convolution of the kernel, because infection can
pass from subpopulation A to subpopulation B whenever indi-
viduals from these subpopulations meet in location C.) We can
conceptualize this kernel model as moving a continuum of in-
fection across network connections—effectively moving the
pathogen. An improvement is to realize that the pathogen
generally exists as a highly aggregated distribution within hosts,
and it is hosts that move between populations. Our second
model (random-movers) therefore moves randomly chosen
individuals between subpopulations in accordance with the
recorded patterns (either permanent movement for cattle or
movement there and back for commuters) (13, 27). Finally,
a more realistic assumption is to identify individuals that move
(25, 28): for the cattle network, this is achieved by knowing the
unique identity of each animal and the associated movements;
for the movement-to-work network, this is achieved by deﬁning
a group of individuals who commute daily between each pair of
home and work subpopulations.
Conceptual Commuter Model. For the commuting-to-work move-
ments, we initially study the problem using a simple linear network
of subpopulations in which individuals commute to the adjacent
subpopulations (Fig. 1; see Materials and Methods for model con-
struction). In all three model formulations (kernel transmission,
random-movers, and commuters) we observe a traveling wave of
infection. Although random-movers and kernel-transmission
models lead to similar wave speeds (captured by the average time
between epidemic peaks in adjacent subpopulations; Fig. 1A), there
is signiﬁcantly more variation observed for randommovers. This is
because there is greaterheterogeneity in themovementof pathogen
for the random-mover model, because the pathogen is aggregated
within infected hosts. In the random-mover model, if an infected
individual moves there is a discrete jump in the force of infection
between subpopulations, whereas in the kernel model this force of
infection occurs at a constant rate. More surprising is the sub-
stantially reduced rateof spreadassociatedwith regular commuters;
this is because each subpopulation has been further partitioned into
commuters and noncommuters, and infection must cross these
partitions to travel to previously uninfected parts of the network.
These patterns are consistent across a range of epidemiologic
parameters, with the commuter formulation predicting a wave
speed that is consistently between 80% and 85% of the other
predictions (Fig. 1B). In addition, we ﬁnd that small amounts of
random movements do not destroy this effect; in fact, the re-
duction in speed shows only slight nonlinear dependence as we
scale from a population of pure random movers to a population
of pure workers (Fig. 1C). One potential difﬁculty is the as-
sumption of random mixing within each subpopulation because it
has previously been shown that a high degree of assortativity
(with commuters preferentially mixing with other commuters)
can speed the spread of infection (29). Although we do observe
this behavior in our model (Fig. 1D), its effect is far less pro-
nounced than the difference between types of movement.
Commuter Model for Great Britain. We now extend these theoret-
ical observations for the speed of spatial spread to two applied
examples and consider the impact of movement patterns on ag-
gregate epidemic dynamics (Fig. 2). We consider the meta-
population of wards in Great Britain linked by both the commuter
network and nonwork travel patterns (SI Text; see ref. 17 for
details of this combined network structure) with infection pa-
rameterized to match pandemic inﬂuenza and smallpox dynamics
(Fig. 2 A and B; parameters are given in SI Text). For both
infections we observe a far slower growth rate, with a later and
lower peak, for a population of commuters compared with
a population of random movers, in agreement with the 80%
slower speed predicted by the simpler model; this pattern also
holds independent of where the infection is seeded and even when
the metapopulation is simulated at a range of other larger spatial
scales. In addition, from the census data we can also separate the
population of each ward into those that work (and hence have
a deﬁned daily commute) and those that do not work (and
therefore are free to move randomly); as expected from the
results shown in Fig. 1C, this mixed population behaves in be-
tween the two extremes. It is important to stress that here we are
comparing methods of capturing human movements, and there-
fore in all simulations the expected number of journeys between
each pair of wards remains the same irrespective of whether these
are ﬁxed commuter movements, randommovements, or amixture
of the two. We note that including different movement patterns
on weekends, or potential biases in the estimation of rare long-
distance journeys, does not noticeably change the predicted epi-
demic dynamics for either infection.
Model for Cattle Farms in Great Britain. It might be envisaged that
the importance of individual identity is related to the rapid
movement of individuals relative to the epidemiologic time
scales and the partitioning of the population into distinct com-
muter groups. However, these ideas and results also extend to
the farming industry, in which animals tend to remain on a farm
for far longer periods and not to return to their point of origin
after a movement. For the United Kingdom cattle industry we
have a record of the movement of individual cattle (18), gener-
ating a network of contacts between farms and allowing us to
simulate the dynamics with a high degree of detail. Here we
compare simulations in which the identity of cattle moving be-
tween farms is retained and simulations in which cattle on each
farm are chosen randomly to move regardless of their identity—
thereby moving the same number of animals between the same
farms on the same day but losing the individual identity of ani-
mals on the farm. This loss of identity is analogous to the dif-
ference between the commuter and random-mover formulations.
We compare these two assumptions by simulating multiple epi-
demics with the same initial individual cattle infected and com-
paring the distributions of epidemic sizes that are predicted (Fig.
2 C and D). Because of the vast heterogeneity in the number of
cattle per farm, the speciﬁc structure of the movement network,
and the relative rarity of movements between two given farms, it
is not possible to produce an average or generic epidemic in the












cattle population; instead we are forced to compare the distri-
bution of simulation epidemic sizes while accounting for the
extreme sensitivity of the expected epidemic to the initial seeding
of infection. In general, we predict larger epidemics when mov-
ing random cattle compared with moving cattle with a known
identity, with the effects pronounced for both slow infections
(such as bovine tuberculosis; Fig. 2C) and for short-lived highly
transmissible infections (such as foot-and-mouth disease; Fig.
2D). We can therefore conclude that the normal duration of
animal stays on farms (details given in SI Text) generally has
a protective inﬂuence, limiting the spread of infection compared
with more naïve assumptions about the network of animal
movements. This impact is generally greater for the more rapidly
spreading infection (Fig. 2D); when individual identity is lost
there are more frequent short stays on a farm (SI Text), and
hence the infection is more likely to escape to new farms before
recovery. In contrast, for the true pattern of movements, farms
often act as bottle-necks for infection.
Discussion
Individuality, and the associated stochastic integer-based approach,
has long been understood to be epidemiologically important, es-
pecially when dealing with small infectious populations andmatters
of persistence (30, 31).However, here we have extended this notion
to show that we must not only recognize the individual-based na-
ture of the population but also maintain the identity of individuals,
especially when behavior (such as movements) is highly structured.
In conclusion, both simple theoretical models and applied simu-
lations of disease spread have shown that models that do not
maintain individual identity overestimate (by approximately 20%)
the degree of spatial spread and therefore overestimate the ag-
gregate growth rate (and peak height) of an epidemic; leading us to
question whether simple network models can ever accurately cap-
ture the effects of movements between populations.
Given the importance of spatial spread in the containment and
control of human and livestock infections, our work shows that
great care is needed in interpreting and simulating patterns of
movement if such models are to be used as predictive tools for
public-health or veterinary advice. In light of our ﬁndings, detailed
predictions from previous metapopulation disease models (espe-
cially when regular commuters are involved)must be reconsidered
because the spatial spreadof the epidemic, the aggregate growthof
the epidemic, the peak number of cases, and the degree of spatial
synchrony are all potentially overestimated if individual identity
has been ignored. Given that our ﬁndings are not inﬂuenced by the
scale of the subpopulations, we speculate that similar results will
hold true for fully individual-based models, such that the action of




Fig. 1. Comparison between epidemics for different ways of capturing interactions. All results are from a linear network of subpopulations, each containing
10,000 individuals; throughout, we focus on the asymptotic speed of the epidemic wave. (A) Time between epidemic peaks as a function of the fraction of the
population moving (R0 = 2, γ = 0.25, a 4-day infectious period); (B) speed of the epidemic wave as the epidemiologic parameters R0 and γ vary (1% of the
population move); (C) speed of the epidemic as we interpolate between random movers and commuters (R0 = 2, γ = 0.25, 1% of the population move), with
the color representing the proportion of commuters; (D) effects of assortativity on the wave speed; for simulations with assortativity we assume an equal mix
of commuters and random movers. Darker green lines are for simulations with higher assortativity when commuters preferentially mix with other commuters
during the working day. (Inset) Effect of the level of assortativity on the wave speed when 10% of the population move. (All results are from 100,000 replicate
simulations; error bars show the 95% prediction interval and hence capture the variability between individual epidemics.)
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Materials and Methods
Mathematical Models.Herewebrieﬂypresentthemodels forboththecattle-and
human-based epidemics. Both of these models have a common core (the trans-
mission of infection to susceptibles and the recovery of infected individuals) but
differ in the way that the force of infection and movements are calculated.
Infection Dynamics. The basic infection dynamics are common to all of the
examples given in the article. We assume SIR-type (susceptible-infected-
recovered) infection dynamics, such that immunity is life-long. We simulate
the dynamics stochastically (SI Text), such that the population is ﬁnite and
integer-based and each process occurs probabilistically; however, for brevity
we use the notation of ordinary differential equations to express the un-







¼ λxSx − γ1Ið1Þx  ;
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This is a compartmental model for a particular subgroup x of the entire pop-
ulation, where S, I, and R are the number of susceptible, infected, and re-
covered individuals, respectively; toallowgreaterbiologic realism the infected
class has been subdivided into m classes leading to gamma-distributed re-
covery times and transmission rates that depend on the time since infection
(32). (The above equations describe the mean behavior of an inﬁnitely large
system, although we model the behavior of a system of ﬁnite size.) All
updating is performed in discrete time using Gillespie’s τ-leap method (33),
whichallowsus tonaturally capture theday–nightdistinction in the commuter
model and the daily pattern of movements in the cattle model.
It is only the forceof infection λx and themeaning of the subscript that differs
between the human and cattle models. These differences are described below.
Human Commuters. In all three models (kernel-based, random-movers, and
commuters), we assume that at night the force of infection is purely de-
termined by the frequency of infection within the home location; whereas
during the day the force of infection reﬂects the action of the differing
movement assumptions.
For the kernel-based transmission model, the subscript simply denotes the
home location of individuals (x = i), such that the force of infection to


















where Ni is the resident population size of subpopulation i. The daytime
force of infection considers the potential interaction between infected
individuals from subpopulation j meeting susceptibles from subpopulation
A B
C D
Fig. 2. Comparison of random and structured movements for two complex movement networks. (A and B) Typical dynamics of unconstrained epidemics
begun in Central London in a ward-scale metapopulation of Great Britain, for all random movements, all commuters, and the appropriate mix. Epidemiologic
parameters are chosen to match pandemic inﬂuenza (A) and smallpox (B), with parameter values given in SI Text. (C and D) Mean number of infected cattle
from an individual-based simulation of the British cattle population, either using the known pattern of movements or losing individual identity within a farm
and moving a randomly selected animal. Each point corresponds to a unique initially infected farm and is the average of 100 simulations for each movement
type; points are color coded as to whether the means are signiﬁcantly different. Parameters are chosen to match (C) a slow infectious disease, such as bovine
tuberculosis (simulated from 2002 to end 2007), and (D) a fast infection, such as foot-and-mouth disease (simulated for 2005 only).












i in location k; the denominator is the expected daytime size of the pop-
ulation in location k, therefore allowing us to model frequency-dependent
transmission. The β parameters control the transmission rate as a function of
the stage of infection, whereas the movement matrix Mi, j corresponds to
the proportion of individuals that live in location i who travel to location j
and is obtained from census records. The nighttime force of infection simply
assumes that all transmission occurs within the home subpopulation.
For both the random-movement model and the commuter model the
subscript denotes both the home and daytime location [x = (h, d)], and the






















The principal difference between random movements and commuter
movements is that for commuters an individual’s home and daytime location
are ﬁxed at the start of the simulation, whereas for individuals that move
randomly, their daytime location is chosen randomly each day, proportioned
according to the movement matrix Mh, d. The kernel model can be consid-
ered as a limiting case of random-movers when their daytime location is
rapidly and repeatedly chosen throughout each day.
Cattle Movements. For cattle infections, the model is modiﬁed to reﬂect the
fact thatmovements are permanent; andwe lose the distinction between day
and night. Eq. 1 still holds for the infection dynamics within a farm, and the
subscript x always refers to the farm identity. For the random-movement







and infection is transferred through the displacement of individual animals
according to the movement records (18); we either move the animal in
question (preserving its identity) or we move a randomly selected animal
from the appropriate farm. The mechanism within the fully individual-
based model is relatively straightforward, moving each identiﬁed animal
according to the Cattle Movement database and allowing transmission (and
recovery) to occur within each farm. We conceptualize the problem by
translating the individual movement records into a set of daily movements
between farms—effectively moving from individual-based data to a dy-
namic network between subpopulations. This dynamic network is then
used to move randomly chosen animals between farms, preserving be-
tween-farm interactions but losing individual identity. The mechanism for
random movements is achieved within the model by moving the correctly
identiﬁed animal (as in the full model) but randomly switching the in-
fectious status of the animal due to move and any randomly chosen animal
on the farm (including itself); this is equivalent to choosing a random ani-
mal but computationally more efﬁcient.
ACKNOWLEDGMENTS. We thank Ian Hall, Joseph Egan, Steve Leach, Judith
Legrand, and Neil Ferguson for helpful discussions during the preparation of
this work; and two anonymous referees for their very helpful suggestions.
This work was supported by The Wellcome Trust, the Medical Research
Council and the Research andPolicy for Infectious DiseaseDynamics Program.
1. Lloyd A, May R (2001) Epidemiology—how viruses spread among computers and
people. Science 292:1316–1317.
2. Jeong H, Tombor B, Albert R, Oltvai Z, Barabasi A (2000) The large-scale organization
of metabolic networks. Nature 407:651–654.
3. Williams R, Berlow E, Dunne J, Barabasi A, Martinez N (2002) Two degrees of
separation in complex food webs. Proc Natl Acad Sci USA 99:12913–12916.
4. Eubank S, Guclu H, Kumar V, Marathe M (2004) Modelling disease outbreaks in
realistic urban social networks. Nature 429:180–184.
5. Watts D, Strogatz S (1998) Collective dynamics of ‘small-world’ networks. Nature 393:
440–442.
6. Keeling MJ, Eames KTD (2005) Networks and epidemic models. J R Soc Interface 2:
295–307.
7. Klovdahl AS, et al. (1994) Social networks and infectious disease: The Colorado
Springs study. Soc Sci Med 38:79–88.
8. Wylie J, Jolly A (2001) Patterns of chlamydia and gonorrhea infection in sexual
networks in Manitoba, Canada. Sex Transm Dis 28:14–24.
9. Grais R, Glass G (2003) Assessing the impact of airline travel on the geographic spread
of pandemic inﬂuenza. Eur J Epidemiol 18:1065–1072.
10. Viboud C, et al. (2006) Synchrony, waves, and spatial hierarchies in the spread of
inﬂuenza. Science 312:447–451.
11. Grais RF, Ellis JH, Glass GE (2003) Forecasting the geographical spread of smallpox
cases by air travel. Epidemiol Infect 131:849–857.
12. Hufnagel L, Brockmann D, Geisel T (2004) Forecast and control of epidemics in
a globalized world. Proc Natl Acad Sci USA 101:15124–15129.
13. Colizza V, Barrat A, Barthélemy M, Vespignani A (2006) The role of the airline
transportation network in the prediction and predictability of global epidemics. Proc
Natl Acad Sci USA 103:2015–2020.
14. Hall IM, Egan JR, Barrass I, Gani R, Leach S (2007) Comparison of smallpox outbreak
control strategies using a spatial metapopulation model. Epidemiol Infect 135:
1133–1144.
15. Sattenspiel L, Mobarry A, Herring DA (2000) Modeling the inﬂuence of settlement
structure on the spread of inﬂuenza among communities. Am J Hum Biol 12:736–748.
16. Riley S (2007) Large-scale spatial-transmission models of infectious disease. Science
316:1298–1301.
17. Danon L, House TA, Keeling MJ (2010) The role of routine versus random movements
on the spread of disease in Great Britain. Epidemics 1:250–258.
18. Lysons RE, Gibbens JC, Smith LH (2007) Progress with enhancing veterinary
surveillance in the United Kingdom. Vet Rec 160:105–112.
19. Kao RR, Danon L, Green DM, Kiss IZ (2006) Demographic structure and pathogen
dynamics on the network of livestock movements in Great Britain. Proc R Soc Lond B
Biol Sci 273:1999–2007.
20. Robinson SE, Everett MG, Christley RM (2007) Recent network evolution increases the
potential for large epidemics in the British cattle population. J R Soc Interface 4:
669–674.
21. Vernon MC, Keeling MJ (2009) Representing the UK’s cattle herd as static and
dynamic networks. Proc R Soc Lond B Biol Sci 276:469–476.
22. Smith D, Lucey B, Waller L, Childs J, Real L (2002) Predicting the spatial dynamics of
rabies epidemics on heterogeneous landscapes. Proc Natl Acad Sci USA 99:3668–3672.
23. Levins R (1969) Some demographic and genetic consequences of environmental
heterogeneity for biological control. Bull Entomol Soc Am 15:237–240.
24. Hanski I, Gaggiotti O (2004) Ecology, Genetics, and Evolution of Metapopulations
(Academic Press, New York).
25. Sattenspiel L, Dietz K (1995) A structured epidemic model incorporating geographic-
mobility among regions. Math Biosci 128:71–91.
26. Grenfell B, Bjornstad O, Kappey J (2001) Travelling waves and spatial hierarchies in
measles epidemics. Nature 414:716–723.
27. Cooper BS, Pitman RJ, Edmunds WJ, Gay NJ (2006) Delaying the international spread
of pandemic inﬂuenza. PLoS Med 3:e212.
28. Keeling MJ, Rohani P (2002) Estimating spatial coupling in epidemiological systems: A
mechanistic approach. Ecol Lett 5:20–29.
29. Hollingsworth TD, Ferguson NM, Anderson RM (2007) Frequent travelers and rate of
spread of epidemics. Emerg Infect Dis 13:1288–1294.
30. Bartlett M (1957) Measles periodicity and community size. J R Stat Soc A 120:48–70.
31. Rohani P, Keeling MJ, Grenfell B (2002) The interplay between determinism and
stochasticity in childhood diseases. Am Nat 159:469–481.
32. Lloyd AL (2001) Destabilization of epidemic models with the inclusion of realistic
distributions of infectious periods. Proc R Soc Lond B Biol Sci 268:985–993.
33. Gillespie DT (2001) Approximate accelerated stochastic simulation of chemically
reacting systems. J Chem Phys 115:1716–1733.
8870 | www.pnas.org/cgi/doi/10.1073/pnas.1000416107 Keeling et al.
