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 Abstract 
Mobile robots are one of the favorable tools for at-home bio-monitoring systems, by which the 
elderly or motor function impaired persons can be detected, tracked, and their activities can be 
recognized. High level vision tasks are required to clear these tasks in order to avoid constraints 
emerged from blind spots, occlusion, and pose of tracked person or observation angle. Detection and 
tracking models are the most critical part of the system as being the pre-process for activity 
recognition for daily support. However, current mobile robot based vision applications are generally 
using conventional algorithms i) single modal (color only) algorithms, where illumination change or 
dark environments cause system failure, and ii) combined multi-model (color and depth) approaches 
where there is high redundancy for subject detecting and tracking, which results in a high 
computation cost, and less reactiveness.  
On the other hand, visual attention mechanism of human visual system can normally adapt to 
these situations and enable continuous observation and real-time analyses. Therefore the aim of this 
thesis is to develop visual attention models for the purposes to improve mobile robot’s subject 
detection and tracking tasks by increasing the robustness and decreasing redundancy with the use of 
salient cues. Therefore, in this study, I made efforts to develop i) tracking algorithms using multi-
modal visual attention computation models (saliency maps) by analyzing color spaces and 3D data 
from a mobile RGB-D (color and depth) sensor for a robust and real-time tracking and localization 
assisted activity recognition algorithm for changing indoor environmental situations and robot 
motion parameters, ii) detection algorithms based on a space based spatial saliency using memory 
of the known environment of the robot in low illumination or dark room conditions with Lidar (laser 
range finder) and Kinect sensor integration. 
The experimental results showed that tracking could be achieved with multi-modal approach 
with RGB-D based salient cues that greatly improved the mobile robot based tracking, and detection 
could be done by space based attention model if there is no color or depth prior information of the 
 subject to be tracked. With global information of robot and tracked subject, localization assisted 
approach for information processing provided more accurate detection, tracking and activity 
recognition results for at-home bio-monitoring application. 
Using the results, a novel mobile robot based monitoring framework as a real-time application 
was developed for person specific requirements such as monitoring as daily support or rehabilitation 
process by providing important insights to visual attention modeling and its applications, computer 
vision applications, assistive robotics, health care support, human-robot interactions. 
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1 Introduction 
1.1 Research motivation 
Research on ambient assistive livings technologies and applications for healthcare or socially active 
companion systems have been increasing rapidly due to the demand caused by the aging population 
and increase in the number of people having difficulties in daily life [1–10]. For example, in recent 
years, clinics and hospitals in service and medical industry have been encountering difficulties with 
increasing workloads, which can prevent the service efficiency and quality to the people in demand 
with health problems or disabilities such as elderly and motor function impaired persons (MIPs) [9, 
11–13]. Therefore, assistive technologies have been becoming important topic for daily life or 
healthcare support. 
At-home healthcare applications cover a wide range of topics regarding physiological 
measurements or bio-monitoring applications [9, 14–21]. Bio-monitoring research in at-home health 
care emerged from the demand on improving the Quality of Life (QoL) of the people, such as to 
measure the vital signs, health check through the measurements, to identify abnormalities from long-
term at-home observation, monitoring for rehabilitation assistance, and etc [9, 14–21]. At-home bio-
monitoring systems have become an important solution in the medical field as an assistive 
technology for the people who have difficulties leaving their houses, such as elderly people or motor-
function impaired persons (MIPs). Benefits of these systems include more convenient and 
comfortable way of healthcare for patients and a reduction in the workload of the therapists [9, 11–
13]. 
In this research, our concern is mostly focused on the observation and analysis of motor function 
related daily activities of the people in need such as detection of the walking activity of the elderly 
and motor-function impaired people. For this reason, tracking the subject and detection of daily 
activities are crucial tasks to be performed. The system should record data of continuous walking 
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patterns for further analysis by the experts or computer aided diagnosis systems. Therefore, in this 
study, we put our primary concern on detection and tracking of subjects, and recognition of their 
daily activities at-home with a mobile robot as an assistive technology to support the people with 
motor function impairment (see Figure 1). 
 
Figure 1  At-home bio-monitoring mobile robot based healthcare support 
Table 1  Comparison of methods for at-home observation 
 Wearable 
Devices 
Smart House 
Structure 
Mobile Robot 
Applications 
Cost Low High Moderate 
Complexity Low High High 
Maintenance Difficulty Low High Moderate 
Usability Low High High 
Observation Flexibility Low Moderate High 
Observation Capability Low High High 
 
Various approaches have been proposed for daily observation to provide information on the 
activities performed by the subjects during their daily lives [22–34]. These approaches can be 
categorized as: i) wearable sensors, including a wide range of different sensors such as 
accelerometers, ii) smart house systems that can enable high-tech and variety of solutions by taking 
advantage of multiple vision devices attached to certain fixed sites in a house, and iii) .mobile robot 
approaches, which is mostly used in companion robot applications, elderly support, elderly care, and 
so on.  
The comparison of these applications from various aspects is given in Table 1 [11]. Wearable 
systems has the advantage of providing cheap and accurate solutions on data recording for the 
HOSPITAL
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detection and analysis of the indoor or outdoor activities of the subjects. Also, having less complexity 
considering the usage and maintenance compared to smart house or mobile robot systems, makes 
them good candidate for the consumers with lower budget or less functional requirements from the 
observation level. However, wearable sensors have a main disadvantage, which is the attention 
required by the users during daily activities. Also, subjects can be bothered by the fact that they have 
to wear many sensors all the day while trying to be careful to avoid damaging the sensors during 
doing daily living things such as sitting, eating, sleeping, etc. Moreover, subjects may have to put on 
and off the sensors many times due to some specific cases such as entering bath or charge the 
batteries of the sensors.  
On the other hand, smart-houses free users from having wearable sensor, and can provide 
many advantages for indoor observation tasks; for example, subjects, their vital signs [20], and their 
activities can be observed by using various sensors attached to the rooms such as motion tracking 
systems, CMOS/CCD cameras, color and infra-red cameras such as Kinect, and etc. [13, 18, 29, 34–
41]. For instance, Tamura et al. [20] created a smart house by placing Electrocardiogram (ECG) 
sensor to variety of places in indoor environment such as bed, toilet or bathroom, without using body 
surface electrodes. So, subjects’ automated ECG signals were able to be recorded and analyzed in 
these pre-defined places. However, although smart house systems can provide reliable observation 
capabilities during the daily activities performed by the subjects, these systems also have some 
disadvantages. For instance, smart house systems have high cost and complexity, which makes set 
up and maintenance difficult, due to various sensors required. Moreover, despite the large number 
of sensory devices, it is still possible to have blind spots in indoor environments that can prevent the 
monitoring. 
Other than the wearable sensors and smart house structures, as stated in our previous works [9, 
11–13, 42], mobile robotics is one of the candidates to at-home health care research by providing 
flexible observation approaches [43]. Despite the fact that a mobile robot platform has more 
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complexity for enabling indoor daily observation tasks, a mobile robot based at-home monitoring 
solution can have several advantages [43]: i) it is a cheaper smart system than smart-houses, ii) it 
could make full use of the capability of sensors, since the sensors could be brought to a position and 
an angle optimal or sub-optimal to observation, iii) it avoids the multiple vision modules by using a 
mobile monitoring system, and iv) it prevents the need of the subjects for wearing any sensor [9, 11–
13, 42] compared to wearable sensor applications. These advantages make the mobile robot a good 
candidate for assistive technologies.  
On the other hand, having various advantages is not enough to verify mobile robot based 
applications for at-home monitoring. It is also important that people in demand of these services 
should be satisfied and comfortable with having a robot at-home. As stated in our review part of the 
work in [43], to able to see the responses of people for the possibility of using mobile robots, Cesta 
et al. [1] in their Robocare project made a preliminary experiment about the way that people evaluate 
the use of a robot at home for different purposes such as surveillance, service or companion tasks [1, 
2]. In most cases, the robot and subjects had some interactions considering the tasks for each scenario 
[1] such as accepting voice commands from subjects, serving, and etc. In these experiments, with 40 
elderly as subjects, activities that are usual to occur during the daily living were investigated [1]. 
After making a questionnaire to the experiment subjects, they gave a positive response [1], and 
supported the idea of having mobile robotics applications for at-home assistive tasks. 
Therefore, having these motivations and background, in this work, we aimed to improve our 
previous existing work, and to contribute novel algorithms to at-home bio-monitoring mobile robot 
research for elderly and motor function impaired persons (MIPs) support from various perspectives. 
In the following section, Section 1.2, requirements of an at-home bio-monitoring mobile robot 
systems, based on these requirements, and the problems of the existing model are stated. Then, 
purpose of the study as defining the improvements on previous system and contribution regarding 
the novelty of this work is stated in Section 1.3.  
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1.2 Previously developed system and problems to be improved 
In this section, the problems of the previously developed systems were stated as given in [43, 44]. 
By the inspiration through the stated motivations in previous section, in our previous research [9, 
11–13, 42], an at-home bio-monitoring mobile robot project to improve the quality of life of motor 
function impaired persons (MIPs) was presented [43]. The main tasks studied for the mobile robot 
was observation of the subject by recognizing some specific activities [9, 13, 42] and providing 
analysis of walking pattern [11, 12] if the lower limb joint trajectories were traceable.  
To achieve a mobile platform for at-home bio-monitoring tasks, there are several modules that 
have to be developed. Figure 2 [43] presents the scheme of the required modules for an at-home bio 
monitoring mobile platform. 
 
Figure 2  Required modules for an at-home bio-monitoring mobile robot for elderly or MIPs 
Among these modules, in our laboratory, previous researches [9, 11–13, 42] were mostly based 
on walking activity analysis [9, 11, 12], activity recognition [11, 13, 42], and robot behavior with 
reactive control via vision feedback [9, 11, 13, 42].  
Regarding the walking analysis, lower limb joint trajectories were recorded and analyzed, 
especially for the relation during motion between human joint points [11, 12] and the difference 
between normal and impaired walking cases [9, 11]. As stated in [43], for the activity recognition, 
various approaches were tried with different features, such as from joint trajectories or human body, 
contour by using Hidden Markov Model (HMM) as the classification tool [9, 11, 13, 42]. The most 
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recent approach was utilized as analyzing the features extracted from human body contour [13]. The 
feature extraction from the body contour was achieved by extracting image based height width ratios 
from the several body parts of the binary images of subject tracking region [13]. And then, these 
height and width ratio features were used as input data for HMM model to classify the activity by 
observing the changes in the body structure [13]. By this way, several activities were classified 
especially the normal and impaired walking patterns along with static activities such as standing, 
sitting, bending, and so on [11, 13].  
However, the problem with the features used in [9, 13, 42] is that these features are not robust 
enough to handle partial occlusion of the lower limb part of the body. In most of the case, lower limb 
part of the body may be the only hint from these features to differentiate standing from walking 
patterns during the activity recognition process. Also, this algorithm requires specific training 
models for each subject separately, so it is hard to obtain good activity detection results in specific 
situations, especially for dynamic activities such as walking, for several subjects by using only one 
trained model. 
In addition, one of the main disadvantage of the existing system was the use of Kinect SDK 
[45] for subject detection and tracking. Since it was, first, developed for the gaming by placing 
Kinect to a stable condition, Kinect SDK [45] for subject detection and tracking was not robust 
enough to the disturbances from the robot motion by leading false detections or tracking errors during 
subject tracking with the mobile robot. Especially, the subject tracking was affected a lot if the robot 
motion was causing high vibration to the Kinect mounted on the robot platform. Basically, detection 
and tracking applications for the mobile robot have not been tried or implemented in previous system 
of our laboratory. Therefore, a better approach is a crucial requirement for detection and tracking in 
at-home bio-monitoring mobile robot system to create a more robust models on vision based tasks. 
Moreover, regarding the existing previous system [9, 11, 13], one other problem was about the 
robot behavior or robot control during subject tracking, which was implemented by utilizing reactive 
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control approach with vision feed-back features locally observed obstacle positions and tracked 
subject position. However, without having a global reference of robot and subject position, it is very 
difficult to implement a robust mobile tracking system. And, it is easy to get stuck by the robot, or 
the robot can easily lose the track of subject without having a global reference of itself and the subject. 
On the other hand, by having the knowledge of global position regarding the robot and subject, it is 
possible to have different options for the movement of the robot using path planning algorithms. 
Hence, it is also very important to prove the previous system by proving global position information 
for the robot and subject. 
1.3 Purpose of the study 
Considering the stated problems of the previously developed system, several modules analyzed for 
the purposes of improving or developing new novel algorithms to create a more robust structure to 
achieve a better at-home bio-monitoring mobile robot system. Therefore, the highlighted modules in 
Figure 3 [44] were investigated more, where the improvements and contributions were expressed in 
the following sections; Section 1.3.1 and 1.3.2 respectively. 
 
Figure 3  Required modules of the at-home bio-monitoring mobile robot with the highlighted modules to be 
investigated to improve existing system or develop new algorithms 
1.3.1 Improvements on previous structure and contribution of this study 
Due to the problems stated in the previous version of our mobile robot system [9, 11, 13, 42] several 
improvements and experimental analysis have been done for the robot behavior and subject tracking 
[43, 44, 46, 47].  
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As demonstrated in our work [43], regarding the robot behavior, to handle the difficulties caused 
due to not having any global reference or knowledge of environment, reactive control approach was 
removed from the system despite being an easy and fast way to implement robot motion behaviors. 
Because it is not flexible enough. Therefore, Robot Operating System (ROS) [48], which includes 
many helpful software libraries and tools to develop robotic applications [49], is selected to handle 
robot behavior autonomously. ROS [48] is integrated to our mobile robot platform since many works 
proved its reliability and performance in real-time applications [50–57]. 
In this work, the main reasons of using ROS to improve the system are advantages due to the 
global mapping and localization functionalities [48, 57–61] (Figure 4 [49]). These functions of ROS 
provides flexibility to autonomous behavior of the robot and increases the performance of the robot 
motion during subject tracking. By this way, it enables us to focus more on developing robust vision 
tasks, which are crucial in the mobile robot based at-home bio-monitoring system, such as activity 
recognition, detection, and tracking. 
 
 
Figure 4  Example on Pi-robot and ROS integration for mapping and localization [49] 
With the improvement provided by ROS on the robot motion control, global mapping, and 
global localization, several contributions on activity recognition, visual subject detection and 
tracking have been done to the previous system that are defined in the following sections. 
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1.3.2 Contributions of this work 
The problems of state of the art research and requirements of the current work can be outlined as 
follows: 
 Robust detection, tracking and behavior analysis under changing environment conditions: 
Many visual tracking and activity recognition algorithms do not consider neither the night 
conditions with low illumination or dark room conditions nor the contextual data of scene 
such as location, room, and etc. In addition, these models generally process all the data with 
redundancy. However, as a common knowledge, human visual system can adopt difficult 
situations by the help of visual attention mechanism by pointing out significant regions on 
the scene and decreasing redundancy. To handle these problems, robust visual detection and 
tracking models are required. Therefore, to improve activity analysis while tracking the 
subject for bio-monitoring, we investigated visual attention computational models and their 
integration to vision tasks in at-home bio-monitoring mobile robot platform for improved 
and robust observation, where these contributions are compiled from the works [43, 46] as 
main articles of the works for my Ph.D. and [62] as the supporting proceeding for the thesis.. 
 Visual attention models (saliency maps) for real time bio-monitoring mobile robot: Current 
state-of-the-art models including our works until now mostly focused on 2D visual attention 
computational models either for bottom-up or top-down approach.  However, color and 
depth based improved saliency maps can be proposed for tracking applications [46, 62]. 
Moreover, it is possible to create a 3D spaced based saliency map that combines color data 
as low-level features and robot environment memory based on the occupied region in the 
global map, where these contributions are compiled from our journals [44, 47] as main 
articles of the theis. By this way, bio-monitoring system can be improved for tasks; detection, 
tracking, and activity recognition of the subject of interest. 
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 Person specific human activity and motion analysis: Our research until now, only focused 
on detecting impaired walking and healthy walking situation considering the motor function 
impaired persons (MIPs); however, at-home bio-monitoring should be extended to a larger 
scale by including elderly support too. So, we should able to detect walking activity for 
various types of walking pattern without performance problem to able to record data for 
further analysis by the experts or computer aided diagnosis tools if necessary. Therefore, a 
robust, fast and person-specific activity recognition model is required to support observation 
task of at-home bio-monitoring mobile robot, where this propose model is explained from 
the article [43] as one of the main publications of my thesis. 
Therefore, in this work, the aim is to develop a visual attention based at-home bio-monitoring 
autonomous mobile robot that can recognize activities (especially walking and falling) while 
tracking the subject robustly by the mobile robot to improve the quality of life (QoL) of the people 
in need such as elderly for daily support or motor function impaired people during their rehabilitation 
process. For this aim, several contributions were done during my Ph.D. works [43, 44, 46, 47, 62]the 
as contributions of the thesis demonstrated in the following sections. 
1.4 Contents 
The thesis is structured with the contents as follows: 
i. Introductory information is given in this section, Section 1, by demonstrating the motivation 
of the research, state of the research until this work with the problems, improvements applied, 
and contributions proposed for the at-home bio-monitoring mobile robot. 
ii. In Section 2, existing state-of-the-art approaches is summarized related to visual attention, 
detection, and tracking as the main concepts in this thesis. 
iii. Robotic platform and its current state considering hardware and software tools are expressed 
in Section 3. 
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iv. In Section 4, visual tracking performance is integrated and analyzed with ROS based robot 
motion for subject observation in indoor environment, in which constraints and possible 
improvements on robot based tracking were investigated due to changing illumination and 
environmental conditions.  
v. In Section 5, visual attention computational model (saliency model) is proposed, and color 
space analysis is done to propose a color and depth image based tracking model which 
benefits saliency maps to demonstrate that visual attention can benefit to vision task in bio-
monitoring mobile robot application. 
vi. In Section 6, a space based spatial attention model is proposed to detect and track novelty in 
the scene as aiming to detect the subject in known environment for the situations where the 
color information is not reliable. This algorithm presents robot based saliency model and its 
application to mobile robot based subject detection and tracking for at-home bio-monitoring.  
vii. In Section 7, localization assisted activity recognition algorithm is demonstrated and 
experimented for various walking patterns with the improved robot behavior. 
viii. Findings of the proposed algorithms and experimental results discussed in Section 8. 
ix. Concluding remarks and possible extension as the future works are given Section 9. 
  
 12 
 
2 Background and Related Works 
As stated in previous section, the main core of this research is the vision based tasks and their 
improvements regarding the robot based tracking and activity recognition supported by the visual 
detection and tracking model. To be able to achieve this, visual attention computational models are 
investigated and integrated to this research. Therefore, in this section, a brief explanation of visual 
attention is given to introduce the idea of the visual attention concept since many works investigated 
and explained it in detail. Then, a literature review is done on detection and tracking models 
considering both conventional and visual attention based approaches, where some disadvantages of 
the current existing state of the arts model were stated, in which this section is compiled from the 
review of our work [44] as one of the main contributed works of this thesis. 
2.1 Visual attention and computational models 
Human visual system (HVS) takes advantage of the visual attention mechanism to extract significant 
information on the scenes and to enable focus of attention on the regions that pop-out significantly 
compared to their surroundings on the scene [63–70]. The information on the perceived scene is too 
much so visual attention mechanism prevent redundancy by selecting important features for higher 
level vision tasks during visual search [63–70].  
Zhang and Lin [63] derived some realities of the visual attention mechanism such as [63]: i) 
experimental studies [63, 66–68] proves that visual attention certainly exist as a mechanism of 
human visual system, ii) human visual system can only perceive one target at a time while paying 
attention to a small region of the perceived visual field, iii) human eyes shifts their attention to 
different objects on a complex scene based on the objects significance with respect to remaining 
scene, and  the amount of attended objects depend on the scene condition such as static or dynamic 
scene will have different responses, and iv) attention will change among the task-dependent or task-
independent situations since priori knowledge or conditions will affect visual processing. These 
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stated facts demonstrate the importance and necessity of selective visual attention process in daily 
life for human perception and human to real world interactions. 
There are bottom-up and top-down visual attention mechanisms to aid the selective attention 
process of the visual attention (VA) mechanism on HVS [64, 65, 67, 71]. Bottom-up VA mechanism 
is a fast process, which is task independent and generally based on low-level features, such as 
intensity, color, orientation, size, depth, etc.[63–66, 71–73]. On the other hand, top-down approach 
is relatively slower and task-dependent mechanism with prior knowledge that may require both low-
level and high-level features[65, 71, 72]. These attentive regions can benefit to fast scene analysis 
on computer vision applications, such as detection of proto-objects [74–76] or segmentation [77–
79], so several computational models have been developed for bottom-up [72–74, 78, 80–84] and 
top-down [85–93] approaches since the first proposed bottom-up computational model of Itti et al. 
[73]. 
In the work [73], the first visual attention computational model is proposed by fusing salient 
information from intensity, color and orientation features, and the output image is called saliency 
map referring to the image output that shows attentive regions on the scene. Regarding the intensity 
and color features, they stated that the salient regions could be obtained by the center-surround 
differences of Gaussian pyramids as band-pass regions in multi-scale analysis [73]. This biologically 
plausible model has become inspiration for several studies of the saliency computational models in 
spatial or transform domains [64, 65, 72, 74, 78, 80, 81], where spatial domain models also take 
advantage of center-surround differences or contrast for the salient region detection. As it can be 
seen in Figure 5 that, it can lead information by removing redundancy especially for images with 
less complexity. For complex scenes, bottom up approaches may not yield very good saliency results 
but it can still demonstrate some significant pixels to be checked on the scene in high level visual 
tasks. 
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Figure 5  (a) Sample images, and b) respective saliency outputs obtained by the bottom up saliency model of 
[73] 
For complex scenes and task specific cases, top-down [85–93]  saliency models were proposed 
by learning the features from the images to create saliency maps by expressing the task dependent 
attentive points. For example, Yang et al. [39] proposed learning based model by using image 
features from a set of training data of the region of interest, then using the trained model, top down 
saliency maps were created for specific objects such as bicycle, car and person. This model [86] can 
detect human regions roughly (Figure 6), which is better than the bottom up approaches most of the 
cases with certain images including person or object of interest. 
As it can be seen that, both bottom-up and top-down approaches can be beneficial to at-home 
bio-monitoring mobile robot project by pointing out significant regions or decreasing redundancy 
during vision tasks. Therefore, in the following parts of this chapter, we investigated detection and 
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tracking algorithms that can be integrated with or achieved by saliency models to support proposed 
activity recognition and robot tracking. By this way, a robust observation can be obtained by the 
mobile robot to support daily life of elderly or motor function impaired persons. 
 
Figure 6  a) sample color image with person b) top-down saliency map output based on the [86] 
2.2 Detection and tracking algorithms 
In order to achieve robust observation of human subjects at home, it is very critical to achieve 
effective visual search for the robot with subject detection and tracking tasks. The main challenges 
in such daily monitoring application, thus in visual search, are that the robot should detect and track 
the subject successfully in several severe conditions, such as: i) low quality data with distortion or 
noise, ii) pose or shape invariance regarding the subject states, iii) partial occlusion, iv) highly 
changing illumination conditions, and etc. Regarding the detection and tracking, many algorithms 
have been developed to handle these problems. In this section, a literature review is done to 
demonstrate these algorithms from various perspectives. 
2.2.1 Color image based detection and tracking studies 
Regarding the detection and tracking, many algorithms have been developed using color image 
sensors to handle these problems [94–97]. There are several ways to utilize detection algorithms; 
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using interest point detectors, segmentation models, background and/or foreground modeling, and 
using supervised classifiers with extracted features from the images[96]. For example, Gupta et al. 
[98] took advantage of SURF [99] descriptors, inspired by SIFT [100] method, for matching features 
from a reference subject for detection and tracking of person by a mobile robot. However, SIFT, 
SURF, or similar interest point based algorithms on color camera images depend on texture details, 
enough image resolution, and scene quality[101]. Therefore, these models are sensitive to the high 
illumination changes, low texture details, and low resolution images [101]. Nguyen et al. [102] 
proposed a method to use interest points to find the search points for the objects (e.g. human), then 
using their proposed texture descriptor non-redundant local binary patterns for matching by a 
Bayesian approach to find the likelihood [102]. But, it still has the disadvantages of interest point 
detectors, and it utilizes window scanning on the image with several scales and positions, which can 
be time consuming for real-time applications.  
Kalal et. al. [103] proposed dynamical Tracking-Learning-Detection (TLD) system that uses 
the intensity values of the image patches. While tracking the object, TLD updates the object model 
that consists of similarity based features generated by patch based normalized cross correlations from 
positive and negative matching samples [19]. Even though TLD has good results especially under 
high illumination changes and occlusion, the main disadvantage of the TLD is stated as it does not 
have invariance on out of plane rotation [19], which can be problem for mobile robot based in-door 
detection and tracking approach.  
Color histogram information can also be utilized to detect and track the region of interests on 
images. Nummiaro et al. [104] presented an Adaptive Color Particle Filter Tracker (ACPF). Color 
histograms were used for the representation of reference object and the particles distributed along 
the image coordinate plane [104]. By using color histograms as object model, ACPF enables 
invariance to rotation and out of plane rotations up to some scale as long as color similarity is 
preserved [104]. However, high illumination changes can be problem for color similarity for ACPF, 
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and one other difficulty of particle filter approaches is to define the motion model of particles for 
their next state estimation. Because there is high uncertainty on the motion of both subject to be 
tracked and robot whose motion depends on the subject position and walking direction.  
Ning et al. [105] proposed the Scale and Orientation Adaptive Mean Shift Tracking (SOAMST) 
algorithm, which also offers invariance to rotations and scale, and it also updates search region for 
each frame. Moreover, it can accomplish tracking even under low resolution and low quality image 
conditions so it can be a good candidate for indoor real-time robot based subject tracking applications 
[105]. On the other hand, it also has problems with high illumination changes, and the tracking may 
fail if the background region has similar representation to reference frame.  
In sum, there are many powerful tracking algorithms using color images as expressed work or 
more in literature [88, 98, 101–107]. However, in general, for at-home daily observation, they can 
be easily affected by the image data or environmental conditions such as low resolution image, low 
texture quality of the image, and high illumination changes, subject pose or gait differences, and etc. 
Therefore, there are also applications to incorporate color image data with other sensory information 
for detection and tracking applications. 
2.2.2 Multi-sensor approaches for detection and tracking 
With the advancement of sensor devices in imaging technologies and new algorithms in computer 
vision applications, different sensory type representations of the scene can be provided such as depth 
or disparity images, 3D point clouds, thermal images, and so on [95, 108–114]. Many studies proved 
that integration of the various scene representations to color image based applications can greatly 
improve the results of detection and tracking algorithms by overcoming the problems of color only 
scene data [108–114].  
For instance, Talha and Stolkin [108] proposed an adaptive system that utilize particle filter 
based subject tracking by fusing thermal and visible spectra camera. In [108], particle weights 
calculated from Bhattacharyya similarity measurements of particles from their respective thermal 
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and color image data by taking the foreground and background information into account. Using 
thermal cameras along with color images, it is possible detect and track human subjects accurately; 
however, thermal camera systems generally has low resolution field of vision, and high-quality and 
high-resolution thermal imaging solutions are too expensive to be considered in at-home bio-
monitoring robot projects. 
On the other hand, range sensor applications for range imaging and 3D point cloud 
representations, are more appropriate choices considering the cost and performance. Therefore, 
applications have been developed for detection and tracking by using color and depth data integration 
[111–114]. For example, Garcia et al. [111] proposed particle filter model by representing the 
particle states with 3D world coordinates and particle features with depth gradients and polar 
representation of color averages from HSV color space Cartesian definition[111].  
Using 3D real world coordinated can create a stable tracking performance as in [111] but it 
cannot find the novelties such as subjects on the scene to be tracked without initial selection, which 
is critical for autonomous mobile robot based monitoring tasks. Robustness to high illumination 
variations are not stated in [111]. And also, particle distribution without prior knowledge of the 
environment is a redundancy on feature analysis and tracking process.  
It is also possible to detect and track specific objects by using prior knowledge from disparity 
and depth images of the region of interest. In the study of [112], detection and tracking algorithm is 
proposed using stereo vision mounted on a mobile robot by using the head and shoulder shape 
information such height and width ratio from disparity [112]. The limitation of this approach is that 
the human head and should be visible. So occlusion of the head and shoulder, which can be a 
common situation during at-home daily activities, may result in failure in the detection of the novelty 
on the scene. Also, disparity images from color cameras may not be reliable low-light conditions or 
high illumination variations during daily observation. 
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On the other hand, infra-red based range sensor applications (i.e. Kinect sensors or Lidar) [113, 
114] can be more reliable for all day observation since they are not affected by the light conditions 
in the environment. Based on the range sensor data (Lidar or Kinect), Kocamaz and Porikli [113], 
first, try to eliminate irrelevant regions on the scene that do not fit to the human shape definition by 
using the maximum possible radius of a human as a prior information [113]. Then, after elimination 
of background, HOG features extracted for the candidate regions to check if the region represents 
the human by employing SVM classifier [113]. 
HOG features can handle illumination variation up to some scale but it is still problem if the 
reference and candidate representations differs too much due to the high light condition differences 
such as day and night observation tasks. Moreover, it is stated that algorithm can handle detection of 
humans even if only the upper torso and head are visible [113]; however, the reverse scenario is not 
defined in which lower limb body detection and tracking is very crucial in at-home monitoring tasks.  
In addition, Liu et al. [114] make use of 3D point cloud data obtained from Kinect to find the 
possible candidate points by selecting points with local height maxima compared to their 
surroundings [114]. Then, for learning the human appearance model, color-height joint histogram 
features are extracted from various height and human head appearance (front, back, and etc.) [114]. 
As in the work [113], Liu et al. [114] also takes advantage of SVM as a classifier to detect human 
from the extracted RGB-D features. Then, human body appearance model is used to track the human 
detected on the scene [114].  
In sum, depth or 3D data fusion with color based features can greatly improve the detection and 
tracking performance of the system considering the illumination changes and object representation. 
However, most of the models requires large amount of training data depending on the detection task 
with supervised approaches. In addition, due to searching and checking all the interest points on the 
image, these models generally have redundancy. Especially for detection cases, all the images goes 
under high-level feature extraction, feature matching, or feature classification procedure, which is 
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redundant and time consuming task on the visual search. Even though there are models to eliminate 
the redundant information as in [113] and [114], they lack of using the knowledge on the 
environment, which can greatly deal with the redundancy especially for the indoor applications 
regarding the at-home monitoring for daily support. 
2.2.3 Saliency features based detection and tracking 
As stated before, Visual Attention (VA) is an important mechanism of Human Visual System (HVS) 
by avoiding redundant data on the scene and popping out the significant information on the scene 
for the benefit of selective attention process [63, 65, 72]. VA mechanism can benefit scene analysis 
and visual search by using low-level features for task independent situations or prior information 
with decision making process if there is task or knowledge dependency during the visual search [63, 
65, 72].  
Many computational models have been developed to mimic VA for the benefit of computer 
vision applications such as segmentation, detection, image retargeting, video coding, and etc [64, 77, 
78, 115]. However, most of the saliency models are based on the 2D color images [64, 77, 78, 115]. 
And, there are few applications to create saliency maps for specific detection and tracking 
approaches [86, 88, 91, 116–119]. Liu et al. [88] introduced the local, regional and global saliency 
features with spatial relation to neighboring pixels from color cues to represent the objects [88]. Then, 
conditional random field approach is utilized to learning and testing the features for calculating the 
likelihood regions as key objects [88]. Zhang et al. [118] proposed a context aware saliency model 
for the key object discovery and tracking application by introducing spectral affinity to saliency 
computation and saliency based particle filter tracking [118]. Yang et al. [86] proposed a more task 
specific approach to create saliency maps for specific objects such as bicycle, car and person by 
outperforming the similar task specific saliency models of [91] and [119].  
However, even though some good detection and tracking algorithms demonstrated by saliency 
integration, some of the models do not prevent redundancy; on the contrary, most of them process 
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all possible features on the color images for object detection with high computational cost. And, the 
images do not consider illumination changes on the detection result since the datasets generally 
consist of still images with stable lighting and quality. In sum, color image based saliency approaches 
for detection and tracking are lack of bio-inspired idea from the perspective of redundancy; moreover, 
their robustness are not enough for real time applications for daily observation in changing 
environmental conditions. 
On the other hand, several approaches combined the 3D data integration to color based models 
for saliency computation [120–126]. As stated by Wang et al. [120], most of the 3D based models 
utilizes depth image from three perspectives [120]: i) depth weighting, ii) depth saliency, and iii) 
stereo vision models that compute and use disparity. Depth weighting models simply uses the depth 
values to update color based 2D saliency maps such that closer points have higher weights [120, 
121] or depth values are used to weight each corresponding pixels of color based 2D saliency maps 
[120, 122]. Depth saliency map approaches combines all the feature maps obtained by depth and 
color images, in which depth images can be processed based on orientation, distance, gradients, 
edges, height, size, shape, and etc. [120, 123]. Then, all depth and color based saliency feature maps 
can be pooled to result in a final saliency map [120, 123]. In the absence of depth sensors, stereo 
vision models as in [120, 121, 124] can be used to extract disparity images from stereo color images, 
then, these salient features from disparity images can be extracted to obtain saliency maps such as 
depth contrast or center surround differences, orientation saliency, and etc. [120, 124].  
All the studies stated until now, they were generally space based approaches by comparing one 
position to another based on 2D color images or depth images for 3D models. There are few studies 
to utilize space and object based attention models or 3D real world space by using all three XYZ 
dimensions to find attentional objects [125, 126]. For example, Garcia and Frintrop [126] proposed 
a model for attentional 3D Object Detection by using Kinect RGB-D scene, where they combine 
clustered 3D data and color image saliency to create a 3D object saliency map [126].  
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However, these approaches do not tell the exact novelty of the scene since they do not use spatial 
memory of the scene. So, attention regions or attentional objects found from these algorithms can 
both includes novelty or previously existing irrelevant part of the scene. And, the result still 
redundant to give valuable information such as what is new in the scene or what is most likely to be 
to object or subject of interest for a monitoring system ,which is crucial for surveillance of people 
living alone and in demand. Therefore, there is a need for a better approach for novelty detection to 
observe robustly in indoor environment. 
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3 System Architecture 
The improved system structure is given in Figure 7 [43], where all the components, hardware and 
software, of the system are presented based on our work [43] in Section 3. The hardware is composed 
of the robot platform and its components. The software part includes the ROS [48] and algorithms 
in Matlab® codes to perform a given task such as visual tracking, robot tracking, and activity 
recognition. 
 
Figure 7  System structure including hardware and software components 
3.1 System hardware 
The robot hardware (Figure 8 [43]) is assembled base on Pioneer P3-DX, equipped with a Laser 
Range Finder (LRF) and a Kinect sensor on a rotating platform (Figure 9 [43]). The LRF is used for 
mapping, localization and obstacle avoidance. The Kinect is used for subject detection and it is 
mounted on a rotating platform in order to extend the detection range so that the visual tracking can 
be achieved even if there is the difficulty for the robot to change the pose. 
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Figure 8  Mobile robot platform used for this research  
 
 
Figure 9  Rotating table used for Kinect sensor 
3.2 System software 
The system uses ROS for robot behavior control and MATLAB® for an improved visual subject 
tracker, activity recognition, and robot command control.  
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3.2.1 ROS integration into the system 
ROS is used for mapping, localization, robot movement (to a point established by MATLAB®), and 
convert the local subject pose to the global subject pose. In detail, the ROS communicates with the 
robot using the ROSARIA package [127]. The communication purpose is to have control of the robot 
and receive odometry data. To control the robot, MATLAB® sends three types of commands: 
rotating with an angle, go to a goal, and stop (shown as robot destination task in Figure 7). And, the 
communication between ROS system and MATLAB® (achieved by using Matlab engine). 
 
Figure 10  ROS localization and path planning on the global map with occupancy grids [43] 
As for the control of the robot movement that allows sending the robot to a specific point, a 
navigation system is implemented in ROS. First, we manually control the robot to explore the 
surrounding environment and use Gmapping package [58, 128, 129] to map the environment by 
combining the information of LRF and odometry (see Figure 10 [43]). From this point, ROS 
navigation stack including localization, cost-map, global path planner and local planer, is used for 
autonomous robot motion planning. Adaptive Monte Carlo localization approach (AMCL) [60] is 
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used to locate the current pose of robot, based on the map built by Gmapping. The costmap [130] is 
an occupancy grid map, which keeps all the obstacle information, including the static map and 
dynamic updating information provided by robot sensors. The cost of each grid is related to the 
distance between the robot and an obstacle. For example, when the robot is closer, the cost is bigger. 
According to the current position of robot, the destination point is established by MATLAB® 
and the costmap, a Dijkstra’s algorithm based global path planner is implemented to plan a shortest 
feasible path. Trajectory Rollout [59, 61] and Dynamic Window approach (DWA) [59] are used to 
generate the velocity commands that are sent to the robot, in order to follow the path generated by 
global path planning until the robot arrives to the destination or it is stopped by Matlab command. 
Since the cost-map contain the obstacle information, the global path planner and local planer can 
avoid the obstacles automatically (see Figure 10 [43]).  
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4 Experiments on Robot Based Subject Tracking 
In order to push forward the system towards its real application, in this chapter, we tested the 
robustness of the robot system with several major environment changes, control parameter changes, 
and subject variation, which include change of illumination and room layout, speed of the robot and 
the inflation radius of the obstacle definition, moving paths, and different behavior patterns [43]. 
First, an improved color tracker were analyzed to find out the limitations and constraints of the visual 
tracking considering the suitable illumination values and tracking distance intervals for robot based 
subject tracking, where we tried to identify the interaction between light conditions and distance for 
a better visual subject tracking response [43]. These contributions are explained in this section, where 
the content of the Section 4 is compiled from our work [43]. 
By defining the constraints of visual tracking, it was possible to adjust robot control 
parameters to achieve more robust subject tracking. Regarding the subject safety and continuous 
robot based subject tracking, various control parameters were tested on different layouts in a room 
[43]. Finally, the main objective of the system is to find out the walking activities to be recorded for 
further analysis. However, we found that different walking patterns and illumination change would 
cause unstable performance of the system.  
To deal with the different walking patterns such as elderly, impaired or normal walking, 
instead of the conventional image feature based classifications, we proposed a fast, simple and person 
specific new activity recognition model [43] by making full use of localization information, which 
is robust to partial occlusion, especially, the occlusion of the lower limb part of the body. The 
proposed activity recognition algorithm [43] was explained in Section 7 later, which was tested on 
different walking patterns with different subjects, and the results showed high recognition accuracy. 
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4.1 Aims and contribution 
Despite several stated improvements on our robot structure, the main contribution of this section is 
summarized in the following points [43]: 
i. To be able to achieve a robust robot tracking and activity recognition, visual tracking should 
be satisfactory enough to find subject on the scene in changing environmental conditions. 
For example, different light conditions, also related to the robot to subject distance in visual 
tracking, can affect the color information that can lead to possible false tracking. So, we 
have researched about how illumination changes affect the visual tracking, which is crucial 
in daily at-home bio-monitoring.  
By visual tracking analysis with different illumination conditions, it is possible to 
determine which lux (quantitative measurement of the light conditions) values provide better 
or worse tracking results. Then, robot tracking can be improved with the consideration of 
these constraints, and also, as a future work, the robot would be able to switch between depth 
based and color based tracking to increase the visual tracking performance. 
ii. There are many works with the analysis of navigation and path planning for mobile robot, 
and how the environmental layout affects the behavior during navigation [53, 55, 57] without 
the consideration of continuous subject tracking. But there are not studies focused on 
analyzing the robot motion related parameters for robot based subject tracking regarding the 
visual tracking constraints such as illumination and distance, environmental settings, 
smoothness of the tracking path of the robot, and subject safety. Therefore, in this section, 
several experiments were done to analyze and find the suitable parameters for our indoor 
bio-monitoring robot task. 
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4.2 Visual tracking performances and effect of illumination 
conditions 
Obviously, it is crucial factor for the monitoring and activity recognition process to have good robot 
motion and robust visual tracking performance. Therefore, initially, this work is also focused on two 
other aspects [43]: 
i. visual tracking limitations when there are different illumination condition on the tracked 
subject and because of the distance between robot and subject, which can affect the feature 
extraction in visual tracking model described in previous section 
ii. Then, the experiment and analysis of robot behavior with the given environmental conditions 
including the visual tracking constraints. Finally, after the system tests improvements on 
robot tracking, the proposed activity recognition is tested on various walking pattern to check 
its robustness to subject and pattern variations. 
4.2.1 Visual tracking method used in illumination experiments 
The visual tracking algorithm is implemented on MATLAB® by using the scale and orientation 
adaptive mean shift tracking (SOAMST) algorithm [105]. We made improvement by integrating 
Kinect depth image support to increase the importance of weights based on the depth likelihood as 
proposed in Section 5.2. In addition, saliency map integration is also possible by updating the weights 
as in Section 5.2 but in this case, we omitted using saliency for real-time processing performance 
since one of the aim of this analysis is to find the constraint of visual tracking with mobile robot. 
The details of the SOAMST color region tracker can be find in [105], and depth and saliency 
improvement details can be implemented similar to the [105, 131]. 
Depth improved SOAMST, explained as follows [105, 131]: 
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Figure 11  Manually selected region for target color model [43] 
a) Initial target model is calculated by manually selecting the region of interest (Figure 11 [43]) 
on the subject based on normalized color histogram from R, G, B color channels with 16 bin 
quantization, and initial target position (y0) is decided by the target model. 
b) based on the initial target position, initialize the target depth or distance to the robot from 
depth data D as: 
tempDepth = D(y_0-5:y_0+5,x_0-5:x_0+5); 
d0= round(median(double(tempDepth(:)))); 
c) set iteration number, k, to 0 
d) or the current depth map, based on the previous target position, y0, find the depth likelihood 
map (Figure 12 [43]) as in (1), in which reference target region point will have the highest 
likelihood to the points at current frame with similar depth 
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where Py is the depth likelihood map calculated by the depth map Dy based on the depth 
values at point y, d0 is the target depth value at previous frame. 
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Figure 12  Depth likelihood map obtained by the given target position 
e) for the current data based on the previous target position, y0, find the target candidate model. 
f) calculate the weights of each pixel in the target candidate region as:  
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where di is the depth likelihood value obtained from Py, qu and pu(y0) are the reference target 
model and target candidate model of the search region 
g) Then, new target position can be calculated as:  
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(3) 
where y1 is the new matched point for the subject position obtained by comparing the initial 
target model and current frames candidate model, xi is the points in the search region, and wi 
is the weights at xi. 
h) these operations continue until matching point converges to a value as in (4) 
 32 
 
1 0
0 1
|| 15
1;
d y y
y y
if d k
goto step i
else
k k
goto step e

  

  
 
 (4) 
i) After the new tracking point is found, the height, width, and orientation of the target 
candidate model can be calculated by singular value decomposition of the covariance matrix 
obtained by the second order moment features as below: 
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where [u11 u21]
T and [u12 u22]
T can yield the orientation of the tracked region, a2 and b2 are  
the scaled eigen values of Cov in (5), which can represent the height and width of the tracked 
ellipsoid region. 
j) Then, next step is to find next search region for the next frame visual tracking processing as: 
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where the points x that provides the conditions in (8) can be in the next search region. Δd is 
the change for the search region in the next frame. 
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4.2.2 Experiments on visual tracking and effect of light conditions 
4.2.2.1 Depth improved visual tracking experiments 
First of all, we have tested the SOAMST [105] and depth improved SOAMST tracking model 
proposed in Section 4.2.1 previously. The experiments were done by using the recorded data 
described in Table 2 that includes 6000 frames with various walking patterns and color 
representations from different subjects. 
Table 2  Experimental data content 
Subjects Walking Case Abbreviation # of frames 
Subject1 
Impaired Walking IW 1000 
Elderly Walking EW 1000 
Normal Walking NW 1000 
Subject2 
Impaired Walking IW 1000 
Elderly Walking EW 1000 
Normal Walking NW 1000 
Total # of frames 6000 
 
In this study, the same subjects were required to test the elderly, impaired and normal 
walking patterns to see how the walking patterns from the same subject differ during tracking and 
activity recognition tasks. Therefore, each subject participated in experiments to record data in the 
elderly, impaired and normal walking situations. Normal walking experiments were done with self-
paced walking speed, without any limitations (Figure 13(a) [43]). On the other hand, the elderly 
walking and impaired walking cases were simulated with a wearable simulation kit as shown in 
Figure 13 (b-c) [43]. The impaired walking kit (Figure 13 (b) [43]) was used on the right foot of two 
right footed subjects to cause impairment on the right lower limb. And, for the elderly walking, the 
kit causes walking difficulty due to tied joint in a way that neck and knees were constrained to cause 
difficulty on standing straight and making big moves as in normal walking. Therefore, the two 
simulating kits resulted in quite realistic walking patterns for both the elderly and impaired walking 
cases. 
And, experimental data recorded in Table 2 is prepared with stable light conditions by 
opening all light sources in the room to be able to see the improvement by the proposed depth 
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likelihood integration to SOAMST color region tracker while decreasing the effect of illumination 
changes. 
 
Figure 13  walking patterns used for each subject, a) normal walking, b) simulated impaired walking, and 
c) simulated elderly walking 
Table 3 gives the number of frames with correctly tracked subjects and false tracking for each 
recorded data. For the SOAMST, we have seen that good tracking performances can be obtained 
when the color of the subject representation has high contrast with the background condition. On the 
other hand, color region tracker is not robust enough when the foreground and background 
representations are similar to each other. Also, high illumination variations or shadows on the 
foreground region may result in false tracking cases with the SOAMST [105] algorithm. 
Table 3  Visual tracking results for two tested algorithms 
 
SOAMST [27] 
Depth Improved 
SOAMST 
 Type True False True False 
Subject1 
IW 774 226 1000 0 
EW 851 149 1000 0 
NW 899 101 1000 0 
Subject2 
IW 1000 0 1000 0 
EW 1000 0 1000 0 
NW 998 2 914 86 
Overall Results 5522 478 5914 86 
 Accuracy% 92.03 7.97 98.57 1.43 
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However, proposed depth integration improved the tracking accuracy a lot, in which tracking 
accomplished without any false tracking in five of the six cases of the dataset. For the proposed depth 
improved SOAMST, only one case yielded worse result than the color only SOAMST [105]. The 
reason of the failure can be due to the sudden depth changes on the scene, and also, depth likelihood 
and joint color representation on the background region can have more similarity to the reference 
color representation. Otherwise, in general, depth integration can help to improve the robustness of 
SOAMST under changing illumination conditions. 
In Figure 14 [43], images of the tracking results of SOAMST [105] and depth likelihood map 
based improved SOAMST models are given. It is obvious that depth data integration to weight 
updates improves the tracking results significantly while preventing the failure cases as in the last 
two columns of the Figure 14. But, still, if the color distribution model is not convenient and the 
depth value of the subject and background are similar; there can be still false detections or positions, 
scale and orientation errors (see Figure 14 4th column of the depth improved tracking result) on the 
selected region. 
 
 
Figure 14  tracking results for (top) Depth improved SOAMST (bottom) SOAMST [105] 
In sum, limitations and optimal condition of the SOMAST [105] color tracker should be 
examined under different illumination and distance conditions to fully take advantage of depth data 
integration. Therefore, the experiments with various lux values and distance conditions, regarding 
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the light strength, were tested on SOAMST [105] for further analysis by examining the color features 
and visual tracking. 
4.2.2.2 Illumination experiments for visual tracking 
In this part of the work, we made several experiments by modifying the light conditions and distance 
between the robot and the subject. The aim of these experiments is to observe the impact on the 
visual tracking due to the changes in the color information produced by the different light conditions. 
Depending on the changes of the color, the robot may fail with possible false tracking. Using a light 
meter, illumination values at different distances were tested using the SOAMST [105] visual tracking 
algorithm. So, it is possible to see which lux (quantitative measurement of the light conditions) 
values provides good or bad tracking results with the given system. 
4.2.2.2.1 Experiment setup 
The experiments for the illumination tests have been done in the scenario presented at the Figure 15 
[43]. The robot, with the Kinect camera, is in charge of recording the video and it is located, in one 
of the corners of the laboratory, close to the light source. The light source, a halogen lamp, is the 
only one used in the room. 
Different spots to evaluate the tracking system have been established based on the luminosity 
ranges measured by the illumination sensor; CUSTOM LX-2000SD light meter (Figure 16 [43]). 
For example, the first spot has an illumination value between 450-500 lux and it is located at 1.40 
meters from the camera (Figure 15). And, the values at 4.95 and 6.25 meters is of 50± 15 and 40± 5 
lux respectively (Figure 15). 
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Figure 15  Illumination experiment setup demonstrating distance and illumination strength (lux values) 
relation 
 
 
Figure 16  Illumination sensor used in the experiment; CUSTOM LX-2000SD Light meter 
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4.2.2.2.2 Color histogram analysis with changing conditions 
For this experiment, the robot with the camera is fixed at the position presented at Figure 15. It 
records a video of the immobile subject for each of the marks to see the variations in color 
representation by checking the histogram representation. 
The color histogram results are presented at Figure 17 [43]. Histograms 1, 2 and 3 show the 
information when the subject is at the marks at the distance of 1.85, 3.60 and 6.25 meters. And, in 
Figure 17, graphs 4, 5 and 6 demonstrates the histograms at the same marks while the robot has been 
moved from the initial position closer to the subject, within the distance of around 1.5 to 2 meters. 
As it can be seen from the preliminary analysis, light condition and the distance between the 
subject and robot has a great impact on the reference target model based on normalized color 
histogram for visual color tracking algorithm due to the fact that these conditional deviations may 
change the texture details of the region selected on the subject. However, for a better understanding 
of the limitations, in this work, additional experiment were done to investigate these conditions with 
SOAMST [105] color based region tracker. 
Hence, at this scenario, two more different tests have been done: 
i) One test was to study visual tracker while the robot and subject moves, and then,  
ii) Visual tracking performance tested when the robot is in a fixed position and just the 
subject moves.  
Both experiments were done with two different scenarios where two different region templates 
were tried in each case to see the performance difference by using one and two color region models. 
The following sections present the experiments and their results of these tests. 
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Figure 17  Target feature analysis for different colors with normalized histogram 
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4.2.2.2.3 Experiments on tracking while robot and subject moving 
At this experiment, both robot and subject, are moving. The robot moves while trying to keep 
constant distance within an interval from 1.5 to 2 meters. The subject moves in the marks setup at 
the distance of 1.85, 3.60 and 6.25 meters where there are three different light conditions, around 
350-400 lux, around 100 lux, and below 50 lux respectively. This experiment makes possible to 
determine which lux values are in the safe or critical zone for region tracking models. The 
experiments on the tracking was done using three different color representations separately: a) red 
b) green c) blue while testing just one color for subject representation. 
Figure 18 [43] and Figure 19 [43] presents the tracking results for each color space. For the 
Figure 18 results, the green ellipsoid region is the search area to match the target model, and the red 
ellipsoid is the detected target region where centroid of the target region defines the tracking point 
of the current frame. So, tracking success or failure is decided whether the center of the target region 
is on the subject or not. 
Since, during the subject’s motion, the distance between the robot and the subject has been 
similar for the experiments, one should expect that search and tracked region by the SOAMST [105] 
would be similar too; however, there are high deviations for the matched region because of the 
illumination value changes. The SOAMST [105] algorithm calculates the covariance based on the 
current search region and reference target distribution in which this matrix based on the second order 
moments can represent the height, width and orientation variance of the ellipsoid that defines the 
tracked region on the subject [105]. So, depending on the orientation of the tracked ellipsoid region, 
these high deviations on the region representations can be visible either on the width or height scale 
as in Figure 18 and Figure 19. Especially, the lux values around 350-400 (frames around 1 to 400) 
keeps the subject tracking region similar; however, when the subject moves to darker region, around 
100 lux (around frame 600 to 1200 in Figure 19), target model and current matching are not 
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consistent enough due to the loss of information in the normalized color histogram, so tracking 
quality decreases as this problem was also presented in Figure 17 priory. 
 
 
Figure 18  Tracking results for robot and subject moving case with one color target representation (top) red 
color, (middle) green color, and (bottom) blue color target models 
(a) (b) (c) 
 
Figure 19  Using one color target models a) red b) green c) blue, results based on tracking region (top) Height 
and (bottom) width variance 
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Figure 20  Tracking results for robot and subject moving case with two color target representation (top) red-
blue color, (middle) green-blue color, (bottom) blue-dark blue color target models 
(a) (b) (c) 
 
Figure 21  Using two color target models a) red-blue b) green-blue c) blue-dark blue, results based on tracking 
region (top) Height and (bottom) width variance 
But, despite the loss of information, tracking can be still performed. However, if the light on 
the subject goes under 50 lux, it is appreciated that the selected target and tracked region are not 
consistent anymore (last two columns of Figure 18). Moreover, for the blue color the tracking 
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algorithm fails to calculate scale and orientation changes with less than 50 lux. For red and green 
colors, the tracking is possible but the tracked regions’ consistency decreased significantly. 
In addition to the one color based tests, other test has been done using two colors, Red & Blue, 
Green & Blue, and Blue & Dark Blue. The results of this experiment are given in Figure 20 and 
Figure 21 [43]. The use of two colors increases the initial target region on the subject (see the first 
columns of Figure 20) when compared to the one color model situation. The impact of the light 
conditions has been proven to be similar to the previous scenarios when only one color representation 
is used for target model. 
4.2.2.2.4 Experiments for robot at fixed position and subject moving case 
For this experiment, the robot with the camera is in a fixed position, the same position as 
demonstrated in Figure 15. The camera records data while the subject is moving at the marks located 
in a distance of 1.85, 3.60 and 6.25 meters. It should be noted that while the subject is moving, the 
same distance will not be preserved between the subject and the robot as in the previous experiment. 
The purpose of this experiment is to evaluate the impact on the tracking system when modifying 
distance and illumination together by observing the relation between these two parameters. 
When the distance was kept in a constant interval between the subject and the robot, tracking 
could be done even at low lux light conditions such as 100 lux even though it was not the desired 
case. While using just one color representation, tracking performance was acceptable if the light 
conditions were above 100 and distance was between 1 to 3 meters. 
On the other hand, when the robot is not moving, and the subject is 3.6 meters distance, which 
has around 100 lux value, green color based tracking (see Figure 22 4th column) failed tracking by 
matching to an irrelevant region on the scene with similar color than the reference target model. 
Finally, red and blue cases barely could continue tracking on the subject (Figure 22 [43]). So, the 
light conditions below 50 lux with a distance higher than 5 meter is not sufficient to rely on color 
based tracking for all tested color samples. In addition, for the two color and the fixed robot 
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experiments, subject tracking fails for all the cases when the light condition is less than 100 lux and 
the distance between subject and robot greater than 3.6 meters (Figure 23 [43]). 
 
 
Figure 22 Tracking results for robot fixed and subject moving case with one color target representation (top) 
red color, (middle) green color, and (bottom) blue color target models 
 
 
Figure 23 Tracking results for robot fixed and subject moving case with two color target representation (top) 
red-blue color, (middle) green-blue color, and (bottom) blue-dark blue color target models 
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4.3 Robot behavior experiments while tracking the subject 
After the visual tracking experimental analysis based on illumination and distance factors, the results 
states that some constraints should be applied to the robot tracking such as stable light conditions 
and reliable distance between subject and robot. Then, with these constraints, robot tracking can be 
tested for further improvements. 
With the goal of making the system more robust, the objective of these tests is to analyze two 
main parameters that can significantly affect the motion of the robot for tracking a subject while it 
is moving and changing his trajectory, and establishing the optimal values for them. The two 
parameters are the speed of the robot and the inflation radius of the obstacle definition that can affect 
the path planning during tracking task.  
In addition, regarding the at-home bio-monitoring application, the aim is to follow and 
recognize the behavior of people with walking difficulties such as the elderly and motor-function 
impaired people. Since the robot can track the elderly or impaired walking patterns easier compared 
to normal walking and, the speed of the targeted subjects is slower than 3 km/hr, which is the lower 
limit of self-paced normal walking, the experiments regarding robot velocity and inflation ratio were 
done with normal walking only. 
The speed parameter is setup as the maximum speed of the robot. This parameter has effects on 
keeping the target in the visual scene and on the required time to slow down or stop. The inflation 
radius affects the path of the robot while tracking the subject due to the fact that it expresses the 
obstacle definitions or available free space for the robot. 
This section describes the experiment setup up and the two tests that have been performed, i) 
the collision speed and ii) the robot performance tests. The first test aims to establish the maximum 
speed for the robot that prevents it to collide with the user considering the subject and robot safety 
criteria. The second one analyses the speed and the obstacle inflation radius of the robot to evaluate 
how they change the performance of the tracking process. 
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4.3.1 Experiment setup 
The experiment setup is done by defining a set of configuration parameters and building the 
laboratory map. To set up the experiment, the first step is to create the laboratory maps using mapping 
function of the robot as in Figure 24 [43] for the three different layouts used in these experiments. 
Also, in our experiment, the same room was used in all tests but different layouts also were tested 
by making smaller or larger free space for checking robot behavior in different situations. In these 
layouts, setting the experiment in the same room or in a different room was not very crucial since 
the important point is testing the robot motion in different situations with various free space options. 
These layouts (see Figure 25 [43]) may not present a problem for the system for autonomous 
navigation but they do for performing navigation with subject tracking task based on the visual 
tracking feedback. For the visual tracking system, the robot must keep a direct visible line with the 
subject for vision feedback, and also, it has to update the path to follow the subject based on the 
position of the subject on global map.  
The layouts have been designed to represent different situations that may occur in the real 
environments. The first layout represents a room with no obstacles in the center. All the obstacles 
are in the borders of the room. In the second and third scenario, there is an obstacle in the center of 
the room that makes more difficult for the robot to move as it is forced to follow the subject where 
there is only one direct path available. The main differences between second and the third layouts 
are the size and shape of the central obstacle. In the third layout, the obstacle is bigger reducing the 
available path for the robot. 
Once the physical layout is already deployed in the laboratory, the next step is to build the map 
that the robot uses in the tracking process. The map is built as described in [48, 58, 127–129]. Figure 
24, image at the right, is an example to present the robot map built from the laboratory layout. The 
areas in black represent the obstacles for the robot and the white areas are safe for the robot to move. 
 47 
 
As it can be seen, the robot is free to move in the room except in the area delimitated by the obstacle 
in the middle of the room. 
 
 
Figure 24  Sample layout design and its corresponding 2D map obtained by Lidar sensor on robot platform 
 
Figure 25  Experimental room layouts, and the paths followed by the subject on each layout 
Two parameters, for robot decision on moving to follow the subject, are common to all the 
experiments presented in this work. The maximum distance between the robot and the subject is set 
to 1.2 meters. This means that the robot starts moving when the distance to the subject is higher than 
this value; in other case, the robot is able to track the subject without moving.  
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The maximum distance has been established based on the results of the illumination tests. As 
stated in the previous experiments for a distance higher than 3.6 meters, color based visual tracking 
system does not provide reliable results due to illumination and distance variations that cause low 
similarity or texture details. A value of 1.2 meters provide some reaction time to the robot to start 
moving when the subject starts moving while keeping the distance between them lower than 3.6 
meters. Besides, the robot considers that the subject is moving when it covers a distance change of, 
at least, 20 cm on the global map as described in the activity recognition experiments. 
As stated previously, there are two important parameters for robot motion, included in this part of 
the study, which have been studied in order to determine their impact to the tracking and movement 
of the robot. These parameters are the speed of the robot and the inflation radius of the obstacles. At 
the system (ROS) for the robot motion, these parameters are modeled with the following variables: 
 Maximum speed of the robot: The speed of the robot is controlled by the max_vel_x 
parameter. The values that this parameter can take represent the maximum forward velocity, 
in meters/sec, of the robot. This parameter is included in the configuration file 
costmap_common_params. Yaml. 
 Inflation radius: This parameter represents the radius, in meters, to which the map inflates 
obstacles cost value. This parameter is included in the configuration file costmap_common_ 
params.yaml. 
4.3.2 Collision tests and results 
Once the experiment has been set up, it is possible to start the tests to analyze the impact of the speed 
and the obstacle inflation radius. While increasing the speed of the robot, a new problem appears 
because of the robot deceleration. At higher speeds, robot needs more time to stop. If the speed is 
too high, the robot may not have enough distance with the subject, and they may collide.  
The objective of the collision speed test is to determine the maximum speed of the robot that 
implies no collision with the subject. To perform these tests, the subject walks from the starting point 
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to the mark “2” of the map (Figure 25 layout 3). The speed of the subject has to be, at least, faster 
than the robot. When the subject reaches the mark “2”, subject waits until the robot stops.  
Table 4 presents the results of the test by modifying the speed of the robot and the obstacle 
inflation radius. The speed is decreased from 0.70 meters/sec until the robot does not crash with the 
subject. In our tests, the obstacle inflation radius seemed to have no influence on the results of the 
collision tests such that using a low inflation radius value, 0.05, or a higher one, 0.35, does not affect 
the collision test results. 
Table 4 Robot collision test results  
 Inflation Radius 
Distance/speed 0.05 0.35 
0.70 Yes Yes 
0.65 Yes Yes 
0.60 No No 
 
4.3.3 Robot subject tracking tests 
Speed and obstacle inflation radius are two parameters that affect the trajectory of the robot during 
subject tracking task. This section describes the tests to study the impact of both parameters on the 
performance of the tracking process.  
The maps used for these experiments are the ones presented at Figure 25. With these map 
layouts, two different tests are defined: 
 Non stopping test: This test only include the third layout in Figure 25. At this test, the subject 
walks faster than the normal speed, around 1 step per second. He moves from the mark “1” 
to mark “2” and then to the “1” to start over.  
 Stopping tests: These tests have been done on each of the three layouts shown in Figure 25. 
The subject moves from one mark to another by following the paths presented in Figure 25 
in the order of the destination numbers. And, at each destination point, the subject stop and 
waits for 3 seconds. 
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Once the subject has completed the number of turns established for each experiment, the test is 
over and the results are logged. The results of the experiments contain whether the robot was able to 
complete the track, the time to complete the path, and the path followed by the robot.  
There are three possible reasons about why the robot was not able to complete the track: 
i. The robot lost the tracking of the subject. 
ii. The robot crashed with any of the obstacles of the room. 
iii. The robot got stuck for more than 30 seconds. 
All tests have been done by modifying the different values for the maximum robot speed and 
inflation radius parameters. The rest of parameters in the localization process remain the same for 
all the tests. 
4.3.3.1 Experiments on non-stopping condition subject tracking with robot 
The non-stopping tests represent an unnatural situation as the subject is continuously moving around 
one obstacle at fast speed. This scenario can barely happen in the real life. However, the objective 
of this scenario is to analyze the behavior of the tracking system when the robot is pushed to move 
and turn fast. It also represents a challenge for the Kinect moving camera, as the synchronization 
between the quick movement of the robot and the moving platform is not an easy task. Due to this 
fact, it is possible to lose the track of the subject. 
Faster speeds also mean more vibration for the robot, which can contribute to lose the 
localization of itself on the map. When the localization is lost, the robot can collide with the obstacles 
in the room. 
As it was previously proven in Section 4.3.2, the maximum speed to prevent the robot to collide 
with the subject is 0.60 m/s. But for these tests, it is possible to increase the speed of the robot over 
that speed as the subject is walking faster so there is no risk that the robot could collide with him. So 
the speed values tested in this scenario are 0.50, 1.00 and 1.50 m/s respectively, and the obstacle 
inflation radius goes from 0.05 to 0.35 meters in increments of 0.1 meters.  
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For this experiment the subject turns four times around the obstacle, starting from “Subject start” 
point and finishing at mark “1”. To complete one round to the circuit, at the established subject speed, 
it takes around 15 seconds. This means that the each test for a given speed and inflation radius should 
take around 1 minute for the whole 4 rounds. 
The results of the experiment are shown in the Table 5. The values in the fields of the table 
indicate if the robot was able to complete four rounds in the circuit and, if applicable, the extra time 
over the normal time to complete the experiment. When the total time is much higher than 60 seconds, 
it means that the robot got stuck but was able to get back to the track and the experiment continued. 
Table 5 Robot tracking performance for non-stopping tests1 
Inflation radius 
Robot speed 
0.05 0.15 0.25 0.35 
0.50 Yes (+30) No3 No3 Yes 
(+40) 
1.00 Yes No2 No2 No2 
1.50 Yes (+15) No2 No3 No2 
 
4.3.3.2 Experiments on stopping condition subject tracking with robot 
These tests were applied to the three different layouts and tracks as presented in Figure 25. All the 
tests were made for 5 turns around the room where the subject stops in the different points that are 
marked on the tracks as shown Figure 25.  
For each layout, the maximum tested speed is 0.60 m/s, which is the maximum speed for the 
robot that prevents the collision with the subject as proven in the previous section. Other tested values 
are 0.50 and 0.40 m/s. In addition, the inflation radius has also been modified for these experiments, 
in which it takes values from 0.05 to 0.45 meters in increments of 0.1 meters. 
Table 6  Subject tracking using robot in layout 1 (stopping tests)2  
Inflation radius 
Robot speed 
0.05 0.15 0.25 0.35 0.45 
0.40 Yes Yes Yes4 Yes4 Yes4 
0.50 Yes Yes Yes  Yes4 Yes4 
0.60 Yes Yes Yes  Yes Yes 
                                                     
1 Reasons to fail tracking: 1stuck, 2Crash, and 3Lost 
2 Index 4 in the tables indicates that the robot got stuck but recovered 
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Table 7  Subject tracking using robot in layout 2 (stopping tests) 2 
Inflation radius 
Robot speed 
0.05 0.15 0.25 0.35 0.45 
0.40 Yes Yes Yes4 Yes4 Yes4 
0.50 Yes Yes Yes  Yes4 Yes4 
0.60 Yes Yes Yes  Yes Yes 
 
Table 8  Subject tracking using robot in layout 3 (stopping tests) 2 
Inflation radius 
Robot speed 
0.05 0.15 0.25 0.35 0.45 
0.40 Yes Yes Yes4 Yes4 Yes4 
0.50 Yes Yes Yes  Yes4 Yes4 
0.60 Yes Yes Yes  Yes Yes 
 
The results of the experiments are shown in Table 6, Table 7, and Table 8. The values in the 
fields of the table indicate if the robot was able to complete 5 rounds to the track, and also, if the 
robot got stuck but it was able to recover within the 30 seconds previously specified. 
For the experiments performed in the two first layouts (see the results in Table 6 and Table 7), 
the robot did not have any problems to complete the tracks. For the second layout, it got stuck 
sometimes but it was able to recover the tracking and ends the tests with success. 
For the first layout (Figure 25), as presented in Table 8, the results show that the robot has no 
problem to track the subject in any of the combinations of speeds and inflation radius. The main 
reason of the good results is that in this kind of layouts, the robot can move in the center of the room. 
The robot is not forced to follow the same path as the subject but it can track him/her just by moving 
in the center of the room avoiding most of the obstacles that can cause a collision. Blue lines in 
Figure 26 [43] expresses the path followed by the robot while tracking the moving subject with the 
path marked with green lines. 
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Figure 26  Recorded path of the robot during subject tracking experiment in layout 1 
The second layout (Figure 25) presents a scenario where an obstacle is in the middle of the 
room. This obstacle represents a furniture such as a table, desk, and etc. With this layout, we are 
preventing the robot to have a comfortable position in the middle of the room as in the first layout, 
and by this way, we force it to move around the room following the subject. In this layout, the empty 
space around the obstacle is high, and it allows the robot to move around without serious difficulties. 
For some of tests in this condition, the robot was stuck but it could recover within the given 30 
seconds. 
The third layout (Figure 25) represents the most restrictive scenario where the robot is forced 
to follow a narrow path while tracking the subject. The shapes of the corners of the obstacle present 
also an extra difficulty for the robot. The lowest speed that has been tested was 0.4 m/s. For this 
speed value, there was no success in any of the tests independent of the inflation radius value. The 
reason of why the robot does not complete the track is due to the fact that robot was stuck during 
tracking, especially because of entering the corner regions that restricted the robot to define a free 
path to move. In this layout, faster speeds increased the success ratio of the experiment. For the 12 
tests made, 6 of them present good results while the robot was not able to complete the 10 rounds of 
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the track in 8 of the remaining results. As presented inTable 8, the results are not as good as for 
previous experiments. The narrow paths and obstacles drastically reduce the success rate of the 
experiments. 
4.4 Summary 
This chapter has presented three main contributions: the proposal of a new activity recognition 
algorithm, the effect of illumination conditions in the visual tracking process and the impact of 
parameters related to robot motion and path panning in the robot navigation behaviour when tracking 
a subject. 
Based on the illumination tests it has been proven that the ambient illumination also affects the 
behaviour of the robot. The better results are obtained with illuminations of 100 – 200 lux or more. 
When this light condition is presented the robot can perform the tracking process with high chances 
of success. In addition to the light condition, the distance, which also effects the texture details 
obtained from the sensor, is an important factor, and better results are observed in the conditions that 
the subject to robot distance is less than 3.6 meters. Since the reliability of color based visual tracking 
is decreasing due to distance and illumination factors, a better approach for visual tracking should 
be modelled that can adapt to different lighting condition; for example, by switching from colour to 
infra-red sensor based tracking. In addition to visual tracking, robot existence as an assistive 
technology and its behaviour indoor environment should be studied qualitatively concerning the 
human feelings and psychological response to using the mobile robot systems. 
Analyzing robot parameters for the scenarios used for the experiments presented in this study, 
it has been shown that the two analyzed robot parameters, speed and inflation radius, can affect the 
behaviour of the robot while tracking. The experiments presented in this work have to determine the 
best speed and obstacle inflation radius parameters for the tracking process. For simple scenarios, 
the impact of these two parameters is not relevant but for more complex scenarios the robot fails 
while tracking the subject for some parameters combinations. For these types of scenarios, the tests 
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speeds of 0.5 and 0.6 m/s offered better results. Increasing the speed over these values provokes the 
collision of the robot with the subject. Decreasing the speed can make the robot easier to get stuck. 
At the recommended speeds, the obstacle inflation radius must be greater than or equal to 0.15 to 
offer better results. 
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5 Color Space Analysis and Improved Saliency for RGB-
D Tracking 
In this chapter, we analyzed various color images and color spaces [46] for the possibility of 
developing an improved color and depth based tracker approach [62] by integrating saliency models. 
Because, the use of saliency map improved tracking in mobile robot should be verified by checking 
the tracking performance.  
Therefore, first, a spectral saliency model is developed and tested on RGB color images with 
various color spaces in order to see the performance variations between color spaces, and also to 
investigate the performance of saliency map for detecting significant points on the scene [46]. Then, 
an improved RGB-D based tracking model proposed for the tracking task to examine the stability on 
visual tracking [62]. Hence, the content of the following subsections of Section 5 can be referenced 
to our works [46] and [62]. 
5.1 Color space analysis using saliency from spectral domain 
Researches on visual attention mechanism have revealed that the human visual system (HVS) is 
sensitive to the higher frequency components where they are distinctive from their surroundings by 
popping out. These attentive components of the scene can be in any form such as edge to texture 
differences based on the focus of attention of HVS.  
There are several visual attention computational models that can yield saliency values of 
attentive regions on the image. Some of these models take advantage of band-pass filter regions on 
spatial domain by computing center-surround differences with difference of low pass filters. They 
use either down-sampling that may cause loss of information or constant scale of the filters that may 
not contain all the necessary saliency information from the image.  
Therefore, we proposed an efficient and simple saliency detection model with full resolution 
and high perceptual quality, which outputs several band-pass regions by utilizing Fourier transform 
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to obtain attentive regions edges to textures from the color image. All these detected important 
information with different bandwidth, then, were fused in a weighted manner by giving more priority 
to the texture compared to edge based salient regions. 
Experimental analysis were made for different color spaces and the model was compared with 
some relevant state of the art algorithms. As a result, the proposed saliency detection model has 
promising results based on the area under curve (AUC) performance evaluation metric. 
5.1.1 Salient region detection and analysis based on the weighted band-pass 
features 
A new framework for saliency computation based on spectral domain is proposed in this section. 
The algorithm uses the band-pass filtering in Fourier transform (FT) domain with several bandwidths 
that can represent attentive regions on the image. The higher the bandwidth the more texture level 
saliency can be found, and with the smaller bandwidths at higher frequency edges or corners can be 
detected on the image. In this algorithm, texture representations are given higher weights to create 
uniformity on the detected salient regions. 
 
(a) HSV (b) YCbCr (c) CIE Lab (d) NTSC 
 
Figure 27  (top) sample RGB color image, (a) 1st, 2nd, and 3rd rows are hue, saturation and value, (b) 1st, 2nd, 
and 3rd rows are intensity and two color chromatic channels, (c) 1st, 2nd, and 3rd rows are luminance and two 
color chromatic channels, (d) 1st, 2nd, and 3rd rows are intensity and color chromatic channels respectively [46]. 
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5.1.1.1 Color space transformation 
The proposed model, first, converts RGB color image to the desired color space since the RGB color 
space does not represent intensity and color information. In this part of the study, saliency 
performance of proposed algorithm was tested with four different color spaces that are HSV, YCbCr, 
CIE Lab, NTSC where the details of these color spaces and conversions can be seen in [132, 133]. 
Then, Gaussian filter is applied to converted color space to remove noise, and each channel of the 
transformed image is scaled to the range {0-255} to prevent suppression of any possible dominant 
channel. In Figure 27 [46], three scaled channels of each color space for a sample image are given. 
5.1.1.2 Saliency computation from weighted band-pass features 
After the color transformation, similar to the SR in [80], Fourier transform is applied to each channel 
of the input data to obtain amplitude and phase spectrum as in Equation (9) and (10) below[80]: 
     logc cA f F I x      (9) 
    c cP f F I x      (10) 
where c is the color channels the input color space data, Ac(f) and Pc(f) are the log-amplitude and 
phase spectra of each channel from image Ic(x) by performing FT operation F[.],  .  is the 
magnitude calculation of the Fourier transform obtained from Ic(x),  .  yields the phase spectrum 
from angle between the real and imaginary values of spectral data. 
We can use high frequency components by defining low frequency components as zero with 
different bandwidth since low-pass filter was already applied. By changing the bandwidth of the 
high-pass filter on high frequency regions and removing more low frequency components, we can 
obtain several salient feature maps that represent attentive regions on the scene at various scale and 
perspective such as texture or edges. Then, the salient feature maps representing the attentive regions 
can be calculated as in Equation (11) with IFT similar to the SR [80]. So, we can have attentive band-
pass regions as below: 
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where F-1[.] is the inverse FT (IFT), i = , Mr(x) is the salient feature map obtained by applying 
high-pass filter Tr(f) (Figure 28) on A
c(f), r is the feature map as {0-N} that also defines the radius of 
the low frequency components to be assigned zero on Tr(f) as in the range of 2
r, N is the maximum 
possible number of feature map Mr(x), and ή
r is the weighting parameter for each feature map 
calculation.  
In Figure 29, a sample color image and its salient feature maps based on CIE Lab color space 
data and Equation (11) are given respectively. As can be seen, more texture information can be 
obtained in the saliency feature maps when the frequency content of band-pass region increases. On 
the other hand, when the bandwidth is getting narrower in higher frequency regions (i.e. white 
regions on Figure 28 [46] example), salient regions leads to edges rather than the texture differences. 
 
Figure 28  Filter templates Tr(f) of Equation (3) with different bandwidths in frequency domain 
The saliency feature map examples in Figure 29 [46] are the results of filtering in frequency 
domain Tr(f) in Equation (11) where Figure 28 shows the various Tr(f) with changing r values. As 
can be seen, the bandwidth of the high-pass region is decreasing with the change of radius r of the 
low frequency region to be avoided (black regions of the frequency components in Figure 28). So, 
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as mentioned, different saliency features can be created which can represent the image from various 
attention viewpoints regarding the texture and edge based information. 
 
Figure 29  Sample color images and their respective texture to edge based some salient feature maps. 
Then, all these weighted feature maps obtained in Equation (11) are fused by addition to result in the 
final saliency as in Equation (12). 
   r
r
S x M x  (12) 
 
Figure 30  Sample color images and their respective saliency maps based on the proposed model [46] 
In Figure 30 [46], the final saliency maps were given for the sample color images that were 
calculated by using CIE Lab color space as an example of the resulting saliency of the proposed 
model. The proposed model provides full resolution saliency maps with high perceptual quality 
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without the necessity of down sampling due to the salient feature maps selection from several band-
pass regions of different bandwidths. Evaluation of the model with many color spaces and 
comparison with existing algorithms can be found in experimental results in the following section. 
5.1.1.3 Experimental results 
First, performance of the proposed model was examined with four different color space and three 
different weighting parameter (ήr) conditions in the experiments. Then, the model was compared to 
existing state of the art algorithms. Evaluation process was done by using a dataset which consists 
of 1000 images and their ground-truths of segmented object regions [78]. Ground truth data was 
created by the several human subjects’ responses to the images where the subjects were asked to 
define the boundaries of the object of interest on the image [78]. As for the evaluation metric, widely 
used area under curve (AUC) was applied to test data in which higher value of the AUC refers to the 
better performance for the evaluated algorithms [134–136]. 
Proposed saliency model was tested in four different color spaces in which HSV, YCbCr, CIE 
Lab and NTSC were selected. They have perceptual reliability or usability from the perspective of 
VA and HVS since all of them includes channels to define intensity/luminance and color/color 
chromatic values for the input image data. Therefore, using these color space models, we can obtain 
intensity and color saliency information from separate channels to represent the information on the 
input image. To be able to have use these color space models, the implementation code was achieved 
in Matlab® that includes built-in functions to convert RGB color space to selected color space [132, 
133].  
In addition, each saliency feature map has weight, ήr, as in Equation (11). We have set three different 
cases for the weighting parameters for each salient feature maps Mr(x) in Equation (11); i) all weights 
set equal, in another way, they are all assigned as ήr = 1 in the first test case, ii) the second test case 
assigns weights as ήr = 2r to give higher priority to salient feature maps with large bandwidth contents, 
iii) the third scenario is similar to second case but aiming even higher impact for texture based 
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attentive regions by using ήr = er as the weights for each saliency feature maps. The first condition 
was selected as equal to demonstrate that suitable weight selections on feature maps as in the other 
two weighting condition can have performance improvement regarding the AUC evaluation metric. 
Table 9 presents AUC results obtained from the experiments on 1000 image dataset for selected 
color space models and weighting conditions. 
 
Table 9 Color space & weighting parameter performance evaluation of proposed 
model using AUC 
Color Spaces 
AUC for Weighting Parameter 
Conditions 
ήr = 1 ήr = 2r ήr = er 
HSV 0.8237 0.8448 0.8527 
YCbCr 0.8634 0.8705 0.8699 
CIE Lab 0.8656 0.8729 0.8780 
NTSC 0.8812 0.8889 0.8884 
 
Table 10  AUC Performance of state of the art models 
 
Saliency Model 
IT [73] MZ [83] SR [80] FT [78] 
AUC 0.8028 0.7951 0.8025 0.8198 
 
The AUC performances of the experiments revealed that weighting the salient feature maps for 
the propose model was more efficient than using equal weights. Both 2r and er weight assignment on 
feature map fusion improved the saliency result compared to the addition of feature maps with equal 
weights. 
Among the tested color spaces, NTSC color space yielded superior performance compared to 
other color spaces in all weighting conditions while CIE Lab has the second AUC performance over 
all. In addition, YCbCr color space had the least variation on performance while the weighing 
conditions were changing. HSV had the worst performance in all test conditions of the proposed 
model among the tested color spaces and weighting conditions, and also it had the highest change of 
performance depending on the weighting parameter selection. 
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In addition to the color space and weighting parameter analysis, the proposed model was also 
compare to several state of the art algorithms to demonstrate the effectiveness of salient regions 
obtained from frequency domain selected band-pass regions. For the comparison saliency models IT 
[73], MZ [83], SR [80], and FT [78] models selected. These models were selected due to the fact 
that they include either center-surround difference, contrast, or frequency domain based approaches 
which were compatible with the proposed model. 
 
Figure 31  Sample color images, and saliency maps of IT [73], MZ [83], SR [80], FT [78], and proposed model 
respectively [46] 
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In Figure 31 [46], saliency maps are given for the compared models and proposed algorithm 
with CIE Lab color space and weighting case two of Table 9 since CIE Lab color space is a widely 
used color conversion algorithm to demonstrate the experimental results of the saliency outputs. 
Table 10 gives the AUC performance of the state of the art models from 1000 image dataset. 
It can be seen that proposed model in all cases outperform the existing algorithms regarding the 
AUC values. Proposed algorithm has the best saliency performance regarding the AUC values with 
all color space and weighting conditions with respect to compared state of the art algorithms. 
Saliency model FT [78] has the second best AUC performance, which also have high perceptual 
quality and uses CIE Lab color space conversion. On the other hand, AUC performances of IT [73] 
(i.e. spatial domain model with multi-scale center-surround analysis) and ST [80] (i.e. based on 
frequency domain analysis to find irregularities) have very close AUC values in average performance. 
The model MZ in [83] has the lowest saliency performance among the compared models. 
5.2 RGB-D tracking with an improved saliency model 
The works [11, 13] we have done until now had relied mainly on the data acquired through the Kinect 
SDK, but a better and more reliable model should be implemented to increase the accuracy of visual 
tracking. And, depth improved SOAMST tracking in Section 4.2 demonstrated that likelihood map 
or salient information on the scene can improve the tracking greatly. Considering the computational 
visual attention (VA) models, the attentive or salient regions of images with respect to several 
features (intensity, color, motion, and etc.) could be used to reduce redundant information by giving 
priority to these salient cues. However, in Section 5.1, color space analysis based on salient cues 
demonstrated that a generalized approach for color image representation can be beneficial before 
utilizing the saliency computational models to improve detection of attentive points on the scene. 
This will result in better representations of the scene, which could improve visual tracking. Hence, 
first, we proposed a framework in [62] for salient feature channel fusion for saliency approaches to 
improve the saliency output to decrease irrelevant salient regions. Then, in this section, improved 
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saliency model for color images and depth saliency as depth likelihood is integrated to particle filter 
based color tracker [104, 116, 137, 138]. 
5.2.1 Color image based improved saliency detection model by information fusion 
using  
Information fusion is a wide and important topic for industrial applications and the engineering field 
[95, 139–143]. In this study, our concern is similar to the fusion of image feature maps created from 
the same source [95, 140] (e.g., MRI images [139], RGB color images [142], SAR images [144], 
and active millimeter-wave images [145]) so the resultant data can be used for further processing 
such as detection, segmentation, and data reduction. And, saliency conspicuity maps were fused to 
create a final saliency map to provide more useful features by selecting significant parts and reducing 
the redundant data from the perceived visual scene locally and globally based on a visual attention 
(VA) mechanism [64, 66, 146]. 
Saliency feature map fusions are generally based on summation, maximum value, or statistical 
approaches where the connectionist relation between a pixel and its surrounding neighbors can be 
missing. In many applications, these problems are overcome by internal or external models such as 
normalization of feature maps (internal approach) [73] and segmentation (external approach) to 
enhance saliency detection [78]. External approaches are application-dependent, they need to be fine-
tuned to the application, and they are affected by the implementation details of application. 
Additionally, internal approaches are independent of the application and can use space projection, 
feature extraction, and fusion concepts as a closed approach in an integrated manner. They are easy 
to use as a module, and they can be embedded in a large application.  
Therefore, in this work, we apply an internal approach that aims at i) local-to-global feature 
differences with statistical correlations among the feature spaces without any normalization process, 
and ii) improvement of the uniformity around the salient regions and reduction of irrelevant small 
salient regions [62]. To apply these criteria successfully, we adopted principal component analysis 
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(PCA) [147] and multi-channel pulse-coupled neural network (m-PCNN) fusion [139] with two 
different recent saliency models, frequency-tuned saliency detection (FTS) [78], and wavelet-
transform-based saliency detection (WTS) [65] separately to demonstrate the effectiveness of the 
proposed model.  
For saliency applications, the common way to use PCA is based on finding the dissimilarities 
of image patches to create saliency maps [148] or decisions on clusters [95]. However, PCA can also 
be applied to an image by selecting some specific principal component transforms (PCTs) to be fused 
by averaging [145]. In this study, PCTs in an RGB image are used to obtain three different input 
channels, which represent the first to the third PCT. Saliency computation is then applied separately 
to each transformed channel to generate three saliency conspicuity maps (SCMs) to be fused. These 
enable us to control the local and global saliency content by using the eigenvalues of each principle 
component during m-PCNN fusion of the SCMs obtained from the PCTs. 
PCNN-based fusion models, which can handle the requirement for a connectionist relation 
between a pixel and its surrounding neighbors, are generally used for different types of images [149, 
150], saliency enhancement [151], or attention shifts [152] rather than integration of SCMs. PCNN 
was improved by Wang and Ma [139], who proposed the m-PCNN method for multi-channels in one 
PCNN module. However, there is no saliency fusion method based on m-PCNN in eigenvector space. 
Therefore, in this study, we showed that m-PCNN can also be used during SCM fusion to enhance 
the saliency map in multi-channel cases. Moreover, we enhanced the model by integrating automatic 
weighting of the input channels with their respective eigenvalues in PCA. Hence, local and global 
content of the fused saliency map can be automatically weighted for each test image. The 
experimental results demonstrated that the saliency models of [78] and [65] were both improved 
significantly using the proposed integration of PCA and m-PCNN.  
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5.2.1.1 Procedure of the color image based improved saliency algorithm 
The proposed method inputs three transformed image channels from an RGB image by using the 
three eigenvectors obtained by PCA. Then, SCMs are generated with the selected saliency approach 
to demonstrate the effectiveness of the PCA and m-PCNN integration into an existing state-of-the-
art saliency map algorithm [62]. As a final step, m-PCNN is used to fuse the three generated SCMs, 
which are weighted with their respective eigenvalues. The procedure of the proposed system can be 
shown as in Figure 32 [62]: 
 
Figure 32  Flowchart of the improved saliency model using color image inputs [62] 
where Ci is the transformed data in the eigenvector space for each principal component, SFM is the 
saliency conspicuity map generation, Fi is the SCM, and m-PCNN is the fusion model based on the 
multi-channel pulse-coupled neural network. 
5.2.1.1.1 Input color image transformation 
The initial step in the proposed system is to obtain the PCA for an RGB input image as in [147] to 
obtain the respective eigenvalues and eigenvectors. First, a Gaussian filter is applied for smoothing, 
and then, the RGB image is converted to two-dimensional (2D) data by making each R, G, and B 
channel a raw vector. Each channel is adjusted to have a zero mean. Now, we have 2D data v where 
the row size is the size of the image, and the column size is three, whereby each column represents 
the R, G, and B color channels. The eigenvalues and eigenvectors are obtained by the covariance 
matrix of v. The first principal component of the eigenvalues and eigenvector pairs can then be 
selected as the highest eigenvalues in the set. The second and third principal components are also 
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ordered with respect to their relative eigenvalues. The transformations for each eigenvector space 
can be done as below [147]: 
A  = ( ),T Ti i ξ v  (13) 
where Ai is the transformed data in the eigenvector space based on the ith principal component, v is 
the zero mean adjusted data, ξi is the ith principal eigenvector, and T is the transpose operation. Then, 
1D Ai is remapped to 2D Ci data regarding the row and column size of the image, where Ci are the 
input images for the saliency computation. 
The eigenvector space of the first principal component will have the highest variation, and it is 
the most representative distribution of the data [144, 147]. However, the transformed data of the 
third principal component has the least variation [147]. Thus, we can state that the transformed data 
on the first eigenvector space has more local information, and local information will decrease 
through the third eigenvector space.  
 
Figure 33  Sample RGB color images, their respective eigenvector space representations (first, second, and 
third principal transformations (column 2–4 respectively) 
In Figure 33, some RGB color images are given with their first, second, and third principal 
eigenvector space representations from top to bottom. As it can be seen, a more global saliency result 
can be computed from the third transformation even if a local center-surround model is applied. In 
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Figure 33, the example shows that the red letters (written as “DANG”) are globally more salient and 
can be extracted from the third principal component of the transformed data. However, the first 
principal component transformation has more local information compared to the second and third 
transformed input channels. Obviously, local and global information content can be controlled with 
PCA-based representation more practical than with other tools such as feature normalization 
methods [73, 80] or an external assistive segmentation algorithm [78] to enhance the saliency map. 
5.2.1.1.2 Saliency conspicuity maps for each component 
For more detailed information, it is necessary to have SCMs with full resolution. We selected two 
recent saliency frameworks to integrate the proposed fusion model. The saliency map in [78] (FTS 
model) computes the SCMs based on the difference between a Gaussian blurred image and the mean 
value of the image that yields more globally biased saliency information. The local saliency map of 
[65] (WTS model) was selected as another modality. It is based on inverse WT (IWT) that avoids 
low-pass signals in a multi-scale perspective, thereby providing regional differences from edge to 
texture in a more local perspective.  
FTS and WTS were selected because it is good to have local-to-global saliency models 
separately to show the performance of PCA and m-PCNN-based fusion. The m-PCNN aims to 
improve the final saliency result by considering the relations among neighboring pixels during the 
fusion process, and there is no need for a color space transformation in either FTS or WTS integration 
owing to PCA utilization. Therefore, FTS [78] and WTS [65] were adopted for the proposed model 
to compute the saliency conspicuity maps of each input channel separately as shown in Figure 33. 
In Figure 34 [62], examples of WTS-based conspicuity maps are computed from the PCA inputs. 
It can be seen that each eigenvector space has a unique saliency representation where the third 
principal components have the most global saliency information compared to the others. In addition, 
the first eigenvector space provides more uniform salient regions, which is advantageous if the object 
of interest is large. 
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Figure 34  Sample RGB color images, their respective eigenvector space representations (first, second, and 
third principal transformations (rows 2–4, columns 1 and 3, top to bottom), and the respective WTS-based [65] 
SMCs of each eigenvector space representation (to the right of each transformation image) [62]  
5.2.1.1.3 Fusion by m-PCNN 
The next step is to combine all SCMs into a final saliency map. The PCNN can be regarded as a 
promising algorithm for information fusion since its usability has been proven in many image 
processing applications [139, 149–151]. The common PCNN model is based on the Eckhorn model, 
which introduces a cat visual cortex [149].  
Here, m-PCNN with autonomous weighting adaptation was applied as the fusion model. The 
basic idea can be described by the fact that each input channel behaves as a feeding compartment 
and also as a linkage between other input channels as in Figure 35 [139]. The formulations for the 
structure are given as follows [139]: 
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Figure 35  Structure and workflow of an m-PCNN neuron [139] 
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where k = {1,2,3} refers to the input channels, W is the weight matrix (18) in which m and n—
representing the location of the surrounding pixels—are the distances to the center pixel on the x–y 
plane, I is the input stimulus, H is the external stimulus from the feed function (14), U is the output 
(15) by combining linking structures for each iteration n, and Yi,j is the fired neuron that is defined 
by the dynamic threshold T. The other parameters are assigned as αH = 0.001 (14), VH = 15 (14), αT 
= 0.012 (5), VT = 100 (17), βk = εk, (15), and εk is the normalized eigenvalue of the kth eigenvector 
space in (14) where ∑εk = 1 should be satisfied [139]. Initially, Yi,j, Ui,j, and Ti,j are all set to zero, and 
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Hki,j is initially valued as I
k
i,j; after the iterations are completed, the square root of U is taken as the 
fused final saliency to decrease the high variation during fusion due to modulation. 
Using the eigenvalues based on the PCA, we can control the weight of each SCM autonomously 
during fusion where the first input channel has the highest weight, since the SCM will be more 
representative if it has more local and global information, owing to the high variation in the first 
eigenvector space. In addition, the surrounding salient region will be more uniform, and noisy small 
false salient regions will be decreased or removed by the m-PCNN fusion model. The final saliency 
map examples are demonstrated in the following results and performance analysis section. 
5.2.1.2 Performance analysis of the improved saliency model based on color image 
database 
The final saliency map is evaluated by comparing the consistency of the salient regions with the 
ground-truth regions labeled by human subjects. In this way, the analysis of the saliency model can 
be observed quantitatively by the integration of PCA and m-PCNN with the FTS and WTS models. 
For this purpose, datasets with 5000 images [72, 88] and 1000 images [78] were used for the 
experiments. The datasets included images and their respective ground truths from various subjects 
[72, 88].  
Saliency models IT [73], SR [80], FTS [78], and WTS [65] were selected for comparison 
because each model has a unique representation. FTS [78] and WTS [65] were also compared with 
the proposed model owing to their good performance in full-resolution saliency image quality. The 
5000-image dataset of [88] and [72] was tested with precision (P), recall (R), and F-measure (Fm) 
metrics [65, 88]. The commonly used area-under-curve (AUC) performance evaluation [134, 135] 
was applied to the 1000-image dataset of [78]. Both quality metrics on both datasets with a total of 
6000 images demonstrated that the proposed saliency fusion model improves the performance of the 
conventional models, and is also better than the compared saliency algorithms according to the 
results in Table 11. 
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In Figure 36 [62], saliency improvement with the proposed PCA and m-PCNN fusion model on 
FTS [78] and WTS [65] can be seen based on their mean saliency threshold binary image. For both 
models, especially for FTS [78], irrelevant salient regions decreased, and saliency values on the 
region of interest (RoI) are increased due to the proposed fusion model. This result is obtained 
because local and global contents are controlled by the PCA based input data transformation, and 
the surrounding pixels relations are taken into consideration during the channel fusion process due 
to the structure of m-PCNN. 
Table 11  Quantitative measurements for the proposed eigenvector space based saliency model 
 Dataset [88] 
(5000 images) 
Dataset [78] 
(1000 images) 
Method P R Fm AUC 
IT [73] 0.5556 0.5941 0.5640 0.8028 
SR [80] 0.5799 0.5412 0.5705 0.8025 
FTS [78]  0.5343 0.4470 0.4927 0.8198 
WTS [65] 0.6314 0.5949 0.6048 0.8813 
Proposed FTS fusion 0.6283 0.6292 0.6076 0.8979 
Proposed WTS fusion 0.6444 0.6770 0.6373 0.8925 
 
 
Figure 36  (a) Sample color image, (b) FTS [78] and its mean threshold binary image (c) proposed PCA and 
m-PCNN fusion for FTS and its mean threshold binary image, (d) WTS [65] and its mean threshold binary 
image, (e) proposed PCA and m-PCNN fusion for WTS and its mean threshold binary image, (f) region of 
interest (ground truth) labeled by the subjects for the 5000-image dataset of [88] [62]. 
In sum, eigenvector space saliency conspicuity maps were fused with an m-PCNN model. The 
proposed system aims to improve uniformity around the salient regions and to decrease irrelevant 
small salient regions based on a PCA and m-PCNN fusion process. From the RGB image, three 
transformed image channels were created by PCA using the eigenvectors of the principal 
components. Then, conspicuity maps were computed from these channels to utilize the m-PCNN 
 74 
 
fusion model with autonomous weighting control of the input channels by using the eigenvalues of 
each eigenvector space. Thus, local to global information can be controlled to some extent during 
the fusion of the conspicuity maps to obtain the saliency map. Therefore, both fusion of conspicuity 
maps and improved saliency computation were achieved using PCA and m-PCNN integration with 
a state-of-the-art model. Experimental results and quantitative analysis showed promising results for 
future works related to this method by improving the saliency map during the fusion process. 
5.2.2 Improved RGB-D tracking with saliency integration 
Particle filter based visual tracking is not a new approach; for example, the algorithm in [137] 
showed an adaptive color-based particle filter. The color distribution was taken into account as the 
observation model, and pixel positions are used for the state space for updating the state of the 
particles [131, 137]. Then, the use of 3D state space was proposed in [138] where depth was also 
used as the observation for the particles. Therefore, in our previous experiments, we found out that 
that a simplified way to integrate depth with 2D state space definition is enough by using depth 
likelihood feature together with the color distribution to achieve particle filter visual tracking. In 
addition, Frintrop et.al. [116] defined a component-based descriptor for particle observation based 
on the salient feature space from the intensity and color channels. Particle weights were updated 
based the similarity value between the particle observation and reference observation by using the 
saliency feature space [116]. Therefore, we implemented an efficient algorithm to use i) proposed 
saliency map model instead of using several saliency feature maps, ii) depth likelihood just as 
observation rather than including it in state space, and iii) color distribution for particle filter visual 
tracking. 
First, for the subject of interest, reference color distribution [137] and depth value is obtained 
from RoI to be tracked that is defined by an ellipse. The state space for each particle should be 
defined as below [104, 116, 137, 138]: 
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 , , , , , ,t t t t t t t tx y x y Hx Hy s   (19) 
where x, y represents the position of each particle and centroid of the ellipse to obtained the 
observation color probability density function (pdf) of particles followed by their velocity, and Hx 
and Hy are half axes values of ellipse with orientation θ [137]. Then, based on this state space, 
particles’ state update definition over time is achieved by a first order motion model [116, 137]. 
To find the similarity between the reference color pdf and particles’ observations, the 
Bhattacharyya cooefficient (20) can be used to calculate likelihood of the particles as below [137]: 
 [ , ] [ ] [ ] ; 1,...,p q p n q n n N    (20) 
The next step is to find the depth likelihood map and saliency map to improve the particle update 
criteria where the update formulation is given below: 
 1t t t t tw N w c d s  (21) 
where N(.) is the normalizing function to make the sum of weights to 1, w is the particle weight and 
c is the color likelihood for each particle, d is the depth based particle elimination weight in which d 
is 1 if the particle inside the segmented depth subject estimation, otherwise 0, and s is the saliency 
value color scene at the particle position. 
Depth likelihood map is generated by a Gaussian function with the depth value obtained from 
the previous state of the tracked subject so the particles out of subject boundaries can be avoided 
during new state estimation. With the depth likelihood map, the weights can be kept as the color 
likelihood update or can be assigned to zero if the particle does not fall on the estimated subject 
depth region. Thus, particle on the subject boundary can keep on surviving that will increases 
robustness of the tracking without the necessity of 3D state space usage as used in the work [138].  
Moreover, importance of each particle can be controlled by their saliency value since it shows 
their visibility on the scene. So, the features of attentive particles are less noise free and more reliable 
compared to the particles at positions without any significance. They are more likely to be observed 
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in the next state too. Hence, with a simple observation and an efficient saliency representation, visual 
tracking with particle filter defined in 2D state space can achieve good results with RGB-D sensor. 
5.2.2.1 Experiments on saliency based improved RGB-D tracking 
The experiments on visual tracking based on particle filter with saliency-depth-color observation 
model was done in dynamic condition such that the subject was moving in any direction in the room 
and Kinect sensor had rotational motion to keep the subject in the visual filed. First, the color image 
(Figure 37(a) [62]) from Kinect sensor is used to obtain color distribution of each particle, then depth 
likelihood map (Figure 37 (b) [62]) is computed by depth image by applying probability density 
function (pdf), and finally, we compute saliency map (Figure 37(c) [62]) of the color image with the 
proposed model. With the all observation, particle weights can be updated to create a more robust 
visual tracking. 
In Figure 38 [62], tracking samples by several frames are given from the experimental 
recordings. Particles are shown with the ellipse RoI in which ellipse state space is estimated by the 
weighted average of the particle states. To be able to make an evaluation, we compared particle filter 
visual tracking in 3 conditions: i) only color observation as in [137], ii) color observation supported 
by the depth likelihood, and iii) proposed saliency model integration to depth and color observation 
to update the weights. Each case was tested 20 times in a recorded sequence of video in which the 
subject was moving and Kinect sensor was rotating. 
 
 
Figure 37  (a) Sample color image, (b) depth likelihood map obtained from the depth image, (d) saliency map 
computed by the proposed model [62] 
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Figure 38  Sample frames for visual tracking with weighted ellipsoid region on subject body segmented from 
the depth likelihood [62] 
The visual tracking failure condition is defined as the estimated centroid position of the ellipsoid 
falls on the background region that is not related to the tracked subject. Experimental values for the 
success and failure numbers are given in Table 12. First condition (only color) was able to complete 
visual tracking the data 60% of the tests without failure. Second case (color and depth) performed 
75% success rate within the 20 tests. On the other hand, using saliency and depth data with color 
distribution to update weights yielded best tracking success by being able to track 90% of the all 
tests. 
Table 12  Particle filter based visual tracking results for each observation data condition 
Color Only Color - Depth Color – Depth - Saliency 
#Success #Failure #Success #Failure #Success #Failure 
12 8 15 5 18 2 
 
Proposed saliency fusion model yielded promising results by improving the saliency results of 
two existing state of the arts approach. And also, in the visual tracking experiments, updating the 
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weights of particles with their respective saliency value had improvement on the success rate for the 
tracking tests as demonstrated in the experimental results. 
5.3 Summary 
In this part of the thesis, saliency models were developed, and analyses of the color spaces were done 
as a preliminary work to integration of visual attention models to visual tracking algorithms. Saliency 
model using color images based on band-pass frequency components demonstrated that significant 
points on the image can be extracted efficiently; however, there was a performance variance between 
tested color space models. Hence, it was concluded that color images should be represented with a 
generalized model to improve the efficiency of integrated visual tracking. 
To be able to have a better color saliency approach, principle component analysis was used to 
represent color images for making input channels on selected saliency models, then neighbor pixel 
connectivity was taken into account by applying multi-channel pulse coupled neural network (m-
PCNN) for information fusion to create final saliency map.  
By taking advantage of improved color saliency and depth saliency as the depth likelihood map 
based on the subject prior depth information, an improved RGB-D particle filter tracker was 
implemented and tested for visual tracking. Experimental results demonstrated that color and depth 
based saliency integration to conventional color particle tracker increased the visual tracking 
performance due to the fact that particles with significant features were kept since they have the 
higher traceability on the following frames or captured scene. 
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6 Top-down Spatial Attention for Visual Search: Novelty 
Detection-Tracking Using Spatial Memory with a Mobile 
Robot 
The main challenges in such daily monitoring application, thus in visual search, are that the robot 
should track the subject successfully in several severe varying conditions. Recent color and depth 
image based visual search methods can help to handle part of the problems, such as changing 
illumination, occlusion, and etc. but these methods generally use large amount of training data by 
checking the whole scene with high redundancy to find the region of interest.  
For an at-home monitoring mobile robot, if the visual tracking module of the system is not robust 
enough, the whole system will be ineffective regardless of how good or accurate activity recognition 
or human model the system has. It is obvious that visual search for detection and tracking of subject 
of interest is the main core of at-home monitoring mobile robot system: it starts or supports all the 
at-home monitoring tasks, including subject localization, measurement, activity recognition, and 
robot control. 
In this part of the thesis, to achieve robust detection and tracking of the novelties on the scene 
with low complexity algorithms and high novelty detection accuracy based on range sensors, we 
proposed a fast and novel algorithm by integrating 2D (laser range finder: Lidar) and 3D (Kinect) 
sensor information, in which this section includes the contents of our works [44] and [47] as some 
of the main contributions of the thesis. The algorithm is inspired by the idea that spatial memory can 
reveal novelty regions for finding the attention points as in Human Visual System (HVS). The 
proposed algorithm detects and tracks the points with the highest novelty on the scene by using the 
robot environment memory as a top-down approach inspired by the concept of spatial memory and 
visual attention mechanism in human visual system during visual search. So, we achieved to detect 
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and track subject on the scene as a novelty of the environment extracted by using the proposed space-
based saliency algorithm. 
6.1 The idea and novelty of space based spatial saliency model 
For the detection and tracking tasks, low level and high level features on 2D/3D space or objects, 
such as color contrast, orientation, shape, object appearance model, and etc., are certainly necessary 
for an attention mechanism to detect novelties on the scene either for bottom-up or top-down 
mechanisms. However, current models neglect knowledge or effect of the space based or spatial 
attention [153–155], regardless of object features during visual search, which decrease redundancy 
on attention significantly.  
Space-based attention not only consists of spatial features such as contrast or orientation, but 
also is related to object’s position relative to a spatial reference in space [154], while the object based 
attention investigates the structure of the object to aid the recognition of whole object [154]. 
Moreover, memory is also an important factor on attention during visual search [67, 156]. As stated 
and referenced by Chun and Wolfe [67], experience and memory also affect attention while the 
attention has its contribution to experience and memory [67, 157]. In addition, Oh and Kim [156] 
also demonstrated the influence of spatial memory on visual search. Also, memory of prior 
perceptual experiences influences allocation of the attention on visual world [67, 70, 158]. Most 
importantly, Chun and Wolfe [67] also states that, people tend to pay attention to the regions, items 
or objects with novelty on the scene [67, 69]. These physiological studies [67, 69, 70, 153–158] 
proves that novelty based on spatial information can also be an important factor for attention process 
independent of object features while decreasing redundancy and guiding human attention during 
visual search. Therefore, inspired by the idea of these spatial memory and space-based attention on 
HVS, we proposed a computation model to employ spatial memory as the knowledge of occupied 
region in the environment. We tried to detect novelties, specifically person of interest for the at-home 
monitoring mobile robot, which does not belong to the part of occupied regions of environment. We 
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implemented a detection and tracking algorithm based on finding the novelty on the scene with the 
idea of space-based attention. 
On the other hand, similar to the saliency approaches that generally combine spatial information 
in 3D and 2D color information, the most similar studies other than saliency map are related to the 
semantic mapping or semantic representation [8, 159–163] of the scene which may also associate 
visual search and visual memory; however, most of the applications are based on the analysis of 2D 
image or videos for specific task such as segmentation or scene annotations [159, 160] or creating 
3D semantic maps [8, 161–163] rather than novelty detection. However, 3D scene labeling for each 
object or building structure is too complex; therefore, current applications generally based on 
labeling plane surfaces (i.e. wall, floor, ceiling, door, table, bed, and etc.) as semantic labeling of the 
3D map regions [8, 161]. On the other hand, using the 3D information from the RGB-D sensor on a 
mobile robot, long-term change detection in semantic world model [163] is achieved. In the study 
[163], the system is integrates to different sensory information such that robot uses 2D global 
mapping of the environment for localization, and with Kinect, 3D local information is transformed 
into global frame to find out objects and their changes in the position if any during long-term 
observation in indoor [163]. However, the system finds out all the possible objects based on the 
surface normal and clustering whether the regions are novel or belongs to environment [163]. And 
also, it does not detect novel regions temporarily exist in the scene such as persons [163]; instead, it 
detects the position changes in the environment for the objects in long-term [163] since the objective 
of the system is defined as long-term change detection rather than monitoring for novelties. 
In addition, regarding the novelty detection and tracking for monitoring, these applications do 
not consider the attention or saliency concept to define visual priority of the regions, or they do not 
search for novelty on the scenes, with high likelihood to be the subject of interest in a known 
environment, to decrease redundancy in visual search. Therefore, by integrating different sensory 
information as in [163], a novel space-based saliency approach was proposed to detect and track 
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novelties for at-home monitoring task to support people in demand such as elderly or MIPs who may 
be living alone. To the best of our knowledge, there have not been any models developed for novelty 
detection based on spatial memory of the real world scene, since most of the attention based 
approaches are either 2D model or depth data processing of the visual field for depth saliency 
computation. In addition, the algorithm can be integrated into many existing color or depth based 
state-of-the-art models for detection and tracking applications to decrease the search points on the 
scene. Because the algorithm can decrease the search points or regions by providing the novel regions 
as task-dependent high priority attention regions on the scene with the aid of spatial memory based 
attention model. In this work, we have tested the model with different walking patterns, illumination 
and environmental conditions on various recorded data. Experimental results demonstrated that 
proposed visual attention model can handle various conditions stated by having high accuracy of 
novelty detection and tracking. 
6.2 Spatial saliency based novelty detection with 2D data 
The idea is to generate a space based spatial saliency map, in which the detected novel point is 
tracked along the continuous frames. The flowchart of the proposed model is given in Figure 39 [44]. 
In the proposed model, space-based saliency map is computed by comparing the readings from 
Kinect sensor (Figure 8) mounted on the rotating Table with the prior information of occupied region 
on the environment memory from Lidar sensor (Figure 8) along with the depth and size heuristics of 
the candidate regions. 
 
Figure 39  Flowchart of the proposed novelty detection algorithm with 2D data 
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To be able to transform the local Kinect data to global environment map, first, the robot initially 
should build the map of room or house as a spatial memory of the environment. For robot handling 
and mapping tasks, we take advantage of Robot Operating System (ROS) [48], in which ROS 
incorporates with the ROSARIA package [127] to read the robot odometry data. And, prior to the 
main task of novelty detection and tracking, robot generates a 2D map of the environment with 
Gmapping package in ROS as described in [58, 128, 129] by combining the odometry and Lidar 
(Figure 8) sensory information with 5cm grid resolution. Then, built map can be used for localization 
and robot path planning, as demonstrated in Figure 40(a), with ROS navigation stack that includes 
localization, costmap, global and local path planer. Robot pose is estimated by using the Adaptive 
Monte Carlo localization algorithm proposed in [60] from the global map generated with Gmapping 
[58, 128, 129]. And, 2D occupancy grid map as the cost map [130] is employed to define the cost of 
grids on the map, which consists of obstacle information, static map, and dynamic sensory 
information for update process. 
 
Figure 40  (a) global 2D Occupancy map (b) updated occupied memory map for the regions where novelties 
cannot exist (black pixels are occupied) [44] 
After having the global 2D map as the environment memory for the robot, we can use the global 
occupancy map and robot pose to find out the space based saliency. Initially, irrelevant places should 
be removed or added as occupied region to memory such as table plane or regions that subject cannot 
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appear. Therefore, the locations such as tables or irrelevant regions with their surfaces on the global 
map (Figure 40 (b)) were added to occupied regions of the memory (Figure 40 (c)) where the subjects 
cannot be observed. Then, next step is to process Kinect 3D data for occupancy memory based 
saliency detection (Figure 39). First, we obtain the Kinect 3D data, and remove the floor and ceiling 
from the observation to reduce the irrelevant points for the saliency calculation by using height 
threshold values on 3D points (Figure 41 [44]). Also, since the Kinect data is 3D and the global map 
is 2D without any height values, Kinect data is reduced to 2D dimension by avoiding the height 
information. And, the occupancy memory based saliency (see Figure 39) of the points on filtered 
Kinect 3D data can be defined as: 
 X , , , ,Xgl g g g lo k m r r kkp  S O  (22) 
where So is the occupancy based saliency values of the observed points on Kinect local data given 
the local and global information such as , , ,
gg g g
m r r k
p  O , and Xlk . In Equation (22), X
l
k  is the local 
kinect data with horizontal and depth distances as the Kinect center is the origin, and depth (x) values 
of the locally detected occupied regions on the scene, gmO  is the global occupancy map, 
g
rp  is the 
robot global position on 2D axis, gr  is the global pose of the robot on 
g
mO , 
g
k
  is the Kinect pose 
differs from robot pose due to the rotating table as shown in Figure 8. 
 
Figure 41  (top row) Kinect 3D data (bottom row) Kinect 3D observation after removal of floor and ceiling 
Horizontal Vertical Depth
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To be able to calculate the occupancy based saliency in Equation (22), Kinect local data should 
be transformed into global values (Figure 42 [44]) regarding the global 2D map to be able to find 
out novelty points as in Equation (23) [51]: 
 
 
Figure 42  (top row) Kinect 3D local data depth and horizontal images respectively (bottom row) Color image of Kinect 
3D observation, and KG(x,y) transformed points are shown on 2D map with red marks 
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where KGx and KGy are the transformed Kinect global x and y positions on global 2D map, KLx (depth 
data in Figure 41) and KLy (horizontal data in Figure 41) are the local Kinect data on the relevant x 
and y axis. KLx and KLy is resolution is adjusted to 5cm resolution to match the 2D map resolution 
since each pixel representation 2D map image corresponds to 5cm grid regions. α is the Kinect pose 
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on global map calculated by the robot pose and rotating table angle. A is the transformation matrix 
given in Equation (24) [164], in which sx and sy are the scaling coefficients on x and y axis. TGx and 
TGy are the translation values due to the difference between robot center and Kinect position on the 
robot (Figure 8). Translation values are defined as in Equation (25) where RGx and RGy are the robot 
position in global 2D map, and d is the distance of Kinect position to the robot center, and θ is the 
robot pose on global map. 
For each transformed Kinect global points, the occupancy based saliency can be defined by find 
the distances of the global Kinect points to closest occupied regions on the global map as in Equation 
(26) with the given global transformed Kinect points (KG(x,y)) and the environment memory ( gmO ). 
 
    , arg min , , go Gx Gy G mK K K x yS O   (26) 
 
     2
  ,
, nom r , m ,in
G
g
o Gx Gy m Gl
foreach
en
K x y
K K K x
d
yS O  (27) 
 
where So(KGx,KGy) is the occupancy based saliency of the given KG(x,y) point based on the 
environment knowledge gmO as in Equation (26). The definition of argmin function to calculate the 
saliency can be expressed in Equation (27), where the comparison of the Kinect points is done by l2-
norm of the vectors defined with the each Kinect point to the each map point; in other way, Euclidean 
distance of the Kinect points to the each occupied region in spatial memory. 
Then, next step is to define the depth saliency to give more priority to the closer novelty regions 
by increasing the occupancy based saliency value of each KG(x,y). This operation is done by defining 
depth weights as in Equation (28). 
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where SD is the depth saliency map, which is used for weighting the occupancy based saliency map 
So, and N( . ) is the normalization function for local depth data 
depth
k
X of Kinect sensor. For the 
calculated SD and So, space-based saliency map, SS, can be calculated by Equation (29), where the 
saliency values less than a given threshold as in Equation (30) to remove irrelevant regions on 
extracted salient regions. 
 
 
Figure 43  (top row) (a) Color image of Kinect 3D observation, (b) KG(x,y) transformed points are shown on 
2D map with red marks, (c) representation of the Kinect data as 3D point cloud (bottom row) (a) space based 
saliency map, (b) extracted novelty region from space based saliency map, (c) space based saliency region as 
3D point cloud [44] 
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Since our study is to develop algorithms for at-home bio-monitoring, our priority is based on 
the large subjects (human), where small salient regions on the saliency map can be removed with a 
defined threshold based on 3D real data clustered regions or 2D image regions. Finally, novelty 
region extraction is simply done by segmenting all extracted regions, and finding their size on 2D 
image representation, then the region with the largest size is selected as the novelty region to be 
tracked as in Figure 43 [44]. 
In sum, using the prior information, the redundancy during visual search was decreased to find 
out the novelty of the scene, and then, some simple heuristics such as the closer depths and size of 
the candidate regions were used for the primary attention region decision as the tracking region on 
the scene, which are also consistent with the behavior of HVS. 
6.3 Spatial saliency based novelty detection with 3D data 
Saliency maps as visual attention computational models can reveal novelty regions on the scene as 
in the human visual system, which can decrease the amount of data to be processed in task specific 
computer vision applications. Most of the saliency computation models do not benefit from spatial 
memory by giving priority to spatial or object based features to obtain bottom-up or top-down 
saliency maps.  
In our previous experiments, we demonstrated that spatial memory regardless of object features 
can aid detection and tracking task with a mobile robot by using 2D global environment memory of 
robot and local Kinect data in 2D to create a space based saliency map.  
However, in complex scenes where 2D space based saliency is not enough (i.e. subject lying on 
the bed), 3D scene analysis is necessary to extract novelty on the scene based on the spatial memory. 
Therefore, in this work, to improve the novelty detection in known environment, we proposed a 
space based spatial saliency with 3D local information by improving 2D space base saliency with 
height prior information about the specific locations. Moreover, the algorithm can be also integrated 
to other algorithms such as RGB based top-down saliency models to improve the detection results.  
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Space-based attention not only consists of spatial features such as contrast or orientation, but 
also is related to object’s position relative to a spatial reference in space[154], while the object based 
attention investigates the structure of the object to aid the recognition of whole object [154]. 
Moreover, memory, including the spatial relations, is also an important factor on attention during 
visual search [67, 156] since memory of prior observations affects allocation of the attention on 
perceived scene [67, 70, 158]. In sum, spatial memory is one of the keys during visual search to be 
able to detect novelty, which can assist to reduce redundancy and increase detection performance for 
monitoring tasks. Therefore, by using the mobile robot platform, we developed space based spatial 
saliency map using 3D data with height and size heuristics to find novelties such subjects in our 
mobile robot based monitoring application. The flowchart of the proposed algorithm can be seen in 
Figure 44 [47]. 
 
Figure 44  Flowchart of the proposed space based salient novelty detection using 3D data 
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As demonstrated in Figure 44, robot pose and global map are two of necessary information 
crucial to the application, where local Kinect observation can be projected on to global 2D map. For 
this purpose, Robot Operating System (ROS) [48] is used to handle robot navigation [60, 127, 130], 
environment mapping [58, 128, 129] as the spatial memory of the robot, and localization [60] of 
robot based on Lidar range sensor [48, 58, 60, 127–130]. Then, by using the global 2D map as the 
environment memory and robot pose obtained from the mobile robot platform and ROS, the space 
based saliency can be generated for each point on the Kinect sensor data. 
First, since the Kinect data is 3D and the global map is 2D, and some occupied regions by global 
map have the possibility to include subject such as on the bed, on the sofa and etc., the global map 
should be updated where some height information should be provided for necessary global positions 
to be able to obtain spatial saliency with 3D information, which is not included in our previous 
application. Also, map is updated for irrelevant regions, where the possibility of seeing a subject 
does not exist such as table plane or unused regions of the environment similar to the previous section. 
As it can be seen in Figure 45, bed, cycling machine, and treadmill region is included as candidate 
regions for novelty search (white areas of Figure 45(a)) with their maximum possible height without 
subject; whereas, tables or irrelevant regions are defined as occupied regions (black areas of Figure 
45(b)) in environment memory as the occupancy map. 
 
  
Figure 45  (a) Location boundaries that are updated as candidate regions for novelties (b) updated occupied 
memory map for the regions where novelties cannot exist [47] 
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After the prior adjustments, the system can start working by processing each Kinect 3D data. 
Initial steps of the proposed algorithm are similar to previous section for 2D data. To reduce the 
number of points to be processed, first, the data filtered by removing ceiling and floor (Figure 46(top-
row) [47]) on 3D observation and 3D points is arranged with 5cm grids. Then, all the local Kinect 
points on 3D space transformed to global 2D map as described in Equation (23), (24), and (25). 
As demonstrated in Figure 44, next step is to create occupancy based saliency by using the 
height prior information for defined regions, global Kinect 3D points and occupied regions on the 
global map. So, the comparison of observation to the spatial memory will provide the saliency of the 
occupied points as described in Table 13. 
 
Table 13  Pseudo-code of occupancy based saliency for each 
Kinect global data for the given spatial memory (global map) 
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where So(KGx,KGy) is the occupancy based saliency of the given KG(x,y,h) point with height h based 
on the environment knowledge (global 2D map) gmO ,and MAXHB, MAXHT and MAXHC are the 
maximum height of the bed, treadmill and cycling machine for the given sample map and data in 
Figure 45 to remove them and extract the main novelty from Kinect data. And, l2-norm of the vectors, 
expressed as each Kinect point to each global map points, were used to compare the perceived scene 
to the spatial memory for detecting saliency values.  
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Figure 46  (top-row) Kinect 3D local data; (a) depth, (b) horizontal, (c) vertical images respectively (bottom-
row) a) Color image of Kinect 3D observation, and b) KG(x,y) transformed points are shown on 2D map with 
red marks [47] 
 
Table 14  Pseudo-code of Size Weighting 
1) Create binary image BW from Ss as 
 
   
1 , ,
, ,
0
S Gx Gy
Gx Gy
if S K K h T
BW K K h
otherwise
 
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2) for each extracted region BWi 
 
calculate area as the number of pixels for ith region Ri  
if area is smaller than a defined threshold remove the region 
3) Assign each area values to corresponding pixels of the region they belong as: 
 
Ai(KGx,KGy,h) = Ri 
 
4) Then size weighting map SA is normalized values as 
 
    , , N , , 1A Gx Gy Gx GyS K K h A K K h   
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And, to make the closer regions with higher saliency, depth weights (26) is used on the 
occupancy based saliency to obtain space based saliency as in (31) since distance of the objects to 
the observer may also affect attention during visual search. 
     , , , , , ,S Gx Gy D Gx Gy o Gx GyS K K h S K K h S K K h    (31) 
where SD is the depth saliency map, which is used for weighting the occupancy based saliency map 
So, and N( . ) is the normalization function to {0-1} given in (26). 
Then, size weighting (32) is applied to each salient region on the space based saliency map Ss 
as in Table 14. Finally, Space based saliency map can be updated with the size weighting values of 
SA as below: 
     , , , , , ,s Gx Gy S Gx Gy A Gx GyS K K h S K K h S K K h     (32) 
 
Figure 47  (top-row) (a) Color image of Kinect 3D observation, (b) KG(x,y) transformed points are shown on 
2D map with red marks, (c) representation of the Kinect data in 3D (bottom-row) (a) space based saliency 
maps with height information of the bed, (b) extracted novelty region from space based saliency map, (c) space 
based saliency region in 3D [47] 
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In Figure 47 [47], extracted novelty region based on the proposed space based saliency map is 
given both in 2D and 3D. As it can be seen, using the height prior information the bed is removed 
and only the subject is the novelty of the scene. 
6.4 Experimental results 
6.4.1 Results with 2D data 
Before going through an extensive analysis of the algorithm, we started our test with a small number 
of test data from discrete data of some specific selected cases, in which robot were placed on the 
map randomly as Subject 1 (S1) was moving on the scene or a scene without any subject. The spatial 
memory for this test is the global map obtained in a hall of the building (Figure 48) [44]. 
 
Figure 48  occupancy map layout for the initial tests of the 2D approach with Subject 1 
The dataset includes 55 frames of data including RGB color image, 3D Kinect data, robot pose, 
and Kinect pose. Among the 55 images, 22 data is without the subject as expressing the case that the 
scene does not have any novelty to be detected. And, 23 data includes the subject with different 
conditions of the subject and environment such as: (i) subject is fully visible, (ii) subject is partially 
visible (partial occlusion), (iii) subject is in various distance to the robot, and (iv) scenes are under 
various illumination conditions. Then, using the proposed algorithm in previous section, we analyzed 
each frame to detect novelties on Dataset-1. In Figure 49 [44], some sample color images of Kinect 
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data are given for the stated conditions with their space based saliency and extracted novelty region 
outputs. 
It can be seen that when there is no novelty (subject) in the scene as in Figure 49(a), space based 
saliency and extracted novelty regions yields nothing as output. On the other hand, subject can be 
extracted as novelty from the space based saliency maps (Figure 49 (f-h)) as in Figure 49 (j-l) by 
using the spatial memory (global map in Figure 48) robot global data, and Kinect data. With the 
initial analysis, we tested detection performance in a simple environment with different situations 
like partial occlusion or partially visible cases (Figure 49 (c-d)) 
 
Figure 49  (a) sample image without subject or novelty, (b-d) sample images with subject or novelty 
representing different conditions such as subject visibility or occlusion and illumination changes, (e-h) space-
based saliency maps of the scenes in (a) to (d) respectively, (i-l) extracted novelty regions from saliency maps 
in (e) to (h) [44] 
In Table 15, detection results are given with defined data (Dataset-1). For the 23 data with 
novelty (subject visible), number of true positives (TP) are 23 without any detection error, and the 
algorithm yielded no false positives (FP), which means that it did not extracted any non-novelty 
a b c d
e f g h
i j k l
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region as novel area instead of the subject. Also, for the 22 data without any novelty, number of true 
negative (Figure 49 (a, e, i) cases) is 22 without any error, and the algorithm did not stated subject 
as as a part of spatial memory or non-novelty region. 
Table 15  Novelty detection results for Dataset-1 
 Conditions # frames Accuracy 
Novelty Exist (S1)  
& 
Without Novelty 
(55 frames) 
TP 23 
100% 
FP 0 
TN 22 
100% 
FN 0 
Overall correct detections 55 100% 
 
In addition, we also analyzed how the proposed algorithm can decrease redundant data for future 
processing based on novelty region. Our data consists of 120x160 pixel resolution, so it means that 
the number of points in point cloud is 19200. However, with the initial floor and ceiling removal 
some of these points neglected. With this removal on Dataset-1, average number of points to be 
processed decrease to 10883 points, where around 43.32% of the points were removed as redundant 
data during the initial process. Then, we calculated the average number of points remained on 
Dataset-1 after proposed novelty detection algorithm applied. On Dataset-1 with novelty existence 
cases (23 frames as given in Table 15), the average number of interest points decrease to around 
2283 points with the proposed novelty extraction, which means that 11.89% of the data requires 
attention, and 88.11% of the points are redundant in average regarding the Dataset-1. 
Experiment on randomly selected data with specific cases gives promising results to go for the 
next step with a more realistic environment and continuous data, where the subject moves in the 
room randomly to test detection and tracking performance of the algorithm. In the following section, 
detection and tracking performance of the systems is tested with more complex conditions. 
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6.4.1.1 Experiment with tracking dataset 
The proposed algorithm is tested with several conditions and compared with selected tracking 
algorithms by using a different dataset (Dataset-2) including more subjects and scenarios. Since the 
main purpose of the project is to observe the elderly or people with impairment, detection and 
tracking model should be able to track persons with different walking patterns in various indoor 
environmental conditions. For the purpose of testing various simulated conditions, first, we 
generated a test dataset that consists of 6 recordings from 2 subjects with various illumination 
conditions, color variations and different walking patterns such as normal walking, simulated 
impaired walking, and simulated elderly walking. 
The conditions for each recording data are given in Table 16. First of all, it should be noted that 
each data includes walking patterns inside the room with changing viewing point or angle. In Table 
16, for the datasets that includes 11155 frames in total, recording name abbreviations can be 
described as; (i) S2IW: Subject 2 and impaired walking, (ii) S2EW: Subject 3 and elderly walking, 
(iii) S2NW: Subject 3 and normal walking, (iv) S3IW: Subject 3 and impaired walking, (v) S3EW: 
Subject 3 and elderly walking, (vi) S3NW: Subject 3 and normal walking (Figure 50). 
Table 16  Properties of the Dataset 2 
 #image frames Subject color 
Subject exist in 
all frames 
Light Changes in 
some frames 
No light condition 
in some frames 
S3IW 2220 Black Yes No No 
S3EW 1245 Green Yes No No 
S3NW 1180 Black Yes No No 
S4IW 2120 Red Yes No No 
S4EW 2000 Red Yes No No 
S4NW 2390 Gray No (172 frames ) Yes (decreased) Yes (dark room) 
Total: 11155 
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During recordings of the datasets, subjects were wearing different color clothes for each 
recording set such as red, green, black and gray colors are the subjects color appearances for color 
tracking models (Figure 50 [44]). Red and green were chosen to be the easy to track color while 
black and gray colors are selected to test the robustness of the color tracker with similar background 
or highly changing illumination during subject motion.  
 
Figure 50  Sample color images for each dataset (a) S2IW: Subject 2 and impaired walking, (b) S2EW: Subject 2 and 
elderly walking, (c) S2NW: Subject 2 and normal walking, (d) S3IW: Subject 3 and impaired walking, (e) S3EW: Subject 
3 and elderly walking, (f) S3NW: Subject 3 and normal walking 
Moreover, in five dataset (S2IW, S2EW, S2NW, S3IW, S3EW), the conditions are set static 
such that (i) subject exists in all frames, and (ii) same light conditions are used during recording. 
However, based on the position of the subject, illumination value around the subject will be different 
due to the distance to the light sources. Moreover, the distance between the subject and robot will 
affect the texture details too. Hence, there are still dynamical conditions that make tracking difficult 
for color image data.  
On the other hand, one of the dataset (S3NW) is prepared with changing environmental and 
subject appearance conditions. For example, for the S3NW dataset, three different illumination 
conditions are used; (i) all the lights are on, (ii) illumination is decreased by closing some lights, and 
(iii) dark room environment as the all lights are off. In addition, because the proposed algorithm is 
based on novelty detection, existence and non-existence of the novelty region (subject in our case) 
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should be tested too. Hence, in S3NW, 172 frames of 2390 frames do not represent any novelty as 
the subject is not on the visual area of the sensor. 
With the given dataset, color tracking, depth improved tracking and proposed novelty detection 
and tracking algorithm are tested and compared. For the color tracker, we have chosen one of recent 
algorithms in the field, which is Scale and Orientation Invariant Adaptive Mean-Shift Tracker 
(SOAMST) [105] that can handle low resolution and texture images (e.g. 120x160 pixel images as 
in our case). The algorithm is easy to integrate it into real-time applications which require low 
computational cost. In addition, SOAMST [105] is proven to be quite robust to scale, orientation and 
illumination changes [105] as long as the region of interest (RoI) exists and is trackable on each 
frame. However, if the illumination value changes a lot that can alter the color information on RoI, 
SOAMST may not achieve tracking robustly as also stated prior in the related literature review 
section. 
Due to the fact that, Kinect sensor provides depth information locally given the robot position, 
to compare with the proposed model, we also integrated depth likelihood map to improve the 
accuracy of tracking described in Section 4.2.1. Although depth likelihood map integration, depth 
improved SOAMST (DI-SOAMST), can improve the result of color tracking [105], it is still not 
robust enough with the motion of subject and the robot for dark room or low light room conditions. 
Moreover, when tracking fails ones in SOAMST and DI-SOAMST, it is very difficult to recover 
since both algorithms use previous frame’s tacking points as a reference to continue next tracking 
process. If the previous frame’s reference tracking point is false or not the subject of interest, then it 
is highly probable that next process output for the tracking may fail too. 
In Table 17, the results of tracking tests are given for SOAMST, DI-SOAMST, and proposed 
novelty detection algorithm. It should be noted that SOAMST and DI-SOMAST tracking only 
models, where they cannot detect or recognize whether the novelty exist or not (subject in the scene 
or not). Therefore, their detection and tracking results were not count if the subject does not exist in 
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the scene. And, their detection performance (Table 17) are assigned as not available (NA). On the 
other hand, the proposed model is detection and tracking algorithm so tracking and detection failures 
are obtained from the tests. 
Table 17 Comparison of the tracking algorithms with the dataset 
 
SOAMST  
Color Tracker 
Depth Improved 
SOAMST Color Tracker 
Proposed Space based 
Model 
Detection & Tracking Detection & Tracking Detection & Tracking 
Success Track 
Fail 
Detect 
Fail 
Success Track 
Fail 
Detect 
Fail 
Success Track  
Fail 
Detect  
Fail 
S3IW 1668 552 NA 2220 0 NA 2220 0 0 
S3EW 968 307 NA 1245 0 NA 1235 0 5 
S3NW 1042 138 NA 1180 0 NA 1180 0 0 
S4IW 2120 0 NA 2120 0 NA 2120 0 0 
S4EW 2000 0 NA 2000 0 NA 2000 0 0 
S4NW 1633 585 NA 
(172) 
1484 734 NA 
(172) 
2390 0 0 
Total 9431 1582 172 10249 734 172 11150 0 5 
Accuracy 85.60% (Tracking only) 93.32% (Tracking Only) 99.96% (Detect & Track) 
 
First of all, from results of S2IW and S2NW, it can be seen from Table 17 that walking pattern 
may also affect tracking performance of the color based approaches. In these two cases, Subject 2 
has the same color appearance model and the layout is the same, the only difference between S2IW 
and S2NW is the walking pattern (Table 16), where S2IW is simulated impaired walking (Figure 
50(a)) and S3NW is the normal walking (Figure 50 (c)). And, while S2NW has 83.70% accuracy by 
having more stable walking gait, S2IW has lower performance as 75.14% tracking accuracy due to 
the high motion and gait change of the subject that can affect appearance model. On the other hand, 
color based tracking by using SOAMST can yield very high accuracy independent of walking pattern 
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if the subject appearance model is very distinctive from the environment as in S3IW and S3NW 
(Table 16) with 100% tracking accuracy (Table 17). And, changing illumination conditions can 
decrease the tracking performance down to the 73.63% as in S3NW case. In sum, overall tracking 
only performance of the SOAMST is 85.60% from all cases.  
On the other hand, DI-SOAMST showed promising results by handling SOAMST failures in 
five cases (S2IW, S2EW, S2NW, S3IW, S3EW) by giving 100.00% tracking performance (Table 
17) without any failure when the light condition of the room does not change as in S2IW, S2EW, 
S2NW, S3IW, S3EW data (Table 16). For the S3NW data, DI-SOAMST is also affected from the 
changing light conditions of the room (Table 16). DI-SOAMST also failed to track subject in many 
frames of S3NW data due to loss of appearance model of the subject on the scene with highly 
changing illumination conditions or dark room. In general, it improved the tracking performance of 
SOAMST from 85.60to 93.32% as given in Table 17. 
By having problem with detection after subject disappearance and reappearance, or with 
changing illumination conditions, as a color based approaches, both SOAMST and DI-SOAMST is 
not good enough to handle all day (day and night) monitoring task considering subject detection and 
tracking. However, Table 17 demonstrates that proposed space based novelty detection and tracking 
algorithm is a good candidate and a reliable model for monitoring by having 99.96% detection and 
tracking accuracy among 11150 frames of all cases. Also, detection and tracking output of a frame 
is not affected by the detection or tracking errors in previous frames, which is not the case for 
SOAMST, DI-SOAMST or many color based state of the art tracking approaches. 
In conclusion, proposed space based saliency model for novelty detection and tracking task 
yielded promising results for at-home monitoring mobile robot project since all the datasets in indoor 
environment and their results have very high accuracy. Moreover, this algorithm can be extended or 
integrated to other algorithms easily if more complex approaches are necessary for indoor 
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surveillance tasks such as multiple person tracking and identification, activity recognition, change 
detection, and etc. 
This model can also be implemented with 3D data as in Section 6.3 by using 3D global mapping 
and localization or height information integration for more complex environments instead of 2D 
approach even though current approach is good enough to detect people for monitoring walking 
activities. Also, it can be integrated with semantic map algorithms to work on a more semantic level. 
Moreover, multiple person detection and identification algorithms in more complex situation can be 
handled faster by decreasing the redundancy of RGB-D based algorithms with the proposed novelty 
detection. The results with the 3D data were given in the following section. 
6.4.2 Results with 3D data 
Experiment in room environment and continuous data were done, where the subject moves in the 
room randomly to test detection performance of the algorithm. For this part, we used the layout in 
Figure 45 (a) that includes furniture bed, table, treadmill, and cycling machine. The aim of the test 
with this layout is to show that detection of the subject as novelty can be done efficiently with the 
purpose of at-home monitoring support while the subject doing various daily activities such as 
standing, walking, sitting, lying on the bed, using treadmill, and using cycling machine. For this 
purpose, 6065 frames were used as a test benchmark. 
Table 18  Novelty Detection Results for Subject Monitoring 
 Detection and Tracking Results 
 Success Detect Fail Track Fail 
#frames 6048 0 17 
Accuracy 99.72% 
 
In the detection and tracking experiment with the given dataset, tracking is simply done by using 
the centroid of the extracted region and marked on the novelty image as tracking point, then if the 
tracking point is on the subject, then we count the result as a successful detection & tracking case. 
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However, detection failure occurs if the subject body is not detected as novelty region. Tracking 
failure condition happens when the tracking point is not on the subject body. With these conditions, 
performance of the algorithm is tested on Dataset-3, and results are given in Table 18. 
 
Figure 51  1.a-d) sample color images, 2.a-d) extracted novelty region with tracked point is marked as the 
centroid of the region, 3.a-d) 3D representation of the novelty region based on space based saliency using 
spatial memory, 4.a-d) global map with defined regions as in Fig.2 and subject location on the map (marked 
cyan point) [47] 
Detection and tracking were done in 6048 frames among the 6065 frame of dataset, and only 
17 cases failed at tracking. Subject body was mistaken with the obstacles in spatial memory when 
the subject too close to the real obstacle such as wall, tables, and etc. due to low map resolution and 
obstacle map in Figure 45 (b), which can be improved with higher resolution global map and more 
a
b
c
d
1 2 3 4
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accurate obstacle map rather than a rough data. However, overall detection and tracking performance 
is quite reliable with around 99.72% accuracy.  
Also, in Figure 51 [47], various detection and tracking cases are given with the experimental 
layout (Figure 45) and given dataset, in which subject randomly moves inside the room to simulate 
daily life activity situations. The results show that detection and tracking can be very useful by 
pointing out the novelty on the scene with the spatial working memory regardless of space or object 
base features. Moreover, subjects as a novelty in the scene can be detected and tracked accurately as 
a support to at-home monitoring surveillance mobile robot systems to handle or improve the 
performance of the existing state of the art models with appropriate integration. 
6.4.2.1 Integration to top-down saliency model for human detection 
In this part of the experimental analysis, we tried to integrate the proposed space based novelty 
extraction algorithm to an existing top-down saliency based human detection model [86] to observe 
time and detection efficiency. The study in [86] uses color images to extract SIFT features and 
calculates the likelihood of the features based on the training data obtained by the object model, 
where person is selected as the category of interest in our experiments. Integration is done in a way 
that novelty region is extracted from a rectangular template to be used as an input image to the top-
down saliency model of [86] rather than processing the whole image with high-level feature analysis.  
First, we selected 100 frames randomly from the whole dataset to compute the average time and 
to check efficiency of the integration of proposed saliency based detection to [86]. The algorithms 
are built in Matlab® for the proposed model and the study in [86]. So, the tests for the processing 
time for the algorithms are done using Matlab®. And, the desktop PC is used in which the CPU is 
Intel® Core(TM) i7-3930K 3.20GHz and RAM is 16 GB DDR3 type. 
In Table 19, test results for the processing time of [86] and proposed integration are given. We 
used color images with 480x640 image resolution for testing algorithm [86], and proposed 
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integration algorithm uses 120x160 monochrome saliency images and 480x640 color images. 
Saliency model in [86] takes 3.3179 seconds for randomly selected 100 images. 
However, this processing time becomes 0.7223 seconds with the spatial novelty information by 
removing irrelevant regions for saliency calculation with high-level features such as SIFT. It can be 
seen that average computation time decreased 78.23% after the integration of spatial saliency based 
novelty detection algorithm to [86] for top-down saliency on human category. 
Figure 52 [47] demonstrates a sample of color image, and proposed saliency map, extracted 
novelty region based on the proposed model, and selected cropped color image region to be 
processed in algorithm [86]. The idea is to use the image in Figure 52 (d) to top-down saliency model 
[86], then remove the salient points with no novelty based on the extracted novelty regions. In Figure 
52 (e) and Figure 52 (f), color regions are the saliency regions representing the attention for persons 
for algorithm [86] only and improved version with the help of proposed spatial saliency of this work 
respectively. 
 
 
Figure 52  1.a) sample color image, b) proposed saliency map demonstrated in 2D image template c) extracted 
novelty region d) selected cropped color image region based on the novelty region, e) top-down saliency for 
human features [14] f) proposed saliency approach 
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Table 19  Processing time of the dataset 
Average computation time (sec.) of saliency models 
# frames TBS-H [86] 
improved [86] by proposed 
spatial saliency model 
Efficiency 
100 3.3179 0.7223 78.23% 
 
6.5 Summary 
In this part of the study, we demonstrated that the idea of spatial working memory during visual 
search as in Human Visual Systems (HVS) can be used to calculate saliency map from real world 
data. Therefore, we proposed an algorithm to create space-based saliency map for novelty detection 
and tracking by fusing two different sensors, in which Lidar is used for 2D global mapping and 
localization, and Kinect is used for perceive the local 3D data of the scene. Then, using prior 
environment knowledge, we showed that it is possible to detect and track subjects as the novelty of 
the scene by paying attention to the region that is different from the spatial memory, in other words, 
global map. With this approach, an efficient and fast model is obtained for indoor mobile robot based 
tracking by having more than 99.00% detection and tracking accuracy in all three Datasets.  
As a future work, this model can be improved by using 3D global mapping and localization 
instead of 2D approach even though current approach is good enough. Also, it can be integrated with 
semantic map algorithms to work on a more semantic level. Moreover, multiple person detection and 
identification algorithms in more complex situation can be handled faster by decreasing the 
redundancy of RGB-D based algorithms with the proposed novelty detection. 
However, visual tracking should be integrated to activity recognition algorithm to fulfill the 
monitoring task such as detecting walking for the possibility of recording data or falling for 
emergency conditions. Therefore, in the next chapter, a new activity recognition algorithm is 
proposed and tested with the improved robot structure explained.  
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7 Localization Assisted Activity Recognition 
By the integration of mapping and localization, a new activity recognition has been proposed to 
handle the problems of our previous approach such as occlusion cases [13, 165]. This update includes 
a new, fast, and person specific model that does not require any training process using high amount 
of off-line training data. The new model takes advantage of person specific heuristics, state transition 
rules, and global localization of the subject by utilizing the information through robot localization. 
Using these features, the model classifies the possible indoor daily activities such as walking, 
standing, sitting, bending, lying down, cycling, and falling. The state transition rules between 
activities are given in Figure 53 [43]. 
 
Figure 53  State transitions applied in the activity recognition model 
Person specific features include variables such as: 
1. Height parameter based on the extracted contour region of the tracked subject. 
2. Change on the height parameter between frames. 
3. a ratio parameter that can be calculated through top region of the extracted body 
contour (see Figure 54 [43]) 
Standing Walking
Sitting
Bending
Lying-
down
Cycling
Falling
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Figure 54  Extracted contour region, lines on the top part of the body to calculate the ratio parameter , and tracking 
point on the extracted region 
4. Subject location based on the tracking point on the subject calculated by the visual 
tracking algorithm using Kinect and robot global position obtained by Lidar and 
Odometer. The transformation from local Kinect 3D data to global 2D map is given in 
Equation (33): 
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where SGx and SGy are the subject’s global x and y positions on global 2D map, SLx and 
SLy are the local Kinect data of the subject on the relevant x and y axis of Kinect to 
global 2D map.   is the Kinect pose on global map calculated by the robot pose and 
rotating table angle. A is the transformation matrix given in (34) in which sx and sy are 
the scaling coefficients on x and y axis. TGx and TGy are the translation values due to the 
difference between robot center and Kinect position on the robot. Translation values 
computed as in (35) where RGx and RGy are the robot position in global 2D map, and d 
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is the distance of Kinect position to the robot center. And,   is the robot pose on global 
map. 
5. Velocity of the subject between a defined number of frames 
As it has been mentioned that the new model can be used to classify static activities such as standing, 
sitting lying down, and etc. However, features to represent static activities are not enough to detect 
dynamic or location based specific behaviors such as cycling on a stationary bicycle. Hence, we take 
advantage of the subject global position on the 2D map defined in (33). If the subject is sitting or 
bending at a specific global map position (marked as the stationary bicycle zone), it can be referred 
that the subject is using cycling machine. And, if the extracted body contour is changing its global 
position on the global map and the height of the extracted region is for the standing condition, it can 
be inferred that the subject is walking even if the subject body is not fully extracted or there is partial 
occlusion.  
As long as visual tracking and localization of the subject are successfully done, activity 
recognition model can achieve the classification task with high accuracy independent of posture and 
occlusion cases. 
Since the one purpose of the project is the bio-monitoring of the human walking conditions for 
the different types of situations such as normal, impaired and elderly walking patterns, it is important 
to for the system to detect the walking activity for the stated different walking patterns. Because it is 
important to know the walking activity for the bio-monitoring system to record the data of the 
subject’s walking behavior, especially for the people in demand such as elderly or impaired. By this 
way, experts or an algorithm can analyze the recorded data whenever necessary. 
There are many algorithms that can detect walking activity but most of the experimental results 
generally based on normal walking conditions including other daily activities. Therefore, in this work, 
we tested the proposed activity recognition of algorithm for the walking condition on normal, 
impaired and elderly walking patterns. Experiments showed that the proposed algorithm can robustly 
 110 
 
detect walking activity for the various patterns as long as the subject tracking is accurate. The results 
for the walking activity for different patterns can be seen in the experimental results section. 
To demonstrate how the state transitions were handled, state transition rules for standing and 
walking activities, which are representative activities in terms of their frequency of occurrence and 
dependency on localization information, were described as below [43]: 
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where Statest is the activity on frame t. Activity labels is defined as; i) standing = 0, ii) walking = 1, 
iii) sitting = 2, iv) bending = 3, v) cycling = 4, vi) fall = 5, and vii) lying down = 7. t is the current 
frame number. SFall and SNoFall are the speed parameters to decide fall or non-fall cases based on the 
tracked subject height at the current and previous frames as s
tHeight  and 1
s
tHeight 
. SWalking is the 
subject speed threshold to decide whether the subject is moving or not. Localization assistance uses 
the global subject position  ,st x yP G G  for the necessary cases. And, rt is the ratio parameter at frame 
t defined around the maximum height of the tracked region as shown in Figure 54 to discriminate 
activities such as sitting, bending, and lying down based on person specific Ratio threshold. 
7.1.1 Experiments on the activity recognition algorithm 
After completing visual and robot tracking experiments, finally, this section expresses the 
experiments on activity recognition, especially walking activity detection for data recording to 
support possible health care assistance to the subjects. For the experiments, first, data were recorded 
from two subjects with their normal walking and two type of simulated walking patterns such as 
impaired and elderly walking, where elderly and impaired walking conditions were simulated by 
wearing tools as demonstrated in Figure 13 and Figure 50.  
For each case, 1000 frames were used to test the activity recognition algorithm as given in Table 
2 of visual tracking data, in which subjects walk or stand inside the room continuously. In our work, 
walking activity detection has higher priority on other activities since the walking patterns can be 
analyzed whenever necessary, especially for the elderly and impaired person at-home health care 
support. It is important to record the data during the subjects’ walking activity, and it can be achieved 
for different subjects and walking patterns robustly. Hence, in this part, we tested the recognition 
rate of the algorithm for different walking patterns separate from other activities even though 
including the static activities would increase the accuracy due to high detection rate of static actions. 
In the experiments, person specific parameters for activity recognitions is decided for the 
subject 1 and impaired walking case initially, and these selected parameters are applied on the all 
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cases without any change. Impaired walking (IW) is the slowest motion among the all cases so 
velocity parameter is defined according to IW where it is given as 20 cm per 10 frames that is around 
0.2 m/s for the current system.  
Table 20 gives the activity recognition results for the recorded data described in Table 2. The 
results shows that walking condition can be recognized with high accuracy for various walking 
pattern even though the same heuristics were used for all cases. In both subjects, impaired walking 
tests have the best accuracy on detecting the difference between standing and walking activities 
around 98%. Normal walking of subjects had the lowest accuracies around 93% and 95%; however, 
these results are still in acceptable accuracy. And, overall accuracy for the all data is more than 96%, 
which is quite high considering the usage of same heuristics in each case. 
Table 20  Walking activity recognition results with various walking patterns 
 Type True False Accuracy% 
Subject1 
IW 984 16 98.40 
EW 974 26 97.40 
NW 947 53 94.70 
Subject2 
IW 976 24 97.60 
EW 963 37 96.30 
NW 931 69 93.10 
Overall Performance: 5775 225 96.25 
 
Moreover, our analysis on false recognitions are generally the cases during transition states such 
as: i) start of the walking from standing, ii) transition from walking to standing condition, iii) rotation 
of the subjects around themselves with high position changes. On the other hand, the accuracy of 
correctly detected walking activity is more than 99% and almost 100% when the subjects in the state 
of continuous walking motion without transition condition from one state to other. Therefore, it can 
be concluded that the proposed activity recognition algorithm is a reliable approach to record the 
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walking activity cases for the purpose of further analysis as an assistive technology to at-home bio-
monitoring systems. 
In addition, we also made experiments on other activities including, standing, sitting, bending, 
lying down, on cycling, and falling, where falling is another important case such as walking in at-
home monitoring applications. In all these experiments, since the activities such as standing and 
sitting were static cases without any motion except falling activity, we started recognition when the 
activity was in its state without transition periods as in changing from one activity to another. For 
example, the frames during transition from standing to sitting, standing to bending, and so on, were 
not count because these transitions were not the actual activity of standing, sitting, bending or lying 
down. Also, for the falling case, the activity was classified as falling continuously until subject 
moved and changed the activity state to any other activities. 
Table 21  Activity recognition results for various activities 
Activity True False Accuracy% 
Standing 1000 0 100.00 
Sitting 1000 0 100.00 
Bending 997 3 99.70 
Lying-down 1000 0 100.00 
Cycling 1000 0 100.00 
Falling: 991 9 99.10 
Overall: 5988 12 99.80 
 
In Table 21, the recognition results for various activities were given, where 1000 frames were 
tested for each activity. As it can be seen that static behaviors such as standing, sitting and lying 
down yielded 100.00% accuracy without any false recognition since these activities were very stable, 
due to their static nature. Bending had 3 false recognition cases among the 1000 frames, probably, 
because of a large amount of motion, change in pose and height during each bending activity, which 
might have caused misclassification to similar or transition activities, such as sitting or standing, and 
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their transition states. Again, with the assistance of localization information, activity on cycling 
machine could be recognized at 100.00 % accuracy. Also, falling activity was recognized with more 
than 99% accuracy, which is crucial to detect this activity on emergency actions for the people living 
alone. And, over all recognition rate was obtained as 99.80% from 6000 frames for the activities 
shown in Table 21. 
 
 
Figure 55  Sample robot system tracking and activity recognition results with partial occlusion cases for a) 
sitting, and b) walking activities [43] 
In addition to these results, in Figure 55 [43], two cases with occlusion of the lower limbs were 
given, and these two activities were correctly classified by the proposed activity recognition model. 
Many algorithms, including our previous implementations [13, 165] handle the activity recognition 
by taking advantage of features extracted from lower limbs and upper body. However, when there is 
an occlusion on lower limbs, activities such as walking cannot be recognized accurately, not being 
able to extract any observable features from lower limbs [13, 165]. Therefore, our proposed model 
makes full use of the tracking position, height of the tracked subject, and global location of the 
tracked subject as explained in methodology of activity recognition. With the information, even 
though there is not clear information about lower limb joints (Figure 55(a)) or the partial occlusion 
on both upper and lower body (Figure 55(b)), walking activity could be detected accurately only if 
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we know that the height of a subject is comparable to the height of walking pose and the subject’s 
global position is changing on global map. And, our walking tests in Table 20 demonstrate that 
walking can be recognized with high accuracy using person specific features and localization 
assistance. In sum, it can be seen that the proposed system can handle occlusion situations when the 
subject is accurately tracked as in examples as shown in Figure 55. 
7.2 Summary 
This chapter has presented three main contributions: the proposal of a new activity recognition 
algorithm, the effect of illumination conditions in the visual tracking process and the impact of 
parameters related to robot motion and path panning in the robot navigation behaviour when tracking 
a subject. 
The new localization assisted activity recognition algorithm has been integrated with the robot 
platform. This algorithm is faster and more robust, and it is effective in those cases where the lower 
limb body is not visible. It also does not required training data to operate. The results are promising 
for being able to detect walking activity for different subjects and walking patterns. 
In summary, the contribution of this chapter can be stated as: integration of a new localization 
assisted activity recognition algorithm in a mobile robot that tracks a subject. 
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8 Discussion 
This section provides an analysis of the results presented in the previous experiments from the main 
contributions [43, 44, 46, 47, 62] of the thesis. 
8.1 Discussion on the improved subject tracking with mobile 
robot and activity recognition  
In this part, the experimental results discussed for the illumination and the speed and obstacle 
inflation radius results in order to determine the best setup for the system based on [43]. 
8.1.1 Results on visual tracking and illumination experiments 
First of all, the experiments for the visual tracking demonstrates that integration of the depth 
information to handle the illumination variations improved the tracking results obviously. It means 
that multiple sensory information fusion is required for a robust indoor tracking to achieve at-home 
monitoring mobile robot. Hence, to be able to handle various illuminations, different sensor types 
can support the system such as the infra-red sensors in the case of low illumination or dark room 
conditions.  
Based on the results of the performed tests, it is possible to state that color information may not 
be reliable all the time during real-time tasks considering the subject tracking by the mobile robot 
while daily activities. So, it is beneficial to find out limitations of the color tracker used in our system 
and safe regions to utilize the visual tracker relying on color considering the distance and 
illumination conditions.  
In sum, these experimental analysis concludes that some certain condition should be provided 
at the environment for a reliable color region based visual tracking algorithm: 1) the illumination 
condition on the subject to be tracked should be greater than 100 or 200 lux for better results 2) for 
the given lux and distance specifications, as in Figure 15, if the distance between robot and subject 
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is able to keep the interval less than 3.6 meter, there is high chance of successful and continuous 
robot tracking supported by the visual tracking algorithm. 
8.1.2 Findings of the robot based subject tracking experiments 
The speed of the robot and the inflation radius are two important parameters to be considered when 
performing the tracking of the subject and the results of the activity may differ depending on the 
layout of the room. There are no studies that analyze parameters that may impact the behaviour of a 
robot when performing a vision tracking activity. Therefore, the objective of the experiments related 
with those parameters was to identify the speed range and the obstacle inflation radius where the 
tracking process is more stable with the given constraints of visual tracking algorithm.  
The speed parameter is needed to be high enough to be able not to lose the subject but slow 
enough not to make the robot collide with the obstacles and/or the subject. When the speed of the 
robot is high, the robot covers more distance while stopping. This distance, while the robot is 
decelerating, can be not enough, and may cause the collision with the subject or even an obstacle. 
Using the results presented at the Table 4, it is possible to determine the maximum robot speed to 
prevent the collision with the subject. The collision is inevitable when the max_vel_x parameter 
takes values over 0.65. Based on this results, the robot speed must be set at 0.60 m/s or even lower 
to prevent this to happen. The obstacle inflation radius has no influence in the experiments. 
Experiments described in Section 4.3.3 study the performance of the tracking system based on 
the speed and the obstacle inflation radius. With the results of these tests, it is possible to compare 
the path followed by the robot, and to check if it is able to complete the specific track of the 
experiments. 
As it has been mentioned, non-stopping tests do not represent the normal behaviour of the 
activity performed by humans at home. Table 5 shows the results of these non-stopping tests. As it 
is presented, the rate of success is quite low, especially when the speed is set to 1.00 and 1.50 m/s.  
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It is possible to observe how the inflation radius affects the path followed by the robot. The 
influence of the inflation radius is presented in the Figure 56 [43]. For both maps the speed of the 
robot is set to 1.5 m/s. The map at the left presents the track of the robot for an obstacle inflation 
radius value of 0.05 and the one in the right for a value of 0.35. As it can be appreciated the track is 
softer when the inflation radius is lower. At the map of the right the curves when the robot is turning 
are sharp bends. A softer path makes the robot less suitable of losing the track or the localization in 
the map. This is the reason why the results in Table 5 presents good results for an inflation radius 
value of 0.05 but the results get worse when this value is incremented. 
 
Figure 56  The paths followed by the robot during subject tracking with 1.5m/s speed, and (left) 0.05 and 
(right) 0.35 inflation radius parameters [43] 
Another interesting result presented at Table 5 is the time to complete the track when the speed 
is set to 0.50 m/s. The time values are higher for this value even the subject is always walking at the 
same speed. Because the speed of the robot is not high enough, in which the robot sometimes got 
stuck for a few seconds. The subject has to wait for the robot to be released that results in increasing 
the required time to complete the track.  
The situation when the subject stops is different than the one previously exposed. Persons at 
home use to walk and stop when walking in a room. The walk to a desk, stop for a moment to pick 
something, start walking again, and so on. This is the situation represented by these experiments. 
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And, this situation is more favorable for the tracking process. As the user stops for a brief time, the 
robot can use that break to recover the lost distance and get a better position in the room. This allows 
use of lower speeds by increasing the reaction time of the robot. 
In this part, we have analyzed three different scenarios representing three layouts with different 
characteristics. In an open layout, Figure 25 - layout 1, when there are no obstacles in the middle of 
the room there is no restriction for the speed of the robot; the only limit is the maximum speed of 
0.60 m/s that prevents the robot to crash with the subject. The robot is able to perform its activity 
without any problem. Moving in the room center freely, the speed or inflation radius do not have any 
effect on the performance. The same results are obtained when the robot has a wide space to move 
around an obstacle (Figure 25 - layout 2). The robot can follow the subject, and the success in all the 
tests state that any value in the range of the one tested provides good results. 
When there is not enough space to move and/or the shape of the obstacles is complex the speed 
and inflation radius for the robot motion have to be considered to guarantee the success of the 
tracking process. As a result of the experiments, only speeds over 0.40 m/s leads to a success. Values 
between 0.50 m/s and inflation radius over 0.15 increase the success rate of the tracking activity even 
if it does not provide 100% of success. 
The exception for this speed range was when the inflation radius was set to 0.05 meters. Using 
this low value the robot was not able to complete the track. Probably, with 0.05 meters inflation 
ration, the robot can get close to the obstacles so it may make robot easier to get stuck during subject 
tracking task. Indeed, the reason why the robot could not complete the track was always that the 
robot was stuck during navigation. 
The success rate for these two speed parameters, when the inflation radius is over 0.05, is of 5 
tests over 8. At these speeds the robot looks quite stable and the only reasons not to complete the 
track are because if it was stuck in some points of the track. But generally the parameter combination 
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with a speed of 0.50 - 60 m/s and an inflation radius 0.15 - 0.45 offers the best results in complex 
scenarios. 
As a summary, for open and wide areas speed and inflation radius do not affect the performance 
of the tracking activity. But, for the not ideal conditions, if the room contains a narrow path of 
complex obstacles, the value of these parameters should be restricted to the range proposed in this 
experiments. The results of the test show that setting the speed of the robot at 0.5 or 0.6 m/s and the 
inflation radius between 0.15 – 0.45 generates better results. 
8.2 Discussion on the saliency based color space analysis and 
improved RGB-D tracking 
8.2.1 Salient region detection and color space analysis 
In this part of the thesis [46], a simple and efficient saliency detection model was introduced which 
generates salient feature maps from band-pass regions by utilizing Fourier transform. Therefore, the 
model can obtain attentive regions that represents edge to textural salient regions from the color 
image by yielding full resolution saliency maps with high perceptual quality. Salient feature maps 
were combined in a weighted manner where the one with more frequency content, representing the 
salient texture data, had more effect on the final saliency. 
We showed that frequency domain can be used to attain band-pass regions to compute saliency 
map by outperforming conventional saliency computation models. Also, experimental analysis 
revealed that the appropriate color space model selection can be beneficial to the result of the saliency 
computation. However, it is difficult to know the appropriate color space for each image prior to 
saliency calculation. Therefore, this experiments demonstrates that a better color space 
representation may be beneficial before saliency models are integrated to existing state-of-the-art 
tracking algorithms. 
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As a future work, weight of the feature maps can be optimized based on the frequency content, 
and also, bandwidth region and size selection in frequency domain can be improved using image 
similarity in a top-down manner to increase the overall performance of the proposed model. 
8.2.2 Saliency integrated improved RGB-D tracking 
In this part [62], different modules of a bio-monitoring mobile robot system were examined to 
develop a reliable structure. We proposed a new multi-channel saliency fusion model to integrate 
saliency and depth data to color based particle filter visual tracking. Proposed saliency fusion model 
yielded promising results by improving the saliency results of two existing state of the arts approach. 
Also, in the visual tracking experiments, updating the weights of particles with their respective 
saliency value had improvement on the success rate for the tracking tests. As in the following 
sections, the computational efficiency should be improved for real time tracking in real scenario by 
including human gait recognition and analysis to this system for our ultimate goal which is to develop 
autonomous mobile home healthcare bio-monitoring robot. 
8.3 Discussion on the novelty detection and tracking based on 
space based spatial attention model 
Based on the our proposed works [44, 47], it is obvious that spatial attention can greatly improve 
visual search task to extract novelties of the scene. By this way, novelties can be detected and tracked 
easily on the scene for monitoring task such as human tracking. Moreover, this algorithm can reduce 
time by removing irrelevant information. Therefore, as in the human visual system preprocessing on 
spatial environment based on spatial memory regardless of features can improve the attention or 
visual search processes for task dependent applications such at-home bio-monitoring, human 
detection, object detection, novelty tracking, and etc. 
From the application perspective, the proposed spatial saliency model is very effective by giving 
significant information from the scene by removing the irrelevant data to reduce redundancy. Also, 
it provides a simple and fast model to extract novelty regions, which is crucial to real time 
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applications. For example, in Table 19, the average processing time of integrated system (proposed 
saliency and the study [86]) is given 0.7223 seconds, where most of this process as 0.5875 seconds 
consumed by top-down saliency map algorithm of [86]. On the other hand, proposed spatial saliency 
in 3D takes only 0.1348 seconds of the whole process.  
In addition, we improved spatial attention algorithm with height data by utilizing all 3D 
information, in which 2D data approach cannot handle to separate a person lying on the bed or sofa 
from the furniture. However, current 3D approach with height prior information of specific regions 
on global map, we can remove irrelevant parts and keep subjects as the novelty on the scene as 
demonstrated in Figure 51 and Figure 52 examples. 
8.4 Results on activity recognition tests 
As stated in [43], with mobile robot, if a robust visual tracking and robot based subject tracking is 
provided, the experimental results depict that it is possible to achieve activity recognition for 
different subjects and walking patterns using same simple heuristics, which is crucial to record 
reliable data of the subjects. 
Our previous works [13, 165] had activity recognition performances over 98% with high 
accuracy; however, these models required training data and tuning for each specific subject, which 
is difficult to handle each time when the subject changes. Also, these calculations including the state-
of-the-art models, generally requires whole body contour features for walking or dynamic activity 
detections. But, with the proposed model, the activities can be recognized under limited conditions 
such as partial occlusion.  
Using the proposed model with simple person specific heuristics and localization assistance, we 
were able to obtain 98% activity recognition accuracy for all activities tested by 12000 frames even 
without using large amount of training data. The proposed algorithm does not require color image 
based feature extraction, which is also important by providing robust activity recognition under 
changing environmental conditions. Moreover, dynamic activities on static positions such as cycling 
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on cycling machine can be detected also with the localization assistance provided by the subject 
global position.  
It can be concluded that the proposed activity recognition algorithm is a reliable approach to 
record the walking activity cases for the purpose of further analysis as an assistive technology to at-
home bio-monitoring systems. 
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9 Conclusion and Future work 
9.1 Summary and conclusion of the study 
At-home bio-monitoring applications are important to improve Quality of Life (QoL) for the people 
having difficulties on walking such as elderly or motor function impaired persons (MIPs). To 
decrease the time at hospital by prior data recording or providing seamless safety conditions for the 
people in need or living alone, at-home monitoring systems can be beneficial to medical or service 
industry, in which wearable sensors or smart house systems may have various disadvantages such as 
lack of data and its analysis, necessity of attention not to damage device (wearable sensors), blind 
spots, high set-up and maintenance cost (smart house), and etc. [43]. In contrary, by providing high 
level vision tasks, mobile robots are the favorable options for at-home bio monitoring systems in 
order to avoid constraints emerged from the blind spots, occlusion, and the pose of the person or 
observation angle; however, current mobile robot based vision applications are generally using 
conventional algorithms highly rely on color information, where illumination change or dark 
environments cause system failure, or there are high redundancy for detecting tracking the subjects 
[43, 44, 47].  
On the other hand, visual attention mechanism of human visual system can adapt to difficult 
conditions by enabling continuous observation and analysis skills to support our daily lives [43, 44, 
46, 47, 62]. Therefore, in this study, my objective was to develop visual attention models and their 
integration to at-home bio-monitoring mobile robot for detection, tracking and activity recognition 
tasks [43, 44, 46, 47, 62]. For this purpose, several implementations and experiments were done [43, 
44, 46, 47, 62].  
First, the whole system was tested to find out optimal robot parameters and illumination values 
in a given environmental condition for good subject tracking [43]. Then, saliency based color space 
analysis was done [46], which lead to the idea of a generalized framework for multi-channel image 
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representation for improved saliency [62]. So, with the RGB-D data, color and depth image based 
saliency maps were integrated into particle filter color tracking to show the importance of visual 
attention integration to the monitoring system [62]. In the following work, we tried to develop a 
subject detection and tracking model that can work in low light or dark room conditions where color 
cameras fail by comparing the map occupancy memory of the robot with the given observation from 
Kinect sensor [44, 47]. Finally, a new and fast localization assisted activity recognition algorithm 
was proposed and tested by integrating with the visual tracking module [43]. 
The experimental results showed that saliency maps either from color or 3D sensor greatly 
improved the mobile robot vision tasks by providing more accurate detection, tracking and activity 
recognition results [43, 44, 46, 47, 62]. First, experiments showed that color space choice may create 
high variations in saliency results so color space independent saliency approach was proposed by 
developing a new tracking algorithm base on RGB-D sensor. Then, we made experiments on the 
robot by improving our previous system with a new localization assisted activity recognition 
algorithm to detect walking conditions to record for further analysis by the experts. The results 
demonstrated that high accuracy on behavior recognition can be obtained if the robot and vision 
tracking of the subject was provided efficiently. To enable this, constraints were examined on subject 
tracking with various walking patterns (i.e. elderly, impaired and normal walking), where the results 
were summarized as [43]: i) the illumination condition on the subject to be tracked should be greater 
than 100 or 200 lux for better results ii) for the given lux and distance specifications if the distance 
between robot and subject is able to keep the interval 1.5 to 3.6 meter, there is high chance of 
successful and continuous robot tracking supported by the visual tracking algorithm. So, as a final 
step, to handle the illumination conditions less than 100 lux and to enable detection task during visual 
search, we developed an algorithm for spaced based spatial saliency using memory of the known 
environment for subject detection and tracking, in which 2D global map from Lidar as the robot 
memory was compared to current robot local 3D observation from the Kinect sensor [44, 47]. 
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In summary, a novel mobile robot based monitoring framework as a real-time application was 
developed for person specific requirements such as monitoring as daily support or rehabilitation 
process by providing important insights to visual attention modeling and its applications, computer 
vision applications, assistive robotics, health care support, human-robot interactions. Therefore, this 
project can have a major impact on several fields such as: 
i. Computer vision applications: To be able to investigate feature representation from image 
based sensors and to develop models on visual attention computational models for the 
benefit of bio-monitoring will also provide some knowledge to future work to create efficient 
context aware visual attention models. 
ii. Medical diagnosis: With the assistance of quantitative representation of walking function, 
elderly or MIP’s behavior can be observed and analyzed more accurately to able to make a 
better conclusion about the state of the patient’s walking condition in daily life activities at 
patient's natural environment other than the hospital rooms. 
iii. Rehabilitation field: Rather than empirical observation, quantitative feature analysis (i.e. the 
joint points’ structure such as the angular positions while walking) based on recorded data 
can demonstrate the improvement for walking function impairment or negative issues for 
elderly walking function. Providing a comfortable environment by at-home observation 
might even encourage patients to do more rehabilitation, which will help them improve even 
faster. 
iv. Data mining on medical information: Feature extraction for the structure of walking body of 
the subject can create a new vision for computer aided diagnosis application related to this 
research. 
9.2 Future works 
In this study, visual attention computational models were tried both using color and 3D information, 
in which they both showed promising results on at-home bio-monitoring mobile robot for observing 
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subjects and detecting their activities. As a next step, by using light detectors, the color and 3D data 
selection can be done automatically based on the illumination condition on the room since color 
information cannot be used in dark environments. So, the system can be improved by switching to 
decide on using color information or not.  
Also, in this study, the assumption was based on the fact that the subjects in demand are living 
alone so the algorithms were developed and tested for single subject situations. However, to be able 
to use the system for various situations such as multiple person appearance conditions, new models 
are necessary for identity recognition. 
In addition, robot behavior can also be improved by learning the subject behavior on the map, 
subject trajectory during walking or subject position on the map for other activities so that robot can 
optimize the path or define the best observable places during daily activities to enhance the at-home 
bio-monitoring functionalities for the people in demand such as elderly or motor function impaired 
persons. 
Moreover it is possible to combine the observation of vital-signs (i.e. Heartbeat rate, respiration 
from radar data and temperature from thermal camera) observation with subject behavior analysis in 
an at-home bio-monitoring mobile robot system which is also important for the elderly or MIPs home 
care support. These may allow, for example, detecting and reporting any emergency condition other 
than falling activity immediately that need to be performed robustly and efficiently in mobile robot 
based health care system for the safety elderly and MIPs.  
In sum, it can be seen that this research can lead to many other research ideas for mobile robot 
based at-home health care, where vision tasks are very crucial for detection, tracking and behavior 
analysis of the people in demand. 
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