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Abstract We use high-resolution tracer data from an experimental site to test theoretical approaches
that integrate catchment-scale ﬂow and transport processes in a uniﬁed framework centered on selective
age sampling by streamﬂow and evapotranspiration ﬂuxes. Transport processes operating at the catchment
scale are reﬂected in the evolving residence time distribution of the catchment water storage and in the
age selection operated by out-ﬂuxes. Such processes are described here through StorAge Selection (SAS)
functions parameterized as power laws of the normalized rank storage. Such functions are computed
through appropriate solution of the master equation deﬁning formally the evolution of residence and travel
times. By representing the way in which catchment storage generates outﬂows composed by water of
different ages, the main mechanism regulating the tracer composition of runoff is clearly identiﬁed and
detailed comparison with empirical data sets are possible. Properly calibrated numerical tools provide
simulations that convincingly reproduce complex measured signals of daily deuterium content in stream
waters during wet and dry periods. Results for the catchment under consideration are consistent with other
recent studies indicating a tendency for natural catchments to preferentially release younger available
water. The study shows that power law SAS functions prove a powerful tool to explain catchment-scale
transport processes that also has potential in less intensively monitored sites.
1. Introduction
The problem of how water and solutes are concurrently transported along the various (and varying) hydro-
logical pathways of a catchment has long been the subject of inquiry [e.g., Rinaldo and Marani, 1987;
Rinaldo et al., 1989; Maloszewski et al., 1992]. Early studies were based on the use of catchment travel times
because a central concept was the instantaneous unit hydrograph (IUH), seen [Rodriguez-Iturbe and Valdes,
1979; Gupta et al., 1980] as the travel time distribution to the catchment outlet of a unit runoff-producing
rainfall pulse. Such a distribution was, in turn, argued to be the distribution of contact times between ﬁxed
and mobile phases—a main driver of biogeochemical mass exchange governing transport phenomena at
catchment scales. This was a partially misleading approach, because the characterization of the time spent
by a parcel of water within a watershed was incorrect. In fact, although the age dynamics of the water in
storage within a catchment system was correctly assumed to affect the chemical composition of hydrologic
ﬂuxes (including solute concentrations in runoff measured in the ﬁeld), there was little awareness that
much (if not most) of runoff had been stored in the catchment for time periods much longer than event
waters [e.g., Stewart and McDonnell, 1991; Kirchner, 2003; Bishop et al., 2004; McGuire et al., 2007]. Thus, while
water ﬂuxes (and thus IUHs) are controlled by celerities reﬂecting how ﬂow paths are activated, solute trans-
port needs to track the actual velocities of molecules along hydrologic pathways thus resulting in radically
different travel times [e.g., Botter et al., 2010; Beven, 2012; McDonnell and Beven, 2014].
Any consistent catchment transport framework must thus formally characterize the age dynamics in hydro-
logic systems in order to be able to incorporate both hydrograph and tracer information. As experimental
evidence has mounted on the links between the tracer composition of waters in storage and in output
ﬂuxes with the age of streamﬂows [e.g., Weiler et al., 2003; Hrachowitz et al., 2013; Soulsby et al., 2009; Tetzlaff
et al., 2015], common ground has been identiﬁed on the need to properly characterize the age dynamics in
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hydrologic systems to reproduce both hydrograph and tracer information [e.g., Rinaldo et al., 2015]. Hence,
it is not surprising that a variety of environmental and biological tracers [e.g., Dahlke et al., 2015; Klaus et al.,
2015; Beyer et al., 2016] are used to track the movement of water, thus placing hydrologic transport at the
interface between hydrology and biogeochemistry [Hrachowitz et al., 2016]. Recently, the characterization
of hydrologic transport has also impacted plant physiology studies, as it has been experimentally shown
that water transpired by the plants may be sampled from a pool that is different from that generating
stream water in some environments [McDonnell, 2014; Evaristo et al., 2015].
Since early formulations, travel time distributions have been extensively explored [see McGuire and McDon-
nell, 2006] and a new generation of theoretical transport models has been introduced in recent years [Botter
et al., 2011; van der Velde et al., 2012; Harman, 2015], which focus on catchment-scale nonstationary trans-
port. This new approach brought to light a number of important aspects, which include (1) acknowledging
the strong nonstationary character of travel time distributions and their dependence on hydrologic variabili-
ty [Botter et al., 2010]; (2) distinguishing between the age distribution of the water stored within a catch-
ment and the age distribution of the ﬂuxes like discharge and evapotranspiration which remove water from
the catchment storage [Botter et al., 2011; van der Velde et al., 2012; Harman, 2015]; (3) introducing parallels
between forward-in-time and backward-in-time descriptions of water travel times [Benettin et al., 2015a; Cal-
abrese and Porporato, 2015]; (4) and extending the framework to the age distribution of ﬂuxes other than
discharge, like evapotranspiration [Botter, 2012; Soulsby et al., 2016a].
Following the development of this new theoretical framework, applications have started to appear that
model and understand nonstationary hydrologic transport in real settings. However, most of the applica-
tions are based on a speciﬁc assumption of local ‘‘complete mixing’’ (or ‘‘random sampling,’’ as illustrated in
section 2), and only few studies [van der Velde et al., 2015; Harman, 2015; Queloz et al., 2015; Kim et al., 2016]
have actually explored the full potential of these new methods. More extensive implementations that do
not need a priori assumptions are thus needed, to realize the full potential of the method to different set-
tings, including locations with sparsely gauged basins. For this reason, studies conducted at highly moni-
tored research locations can be of guidance for the applications of the method in different geographical
areas and hydrologic conditions.
Here we utilize data from an experimental site in the Scottish Highlands, the Bruntland Burn, where daily
isotope measurements were made in precipitation and streamﬂow over a 3 year period. Our overall objec-
tive was to test recent catchment-scale formulations of transport by nonstationary travel time distributions
against this unique data set. More speciﬁcally we aimed to (1) use a StorAge Selection Approach (SAS) to
simulate the isotope dynamics of streamﬂow; (2) demonstrate how the size of catchment-scale storage
inﬂuences the time-varying age of water ﬂuxes in streamﬂow; and (3) assess how effectively the approach
constrains the travel time distribution of the catchment.
The paper is organized as follows: Section 2 summarizes the methods used to simulate hydrologic transport
and to reproduce the tracer signals of a catchment. Section 3 introduces the Bruntland Burn catchment and
the available data and details the model used to simulate its isotopic signature. Sections 4 and 5 present
and discuss the model results and their interpretation. Finally, the main conclusions are summarized in sec-
tion 6.
2. Methods: The Storage Selection Approach
The StorAge Selection (SAS) approach denotes the recent catchment-scale formulation of transport by non-
stationary travel time distributions. While its comprehensive description can be found in the commentary
by Rinaldo et al. [2015], some essential elements are summarized in the following.
The main task of the SAS approach is to keep track of the volumes of precipitation which have entered the
catchment at different times in the past, which remain in storage and have not been released yet. To
accomplish this, the ‘‘age-ranked storage’’ ST ðT ; tÞ [van der Velde et al., 2012; Harman, 2015] is introduced,
which describes at any time t the cumulative volumes of water in storage as ranked by their age T. The units
of ST are those of a volume (hence typically mm or m3) and, for example, ST5 50 mm refers to the youngest
50 mm of storage, ST5 200 mm to the youngest 200 mm and so on. Each value of ST can be used to tag a
speciﬁc precipitation event that occurred in the past: ST5 200 mm identiﬁes, for example, the precipitation
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event that occurred just before the most recent 200 mm of storage entered the catchment. The variable ST
is naturally bounded by the total catchment storage StotðtÞ so it can be useful to introduce the normalized
rank storage PS5ST=Stot , which is conﬁned in ½0; 1 and is dimensionless. In this case, the rank storage is
expressed in a fractional form, so for example PS50:2 refers to the youngest 20% of stored water. The rank
storage changes in time because new precipitation (J) bring new volumes of water into the catchment, and
because other volumes are released to discharge (Q) and evapotranspiration (ET). The essence of the
approach is to assign each outﬂow a SAS function xðST Þ (or equivalently its integral XðST Þ) that expresses
how much each different volume in storage contributes to that outﬂow. The use of these functions repre-
sents a practical advance as they effectively collapse complex 3-D transport dynamics into a single curve.
The governing equations can be written in a number of equivalent forms which have been proposed in the
literature [e.g., Botter et al., 2011; van der Velde et al., 2012; Harman, 2015; Benettin et al., 2015b]. Here we
employ the cumulative version, which is suitable for numerical solutions
@ST ðT ; tÞ
@t
1
@ST ðT ; tÞ
@T
5JðtÞ2QðtÞXQðST ðT ; tÞ; tÞ2ETðtÞXET ðST ðT ; tÞ; tÞ: (1)
The SAS functions can have any shape, but they must comply with the constrain
XQðST ! StotðtÞ; tÞ5XET ðST ! StotðtÞ; tÞ51; (2)
which is veriﬁed when probability density functions are used to parameterize xðST ; tÞ. The discharge age
distributions pQðT ; tÞ can be obtained from equation (1) as
pQðT ; tÞ5xðST ; tÞ @ST
@T
: (3)
Equation (3) shows how stream age distributions result from combining the available storage volumes
(deﬁned by ST at any time) with the catchment tendency to release water from different components of the
storage (expressed by the SAS functions). The same selection process can be used to quantify the solutes or
tracers that are released to the stream from the catchment storage. As each stored volume ST ðT ; tÞ can be
associated with its solute (or tracer) concentration CSðST ; tÞ, the stream concentration CQðtÞ is obtained by
integrating the contribution of all the discharged volumes
CQðtÞ5
ðStot
0
CSðSt; tÞxQðST ; tÞ dST : (4)
In the particular case of a conservative environmental tracer such as chloride or stable water isotopes, the
stored concentration is equal to that of precipitation at the time it entered the catchment, but in general CS
needs to take into account possible biogeochemical processes, like, e.g., decays and evapoconcentration
[Bertuzzo et al., 2013] or mass transfer processes [Benettin et al., 2015b]. For the particular case of stable
water isotopes, simple models can be introduced to take into account the possible occurrence of evapora-
tive fractionation [Gat, 1996] (see Appendix B).
The description of transport as a selection process facilitates considerable ﬂexibility for the balance equa-
tion (1). One can for example divide the total ET into evaporation and transpiration contributions, or identify
additional outﬂows, like, e.g., interception. Each different outﬂow must then be assigned a SAS function,
which can be used to assess the impact of the given ﬂux on the storage balance. The SAS approach is also
potentially well-suited to investigate possible ecohydrological separation between water used by vegeta-
tion and streamﬂow [see McDonnell, 2014], as it is intrinsically based on how the different outﬂows sample
the storage pool. However, it should be noted that it is difﬁcult to gather appropriate ﬁeld data to constrain
a catchment-scale model, because a time series of representative sap ﬂow from the whole catchment (and
hence diverse assemblages of vegetation cover) would be required. Still, the method can be used to check
whether the removal of water by ET can have an indirect effect on CQ [Queloz et al., 2015].
From an operational point of view, there are two main options for using the SAS function approach (Figure 1).
The ﬁrst option requires a partitioning of the watershed into conceptual compartments representing different
runoff sources, where water volumes of different ages are assumed to be sampled uniformly. As the uniform
sampling is also known as Random Sampling (RS), this approach is here termed multi-RS, to recall that the RS
scheme is applied separately to each compartment. This approach has been widely used in the literature to
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simulate the transport of sta-
ble water isotopes [e.g., Birkel
et al., 2015], conservative sol-
utes of atmospheric or agri-
cultural origins [Hrachowitz
et al., 2013; Benettin et al.,
2013; Hrachowitz et al., 2015],
and more recently also non-
conservative geogenic sol-
utes [Benettin et al., 2015b;
Tunaley et al., 2016]. One of
the main advantages is that
the subdivision into func-
tional units (e.g., soil and
groundwater compartments,
Figure 1a) is ﬂexible and the
local RS assumption allows
easy mathematical manipula-
tions of equations (1–4). Although this method is easy to implement, it suffers from a rigid compartmentali-
zation of the system (which is obviously continuous) and from the need for a coupled hydrologic model to
estimate the internal ﬂuxes from and to the different stores. The second option considers the catchment as
a whole and requires just one catchment-scale SAS function for each outﬂow (Figure 1b). This option is com-
putationally more expensive, but has a major advantage; the hydrologic ﬂuxes involved in the computation
are catchment-scale ﬂuxes (basically, P, ET, and Q) that can typically be measured or estimated without the
need of a full hydrologic model. The challenge with this ‘‘direct-SAS’’ approach is then to assess whether
one single storage selection function, coupled to the measured in- and out-ﬂuxes, can capture the main
dynamics of hydrologic transport at catchment scale. The only parameters that need to be calibrated are
those that deﬁne the shape of the SAS functions (and the total storage in some cases); hence, their number
is typically limited to 3–5. In this study, we make use of the ‘‘direct-SAS’’ approach and the details of the
implementation are given in section 3.2.
3. Case Study: The Bruntland Burn Catchment
3.1. Data and Catchment Description
The Bruntland Burn catchment (Figure 2) is a 3.2 km2 subbasin of the Girnock Burn and both sites have
been the focus of long-term tracer-based hydrological investigations [Birkel et al., 2011]. The dominant pro-
cesses generating streamﬂow have been identiﬁed through hydrometric observations coupled with fre-
quent sampling for stable water isotopes in precipitation, soil water, groundwater, and streamﬂow since
2011 (see Tetzlaff et al. [2014] for full details). Brieﬂy, the catchment, which receives around 1000 mm of pre-
cipitation a year (<5% of which is snow), is underlain by low-permeability granite and metamorphic rocks.
Land cover is mostly characterized by heather (Calluna and Erica spp. are the dominant shrubs) moorland
with around 10% forest cover of Scots Pine (Pinus sylvestris). The topography reﬂects glaciation, with a wide
valley bottom (at 250 m), fringed by steeper slopes which reach up to 560 m (Figure 2). The lower slopes
of the catchment (around 70% of the area) are covered by glacial drift deposits (mainly a sandy-silt loam
with abundant clasts). Hydrogeophysical surveys have shown that this averages depths of 5 m on the
steeper slopes and 25 m in the valley bottom and is mostly saturated, acting as a signiﬁcant store of
groundwater which maintains base ﬂows [Soulsby et al., 2016b]. The catchment soil cover is characterized
by peats (histosols) 0.5–4 m which cover around 20% of the area mostly occupying the ﬂat valley bottoms
area in riparian areas fringing the stream channel network [Tetzlaff et al., 2014]. These are saturated for
much of the year and generate saturation overland ﬂow as the dominant mechanism of storm runoff
response. The steeper slopes are mostly covered by shallow (<0.7 m) podzols (spodosols) which tend to be
mostly freely draining and recharge deeper groundwater.
Water samples were collected on a daily basis for isotope analysis; precipitation samples were cumulative
over a 24 h period, while stream water samples were instantaneously collected at 9 A.M. each day. The
Figure 1. Examples of two main approaches to hydrologic transport using the StorAge Selec-
tion (SAS) functions: (a) multi RS approach, where the SAS is uniform in each partitioning of
the catchment, but a full hydrologic model is needed to estimate the internal ﬂuxes (red
arrows in the plot); (b) direct SAS approach, where the SAS function is nonuniform but all the
hydrologic ﬂuxes can be measured. In this study, only the direct SAS approach is employed.
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sampling period encompassed 3 years from 1 June 2011 to 31 May 2014; during this period the catchment
experienced the coldest winter for 50 years (2012/2013), the driest summer for 10 years (in 2013), and the
wettest winter (December 2013/January 2014) for 20 years, so it was subject to marked variability in storage
[Soulsby et al., 2015]. Samples were returned to the laboratory and analyzed using a Los Gatos DLT-100 laser
spectroscope for deuterium (d2H) with a precision of 0.4& after calibration with Vienna Standard Mean
Ocean Water (VSMOW) standards. Precipitation samples are more likely to be more depleted in d2H in win-
ter and enriched in summer, but day-to-day variation can be marked.
Figure 3 shows the measured deuterium data sets. As ﬂuctuations in precipitation are roughly 5 times larger
than those in streamﬂow, the y axes of the ﬁgure were rescaled around the long-term means, to allow a
direct visual comparison between the two time series. The resulting plot shows that the two signals have
an almost synchronous periodicity. Moreover, during individual storm events (see gray vertical bars in
Figure 3), streamﬂow content can have a local positive/negative peak which is related to local positive/
negative ﬂuctuations in precipitation. Streamﬂow deuterium content is also characterized by high-
frequency ﬂuctuations that are not directly correlated with precipitation content and may look like mea-
surement noise, but are actually much larger than the typical analytical error. This probably reﬂects patches
of fractionated waters that are heterogeneously displaced from the peatlands (especially during smaller
events), making the high-frequency ﬂuctuations a local dynamic that is difﬁcult to link with the average
catchment states [Sprenger et al., 2017].
As typically observed in catchment tracer studies [see Kirchner, 2003], the streamﬂow response in terms of
isotopic content is strongly damped with respect to precipitation, despite the stream responsiveness to
storm events. Previous work has shown that this conceptually reﬂects the mixing of varying ﬂuxes of youn-
ger, less damped overland ﬂow from the peats soils with more stable ﬂuxes of older more damped ground-
water [Tetzlaff et al., 2014]. In addition, the mean ﬂow-weighted isotopic content of precipitation is
259.8&, while that of discharge is 257.4&; this is indicative of the effect of evaporative fractionation from
areas of surface water on the saturated peatland during warmer periods in the spring and summer [Lessels
et al., 2016].
3.2. Model Implementation and Calibration
The implementation of the direct-SAS approach requires knowledge of the catchment-scale ﬂuxes and stor-
age. We took P, Q, and the estimated potential evapotranspiration PET from Soulsby et al. [2015]. Relative
Figure 2. Map of the Brundtland Burn (BB) catchment, with a detailed Terrain Ruggedness Index derived from a 1 m2 LiDAR digital eleva-
tion model with monitoring at the catchment outlet (yellow circle). The ruggedness of the BB catchment clearly differentiates the hillslopes
(white to red colors) from the relatively ﬂat and wide valley bottom area (gray areas). However, the high-resolution elevation model exhib-
its important microtopographical features (white color) in the valley bottom close to the stream network that might affect water ﬂow paths
and transport.
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storage variations were then computed solving the water balance dSðtÞ=dt5PðtÞ2‘f ðtÞ PETðtÞ2QðtÞ, where
‘f ðtÞ is a limiting factor for potential evapotranspiration obtained as min 1; SðtÞ=ð2 stdðSÞÞf g. Storage varia-
tions computed with this simpliﬁed methodology show no trend in the observed 3 year period.
The model aims to conceptualize and simulate how each precipitation input is incorporated within the
catchment storage and later released through discharge and evapotranspiration. As the isotopic content of
precipitation (CJ) is known, the model can be used to predict the isotopic content of discharge (CQ). The
comparison between measured and modeled CQ over the 3 year available record is then used to calibrate
the main transport parameters.
The main task of the model is to update the ranked storage ST (together with its isotopic composition
CSðST ; tÞ) and evaluate the SAS functions at each time step. The SAS functions used in this study are deﬁned
over the normalized rank storage PS5ST=Stot , because it allows a power law shape [Queloz et al., 2015] of
the kind
xðST=StotÞ5xðPSÞ5k ðPSÞ k21; (5)
where the only parameter involved, k, indicates the ‘‘preference’’ for releasing water from younger/older
storage components. The preferential release of younger waters corresponds to values k< 1 (where the
lower the value of k, the higher the preference), while the afﬁnity for older waters corresponds to k> 1. In
the case where the released particles are sampled almost uniformly from all the ranked storage, then k  1,
which is equivalent to the case of a well-mixed system. The SAS function as deﬁned by equation (5) does
not vary in time, but it can be made time-variant to simulate the evolving transport mechanisms during the
different phases of the hydrologic response [see van der Velde et al., 2015; Harman, 2015; Kim et al., 2016]. A
simple way to achieve this is to deﬁne a measure of catchment wetness (e.g., some normalized storage var-
iations) and let the parameter k vary linearly between two end-members k1 and k2. A calibration procedure
can then determine whether the time variance of the SAS function is strong and whether it justiﬁes the
required added parameter.
In this study, two different model conﬁgurations are tested. The ﬁrst (Model 1) is a simpler model with ﬁxed
SAS functions, where the parameter kQ is ﬁxed to a value kQ0. The second model (Model 2) attempts to eval-
uate the possible time variance of the SAS functions by letting the parameter kQ vary between two end-
Figure 3. Measured data from 1 June 2011 to 1 June 2014. (top) Daily measured deuterium content of precipitation (gray color, left axis)
and streamﬂow (red color, right axis). The axes have different scalings (roughly 1:5) around the long-term means (black continuous line), to
allow visual comparison between the two data sets. Two events are also singled-out in the plot, to highlight the isotopic behavior during
individual storm events. (bottom) Measured hourly discharge.
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members (kQ1 and kQ2), based on the storage var-
iations of the system. In this case, a wetness state
is deﬁned as wsðtÞ5ðSðtÞ2SminÞ=ðSmax2SminÞ and
the expression for the SAS function exponent
becomes kQðtÞ5kQ11ð12wsðtÞÞ ðkQ22kQ1Þ. The
potential effect of evaporative fractionation is tak-
en into account using the formula from Appendix
B, which requires a further parameter, a. In case
calibration identiﬁes a value a < 1, this indicates that fractionation has a signiﬁcant impact. Finally, the
model needs knowledge of the total storage, but only storage variations can be assessed from purely
hydrologic measurements. Hence, a parameter indicating the initial catchment storage S0 is required. Model
1 hence needs four parameters while Model 2 needs ﬁve.
The models are run at hourly time steps using a Euler-Forward scheme based on the operational routine
outlined in Appendix A. The required initial conditions (i.e., the initial storage distribution ST and its isotopic
content) are obtained by running a spin-up period of 8 years, based on the repetition of the hydrologic
data from the ﬁrst year of measurements (where the storage returns to its initial value). The isotopic content
of the initial ST was set to 258&. The model is calibrated using the Markov Chain Monte Carlo algorithm
DREAMZS [Vrugt et al., 2009; ter Braak and Vrugt, 2008], using the uniform prior parameter ranges summa-
rized in Table 1. The calibration was run from 1 June 2011 to 1 June 2014 (1095 days). The results from the
MCMC calibration are formally evaluated using the Deviance Information Criterion (DIC) [Spiegelhalter et al.,
2002]. The DIC is based on the computation of the deviance, which is a statistic expressing the distribution
of model residuals. DIC discounts the model performance based on the additional degrees of freedom relat-
ed to the number of calibrated parameters. A lower DIC value, regardless of its actual value, indicates the
best model. Details on the DIC computations are reported in Appendix C.
4. Results
The results of the calibration are shown in Figure 4, where the posterior parameter distributions of the two
model conﬁgurations are reported together with some metrics of their performance. The only difference
between the two conﬁgurations is in the choice of the SAS function for Q: endowed with just one
Table 1. Summary of the Calibration Parameters
Parameter Symbol
Low.
Bound
Upper
Bound
SAS param. for Q kQ 0.2 3
SAS param. for ET kET 0.2 3
Average total storage (mm) Stot 500 4000
Fractionation factor a 0.95 1.00
Figure 4. Results from the two calibrated models: posterior parameter distributions (left) and model performances (right). Model 2 differs
from Model 1 because the xQ function is time-variant and needs two parameters (kQ1 and kQ2) instead of one parameter (kQ0).
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parameter kQ0 in Model 1, while for Model 2 it is allowed to change with wetness, ranging from a maximum
value (kQ1) during dry periods to a minimum value (kQ2) during wet periods.
For both conﬁgurations, the SAS function parameter for ET (kET) is not identiﬁed. This is likely due to the
more limited role of evapotranspiration in the low energy Scottish climate and wet soils, which makes it dif-
ﬁcult to assess the afﬁnity of ET ﬂuxes for the younger/older stored waters. The fractionation parameter a,
instead, is clearly identiﬁed and the optimal values are lower than 1 for both models, indicating a mild but
signiﬁcant isotopic enrichment of stream water due to evaporative fractionation. The initial storage parame-
ter S0 is only partially identiﬁed, because any value larger than S0  2300 mm provides equally good results.
This issue is rather common in transport studies [see Benettin et al., 2015c; Birkel et al., 2011; Hrachowitz
et al., 2015] and is further discussed in section 5. Finally, the parameter kQ is well identiﬁed in both conﬁgu-
rations, and Model 2 shows a clear advantage in using a time variant SAS function, otherwise the two end-
members kQ1 and kQ2 would be close to the stationary kQ0. The variation of the SAS function with catchment
wetness plays a signiﬁcant role in the simulation performance. Although both conﬁgurations result in a sat-
isfactory simulation of the measured signal (Nash-Sutcliffe (NS) efﬁciencies typically higher than 0.55), Mod-
el 2 clearly shows better performances. The model deviance, indeed, shows that Model 2 has a higher
accuracy, and even accounting for its higher complexity, Model 2 still has a lower relative DIC (11.5) com-
pared to Model 1 (14.7), meaning that the extra parameter is justiﬁed. Consequently, the results from Model
2 were selected and used for the following analysis.
To illustrate the model results in terms of stream isotopic content and age, a sample of 500 combinations
extracted from the posterior parameter distributions was used to rerun Model 2. The best combination in
terms of deuterium transport (kQ150:36; kQ250:80, kET5 0.90, S052400; a50:991) is used as reference.
The simulated stream deuterium content is shown against daily measured values in Figure 5. The model
reproduces the general periodicity of the measured signal as well as much of the main event-based varia-
tions (e.g., December 2011 and December 2013). However, the simulation is not able to reproduce the
highest-frequency variations of the signal which are not related to particular wetness/climatic conditions
(notably during summer 2013), conﬁrming the idea that these ﬂuctuations are due to local and heteroge-
neous dynamics which cannot be addressed by an integrated model.
The simple method used to account for evaporative fractionation proves generally effective in increasing the
mean (ﬂow-weighted) isotopic content of discharge dDQ . Indeed, the best performance has dDQ5258:2 &
obtained with a50:991, while the same model with a5 1 (i.e., no fractionation) results in dDQ5259:5&. The
increase in more enriched discharge samples is most pronounced during (and immediately after) dry spells
(like in the summer of 2013) and is needed to match the observed behavior during such periods.
Figure 5. Posterior simulations of the selected Model 2. Hourly simulated deuterium content (red band indicating the 95% of the posterior
simulation and line series indicating the best performance) compared to daily measurements (yellow dots). The lower part of the plot qual-
itatively shows the discharge time series, to aid the identiﬁcation of wet and dry periods.
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We use the median age (i.e., the age which is not exceeded by 50% of the water particles) as a representa-
tive metric of streamﬂow age. The median is less impacted than other statistics by the poor identiﬁability of
the older water components as it does not need to specify how old that older component is. As the model
computes the age distributions at any time step, a complete time series of the median age is available,
which shows the variability of the metric in response to the changing hydrologic state of the system. Figure
6 shows the evolution of the median age of stream water exiting the system for the posterior parameters
sample. The plot reveals that the parameters have a large impact on the median, which is characterized by
a high degree of uncertainty. Nevertheless, the dynamics are similar for all parameter combinations, with
pronounced decreases in the median age during and immediately after storm events, and large increases
during drier periods. The uncertainty is also larger during drier periods, where the inﬂuence of the total stor-
age (and hence its uncertainty) is higher.
The age distributions computed at any time step
can be averaged to obtain a long-term age distribu-
tion [Heidbuechel et al., 2012], also known as the
marginal distribution. The ﬂow-weighted marginal
distribution from the posterior parameter sample is
shown in Figure 7. The distribution is very smooth
because it is the ensemble average of more than
26,000 different curves (i.e., the number of hourly
time steps in the simulated 3 years). The marginal
distribution represents the long-term average
behavior of the system; thus, it is a useful metric to
quantify some characteristic properties of a catch-
ment. In this case, the marginal distribution predicts
that, on average, only 10% of the ﬂow is younger
than 10 days, while 40260% is older than 1 year.
The model also estimates that about 5215% is
older than 5 years, but these estimates of the oldest
streamﬂow components are more sensitive to the
uncertainty of the parameters. The smooth shape
of the marginal distribution can be easily approxi-
mated by a gamma distribution (Figure 7). Indeed,
a gamma with shape parameter a50:5 and mean
Figure 6. Simulations of the median age of streamﬂow using the posterior parameter distributions of Model 2. The colored bands indicate
50 and 95% of the posterior simulation, while the line series indicates the simulation which best performs in terms of deuterium transport.
The discharge time series is provided at the bottom to visually assess the impact of hydrologic conditions on the median age.
Figure 7. Marginal age distribution of streamﬂow from the poste-
rior parameter sample. The colored bands indicate 50 and 95% of
the posterior simulation, while the line series indicates the simu-
lation which best performs in terms of deuterium transport. A
gamma distribution with shape parameter a50:5 and mean val-
ue 750 days is superimposed to the simulation (red dashed line).
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value 750 days almost overlaps with the marginal
distribution obtained from the best model parame-
ters. This result is similar to that found by Benettin
et al. [2015c] for the Plynlimon Upper Hafren catch-
ment, thus reinforcing the idea that stationary trav-
el time distributions (like the gamma, often used in
the literature) can be seen as the ensemble average
of a set of time-variant age distributions. Hence,
this result helps bridge the recent advances on
water age theory and traditional estimates of sta-
tionary catchment travel time distributions [McGuire
and McDonnell, 2006].
5. Discussion
Our modeling exercise conﬁrms a general preference
for catchments to release the younger available
water, as opposed to other systems like lysimeters
where the dominant vertical percolation creates a
preference for the older available components
[Queloz et al., 2015; Kim et al., 2016]. This behavior is
suitably captured by power-law-shaped SAS func-
tions with exponents smaller than one. In the opti-
mally calibrated model, the exponent kQ (Figure 8) varies from 0.38 to 0.80 from the wettest period (high
storage) to the driest (low storage), with an average value during the 3 years of simulation of about 0.5. Hence,
the tendency of the catchment for releasing young water to streamﬂow appears stronger when the storage is
higher (and vice versa). The same pattern was noted by Harman [2015] and termed ‘‘inverse storage effect,’’ to
stress that contrary to classically deﬁned well-mixed systems, a precipitation pulse that lands on the catch-
ment during high-storage conditions will make a relatively larger contribution to event streamﬂow than dur-
ing low-storage conditions, as rapid hydrological ﬂow paths are most strongly activated at such times. This
analysis was made possible by the availability of accurate hydrological and isotopic data sets at the Bruntland
Burn.
The average value kQ50:5 for the xQ parameter is equal to the optimal value kQ0 of the tested model con-
ﬁguration with stationary SAS function (Model 1). This reinforces the idea that, on average, a ﬁxed value kQ
50:5 is representative of the average catchment state and that perturbations of that value arise when the
system is forced by dry/wet conditions. To characterize the deviations from the average catchment state,
we have used here the variations in catchment storage, but different metrics could be introduced to
describe it, like discharge or possibly the dynamic expansion of the river network and its riparian areas [God-
sey and Kirchner, 2014]. Furthermore, one could use a hydrological model to derive metrics of catchment
state that match, for example, the hysteretic patterns between water age and catchment wetness which
have been observed in other modeling application studies [Hrachowitz et al., 2015; Benettin et al., 2015c].
The fact that the parameter kQ proves meaningful and not just a pure calibration artifact is a signiﬁcant ﬁnd-
ing that may help guide the development of transport models at locations with scarce tracer or water quali-
ty monitoring. As a ﬁrst-order approximation, one could use a stationary xQ function with kQ  0:5, which
for entire watersheds proves to be more realistic than a well-mixed assumption (kQ5 1). Then values in the
range ½0:3; 0:7 can be individually tested without the need for a full calibration.
Given the ﬂashy nature of the hydrograph in this upland catchment, it is interesting that only around 10%
of the annual ﬂow appears to have an age less than 10 days. While this initially appears surprising, it is con-
sistent with the high water storage in the riparian peats which is largely displaced by incoming precipitation
leading to low (<20%) ‘‘new water’’ fractions in overland ﬂow and storm runoff and a damping of the iso-
tope signal [Tetzlaff et al., 2014].
Our work attempted to estimate the uncertainty related to water age, which is not often done in transport
studies. The results revealed a rather large uncertainty on the median water age (Figure 6), but the main
Figure 8. Variation of the SAS function xQ with catchment wet-
ness. The afﬁnity for the younger storage volumes is more pro-
nounced during wet periods. The parameters k1 and k2 are those
of the best model simulation.
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age dynamics (e.g., the sharp decrease in water age after a storm event) are consistent across the different
parameter combinations. Moreover, the estimates give an order of magnitude of the (ﬂow-weighted) medi-
an water age, which in this case is 330 days. This result is generally consistent with the 420 days found inde-
pendently by Soulsby et al. [2015] through an alternative modeling approach based on empirical work in
the catchment.
Further comparisons can be made with this conceptually based tracer-aided models at the Bruntland Burn
catchment. In the study by Soulsby et al. [2015], a conceptual rainfall-runoff model is used which links three
main storage zones representing groundwater in the drift, the steeper hillslopes and saturated peat soils in
the riparian area [Birkel et al., 2015]. Water and tracer ﬂuxes are distributed between and routed through
these stores in a nonstationary way according to an algorithm that tracks the nonlinear expansion and con-
traction of saturation in the valley bottom riparian areas corresponding to the peat soils [Soulsby et al.,
2016a]. Flux tracking subroutines in the model show that in dry periods older water (>3 years old) from the
groundwater store sustains base ﬂows, and storm runoff is usually generated from younger waters (<0.3
years) in overland ﬂow from the peat. In the wettest periods, the saturation area expands and receives
drainage from the hillslope store, further increasing the inﬂuence of younger waters on the stream when
storage is high, also reproducing an ‘‘inverse-storage’’ effect. The convergence of the results of the direct
SAS approach with that of the conceptual models is reassuring and gives additional conﬁdence in our new
estimates. Moreover, it highlights the utility of the SAS approach in being able to reproduce the deuterium
time series and derive the time-variant travel time distribution from an elegant, parsimonious model (only
four or ﬁve parameters) which can capture the contribution of older and younger waters sources with no a
priori assumptions about partitioning the catchment into different hydrological response units that is need-
ed in spatially distributed models [van Huijgevoort et al., 2016].
The main source of uncertainty in the modeling is represented by the storage parameter, which controls
the timescale of the transport processes, without exerting a major inﬂuence on the local age dynamics. The
storage uncertainty is indeed a structural problem in hydrology because the older water components are
poorly represented in streamﬂow, and they usually have a rather uniform tracer signal or chemical signature
that makes it difﬁcult to quantify their actual age. The conceptual model reported by Soulsby et al. [2015]
was subject to the same problem, although likely similar storage magnitudes to those calibrated by the SAS
approach (>2000 mm) were found. For this reason, alternative and independent methods can be used to
help constrain the parameter values. One such example is the young water fraction proposed by Kirchner
[2016], which quantiﬁes the fraction of water younger than 2–3 months and could be directly compared to
the model estimates. Possible improvements can also be achieved through the use of other tracers whose
input varies on a much larger timescale than stable isotopes, allowing a better quantiﬁcation of the older
storage volumes and ages [e.g., Stewart et al., 2012; Kolbe et al., 2016]. Additionally, the physical characteris-
tics and volume of older water stores can be estimated through geophysical techniques. In the case of the
Bruntland Burn, electrical resistivity tomography (ERT) surveys of the soil and drift cover and its water con-
tent along representative transects provided a basis for catchment-scale extrapolation of total storage.
These methods constrained the catchment storage between 1600 and 3000 mm [Soulsby et al., 2015], which
is again consistent with the ﬁndings of the SAS model.
6. Conclusions
The main ﬁndings of this work can be summarized as follows:
1. The availability of unique, high-resolution, and long-term data sets at the Bruntland Burn experimental
catchment allows testing and constraining different model approaches that help unravel the problem of
water and solute transport through a catchment.
2. The implementation of a transport model through the ‘‘direct-SAS’’ approach (i.e., without a priori separa-
tion of the watershed into assumed functional units) proved feasible, computationally efﬁcient and it
was able to reproduce to a high goodness of ﬁt the observed deuterium signature at the Bruntland Burn.
Results indicate that a ﬁxed xQ function already provides satisfactory results, but the use of a time-
variant xQ which follows the storage variations of the system was able to provide signiﬁcantly improved
performances.
Water Resources Research 10.1002/2016WR020117
BENETTIN ET AL. TRAVEL TIME DISTRIBUTIONS AND SOLUTE DYNAMICS 1874
3. The age distributions resulting from the calibrated model show a pronounced time variance of stream-
ﬂow age, both on a seasonal basis and during the different phases of the hydrologic response. Still, the
long-term streamﬂow age distribution (marginal distribution), which can be used to subsume some
long-term properties of the catchment, is rather regular and can be compared to smooth probability
density functions like the gamma distribution.
4. The isotope simulations, calibrated storage, and time variant-age distributions are consistent with those
reported by more complex conceptual models which make a priori assumptions about the catchment
structure and hydrological function and whose speciﬁc goals is the simultaneous simulation of stream-
ﬂow and tracer dynamics. The resulting selection of ages from stores of younger and older water is also
consistent with empirical hydrometric and geophysical evidence from the catchment.
5. The observed isotopic enrichment could be effectively reproduced by modeling isotopic fractionation
similarly to an evapoconcentration process.
Overall, our work demonstrates the suitability of the method to address catchment-scale transport prob-
lems and highlights its potential for application in a range of contexts. Having a ﬂexible tool grounded on a
solid theoretical basis is a concrete step forward for our understanding of transport processes and address-
ing important environmental challenges. Among these challenges, we foresee a central role for SAS func-
tion approaches in understanding the storage selection mechanisms of the evapotranspiration ﬂuxes, in the
application to large-scale transport of complex yet harmful chemicals like nitrates, and in the proper estima-
tion of solute mass loads exiting a catchment.
Appendix A: Steps to Implement the Water Age Balance
The numerical implementation of equation (1) is based on updating at each time the rank storage ST
(together with its isotopic composition CS ðST Þ) and evaluating the SAS functions xðST Þ. The method
requires the system ﬂuxes (J, Q, ET) and the isotopic composition of precipitation CJ. Moreover, the initial
conditions ST0 and CS ðST0Þ must be provided. At each time step i of length Dt, the following steps can be
performed:
1. In case new precipitation inputs enter the system, update the rank storage distribution by introducing
the new volume ST ð1Þ5JðiÞDt with its solute concentration CSð1Þ5CJðiÞ, and shifting all other elements
by one position in the rank.
2. Evaluate the cumulative SAS functions XQðST Þ and XET ðST Þ.
3. Update the rank storage to account for particles removed by Q(i) and ET(i): DST =Dt52QðiÞXQ2ETðiÞXET .
Along with the fundamental routine, further operations can be implemented:
1. Keep track of the age T of each element of the rank storage.
2. Compute the age distribution pQ5xQ DST=DT and pET5xET DST=DT .
3. Update the solute concentration of the ranked storage to account for processes f that may cause a solute
to be nonconservative (e.g., evaporative fractionation or decay): CS5f ðST ; TÞ.
4. Compute solute concentrations in the outputs CQðiÞ5xQ  CS and CET ðiÞ5xET  CS.
Note that the variable ST has inﬁnite support, but numerically one needs to work with a ﬁnite number of ele-
ments. It is hence convenient to aggregate the oldest volumes after a certain threshold Sth (e.g., 95% of Stot)
and consider them as a whole. From an age point of view, this means that the ages beyond that threshold
are sampled uniformly. The value of ST should be high enough to avoid numerical inaccuracies, but at the
same time as low as possible to avoid considering a large amount of negligible storage contributions.
Appendix B: Accounting for Evaporative Fractionation
A simple way to account for evaporative fractionation is to assume that the overall ET ﬂux is depleted in iso-
topic content by a factor a with respect to the water storage. This depletion causes the remaining water to
get isotopically enriched with time.
Similarly to the case of evapoconcentration, a pulse i of water that enters the catchment at time ti, and is
subject to ET during its permanence inside the catchment, undergoes an increase in mass concentration
that can be quantiﬁed as [Queloz et al., 2015, Appendix A]
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dCiðTÞ
dT
5ð12aÞ ETðti1TÞ
Sðti1TÞ xET ðTÞCiðTÞ: (B1)
The terms which express the impact of ET on the water balance can be grouped together to give a more
compact form
dCiðTÞ
dT
5ð12aÞ fET ðTÞCiðTÞ; (B2)
where the term fET ðTÞ indeed expresses how much of the precipitation input i is evapotranspired in time.
Equation (B2) can be directly implemented to update the mass concentration of each volume stored within
the catchment. However, the isotopic content is usually expressed not as a mass concentration, but as an
abundance with respect to a standard in per mil units: d5ðRsample2RstandÞ=Rstand31000, where R is the ratio
of the heavy isotope to the lighter one [Craig, 1961]. An equivalent form of equation (B2) for the d notation
is then derived. Assuming that the amount of the abundant isotope in the sample is approximately equal to
the one in the standard (which is a typical assumption) leads to a linear relationship between mass concen-
tration and isotopic content in delta notation
d51000
C
Cstand
21
 
; (B3)
where Cstand is the mass concentration of the isotope in the standard. By substitution of equation (B3) into
equation (B2), one ﬁnally obtains an expression for the isotopic enrichment of the water pulse in d notation
ddiðTÞ
dT
5ð12aÞ fET ðTÞ ½diðTÞ11000: (B4)
Appendix C: Deviance Information Criterion (DIC)
The Deviance Information Criterion (DIC) [Spiegelhalter et al., 2002] is computed as
DIC5D2pD; (C1)
where D is the posterior mean deviance and represents the ‘‘adequacy’’ of the model, while pD expresses
the degrees of freedom of the model and represents its complexity. The deviance is computed as
DðhÞ522 log pðyjhÞf g1C; (C2)
where h is a set of parameter values, y represents the observed data, pðyjhÞ is the model likelihood as com-
puted from the MCMC calibration, and C is a constant that depends solely on the measured data so it is
irrelevant to model selection. To estimate pD, we use the expression suggested by Gelman et al. [2004]
pD5pV5
1
2
varðDÞ; (C3)
where var(D) is the variance of the posterior deviance distribution. The posterior deviance distribution and
its statistics are directly computed from the results of the MCMC calibration. Other examples of the use of
DIC in travel time model selection can be found in Massoudieh et al. [2013].
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