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Abstract. Hamiltonian stationary Lagrangian submanifolds are solutions of a natural and important variational problem in Kähler geometry. In the particular case of surfaces in Euclidean 4-space, it has recently been proved that the Euler-Lagrange equation is a completely integrable system, which theory allows us to describe all such tori. This article determines the spectral data for these, in terms of a complete algebraic curve, a rational function and a line bundle. We use this data to give explicit formulas for all weakly conformal HSL immersions of a 2-torus into Euclidean 4-space and describe the moduli space of those with given conformal type and Maslov class. We also show that each such torus admits a family of Hamiltonian deformations through HSL tori, the dimension of this family being related to the genus of its spectral curve.
Introduction.
A smooth immersion of a surface f : M → R 4 is Hamiltonian stationary Lagrangian 1 (HSL) if f (M) is a Lagrangian submanifold whose area is stationary for all variations by (compactly supported) Hamiltonian vector fields. The study of HSL submanifolds begin with the paper of Oh [10] in which he derived both the first and second variations for this problem. The Euler-Lagrange equations are quite attractive: if H denotes the mean curvature vector and σ H = f * (H⌋ω) the mean curvature 1-form on M (here ω is the standard Kähler form on R 4 ≃ C 2 ) then f is HSL provided f (M) is Lagrangian and d * σ H = 0. Further, for any Lagrangian submanifold of R 2n one knows that dσ H = 0, and therefore the HSL condition is that σ H is a harmonic 1-form. As a consequence, for a compact HSL surface σ H represents a cohomology class: it turns out that, after scaling, this is the Maslov class µ ∈ H 1 (M, Z), which is an important Hamiltonian isotopy invariant of f (M).
The study of HSL immersions attracts significant interest for a number of reasons: it is a natural variational problem for Lagrangian submanifold theory; the HSL condition occurs when one studies volume minimisers in families of Lagrangian submanifolds [12, 13] ; Oh conjectured in [10] that the Clifford torus in S 3 ⊂ R 4 minimises area in its Hamiltonian isotopy class and this proved to be a interesting question, which remains unanswered (although see [6, 1, 3] for a partial solution).
For our purposes the most important contribution to the study of HSL tori in R 4 is the paper [4] of Hélein & Romon in which they make the link with integrable systems and effectively describe the construction of all weakly conformal HSL tori using Fourier decomposition. Their perspective begins with the observation that the equations governing conformal HSL immersions of a surface into R 4 can be encoded as the Maurer-Cartan equations for a loop algebra valued 1-form. This places HSL surfaces in the realm of integrable systems geometry. The nature of the loop algebra Maurer-Cartan form (or loop of flat connexions) is more unusual than those already studied in integrable systems geometry, since it has quadratic terms in the loop parameter: the form looks like (1) α ζ = ζ −2 α −2 + ζ −1 α −1 + α 0 + ζα 1 + ζ 2 α 2 .
The coefficients α j lie in the eigenspaces of an order 4 automorphism of the Lie algebra of the group of symplectic isometries of R 4 : the reason for this is that the HSL condition is most naturally seen as condition on a lift of f into a circle bundle over R 4 which is a 4-symmetric space. The main points of the Hélein-Romon paper [4] were the following. Let us fix a conformal 2-torus in the form C/Γ where Γ is the period lattice. Then: (i) f is a Fourier polynomial whose (finitely many) frequencies lie on a circle whose radius is governed by the Maslov class (as an element of Γ * ≃ H 1 (C/Γ, Z)), (ii) every weakly conformal HSL immersion of C/Γ is of finite type, in the sense of integrable systems, which should imply that the problem is algebraically completely integrable. Let us recall what we expect from such a property. First, we should be able to express f in terms of the Riemann θ-function of a related complete algebraic curve (called the spectral curve). Second, translation about the Jacobi variety of this curve should produce families of distinct HSL immersions of the same conformal torus. These translations are known as "higher flows".
The purpose of this article is to explain in detail how the properties (i) and (ii) are related, and thereby arrive at a deeper understanding of the moduli space of weakly conformal HSL tori in R 4 . We examine carefully the Lax equations derived in [4] and show that through these one sees in explicit detail the relationship between the spectral data for each HSL torus and its Fourier decomposition. The spectral data consists of a complete algebraic curve X, a rational function λ on X and a line bundle L over X. This much is familiar from other situations where integrable systems methods apply to surface geometry (see, for example, [7] ). However, one novelty here is that X is a reducible rational curve: the intersection points of the irreducible components correspond exactly to the Fourier frequencies of f and the fundamentally linear nature of the problem, witnessed by Hélein & Romon, is manifested in the Jacobian of X, which is in this case a linear algebraic group. We show how to recover the explicit formula for f using a Riemann θ-function, which in the case of this curve is just a determinant of a finite rank matrix.
The deeper understanding we arrive at lies in the following results. Fix a conformal type Γ ⊂ C and a Maslov class β 0 ∈ Γ * . Let S(Γ, β 0 ) denote the moduli space of all spectral data (X, λ, L) for weakly conformal HSL immersions f : C/Γ → R 4 with Maslov class β 0 and based by f (0) = 0. Let M(Γ, β 0 ) denote the moduli space of such immersions, modulo dilations and symplectic isometries of R 4 . Let N be the maximum number of non-zero Fourier modes a map belonging to M(Γ, β 0 ) can possess. Then we prove:
(a) S(Γ, β 0 ) ≃ CP N −1 , M(Γ, β 0 ) ≃ HP N/2−1 and the map between these which assigns f to its spectral data is the natural fibration CP 2n+1 → HP n . (b) S(Γ, β 0 ) can be identified with a compactification of a generalised Jacobi variety. The higher flows referred to above correspond to the natural action of (C × ) N −1 on CP N −1 (i.e., that which descends from the action of (C × ) N on homogeneous coordinates). The higher flows give Lagrangian variations of f and a codimension one subspace of these flows are actually Hamiltonian variations of f . (c) Varying the base point of f induces an embedding of C/Γ into S(Γ, β 0 ) of the form p → (X, λ, L p ). By its identification with a compactified generalised Jacobi variety S(Γ, β 0 ) possess a θ-divisor, which corresponds to a hyperplane in CP N −1 . The map f : C/Γ → R 4 has a branch point at p ∈ C/Γ precisely when L p lies on this θ-divisor. One surprising feature of this investigation is that the spectral curve is not naturally invariant under ambient symplectic isometries of the map, hence the map from the moduli space of spectral data to the moduli space of HSL immersions is not one-to-one.
These results open up the possibility of yet deeper studies of HSL immersed tori. There are two topics which we feel deserve more attention than we have time for here: the nature of the branch locus and the moduli space of unbranched tori; the relationship between spectral data and Hamiltonian isotopy classes (although one needs a more flexible notion, like Hamiltonian isotopy along an immersion).
Lagrangian surfaces in R
4 .
Let R 4 be equipped with its Euclidean metric, its standard complex structure J, and Kähler form ω. We will represent its group of symplectic isometries in the form
Now suppose we have a conformally immersed orientable surface f : M → R 4 . If it is Lagrangian (i.e., f * ω = 0) then its Gauss map γ : M → Lag(R 4 ) takes values in the Grassmannian Lag(R 4 ) of oriented Lagrangian 2-planes in R 4 . Let H : M → T M ⊥ be the mean curvature field for f , then one knows that the mean curvature form σ H = f * (H⌋ω) is closed and f is Hamiltonian stationary precisely when σ H is also co-closed. Now, since Lag(R 4 ) ≃ U(2)/SO(2) we can post-compose γ with the well-defined map det :
By a theorem of Morvan [8] this is related to the mean curvature form by µ = 2 π σ H and therefore
Thus f is Hamiltonian stationary if and only if s is a harmonic map.
Let Ω = dz 1 ∧ dz 2 be the standard holomorphic volume form on
for any oriented unitary basis v 1 , v 2 of V . It follows that s is essentially the Lagrangian angle function. Usually one lifts this to the universal cover to write s = exp(iβ). Now we restrict our attention to the case where M is a torus, represented in the form M = C/Γ where Γ is a lattice. We can write s = exp(iβ) for some function β : C → R and f is Hamiltonian stationary when β is a harmonic function. Note that the action of the centre of U(2) on f is by f → e θJ f (for some θ ∈ [0, 2π]), under which the Lagrangian angle changes by β → β + 2θ. Therefore we may (and will) assume that β(0) = 0. Following [4] , and using the inner product z, w = Re(zw) on C, we can write β as (3) β(z) = 2π β 0 , z for a constant β 0 ∈ Γ * ⊂ C, i.e., β(z) ∈ 2πZ for every z ∈ Γ. J∇β the Willmore energy for a conformally immersed torus f : C/Γ → R 4 is "quantized" by the Maslov class β 0 :
where A(C/Γ) is the area of the flat torus C/Γ with metric |dz| 2 .
2.1. Twistor lift and frames. Let E denote the pullback f −1 T R 4 of the tangent bundle of R 4 . Then E = T M ⊕ T M ⊥ and since f is Lagrangian T M ⊥ = JT M. Let J M denote the intrinsic complex structure carried by M. Then since f is conformal it induces another complex structure S = J M ⊕ JJ M J on E, with the property that JS = −SJ. We may think of S as a twistor lift 2 of f , i.e., S : M → Z where Z is the twistor bundle of complex structures on T R 4 . Inside Z lies the S 1 -subbundle of all complex structures which anti-commute with J, which is where S takes values. In fact this S 1 -bundle is the image of a 4-symmetric space G/G 0 , where G 0 is the fixed point subgroup of an order 4 outer automorphism τ of G. To see this, first let ε 1 , . . . , ε 4 be the standard oriented orthonormal basis of R 4 for which ε 2 = Jε 1 , ε 4 = Jε 3 , and define L ∈ SO(4) to be the complex structure on R 4 characterised
We observe that LJ = −JL and that every complex structure anti-commuting with J is of the form gLg −1 for some g ∈ U(2) ⊂ SO(4). Using L we define an order 4 outer automorphism
The fixed point subgroup is G 0 = {(g, 0) ∈ G : gL = Lg} ≃ SU(2) and the 4-symmetric space G/G 0 is an S 1 -bundle over R 4 . On the other hand the twistor bundle has description
which is isomorphic to the homogeneous space (SO(4) ⋉ R 4 )/U(2). Now we have the embedding
whose image is the bundle of complex structures anti-commuting with J.
Let us now give a description of S : M → Z in terms of natural frames, and show that S is essentially the Lagrangian angle function. Any conformal Lagrangian torus possesses a natural frame on the universal cover C, called the fundamental frame,f : C → G, given byf = (F, f ), where F : C → SO(4) is chosen so that F ε j = f j , where
It follows that s = det(F ).
The twistorial interpretation presented here is due to F E Burstall. 3 Beware here that det(F ) is the determinant taken in U (2) not in its representation as a subgroup of O(4).
From the definition of S in terms of the complex structures J M and J it follows that Sf 1 = f 3 and Sf 2 = −f 4 . Therefore S = (F LF −1 , f ). But, as observed in [4] , we can also take one of two spinor frames for f :
and therefore S is essentially the Lagrangian angle function.
Remark 2.2. This gives us another perspective on the Hamiltonian stationary condition, namely, a map f : M → R 4 is conformal Lagrangian if and only if it is S-holomorphic for some S : M → G/G 0 (i.e., Sf z = if z ). In that case we necessarily we have S = e βJ L for some function β. Then f is Hamiltonian stationary if further ∆β = 0. This is the perspective which explains the structure of the extended Maurer-Cartan form found by Hélein & Romon [4] (see below).
Throughout the remainder of this article we choose to work with the spinor lift U + since it has a particularly nice Maurer-Cartan form: we will define
Jdβ, e −Jβ/2 df ).
We also assume, without any loss of generality, that f (0) = 0 and therefore there is a unique spinor lift U + determined by α satisfying the initial condition U + (0) = (I, 0). The subgroup of symplectic isometries preserving the two conditions f (0) = 0 and β(0) = 0 is G 0 .
Extended Maurer-Cartan form.
The automorphism τ induces an order 4 automorphism (which we shall also call τ ) on g C , the complexification of the Lie algebra g of G. We will represent g C , as vector space, by
The automorphism τ takes the form
Let g j ⊂ g C be the i j -eigenspace for τ , then one computes
Notice that g −1 is the i-eigenspace for L ∈ End(C 4 ). We notice that the components of α in this decomposition are
We define the extended Maurer Cartan form to be the loop of 1-forms
It is the principal observation of Hélein & Romon [4] that the Maurer-Cartan equations for α ζ are satisfied if and only if f is Hamiltonian stationary. As usual, we think of α ζ as a 1-form with values in a loop algebra. It possesses two symmetries, namely, a real symmetry and τ -equivariance:
where (X, x) = (X,x) is simply complex conjugation. Therefore we may think of α ζ as taking values in the twisted loop algebra Λ τ g of τ -equivariant real analytic maps ξ ζ : S 1 → g C possessing the real symmetry. This is a real subalgebra of the complex algebra Λ τ g C of τ -equivariant real analytic maps ξ ζ : 
βJ/2 (udz +ūdz).
These equations are explicitly solved in [4] , but for our purposes we wish to note that u takes values in g −1 and satisfies the eigenvalue problem
A priori u is only 2Γ-periodic, so it has Fourier series
where, for notational convenience, e γ denotes exp(2πi γ, z ). To satisfy (7) we must have u γ = 0 unless |γ| = |β 0 |/2. It will be important for us to understand the set ∆ f = {γ ∈ 1 2 Γ * : u γ = 0}. To begin, consider the Fourier decomposition of f itself: define Γ * f ⊂ Γ * to be the subset of frequencies for which f has a non-zero Fourier component and write
The reality conditionf = f is equivalent to f −γ =f γ and therefore Γ * f is invariant under γ → −γ. Now write f γ = a γ + b γ , where a γ = 1 2
(1 − Ji)f γ is the projection of f γ onto the i-eigenspace of J and b γ is the projection onto the −i-eigenspace
From (9) we deduce that, for f to be Γ-periodic ∆ f must be a subset of (10) Γ
Now denote by u + (respectively, u − ) the projection of u onto the i-eigenspace (resp., −i-eigenspace) of J and write
Proof. Suppose u 
Polynomial Killing fields.
Hélein & Romon [4] have shown that every Hamiltonian stationary Lagrangian torus in R 4 has an adapted polynomial Killing field, i.e., a map ξ ζ :
However, there are infinitely many linearly independent adapted polynomial Killing fields. Following the principle in [7] we would like to say that, by dropping condition (b) and allowing ξ ζ to take values in Λ τ g C , polynomial Killing fields come in complex algebras, and that the solution of the Lax equation (and the geometry of the original map) should be able to be reconstructed from spectral data determined by this algebra. However, in the case at hand, matrix multiplication does not preserve the loop algebra Λ τ g C . The reason is that g is not a matrix algebra (i.e., it is not closed under matrix multiplication). We rectify this by working in the larger matrix algebra
This contains g C as the subalgebra for which A ∈ so 4 (C) and b = 0. Rather than use the block matrix notation, it will be more convenient to use a hybrid notation, (13) ( B a 0 b ) = (A, a) + bI, where I stands for the identity matrix in gl 5 and we have defined A = B − bI 4 . In this notation the Lie bracket is given by
Notice that τ extends to p as the Lie algebra automorphism for which τ : (X, x) + yI → (−LXL, −Lx) + yI.
To properly understand the algebra of polynomial Killing fields and their spectral data, we will find it helpful to work in a different realisation of the twisted loop algebra, in which the effect of the twisting is essentially removed. First we embed
The involution µ is inner and therefore Λ µ p is an algebra with unit under matrix multiplication. Next we completely remove the twisting in Λ µ p. There is a general procedure for doing this for any finite order inner automorphism µ = AdS on the Lie algebra of a compact Lie group K. Suppose µ has order m and let ω = exp(2πi/m). Let κ ζ : S 1 → K be a homomorphism (unique when m > 2) for which κ 1 = I and κ ω = S −1 . Then for any A ζ ∈ Λ µ g one easily checks that
hasÂ ωζ =Â ζ and is therefore a function of λ = ζ m . In our case, since µ :
and extend this naturally to Λ µ p. This gives a matrix algebra automorphism from Λ µ p to the algebra Λp of untwisted loops in p: for the rest of this section we shall assume this has been applied to all the objects under study and not use the hat notation, rather we will imply that the untwisting has been applied by writing all loops as a function of λ = ζ 2 . In Λp the extended Maurer-Cartan form has the shape
Since α ζ is both τ -equivariant and satisfies the reality condition (5), this form α λ has the induced symmetriesρ
* are the commuting, respectively R-linear and C-linear, algebra involutions of Λp defined by
where
Bothρ * and τ * are loop algebra automorphisms. As a result of this symmetry of α λ , if ξ λ is a polynomial Killing field then so are bothρ * (ξ λ ) and τ * (ξ λ ). From this point on we extend the definition of a polynomial Killing field to include any solution of (a) with values in Λp . Our aim now is to understand the algebra K of these polynomial Killing fields and, more precisely, to describe certain maximal abelian subalgebras. For a polynomial Killing field of the form (X λ , x λ ) + y λ I the polynomial Killing field equations become
Therefore X λ and y λ depend on λ alone. Since these equations are linear over
we may assume that X λ is a polynomial of degree N, X λ = N j=0 X j λ j . Expanding x λ similarly we obtain the equations
It follows that x j = 0 for j ≤ 0 and j > N. It is also clear that if X λ is identically zero then so is x λ , i.e., there are no non-trivial polynomial Killing fields of the form (0, x λ ). Now let us consider polynomial Killing fields for which X λ = q λ R, where q λ ∈ C[λ] and R is a constant projection matrix (i.e., R 2 = R), which we will assume to be orthogonal projection onto some subspace V of C 4 : since [R, J] = 0 this subspace V is J-invariant. 
are both non-trivial polynomial Killing fields for which p(λ), p ′ (λ) are monic of the same degree, minimal for polynomial Killing fields of this type.
is again a polynomial Killing field and so p(λ) = p ′ (λ), otherwise the degree of their difference is less than the minimal degree. It follows that x λ = x ′ λ . Now suppose (q(λ)R, y λ ) is a polynomial Killing field, then there exists k ∈ N for which λ k q(λ) is a polynomial. Clearly we can always find a polynomial s(λ) which λ k q(λ) − s(λ)p(λ) has degree less than p(λ). But the polynomial Killing field equations are linear over C[λ, λ −1 ], therefore must have
Finally, (17) with X λ = 0, hence it is identically zero.
For convenience, we will refer to the polynomial Killing field with this unique, minimal degree, monic polynomial multiplier of R as the minimal polynomial Killing field for the projector R. Note that if dim(V ) = 1 then x λ = s λ v for some non-zero v ∈ V and some function s λ (z) which is polynomial in λ.
We want to show now that everything we need to know about the spectral curve is encoded in the minimal polynomial Killing field of the form (p(λ)I 4 , x λ ). From now on we will use p(λ), x λ exclusively for this polynomial Killing field, and denote the degree of p(λ) by N. To understand p(λ) we note first that x λ is completely determined by p(λ) using the recursion implicit in the equations (18): we have (20)
where we recall, from section 2.3, u = e −Jβ/2 f z . This recursion has an important consequence for the roots of p(λ). If we consider (20) for j = N we see that, since x N +1 = 0,
Now consider the projection of this equation onto the eigenspaces of J. On the i-eigenspace we obtain
while on the −i-eigenspace we obtain
By definition of ∆ f the components u
So both the previous equations amount to the statement
Since |γ| = |β 0 /2| these roots of p(λ) lie on the unit circle. On top of this, theρ * and τ * symmetries of the polynomial Killing field equations, together with the uniqueness result in lemma 3.1, tell us that
We note that p(0) = 1/p(0) and N must be even for p to have minimal degree. Taken altogether this information allows us to completely determine p(λ). 
In particular, p(λ) is even, its roots are simple and all lie on the unit circle.
We will label these roots s j , j = 1, . . . , N and note that (26)
where {γ j : j = 1, . . . , N} = ∆ f . It will be convenient for us later to label these so that, for
Proof. Assume that p(λ) is given by (25) and define x λ according to (20). This necessarily satisfies (18): we must show that it also satisfies (19) (equivalently, that it has the real symmetry in (23)). But using (6) and its conjugate we can show that (19) is a consequence of (18).
A particular consequence of these equations is that
. Under the assumption that f is conformal this means x 1 , x N never vanish. Later we will consider the possibility that f is only weakly conformal: the branch point of f will occur precisely when the degree of x λ drops.
Finally, let us consider the effect of the group of symplectic isometries on the minimal polynomial Killing field. Since we wish to retain the conditions f (0) = 0 and β(0) = 0 we are only interested in the action of G 0 ⊂ G.
The proof follows at once from the construction above. Now we can describe the algebra K of all polynomial Killing fields. Let R ∈ End(C 4 ) be an orthogonal projection matrix commuting with J and suppose (q(λ)R, y λ ) is the minimal polynomial Killing field for R. Since (p(λ)R, Rx λ ) is also a polynomial Killing field, by linearity of the equations, p(λ) = q(λ)r(λ) and Rx λ = r(λ)y λ for some polynomial r(λ). But this implies that p(λ) and Rx λ have common zeroes. Since p(λ) and x λ do not have common zeroes, x λ must lie in the kernel of R at the zeroes of r(λ). In other words, (p(λ)R, Rx λ ) is the minimal polynomial Killing field for R unless x λ lies in ker(R) at some zeroes of p(λ). Generically this does not happen and in particular K must contain a maximal abelian subalgebra generated over C[λ, λ −1 ] by polynomial Killing fields of the form (p(λ)R, Rx λ ). This algebra will give us the spectral curve.
3.1. Reconstruction from minimal polynomial Killing field. Before we consider the spectral curve construction of solutions, let us note that we can easily show how to reconstruct the Hamiltonian stationary map f from its minimal polynomial Killing field data p(λ), x λ . Consider the equation (17). At the zeroes of p(λ) it reduces to
On the other hand, evaluating (17) at λ = 1 yields
and therefore
recalling that we assume f (0) = 0. Now p(λ) has N zeroes and x λ has at most N non-zero coefficients x 1 , . . . , x N , therefore the values of x λ at p(λ) = 0 uniquely determine x λ as a polynomial, hence the map f is completely determined (by a system of linear algebraic equations) from the initial data p(λ), x λ (0). We will see that what we have here is a stripped down version of the spectral curve construction given in the next section: p(λ) determines the spectral curve while each x λ (z) determines a line bundle over it and we will also see how appropriate choices of line bundle determine the possible choices of x λ (0). The evolution of the line bundle is encoded in (27).
We have enough now to give one version of our construction for all immersed, possibly branched, HSL tori in R 4 . Begin by choosing any lattice Γ ⊂ C possessing β 0 ∈ Γ * for which Γ * β 0 is non-empty. Choose a non-empty subset ∆ ⊂ Γ * β 0 , which is closed under γ → −γ and define
and let x(λ, 0) be any C 4 -valued polynomial in λ of degree N = #∆ with x(0, 0) = 0 and which satisfies the symmetries,
Then there is a unique function x(λ, z) which is polynomial in λ of degree at most N for all z ∈ C, with x(0, z) = 0, and satisfies (27). It possesses the symmetries (30). Now define f : C/Γ → R 4 by (28). Then f is a weakly conformal HSL torus with Maslov class β 0 : it has branch points wherever x N (z) = 0.
Proof. We have already observed that the equations (27) determine x(λ, z) uniquely. It is easy to check that x(λ, z) satisfies (30) at each λ = s j and therefore does so for all λ.
Since by definition we have β zz = 0 it suffices to show that Sf z = if z , where S = e Jβ/2 Le −Jβ/2 . First, since both (27) and (28) are assumed to hold, equation (17) must hold (with X λ = p(λ)I) at the N + 1 values λ = 1, s 1 , . . . , s N , and therefore holds for all λ since both sides are polynomials in λ with at most N + 1 non-trivial terms. Consequently (18) holds. Since p(λ) is an even polynomial, p j = 0 only if j is even. When p j is non-zero we have
Now we use the symmetry Lx(−λ, z) = ix(λ, z) to deduce that for j even Lx j = ix j and Lx j+1 = −ix j+1 . So when L is applied to both sides of (31) we obtain
using LJ = −JL. The real symmetry assumed ensures that f : C → R 4 and the Γ-periodicity is ensured by the fact that the Fourier frequencies of f come from Γ * .
3.2. The moduli space of HSL tori of fixed conformal type and Maslov class. We have already remarked that x(λ, 0) is uniquely determined by its values at the roots of p(λ), and by the symmetries (30) we see that it suffices to specify the N/2 vectors (32)
It is convenient now to identify R 4 with H so that J represents left multiplication by i ∈ H and L represents left multiplication by j ∈ H. In that case the action of G 0 corresponds to the action by right multiplication of the group Spin(3) of unit quaternions. It follows from lemma 3.4 that the assignment
of the previous proposition intertwines the action of H * (by right multiplication) with the action of R + × G 0 (by dilations and symplectic isometries). Now, in proposition 3.5 we assume that x(s j , 0) is not identically zero, but this is because we take γ j from a subset of Γ * β 0
. If instead we take all γ j ∈ Γ * β 0
, and have N = #Γ * β 0
, then for each j = 1, . . . , N/2 we may allow w j to take any value in H provided they are not all zero: the subset on which they are non-zero will correspond to ∆ f . So if we define
with Maslov class β 0 and f (0) = 0}, we see that the map (33) provides a bijection H N/2 \ {0} ≃ H(Γ, β 0 ). In fact if we give the latter the manifold structure it inherits from the Banach space
, equipped with norm of uniform convergence on derivatives up to second order, we see this must be a diffeomorphism. Now define
to be the moduli space of all weakly conformal HSL tori f : C/Γ → R 4 , with Maslov class β 0 , modulo base point preserving symplectic isometries and dilations of R 4 . Then we arrive at the following result. 4. The spectral data.
As with other surface geometries which arise from integrable systems, the spectral data for a HSL torus consists of a complete algebraic curve, a rational function on that curve and a line bundle over that curve. Two features which distinguish this geometry are that: a) the spectral curve is rational (indeed reducible), b) the spectral data is not invariant under the action of ambient symmetries (the symplectic isometries of R 4 ). Both of these features oblige us to take extra care when formulating the correspondence between spectral data and HSL tori.
4.1.
The spectral curve. If we follow the principle used in [7] for the study of harmonic tori in CP n , the spectral curve should be determined by a maximal abelian subalgebra A of K, by taking the completion by smooth points of the affine curve Spec(A). Given our symmetries A should correspond to a choice of real maximal torus t in the commutator z J ⊂ End R (R 4 ) of J for which AdL·t = t. However, the spectral curve should also be invariant under symplectic isometries of f (which, given our base point assumptions f (0) = 0 and β(0) = 0, means f → gf for g ∈ G 0 ) and this condition obliges us to take some care.
Let us first consider the maximal torus t 0 ⊂ z J generated by
where I 2 is the identity, and J 2 the standard complex structure, on R 2 . This maximal torus is characterised by its decomposition of C 4 into (Hermitian orthogonal) invariant lines given by
Notice that t 0 is completely determined by V 1 , which is a complex line in the i-eigenspace V ⊂ C 4 of J. Every other maximal torus of z J for which AdL · t = t is given by Adg · t 0 for some g ∈ G 0 .
For a fixed f we can define Rx λ , from which it follows that A f is abelian. Further, it is maximal abelian. For if ξ ∈ K commutes with every element of A f then ξ = (q(λ)R, y λ ) where R ∈ t C 0 since t C 0 is maximal. However, as we shall soon see, it is not true that A gf ≃ A f for all g ∈ G 0 .
Our alternative is to define an abelian subalgebra A ⊂ K which is independent of the symplectic isometries of f and is almost always maximal. It is obtained by letting, for each k = 1, . . . , 4, R k ∈ End C (C 4 ) denote the unitary projection matrix corresponding to orthogonal projection onto V k . These span t C 0 and satisfy R j R k = δ jk R k (where δ jk is the Kronecker delta) and
This is clearly an abelian subalgebra of K. Notice that any η ∈ A can be uniquely written in the form
It is easy to see from this that η = 0 if and only if each q j = 0 and therefore A has no non-trivial relations other than those in (36). We deduce the following.
5 ]/I where I is the ideal generated by Proof. By definition A = A f if and only if there exists a minimal polynomial Killing field for R ∈ t C 0 , which we write as (qR, y), not in A. Since it is minimal there exists r ∈ C[λ] such that (rqR, ry) = (pR, Rx). This is equivalent to saying that p and Rx have at least one common zero, i.e., there exists at least one s j for which R k (x(s j , z)) = 0, for some k = 1, . . . , 4 and for all z ∈ C. But from (27)
and therefore A = A f if and only if R k (x(s j , 0)) = 0.
Now we can show that generically A = A f . To be precise, consider the set From now on we assume that f has been chosen in its G 0 orbit so that A = A f . We define the affine spectral curve to be the affine scheme X 0 = Spec(A). Let B denote C[λ, λ −1 ], then the natural inclusion of algebras B → A is dual to a finite
We define the spectral curve X to be the completion of X 0 by smooth points. By lemma 4.1 X 0 is biregular to the curve in C 5 \ {Z 5 = 0} determined by the equations
Its normalisation ϕ :X 0 → X 0 is dual to the algebra monomorphism
whereÃ denotes B 5 with the direct product structure. We obtain the following structure for the spectral curve X. The final statement, about the arithmetic genus, is explained in appendix A where the Picard and Jacobi varieties of X are described. For simplicity, throughout the article we will abuse notation by also using S to denote the set λ(S) = {s 1 , . . . , s N }.
It will be convenient for us to identify the irreducible components as follows. The component C 5 has affine part given by Z j = 0 for j = 1, . . . , 4, while the affine part of C j , for j ≤ 4, is the curve with equations
The holomorphic function λ on X 0 extends to a rational function λ : X →Ĉ, whereĈ = C ∪ {∞}. It has 5 points over λ = 0, which we will denote by P 1 , . . . , P 5 , with P j lying on C j . The corresponding points over λ = ∞ will be denoted Q 1 , . . . , Q 5 . The singular points of X will by identified with the zeroes s j of p(λ) to which they correspond.
Since α λ possesses the symmetries ρ * and τ * these act as involutions on A. Therefore they induce involutions on X, which we will call ρ and τ , for which h • ρ =ρ * h and h • τ = τ * h for any h ∈ C[X 0 ]. It is straightforward to establish the following characterisation of these involutions. 
We wish to understand the subgroups of the Jacobian Jac(X) invariant under bothρ * and τ * : for any automorphism σ ∈ Aut(X) let Jac(X) σ denote the fixed point subgroup of σ * .
Proof. From corollary A.3 in the appendix we know that Jac(X) ≃ H 0 (X, Ω) * /Λ where Λ ≃ H 1 (C − S, Z) for C = C 1 ∪ . . . ∪ C 4 . For each j = 1, . . . , 4 and k = 1, . . . , N let γ jk be the 1-cycle on X − S corresponding to a small positively oriented simple loop about S k on C j . Then Λ = Z It is easy to see that in homology ρ * γ 1k ∼ −γ 3k and ρ * γ 2k ∼ −γ 4k and therefore
Remark 4.7. In many situations where integrable systems arise it is possible to give a geometric realisation of the spectral curve as the eigenline spectral curve, i.e., the completion Σ by smooth points of the affine algebraic curve
In the case at hand one computes quite readily that Σ has five irreducible components Σ 1 , . . . , Σ 5 given by
where w 1 , . . . , w 4 are constant vectors for which R j w j = w j and w 5 = (x λ , −p(λ)).
In particular the first four components are mutually disjoint. Therefore the eigenline spectral curve has the property of desingularising the spectral curve X (indeed, one can show that there is a natural inclusion X \ S → Σ which blows up to a copy of CP 3 at each point on S). As we will see below, the singularities carry essentially all the information about the immersion, so the eigenline spectral curve is an inappropriate choice for this problem.
4.2.
The linear family of line bundles over the spectral curve. Here we continue with our assumption that f has been chosen in its G 0 -orbit so that A = A f : this is crucial for establishing that the final part of the spectral data is a line bundle over X and not a more general object. We will discuss what happens when A = A f at the end of this section.
We begin by observing that A is actually a family of algebras. By evaluating every polynomial Killing field at a point z we construct an algebra A(z): these are all isomorphic under the map
where U λ is the extended frame, i.e., U −1 λ dU λ = α λ and U λ (0) = I. The vector space M = B ⊗ C 5 is an A(z)-module for each z. We want to show that it determines a line bundle over each irreducible component and then understand how these fit together over X. First, let I j ⊂ A denote the prime ideal corresponding to the component C j ∩ X 0 . In terms of generators we have
Now define A j = A/I j (this is the coordinate ring for C j ∩ X 0 ) and M j = M/I j M. It is easy to see that A j ≃ B for each j = 1, . . . , 5 and the points over λ = 0, ∞ on C j correspond to the two gradings carried by A j , namely, the degree in λ −1 and λ, respectively.
Lemma 4.8. Each M j is a rank one torsion free A j (z)-module and determines, through its graded structure, a line bundle
For the purpose of the proof, and for subsequent use, it will be convenient to work with the Hermitian orthonormal basis v 1 , . . . , v 4 for C 4 , thought of as the first four dimensions in C 5 , with v j ∈ V j defined by
We note that v 2 = Lv 1 , v 4 = Lv 1 . In such a basis we write x λ (z) = 4 j=1 χ j (λ, z)v j . We also define v 5 = (0, 0, 0, 0, 1).
Proof. For j = 1, . . . , 4 we have
But p(λ) and χ k (λ) have no common zeroes so the ideal in B generated by p and χ k is B itself. Therefore
This is clearly a rank one module over A j and torsion free since p and χ j have no common zeroes. For j = 5 we see, using the reasoning above, that
and therefore M 5 ≃ B v 5 , which is clearly a rank one torsion free module over A 5 . Since each component C j is smooth we obtain, by completion using the graded structure of each M j , a line bundle L j . Now consider the constant vector v 5 . It determines a globally holomorphic section σ 5 of each since it has degree zero in both λ and λ −1 . For j = 1, . . . , 4 this section vanishes exactly at the zeroes of χ j (λ, z): this gives a degree N divisor D j (z) on C j , so deg(L j ) = N. On C 5 the section σ 5 has no zeroes, hence deg(L 5 ) = 0.
It follows that M determines the rank one torsion free coherent sheaf Remark 4.9. In this lemma we are implicitly assuming that the original surface f : C/Γ → R 4 is conformal, so that the degree of x λ (z) is exactly N for each z ∈ C. This means that each divisor D j (z) actually lies on C j \ {∞}. Were we to allow branch points we should keep deg(D j (z)) = N by including points at ∞.
Let us now consider the behaviour of L(z) with respect to the symmetries ρ and τ . From the symmetries (23), (24) and (40) we obtain 
Consequently, the map ℓ : C/Γ → Jac(X) given by ℓ = L(z) ⊗ L(0) −1 has image in the real analytic subgroup J R ⊂ Jac(X) consisting of all line bundles possessing the symmetries
Further, ℓ is a homomorphism of real groups characterised by the equation
where A : C → Jac(X) is defined by
with P j (λ) the point on C j given by Z j = λ for j = 1, 2 but Z j = −λ for j = 3, 4.
Note that, by corollary 4.6, J R is isomorphic as a real analytic group to
Proof. The symmetries of the divisor D determining L can be read off from (41).
In particular, χ 3 (λ) = λ N +1 p(0)χ 1 (λ −1 ), which should be read as an equation for functions on C 3 , gives the equation of divisors
It follows that D 3 + Q 3 − P 3 = ρ * D 1 . We obtain a similar equation relating D 4 and ρ * D 2 , and deduce
where the linear equivalence arise from the fact that
The isomorphisms in (43) are direct consequences of (42): it remains to prove (44).
For this we observe first that, according to remark A.1 in appendix A below, the isomorphism Jac(X) ≃ (C × ) 4(N −1) given in (57) can be chosen so that L(z) has coordinates,
Here we are using the fact that D(z)−D(0) is the divisor for the rational function χ onX whose restriction toC k is χ k for 1 ≤ k ≤ 5 with χ 5 = 1. Therefore
where ǫ k equals +1 for k = 1, 2 and −1 for k = 3, 4. On the other hand, similar to (61) (appendix B below), we compute the coordinates of A(λ) to be
Remark 4.11. Our decision to work with G 0 -orbit invariant spectral data is convenient for calculation, but when we come to consider the moduli space of spectral data we will find that a much more elegant picture is obtained by assigning to each f the data (X f , λ, L f ), where X f is the completion by smooth points of Spec(A f ) and L f is the line bundle over X f obtained by considering M as an A f -module. Of course, generically in the G 0 -orbit of f , there is no difference. But us consider what happens when we do not assume A = A f .
For each k = 1, . . . , 4 define
We note that every s j belongs to at least one S k since p(λ) and x(λ, 0) have no common zeroes. Now define
As a consequence of the symmetries (30) and (35) we see that S 1 = S 3 , S 2 = S 4 and S 2 = −S 1 . Therefore p 3 = p 1 , p 4 = p 2 and p 2 (λ) = ±p 1 (−λ). Now, it is easy to show that A f = C[η 1 , . . . , η 4 , λI, λ −1 I] where
and therefore Spec(A f ) is biregular to the affine curve in C 5 \ {Z 5 = 0} with equations
It follows that X f has five irreducible components C f 1 , . . . , C f 5 , each of which is a smooth rational curve. All five components intersect along S 1 ∩ S 2 , with further intersection relations
The picture one should have in mind is that the natural inclusion A ֒→ A f is dual to a finite morphism π f : X f → X which realises X f as the desingularisation of X obtained by pulling apart the components C 1 , . . . , C 5 so that only the above intersection relations remain and the symmetries ρ and τ persist. In particular, X f has arithmetic genus 4(N 1 −1), where N 1 = #S 1 . Notice that, because of the symmetries ρ and τ , the structure of X f is completely determined by knowing how C 
Construction of HSL tori from spectral data.
The most practical approach we can take to reconstructing a HSL torus from its spectral data exploits the equation (28) in that we use the spectral data to construct x λ (z) and then construct f from (28). This approach constructs the component functions χ j (λ, z) of x λ (z) from X, λ, L(z) using the vanishing theorem B.4 and the variant of the θ-function ϕ(λ, t) defined and explained in the appendix. The details are as follows.
We need to solve the following problem: give the line bundle L(z) determine the positive divisor D(z) ⊂ X \ S determined by the zeroes of each χ j . By combining (28) with (40) and (41) we have the formula
Therefore it suffices to determine χ 1 (λ, z) from the positive degree N divisor D 1 (z) on C 1 . We can formulate this in the following way. Let Y be the irreducible rational nodal curve obtained fromC 1 (which we identify withĈ = C ∪ {∞} via λ) by identifying the N distinct points s 1 , . . . , s N together simply (i.e., without tangencies). In the appendix we note that Jac(Y )
is the group of all degree zero divisors on the open subvariety Y s ⊂ Y of nonsingular points (isomorphic toĈ \ S) and E ∼ E ′ if there is a rational function f on Y with divisor E − E ′ (equally, f is rational onĈ, has divisor E − E ′ and f (s j ) = f (s N ) for j = 1, . . . , N − 1). As an algebraic group, Jac(Y ) ≃ (C × ) N −1 . Lemma B.1 of the appendix shows that the homomorphism of real groups
induces an isomorphism (of real groups) Jac(Y ) ≃ J R . Therefore if we can solve the Abel-Jacobi inversion problem for L(z)|C 1 we can solve it for L(z). UsingC 1 ≃Ĉ we notice that D 1 (z) has the form 0+E(z) where E(z) has degree N − 1 and is supported on C \ S. Up to scaling, χ 1 (λ, z) is uniquely determined by its divisor, which is 0 + E(z) − N.∞. Now, following the appendix, let
be the Abel map for Y , and let
be the function defined in (65) which has the property that when t / ∈ Θ ⊂ Jac(Y ) then ϕ(λ, t) vanishes at the unique positive divisor E for degree N − 1 for which A ∞ (E − (N − 1).∞) = t. It follows that λϕ(λ, t) has divisor 0 + E − N.∞.
where we recall from (26) s j = 2γ j /β 0 , and
It follows that
with s 0 = 1 and s N +1 = −1.
Proof. Given the discussion above, the only thing we need to prove is the equation (48). However, this follows at once from the calculation of ∂t 1j /∂z in (46).
5.1.
The moduli space of HSL tori via the moduli of spectral data.
Recall from §3.2 that, for a fixed lattice Γ ⊂ C and a Maslov class β 0 ∈ Γ * , H(Γ, β 0 ) denotes the space of weakly conformal HSL immersions of C/Γ in R 4 and M(Γ, β 0 ) is the moduli space H(Γ, β 0 )/Ĝ 0 , whereĜ 0 ≃ R + × G 0 is the group of dilations and base point preserving symplectic isometries. This moduli space is not in one-to-one correspondence with the moduli space of all spectral data. However, there is a natural relationship between these two spaces provided we include all the triples (X f , λ, L f ) described in remark 4.11. The precise picture is obtained as follows.
We assume that Γ * β 0 = ∅, so that this space is non-empty. Recall that
. Now define n = N 2 − 1 and let S(Γ, β 0 ) denote the set of all spectral data (X f , λ, L f ) for some f ∈ H(Γ, β 0 ). x(s 1 , 0) , . . . , x(s N , 0) satisfying the symmetries (30): we allow x(s j , 0) = 0 provided they are not all zero. This data also determines (X f , λ, L f ) where we omit s j from the singular set of X f precisely when x(s j , 0) = 0. The symmetries mean that the spectral data is completely specified by the point
and any such point determines x(s 1 , 0) , . . . , x(s N , 0) up to common complex scaling. On the other hand, by theorem 3.6 the point in M(Γ, β 0 ) corresponding to f is identified by the quaternionic homogeneous coordinates
Here the identification of R 4 with H is via
Now we observe that we can write
Therefore the natural fibration CP 2n+1 → HP n obtained by the identification H = C + Cj matches the map S(Γ, β 0 ) → M(Γ, β 0 ) in the chosen coordinates.
The isomorphism between S(Γ, β 0 ) and C(Y β 0 ) is now essentially the map
from the proof of lemma B.6 in appendix B.
Remark 5.3. The choice of coordinates (51) on S(Γ, β 0 ) means that the isomor-
is not an isomorphism of complex manifolds, but only of real manifolds, since
This is consistent with the fact that the isomorphism Jac(Y ) ≃ J R is an isomorphism of real groups.
5.2. The higher flows and Hamiltonian variations. The action of the real Jac(Y ) ≃ J R ⊂ Jac(X) generates the so-called higher flows. Here we want to show that all of these are Lagrangian variations for our immersed Lagrangian tori, and in all but one direction these are actually Hamiltonian variations. First we recall some elementary facts about Lagrangian and Hamiltonian vector fields along a Lagrangian immersion. For a Lagrangian immersion f : M → N into a Kähler manifold N we will say that a section T ∈ Γ(f −1 T N) is a Lagrangian vector field along f if σ T = f * (T ⌋ω) is a closed 1-form, and call T Hamiltonian when σ T is exact. We denote the vector space of Lagrangian vector fields along f by X Lag (f ) and use X Ham (f ) to denote the subspace of Hamiltonian vector fields.
Remark 5.4. The notion of a Lagrangian or Hamiltonian vector field along f is necessarily more general than the corresponding notion for a vector field in the ambient symplectic manifold, although one easily sees that the restriction of the latter to M preserves the respective properties. We note that all tangent vector fields to M are trivially Hamiltonian along f , since σ T = 0 for T ∈ Γ(T M). Further, if T ∈ Γ(T N) then its restriction to M can be Lagrangian along f without T being Lagrangian in N: one only needs its normal component along f to be Lagrangian. In particular, it is helpful to note the two exact sequences
where Z 1 (M) denotes the vector space of closed 1-forms on M and B 1 (M) its subspace of exact 1-forms. In each case the second last arrow is the map T → σ T .
As one expects, families of Lagrangian immersions give rise to Lagrangian vector fields along an immersion: we give the proof since we could not find it in the literature. Proof. Let X, Y ∈ Γ(T M) and let ∇ denote the Levi-Civita connexion pulled back to f −1 T N. Then
Using this and the similar expression for ∇ Y T we obtain
Next we consider the Lagrangian variations corresponding to the higher flows. Suppose f corresponds to the point t ∈ Jac(Y ) according to lemma 5.1. To each a = (a j ) ∈ C N −1 ≃ T t Jac(Y ) we can assign the Lagrangian vector field T = (∂f /∂t) t=0 along f corresponding to the Lagrangian deformation f (t) determined by the real curve
in Jac(Y ). This gives a linear map
whose image we will call the vector space of higher flows for f . Now recall that Z 1 (C/Γ) carries the Hodge inner product
from which we obtain the orthogonal decomposition
, where the first summand is the space of harmonic 1-forms. Since dβ and * dβ span H 1 (C/Γ) we know that σ T ∈ Z 1 (C/Γ) is exact, and thus T is Hamiltonian, precisely when
Theorem 5.6. Let T be a higher flow for f . Then (σ T , dβ) = 0 and so T is Hamiltonian along f precisely when the single real equation (σ T , * dβ) = 0 is satisfied. When T is the image of (a 1 , . . . , a N −1 ) ∈ T t Jac(Y ) this equation is
Hence the vector space of Hamiltonian higher flows has real dimension 2N − 3.
Proof. Let us begin by writing σ T = cdz +cdz, where c = JT · f z using dot product notation for the metric on R 4 and its complex bilinear extension. Since we are working over a torus, we can simplify computations significantly by observing that the orthogonal projection of σ T onto H 1 (C/Γ) is just its Fourier zero mode, i.e., the coefficient of e 0 in the Fourier decomposition. Hence, if c 0 denotes the Fourier zero mode of c then
To compute c 0 we first simplify the formula (47) by writing it as
Since f (0) = 0 we may write each of the functions A, B : C/Γ → C as
and, using equations (49) and (50),
where, for convenience of notation, t N = 1. The deformation f (t) is given by
is a Hermitian orthonormal frame for C 4 we find that
We compute at t = 0
and similar expressions for B. We see that the Fourier zero mode of JT · f z is
where we have used the property p(1) = p(−1) to write
Therefore c 0 = ikβ 0 for a real constant k. Substituting this into (54) Recall that Pic(X) is the group of invertible sheaves (line bundles) over X modulo isomorphism, while Jac(X) is its connected component containing the identity. For our purposes we need only understand the analytic structure of these groups. Most of what we need is proved in [11] for irreducible curves and can be simply extended, with a little care, to our case.
Recall that we may consider X to be the completion by smooth points of the connected but rational reducible curve in C 5 determined by the equations (37). We denote the five irreducible components by C 1 , . . . , C 5 . The structure of Jac(X) is entirely determined by the divisor of zeroes of the polynomial p(λ). For this appendix we will only use the facts that p(λ) has degree N, with p(0) = 0, and simple zeroes.
For simplicity of notation, we write O for O X (the sheaf of germs of locally holomorphic functions on X). One knows that, as an analytic group, Pic(X) ≃ H 1 (X, O * ). Let ϕ :X → X be the normalisation. ThenX is a disjoint union of five smooth rational curvesC j . SetÕ = ϕ * OX, and notice thatÕ P = O P unless P lies on the singular set S in X. Then we have the short exact sequence of sheaves,
from which we obtain the long exact sequence
where the final map is trivial becauseÕ * /O * is a skyscraper sheaf. Moreover, from [11, IV.2,lemma 1] we have
Since X is connected we also have H 0 (X, O * ) ≃ C × . Putting these observations together we deduce the exact sequence of abelian groups
where, for simplicity of notation, we have written U for H 0 (X,Õ * /O * ). The final map here simply assigns to any invertible sheaf L over X the 5-tuple (deg(ϕ * L|C j ). Now let us consider the structure of U. SinceÕ * /O * has support only over S we see that
But O Q is identifiable with the algebra of all meromorphic functions onX which are holomorphic about ϕ −1 (Q) and take the same value at each point of ϕ −1 (Q). It follows that U Q ≃ (C × ) 4 and U ≃ (C × ) 4N . Therefore U is a connected Lie group, whence Jac(X) ≃ U/(C × ) 4 and
It follows that X has arithmetic genus (i.e. dim(H 1 (X, O))) g = 4(N − 1).
Remark A.1. There is an alternative definition for Jac(X) in terms of divisors which we require for the proof of proposition 4.10. Let Div 0 (X s ) be the group of degree zero divisors on the open subvariety X s of smooth points on X, and recall that two such divisors
Since X is rational there is a simple way of describing this combined isomorphism. For each D ∈ Div 0 (X s ) there is, uniquely up to scaling, a rational function f oñ X with divisor D. This function determines an element of U since D ∩ S = ∅.
We can choose the isomorphism U ≃ (C × ) 4N so that the element f determines has coordinates
where f k = f |C k . Now the isomorphism (57) can be chosen so that to the divisor class of D we assign the coordinates (58)
We also use the description of Jac(X) via the isomorphism
where Ω is the sheaf of regular differentials on X (as defined in [11, p68] ) and Λ is the image of the linear map H 1 (X − S, Z) → H 0 (X, Ω) * which assigns to each cycle γ the linear map γ . The next lemma describes Ω as a subsheaf of Ω⊗C(X), whereΩ is the sheaf of regular differentials onX. We make the natural identification of ΩC j with the sheaf K of regular differentials on CP 1 , and denote the j-th component of ω ∈Ω (i.e., its restriction toC j ) by ω j . Then we have the isomorphismΩ
Proof. From Serre [11, IV, §3] a meromorphic differential ω onX is regular at Q ∈ S whenever Res λ(Q) f j ω j = 0.
For f to belong to O Q , we must have f j (λ(Q)) all equal. By considering the case where they all vanish, to different orders, we see that each ω j can have at most a simple pole at λ(Q). Now, when f j (λ(Q)) = 1, we also have
, where C = C 1 ∪ . . . ∪ C 4 and therefore Λ has rank 4(N − 1).
Proof. Fix Q ∈ S and let γ j be a cycle representing the boundary of a small disc about Q on C j , positively oriented. For any ω ∈ H 0 (X, Ω) we have γ j ω = γ j ω j and therefore
It follows that γ 5 is an integral combination of γ j for j = 1, . . . , 4. Further, it is easy to see that these latter integrals are independent, hence Λ is generated by integration over the integral cycles on C alone.
Appendix B. The θ-function.
For the reconstruction of a HSL torus from its spectral data we want to solve the Abel-Jacobi inversion problem for the family of line bundles L(z) with symmetries (42), i.e., we want to find the unique positive divisor
In fact, we are not so much interested in this divisor as in the rational functions χ j (λ, z) onĈ determined by it, up to scaling. Moreover, these rational functions must have degree N in λ, which means that D ′ (z) never contains points at infinity. First let us show that the problem reduces to the Abel-Jacobi inversion problem for the irreducible rational nodal curve Y obtained fromC 1 
and Y has arithmetic genus N − 1. Each of the points s j lies on the unit circle, so Y admits a real involution ν : Y → Y covered by λ →λ −1 . This induces a real involutionν * on Jac(Y ). 5 Since the s j are distinct unimodular numbers the singularity is locally the same as singularity at the origin in the reducible planar curve N j=1 (x − s j y) of a rational function f on X. Then f must be constant on C 5 , where it has neither poles nor zeroes. Therefore on each C j this function takes the same value at every point of S. Hence f |C 1 can be thought of as a rational function on Y . Thus E is a principal divisor on Y .
The Abel-Jacobi inversion problem for Y can be solved using the θ-function for Y . Here we can follow the discussion in [9, 3.243ff ] by a slight adaptation of the arguments used there for curves possessing only double points. First, H 0 (Ω Y ) can be spanned by the N − 1 regular differentials of the form
Here we are identifying regular differentials on Y with meromorphic differentials onĈ. On the open subvariety Y s ⊂ Y of non-singular points we have the Abel map, based at λ = ∞, given by A Proof. This map is clearly analytic, so it suffices to show it is a bijection. where c is some constant, and if p m = ∞ then we omit that factor. We need to solve f (s j ) f (s N ) = t j , j = 1, . . . , N − 1.
We may choose the scaling factor c so that f (s N ) = 1, then we have a linear system of equations for the coefficients of f . Writing f (λ) = Remark B.3. We could have arrived at a different, apparently more complicated, formula for θ(t) by directly adapting the formula in [9, 3.251] . This leads to the expression A sequence of elementary column operations can be used to show the equivalence of (63) and (64), but (63) gives a far simpler description of Θ.
As a consequence we obtain the analogue of Riemann's vanishing theorem.
Theorem B. Proof. Let F N −1 be the vector space of polynomials of degree no more than N − 1 in one variable (equally, we think of this as the space of rational functions onĈ of degree no more than N − 1 whose only poles lie at ∞). The projective space PF N −1 admits natural isomorphisms Finally, it is easy to see how to extend the θ-divisor Θ to C(Y ). Define 
