In this paper we consider some Anderson type models, with free parts having long range tails and with the random perturbations decaying at different rates in different directions and prove that there is a.c. spectrum in the model which is pure. In addition, we show that there is pure point spectrum outside some interval. Our models include potentials decaying in all directions in which case absence of singular continuous spectrum is also shown.
Introduction
There have been but few models in higher dimensional random operators of the Anderson model type in which presence of absolutely continuous spectrum is exhibited. We present here one family of models with such behaviour.
The results here extend those of Krishna [10] and part of those in KirschKrishna-Obermeit [9] , Krishna-Obermeit [12] while making use of wave operators to show the existence of absolutely continuous spectrum, the results of Jaksic-Last [14] to show its purity and those of Aizenman [1] for exhibiting pure point spectrum.
Our models include the independent randomness on a surface considered by Jaksic-Molchanov [15, 16] and Jaksic-Last [14] , [13] , while allowing for the randomness to extend into the bulk of the material.
The literature on the scattering theoretic and commutator methods for discrete Laplacian includes those of Boutet de Monvel-Sahbani [4] , [5] who study deterministic operators on the lattice.
The scattering theoretic method that we use is applicable even when the free operator is not the discrete Laplacian but has long range off diagonal parts. We impose conditions on the free part in terms of the structure it has in its spectral representation.
Main results
In this section we present the model we consider in this paper. We consider the discrete Laplacian on ℓ 2 (Z ν ) and the discrete Laplacian (∆u)(n) = |i|=1 u(n + i), which is unitarily equivalent to the operator of multiplication by the function h(ϑ) = 2 , where we use the notation ϑ = (θ 1 , · · · , θ ν ). We consider a bounded self adjoint operator H 0 which commutes with ∆ and which is given by, in L 2 (T ν , dσ), an operator of multiplication by a function h(ϑ) there with h satisfying the assumptions below. 
The sets
are finite for each j = 1, · · · , ν. We denote by
and note that this is a set of measure zero in T ν .
Each of the h j and its derivatives, up to the highest order, satisfy h
(k)
j (2π), j = 1, · · · , ν, k = 0, · · · , 3ν + 3.
Remark:
The values of the functions h i and its derivatives at the boundary points is interpreted as h (j) (0) = lim ǫ↓0 h (j) (ǫ) and similarly h (j) (2π) = lim ǫ↓0 h (j) (2π − ǫ). We consider random perturbations of bounded self adjoint operators coming from functions as in the above hypothesis. We assume the following on the distribution of the randomness. Hypothesis 2.2. Let µ be a positive probability measure on R satisfying:
1. µ has finite variance σ 2 = x 2 dµ(x).
µ is absolutely continuous.
Finally we consider some sequences of numbers a n indexed by the lattice Z ν or Z ν+1 + = Z + × Z ν and assume the following on them.
Hypothesis 2.3.
a n is a bounded sequence of non-negative numbers indexed by Z
ν which is non-zero on an infinite subset of Z ν .
Let g(R)
= a n χ {n∈Z ν :|n i |>R, ∀1≤i≤ν} . Then g ∈ L 1 ((1, ∞))
3. a n is a bounded sequence of non-negative numbers which are non-zero on an infinite subset of Z ν+1 + .
= a n χ {n∈Z ν :|n i |>R, ∀1≤i≤ν+1} . Then g ∈ L 1 ((1, ∞))
Remark: 1. In the case of Z ν our hypothesis on the sequence a n allows for the following type of sequences
• a n = (1 + |n|) α , α < −1.
• a n = (1 + |n i |) α , for some i, α < −1.
• a n = ν i=1 (1 + |n i |) α i , α i ≤ 0 with ν i=1 α i < −1. Therefore in the theorems, on the existence of absolutely continuous spectrum, we can allow the potentials to be stationary along all but one direction in dimensions ν ≥ 2.
2. In the case of Z ν+1 + , we can allow the sequence to be of the type
• a n = 0, n 1 > 0 and a n = 1, for n 1 = 0.
• a n = (1 + |n 1 |) α , α < −1.
• a n = ν i=1 (1 + |n i |) α i , α i ≤ 0 with ν i=1 α i < −1. Thus allowing for models with randomness on a the boundary of a half space.
For the purposes of determining the spectra of the models we are going to consider here in this paper we recall a definition given in Kirsch-KrishnaObermeit [9] , namely, Definition 2.4. Let a n be a non-negative sequence, indexed by Z ν or Z ν+1 + . Let µ be a positive probability measure on R. Then the a-supp(µ) is defined as
In the case of
Remark: 1. In the sums occurring in the above definition we set µ(a −1
n (x − ǫ, x + ǫ)) ≡ 0, notationally, for those n for which a n = 0. This notation is to allow for sequences a n that are everywhere zero except on an axis for example.
2. We note that when a n is a constant sequence a n = λ = 0,
3. When a n converge to zero as |n| goes to ∞ then the a − supp(µ) is trivial µ has compact support. It could be trivial even for some class of µ of infinite support depending upon the sequence a n .
4. If a n is bounded below by a positive number on an infinite subset along the directions of the axes in Z ν (respectively Z ν+1 + ), then the a−supp(µ) could be non-trivial even for compactly supported µ.
We consider either Z ν or Z ν+1 + consider the operator, defined by (for u ∈ ℓ 2 (Z + )),
Below we use either ∆ + or its extension to ℓ 2 (Z ν+1 + ) by ∆ + ⊗ I, but we abuse notation and continue to denote this and its extension by ∆ + , the correct operator is understood from the context. We consider the, bounded self adjoint operators on ℓ 2 (Z ν ) coming from functions h as in hypothesis (2.1) given by
where u is the function in L 2 (T ν , σ) with u(n) as its Fourier coefficients, σ is the normalized invariant measure on T ν , with T ν = [0, 2π] ν , where [0, 2π] (is also identified with the unit circle as and when necessary and is understood from the context) We also denote the extension of
We then consider the random operators
where P n is the orthogonal projection onto the one dimensional subspace generated by δ n when {δ n } is the standard basis for ℓ 2 (I) (I = Z ν or Z ν+1 + ). q ω (n) are independent and identically distributed real valued random variables with distribution µ. The operator H 0 is some bounded self adjoint operator to be specified in the theorems later.
Then our main theorems are the following. First we state a general theorem on the spectrum of H 0 in such models. For this we consider the operator H 0 to denote a bounded self adjoint operator on ℓ 2 (Z ν ) coming from a function h satisfying the hypothesis 2.1 and ∆ + defined as before.
Theorem 2.5. Let H 0 and H 0+ be the operators defined as in equation (1), coming from functions h satisfying the Hypothesis (2.1)(1) (2) . Let
Then, the spectra of both H 0 and H 0+ are purely absolutely continuous and
Part of the essential spectra of the operators h ω and H ω + are determined via Weyl sequences constructed from rank one perturbations of the free operators H 0 and H 0+ respectively. The proof of this theorem is done essentially on the line of the proof of theorem 2.4 in [9] . 
Remark: 1. When µ has compact support and a n goes to zero at infinity, or when µ has infinite support but a n has has appropriate decay at infinity, there is no essential spectrum outside that of H 0 for H ω almost every ω. So the point of this theorem is to show that there is essential spectrum outside that of H 0 based on the properties of the pairs (a n , µ).
2. In Kirsch-Krishna-Obermeit [9] some examples of random potentials which have essential spectrum outside σ(H 0 ) even when a n goes to zero at ∞ were given. The examples presented there had a − supp(µ) as a half axis or the whole axis, this is because of the decay of the sequences a n . Here however, since we allow for a n to be constant along some directions, our examples include cases where the spectra of H ω are compact with some essential spectrum outside σ(H 0 ).
We let E ± be as in theorem (2.5). We also set H ω,n to be the cyclic subspace generated by δ n and H ω . 
Let
and a n be a sequence satisfying the Hypothesis 2.
Remark: 1. When µ is absolutely continuous the theorem says that the spectrum of H ω in (E − , E + ) (respectively in (−2 + E − , 2 + E + ) for the Z ν+1 + case) is purely absolutely continuous, this is a consequence of a remarkable theorem of Jaksic-Last [14] who showed that in such models with independent randomness, with the randomness non-zero a.e. on a sufficiently big set (H 0 can be any bounded self adjoint operator in their theorem, provided the set of points where the randomness lives gives a cyclic family for the operators H ω ), whenever there is an interval of a.c. spectrum it is pure almost every ω. Their proof is based on considering spectral measures associated with rank one perturbations and comparing the spectral measures of different vectors (which give rise to the rank one perturbations).
2. Our theorem extends the models of surface randomness considered by Jaksic -Last [13] , to allow for thick surfaces where the randomness is located in a strip beyond the surface into the bulk of the material. Such models are obtained by taking a n = 0, n 1 > N for some finite N. Then such models also have their spectrum in (−2ν − 2, 2ν + 2) purely absolutely continuous. The purity is again a consequence of a theorem of Jaksic-Last [14] .
Finally we have the following theorem on the purity of a part of the pure point spectrum. We denote e + = sup σ(H 0+ ), e − = inf σ(H 0+ ) and e 0 = max(|e − |, |e + |) (2) . Assume further that the density f (x) = dµ(x)/dx is bounded. Set σ 1 = dµ(x)|x|. Then, 1. Let I = Z ν and let a n be a sequence satisfying the Hypothesis 2.3(1)- (2) . Then there is a critical energy E(µ) > E 0 depending upon the measure µ such that
and let a n be a sequence satisfying the Hypothesis 2.
3(3)-(4). Then there is a critical energy e(µ) > e 0 such that
Remark: 1. The E(µ) and e(µ), while finite may fall outside the spectra of the operators H ω and H ω + , for some pairs (a n , µ) when µ is of compact support, so for such pairs this theorem is vacuous. However since the numbers E(µ) (respectively e(µ)) depend only on the operators H 0 (respectively H 0+ ) and the measure µ we can still choose sequences a n and µ of large support such that the theorem is non-trivial for such cases. Of course for µ of infinite support, the theorem says that there is always a region where pure point spectrum is present.
2. Since we allow for potentials with a n not vanishing at ∞ in all directions, we could not make use of the technique of Aizenman-Molchanov [3] , for exhibiting pure point spectrum.
3. When µ has compact support, comparing the smallness of a moment near the edges of support one exhibits pure point spectrum there by using the lemma (5.1) proved by Aizenman [1] , comparing the decay rate in energy of the sums of low powers of the integral kernels of the free operators with some uniform bounds of low moments of the measure µ weighted with singular but integrable factors occurring to the same power.
As in Kirsch-Krishna-Obermeit [9] , Jaksic-Last [14] we also have examples of cases when there is pure a.c. spectrum in an interval and pure point spectrum outside. The part about a.c. spectrum follows as a corollary of theorem (2.6), while the pure point part is proven as in [9] (following the proof of their theorem 2.3, where ∆ can be replaced by any bounded self adjoint operator on ℓ 2 (Z d ) and work through the details, as is done in KrishnaObermeit [12] Lemma 2.1). Further when H 0 = ∆, the Jaksic-Last condition on the mutual non-orthogonality of the subspaces H ω,n , H ω,m is valid whenever a n = 0, n ∈ Z ν .
Corollary 2.9. Let a n be a sequence as in Hypothesis (2.3) and µ as in Hypothesis (2.2) . Let H 0 = ∆. Assume further that a n = 0, n ∈ Z ν goes to zero at ∞ and a − supp(µ) = R. Then we have, for almost all ω,
By explicitly putting in the condition of Jaksic-Last on the non-orthogonality in the above corollary we also have the corollary below. The h given in (1) of the section on examples later satisfy the conditions of the corollary.
Corollary 2.10. Let a n be a sequence as in Hypothesis (2.3) and µ as in Hypothesis (2.2) . Let H 0 be a bounded self adjoint operator coming from h satisfying the hypothesis (2.1) . Assume that a n = 0, n ∈ Z ν goes to zero at ∞ and a − supp(µ) = R. Suppose further that H ω,n and H ω,m are not mutually orthogonal for m, n in Z ν almost all ω. Then we have, for almost all ω,
Proofs
In this section we present the proofs of the theorems stated in the previous section.
Proof of Theorem (2.5):
The statement about the spectrum of H 0 follows from the Hypothesis (2.1)(1) on the function h. Each of the functions h i is continuous on [0, 2π], hence has compact range and by the intermediate value theorem its range is also an interval I i . Since the spectrum of H 0 is the algebraic sum of the intervals I i , -if H 0j denotes the operator associated with h j on ℓ 2 (T), then H 0 = H 01 ⊗ I + I ⊗ H 02 ⊗ I + · · · + I ⊗ H 0ν hence this fact -the statement follows.
As for H 0+ we note that the operator ∆ + restricted to the subspace {f ∈ ℓ 2 (Z + ) : f (0) = 0} is unitarily equivalent to multiplication by 2 cos(θ), θ ∈ [0, 2π]. Therefore its spectrum is absolutely continuous and is [−2, 2]. Since ∆ + is a rank two perturbation of this restriction, the absolutely continuous spectrum of ∆ + continues to be [−2, 2]. The operator ∆ + may have two eigenvalues in addition to this a.c. spectrum, however since the spectrum of H 0 is purely absolutely continuous, the spectrum of H 0+ is also purely a.c. and contains σ(∆ + ) + [E − , E + ], with E ± as above. Hence the theorem follows. Proof of Theorem (2.6) We prove the theorem for the case H ω the proof for the case H ω + proceeds along essentially the same lines and we give a sketch of the proof for that case. We consider any λ ∈ a − supp(µ), which means that we have
, and all ǫ > 0.
We consider the distance function |n| = max|n i |, i = 1, ·ν on Z ν . We consider the events, with ǫ > 0, m ∈ kZ ν ,
where the index n in the definition of the above sets varies Z ν . Then each of the events A k,m,ǫ are mutually independent for fixed k and ǫ as m varies in kZ ν , since the random variable defining them live in disjoint regions in Z ν . Similarly B k,m,ǫ is a collection of mutually independent events for fixed k and ǫ as m varies in kZ ν . Further these events have a positive probability of occurance, the probability bigger than
where we have taken c = inf n∈Z ν a −1
n > 0. The definition of c implies that
Therefore the assumption that λ ∈ a − supp(µ) implies that ∀k ∈ Z + \ {0},
and similarly
Then Borel-Cantelli lemma implies that for all ǫ > 0, (setting
have full measure. Therefore the events
has full measure, being countable intersection of sets of full measure. Similarly the set
We take
and note that it has full measure. We use this set for further analysis. We denote H(λ) = H 0 + λP 0 . Then suppose E ∈ σ(H(λ)), then there is a Weyl sequence ψ l of compact support, ψ l ∈ ℓ 2 (Z ν ) such that ψ l = 1 and
Suppose the support of ψ l is contained in a cube of side r(l), centered at 0. Denote by Λ k (x) a cube of side k centered at x in Z ν . We denote V ω (n) = a n q ω (n), for ease of writing. We then find cubes Λ r(l) (α l ) centered at the points α l such that
Then by the translation invariance of H 0 we have for any ω ∈ Ω 0 ,
Clearly since φ l is just a translate of ψ l , φ l = 1 for each l. We now have to show that the sequence φ l goes to zero weakly. This is ensured by taking successively α k large so that
This is always possible for each ω in Ω 0 by its definition, thus showing that the point E is in the spectrum of H ω , concluding the proof of the theorem.
Proof of Theorem (2.7:) We first consider the part (1) of the theorem and address the proof of (2) later. We consider the set
where we denote by φ the function in ℓ 2 (T ν ) obtained by taking the Fourier series of φ. Since the set C is of measure zero, such functions form a dense subset of ℓ 2 (Z ν ). We also note that the set C is closed in T ν , thus its complement is open (in fact it is a finite union of open rectangles ) and each φ in D has compact support in T ν \ C.
We first consider the case when µ has compact support. The general case is addressed at the end of the proof.
Then if we show that the sequence Ω(t,
To this end we consider the quantity
and show that this quantity goes to zero as t and w go to +∞. Then the integrand being uniformly bounded by an integrable function φ and since φ comes from a dense set, Lebesgue dominated convergence theorem implies that Ω(t, ω) is strongly Cauchy for every ω in a set of full measure Ω(f ) that depends on f in ℓ 2 (Z ν ). Since ℓ 2 (Z ν ) is separable, we take the countable dense set D 1 and consider
which also has full measure being a countable intersection of sets of full measure. For each ω ∈ Ω 0 , Ω(t, ω) is a family of isometries such that Ω(t, ω)f is a strongly Cauchy sequence for each f ∈ D 1 , therefore this property also extends by density of D 1 to all of ℓ 2 (Z ν ) pointwise in Ω 0 . Thus it is enough to show that the quantity in equation (5) goes to zero as t and r go to +∞.
We have the following inequality coming out of Cauchy-Schwarz and Fubini, for an arbitrary but fixed φ ∈ D. In the inequality below we denote, for convenience the operator of multiplication by the sequence a n as A and in the first step we write the left hand side as the integral of the derivative to obtain the right hand side.
The required statement on the limit follows if we now shot that the quantity in the integrand of the last line is integrable in s. To do this we define the
We note that since the support of φ is compact in T ν \ C, h j ′ , j = 1, · · · , ν (which are continuous by assumption), have non-zero infima there, so v φ is strictly positive. Then consider the inequalities
where we have used the notation that F(S) denotes the orthogonal projection (in ℓ 2 (Z ν )) given by the indicator function of the set S and used the function g as in the Hypothesis (2.3)(2) which is integrable in s, so the first term is integrable in s. We concentrate on the remaining term.
To estimate the term we go to the spectral representation of H 0 and do the computation there as follows. Since |n j | ≤ v φ s/4 for some j, we may without loss of generality assume that the index j =1, and proceed with the calculation. Let us denote the set S 1 (s) = {n : n 1 ≤ v φ s/4, n j ∈ Z, j = 1}. In the steps below we pass to L 2 (T ν ) via the Fourier series, (where the normalized measure on T ν is denoted by dσ(ϑ)).
We define the function J(θ, s, n 1 ) = n 1 θ + sh 1 (θ). When ϑ is in the support of φ, we have that |h
. This in turn implies that
We use this fact and do integration by parts twice with respect to the variable θ 1 to obtain
We note that the quantity
is in L 2 (T ν ). The assumptions on the lower bound on J ′ (when |n 1 | ≤ v φ s/4) and the boundedness of its higher derivatives by Cs (which is straightforward to verify by the assumption on h j ) together now yield the bound
Which gives the required integrability. We proved the case (1) of the theorem assuming that µ has compact support. The case when µ has infinite support requires only a comment on the function e −isH 0 φ being in the domain on V ω almost everywhere, when s is finite and for fixed φ ∈ D. Once this is ensured the remaining calculations are the same. To see the stated domain condition we first note that for each fixed s, the sequence (e −isH 0 φ)(n) decays faster than any polynomial, (in |n|).
The reason being that, by assumption, φ is smooth and of compact support in T ν , |φ(n)| ≤ |n| −N for any N > 0, as |n| → ∞. On the other hand for |n − m| > s H 0 , we have
These two estimates together imply that
We now consider the events
by a simple application of Cauchy-Schwarz and the finiteness of the second moment of µ. Hence, by an application of Borel-Cantelli lemma, only finitely many events A n occur with full measure. Therefore on a set of full measure all but finitely many q ω (n) satisfy, |q ω (n)| ≤ |n| 2ν+1 . Let the set of full measure be denoted by Ω 1 . Then for each ω ∈ Ω 1 we have a finite set S(ω) such that e −isH 0 φ is in the domain of the operator V ω 1 = V ω (I −P S(ω) ), where P S(ω) is the orthogonal projection onto the subspace ℓ 2 (S(ω)), in view of the equation (13) . Then the proof that the a.c. spectrum of the operator
goes through as before. Since for each ω ∈ Ω 1 ∩ Ω 0 , H ω 1 differs from H ω by a finite rank operator, its absolutely continuous spectrum is unaffected (by trace class theory of scattering) and the theorem is proved.
The statement on the singular part of the spectrum of H ω , is a direct corollary of the theorem 5.2. We note firstly that since δ n , n ∈ Z ν is an orthonormal basis for ℓ 2 (Z ν ) it is automatically a cyclic family for H ω for every ω.
Secondly, by assumption, the subspaces H ω,n and H ω,m are not mutually orthogonal, so the conditions of theorem (5.2) are satisfied. Therefore, since the a.c. spectrum of H ω contains the interval (E − , E + ) almost every ω the result follows.
(2) We now turn to the proof of part (2) of the theorem. The essential case to consider again as in (1) is when µ has compact support, the general case goes through as before. The proof is again similar to the one in (1), but we need to choose a dense set D 1 in the place of D properly.
The operator ∆ + is self adjoint on ℓ 2 (Z + ) and its restriction ∆ +1 to ℓ 2 (Z + \ {0}) is unitarily equivalent to multiplication by 2 cos(θ) acting on the image of ℓ 2 (Z + \ {0}) under the Fourier series map. We now consider the operator
in the place of H 0+ and show the existence of the Wave operators
almost every ω.
We take the set D as in equation (4), D 2 as in lemma (3.1) and define
Then D + is dense in
We then define the minimal velocities for φ ∈ D + with w φ 1 defined as in lemma (3.1) for φ 1 ∈ D 2 .
Calculating the limits, as in equation (5) (e
where P 0 is the operator p 0 ⊗ I, with p 0 being the orthogonal projection onto the one dimensional subspace spanned by the vector δ 0 in ℓ 2 (Z + ). We note that by the definition of ∆ + , the term P 0 ∆ + P 0 is zero. The estimates proceed as in the proof of (1), after taking averages over the randomness and taking φ ∈ D + . As in that proof it is sufficient to show the integrability in s of the functions
respectively. By the definition of D + , any φ there is a finite sum of terms of the form φ j (θ 1 )ψ j (θ 2 , · · · , θ ν+1 ), so it is enough to show the integrability when φ is just one such product, say φ = φ 1 ψ 1 . Therefore we show the integrability in s of the functions
for s large, in which case we have
by the hypothesis (2.3)(4) on the sequence a n . Therefore it is enough to show the integrability of the norms
whose proof is given in the lemma (3.1) below. The statement on the absence of singular part of the spectrum of H ω + in (E − − 2, E + + 2), is as before a direct corollary of the theorem 5.2, since the set of vectors {δ n , n = (0, m), m ∈ Z ν } is a cyclic family for H ω + , for almost all ω and H ω,n and H ω,m are not mutually orthogonal for almost all ω when m, n are in {(0, n) : n ∈ Z ν }, and the fact that the a.c. spectrum of H ω contains the interval (−2 + E − , 2 + E + ) almost every ω. The lemma below is as in Jaksic-Last [13] (lemma 3.11) and the enlarging of the space in the proof is necessary since there are no non-trivial compactly supported functions in H 0+ (all of them being boundary values of functions analytic in the disk). 
with the constant C independent of s.
Proof: We first consider the unitary map W from H 0 to a subspace S of {f ∈ ℓ 2 (Z) : f (0) = 0}, given by
Then the range of W is a closed subspace of ℓ 2 (Z) and consists of functions
Under the Fourier series map this subspace goes to
so that the functions here have mean zero. Then under the map from ℓ 2 (Z + \ {0}) to S obtained by composing W and the Fourier series map, the operator ∆ 1+ goes to multiplication by 2 cos(θ). We now choose a set
and define the number w φ = inf{|2 sin(θ)| : θ ∈ supp(φ)}, for each φ ∈ D 1 . We denote by D 2 all those functions whose images under the composition of W and the Fourier series lies in D 1 . The density of D 2 in ℓ 2 (Z + \ {0}) is then clear. We shall simply denote by f φ elements in D 2 whose images in D 1 is φ. Given a φ ∈ D 1 and a w φ we see that
by a simple integration by parts, done twice, using the condition that ||n| + 2s sin(θ)| > w φ s/4 in the support of φ.
Proof of theorem (2.8):
The proof of this theorem is based on a technique of Aizenman [1] . We break up the proof into a few lemmas. First we show that the free operators H 0 and H 0+ have resolvent kernels with some summability properties, for energies in their resolvent set.
Lemma 3.2. Consider a function h satisfying the Hypothesis (2.1)(1-3) and consider the associated operators
and C(E) → 0, |E| → ∞. Similarly we also have for all s > ν/(3ν + 3),
Proof: We will prove the statement for H 0 the proof for H 0+ is similar. We write the expression for the resolvent kernel in the Fourier transformed representation (we write the Fourier series of an ℓ 2 (Z ν ) function as u(ϑ) = n∈Z ν e in·ϑ u(n)), use the Hypothesis (2.1(1)(3) (which ensures that the boundary terms are zero), and integrate by parts 3ν+3 times with respect to the variable θ j (recall that ϑ = (θ 1 , · · · , θ ν )), to get the inequalities
Where we have chosen the index j such that |(m − n) j | ≥ |m − n|/ν and assumed that m = n (when m=n the quantity is just bounded). Let us set
It is easy to see that since the function h is of compact range and all its 3ν + 3 partial derivatives are bounded, by hypothesis C(E) goes to zero as |E| goes to ∞. We then get the bound for any s > ν/(3ν + 3).
Given this estimate we have
where C(s) is finite since |m| s(3ν+3|) , m = 0 is a summable function when s(3ν + 3) > ν. Proof of theorem (2.8): We prove the theorem only for the case H ω the proof of the other case is similar.
By the Hypothesis (2.3)(2)on the finiteness of the second moment of µ we see that dµ(x) |x| < ∞, so that we can set τ = 1 in the lemma (5.1). Since the assumption in the theorem ensures the boundedness of the density of µ we can also set q = ∞ in the lemma (5.1) with then Q 1/1+q = dµ/dx ∞ . Then in the lemma (5.1) the constant C is given by
The condition on the constant κ becomes
Below we choose a s satisfying ν 3ν+3 < s < 1/3, and consider the expression
where we take z = E + iǫ with ǫ > 0 to zero Then by the resolvent equation we have
We denote by
where P l is the orthogonal projection onto the subspace generated by δ l . Then using the rank one formula
whose proof is again by resolvent equation, we see that equation (20) can be rewritten as
Raising both the sides to power s (noting that s < 1 so the inequalities are valid), we get
Now observing that G l is independent of the random variable V ω (l), we see that
This then becomes, integrating with respect to the variable q ω (l), remember-
which when estimated using the lemma (5.1) yields
where K s is the constant appearing in lemma (5.1) with κ set equal to s. We take K = (sup n |a n | s )K s , and rewrite the above equation to obtain
We now sum both the sides over m, set
and obtain the inequality
Therefore when there is an interval (a, b) in which
we obtain that
by an application of Fatou's lemma implying that for almost all E ∈ (a, b) and almost all ω, we have the finiteness of
satisfying the Simon-Wolff [19] criterion. This shows that (the proof follows as in Theorems II.5-II. 6 Simon [18] ) the measures
are pure point in (a, b) almost every ω. This happens for all n, hence the total spectral measure of H ω itself is pure point in (a, b) for almost all ω. There are two different ways to fix the critical energy E(µ) now. Firstly if K is large, then In view of the lemma (3.2) (by which C 0 (E) → 0, |E| → ∞) and the fact that K is finite (by lemma 5.1)
Therefore there is a large enough E(µ) such that for all intervals (a, b) in (−∞, −E(µ)) ∪ (E(µ), ∞), the condition in equation (25) is satisfied.
On the other hand if the moment B = |x| dµ(x) is very small, then we can choose E(µ) by the condition,
even when C 0 (E) > 1, since it is finite for E in the resolvent set of H 0 by lemma (3.2).
Examples
In this section we present some examples of the operators H 0 considered in the theorems. We only give the functions h stated in the Hypothesis (2.1).
• Examples of operators H 0 .
1. h(ϑ) = ν i=1 2 cos(θ i ), corresponds to the usual discrete Schrödinger operator and it is obvious that the hypothesis (2.1) are satisfied. The Jaksic-Last condition (5.2) on mutual non-orthogonality of the subspaces generated by H 0 and δ n for different n in Z ν are also satisfied, by an elementary calculation taking powers of H 0 depending upon a pair of vectors δ n and δ m , since the operator H 0 is given by T + T −1 , with T being the bilateral shift on ℓ 2 (Z).
k=1 cos(kθ i ), N(i) < ∞. For this operator (1) and (3) are satisfied since h i is C ∞ in θ i while the function and all its derivatives satisfy h (j) (0) = h (j) (2π), whose values are 0 for j odd and (−1)
k=1 k j for j even. Hence (3) of the hypothesis (2.3) is satisfied . Each of h i is a trigonometric polynomial, and its derivative is also a trigonometric polynomial and hence has only finitely many zeros on the circle. The condition in Jaksic-Last condition theorem (5.2) on mutual non-orthogonality is again elementary to verify in this case.
Consider the functions
and take h = ν i=1 h i (θ). Clearly these are in C 3ν+3 . And by construction taking 3ν + 3 derivatives of these functions always will have a factor θ i (2π − θ i ) ensuring that they vanish at the boundary points.
• Examples of pairs (a n , µ).
We give next some examples of sequences a n satisfying the Hypothesis (2.2) such that supp(µ) = a − supp(µ).
We consider ν ≥ 2 and the sequence a n = (1 + |n 1 |) α , α < −1. Then we have that
for any interval (a, b) and any n ∈ Z ν−1 . Therefore for any positive integer k, we have
• Examples of measures µ with small moment.
We next give an example of an absolutely continuous measure of compact support such that the Aizenman condition (in lemma (5.1) is satisfied. We use the notation used in that lemma for the example.
We consider numbers 0 < ǫ, δ < 1, R and let µ be given by
Then µ is an absolutely continuous probability measure and
We take τ = 1, then the moment B is bounded by,
Now if we fix R large and choose ǫ = 1/R 3 and δ = 1/R 2 , we obtain an estimate
Taking κ = s in the theorem and noting that s < 1/3 implies 2 − 6s < 0 so that both the terms above go to zero as R goes to ∞. We see that by taking µ with large support but small moment, we can make the constant K in the lemma (5.1) as small as we want. This in particular means that in the theorem (2.8) given a energy E 0 outside the spectrum of H 0 we can find a measure µ which is absolutely continuous of small moment such that K is smaller than C 0 (E 0 ) s C s in the proof of theorem (2.8) and hence E(µ) < |E 0 |. We can use such measures to give examples of operators with compact spectrum with both a.c. spectrum and pure point spectrum present but in disjoint regions.
• Example when Jaksic-Last condition is violated.
We finally give examples where Jaksic-Last condition is violated and yet the conclusion of their theorem is valid.
Consider ν = 1, for simplicity, and let h(θ) = 2 cos(2θ). Then the associated H 0 has purely a.c. spectrum in [-2, 2] and we see that the operator H 0 = T 2 + T −2 if T is the bilateral shift acting on ℓ 2 (Z). Then if we consider the operators H ω = H 0 + V ω , and the cyclic subspaces H ω,1 , H ω,2 generated by the H ω and the vectors δ 1 , δ 2 respectively, such an operator satisfies
We then have
The subspaces ℓ 2 ({n : n odd}) and ℓ 2 (2Z) are generated by the families {δ k , k odd} and {δ k , k even} respectively. (We could have taken any odd integer k in the place of 1 to do the above)
These two are invariant subspaces of H ω which are mutually orthogonal, a.e. ω. Therefore the Jaksic-Last theorem is not directly valid. However, by considering the restrictions of H ω to these two subspaces, one can go through their proof in these subspaces to again obtain the purity of a.c. spectrum for such operators when they exist.
We consider two examples to illustrate the point, for which we let q ω (n) denote a collection of i.i.d. random variables with an absolutely continuous distribution µ of compact support in R, its support containing 0.
1. If V ω (n) = a n q ω (n), with 0 < a n < (1 + |n|) −α , α > 0, we see that there is pure a.c. spectrum in [-2, 2], a.e. ω by applying trace class theory of scattering.
2. On the other hand if, with 0 < a n < (1 + |n|) −α , α > 1,
then there is dense pure point spectrum embedded in the a.c. spectrum in [-2, 2].
We can give similar, but non trivial, examples in higher dimensions but we leave it to the reader.
Appendix
In this appendix we collect two theorems we use in this paper. One is a lemma of Aizenman [1] and another a theorem of Jaksic-Last [14] . The first lemma and its proof are those of Aizenman [1] (lemma A.1) which reproduce below (with some modifications in the form we need), with a slight change in notation (we in particular call the number s in Aizenman's lemma as κ), Lemma 5.1 (Aizenman) . Let µ be an absolutely continuous probability measure whose density f satisfies R dx|f (x)| 1+q = Q < ∞ for some q > 0. Let 0 < τ ≤ 1 and suppose B ≡ R dµ(x) |x| τ < ∞. Then for any
we have
with K κ given by
Remark: 1. We see from the explicit form of the constant K κ that the moment B can be made sufficiently small by the choice of µ even when its support is large. This will ensure that in some models of random operators, the region where the Simon-Wolff criterion is valid extends to the region in the spectrum. This is the reason for our writing K κ in this form. Proof: The strategy employed in proving the lemma is to consider the ratio 
with κ chosen so that κ/(1 − 2κ/τ ) < q/(1 + q). (Here we have explicitly calculated the p occurring in the lemma of Aizenman in terms of κ and τ ). For a fixed τ and q this condition is satisfied whenever κ satisfies the inequality stated in the lemma. The lower bounds on dµ(x)1/|x − α| κ is obtained first by noting that B < ∞ implies µ({x : |x| τ > (2B)}) ≤ 1 2 .
Since |α| > (2B) 
Putting the inequalities in (32) and (33) together we obtain, (remembering that |α| > (2B) 
We now consider the region |α| < (2B) 
Similarly the estimate for the denominator term is done as in equation (33) 
Using the above two inequalities we obtain the estimate, 
when |α| ≤ (2B) 
for any α ∈ R. We next state a theorem (Corollary 1.1.3) of Jaksic-Last [14] without proof, its proof is as in Corollary 1.1.3 of Jaksic-Last [14] . We state it in the form we use in this paper. 
