In X-ray crystallography, one needs to consider matrices of the form P = (X T X)=M, where X 2 IR M n has rows X i : with 1 i M such that jX i :vj c and kX i :k = 1 for some given c 2 (0; 1) and v 2 IR n . Using the theory of majorization, we give a short proof for some inequalities relating the eigenvalues of P ?1 when P is invertible. Matrices X that minimize det (P ?1 ) or tr (P ?1 ) are constructed. These extend some results of Ortner and Kr auter and con rm their conjecture on the subject.
Introduction
In X-ray crystallography one needs to construct a full rank matrix X 2 IR 
where c 2 (0; 1) and v 2 IR n are given. (Here X i : denotes the ith row of X:) The rows of X correspond to measurement directions, and one wants to choose these so that tr (X T X) ?1 ] or det(X T X) ?1 is minimized. This problem has been studied by Ortner and Kr auter 2]. We give a more concise development of some of their results and then prove a conjecture.
Before analyzing the problem we make some observations to simplify our study. Firstly, if c 1= p n, then the problem is very easy (see 2, Theorem 1, (1.5) (1.7)]). So we need only consider the case c > 1= p n. Secondly, it is su cient to consider only v = (1; 0; : : : ; 0) T Ortner and Kr auter gave lower bounds for det (X T X) ?1 and tr (X T X) ?1 ]: We extend their result to a set of inequalities involving the eigenvalues of (X T X) ?1 and give a much 1 Research partially supported by a NATO grant. 2 Research partially supported by an NSF grant.
shorter proof in Section 2. Matrices X that minimize det (X T X) ? 
y i] k = 1; 2; : : : ; n:
If in addition (3) is an equality for k = n then we say that x is majorized by y (denoted x y). 
i.e., the product (respectively, the sum) of the k largest entries of Proof : We may assume that the diagonal entries of P satisfy P 22 P nn . Otherwise we can permute the second to the last columns of X. It is well known that the vector of eigenvalues of a real symmetric matrix majorizes the vector of its diagonal elements 1, Theorem 9.B.1], and so (P 11 ; : : :; P nn )
Since tr (X T X) = tr (XX T ) = M, it follows that n X i=2 P ii = 1 M tr (X T X) ? P 11 = 1 ? P 11 :
Replacing some elements of a vector by their average gives a new vector that is majorized by the rst vector, and so Since the entries of (P ?1 ) are just the entries of (P) columns of X have the same length. The equality (P) = (P 11 ; : : :; P nn ) T holds if and only if the set of eigenvalues of P is the same as the set of diagonal elements of P. One can easily show that this is equivalent to P being diagonal, which in turn is equivalent to the columns of X being orthogonal. Hence condition (a) holds. Now we can prove our main result, which con rms Conjecture 1 in 2]. If M = n, then one can construct an orthogonal matrix with e as the rst column, and get an optimal matrix. So, we may assume that M > n in the following. Now consider the case where both M and n are even. In this casen = M ? n + 1 is odd and by the above construction there is an M n optimal matrix. Lemma 2 implies the existence of an M n optimal matrix.
We are left with the case when M is odd and n > 2 is even. The construction is slightly more complicated here. By Lemma 2, we may assume M 2n ? 1. Thus there exists k 1 such that M = kn + r with 2n ? 1 > r n ? 1. Clearly, r + 1 is even and is larger than n. Note that in every case where there is an optimal matrix we have given a construction in our proof.
Other Constructions
The optimal matrices constructed in the proof of gives a construction of a Hessenberg-like optimal matrix. In 2, Section 3.3] there are several constructions for special values of M and n that are based on regular polyhedra. In the following, we describe some other constructions that might be used in applications.
First, we construct optimal matrices using trigonometric functions when M = 2p is even. 
