We consider the problem of minimizing a high-dimensional objective function, which may include a regularization term, using (possibly noisy) evaluations of the function. Such optimization is also called derivative-free, zeroth-order, or black-box optimization. We propose a new Zeroth-Order Regularized Optimization method, dubbed ZORO. When the underlying gradient is approximately sparse at an iterate, ZORO needs very few objective function evaluations to obtain a new iterate that decreases the objective function. We achieve this with an adaptive, randomized gradient estimator, followed by an inexact proximal-gradient scheme. Under a novel approximately sparse gradient assumption and various different convex settings, we show the (theoretical and empirical) convergence rate of ZORO is only logarithmically dependent on the problem dimension. Numerical experiments show that ZORO outperforms the existing methods with similar assumptions, on both synthetic and real datasets.
Introduction
Zeroth-order optimization, also known as derivative-free or black-box optimization, appears in a wide range of applications where either the objective function is implicit or the objective gradient is impossible or too expensive to compute. These applications include structured prediction (Taskar et al., 2005) , reinforcement learning (Choromanski et al., 2018) , bandit optimization (Flaxman et al., 2004; Shamir, 2013) optimal setting search in material science experiments (Nakamura et al., 2017) , adversarial attacks on neural networks (Kurakin et al., 2016; Papernot et al., 2017) , and hyper-parameter tuning (Snoek et al., 2012) .
Formally, the goal of zeroth-order optimization is to solve the minimization problem: with access to (potentially noisy) function evaluations only. These function evaluations are acquired through an oracle:
where ξ is the unknown oracle noise. When we call the oracle with an input x, it returns E f (x) in which ξ may or may not change every time. Zeroth-order methods are typically evaluated in terms of the number of required oracle queries. One popular approach to zeroth-order optimization is to use oracle queries to estimate the gradient and then apply a first-order optimization method (Kiefer et al., 1952; Spall, 1998; Nesterov & Spokoiny, 2011) . Generally speaking, gradient estimation based methods are favorable with convex objective models (Agarwal et al., 2010; Duchi et al., 2015; Wang et al., 2018) , and also suitable with some non-convex models (Nesterov & Spokoiny, 2011; Ghadimi & Lan, 2013) and parallel optimization (Lian et al., 2016; Gu et al., 2018) .
Nevertheless, these methods suffer from a mild curse of dimensionality. Compared with the analogous first-order methods, zeroth-order methods employing gradient estimators typically have a linear factor of the problem dimension, d, in their oracle complexity (Jamieson et al., 2012; Duchi et al., 2015) . This is problematic when d is very large.
To reduce query complexity in the high dimensional case, (Wang et al., 2018) and (Balasubramanian & Ghadimi, 2018) introduced methods that exploit exact sparsity in the gradients. That is, ∇f (x) has only a few non-zero entries at any point x. Their methods enjoy a query complexity that is polynomially dependent on log(d)-a significant saving in the high dimensional case. However, their exact sparsity assumption often fails to hold in practice. In fact, (Balasubramanian & Ghadimi, 2018) has no empirical results, and (Wang et al., 2018) provides only experiments on synthetic datasets.
Approximate sparsity is a more practical assumption. For example, in hyper-parameter tuning, the performance is often sensitive to only a few hyper-parameters, so they tend to carry more significant weights in gradients. But, less-sensitive ones also have non-zero weights and need to be tuned. Furthermore, gradient sparsity varies during optimization, so methods assuming a fixed level of sparsity have limited practical use. Good methods need to explore the opportunity offered by sparse gradients when they are present and still work even when gradients are not sparse.
In this work, we propose a new method, which we coin ZORO, for high dimensional regularized zeroth-order optimization problems:
where r(x) is an explicit proximable function that helps encode prior information about the solution. ( We access f (x) only implicitly through an oracle.) ZORO exploits the exact sparse gradient assumption and a more flexible approximately sparse gradient assumption. Moreover, ZORO employs a novel adaptive sampling strategy for improved gradient estimation. Both noise-free oracles and adversarially noisy oracles are studied. Comprehensive analysis are provided for the proposed method under different settings.
Related work, contribution, and notation
Arguably, the first methods to employ zeroth order gradient estimators within a gradient-based optimization method are FDSA (Kiefer et al., 1952) and SPSA (Spall, 1998) . SPSA was com-prehensively analyzed in (Nesterov & Spokoiny, 2011) 1 where it was shown that after T oracle queries, f (x T ) − min f ≤ O(d/T ) for noise-free oracles, and E [f (x T ) − min f ] ≤ O(d/ √ T ) for stochastic oracles with unspecified dependence on the stochasticity: E f (x) = F (x, ξ), but satisfying E [F (x, ξ)] = f (x). This convergence rate was improved to O( d/T ) in (Ghadimi & Lan, 2013) , and this rate is also achieved in (Lian et al., 2016) . In (Jamieson et al., 2012) , it is shown that for strongly convex f (x) and oracle of the form (2) with zero-mean noise, the zeroth order optimization problem is in Ω( d/T ). Thus, the rate achieved in (Ghadimi & Lan, 2013; Lian et al., 2016) is essentially optimal without placing further assumptions on f (x). (Wang et al., 2018) first proposed the exact sparse gradient assumption, as well as a gradient estimator exploiting the assumption. Using this estimator in a mirror descent scheme and assuming zero-mean oracle noise, a convergence rate of O (s/T ) 1/3 log(d) was shown, where ∇f (x) 0 ≤ s for all x. The sparse gradient assumption was also used in (Balasubramanian & Ghadimi, 2018) , where a projected gradient descent scheme using carefully chosen step sizes was advertised as achieving a convergence rate of O (s/T ) 1/2 log(d) . However, their analysis implicitly requires that the support of ∇f (x) is fixed, which is a more stringent requirement than an uniform bound on the sparsity of gradients.
We also mention several recent papers (Liu et al., 2018 Chen et al., 2019) , which propose zeroth-order versions of ADMM, signSGD and Adam, respectively. Finally, for a comprehensive overview of zeroth-order optimization methods, we refer the interested readers to the recent survey article (Larson et al., 2019) .
Contributions:
The main innovations of this paper are:
(i) We extend the assumption of exact gradient sparsity to approximate gradient sparsity, and provide improved query complexity bounds for the noise-free oracle case (see Corollary 5.2). We do not assume the support of large nonzero entries remain the same across iterations.
(ii) We introduce the notion of restricted strong convexity to zeroth-order optimization, and show that under this assumption, ZORO achieves linear convergence in the noise-free case with adaptive query radius (see Corollary 5.2).
(iii) We study regularized zeroth-order optimization ( (3)). To the best of our knowledge, the only other paper to consider this problem is (Liu et al., 2018) , but here we combine this problem with sparse gradients.
(iv) We consider adversarial (i.e., bounded but arbitrary) oracle noise. This is a different paradigm to the stochastic noise considered in (Wang et al., 2018; Balasubramanian & Ghadimi, 2018) ; hence our convergence results have a different flavor. Specifically, we show O (s log(d)/T ) convergence, in both the regularized and non-regularized case, to a certain error horizon, beyond which no further decrease in objective function value is possible (see Theorems 5.6 and 5.7). When f (x) is restricted strongly convex, we improve this to a linear convergence rate, again up until a certain error horizon (see Theorem 5.6).
(v) To improve practicality, we develop a novel adaptive sampling strategy that exploits approximate gradient sparsity when it is present and still works if it is not. If all sampled gradients are approximately sparse, the above sample complexities remain valid; otherwise, the strategy takes around d samples in each step and has a complexity no worse than those of existing methods.
(vi) Finally, we successfully applied ZORO to some real-world applications, e.g., asset risk management (see Section 6.2) and sparse adversarial attacks on ImageNet (see Section 6.3). In contrast, the previous zeroth-order work with sparse gradient setting provides numerical results on synthetic datasets only.
Notation: For any vector or matrix, · 0 counts the non-zero entries; · 1 and · 2 denote the entrywise 1 -norm and 2 -norm, respectively. The gradient and Hessian of function f are denoted by ∇f and ∇ 2 f , respectively. We shall frequently use g := ∇f (x) when the point, x, in question is clear. For ease of presentation, we also write min f := min{f (x) :
denotes the best s-sparse approximation to vector x while |x| (i) denotes the i-th largest-in-magnitude component of x.
Problem setup
Firstly, we present the assumptions on the sparse gradients.
Assumption 1 (Sparse gradients). We consider three types of sparsity for the gradients: 
1.c (Compressibility). The gradients of f are compressible if there exists a p ∈ (0, 1) such that |∇f (x)| (i) ≤ ∇f (x) 2 i −1/p . Assumption 1.a is standard in the prior literature (Wang et al., 2018; Balasubramanian & Ghadimi, 2018) . Essentially, Assumption 1.b states that there exist no more than s significant coordinates in ∇f (x) for any x, and the tail of s-sparse approximation is relatively small in terms of 2 -norm. We can also view 1.a as a special case of 1.b by taking ψ = 0. Although the sparsity bound is uniform at all points, we emphasize that the support (or significant coordinates) of the gradients can be different among different points. The shift of gradient support indeed happens in applications; for instance, in hyper-parameter tuning, different subsets of hyper-parameters may be sensitive at each tuning stage.
Assumption 1.c does not specify support size s. But we can easily show that it implies
see, for example, (Needell & Tropp, 2009, Section 2.5 ). Furthermore, we also make the following assumption on the Hessian matrix of f , which is needed only when the oracle is noisy.
Assumption 2 (Bounded Hessian). Let f be twice differentiable. Then there exists a constant H such that
This assumption is also common in the literature (Wang et al., 2018) . Next, we present a standard assumption on the existence of minimizers and the smoothness of f .
Assumption 3 (Non-empty solution set and Lipschitz continuous gradients). (i) The solution set of F is non-empty. (ii) For any x, y ∈ R d , we have that ∇f (x) − ∇f (y) 2 ≤ L x − y 2 for some constant L.
We emphasize that we are not assuming that we have access to ∇f , only that the Lipschitz property holds for ∇f . Next, we present the assumption on our noise model.
Assumption 4 (Adversarially noisy oracle). The oracle noise ξ is bounded: ξ 2 ≤ σ.
We do not assume the noise is zero-mean; nor do we assume its probability distribution is known. Our analysis considers several different settings of regularized objective function F , involving convex and restricted strongly convex components. We provide the definitions of convexity and restricted strongly convexity, as well as the standard definition of coercivity.
for all x, y ∈ R d and t ∈ [0, 1]. Additionally, if h is differentiable, then (6) is equivalent to
for all x, y ∈ R d .
Although the underlying f is differentiable in our setting, we still provide the definition of convexity here, since the regularizer r can be convex but non-differentiable.
Definition 2 (Restricted strong convexity). A function
for all x ∈ R d , where P * (·) is a projection operator onto the solution set defined by P * (x) := argmin y∈solution set of h y − x 2 .
One can see Definition 2 is indeed weaker than the commonly used strong convexity. We refer the interested readers to (Schöpfer, 2016; Zhang, 2017) for more results.
2. More generally, a function h :
satisfying lim k→∞ g(x k ) = +∞, we also have lim k→∞ f (x k ) = +∞ Algorithm 1 Zeroth Order Regularized Optimization Method (ZORO) 1: Input: x 0 : initial point; s: gradient sparsity level as in Assumption 1.b; α: step size; β: query radius parameter; δ 0 : initial query radius, φ: error tolerance for OppGradEst (optional). 2: m ← c 2 s log(d/s) 3: for i = 1 to m do 4:
Generate Rademacher random vector z i . 5: end for 6: for k = 0 to K do 7:
Noise-free oracle case and r(x) = 0 C/k 1.1
Noise-free oracle and r(x) = 0 2σ/H Noisy oracle case 10:Ŝ k ← supp(ĝ k ) 11: end for 12: Output: x K : minimizer of (3).
Proposed method
In this section, we present the proposed novel method for solving regularized minimization problem (3), coined Zeroth-Order Regularized Optimization (ZORO). Proximal-gradient methods are popular and well studied for first-order regularized optimization problems. For handling the regularized zeroth-order problem, we apply gradient descent with the estimated gradient, and then employ the proximal operator, which is defined as
Furthermore, when estimating the gradient, we provide different versions of query radius for noisefree and noisy oracle cases. In either case, our query radius strategy ensures overall good sampling quality by tuning only one parameter. In summary, ZORO is proximal-gradient descent with an exact proximal operator but inexact gradients. We formalize ZORO as Method 1, and its convergence will be analyzed in Section 5 under different settings.
Gradient estimation
Following (Wang et al., 2018) , in this section we show how the sparse gradient estimation problem can be posed as a sparse recovery problem. Specifically, choose a query number m and a sampling radius δ, and let {z i } m i=1 ∈ R d be Rademacher random vectors. That is:
for all i = 1, . . . , m and j = 1, . . . , d. To construct each measurement (in the compressed sensing sense) we make two oracle queries, at x and at x + δz i , to obtain E f (x) and E f (x + δz i ). Then the measurements can be defined as
which are (noisy) finite difference approximations to the directional derivative in the directions z i . We present this sampling procedure as Algorithm 2.
Lemma 3.1. If Assumptions 2 and 4 are satisfied, then
Thus, if f (x) also satisfies Assumption 1, one might hope to approximate g via:
where y = [y 1 , · · · , y m ] and Z ∈ R m×d is the sensing matrix whose i-th row is 1 √ m z i . We propose to solve Problem (12) approximately using CoSaMP (Needell & Tropp, 2009) , and present the resulting gradient estimation procedure as Algorithm 3. In Theorem 3.2, we shall analyze the accuracy of this approach. Before proceeding, let us mention that an alternate approach to (12) could be to use LASSO:ĝ = argmin
which is similar to the approach taken in (Wang et al., 2018) . However, there are at least three reasons why a greedy approach such as CoSaMP could be preferable:
(i) The LASSO estimator is typically biased (Fan & Li, 2001) , while the CoSaMP estimator does not have this problem. This allows one to take (a constant factor) fewer oracle queries. Moreover, our analysis using CoSaMP allows for adversarial noise.
(ii) CoSaMP is typically faster for small sparsity levels, s.
(iii) Empirically, we have found that hand tuning the parameter λ is inefficient and it needs to be done dynamically to ensure convergence of main method (See Section 6).
Theorem 3.2. Suppose that {z i } m i=1 are generated as described in Algorithm 1. Suppose further that Assumptions 1,2 and 4 are satisfied. Then with probability at least 1 − (s/d) O(s) :
for all x ∈ R d , whereĝ denotes the output after n iterations of CoSaMP applied to problem (12).
Here ρ < 1 and τ ≈ 15 are fixed numerical constants, and:
Note that C depends on p and {z i } m i=1 , but not on s. 
The proofs of Lemma 3.1 and Theorem 3.2 can be found in Appendix A. The exact values of ρ and τ are given in (Foucart, 2012) , while the exact form of C is given in Lemma A.5. Note that as p ∈ (0, 1) we can make ψ (almost) arbitrarily small by taking s to be larger. We point out that the error bound in Theorem 3.2 is universal, i.e. it holds for all x with probability 1 − (s/d) O(s) , and this probability is over the random draw of the {z i } m i=1 .
Opportunistic Sampling
To establish the convergence analysis for ZORO, we assume an uniform s for all x ∈ R d in Assumption 1.b. Moreover, we assume no relationship between the support of the gradient at x k , i.e. supp(g k ), and supp(g k+1 ). In practice, neither of these need to hold. The number of significant gradient coordinates can change-in particular as x k → x * , and so g k → 0, it tends to increase. Moreover, supp(g k ) ≈ supp(g k−1 ) holds at times, and they may even be equal. Hence, we can make two modifications to Algorithm 3 to take advantage of these phenomena, when they arise. We present this as Algorithm 4. Informally, Algorithm 4 proceeds as:
1. First, we test if supp(g k ) ⊆ supp(g k−1 ). We do this by taking s samples and solving a least squares problem with support restricted to supp(g k−1 ) (see lines 2-4 of Algorithm 4). If the relative error in this solution is small, we terminate the algorithm and return this solution aŝ g k .
2. If Algorithm 4 does not terminate after the above, we run a variation of Gradient Estimation (see lines 8-10 of Algorithm 4) while reusing the s samples we have already taken. We check whether the solution arising from this is sufficiently accurate (line 11 of Algorithm 4).
3. Until a sufficiently accurate solution is found, we generate additional z i and oracle queries E f (x+δz i ), while retaining our earlier samples. We estimate the gradient from these samples,
Algorithm 4 Opportunistic Gradient Estimation (OppGradEst)
1: Input: x: current point;Ŝ k−1 : support ofĝ k−1 ; δ: query radius;
Terminate algorithm and output 8:
Generate Rademacher random vectors z m+1 , . . . , z m new 15:
old and new, (see lines 12-17 of Algorithm 4) and check whether it is sufficiently accurate.
At worst, we make around d queries, which is no worse than the dense gradient estimators. This strategy provides us a safeguard even if the gradients become dense.
Inexact gradient descent
Recall the sequence produced by ZORO can be written as:
Note that if r(x) = 0 (i.e., there is no regularization), then (14) reduces to (inexact) gradient descent: x k+1 = x k − αĝ k . We defer all proofs for this section to Appendix B.
Convex analysis
We shall need some tightened bounds on convergence for inexact gradient descent. In this and next section, constant R, as in x k − P * (x k ) 2 ≤ R for all k, denotes a number depending only on the coercivity of f (x) and a growth condition described in Appendix B. See Theorem B.6 for more details.
Theorem 4.1 (Sublinear convergence). Suppose that f (x) is convex and satisfies Assumption 3.
Absolute bound
then:
The constants c 3 , c 4 and c 5 are defined as in Lemma B.5.
We remark that the assumption x k − P * (x k ) 2 ≤ R is rather strong. In Theorem B.6 we provided weaker sufficient conditions under which this holds.
Restricted strongly convex analysis
Finally, we present some useful results on inexact gradient descent when f (x) is restricted strongly convex. Note that part 1 of 4.2 is essentially Corollary 1 of (Zhang & Cheng, 2015) . We include a proof in Appendix B for completeness.
Theorem 4.2 (Linear convergence). Suppose that f (x) is convex, restricted ν-strongly convex and satisfies Assumption 3. Then:
.
Convergence analysis for ZORO
In this section we present a variety of convergence results for ZORO, under different assumptions on f (x), r(x) and E f (x). For simplicity, in Sections 5.1 and 5.2 we shall assume ZORO is implemented using the simpler GradientEstimation Algorithm (Algorithm 3). We discuss how one might adapt these results to ZORO using OppGradEst (Algorithm 4) in Section 5.3.
Noise-free oracle case
Here, we assume that the oracle is noise-free, i.e. σ = 0 in Assumption 4. The main result of this section is that by choosing δ k adaptively, one can guarantee that g k −ĝ k 2 ≤ ε rel g k 2 for all k, with high probability.
Theorem 5.1. Suppose that f (x) satisfies Assumption 1 with ψ < min 1−αL 2−αL , 2−αL 4−αL and Assumption 3, and suppose further that α < 1/L. Choose ε rel and n such that:
and define:
If g 0 −ĝ 0 2 ≤ ε rel g 0 2 and δ k < β ĝ k−1 2 , then:
We defer the proofs of this section to Appendix C, where we also discuss how to guarantee that g 0 −ĝ 0 2 ≤ ε rel g 0 2 . The constant ψ is discussed in Theorem 3.2 and defined in Lemma A.5. Note that this, combined with the results of Section 4 immediately yield the following:
Corollary 5.2. Assume the hypotheses of Theorem 5.1. Let r(x) = 0 and let x K be the iterate returned by ZORO after making T oracle queries, where K = T /m.
1. If f (x) is convex and coercive then:
2. If f (x) is convex and restricted ν-strongly convex then:
We now consider the case r(x) = 0.
Theorem 5.3. Suppose that f (x) satisfies Assumptions 1.a and 3. If δ k < C/k 1.1 and n is sufficiently large, then
In Appendix C we discuss exactly how large n should be.
Corollary 5.4. Let F (x) := f (x) + r(x) with f (x) convex and satisfying Assumptions 1.a, 2 and 3 and r(x) a closed proper convex function. Choose α = 1/L and let {x 1 , . . . , x K } be the iterates found by ZORO after making T total oracle queries, where K = T /m. Then:
Noisy oracle case
Here we consider a noisy oracle, i.e. σ > 0 in Assumption 4. For ease of comparison with (Wang et al., 2018) we consider the exact sparsity case (i.e., Assumption 1.a).
Theorem 5.5. Suppose that f (x) satisfies Assumptions 1.a, 2 and 3, δ k = δ = 2σ/H and n is sufficiently large. Then for all k:
In Appendix C we quantify precisely how large n should be. Let us combine this with the estimates of Theorem 4.1.
Corollary 5.6. Assume the hypotheses of Theorem 5.5. Let r(x) = 0 and let x K be the iterate returned by ZORO with α < 2/L after making T oracle queries, where K = T /m. Then:
1. If f (x) is convex, coercive and ∇f (x) 2 is coercive with respect to f (x): 2. If f (x) is convex and restricted ν-strongly convex:
Finally, we consider the noisy oracle, regularized case. 
with probability at least 1 − (s/d) O(s) .
Fixed gradient support
As a final example, we consider the case where supp(∇f (x)) = S for all x ∈ R d . We consider ZORO with Algorithm 4.
Theorem 5.8. Suppose that f (x) is convex, coercive and satisfies Assumption 1.a. Suppose that r(x) = 0 and σ = 0. Choose α < 1/L and ε rel < min 1−αL 2−αL , 2−αL 4−αL , min i:i∈S |(g 0 ) i |/ g 0 2 and define:
Suppose that g 0 −ĝ 0 2 ≤ ε rel g 0 2 . For k = 1, . . . , K, choose OppGradEst (Algorithm 4) in line 7 of ZORO (Algorithm 1) with φ > 0, and let x K be the iterate found by ZORO after making T oracle queries, where K = T /s. Then:
Theorem 5.8 is rather optimistic; in particular, it would be hard to guarantee ε rel satisfies the required condition in practice. Nevertheless, it gives some indication of the best possible performance of ZORO with opportunistic gradient estimation. In reality, we expect the performance to be somewhere between this and the more pessimistic guarantees of Sections 5.1 and 5.2. We note that Theorem 5.8 requires g 0 −ĝ 0 2 ≤ ε rel g 0 2 . In Appendix C, we discuss how to do this without making too many more queries.
Numerical experiments
In this section, we demonstrate the practical usefulness of our method and compare its performance with other gradient estimation methods. There have been considerable efforts on zeroth-order global optimization methods for high dimensional problems, e.g., REMBO (Wang et al., 2013) . In this paper, we will not compare the performances between any global and ZORO directly, due to their strong correlations with problem structures. Furthermore, for the fairness of the comparison, we only use Algorithm 3 for CoSaMP gradient estimations in this section, so ZORO does not gain extra advantage from the consistent gradient supports with opportunistic gradient estimation.
Synthetic example
We consider the problem of minimizing a quadratic function f (x) = x Ax/2, where A ∈ R 200×200 is a diagonal matrix. We experiment two cases: (a) exact sparse case where only 20 diagonal elements are non-zero randomly generated positive numbers; (b) approximately sparse case where all diagonal elements are non-zero but the diagonal element values diminish exponentially with respect to the row/column indexes, i.e., A i,i = e −ωi with ω > 0.
In case (a), for CoSaMP and OMP, we use the sparsity level and number of samples according to the sparse structure of the objective function. We use the same number of samples for LASSO. We use an identical step size for all methods except SPSA, whose convergence is not robust with large step size in practice. We also tested a proximal operator to enforce non-negative values. The results are shown in Figure 1 . Unsurprisingly, FDSA-based approach has the slowest convergence rate because it over-samples in the redundant dimensions. CoSaMP with proximal operator only requires about 50% total queries compared to other sparse coding methods without any proximal operator. Note that if we use a fixed regularizing parameter λ for LASSO, then the function would often saturate at large iterations. The reason is that the ratio between the 2 -norm square term and the 1 term becomes too small to recover any non-zero gradient. To address this issue, we propose a numerical rule for estimating the regularizing parameter of LASSO. At iteration k + 1, we use the 2 -norm square and 1 terms from the last iteration to estimate the new parameter: λ k+1 = c y k − Z kĝk 2 2 / ĝ k 1 , where c is a fixed parameter throughout the optimisation, y k is the vector of function differences, Z k is the perturbation matrix, andĝ k is the previous estimated gradient. With this one-tap delay trick, LASSO converges at the same speed as other sparse gradient estimation methods, in terms of query complexity.
We further investigate the running time differences among three sparse coding methods, by recording 30 iterations of gradient descent. We compare their speeds under different dimensions and sparsity levels, which are summarized as Figures 5 and 6 in Appendix D. We find the greedy methods, CoSaMP and OMP, have speed advantage when the problem dimension d is large and sparsity level s is small, while LASSO solvers win the speed in the case of both d and s are mild. We emphasize that the gradients estimated by these three methods offer almost identical convergence performance on the easier synthetic tasks, so stop criteria will not affect our observation in this experiment.
We now discuss case (b), where we use a decay factor ω = 0.5. The main challenge here is that the approximate sparsity level changes (mostly grows) over iterations. We add the simulation of the adaptive strategy described in Section 3.2 to handle this issue. We include the simulation of applying the adaptive strategy and the proximal operator, which converges the fastest among all methods. To demonstrate the effect of adaptive strategy, we plot the sparsity levels used at 
Asset risk management
We consider risk minimization problem for asset management. Suppose that a portfolio consists of n different assets. The rate of return of asset i is a random variable with expected value m i . We use C to denote the covariance matrix of asset returns. The portfolio risk, which we aim to minimize, can be written as
x Cx 2( n i=1 xi) 2 . Specifically for our experiments, we use the correlation, mean, and standard deviation of 225 assets from the dataset of (Chang et al., 2000) . Our goal is to minimize the risk function given that the expected return should be no less than a minimal rate of portfolio return that the investor desires. n i=1 mixi n i=1 xi > r. We include a penalty term to the risk function to describe the minimal rate return constraint and formulate the problem as follows:
If the optimizer has access to all the parameters, then it is natural to use quadratic programming methods to minimize the risk function. We are interested in cases where the optimizer can only access the objective function values. A natural benefit of such setting is that the optimizer has no access to the model or associated data and provides service in a "federated" fashion (e.g., SigOPT).
We first experiment the case where no constraints are applied on the allocation vector, i.e., x i can be negative. In other words, for each asset, the final solution can be either long or short-sell. We use fixed sparsity level and sample numbers in this experiment. We use an identical randomlygenerated initial point for all experiments. We have tuned the parameters for different sparse recovery methods to achieve their best convergence speed, respectively. The results are shown in Note that CoSaMP has the best convergence rate among all methods. The final risks of all the methods are approximately 2 × 10 −4 , which is consistent with the optimal risk using quadratic programming.
We now consider the long-only solution, i.e., x i ≥ 0 for all i. To handle the constraints, we apply the following proximal operators after each gradient descent iteration:
∀i,
x j , ∀i.
The first update shifts the variables based on the smallest negative variable (if any) to satisfy the long-only constraint. The second update projects an allocation in amount to an allocation in fractions. Here We implemented the adaptive strategy for CoSaMP and OMP. The results are shown in Figure 4 . Note that for SPSA, we are unable to obtain a set of parameters for stable convergence; partially due to the sensitivity to the step size along with proximal operator. FDSA method converges to the optimum but is the least query-efficient. Gradient estimate methods with LASSO, OMP, and CoSaMP converge using carefully tuned hyper-parameters. We also find that the step size for CoSaMP gradient update can be more aggressive than those of LASSO and OMP, which leads to its out-performance. Comparing with the non-regularized case, the query complexities are significantly reduced for all methods with proximal operator and adaptive strategy.
Sparse adversarial attack on ImageNet
We consider the problem of generating black-box adversarial examples using zeroth-order optimization methods. We use Inception-V3 model (Szegedy et al., 2016) on ImageNet (Deng et al., 2009) and focus on per-image adversarial attack problem. The authors in we aim to design a distortion δ for a single image x such that the attack loss f (x + δ) and the 0 norm of distortion are minimized: minimize δ f (x + δ) + λ δ 0 . Note that all the methods in lead to extremely large 0 distortion norm, except ZO-SCD, which has the worse 2 distortion norm. In other words, the successful attacks require distorting at (almost) all pixels. We compare ZORO with ZO-AdaMM, ZO-SGD, and ZO-SCD . Note that ZO-SCD is essentially a variation of FDSA and ZO-SGD is a mini-batched version of SPSA. For these methods, we use the same experiment setup from , which uses 10 queries at each iteration and determines if the attack successes before 1000 iterations. For ZORO, we generate 50 queries at each iteration for sparse recovery and determine if attack successes before 200 iterations. At each iteration of sparse recovery, we randomly select a subspace of 2000 dimensions (pixels) and generate random perturbations only in this subspace. We note that sparse adversarial attacks have been investigated before, e.g., SparseFool (Modas et al., 2019) . To the best of our knowledge, we are the first to connect adversarial attack to sparse coding based zeroth-order optimization.
We present the detailed experiment results in Table 1 . Note that the attack success attack rate of ZORO is best among all methods. The average distortion 0 loss is smaller than ZO-SCD. Surprisingly, the average distortion 2 loss of ZORO attacks is also the best among all zeroth-order methods. Note that the average iterations of ZORO is the best among all methods, but the average query is the worst since it uses more queries at each iteration.
We apply a median filter to attempt mitigating the adversarial attack. We use Inception-V3 on filtered image to check if the model identifies the true label. We apply the same filter to the original image and check if the median filter itself damages the model. We summarize the total reduction in prediction accuracy on the set of adversarial and original images due to the mitigated adversarial attacks and the distortion from median filter. The results are shown in Table 2 . We note that with a median filter, there is a good chance that the attacks can be mitigated. The catch is that the median filter could also potentially distorted the original images to fool the model. 
ZORO: Supplemental Materials
In this supplementary material we provide the proofs for the main theorems presented in the main article and present the results of some additional numerical experiments. Specifically, in section A we present the proofs for Section 3 in the main article, which center around the accuracy of the gradient estimator used in ZORO. Section B contains several technical results on sequences and inexact gradient descent, and culminates in the proofs of Theorems 4.1 and 4.2. In section C we present the proofs of our main results, namely those contained in section 5, while in section D we present some additional numerical results that may be of interest.
Before proceeding, for the reader's convenience, we provide a table of notation here (see Table 3 ). 
Rademacher random variable, see (10) n number of iterations of CoSaMP in ZORO g k ∇f (x k ), true gradient at x k g k estimated gradient at x k e kĝk − g k , gradient estimation error H uniform bound of ∇ 2 f 1 (Asm. 2) L Lipschitz constant of ∇f (Asm. 3) ν
restricted strong convexity of f (Def.
2)
oracle query of f (x), see (2) ξ oracle noise σ bound of ξ (Asm. 4) m number of samples δ sampling radius, see (11)
projection onto the solution set
A Proofs for Section 3 Proof of Lemma 3.1. The proof is similar to the argument of Section 3 in (Wang et al., 2018) , but we include it for completeness. From Taylor's theorem: ∈ (0, 1) . (11) becomes:
∞ ≤ H by Assumption 2 and the fact that z i ∞ = 1.
For future use, let µ = [µ 1 , . . . , µ m ] and ν = [ν 1 , . . . , ν m ] . Then:
A.1 Proof of Theorem 3.2
For the convenience of the reader we begin be recalling a few theorems from the literature.
Theorem A.1 (Theorem 5.2 of (Baraniuk et al., 2008) ). If m = c 1 s log(d/s) then Z satisfies the Restricted Isometry Property (RIP) with constant δ 4s (Z) ≤ 0.3843 with probability 1 − (s/d) c2s .
Here c 1 and c 2 are constants independent of s, d and m.
We remind the reader that Z has the (4s)-RIP if, for all v ∈ R d with v 0 ≤ 4s:
(1 − δ 4s (Z)) v 2 2 ≤ Zv 2 2 ≤ (1 + δ 4s (Z)) v 2 2 . The choice of the value 0.3843 is to match with the assumptions of (Foucart, 2012) , which we state next. Recall that [g] (s) denotes the best s-sparse approximation to g.
Theorem A.2 (Theorem 5 of (Foucart, 2012) ). Let {g n } be the sequence generated by applying CoSaMP (Needell & Tropp, 2009 ) to problem (12), with m ≥ c 1 s log(d/s) and initialization g 0 = 0. Then, with probability 1 − (s/d) c2s : for all g,
where ρ < 1 and τ ≈ 10 depend only on δ 4s .
The exact values of ρ and τ are provided in (Foucart, 2012) . Note that the constants c 1 , c 2 are the same as in Theorem A.1. Certainly, other initializations are possible. For example, when using the ZORO method we have found that taking g 0 to be the gradient estimator found at the previous step, i.e. g 0 =ĝ k−1 , offers a modest speed-up.
Theorem A.3 (Proposition 3.5 in (Needell & Tropp, 2009) ). Suppose that Z satisfies the (4s)-RIP. Then for any v ∈ R d :
with probability 1/2 −1 with probability − 1/2 Then for any ε > 0 and any v ∈ R d :
where c 0 (ε) := ε 2 /4 − ε 3 /6.
Proof. See, for example, Section 4 of (Baraniuk et al., 2008) and references contained therein.
Note that it follows from (16) that:
Lemma A.5. Suppose that f satisfies Assumption 1.c. Then g − [g] (s) 2 + τ Z g − [g] (s) 2 ≤ ψ g 2 where:
Proof. Combining the bounds (4),(5) and Theorem A.3 we obtain:
Use (5) again to bound g − [g] (s) 2 and add to obtain the lemma.
Lemma A.6. µ 2 ≤ 2σ and ν 2 ≤ H/2.
Proof. From Lemma 3.1, we have
Similarly, we also get
Combining Lemmas A.5 and A.6 with equation (17), and using [g] (s) 2 ≤ g 2 , yields Theorem 3.2.
B Proofs for Section 4
We proceed via a series of Lemmas.
Lemma B.1 (Sequence analysis). Consider a sequence e k ≥ 0 obeying e k+1 ≤ e k − ce 2 k + d for k = 0, 1, . . . where c > 0 and d ≥ 0. We have e k ≤ e 0 e 0 c · k + 2 , k ∈ {t : e 0 , . . . , e t+1 ≥ 2d/c}.
In particular, if d = 0, then we get e k ≤ e 0 e 0 c · k + 1 , k = 0, 1, . . . .
The first result is a decay of e k at rate ∼ 1/(ck) up until e k = 2d/c. The second result has the rate ∼ 1/(ck) for all k.
Proof. Without loss of generality, assume e k > 0 for k = 0, 1, . . . . If e k ≥ 2d/c, then e k+1 ≤ e k −d, so e k e k+1 ≥ 1. Dividing the condition by e k+1 e k and reorganizing yields
Summing, we obtain 1 e k ≥ 1 e0 + 1 2 kc when d = 0 and 1 e k ≥ 1 e0 + kc when d = 0. Inverting both sides yields the claim. Note that we have assumed that e k+1 ≥ 2d/c in the d = 0 case. Lemma B.2 (Sequence analysis). Any nonnegative sequence e k obeying ae k ≤ b(e k − e k+1 ) + c k for b > a > 0 and c k ≥ 0 satisfies
On the right-hand side, the first term presents geometric convergence at rate (b − a)/b and the second term is accumulated noise.
Proof. The condition gives us be k+1 ≤ (b − a)e k + c k and thus e k+1 ≤ b−a b e k + c k b . Repeatedly applying this inequality produces the result.
The next lemma quantifies, under very general assumptions, the amount of descent per iteration we can expect from an inexact gradient descent. Lemma B.4 . Suppose that f (x) satisfies Assumption 3 and x k+1 = x k − αĝ k . Then:
for c 1 = 4α 2−αL , c 2 = 4α 2 (2−αL) 2 , and c 2 = α 2 (2+αL) 2−αL .
Proof. Take the telescopic sums of (18) and (19) respectively.
The next lemma prepares the conditions for us to apply Lemma B.1. Recall that P * ( · ) is a projection operator onto the solution set.
Lemma B.5. Suppose that f (x) is convex and satisfies Assumption 3. Then:
for c 3 = 4α 2−αL and c 4 = α 2 (2+αL) 2−αL . In addition, if g k −ĝ k ≤ ε rel g k , then
for c 5 = 4α 2−αL−α 2 ε 2 rel (2+αL) . Proof. By existence of P * (x k ) and convexity of f ,
and thus e 2 k ≤ x k − P * (x k ) 2 2 g k 2 2 . It remains to bound g k 2 2 . By (19),
and from this, when g k −ĝ k 2 ≤ ε rel g k 2 , we further have
The proof completes after we substitute e 2 k ≤ x k − P * (x k ) 2 2 g k 2 2 into the last two inequalities above to eliminate g k 2 2 .
Finally we need an important boundedness result. For notational convenience, define e k := g k − g k . Theorem B.6. Assume that f (x) is coercive, convex and satisfies Assumption 3.
1. If e k 2 ≤ ε rel g k 2 , α < 2/L and ε rel ≤ (2 − Lα)/(4 − Lα) then there exists an R such that
x k − P * (x k ) 2 ≤ R for all k.
Rearranging (21) to fit the hypothesis of Lemma B.1, with d = 0, we get:
where again we have used x k − P * (x k ) 2 ≤ R. Applying Lemma B.1 again proves Part 2.
Proof of Theorem 4.2. Substituting (8) into the results of Lemma B.5 and dividing by a factor of e k results in
The claims then directly follow from Lemma B.2. In particular, when
C Proofs for Section 5
Proof of Theorem 5.1. Applying Theorem 3.2 with σ = 0 yields
for all k with probability 1 − (s/d) O(s) . Now, to guarantee that g k −ĝ k 2 ≤ ε rel g k 2 we need to choose
Of course, we do not have access to g k 2 when choosing δ k ; hence, we use ĝ k−1 2 as a proxy. We use the inductive assumption that g k−1 −ĝ k−1 2 ≤ ε rel g k−1 2 , in which case we have that:
Thus equation (26) becomes
and so to guarantee (25), it suffices to choose
Note that this condition is only meaningful when β > 0, thus we require that:
Theorem 5.1 requires that g 0 −ĝ 0 2 ≤ ε rel g 0 2 . Let us briefly discuss how one can guarantee this. From Theorem A.4 we get that with probability 1 − e −m/24 :
Where (a) follows from (15) with σ = 0 and (b) follows from Lemma A.6. On the other hand:
where again (a) follows from (15) 
Hδ 2 , then with probability 1 − e −m/12 − e −m/24 we indeed have that g 0 −ĝ 0 2 ≤ ε rel g 0 2 . This condition is checkable, assuming we have a good estimate of H. Furthermore, it must hold for δ sufficiently small. Thus, we recommend starting with some initial estimate δ 0 and performing a decreasing binary search over (0, δ 0 ) until a δ is found such that this condition holds.
Proof of Corollary 5.2. Part 1: By assumption, we may choose ε rel and n satisfying:
hence by Theorem 5.1, g k −ĝ k 2 ≤ ε rel g k 2 for all k. Since in addition ε rel ≤ (2 − Lα)/(4 − Lα), from Theorem B.6, x k − P * (x k ) 2 ≤ R for some fixed R. The stated convergence rate then follows from Theorem 4.1.
Part 2: follows from combining Theorems 5.1 and 4.2.
Proof of Theorem 5.3. Appealing again to Theorem 3.2, this time with σ = 0 and ψ = 0, we get
where (a) follows from the definition of the RIP (see discussion below Theorem A.1), (b) follows from (15) Choosing n sufficiently large (specifically n = log(δ k H/2)−log( √ 2( y k +δ k H/2)) log(ρ) ) we obtain:
given the choice of δ k .
Proof of Corollary 5.4. Apply Theorem 5.3 and Proposition 1 of (Schmidt et al., 2011) . Note that by Theorem 5.3
Proof of Theorem 5.5. From Theorem 3.2 we obtain:
with probability 1−(s/d) O(s) . Using the same trick as in the proof of Theorem 5.3 we can guarantee that g k 2 ≤ τ δ k H/2 for n sufficiently large and so:
Optimizing the right hand side in terms of δ we obtain that g −ĝ 2 ≤ 2 √ 2τ σH and that this is achieved when δ = 2σ/H Proof of Corollary 5.6. From Theorem 5.5, we get that g k −ĝ k 2 ≤ 2 3/2 √ τ σH for all k = 1, . . . , K with probability 1 − (s/d) O(s) . The first claim follows by combining this with Theorem 4.1 part 1.
Note that x k − P * (x k ) 2 ≤ R for all k by Theorem B.6 part 2. The second claim follows from combining the estimate g k −ĝ k 2 ≤ 2 3/2 √ τ σH with Theorem 4.2 part 1.
Proof of Corollary 5.7. This again follows from Proposition 1 of (Schmidt et al., 2011) , combined with Theorem 5.5. Note that here
Proof of Theorem 5.8. By the assumptions on g 0 −ĝ 0 2 and the fact that ε rel < min i:(g0)i =0 |(g 0 ) i |/ g 0 2 we have that:
Now assume thatŜ k−1 = S. We claim that Algorithm 4 will returnĝ k satisfyingŜ k := supp(ĝ k ) = S and g k −ĝ k 2 ≤ ε rel g k 2 while making only s oracle queries. To see this, let Z S denote the submatrix of Z containing only the columns indexed by S. Observe that Z S is invertible, almost surely, and that λ min (Z S ) ≥ ε inv / √ s with probability at least 1 − O(ε inv ) (see Theorem A of (Tikhomirov, 2020) ). Letĝ be the solution to the support-constrained least squares problem in line 5 of Algorithm 4. Then:
Using (15). Note the discrepancy here: in (15) ν ∈ R m whereas here ν ∈ R s and has entries ν i = z i ∇ 2 f (x + tz i )z i / √ s for some t ∈ (0, 1). Continuing:
Hence, Zĝ − y 2 = 0 andĝ is always accepted as the output of Algorithm 4 in lines 6-8 (i.e. g k =ĝ). Thus indeed Algorithm 4 makes s oracle queries, and by construction supp(ĝ k ) = S. Moreover:
where the last inequality holds with probability at least 1 − O(ε inv ). As in the proof of Theorem 3.2 we obtain: 1 − αL − ε rel (2 − αL) 1 − ε rel ĝ k−1 2 ≤ g k 2 and hence with the choice of β stated we get that:
ĝ − g k 2 ≤ ε rel g k 2 for all k, with probability at least 1 − O(ε inv ).
Note that because ε < (1 − Lα)/(2 − Lα we have that β > 0. Because ε rel ≤ (2 − Lα)/(4 − Lα) it again follows from Theorem B.6, x k − P * (x k ) 2 ≤ R for some fixed R. Now appealing to Part 2 of Theorem 4.1 with K = T /s, we get that: We investigate the runtime of ZORO with different sparse gradient estimators (i.e., estimating the sparse gradients with OMP, LASSO or CoSaMP). The experiments are executed in MATLAB R2019a on a Windows 10 laptop with Intel i7-8750H CPU (6 cores at 2.2GHz) and 32GB of RAM. We implement all three versions of ZORO by ourselves. In particular, for the LASSO based gradient estimator, we use FISTA to be solver, and choose the regularizing parameter λ k+1 at (k + 1)-th iteration by the ratio of the 2 residual squared and 1 -norm from the last iteration: λ k+1 = c y k − Z kĝk 2 2 / ĝ k 1 , where c is a fixed parameter throughout all iterations. Furthermore, the stop criteria of all three gradient estimators are set to x k+1 − x k 2 / x k 2 ≤ 10 −6 .
We consider the problem of minimizing a quadratic function f (x) = x Ax/2, where A ∈ R d×d is a diagonal matrix with s non-zero randomly generated positive elements. The runtime is evaluated with varying problem dimension (see Figure 5 ) and sparsity level (see Figure 6 ). Moreover, the runtimes reported in Figures 5 and 6 are based on 30 iterations of gradient descent, and averaged over 10 random tests. We find that the greedy methods, CoSaMP and OMP, have a speed advantage when the problem dimension is large and sparsity level is small, while the LASSO solver is fastest when both d and s are small. We emphasize that the gradients estimated by all three methods offer almost identical convergence performance on these easier synthetic tasks, so the stopping criterion of ZORO will not affect our observations.
D.2 Sparse adversarial attack on ImageNet
For this numerical experiment, we use the code from https://github.com/KaidiXu/ZO-AdaMM with a few modifications. We focus on the per-image untargeted attack scenario. For the objective function, we change the 2 -norm of distortion to 0 -norm. At each iteration, we randomly select a subspace of 2000 variables and generate 50 random Rademacher perturbation signals in this subspace. We use a much larger step-size than since our gradient estimate has much better precision. Note that there are several hyper-parameters (step-size, decay parameter, subspace dimension, ZORO parameters, etc.) that have not been fully optimized. We plan to address this issue along with more diverse simulation settings (targeted attacks, universal attacks, etc.) in a future work. We present some examples of successful sparse attack by ZORO in Figure 7 .
Notice that the distortions are similar with impulse noise, which can be mitigated by a median filter. We use the tool ndimage.median_filter from scipy. We use A to denote the set of adversarial images (original image+distortion) that are successfully attacked by ZORO. We use I 1 to denote the set of image IDs that are not recovered. The ratio of images in A been identified to the true label after filtering is the recover successful rate: 1 − |I 1 |/|A|. We then analyze the side-effect of median filter by apply it to the original images of A. We use I 2 to denote the set of image IDs that are mis-classified. The distortion rate is the ratio of images been assigned an incorrect label: |I 2 |/|A|. We summarize the images indexes from these two experiments and calculate the total accuracy reduction: |I 1 ∪ I 2 |/|A|. Note that there are some overlapping IDs in I 1 and I 2 . 
