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Abstract 
Let (S,) be the sequence given by the Jacobi-Gauss quadrature method when the integrand isan analytic function with 
different kinds of poles located outside the interval of integration, and S its limit. We give an asymptotic representation f 
the errors S - S, and of S,+ 1 - S,, which leads to build other sequences which give a better approximation ofthe exact 
value of the integral than S,. All the results are illustrated by numerical examples. 
Keywords: Gaussian quadrature; Linear convergence; Estimations of the error 
. Introduction 
We cons ider  a Gauss ian  quadrature  method  with respect o the weight funct ion w def ined on  the 
interval  [ -  1, 1] by 
w(x) = (1 - x)~(1 + x) p 
Thus  
f ~ ~ w(x) f (x )dx  = 
with ~, fl > - 1. 
27f(xT) + E~(f), 
i=1  
where (xT) are the zeros of the nth Jacobi orthonormal polynomial denoted by P.~'a and (27) the 
corresponding Christoffel numbers. 
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We set 
f 
l m 
S= w(x)f(x)dx,  S. Y. i , ,  ,,. 
-1  i=1 
The aim of this paper is to build other sequences which converge to S faster than 
(S,). 
The main theoretical result is an asymptotic representation for E,( f )  and AS,. From this, 
well-adapted extrapolation processes for the sequence (S,) are defined. 
Four cases of analytic functions are studied: functions with a simple pole, functions with two 
imaginary conjugate poles, functions with an infinity of poles and, at last, functions with a pole of 
multiplicity k. 
The case of analytic functions with algebraic or logarithmic singularities was studied 
in [43. 
2. Notation and preliminary results 
Let P~'P be the Jacobi orthonormal polynomial, with ak as its leading coefficient. We 
set 
1 
Q~,a(z) = P~'a(z)P~'¢1 (z)" 
Let K be the function defined on C \ [  - 1, 1] by 
(1 - z + ~ -  1)2~(1 + z -  ~ -  1) 2p 
K(z) = 2=+e , 
where the function z ~ x/z 2 - 1 is defined such that [z + x//~ - - 1[ > 1 Vz~ C\ [  - 1, 1]. Let E R be 
the ellipse with foci at the points z = _ 1, and with semi-axes (R + R-1)/2, where R > 1, and let 
H~(ER) be the set of regular functions within ER and bounded on ER. 
In the case of an analytic function, Sydov 1-5] showed that the remainder term E,,(f) can be 
represented as a contour integral 
E,( f )  = ~ f (z)E,  dz, (1) 
where L is a closed contour in the complex plane enclosing the interval [ - 1, 1] in its interior such 
that f~  H °~ (L), and E,,(1/(z - .)) the error of the n-point Jacobi-Gauss quadrature method on the 
interval [ - 1, 1] applied to the function t ~ 1/(z - t) with z ~ ER. 
Sydov showed that the sequence (E,(1/(z - . ) ) )  verifies the recurrence formula 
,2, 
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and he gave an asymptotic representation for (a,+l/a,)Q~,'P(z) and for E, (1 / (z -  .)), when 
zeC\ [ -  1,1]: 
4~K(z )w/~ - 1 
a,+l Q~,t~(z ) = _ 1) 2"+2 (1 + 6.(z)), (3) 
a, (z + 
(~_ . )  27tK(z) (1 + ~.(z)), (4) 
E, = (z q- x / /~  - 1) 2n+1 
where the sequences (6.(z)) and (E.(z)) converge to zero uniformly on compact sets disjoint from 
[ - 1, 1] as n tends to infinity. 
Lemma 2.1. Let (u.(z)) be the sequence (6,(z)) or the sequence (e.(z)). 
For any integer p, the sequence (u~f)) converges to zero uniformly on compact sets disjoint from 
[ - 1, 1] as n tends to infinity. 
Proof. First, let (u,(z)) be the sequence (~,(z)), and let K be any compact of C \ [  - 1, 1]. Since the 
functions Q~'tJ(z) and (z + x /~ - 1)2"+2/2r~K(z)x//-J  1 are holomorphic on C \ [  - 1, 1], then so 
is the function 6,(z). Moreover,  the sequence (6.(z)) converges to zero on C \ [ - 1, 1] and uniformly 
on K. So, by using the Weierstrass theorem, the sequence (6',(z)) converges uniformly to zero on K. 
By recurrence, we can prove the result for p > 1 
Nowz___~klet (u.(z)) be the sequence (e,(z)). Since the functions E. (1 / (z - . ) )  and 
(z + x /z  2 - 1)2"+l/2rtK(z) are holomorphic on C \ [ -  1, 1], so is the function e,(z). By using the 
same arguments as above, we prove easily the result. []  
Before starting our studies for different kinds of functions f, let us recall the definitions of 
estimations of the error given in [2]. 
Definition 2.2. Let (S,) be a sequence converging to S and let (D,) be a sequence converging to zero. 
If the ratio (S - S,)/D, has a limit a ~ 1, 0, oc, then (D,) is said to be a good estimation of the 
error of (S.), and if a = 1, it is said to be a perfect estimation of the error of (S,). 
3. Function with a simple pole 
Let f ( z )  = h(z)/(z - zl), with zl ~ C \ [  - 1, 1], and h a function nonzero at z = z~ which satisfies 
(H) 3R > R1, h~H~(R) ,  
where R1 = Irl[ = [zl + x/~l  2 - 1[. 
Using (1) and the residue theorem, we have 
Vn, E , ( f )  = ~ f ( z )  E, dz - h(z l )E ,  . (5) 
II 
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Propos i t ion  3.1. Let rl = zl + x//~l - 1, with zl e C\ [ -  1, 1]. I f  we set A = -2nK(z l )h(z l ) ,  we 
get the following equivalences when n ~ ~"  
A 
(a) E, ( f )  ~ r2 . +------~. 
2Av z/~2 - 1 
(b) AS. "~ r~.+ z 
Proof. We first prove (a). Using (4) and (5), we have 
r2n + l 1 p2n+ l
fe f (z)K(z)  (1 - e.(z))dz + (1 + e.(zl)). 
E. ( f )  - 2r~i A . (z + x /~ - 1) 2"+' 
On one hand, lim.-~o~(1 + e.(zl)) = 1. On the other hand, 
lim r 2"+1 f~ f(z)K(z)  (1 + e.(z))dz = O. 
.~oo .(z + x /~-  1) z'+l 
In fact, if we set M(R) = max{tf(z)K(z)[,  z ~ Es}, and l(R) the length of the ellipse Es, we 
have 
II(n)l -- r 2n+1 fE f (z)K(z)  (1 + ~n(z))dz 
R (Z + X /~ -- 1) 2n+l 
<<. M(R)  tl + ~Az)lldzl. 
R 
Since the sequence (e,(z)) converges uniformly to zero on ER, we have 
3no, Vn>~no, I I+e. (z ) l~<2,  VzeER.  
So, II(n)l <~2(R1/R)2"+IM(R)I(R), Vn >~no. Since R1 <R,  we have lim..~oo(R~/R) 2"+~ -0 ,  
which gives us the result. 
Now, we prove (b). First, from (a) we have 
E.+l ( f )  1 
lira - -  = - -  
. -~  E . ( f )  r z' 
and then, 
E,+I( f )  = 1 AS, 
E . ( f )  E.(f)" 
So, 
AS. 2x~1 - 1 E . ( f )  2x /~1-  1A 
rl ~ r2n+ 2 
as n tends to infinity. [] 
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Proposition 3.2. Let 
( o .=1+ 
(a) The sequence (7".) defined by 7". = S. + D., Vn, converges to S faster than (S.). 
(b) The sequence (W.) defined by W. = T. - (AT.)Z/A2T., Vn, converges to S faster than (S.). 
Proof. We first prove (a). On one hand, the sequence (S.) converges linearly since 
lim.-,~E.+l(f)/E.(f) = 1/r 2 and ]rl[ > 1. On the other hand, the term 2Ax/z ~ -l/r12"+2 is 
a good estimation of the error of S.. By using (a), we have 
rZn + 2 rl 
lim 2A z~x/7--~_ 1 E,(f) - 2x/~z--- ~- 4= 0, 1, oo. 
.--+ oo 
By application of the so-called O-procedure [1], the term 
D. = - A (2Ax/~ z _ 1)/rl z'+2) ~ = 1 + -~ 
is a perfect estimation of the error of S.. 
Now, we prove (b). We have 
w. -s  T . -S  AT. 
S. -S  S . -S  S . -S  
Since 
- -  1)" 
lim 7".-S_ lim AT. _0, 
. - ,ooS . -S  . -~ooS. -S  
and 1 is not a cluster point of the sequence (AT.+ 1~AT.), we have the result. [] 
Remark. (1) These transformations are efficient only in the case of real poles. When the pole z, is 
imaginary, we have S = $1 + iS2 where 
f~ xh(x) f l  h(x) S 1 = w(x) x- ~ -~-b2 dx, $2 = b w(x) x2 b2 dx. 
1 --1 -{- 
Th is  case will be studied in the next section. 
(2) The case of the analytic function with pole zl = a + ib, where a, b 4= 0, will be discussed in 
a future paper. 
(3) Although we cannot prove theoretically that the sequence (IV,) converges to S faster than 
(T,), we can remark, in the following numerical examples, that (IV,) approximates S better 
than (T.). 
Numerical examples. Consider the function f (x)= 1/(x-  c) and w(x)= 1/x /q - -x  2 (see 
Table 1). 
186 
Tab le  1 
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c = 1.05 c = 1.15 
n S - S,  S - T ,  S - W,  S - S, S - 7", S - W,  
2 - 0 .381D + 01 - 0 .284D + 00 0 .256D - 02 - 0 .109D + 01 - 0 .142D - 01 0 .565D - 05 
3 - 0 .216D + 01 - 0 .890D - 01 0 .404D - 03 - 0 .379D + 00 - 0 .169D - 02 0 .222D - 06 
4 - 0 .119D + 01 - 0 .267D - 01 0 .624D - 04 - 0 .130D + 00 - 0 .196D - 03 0 .865D - 08 
5 - 0 .649D + 00 - 0 .780D - 02 0 .955D - 05 - 0 .440D - 01 - 0 .226D - 04 0 .337D - 09 
6 - 0 .349D + 00 - 0 .225D - 02 0 .145D - 05 - 0 .149D - 01 - 0 .260D - 05 0 .131D - 10 
7 - 0 .187D + 00 - 0 .644D - 03 0 .220D - 06 - 0 .506D - 02 - 0 .298D - 06 0 .509D - 12 
8 - 0 .100D + 00 - 0 .184D - 03 0 .334D - 07 - 0 .172D - 02 - 0 .342D - 07 0 .209D - 13 
9 - 0 .533D - 01 - 0 .522D - 04 0 .505D - 08 - 0 .581D - 03 - 0 .393D - 08 0 .178D - 14 
10 - 0.284D - 01 - 0 .148D - 04 0 .764D - 09 - 0 .197D - 03 - 0 .451D - 09 - 0 .200D - 14 
11 -0 .152D-01  -0 .421D-05  0 .116D-09  -0 .668D-04  -0 .518D-10  0 .266D-14  
12 - 0 .807D - 02 - 0 .120D - 05 0 .174D - 10 - 0 .226D - 04 - 0 .595D - 11 0 .666D - 15 
13 - 0 .430D - 02 - 0 .339D - 06 0 .262D - 11 - 0 .767D - 05 - 0 .682D - 12 - 0 .444D - 15 
4. Function with two conjugate poles 
Let  f ( z )  = h(z ) / ( z  2 -k- b 2)  (b  > 0) ,  where  the  funct ion  h is  nonzero  a t  z = _ ib ,  and  ver i f ies  the  
fo l low ing  hypothes is :  
(H)  3R >~ b + x//-~ + 1, h ~ H~(E , ) .  
Us ing  (1)  and  the  res idue  theorem,  we get  
= 1 
As i n  the  prev ious  sect ion ,  we  prove  the  fo l low ing  resu l t .  
Proposition 4.1 .  Let r 1 = b + x /~ + 1, with b > O, and A = (rc/b)(h(ib)K(ib) + h( - i b )  K (  - ib ) ) .  
I f  A ~ 0,  we get the followin 9 equivalences when n --, oo : 
A 
(a )  E. ( f )  ..~ ( - 1)" r2 .+ l ,  
.2Ax /b  2 + 1 
(b )  AS ,  ~ ( - 1) r - -~,+~ 
Wi th  the  same techn iques  we used  to  prove  Propos i t ion  3 .2 ,  we  get  the  fo l low ing  resu l t .  
Proposition 4.2 .  Let 
D ~  1+ -~.  
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Tab le  2 
b = + 0 .25 i  b = + 0 .4 i  
n S -S ,  S -T .  S -W.  S -S .  S -T .  S -W.  
2 - 0 .714D + 01  - 0 .867D + 00  - 0 .483D - 01  - 0 .155D + 01  - 0 .657D - 01  - 0 .459D - 03  
3 0 .296D + 01  - 0 .272D + 00  0 .166D - 01  0 .617D + 00  - 0 .127D - 01  0 .482D - 04  
4 - 0 .224D + 01  - -  0 .109D + 00  - 0 .285D - 02  - 0 .301D + 00  - 0 .277D - 02  -0 .446D - 05  
5 0 .119D + 01  - 0 .384D - 01  0 .757D - 03  0 .134D + 00  - 0 .572D - 03  0 .437D - 06  
6 - 0 .788D + 00  - 0 .147D - 01  - 0 .155D - 03  - 0 .623D - 01  - 0 .121D - 03  - 0 .418D - 07  
7 0 .456D + 00  - 0 .537D - 02  0 .373D - 04  0 .284D - 01  - 0 .254D - 04  0 .404D - 08  
8 - 0 .287D + 00  - 0 .202D - 02  - 0 .815D - 05  - 0 .130D - 01  - 0 .534D - 05  - 0 .388D - 09  
9 0 .172D + 00  - 0 .745D - 03  0 .189D - 05  0 .597D - 02  - 0 .112D - 05  0 .374D - 10  
10  - -  0 .106D + 00  - 0 .278D - 03  - 0 .422D - 06  - 0 .274D - 02  - 0 .235D - 06  -0 .360D - -  11  
11 0 .641D - 01  - 0 .103D - 03  0 .964D - 07  0 .125D - 02  - 0 .495D - 07  0 .346D - 12  
12  - 0 .392D - 01  - 0 .384D - 04  - 0 .217D - 07  - 0 .575D - 03  - 0 .104D - 07  0 .355D - 14  
13  0 .238D - 01  - 0 .142D - 04  0 .494D - 08  0 .264D - 03  - -  0 .218D - 08  0 .355D - 14  
(a) The sequence (7".) defined by 7". = S. + D., Vn, converges to S faster than (S.). 
(b) The sequence (W.) defined by W. = T. - (AT.)a/A2T., Vn, converges to S faster than (S.). 
Numerical examples. Consider the function f (x )= 1/ (x2  + b 2) and w(x)= l / x /1 -  x 2 (see 
Table 2). 
5. Function with an infinity of poles 
Let f be an analytic function with an infinity of poles zi in C \ [- - 1, 1]. These poles will be 
indexed with respect o the following inequalities: 
R I <~ R 2 <~ ... <~ Ri <~ ... ,  
where Ri = [ri[ = [zi + ~ - 11. We set k = inf{ilRi < Ri+l}. The function f will be defined by 
h(z) 
f (z )  = O0 
H,=I  (z - zi) 
where the function h is nonzero at the points z = zi, and verifies the following assumption: 
(H) 3R>l ,  Rk<R<Rk+I ,  heH°°(Eg).  
Using (1) and the residue theorem, the expression of the error is given by (1) (1) 
Vn, E.(f)=2--~i f ( z )E ,  dz -  ~" ~(zi)E. , 
R i=1 
where ~(zi) = limz-.z, (z - zi)f(z). 
We will restrict our study to two cases: k = 2, with z2 = - zl, and k = 1. 
For the first case, we get the following result. 
188 M. K zaz /Journal of Computational nd Applied Mathematics 57 (1995) 181-192 
Proposition 5.1. Let A = ~p(z l )K (z l ) -  (p ( - z l )K ( -Z l ) .  I f  A #0,  then we have 
equivalences as n tends to infinity: 
A 
(a) E. ( f )  ,-~ - 2rt 2.+1, 
El 
(b) AS. ,-, - 4rtx/~l z - 1 A 
r2n+2" 
the following 
For the second case, we get the following proposition. 
Proposition 5.2. 
infinity: 
(a) 
(b) 
Let A = ~)(z1)K(Z l ) .  I f  A # O, then we have the following equivalences as n tends to 
A 
E. ( f )  ,,~ - 2n r'"+------i'i 
A 
AS. ,-~ -- 4nx /~ l  2 - 1 2n +~""""~" 
gl 
For these cases, we have the following acceleration result. 
Proposition 5.3. Let 
D.= 1+ 2"  
(a) The sequence (7",) defined by T, = S. + D,, Vn, converges to S faster than (S,). 
(b) The sequence (W,) defined by W. = 7", - (AT,)2/A 2 T,, Vn, converges to S faster than (S.). 
Numerical examples. Consider the function f (x )= 1/(a +bsin(x) ) ,  w(x)= 1, and c = 
-arcs in (a /b)  the nearest pole of the function f to the interval [ - 1, 1] (see Table 3). 
6. Function with a pole of order k 
Let f (z )  = h(z)/(z - z1 )  k, with Z 1 E C \ [  - -  1, 1] and h a function nonzero at the point z = zl 
which verifies the following assumption 
(H) 3R>lz l+~/~- l l= l r l l ,  h~H~(ER) .  
Using (1) and the residue theorem, we get 
l (1 )  1 
E. ( f )  = ~ f (z )E ,  dz (k - 1)~ z=z,' 
where D k- 1 = d k- 1/dzk- 1 
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Tab le  3 
c = 1 .12  c = 1 .43  
n S -S .  S -T .  S -W.  S -S .  S -T ,  S -W.  
2 - 0 .249D + 01  - 0 .110D + 00  - 0 .601D - 03  - 0 .743D - 01  - 0 .341D - 02  -0 .119D - 06  
3 -0 .101D + 01  - 0 .269D - 01  - 0 .104D- -  03  - 0 .152D-  01  - 0 .363D-  03  -0 .682D - 07  
4 - 0 .400D + 00  - 0 .688D - 02  - 0 .308D - 04  - 0 .284D - 02  - 0 .386D - 04  - 0 .862D - 08  
5 - 0 .156D + 00  - 0 .182D - 02  - 0 .942D - 05  - 0 .505D - 03  - 0 .417D - 05  - 0 .109D - 08  
6 - 0 .604D - 01  - 0 .499D - 03  - 0 .268D - 05  - 0 .875D - 04  - 0 .457D - -  06  - -  0 .145D - 09  
7 - 0 .232D - 01  - 0 .142D - 03  - 0 .727D - 06  - 0 .150D - 04  - 0 .509D - 07  -0 .198D - 10  
8 - 0 .889D - 02  - 0 .416D - 04  - 0 .193D - 06  - 0 .253D - 05  - 0 .579D - 08  - 0 .269D - 11 
9 - 0 .340D - 02  - 0 .126D - 04  - 0 .512D - 07  - 0 .427D - 06  - 0 .674D - 09  - 0 .363D - 12  
10  - 0 .130D -02  - 0 .390D -05  - 0 .138D -07  - 0 .716D -07  - 0 .806D - 10  - 0 .483D - 13  
11 - 0 .494D -03  - 0 .123D -05  - 0 .377D -08  - 0 .120D -07  - 0 .991D - 11 - 0 .633D - 14  
12  - 0 .188D - 03  - 0 .396D - 06  - 0 .106D - 08  - 0 .201D - 08  - 0 .126D - 11 -0 .122D - 14  
13  -0 .717D-04  - 0 .129D - -  06  - -0 .304D-09  - 0 .335D - 09  -0 .164D-  12  -0 .111D-  15  
Using the recurrence formula (2), we get from the preceding expression of the error, the following 
expression of AS,: 
AS. = 2-~il a.__+la, re. f (z)Q~'p(z)dz - (k 1 1)------~ a.+la. Dk-l(h(z)Q~'a(z))~=z" 
Let 
9(z) = 2rch(z)K(z), 
1 , /7 -1  
A. (z )  - (z + 1) 2"+1' F . (z )  - (z  + 1) : '+z" 
To get an asymptotic representation for E, ( f )  and for AS,, we need the following preliminary 
results. 
Lemma 6.1. Let z e C\ [  - 1, 1] such that [(z/x//~ - 1) - 11 < 2, and let r = z + x//z z - 1. We have 
the following equivalences when n tends to infinity: 
(a) At k)(z) ,,, ( _ 1) k (2n + k)! 1 1 
(2n)! (z 2 _ 1)k/2r2.+l, 
(b) F~kJ(z) ,,, ( _ 1) k (2n + k)! 1 1 (2n)! (z 2 _ 1)tk-1)/2r2,+2" 
Proof. For k = 0, 1, the result follows from a simple differentiation of the expressions of A,(z) 
and F,(z). 
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Let k ~> 2, 
A~,k)(z) = (A'(z)) (k-i) = -- (2n + 1) ~- -  lr2"+1, ] 
F~k)(z) = z -- l r2"+2J  + (k - -  1 + (2n + 2) 2 ) _ l r  2"+ 
2 / (k - 2) 
Now, the results follow using the same techniques as Elliot in [3, p. 278]. []  
Now, we can easily prove the following result. 
Lemma 6.2. Let  z ~ C\ [ -  1, 1] such that 
equivalences when n tends to the infinity: 
(a) (g(z)F,(z)) (k) ~ g(z)F~k)(z). 
(b) (g(z)A,(z)) (k) ~ g(z)a~)(z). 
I(z/v/-~ - 1) -- 11 < 2. Then, we have the followin9 
Lemma 6.3. Let z ~ C\ [ -  1, 1] such that I(z/x//-Z 2 -  1) - 11 < 2. Then, there exist two natural 
integers nx(z,k) and n2(z,k) such that 
(i) Vn >~ nl(z,k), (9(z)F,(z)) (k) 4: O, 
(ii) Vn >~ n2(z,k), (g(z)A,(z)) (k) 4: O. 
Proof. Let z ~ C \ [  - 1, 1] such that I(z/x//-~ - 1) - 11 < 2 and let r = z + w/~ - 1. We can easily 
prove by recurrence that Pk(n) and Qk(n) given by 
P (n) = Qk(n)  = r2"+lDk(o(z )A . (z ) )  
are polynomials of degree k in n. So, the polynomials Pk(n) and Qk(n) have at most k zeros which 
are integers. 
We set nl (z, k) = 0 (respectively n2(z, k) = 0) if all the zeros of Pk(n) (respectively Qk(n)) are not 
integers. 
n~(z, k) = no + 1 (respectively n2 (z, k) = mo + 1) if no (respectively mo) is the greatest integer zero 
of Pk(n) (respectively Qk(n)). So, Vn >~nx(z, k) (respectively Vn >~nz(z , k)) Pk(n) ~ 0 (respectively 
Qk(n) :~ 0), which gives the result. []  
Proposition 6.4. Let Z 1 e C\ [  - -  1, 1] such that I(za/x/~l - 1) - II < 2. Then, we have thefollowin9 
equivalences when n tends to the infinity: 
(a) Dk-l(h(z)Q~'~(Z))z=z, <k-l) ~ (o(z )V . (z ) )  . . . . .  
Proof. We first prove (a). Let zl E C \ [ - -1 ,1 ]  such that [ (z l /x /z~-  1) -11  <2.  We have 
from (3), h(z)Q]'P(z) = 9(z)F,(z)(1 + 6,(z)). By differentiating the previous expression (k - 1) 
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times, we get 
D k -  l (h (z )Q~. 'a (z})  . . . .  = 
k-1 
Z CkP- 1 (g(z)F.(z))¢k- . . . .1 -P ) (1  2¢_ (~n(Z))(p) 
p=0 
k -1  
+ + Z = 1 (g (z )F . ( z ) )~ =~, -P)6(.P)(Zl ). 
p=l  
S ince  I -Zz~F Zz ~(k- 1) ,y~  .~ )t . . . .  4: O, Vn  >~n~(Z l ,k  - 1) (Lemma 6.3), we get 
k-1  (g (z )F . ( z ) )~ J~ ' ,  - p) Dk- I (h(z)Q~'P(z))  . . . .  g(Zl)F(k-1)(Zl)  (1  + b.(z l ) )  + Z C~-I  
(g(z)F.(z))(z~zl) = (g(z )F . (z ) )~z l )  (k- 1) .=1  
On one hand, we have from Lemmas 6.2 and 2.1, 
g(z l )F ( 'k -1 ) (Za)  (1 + 6. (z1) )  = lim (1 + 6. (z l ) )  = 1. 
.-.~lim (g(z)E . (z ) ) (k=_ ]) .~o~ 
On the other hand, we get from Lemmas 2.1 and 6.1, Vpe {1, ... ,k - 1}, 
lira 6(.P)(zl ) = O, 
n ---~ O0 
lim (g (z )F . ( z ) )~-z ] -P )  1 
= l im = 0. 
. - .  ~ (g(z)r.(z))(~k=zl,)  .-~® (2n + k - 1)..-(2n + k - p) 
The assertion (b) is proved in the same way. [] 
Tab le  4 
c = 1.15 c = 1.45 
n S -S .  S -T .  S -W.  S -S .  S -T .  S -W.  
2 0 .344D + 03  - 0 .622D + 03  - 0 .122D + 02  0 .764D + 01 0 .121D + 00  
3 0 .279D + 03  - 0 .503D + 02  - 0 .248D + 01 0 .333D + 01 - 0 .791D - 02  
4 0 .192D + 03  - 0 .145D + 02  - 0 .232D + 00  0 .112D + 01 - 0 .527D - 02  
5 0 .115D + 03  - 0 .552D + 01 0 .383D - 01 0 .325D + 00  - 0 .135D - 02  
6 0 .632D + 02  - 0 .219D + 01 0 .204D - 01 0 .852D - 01 - 0 .281D - 03  
7 0 .323D + 02  - 0 .853D + 00  0 .597D - 02  0 .208D - 01 - -  0 .542D - 04  
8 0 .157D + 02  - 0 .325D + 00  0 .156D - 02  0 .481D - 02  - 0 .100D - 04  
9 0 .730D + 01 - 0 .122D + 00  0 .403D - 03  0 .107D - 02  - 0 .181D - -  05  
10 0 .330D + 01 - -  0 .449D - -  01 0 .107D - -  03  0 .230D - -  03  - -  0 .322D - -  06  
11 0 .145D + 01 - -  0 .164D - -  01 0 .293D - -  04  0 .482D - -  04  - -  0 .556D - -  07  
12 0 .626D + 00  - 0 .595D - 02  0 .839D - 05  0 .989D - 05  - -  0 .983D - -  08  
13 0 .265D + 00  - -  0 .215D - 02  0 .248D - -  05  0 .199D - 05  - 0 .170D - -  08  
- 0 .533D - -  02  
- 0 .133D - -  01 
0 .116D - 03  
0 .726D - 05  
0 .637D - 06  
0 .668D - 07  
0 .786D - 08  
0 .996D - 09  
0 .132D - -  09  
0 .182D - -  10 
0 .258D - -  11 
0.385D - 12 
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Now, by using the previous results, we can give the following asymptotic representation for 
E, ( f )  and AS.: 
1 1 E. ( f )  ~.. ( - ,~kc, k- 1 
• , ~Z.+k- ,  (Z~ -- 1) (k-1)/2 rlZ.+l, 
1 1 
AS. 2 ( -1 )  k u-x 
" "  C2n+k-1 (Z~ -- 1) (k-z)/z r 2"+2" 
From this, we get the following acceleration result. 
Proposition 6.5. Let  D .  = D k -  x (O(z )F . ( z ) ) z  = zl. 
(a) The sequence (7",) defined by T. = S, - (AS , /AD, )D. ,  Vn, converges to S faster than (S,). 
(b) The sequence (W, )  defined by W,  = T. - (AT. ) /A2T. ) ,  Vn, converges to S faster than (S,). 
Numerical examples: Consider the function f (x )  = (x + 1)2/(x - c) 4 and w(x) = 1 (see Table 4). 
Remark. The efficiency of the transformations given in the last two sections is verified only for 
functions with real poles. 
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