Abstract Metrics are essential for geometric semantic genetic programming. On one hand, they structure the semantic space and govern the behavior of geometric search operators; on the other, they determine how fitness is calculated. The interactions between these two types of metrics are an important aspect that to date was largely neglected. In this paper, we investigate these interactions and analyze their consequences. We provide a systematic theoretical analysis of the properties of abstract geometric semantic search operators under Minkowski metrics of arbitrary order. For nine combinations of popular metrics (city-block, Euclidean, and Chebyshev) used in fitness functions and of search operators, we derive pessimistic bounds on fitness change. We also define three types of progress properties (weak, potential, and strong) and verify them for operators under those metrics. The analysis allows us to determine the combinations of metrics that are most attractive in terms of progress properties and deterioration bounds.
Introduction
Semantic genetic programming (SGP) is a relatively recent research thread in GP, where selected behavioral properties of programs are being exploited for the sake of making program synthesis more efficient and scalable. The properties in question are captured by means of formal objects termed program semantics, which describe the effects of interactions between program and data. By nature, program semantics is more detailed than the scalar fitness commonly used in GP, and in effect offers a more informative guidance for program synthesis. This virtue of SGP has brought substantial performance gains in numerous works [1, 3, 13, 19, 23, 27, 30, 31] .
The prevailing part of SGP studies equate program semantics with the list of outputs produced by a program in response to training examples (fitness cases). This simple formalism, known as sampling semantics or simply semantics, provides a relatively detailed account on program execution at no additional computational cost. Previous studies have shown that, even though sampling semantics cannot convey information on all aspects of program execution, it can be leveraged to design efficient semantic-aware search operators [8, 13, 23, 26, 27, 30, 31] , population initialization [2, 7] and selection techniques [6] .
A particularly promising area in SGP is Geometric Semantic GP (GSGP), which focuses on the geometric properties of program semantics. GSGP is founded on the observation that fitness function in GP operates on program outputs, i.e., on program semantics, and thus endows the set of program semantics with a structure, turning it so into a semantic space. In particular, if the desired program outputs for fitness cases are known, they define a specific point in that space, called target. If the fitness function happens to be a metric, which is very often the case in GP, the resulting semantic space is a metric space. The geometric characteristics of the metric semantic space together with the target conveniently lend themselves to elegant derivation of properties and concepts of theoretical interest and practical relevance.
The arguably most promising results obtained in GSGP are the exact geometric search operators [19] . Crucially, the geometric semantic crossover and geometric semantic mutation exactly realize the properties expected from ideal search operators. This is achieved by expressing the desirable 'mixing' of the parents using the instructions of the programming language of consideration. In effect, those operators are guaranteed to produce offspring with specific geometric properties of semantics, and in turn ensure certain types of progress.
In this study, we define several types of new properties of progress and provide general formulations of proofs that hold for Minkowski metrics of arbitrary order. The main results of this work are the bounds on fitness deterioration for particular metrics. These contributions are not only interesting on their own, but bear material implications for the practice of GSGP. This paper is structured as follows. In Sect. 2, we briefly formalize the basic concepts of program synthesis as practiced in GP. Section 3 reviews the most popular metrics and discusses how they shape the geometry of semantic spaces. Section 4 presents the relationship between program spaces and semantic spaces, connects them to fitness landscapes, and defines the geometric semantic search operators. Sections 5 and 6 gather the main contributions of this paper, presenting the derivations and proofs of theorems concerning the progress properties and fitness change bounds, respectively. Finally, after confronting these results with previous contributions in Sect. 7, in Sects. 8 and 9 we discuss the actual and potential consequences of the bounds, to conclude with closing remarks in Sect. 10.
Preliminaries: programs and semantics
In this section, we introduce the necessary toolbox of basic formalisms. We consider abstract search operators, and assume only that a program is a function I ! O, where I is the set of admissible inputs to a program and O is the set of outputs a program may produce. For instance, a typical Boolean function synthesis task involves I ¼ f0; 1g l and O ¼ f0; 1g, and for regression tasks I ¼ R l and O ¼ R, where l is the number if input variables. The symbol P denotes the set (space) of all programs of consideration that is searched by a GP algorithm.
A fitness case is a pair of a program input and the corresponding desired output, i.e., ðx; yÞ I Â O, which together define the desired behavior of a program applied to x. A list of fitness cases that together define program behavior for various inputs forms training set and will be denoted by T. We require T to contain one fitness case with a given input: 8ðx 1 ; y 1 Þ 2 T : :9ðx 2 ; y 2 Þ 2 T :
Given a list of fitness cases T ¼ ððx 1 ; y 1 Þ; ðx 2 ; y 2 Þ; . . .; ðx n ; y n ÞÞ, the list t of desired outputs it defines will be referred to as target, i.e., t ¼ ðy 1 ; y 2 ; . . .; y n Þ. Further on, we consider only programs that return numerical values (typically O ¼ R), in which case target is a vector. However, the derivations presented in this paper apply also to the Boolean domain by setting I ¼ f0; 1g l , O ¼ f0; 1g. Given a program p 2 P and the list of fitness cases T, we define the semantics s(p) of p as the list of outputs produced by p for the inputs listed in T, i.e., sðpÞ ¼ ðpðx 1 Þ; pðx 2 Þ; . . .; pðx n ÞÞ. A semantic mapping s maps the set of programs P onto a set of semantics S, i.e., s : P ! S. The codomain S of s will be endowed with a structure in the next section, and will be by this token called semantic space. In analogy to the target above, s(p) is a vector. Note that unless T enumerates all possible program inputs, s(p) conveys only partial information about the behavior of p.
A program synthesis/induction task is a tuple ðP; c T Þ, where c T : P ! f0; 1g is a correctness predicate that verifies if a program behaves according to the fitness cases in T. Program synthesis task is thus inherently a search problem, with P being the search space and c T testing if a goal state has been reached. In GP however, this problem is extended with a fitness function f T : P ! R that measures the quality of programs, and so becomes an optimization problem. In a simple case, f T counts the number of fitness cases in T failed by a program, i.e., f T ðpÞ ¼ ðx; yÞ 2 T :
It will be convenient in the following to assume that f T is minimized and attains the minimal value of zero for a correct program, i.e.,
In that case, the correctness predicate is not needed anymore and a programming task can be redefined as ðP; f T Þ.
Geometry of semantic spaces
Program semantics captures the effects of computation, which are usually of primary interest in automatic program synthesis. Every terminating program has a corresponding semantics in the codomain S of the semantic mapping. Therefore, it is that codomain, and not the original space of programs, where the actual effects of computation should be analyzed. The pivotal observation of GSGP is that in GP a fitness function structures the codomain of semantic mapping, turning it into a semantic space. In particular, the fitness functions predominantly used in GP are not any functions, but metrics. For instance, in symbolic regression one usually defines fitness as a root mean square error (RMSE) or a mean absolute error (MAE) calculated over the fitness cases ðx; yÞ 2 T. These two measures are equivalent (up to scaling) to the Euclidean and city-block metrics, respectively.
A fitness function in a program synthesis task ðP; f T Þ can be thus alternatively expressed as
where Á; Á k k is a metric, s(p) is the semantics of program p, and t is the target of T. The fitness defined as above is 'hooked' at the target, i.e., its second argument is always t. However, if the task is solvable, i.e., there exists a program p such that sðpÞ ¼ t, then t 2 S, i.e., t is just an element of the semantic space S, and nothing precludes us from applying Á; Á k k to any pair of semantics in S. When detached from the target, the metric in (3) can be used as semantic distance d in S. However, S can be alternatively structured using any metric, which we thoroughly discuss in this paper.
By being metrics, both d and f T are non-negative and meet the three fundamental requirements, i.e., identity of indiscernibles (
The abovementioned examples of RMSE and MAE, and the corresponding Euclidean and city-block metrics can be conveniently captured by the umbrella of parameterized Minkowski metric
The three most common representatives of
. Note that L 1 in a semantic space constrained to the unit hypercube (S ¼ f0; 1g n ) is equivalent to the Hamming distance, and thus suitable to handle the Boolean domain.
Below we define and illustrate several properties of these three metrics that are essential for our further conduct. though the segment under L 1 in R 2 happens to be a rectangle, it does not generalize to hyperrectangle in the higher-dimensional spaces.
Definition 2 A ball B(a, r) of radius r 2 R [ 0 with a center in a is the set of all objects b that satisfy a; b k k r, where Á; Á k k is a metric and a is an arbitrary objects. A sphere is the analogous set that satisfies a; b k k ¼ r. Figure 2 shows exemplary balls of a radius r centered in a under L 1 , L 2 , and L 1 metrics in R 2 .
Definition 3 A set X is convex iff the segments between all pairs of elements in X are contained in X. A convex hull C(Y) of set Y is the intersection of all convex sets that contain Y.
In other words, a convex hull of Y is the smallest convex set that contains Y. In Fig. 3 we visualize exemplary convex hulls for the L 1 , L 2 , and L 1 metrics in R 2 .
Geometric semantic search operators
The consequences of a fitness function being a metric in semantic space (Eq. 3) are profound. When graphed against S, f T is a unimodal surface that attains the minimum value of zero at the target t, i.e., a cone with an apex in t. The further a
given point s 2 S is from t, the greater f T . This unimodal and smooth structure opens the door to designing efficient program synthesis approaches. In GP, search is conducted in P by means of a k-ary search operator (k ! 1), which is a function o : P k ! P (or a few such operators working in parallel). The key work on GSGP [19] showed that search operators exist that work with programs in P and at the same time have well-defined effects on the images of those programs in S. In this paper we are interested in such operators, though not necessarily the particular ones proposed in [19] . We proceed with defining the properties of abstract search operators that are essential for achieving properties of progress considered in the next section.
Consistently with the convention used in GP, we refer to an 1-ary search operator as mutation, and to a k-ary, k ! 2 search operator as crossover. Because these operators are usually stochastic in GP (formally, they are random functions), we distinguish the individual acts of operator's application from the operators as such. Also, we refer to the arguments of search operators as 'parents' regardless of operator's arity.
Definition 4 An application of a mutation operator o : P ! P to a parent program p 2 P is r-geometric iff the semantics s(o(p)) of the produced offspring o(p) belongs to the ball of radius r [ 0 centered in semantics s(p) of its parent p. Formally: sðoðpÞÞ 2 BðsðpÞ; rÞ A mutation operator is r-geometric iff all its applications are r-geometric.
Definition 5 An application of a k ! 2-ary crossover operator o : P k ! P to the parent programs fp 1 ; p 2 ; . . .; p k g is geometric iff the semantics sðoðp 1 ; . . .; p k ÞÞ of the produced offspring oðp 1 ; . . .; p k Þ belongs to the convex hull of the semantics of its parents, i.e., sðoðp 1 ; . . .; p k ÞÞ 2 C sðp 1 Þ; sðp 2 Þ; . . .; sðp k Þ f g ð Þ
A k ! 2-ary crossover is geometric iff all its applications are geometric.
Search operators define neighborhood, and fitness plotted against solutions is referred to as fitness landscape [33] . When using conventional GP search operators,
that landscape is usually very rugged (left part of Fig. 4 ), because the actions of operators may affect fitness in (almost) arbitrary way. However under geometric operators (right part of Fig. 4 ), fitness landscapes are smooth and conic, because the effects of operators are consistent with the distance to the target (i.e., obey the same geometry). Figure 5 shows the fitness landscapes under L 1 , L 2 , L 1 metrics i.e., f ðpÞ ¼ L z ðsðpÞ; tÞ. The level sets of fitness landscape are spheres under the corresponding metric and dimensionality of semantic space. In the following, the references to P, T, and sðÁÞ are implicit. We allow an abuse of notation by using a symbol of a program in place of its semantics, e.g., L z ðp 1 ; p 2 Þ is a shorthand for L z ðsðp 1 Þ; sðp 2 ÞÞ.
Types of progress properties
In this section, we define several qualitative properties of search operators, which form the main novel contribution of this work.
Definition 6
The image Iðo; p 1 ; . . .; p k Þ of a k-ary search operator o : P k ! P for the parents p 1 ; . . .; p k is the set of all offspring that may be returned by oðp 1 ; . . .; p k Þ, i.e.,
where the expression on the right hand side of this formula is intended to denote the codomain of the random variable o for the parents p 1 ; . . .; p k . In other words, o is weakly progressive if the worst offspring it may produce is not worse than the worst of the parents. Importantly, if this property holds for all operators involved in search, the worst fitness in the next generation population is not worse than the worst fitness in the current one. Weak progress precludes thus deterioration of fitness.
Definition 8 A k-ary search operator is potentially progressive (PP) iff for any parents p 1 ; . . .; p k 2 P it holds min p2Iðo;p 1 ;...;p k Þ f ðpÞ min
Thus, an operator that is potentially progressive may produce offspring that is not worse than all its parents.
Definition 9 A k-ary search operator is strongly progressive (SP) iff for any parents p 1 ; . . .; p k 2 P it holds max p2Iðo;p 1 ;...;p k Þ f ðpÞ min
Thus, a strongly progressive operator guarantees that all the offspring it produces are not worse than the best of the parents. Strong progress implies weak and potential progress.
We proceed with verifying these properties for the geometric search operators under the particular L z metrics. To be as general as possible, we are not assuming that a search operator in question is geometric under the same metric as the metric in the fitness function. In doing so, we intend to address different combinations of those metrics and possibly come up with recommendations concerning their efficiency. The L z metric used by the fitness function will be in the following denoted by L z f , while the semantic distance used to define operator's geometry by
We start with the properties of mutation operators. and Hölder's [28] inequalities, the distance in n-dimensional space between p and p 0 is bounded by
The
In conclusion, the offspring may be better than its parent and the r-geometric mutation is PP under all combinations of L z f and L z d metrics. The r-geometric mutation is not WP and SP, since the offspring may be also worse than the parent. h
The following three theorems present the properties of crossover operators. Proof Consult the proof of Theorem 2, replacing the constraint on parents' fitness from f ðp 1 Þ ¼ max i¼1::k f ðp i Þ to 8 i¼2::k f ðp i Þ ¼ f ðp 1 Þ, so that it requires all parents to have the same fitness. Then it comes that if a ball built on parents' semantics is a convex set under L z d , the offspring must be not worse than the worst (and simultaneously the best) parent. h 6 Prerequisites for convexity and bounds of fitness change Theorems 1 and 3 hold for any combination of the metric used by a fitness function and the metric under which a search operator is geometric. On the other hand, Theorems 2 and 4 are conditioned on the convexity of balls. It is thus interesting to ask: for which combinations of metrics' parameters, i.e., z f and z d , is a L z f -ball a convex set under L z d ?
In this section we provide an answer to this question. To aid the understanding of the following derivations, in Fig. 6 we present the L z f balls and their L z d convex hulls in two dimensions.
Lemma 1 An L z f -ball is a convex set under L 1 for z f ¼ 1.
Proof Let the semantic distance d L 1 . Given an L z f -ball B z f ðt; rÞ, its L 1 -convex hull is the smallest hyperrectangle that encloses it. The diameter of the ball is 2r, thus the convex hull's edge length is also 2r in each dimension, and every coordinate of a point of the convex hull differs from the coordinate of t by at most r. The distance of this point from t under any L z f metric in n dimensions is ffiffiffiffiffiffiffi ffi
An immediate consequence of this lemma on an application of k ! 2-ary geometric crossover is formalized below.
Theorem 5 For a k ! 2 -ary L 1 -geometric crossover, the upper bound on L z f fitness of an offspring relative to the worst parent is ffiffiffiffiffiffiffi ffi
where n is dimensionality of semantic space.
We proceed now with deriving an analogous result for L 2 .
Lemma 2 An L z f -ball is a convex set under L 2 for z f ! 1.
Proof For L 2 semantic distance, the convex hull is a convex polygon that snaps to the edges of L z f ball unless z f \1. Hence the L z f -ball and its L 2 -convex hull are the same sets. For L z f \1 , the ball of radius r is not a convex set since the L 2 -convex hull of the L z f \1 ball is equivalent to L 1 ball of radius r. Under L z f \1 , the point of the L 2 -convex hull that is most distant from t is located in the center of (any) face of the In analogy to L 1 , this lemma also results in an interesting relationship between the fitness of the worst parent and the worst possible offspring.
Theorem 6 For a k ! 2 -ary L 2 -geometric crossover and a fitness function f L z f , z f \1, the upper bound on fitness of an offspring relative to the worst parent
, where n is dimensionality of semantic space.
Finally, we conclude with theorems for L 1 . 
Related work
This paper extends our previous work [25] on properties of progress by providing more general proofs that hold for more metrics and combinations of various metrics used in fitness function and by search operators.
Our results are consistent with the previous contributions by Moraglio [18] , who showed that if both semantic distance and fitness function are the same metric and Table 2 Maximum relative upper bound of offspring's fitness with respect to the fitness of the worst parent for geometric k ! 2-ary crossover for n-dimensional semantic space, semantic distance d L zd and fitness function f L zf ,
this metric satisfies Jensen's inequality [9] (e.g., L 2 ), the binary geometric crossover is weakly progressive. However, the proofs presented here allow different metrics in semantic distance and in fitness function. Also, none of these distance functions is required to fulfill Jensen's inequality, which enables use of a wider class of functions. Thirdly, the Theorems 2-4 hold for k ! 2-ary crossovers, not only to the binary ones. Thus, the above results are more general in certain respects. On the other hand, our derivations assume Minkowski metrics, which are nevertheless very common in GP.
Other related works concern fitness changes in effect of an application of a search operator. Moraglio showed in [18] that, given the same assumptions as above, a binary geometric crossover produces an offspring p 0 that has on average not worse fitness than the average fitness of its parents p 1 ; p 2 , i.e., E½f ðp 0 Þ E½ 1 2 ðf ðp 1 Þ þ f ðp 2 ÞÞ. Krawiec [10] showed for binary geometric crossover under L 1 semantic distance and fitness function that, if an offspring is produced with uniform distribution in a convex hull of (a segment between) parents p 1 ; p 2 , the expected fitness of an offspring is the average of the parents' fitness, i.e., E½f ðp 0 Þ ¼ E½ 1 2 ðf ðp 1 Þ þ f ðp 2 ÞÞ. With this study, we complement those results by providing the upper bounds on relative fitness change. Taken together, these properties should improve our understanding of GSGP and help designing better operators.
In another study [22] , Moraglio and Sudholt transformed abstract convex evolutionary search (which GSGP is a form of) into so-called Pure Adaptive Search. Moreover, they derived the probability of improving the worst individual in population, under the assumption of using convex hull uniform recombination. The probability of finding the optimum by the convex search algorithm has been also determined in that work.
In a similar vein, Moraglio and Mambrini analyze how changes of fitness caused by geometric operators influence convergence speed of GSGP. In [20] they showed that a GSGP search equipped only with an L 2 -mutation reaches the optimum of a regression problem (with an error smaller than a given threshold ) much faster than ð1 þ 1Þ Evolutionary Strategy. Under the same assumptions, in [21] they derived the probabilities and bounds on time of reaching the optimum for a Boolean problem by GSGP running with different methods of geometric mutation. However, all these works assumed the same metric being used by semantic distance and fitness function.
Analogous studies have been also conducted outside GSGP. For instance, Durrett et al. [5] analyzed the probabilities of improvement and time bounds for solving majority and order problems using a simplified variant of GP. However, in absence of two distance metrics, one in fitness function and the other underlying a search operator, these and other non-GSGP works do not directly relate of this study.
Discussion
We partition the discussion of the presented results in two threads: one concerning the results on progress properties shown in Sect. 5, and the other concerning the bounds presented in Sect. 6.
Concerning the progress properties, let us start with an observation that all operators (mutations and crossovers) considered in this paper feature the PP property. This is not surprising, given the fact that the balls and segments that form the images of geometric operators always include the parents' semantics. The inequality used in the definition of the PP property is non-strict, so the presence of parents in operator's image guarantees that inequality to hold.
The knowledge on which combinations of z f and z d cause an L z f -ball to be convex under an L z d metric allows us, in connection with Theorems 2-4, to summarize in Table 3 how the weak, potential, and strong properties of progress hold for the geometric k ! 2-ary crossovers.
The probably most striking observation concerning Table 3 is that, contrary to the intuitions expressed in Sect. 3, using a search operator that obeys the same metric as the fitness function (i.e., z d ¼ z f ) is not always the best choice. In terms of the WP property, it is beneficial only for
Among the remaining combinations of z d and z f , WP holds only in four cases. The case of z d ¼ 1 and z f ¼ 1 has limited importance, because using L 1 as a fitness function is particularly rare in GP (L 1 compares programs on their worst outcomes across all fitness cases). The case of z d ¼ 1 and z f ¼ 1 is more interesting: L 1 , equivalent to MAE, is commonly employed in GP. Given the WP property, it may be thus desirable to use an L 1 search operator in problems that feature L 1 -based fitness function. Nevertheless, an L 1 -geometric search operator has not been proposed yet, to the best of authors' knowledge.
The remaining two cases, z d ¼ 2, z f ¼ 1, and z d ¼ 2, z f ¼ 1, evidence that the Euclidean distance is particularly useful for providing progress properties. L 2 -geometric operators can be said to be robust by being neutral about the choice of metric in fitness function.
While not questioning the soundness of these results, we should emphasize that it is in general unknown how the properties summarized in Table 3 affect the performance of specific realizations of geometric search operators. It is so because our considerations concerned only the images of stochastic search operators (see Definition 6), while abstracting from the distributions of the outcomes of operators' applications (or, more formally, the distributions of the corresponding random variables (see the remarks preceding Definition 4). And it is the distributions that determine operators' performance. In an extreme case, a badly designed WP operator may in fact on average perform worse than an operator that does not even have the WP property. 
The results on the performance bounds, summarized in Table 2 , also abstract from distributions, but at least provide us with more quantitative insight. Recall that Table 2 presents the worst (pessimistic) relative change of offspring's fitness with respect to the worst parent under a given semantic distance and metric used by a minimized fitness function. Therefore, lower values of this indicator are more desirable. This summary gives clear hints to the users of GSGP systems. And the evidence in literature shows that the use of non-optimal combinations of semantic distance and fitness function metrics is common. For instance, [4, 32] use an L 1 -semantic distance and a (scaled) L 2 -fitness function, and [13] employ an L 2 -semantic distance and an L 1 -fitness function. With this paper, we hope to help the authors of future studies in GSGP, whether theoretical or more practice-oriented, to choose the better combinations.
A weakly progressive operator cannot by definition deteriorate fitness (cf. Definition 7). No wonder then that the WP operator-fitness combinations in Table 3 lead to relative fitness change of 1.0 in Table 2 . In turn, any value smaller than 1.0 would indicate that a particular operator-fitness combination has the SP property. Table 2 points also to configurations that are less efficient. The z d ¼ 1; z f ¼ 2 and z d ¼ 1; z f ¼ 1 combinations are still not bad: although in the latter case the offspring can be even twice less fit than the parent, this ratio does not depend on the number of fitness cases. The z d ¼ 1; z f ¼ 1 and z d ¼ 1; z f ¼ 2 are much more dangerous in that respect: in the worst-case scenario, the offspring under z d ¼ 1; z f ¼ 1 can be n times worse than its parent. This is a strong argument against using L 1 -geometric search operators and, implicitly, a hint for preferring the L 2 metric for this role. One of practical implications of this work is thus the general recommendation for favoring L 2 -geometric operators.
We find this result important, because posing regression problems with L 1 as a fitness function is very common. Table 2 demonstrates that by 'defaulting' to L 1 -crossover operator one runs into a risk of producing offspring that are many times worse than their parents. Fortunately, L 1 -crossover is commonly avoided in practice, however not due to these properties we have shown here, but because its realization is cumbersome: it requires generation of a mixing program that returns different random values for particular fitness cases (more formally, its semantics needs to belong to a unit hypercube, see [19] ). The L 2 binary crossover is, to the contrary, straightforward to implement by blending the parent programs using a constant random coefficient. The overall recommendation is thus to use of an L 2 -geometric crossover in regression problems.
Due to the discrete nature of Boolean domain, an L z d -convex hull of parents' semantics for z d [ 1 contains only semantics of those parents. This, by Definition 5, precludes an L [ 1 -geometric crossover from producing an offspring that is semantically different from all parents and leads to stagnation. Therefore, in the Boolean domain one is essentially obliged to rely on L 1 -semantic distance. From Table 2 it comes that the highest upper bound of offspring-to-worst-parent fitness ratio is for an L 1 -fitness function, and the lowest for L 1 . Thus, as odd as it may sound, with respect to fitness change bounds, L 1 is the best choice for defining fitness function for Boolean problems. However, a GP configuration driven by L 1 -fitness is destined to perform bad, as such fitness provides no effective fitness gradient by returning 1 everywhere except from the optimum.
In integer domain, where semantic space features more than two values on each dimension, use of an L z d -crossover for z d [ 1 makes more sense. This is because L z d -convex hull of semantics of parents may contain other points than solely the parents' semantics. This gives us more flexibility in choice of fitness function, while still maintaining beneficial properties of crossover. For instance, an L 2 -crossover maintains 1.0 upper bound on offspring's fitness to the worst parent's one under L z f -fitness function for z f 2 f1; 2; 1g.
9 Consequences: towards more efficient search drivers
The derivations presented in Sect. 5 and summarized in Tables 2 and 3 revolve around the consequences of using particular values of z in semantic distance and in fitness function. But, one may ask, do we have freedom in choosing them, given that a problem typically comes with a specific distance-based fitness function?
The idea of using metrics in abstraction from a problem may seem unnatural. The arguably conservative stance can be summarized as follows: because the programming task already comes with a built-in metric (Eq. 3), it is that metric that should be adopted to drive the search as well as to design search operators.
The results presented here clearly indicate that blindly sticking to problem-specific metric may be detrimental, because certain combinations of metrics enable dramatic deterioration of fitness. But even more importantly, the rationale for choosing a particular metrics is more profound and pertains to the answer to the fundamental question: what is the goal of a program synthesis task? The formulation at the end of Sect. 2 posed a GP programming task as a search problem; however, some programming tasks are inherently optimization problems. A prominent example is symbolic regression, where the goal is to find a program of satisfactory quality (low error), but not necessarily a perfect one. In such tasks, one cannot expect to always bring down program error to zero: such a program may not exist due to an insufficiently expressive instruction set or due to noisy fitness cases. It is natural then to adopt the metrics used in the original objective function as a fitness function as such choice maximizes the likelihood of finding a good solution with respect to this specific measure. Nevertheless, there are no reasons, other than the ones summarized in Table 2 , to claim that also search operators should obey the same metric.
This logic does not apply though if the task in question is a search problem (cf. Sect.2). In such tasks, program synthesis may be deemed successful only if a zeroerror program is found (Eq. 2). The means to reach that goal are of secondary importance. For such tasks one is free to choose the combination of metrics that seems most desirable in terms of the characteristics presented in Tables 2 and 3. These observations resonate with the hypotheses we posed in [12] . If a program synthesis task is a search problem, a conventional fitness function (like the one in Eq. 1) should be considered only as one of the possible means to drive the search process. There is no guarantee that this particular means is the best one, and examples can be given where it is actually deceptive. Better search drivers may exist. Designing them may be facilitated by opening the 'black box' of evaluation function even wider than in SGP by, e.g., enabling inspection of entire execution traces of programs [14] [15] [16] . This is the main postulate of behavioral programming [12] which aims at better-informed program synthesis algorithms. Interestingly, the behavioral perspective proves effective also beyond GP, among others in coevolutionary algorithms [11, 17] .
Conclusions and future work
In this paper, we provided a systematic theoretical analysis of the key properties of the abstract geometric semantic search operators under the most popular variants of Minkowski metric. In particular, we showed which combinations of metrics used by the fitness function and geometric search operators are most beneficial in terms of progress properties and deterioration bounds.
This work paves the way to further developments of both theoretical and practical nature. On the theoretical side, the knowledge on the relationships between the geometric entities discussed in this paper should facilitate deriving the actual probabilities of improvement and deterioration under a given distribution of operator's outcomes. On the practical side, even though we worked here with abstract search, we hope to have contributed to design of better geometric search operator. The search operators proposed in [19] are particular realizations of the geometric semantic search paradigm. Though exact and elegant, they are not completely free from shortcomings, in particular from rapid code growth and limited generalization capability [26] . The design of alternative realizations of geometric semantic search operators may (or even should) take into account selected results presented here and shown in earlier work [18] . For instance, we demonstrated that the chances of producing a well-performing offspring for k ! 2-ary operators is maximized if the parents are located on a sphere (cf. Theorem 4). Our ongoing research aims at augmenting a geometric crossover operator with an appropriate mate selection mechanism [24] .
