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ON THE HIERARCHIES OF HIGHER ORDER MKDV AND KDV
EQUATIONS
AXEL GRU¨NROCK
Abstract. The Cauchy problem for the higher order equations in the mKdV
hierarchy is investigated with data in the spaces bHrs (R) defined by the norm
‖v0‖ bHrs (R)
:= ‖〈ξ〉s bv0‖Lr′
ξ
, 〈ξ〉 = (1 + ξ2)
1
2 ,
1
r
+
1
r′
= 1.
Local well-posedness for the jth equation is shown in the parameter range
2 ≥ r > 1, s ≥ 2j−1
2r′
. The proof uses an appropriate variant of the Fourier
restriction norm method. A counterexample is discussed to show that the
Cauchy problem for equations of this type is in general ill-posed in the C0-
uniform sense, if s < 2j−1
2r′
. The results for r = 2 - so far in the literature
only if j = 1 (mKdV) or j = 2 - can be combined with the higher order
conservation laws for the mKdV equation to obtain global well-posedness of
the jth equation in Hs(R) for s ≥ j+1
2
, if j is odd, and for s ≥ j
2
, if j is even.
- The Cauchy problem for the jth equation in the KdV hierarchy with data
in bHrs (R) cannot be solved by Picard iteration, if r > 2j2j−1 , independent of
the size of s ∈ R. Especially for j ≥ 2 we have C2-ill-posedness in Hs(R).
With similar arguments as used before in the mKdV context it is shown that
this problem is locally well-posed in bHrs (R), if 1 < r ≤ 2j2j−1 and s > j − 32 −
1
2j
+ 2j−1
2r′
. For KdV itself the lower bound on s is pushed further down to
s > max (− 1
2
− 1
2r′
,− 1
4
− 11
8r′
), where r ∈ (1, 2). These results rely on the
contraction mapping principle, and the flow map is real analytic.
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2 AXEL GRU¨NROCK
1. Introduction: Two towers
The purpose of this paper is to investigate the Cauchy problem of the higher order
equations in the modified Korteweg-de Vries (mKdV) and Korteweg-de Vries (KdV)
hierarchies. In preparation for that we recall some basic facts about KdV, mKdV,
the hierarchies of generalized equations built upon them, and their connection by
the Miura transform. For the KdV part we follow essentially the exposition of Lax
[33]1. The starting point is the well known sequence of polynomial densities
Pk = Pk(u, ∂xu, . . . , ∂
k
xu),
starting with P−1 = u, P0 = − 12u2, P1 = − 12 (∂xu)2 + 16u3, of the KdV equation
(1) ∂tu+ ∂
3
xu = 6u∂xu,
which was discovered by Gardner et al. in [37], [27], [11]. This sequence is usually
chosen in such a way that
• the polynomials Pk are irreducible, i.e. each term does not contain its
highest derivative linearly, and
• the rank rKdV of all monomials contained in Pk equals k + 2 (For KdV
the rank is defined by rKdV = m +
n
2 , where m is the number of factors
(degree) and n is the total number of differentiations (derivative index).)
See [27, Sections 2 and 3]. Under these assumptions the polynomials Pk
• are uniquely determined up to a multiplicative constant [27, Theorem 4],
• contain c(∂kxu)2 as the highest derivative term (except for k = −1), where
c 6= 0 [27, Theorem 6].
The Hamiltonians
Hk(u) :=
∫
Pk(u, ∂xu, . . . , ∂
k
xu)dx
corresponding to the densities Pk are constants of motion of (1) and lead to a
sequence of a priori estimates for the integer Sobolev norms ‖u‖Hk of solutions of
(1). More precisely we have
(2) ‖u‖2Hk . Hk(u) + fk(‖u‖L2) . ‖u‖2Hk + gk(‖u‖L2)
with some positive nonlinear functions fk and gk, see [44, Lemme 4] and [31, The-
orem 3.1]. A recursion formula for the gradients Gk(u), defined by
(3) 〈Gk(u), v〉 := 〈δHk(u)
δu
, v〉 := d
dε
Hk(u+ εv)
∣∣∣
ε=0
,
where 〈·, ·〉 denotes the inner product on L2, goes back to Lenard, see [11, Section
5]. We have
(4) ∂xGk+1(u) = ckNGk(u), with N = N(u) = ∂
3
x − 2(∂xu+ u∂x).
Here the operator ∂xu is to be understood as ∂xu(f) = (∂xu)f + u(∂xf). In 1968
Lax [30] introduced the hierarchy of higher order KdV equations
(5) ∂tu = Kj(u)
by the aid of the commutators Kj(u) = [Bj(u), L] with the Schro¨dinger opera-
tor L = −∂2x + 3u and the skew symmetric differential operator Bj = ∂2j+1x +∑j−1
k=0 bjk∂
2k+1
x +∂
2k+1
x bjk with bjk suitably chosen so that the commutators [Bj(u), L]
become multiplication operators. Following a discovery of Gardner he showed that
Kj(u) = cj∂xGj(u) with the gradients defined above, so that (5) becomes
(6) ∂tu+ ∂xGj(u) = 0,
1We replace consequently u by −6u in this exposition in order to achieve coincidence with
reference [11].
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which we take here as the definition of the KdV hierarchy. Observe that (6) reduces
to (1) in the case when j = 1. For j = 2, choosing c1 = −1 in the recursion formula
(4), we obtain
(7) ∂tu− ∂5xu+ 5∂x(∂2xu2 − (∂xu)2 − 2u3) = 0
and for j = 3 we find (c1 = c2 = −1)
(8) ∂tu+ ∂
7
xu− 7∂x(∂4xu2 − 2∂2x(∂xu)2 + (∂2xu)2 − 10u∂x(u∂xu) + 5u4) = 0.
To derive precise explicit expressions for the equations (6) in general leads to hard
and lengthy calculations as were carried out in [2]. A less precise representation
will be sufficient for our purposes. Since the operation δ
δu
reduces the number of
factors by one, we get from the rank condition on the conserved densities that there
exists constants cj,k,l, such that (6) can be rewritten as
(9) ∂tu+ cj,1,2j+1∂
2j+1
x u+
j+1∑
k=2
Njk(u) = 0,
with cj,1,2j+1 6= 0 and
(10) Njk(u) =
∑
|l|=2(j−k)+3
cj,k,l∂
l0
x
k∏
i=1
∂lix u, l0 ≥ 1.
Clearly, this representation is not unique, and in general the equations (9), (10)
will not belong to the KdV hierarchy. If considered on the real line, these equations
admit rescaling. In fact a short calculation shows that, if u is a solution of (9),
(10) with index j, then so is uλ, defined for λ > 0 by uλ(x, t) = λ
2u(λx, λ2j+1t).
Especially we have uλ(x, 0) = λ
2u(λx, 0), which is independent of j. Consequently,
the critical Sobolev regularity2 of all these equations is s = − 32 , just as for the usual
KdV equation.
According to a result of Gardner (cf. [12, Section 2], for a simpler argument
see [32, Theorem 3.2]) the Hamiltonians Hk are in involution with respect to both
Poisson brackets {F,H}1 := 〈GF , ∂xGH〉 and {F,H}2 := 〈GF , NGH〉 (GF being
the gradient of F), that means we have
(11) {Hk, Hl}1 = 〈Gk, ∂xGl〉 = 0 and {Hk, Hl}2 = 〈Gk, NGl〉 = 0
for all k, l ≥ −1. Hence, if u is a real valued solution of (6), then
d
dt
Hk(u) = 〈Gk(u), ∂tu〉 = −〈Gk(u), ∂xGj(u)〉 = 0.
Thus the Hk(u) are conserved quantities not only for the KdV equation itself but
also for its higher order generalizations. Consequently the a priori estimates (2) are
equally valid for the solutions of (6).
We turn to our main objective, the mKdV equation
(12) ∂tv + ∂
3
xv = 6v
2∂xv
and its higher order generalizations. Our primary references here are Olver [39]
and Adler-Moser [1], see also [5], [49], and [35]. The key fact is the famous Miura
transform [36]
v 7→ ∂xv + v2 =: u,
which maps a solution v of (12) to a solution u of (1). As was observed in [37],
this immediately gives a sequence of conserved densities P˜k(v) := Pk−1(∂xv + v
2),
2determined by the demand that ‖uλ(·, 0)‖H˙s(R) = ‖u(·, 0)‖H˙s(R)
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k ≥ 0, of rank k + 1, where for mKdV the rank is defined by rmKdV = 12 (m+ n).
(As above: m =degree, n =derivative index; for k = −1 the density P˜−1(v) = v is
immediate from the equation.) Now the corresponding Hamiltonians
H˜k(v) =
∫
P˜k(v)dx = Hk−1(∂xv + v
2)
are introduced as well as their gradients G˜k(v), for which a short calculation shows
the identity
(13) G˜k+1(v) = (−∂x + 2v)Gk(∂xv + v2).
The higher order mKdV equations can then be defined by
(14) ∂tv + ∂xG˜j(v) = 0
in complete analogy with (6)3. For the Poisson bracket {·, ·}1 one has by (13), (11)
and the easily checked identity
(15) (∂x + 2v)∂x(−∂x + 2v) = −N(∂xv + v2)
that
{H˜k+1, H˜l+1}1 = −〈Gk(∂xv + v2), N(∂xv + v2)Gl(∂xv + v2)〉 = 0.
Hence we can conclude as in the case of the higher order KdV equations that
d
dt
H˜k(v) = 0, if v is a real valued solution of (14). Again, the H˜k(v) are conserved
not only for solutions of mKdV itself but also for those of (14), so that - after some
applications of interpolation and Young’s inequalities - we can rely on the a priori
estimates (2) with u replaced by v and Hk replaced by H˜k for all equations in the
mKdV hierarchy. Moreover, combining (4), (15), and (13) we obtain
∂xGj+1(∂xv + v
2) = −cj(∂x + 2v)∂xG˜j+1(v),
so that with the choice cj = −1 we have
∂xGj(u) = (∂x + 2v)∂xG˜j(v),
whenever u is the Miura transform of v, i.e. u = ∂xv + v
2. This gives
∂tu+ ∂xGj(u) = (∂x + 2v)(∂tv + ∂xG˜j(v)).
Hence, if v solves (14) of index j, then its Miura transform u solves the correspond-
ing higher order KdV equation.
The recursion formula
G˜k+1(v) = c˜k(∂
2
x − 4v∂−1x v∂x)G˜k(v)
with a formal antiderivative ∂−1x is now easily derived using Lenard’s formula (4)
and the identity (15), alternatively we can write
(16) ∂xG˜k+1(v) = c˜k(∂
2
x − 4v2 − 4(∂xv)∂−1x v)∂xG˜k(v),
cf. (16) in [39]. These recursion formulas can be used to derive exact explicit
expressions for the higher order modified equations, starting with mKdV itself, to
3The construction reported on here has been carried out for a number of nonlinear evolution
equations, for which there exists a sequence of polynomial conserved densities of increasing order,
see [35, Chapter 5] and [39]. An interesting further example is the hierarchy of higher order sine-
Gordon equations considered by Olver, which looks like a potential version - v replaced by ∂xv -
of the mKdV hierarchy. See Example 6 in [39]. Clearly the arguments developed below to treat
the Cauchy problem apply as well to this sequence of equations.
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which (14) reduces in the case j = 1. Choosing again c1 = c2 = −1 we obtain for
j = 2
(17) ∂tv − ∂5xv + ∂x(10(v2∂2xv + v(∂xv)2)− 6v5) = 0
and for j = 3
(18) ∂tv + ∂
7
xv − 14∂x((5∂xv)2∂2xv + 3v(∂2xv)2 + 4v(∂xv)(∂3xv) + v2(∂4xv))
+ 70∂x(v
4∂2xv + 2v
3(∂xv)
2)− 20∂xv7 = 0,
almost as in [35, p. 151], where a different sign convention is used. The equation
for j = 4 can also be found in that reference - it takes four lines and contains 15
monomials. For j ∈ {1, 2, 3} obviously ∂xG˜j is an odd function of v, a property,
which carries over inductively to the higher order equations by (16). Combining
this with the rank condition for mKdV we find the following explicit expressions
for (14):
(19) ∂tv + c˜j,1,2j+1∂
2j+1
x v +
j∑
k=1
N˜jk(v) = 0,
where c˜j,1,2j+1 6= 0 and
(20) N˜jk(v) =
∑
|l|=2(j−k)+1
c˜j,k,l∂
l0
x
2k+1∏
i=1
∂lix v.
Again these representations are not unique, and not for all choices of the constants
c˜j,k,l these equations belong to the mKdV hierarchy. In the subsequent considera-
tions we will always choose cj,k,l = c˜j,k,l = (−1)j+1. Concerning the scale invariance
the following is easily checked: If v is a solution of (19), (20) defined on the real
line, then so is vλ given by vλ(x, t) = λv(λx, λ
2j+1t); the critical Sobolev regularity
for all equations in (19), (20), independent of j, is s = − 12 , as is well known in the
case j = 1 (usual mKdV).
2. Statement of results
2.1. Concerning the higher order mKdV equations. The Cauchy problem
v(x, 0) = v0(x) for the mKdV equation is known to be locally well posed for data
u0 in the classical Sobolev spaces H
s(R) if s ≥ 14 , and ill posed in the sense that
the mapping data upon solution is no longer uniformly continuous, if s < 14 . Both,
the positive and the negative result, are due to Kenig, Ponce and Vega, see [20,
Theorem 2.4] and [25, Theorem 1.3], respectively. So there is a considerable gap
of 34 derivatives between the optimal local well-posedness result and the scaling
prediction. As was shown by the author in [14] and in a collaboration with Vega
[17], this gap can be closed except for the endpoint case, if data in the function
spaces Ĥrs (R) are considered, which are defined by the norm
‖v0‖ bHrs (R) := ‖〈ξ〉
sFxv0‖Lr′
ξ
, 〈ξ〉 = (1 + ξ2) 12 , 1
r
+
1
r′
= 1,
where Fx denotes the Fourier transform (in the space variable). We remark that
these spaces coincide with Br′,k (with weight k(ξ) = 〈ξ〉s) introduced by Ho¨rmander,
cf. [18], Section 10.1. The idea to consider them as data spaces for nonlinear evolu-
tion equations goes back to the work of Cazenave, Vega, and Vilela [4], where corre-
sponding weak Lr
′
-norms are used. Yet another alternative class of data spaces has
been considered by Vargas and Vega in [47]. In the more general setting of Ĥrs (R)-
data the Cauchy problem for mKdV is locally well-posed for 2 ≥ r > 1 and s ≥ 12r′ ,
and ill-posed in the C0-uniform sense mentioned above, if s < 12r′ , see [17, Theorem
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1] and [14, Section 5]. Similar results hold true for the cubic nonlinear Schro¨dinger
equation in one space dimension and the derivative nonlinear Schro¨dinger equation,
see [15] for the case of the real line and [16] for the corresponding periodic problem.
These well-posedness results were obtained by an appropriate variant of Bourgain’s
Fourier restriction norm method, especially the function spaces Xrs,b were used,
which are given by their norms
‖f‖Xr
s,b
:=
(∫
dξdτ〈ξ〉sr′ 〈τ − φ(ξ)〉br′ |Ff(ξ, τ)|r′
) 1
r′
,
where φ is the phase function associated with the linearized equation. For r = 2
we write simply Xs,b as usual. The solution spaces in this argument are the time
restriction norm spaces
Xrs,b(δ) := {f = f˜ |[−δ,δ]×R : f˜ ∈ Xrs,b}
endowed with the norm
‖f‖Xr
s,b
(δ) := inf{‖f˜‖Xrs,b : f˜ |[−δ,δ]×R = f}.
The main result of the present paper is the following generalization of [17, Theorem
1] to all the higher order equations in the mKdV hierarchy. For its statement we
fix j and the phase function φ(ξ) = ξ2j+1 in the definition of Xrs,b and X
r
s,b(δ),
respectively.
Theorem 1. Let 2 ≥ r > 1, s ≥ sj(r) := 2j−12r′ and v0 ∈ Ĥrs (R). Then there
exist δ = δ(‖v0‖ bHr
s(r)
(R)) > 0 and a unique solution v ∈ Xrs,b(δ) of (19), (20) with
v(x, 0) = v0(x). This solution is persistent and the flow map v0 7→ v, Ĥrs (R) →
Xrs,b(δ) is locally Lipschitz continuous.
Theorem 1 is a consequence of the general local well-posedness Theorem from
[14, Theorem 2.3] and the multilinear estimates in Section 4, see Theorem 3 and
Theorem 4 below. The flow map in our case is even real analytic, as follows by
the implicit function Theorem. Theorem 1 is valid not only for real, but also for
complex valued functions v, and each factor in (20) may be replaced by its complex
conjugate (since the phase functions are odd). This is important in view of the
subsequent optimality result, where we consider the following complex variant of
equations (19), (20).
(21) ∂tv + (−1)j+1∂2j+1x v +
j∑
k=1
2(j−k)+1∑
l=0
ajkl(∂
l
x|v|2k)(∂2(j−k)+1−lx v) = 0
Proposition 1. Let r ∈ (1, 2] and j ≥ 1 be fixed. Then there exist coefficients ajkl,
such that the Cauchy problem for equation (21) with data in Ĥrs (R) is ill-posed,
if − 1
r′
< s < sj(r), in the sense that the mapping v0 7→ v (data upon solution)
from Ĥrs (R) into any solution space XT continuously embedded in C([0, T ], Ĥ
r
s (R))
cannot be uniformly continuous on bounded subsets of Ĥrs (R).
The proof of Proposition 1 will be carried out in Section 5, where we adapt and
generalize a counterexample from [25].
So the picture concerning the Cauchy problem for mKdV obtained in [14], [17] is
reproduced here for all the higher order equations in the hierarchy on a larger scale,
increasing in j. For data in the classical Sobolev spaces Hs(R) the gap between
the critical regularity and the best possible local result, if uniformly continuous
dependence of the solution on the data is demanded, amounts to 2j+14 derivatives.
In each step from j to j + 1 we loose 12 derivative. Considering data in the more
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general spaces Ĥrs (R) we can close this gap almost completely. In view of both, the
scaling argument and the ill-posedness result in Proposition 1 the space Ĥ10 (R) =:
L̂1(R) becomes critical, and for all j our positive result in Theorem 1 gets arbitrary
closed to it. Unfortunately, this critical space as well as its various subspaces (finite
measures, F−1x (C0), L1, . . . ) are out of reach for our method of proof, even for
small data, and we must leave this as a challenging open question4.
In this paper the emphasis is on the improvement concerning local well-posedness
achieved by considering the two parameter scale Ĥrs (R) of data spaces instead of
restricting to the classical Sobolev spaces Hs(R) = Ĥ2s (R). But - to the author’s
knowledge - even the special case r = 2 of Theorem 1 is not yet in the literature,
except for j ∈ {1, 2}. The following results were previously known:
• In 1979 Saut [44] proved global existence of persistent solutions of the jth
equation in (14) (and in (6)) with real valued data in Hk, k ≥ j integer.
Using a priori estimates and parabolic regularization, his prove works as
well for the corresponding periodic problem. The question of uniqueness
was left open.
• In [21] and [22] Kenig, Ponce, and Vega showed, that there exist s0(j), such
that the Cauchy problem for equation (14) with index j is locally well-posed
in Hs(R) for all s ≥ s0(j). Working in general in weighted spaces and on
a larger class of polynomial nonlinearities, they explicitly point out in [22,
Theorem 1.2] that no weights are needed, if only cubic and higher order
terms appear. Their proof combines a gauge transform with smoothing
estimates for the linearized equation.
Besides these two general results there are two papers, which are specifically con-
cerned with the fifth order mKdV equation.
• In [34, Theorem 3.1] Linares showed that the Cauchy problem for (17) is
globally well-posed in H2(R→ R)5. He also obtained a smoothing property
of almost 12 derivative for the Duhamel term.
• An optimal local result for (17) was recently shown by Kwon [29] using
Xs,b-spaces and bilinear estimates. He obtained the s ≥ 34 -result and also
showed ill-posedness in the C0-uniform sense for lower regularities.
We observe that Kwon’s local result, when combined with the conservation law
at the level of H1, gives global well-posedness of the Cauchy problem for (17) in
Hs(R → R), s ≥ 1. For mKdV itself this was known before, see Kenig, Ponce,
and Vega [20, p. 528], and has been pushed down to lower regularities s > 14 by
Colliander, Keel, Staffilani, Takaoka, and Tao in [8]. Combining the r = 2-part of
Theorem 1 with the higher conservation laws for the mKdV hierarchy, we obtain
the following global result.
Corollary 1. Let s ≥ j+12 , if j is odd, and s ≥ j2 , if j is even. Then the Cauchy
problem for the higher order mKdV equation (14) of index j is globally well-posed
in Hs(R→ R).
Furthermore our estimates imply, that the equations (19), (20) are much better
behaved, if no cubic terms appear. In this case we can use Theorem 5 below, which
gives the following.
4In the case of the mKdV equation itself the existence of global solutions for specific small
data v0 = ε1δ + ε2p.v.
1
x
of critical regularity was obtained in [41], related results for semilinear
Schro¨dinger equations are in [3].
5Hs(R → R) denotes the subspace of real valued functions in Hs(R).
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Proposition 2. If in (20) all the coefficients c˜j,1,l vanish, then the Cauchy problem
for (19), (20) is locally well-posed in Hs(R) for s > − 12 .
We remark that global well-posedness in Hs(R), s ≥ 0, follows for the equations
in Proposition 2, if the L2-norm is preserved in time, e. g., if v is real valued and
v
∑j
k=2 N˜jk(v) is an x-derivative. A special example is
∂tv + (−1)j+1∂2j+1x v + v2j∂xv = 0.
2.2. On the KdV hierarchy. In view of the Miura transform we should expect
the Cauchy problem for the higher order KdV equations (6) to be locally well-posed
for s ≥ sj(2)− 1 = 2j−54 . For j = 1 this is indeed known to be true, cf. [23], for the
endpoint see [6]. But for all the higher equations in the KdV hierarchy this heuristic
is misleading. As was shown by Pilod in [42], who used an argument of Molinet,
Saut, and Tzvetkov [38] developed in the Benjamin-Ono context, the Cauchy prob-
lem for the higher order KdV equations is ill-posed in any Hs(R)-space in the sense
that the flow map cannot be twice continuously differentiable. (Strictly speaking,
Pilod considers the special case of equations having only quadratic nonlinearities.
But since the cubic and higher terms in (9) and (10) are well behaved, no can-
cellations occur, and his proof applies as well to these more general equations.)
This implies that for Hs(R)-data - even for arbitrarily high regularities - no local
well-posedness result can be obtained by the contraction mapping principle. In this
situation there are two alternatives. The first is to lower the regularity assumptions
on the flow map, so that, if merely continuous dependence of the solution on the
data is demanded, energy methods can be applied successfully. For the fifth order
equation (7) this was carried out already in 1993 by Ponce, see [43]. Compared
with the result of Saut mentioned above, Ponce’s argument gives also uniqueness
and continuous dependence. It is applicable for data in Hs(R), if s > 72 , for s ≥ 4
he obtains global well-posedness. Recently, Kwon [28] has used a refinement of
the energy method due to Koch and Tzvetkov [26] to improve Ponce’s result. His
lower threshold for local well-posedness is s > 52 , and for s ≥ 3 he gets a global
result. The second alternative is to leave the Hs(R)-scale and to consider data in
different function spaces, for example with weighted (in physical space) norms, as it
was carried out by Kenig, Ponce, and Vega in [21], [22], and in the sequel by Pilod
[42], who considers small data in the intersection of H2j+
1
4+ε(R) with a weighted
Besov space. The latter results do rely on the contraction mapping principle, thus
yielding a smooth flow map defined near the origin of the data space.
Considering now data in the spaces Ĥrs (R), we first observe that the argument
of Molinet-Saut-Tzvetkov and Pilod, respectively, can be easily modified to show
C2-ill-posedness of the Cauchy problem for the jth equation in the KdV hierarchy
for all s ∈ R, if r > 2j2j−1 6. But for r in the small and shrinking interval (1, 2j2j−1 ]
it is in fact possible to obtain local well-posedness of the Cauchy problem for (9),
(10) with data in Ĥrs (R), if s is sufficiently large. To prove and quantify this, we
6In fact, if in the proof of [42, Theorem 3] we completely replace ‖ ‖Hs(R) by ‖ ‖ bHrs (R)
,
choose precisely the same α = N−2j−, and specialize to k = 2j − 1, then the normalization
condition (110) leads to an α−
1
r′ instead of α−
1
2 in (107), (108), and hence to an α−
2
r′ instead
of 1
α
in the last line of (111). Consequently, the lower bound on the right of (114) becomes
Ns
Ns
α
−
2
r′ N2j−1α
1
r′ α = N2j−1α
1
r = N2j−1−
2j
r
−, which tends to infinity, if r > 2j
2j−1
, thus
contradicting an estimate - (106) in [42] - that would hold true in the case of C2-regularity of the
flow map.
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shall use the function spaces Xr,ps,b with norm
‖f‖Xr,p
s,b
:=
(∫
dξ
(
dτ〈ξ〉sp′ 〈τ − φ(ξ)〉bp′ |Ff(ξ, τ)|p′
) r′
p′
) 1
r′
,
where φ is the phase function of the linearized problem, in our case φ(ξ) = ξ2j+1
as above. The additional parameter p here will allow us to get a slightly better
balance among the various cases in the subsequent estimates, which optimizes the
lower threshold for the Sobolev regularity. (Unfortunately, this beneficial effect
becomes negligible for higher values of j, since the allowed range for p is strongly
limited.) The time restriction norm spaces Xr,ps,b (δ) are defined in the same manner
as for the p = r-variant used before.
Theorem 2. Let j ≥ 2, 1 < r ≤ p = 2j2j−1 , s > j− 32 − 12j + 2j−12r′ , and u0 ∈ Ĥrs (R).
Then there exist δ = δ(‖u0‖ bHrs (R)) > 0 and a unique solution u ∈ X
r,p
s,b (δ) of (9),
(10) with u(x, 0) = u0(x). This solution is persistent and the flow map u0 7→ u,
Ĥrs (R)→ Xr,ps,b (δ) is locally Lipschitz continuous.
Theorem 2 follows from the estimates in Section 6 and the general theory in [14,
Section 2], which can be easily adapted to the more general Xr,ps,b -setting. The flow
map here is again real analytic. For large j the lower bound on s becomes quite a
desaster - in each step from j to j+1 we loose more than a whole derivative, and not
only the scaling prediction but also the sj(2)−1 = 2j−54 suggested by the Miura map
comes out of reach rapidly. But for j = 2 we can allow regularities corresponding
to H−
1
4+ε(R), which are by far lower than the above mentioned earlier results on
this equation. So the question comes up naturally, if our arguments are sufficient to
obtain an improvement of the H−
3
4 (R)-result for j = 1, that is for KdV itself. The
answer is yes, but in contrast to the mKdV equation we stay away substantially
from the critical regularity.
Proposition 3. The Cauchy problem for the KdV equation with data u0 ∈ Ĥrs (R)
is locally well-posed for r ∈ (1, 2) and s > max (− 12 − 12r′ ,− 14 − 118r′ ). The local
solutions belong to and are unique in a space Xr,ps,b (δ) ⊂ C([0, δ], Ĥrs (R)) with phase
function φ(ξ) = ξ3, b = 1
p
+ and
1
p′
{
= 14 +
5
8r′ , if 1 < r ≤ 75
∈ [ 13 (1 + 1r′ ),min (12 , 32r′ )], if 75 ≤ r ≤ 2
.
The positive lifespan δ depends on ‖u0‖ bHrs (R), and the flow map is real analytic.
The estimates necessary for Proposition 3 - as far as they are not already con-
tained in the proof of Theorem 7 - will be shown in the last section. We point out
that in the whole interval (1, 2), where r is admitted, our lower bound on s is strictly
below the line s = − 14 − 1r′ , which corresponds via scaling to the H−
3
4 (R)-result of
[6].
3. Estimates for free solutions of the generalized Airy equation
Throughout this section we consider solutions u(t) = e(−1)
jt∂2j+1x u0, v(t) =
e(−1)
jt∂2j+1x v0, and w(t) = e
(−1)jt∂2j+1x w0 of the Airy type equation
∂tu+ (−1)j+1∂2j+1x u = 0, j ≥ 1,
with Cauchy data u0, v0 and w0, respectively. Their Fourier transforms Fxu0, Fxv0,
and Fxw0 are assumed to be nonnegative. Certain bi- and trilinear expressions
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involving these solutions will be estimated in the spaces L̂px(L̂
q
t ) and L̂
r
xt := L̂
r
x(L̂
r
t ),
where
‖f‖cLqx(cLpt ) :=
(∫ (∫
|f̂(ξ, τ)|p′dτ
) q′
p′
dξ
) 1
q′
,
1
q
+
1
q′
=
1
p
+
1
p′
= 1.
A slight modification of the argument leading to the bilinear estimate will give us
a linear estimate in the more common spaces Lpt (L
q
x) with norm
‖f‖Lpt (Lqx) :=
(∫ (∫
|f(x, t)|qdx
) p
q
dt
) 1
p
.
3.1. Bilinear and linear estimates. In order to state and prove the bilinear es-
timate, we introduce the bilinear pseudodifferential operator Mr,j, which we define
in terms of Fourier transforms by
FxMr,j(f, g)(ξ) =
∫
∗
dξ1mj(ξ1, ξ2)
1
rFxf(ξ1)Fxg(ξ2),
where
∫
∗ is shorthand for
∫
ξ1+ξ2=ξ
and the multiplier mj is given by mj(ξ1, ξ2) =
|ξ1 + ξ2||ξ1 − ξ2|(ξ2(j−1)1 + ξ2(j−1)2 ).
Lemma 1. Let 1 ≤ q ≤ r1,2 ≤ p ≤ ∞ and 1p + 1q = 1r1 + 1r2 . Then we have
(22) ‖FxMp,j(u, v)(ξ, ·)‖cLpt . (|Fxu0|
p′ ∗ |Fxv0|p
′
(ξ))
1
p′
and
(23) ‖Mp,j(u, v)‖cLqx(cLpt ) . ‖u0‖dLr1x ‖v0‖dLr2x .
Proof. Taking the Fourier transform first in space and then in time we obtain
FxMp,j(u, v)(ξ, t) = c
∫
∗
dξ1mj(ξ1, ξ2)
1
p eit(ξ
2j+1
1 +ξ
2j+1
2 )Fxu0(ξ1)Fxv0(ξ2)
and
FMp,j(u, v)(ξ, τ) = c
∫
∗
dξ1mj(ξ1, ξ2)
1
p δ(τ − ξ2j+11 − ξ2j+12 )Fxu0(ξ1)Fxv0(ξ2),
respectively. Substituting x = ξ1 − ξ2 we get
FMp,j(u, v)(ξ, τ) =
c
∫
mj(
ξ
2 +x,
ξ
2 −x)
1
p δ(( ξ2 +x)
2j+1+( ξ2 −x)2j+1− τ)Fxu0( ξ2 +x)Fxv0( ξ2 −x)dx
We use δ(g(x)) =
∑
n
1
|g′(xn)|
δ(x−xn), where the sum is taken over all simple zeros
of g, in our case
(24) g(x) = ( ξ2 + x)
2j+1 + ( ξ2 − x)2j+1 − τ = ξ
j∑
l=0
(
2j + 1
2l
)
( ξ2 )
2(j−l)x2l − τ,
which has only two zeros, say ±y, where we take y > 0. Then
(25) |g′(±y)| = |ξ|y
j∑
l=1
(
2j + 1
2l
)
2l( ξ2 )
2(j−l)y2(l−1) & mj(
ξ
2 + y,
ξ
2 − y),
and hence
(26) FMp,j(u, v)(ξ, τ)
. mj(
ξ
2 + y,
ξ
2 − y)
−
1
p′
(
Fxu0( ξ2 + y)Fxv0( ξ2 − y) + Fxu0( ξ2 − y)Fxv0( ξ2 + y)
)
.
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Using dτ = g′(y)dy, we see that the Lp
′
τ -norm of both contributions equals(∫
dy|Fxu0( ξ2 ± y)Fxv0( ξ2 ∓ y)|p
′
) 1
p′
= c
(
|Fxu0|p
′ ∗ |Fxv0|p
′
(ξ)
) 1
p′
,
which gives (22). Now we choose ρ′ = q
′
p′
and ρ1,2 with ρ
′
1,2 =
r′1,2
p′
, so that 1
ρ
=
1
ρ1
+ 1
ρ2
. Then, using Young’s inequality in the third step, we obtain
‖Mp,j(u, v)‖cLqx(cLpt ) .
(∫
dξ(|Fxu0|p
′ ∗ |Fxv0|p
′
(ξ))
q′
p′
) 1
q′
= ‖|Fxu0|p
′ ∗|Fxv0|p
′‖
1
p′
L
ρ′
ξ
.
(
‖|Fxu0|p′‖
L
ρ′1
ξ
‖|Fxv0|p′‖
L
ρ′2
ξ
) 1
p′
= ‖u0‖dLr1x ‖v0‖dLr2x ,
which is the desired bound (23). 
Corollary 2. For p, q, r1,2 as in the previous lemma and b >
1
p
the estimate
(27) ‖Mp,j(u1, u2)‖cLqx(cLpt ) . ‖u1‖Xr1,p0,b ‖u2‖Xr2,p0,b
is valid. Moreover, we have for bi >
1
ri
(28) ‖Mp,j(u1, u2)‖cLqx(cLpt ) . ‖u1‖Xr10,b1 ‖u2‖Xr20,b2 .
Proof. We write U(t) = e(−1)
jt∂2j+1x for the linear propagator and define, for i ∈
{1, 2}, gi = FtU(−·)ui, where Ft denotes the Fourier transform in the time variable
only. Then
ui(t) = c
∫
eitσiU(t)gi(σi)dσi
and hence
Mp,j(u1, u2)(t) = c
∫
eit(σ1+σ2)Mp,j(U(t)g1(σ1), U(t)g2(σ2))dσ1dσ2.
Now we apply Minkowski’s integral inequality, (22), Ho¨lder’s inequality and Fubini’s
Theorem to obtain
‖FxMp,j(u1, u2)(ξ)‖cLpt .
∫
‖FxMp,j(Ug1(σ1), Ug2(σ2))(ξ)‖cLpt dσ1dσ2
.
∫ (
|Fxg1(σ1)|p
′ ∗ |Fxg2(σ2)|p
′
(ξ)
) 1
p′
dσ1dσ2
.
(∫
〈σ1〉bp
′〈σ2〉bp
′ |Fxg1(σ1)|p
′ ∗ |Fxg2(σ2)|p
′
(ξ)dσ1dσ2
) 1
p′
=
((∫ 〈τ〉bp′ |Fxg1(τ)|p′dτ) ∗ ( ∫ 〈τ〉bp′ |Fxg1(τ)|p′dτ)) 1p′
=
(
‖〈τ〉bFU(−·)u1‖p
′
L
p′
τ
∗ ‖〈τ〉bFU(−·)u2‖p
′
L
p′
τ
(ξ)
) 1
p′
.
Now the Lq
′
ξ -norm of this last expression is estimated by Young’s inequality as at
the end of the previous proof, which gives (27). Finally, two applications of Ho¨lder’s
inequality lead to (28). 
The next step is to dualize the estimate (28). For that purpose we introduce the
bilinear operator M∗r,j, which we define again in terms of Fourier transforms by
FxM∗r,j(f, g)(ξ) :=
∫
∗
dξ1m
∗
j (ξ1, ξ2)
1
rFxf(ξ1)Fxg(ξ2),
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where
m∗j (ξ1, ξ2) = |ξ1||ξ1+2ξ2|((ξ1+ξ2)2(j−1)+ξ2(j−1)2 ) ∼ |ξ1||ξ1+2ξ2|(ξ2(j−1)1 +ξ2(j−1)2 ).
Then (28) in Corollary 2 expresses the boundedness of
u1 7→Mp,j(u1, u2), Xr10,b1 → L̂
q
x(L̂
p
t )
with operator norm . ‖u2‖Xr20,b2 . By duality, under the additional hypothesis 1 <
p, q, r1,2 <∞, this implies the boundedness of
u3 7→M∗p,j(u3, u2), L̂q
′
x (L̂
p′
t )→ Xr
′
1
0,−b1
with the same norm. Using ‖u2‖Xr
s,b
= ‖u2‖Xr
s,b
we obtain the following estimate.
Corollary 3. Let 1 < q ≤ r1,2 ≤ p <∞, 1p + 1q = 1r1 + 1r2 and bi > 1ri . Then
(29) ‖M∗p,j(u3, u2)‖
X
r′1
0,−b1
. ‖u2‖Xr2
0,b2
‖u3‖d
L
q′
x (
d
L
p′
t )
.
The special case in (29), where p = q = r1,2, will be sufficient for our purposes.
In this case, (29) can be written as
(30) ‖M∗r′,j(u3, u2)‖Xr0,b′ . ‖u3‖dLrxt‖u2‖Xr′0,−b′ .
provided 1 < r < ∞, b′ < − 1
r′
. Combining this with the trivial endpoint of the
Hausdorff-Young inequality, i. e.
‖u3u2‖dLrxt . ‖u3‖dLrxt‖u2‖dL∞xt,
we obtain by elementary Ho¨lder estimates
(31) ‖M∗ρ′,j(u3, u2)‖Xr0,β . ‖u3‖dLrxt‖u2‖Xρ′0,−β ,
where 0 ≤ 1
ρ′
≤ 1
r′
and β < − 1
ρ′
. In this form actually we shall make use of
Corollary 3.
Combining the calculation in the proof of Lemma 1 with Sobolev’s embedding
Theorem, Parseval’s identity, and the Hardy-Littlewood-Sobolev-inequality, we ob-
tain the following linear estimate.
Lemma 2. For 4 < q <∞ and 1
r
= 12 +
1
q
the estimate
‖D
2j−1
4
x u‖L4t(Lqx) . ‖u0‖cLrx
is valid.
Proof. We assume first that Fxu0 = χ[0,∞)Fxu0 and write v = D
2j−1
4
x u. Then
‖D
2j−1
4
x u‖4L4t(Lqx) = ‖v‖
4
L4t(L
q
x)
= ‖|v|2‖2
L2t (L
q
2
x )
. ‖Dεx|v|2‖2L2xt = ‖FD
ε
x|v|2‖2L2
ξτ
for ε = 12 − 2q by Sobolev’s embedding theorem and Parseval’s identity. Now with
x = ξ1 − ξ2 as in the proof of Lemma 1 we have
FDεx|v|2(ξ, τ) = c|ξ|ε
∫
δ(( ξ2 +x)
2j+1 +( ξ2 −x)2j+1 − τ)Fxv0( ξ2 +x)Fxv0(x− ξ2 )dx
with the same argument g of δ as in (24), (25). By the support assumption on
Fxu0 (and thus Fxv0) we only get one contribution for the positive zero y of g and
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we have 2y = | ξ2 + y| + | ξ2 − y|, so that y controls both, the argument of Fxv0 as
well as of Fxv0. This gives
FDεx|v|2(ξ, τ) . |ξ|ε−
1
2
1√
|g′(y)|Fx(D
− 2j−14
x v0)(y +
ξ
2 )Fx(D
− 2j−14
x v0)(y − ξ2 )
= |ξ|ε− 12 1√|g′(y)|Fxu0(y + ξ2 )Fxu0(y − ξ2 ).
Squaring this last inequality and integrating with respect to dτ = g′(y)dy and to
dξ we arrive at
‖FDεx|v|2‖2L2
ξτ
.
∫
dξdy|ξ|2ε−1|Fxu0(y + ξ2 )Fxu0(y − ξ2 )|2
=
∫
dz+dz−|z+ − z−|2ε−1|Fxu0(z+)Fxu0(z−)|2.
Using the Hardy-Littlewood-Sobolev-inequality, which requires 0 < 1− 2ε < 1 and
4
r′
+ 1 − 2ε = 2, that is 4 < q < ∞ and 1
r
= 12 +
1
q
as assumed, we see that
the latter is bounded by ‖|Fxu0|2‖2
L
r′
2
= ‖u0‖4bLrx . So, in the special case where
Fxu = χ[0,∞)Fxu, the desired estimate is shown. Now, if Fxw = χ(−∞,0]Fxw and
u = w, then by Fxw(ξ) = Fxw(−ξ) we see that Fxu = χ[0,∞)Fxu. Thus the
estimate is valid for u. Hence
‖D
2j−1
4
x w‖L4t (Lqx) = ‖D
2j−1
4
x w‖L4t(Lqx) = ‖D
2j−1
4
x u‖L4t(Lqx) . ‖u0‖cLrx = ‖w0‖cLrx .
Finally the decomposition u = u+ + u− with Fxu+ = χ[0,∞)Fxu yields the desired
result in the general case. 
The endpoint case (p, q) = (4,∞) is known to be true, too, see Theorem 2.1 in
[19]. Next we interpolate among Lemma 1, the conservation of the L2 - norm and
the trivial estimate
‖u‖L∞xt . ‖u0‖dL∞x
to obtain the following generalization.
Corollary 4. Let 1
r
= 2
p
+ 1
q
. Then the estimate
‖D
2j−1
p
x u‖Lpt (Lqx) . ‖u0‖cLrx
holds true, if one of the following conditions is fulfilled:
i) 0 ≤ 1
p
≤ 14 , 0 ≤ 1q < 14 or
ii) 14 ≤ 1q ≤ 1q + 1p < 12 or
iii) (p, q) = (∞, 2).
If in addition b > 1
r
, then
(32) ‖D
2j−1
p
x u1‖Lpt (Lqx) . ‖u1‖Xr0,b .
The case p = q in the preceeding Lemma is of special interest, here the conditions
reduce to 0 ≤ 1
p
= 13r <
1
4 . The corresponding estimate for the Schro¨dinger equation
goes back to Fefferman and Stein [9]. Unfortunately these linear estimates fail to be
true for r ≤ 43 and are thus not sufficient for our purposes; in our context they will
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mainly be used for several interpolation arguments.7 To overcome this difficulty
we will prove in the sequel certain trilinear estimates for free solutions, where - at
least in one of two cases - the singularity can be distributed on two factors, so that
two applications of the HLS-inequality allow the full range r > 1.
3.2. Trilinear estimates. To prove the trilinear estimates we calculate the Fourier
transform in space and time of the product of three free solutions. Similarly as in
the proof of Lemma 1 we obtain
F(uvw)(ξ, τ) = c
∫
∗
dξ1dξ2δ(ξ
2j+1
1 +ξ
2j+1
2 +ξ
2j+1
3 −τ)Fxu0(ξ1)Fxv0(ξ2)Fxw0(ξ3)
= c
∫
dξ1dxδ(g(ξ1;x))Fxu0(ξ1)Fxv0( ξ−ξ12 + x)Fxw0( ξ−ξ12 − x),
where now
∫
∗
=
∫
ξ1+ξ2+ξ3=ξ
, x = ξ2 − ξ−ξ12 , and
(33) g(ξ1;x) = ξ
2j+1
1 − τ + (ξ − ξ1)
j∑
l=0
(
2j + 1
2l
)
( ξ−ξ12 )
2(j−l)x2l,
which has, for ξ1 fixed, only two zeros, say again ±y, with y > 0. We have
(34) |g′(ξ1;±y)| := |∂g
∂x
(ξ1;±y)| = |ξ − ξ1|y
j∑
l=1
(
2j + 1
2l
)
2l( ξ−ξ12 )
2(j−l)y2(l−1)
& |ξ − ξ1|y(|ξ − ξ1|2(j−1) + y2(j−1))
and hence F(uvw)(ξ, τ) . K+(ξ, τ) +K−(ξ, τ), where
K±(ξ, τ) =
∫
dξ1
1
|g′(ξ1;±y)|Fxu0(ξ1)Fxv0(
ξ−ξ1
2 ± y)Fxw0( ξ−ξ12 ∓ y)
with |g′(ξ1;±y)| as in (34). After these preparations we turn to estimate ‖uvw‖dLrxt
in the following cases:
i) |ξ2 − ξ3| ≥ |ξ2 + ξ3|, that is 2y ≥ |ξ − ξ1|,
ii) 1 ≤ |ξ2 − ξ3| ≤ |ξ2 + ξ3|, i. e. 1 ≤ 2y ≤ |ξ − ξ1|.
For that purpose we introduce the trilinear operators T≥ and T≤, which we define
by
FxT≥(f, g, h) :=
∫
∗
dξ1dξ2Fxf(ξ1)Fxg(ξ2)Fxh(ξ3)χ{|ξ2−ξ3|≥|ξ2+ξ3|},
and
FxT≤(f, g, h) :=
∫
∗
dξ1dξ2Fxf(ξ1)Fxg(ξ2)Fxh(ξ3)χ{1≤|ξ2−ξ3|≤|ξ2+ξ3|}.
For T≥(u, v, w) we have the following estimate.
7Nonetheless it is the author’s belief that these estimates are of independent interest. For
example, if combined with duality and the Christ-Kiselev-Lemma (see [7]) they imply a wider
range of Strichartz type estimates for the solutions of the corresponding inhomogeneous equations
than previously known. More precisely, if (p, q) and (p˜, q˜) are two pairs of Ho¨lder exponents
admitted in Corollary 4, which in addition satisfy 2
p
+ 1
q
+ 2
p˜
+ 1
q˜
= 1, then
‖D
(2j−1)( 1
p
+ 1
p˜
)
x
Z t
0
e−(t−s)∂
2j+1
x F (s)ds‖Lpt (L
q
x)
. ‖F‖
L
p˜′
t (L
q˜′
x )
.
In view of the recent work of Vilela [48], Foschi [10], Taggart [46], and Ovcharov [40], the assump-
tion p, p˜ ≥ 4 seems to be redundant for this last estimate.
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Lemma 3. Let 1 < p1 < p < p0 <∞, p < p′0, 3p = 1p0 + 2p1 and 2p1 < 1 + 1p . Then
the estimate
‖T≥(u, v, w)‖dLpxt . ‖u0‖dLp0x ‖D
− 2j−12p
x v0‖dLp1x ‖D
− 2j−12p
x w0‖dLp1x
is valid.
Proof. For the Fourier transform of T≥(u, v, w) in both variables we obtain
FT≥(u, v, w)(ξ, τ) = c(K+≥(ξ, τ) +K−≥(ξ, τ)),
where
K±≥(ξ, τ) =
∫
{2y≥|ξ−ξ1|}
dξ1
|g′(ξ1; y)|Fxu0(ξ1)Fxv0(
ξ−ξ1
2 ± y)Fxw0( ξ−ξ12 ∓ y).
By symmetry we may restrict ourselves to the estimation of K+≥ . Using
| ξ−ξ12 ± y| ≤ 2y and Ho¨lder’s inequality, we see that
K+≥(ξ, τ) .
(∫
dξ1
|Fxu0(ξ1)|p
|ξ − ξ1|(1−θ)p
) 1
p
×(∫
dξ1
|ξ − ξ1|θp′−1|g′(ξ1; y)| |FxD
− 2j−12p
x v0(
ξ−ξ1
2 + y)FxD
− 2j−12p
x w0(
ξ−ξ1
2 − y)|p
′
) 1
p′
,
where θ = 3
p′
− 2
p′1
(∈ (0, 1) by our assumptions). Taking the Lp′τ -norm of both sides
and using dτ = g′(ξ1; y)dy we arrive at
‖FT≥(u, v, w)(ξ, ·)‖Lp′τ . (|Fxu0|
p ∗ |ξ|(θ−1)p) 1p×(∫
dξ1dy
|ξ − ξ1|θp′−1 |FxD
− 2j−12p
x v0(
ξ−ξ1
2 + y)FxD
− 2j−12p
x w0(
ξ−ξ1
2 − y)|p
′
) 1
p′
.
Changing variables (z± :=
ξ−ξ1
2 ± y) we see that the second factor equals(∫
dz+dz−
|z+ + z−|θp′−1 |FxD
− 2j−12p
x v0(z+)FxD−
2j−1
2p
x w0(z−)|p
′
) 1
p′
. ‖D−
2j−1
2p
x v0‖dLp1x ‖D
− 2j−12p
x w0‖dLp1x ,
by the Hardy-Littlewood-Sobolev-inequality, requiring θ to be chosen as above and
1 < θp′ < 2, which follows from our assumptions. It remains to estimate the
L
p′
ξ -norm of the first factor, that is
‖|Fxu0|p ∗ |ξ|(θ−1)p‖
1
p
L
p′
p
ξ
. (‖|Fxu0|p‖
L
p′
0
p
ξ
‖|ξ|(θ−1)p‖
L
1
(1−θ)p
,∞
ξ
)
1
p . ‖u0‖dLp0x ,
where the HLS inequality was used again. For its application we need
0 < (1− θ)p < 1; 1 < p
′
0
p
<
1
1− (1− θ)p and θ =
1
p′0
,
which follows from the assumptions, too.

Corollary 5. For 1 < r ≤ 2 there exist s0,1 ≥ 0 with s0 + 2s1 = 2j−1r , such that
(35) ‖T≥(u, v, w)‖dLrxt . ‖D
−s0
x u0‖cLrx‖D
−s1
x v0‖cLrx‖D
−s1
x w0‖cLrx .
In addition, for b > 1
r
we have
(36) ‖T≥(u1, u2, u3)‖dLrxt . ‖D
−s0
x u1‖Xr0,b‖D−s1x u2‖Xr0,b‖D−s1x u3‖Xr0,b .
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Proof of (35). Using Ho¨lder’s inequality and Corollary 4, that is
(37) ‖u‖
L
3q
xt
. ‖D−
2j−1
3q
x u0‖cLqx , q >
4
3
,
we get for
(38)
4
3
< q0 < 2 < q1, with
3
2
=
1
q0
+
2
q1
that
(39)
‖T≥(u, v, w)‖L2xt ≤ ‖uvw‖L2xt . ‖D
− 2j−13q0
x u0‖dLq0x ‖D
− 2j−13q1
x v0‖dLq1x ‖D
− 2j−13q1
x w0‖dLq1x .
Multilinear interpolation of (39) with Lemma 3 yields (35), provided p, p0, p1; q0, q1,
defined by the interpolation conditions
1
r
=
1− θ
p
+
θ
2
=
1− θ
p0
+
θ
q0
=
1− θ
p1
+
θ
q1
,
fulfill the assumptions of Lemma 3 and (38), respectively, which can be guaranteed
by choosing θ sufficiently small. Now s0,1 are obtained from
s0 =
(2j − 1)θ
3q0
and s1 =
(2j − 1)(1− θ)
2p
+
(2j − 1)θ
3q1
,
which gives
s0 + 2s1 =
(2j − 1)(1− θ)
p
+
(2j − 1)θ
3
(
1
q0
+
2
q1
)
=
2j − 1
r
as desired. 
To estimate T≥(u, v, w) in L̂rxt, we shall use a dyadic decomposition with respect
to the y-variable instead of the HLS-inequality.
Lemma 4. Let 1 ≤ r < ρ ≤ ∞. Then
‖T≤(u, v, w)‖dLrxt . ‖u0‖cLρx‖D
− 2j−12r
x v0‖cLrx‖D
− 2j−12r
x w0‖cLrx .
Proof. We have
FT≤(u, v, w)(ξ, τ) = c(K+≤(ξ, τ) +K−≤(ξ, τ)),
where
K±≤ (ξ, τ) =
∫
{1≤2y≤|ξ−ξ1|}
dξ1
|g′(ξ1; y)|Fxu0(ξ1)Fxv0(
ξ−ξ1
2 ± y)Fxw0( ξ−ξ12 ∓ y).
Here y is the positive zero of (33) as before. By symmetry between v and w it
suffices to treat K+≤ , which we decompose dyadically with respect to y to obtain
the following upper bound:
∞∑
k=0
∫
{1≤2y≤|ξ−ξ1| , y∼2k}
dξ1
|g′(ξ1; y)|Fxu0(ξ1)Fxv0(
ξ−ξ1
2 + y)Fxw0( ξ−ξ12 − y)
.
∞∑
k=0
2−k
∫
{y∼2k}
dξ1Fxu0(ξ1)FxD−
2j−1
2
x v0(
ξ−ξ1
2 + y)FxD
− 2j−12
x w0(
ξ−ξ1
2 − y)
.
∞∑
k=0
2−k‖u0‖cLpxλ({y ∼ 2
k}) 1p ‖D−
2j−1
2
x v0‖cL1x‖D
− 2j−12
x w0‖cL1x ,
where λ({y ∼ 2k}) denotes the Lebesgue measure of {ξ1 : y(ξ1) ∼ 2k} =: K. We
claim that λ({y ∼ 2k}) . 2k. To see this, we write K = K1 ∪ K2, where in K1
we assume that |ξ1| . 2k, |ξ − ξ1| . 2k, |ξ + ξ1| . 2k or |ξ − 3ξ1| . 2k. Then K1
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consists of a finite number of intervals of total length bounded by c2k. To estimate
the contribution coming from K2, we calculate
∂g
∂ξ1
(ξ1; y) =
2j + 1
4
(ξ + ξ1)(3ξ1 − ξ)
j−1∑
l=0
ξ2l1 (
ξ−ξ1
2 )
2(j−l−1)
−
j∑
l=1
(
2j + 1
2l
)
(2(j − l) + 1)( ξ−ξ12 )2(j−l)y2l,
so that in K2∣∣∣∣ ∂g∂ξ1 (ξ1; y)
∣∣∣∣ & y|ξ − ξ1|(ξ2(j−1)1 + (ξ − ξ1)2(j−1)) & ∣∣∣∣∂g∂x(ξ1; y)
∣∣∣∣ .
(Observe that |ξ − ξ1| ≤ |ξ + ξ1|+ |ξ − 3ξ1|.) This gives
λ(K2) =
∫
K2
dξ1 =
∫
K2
∣∣∣∣∂ξ1∂τ ∂τ∂y
∣∣∣∣ dy = ∫
K2
∣∣∣∣∣ ∂g∂x(ξ1; y)∂g
∂ξ1
(ξ1; y)
∣∣∣∣∣ dy . 2k,
and the claim is shown. Hence, for any p > 1,
(40) ‖K+≤‖L∞ξτ .
∞∑
k=0
2
− k
p′ ‖u0‖cLpx‖D
− 2j−12
x v0‖cL1x‖D
− 2j−12
x w0‖cL1x
. ‖u0‖cLpx‖D
− 2j−12
x v0‖cL1x‖D
− 2j−12
x w0‖cL1x .
On the other hand, by integration with respect first to dτ = g′(ξ1; y)dy, to dξ and
finally to dξ1, we see that
(41) ‖K+≤‖L1ξτ . ‖u0‖dL∞x ‖v0‖dL∞x ‖w0‖dL∞x .
Now multilinear interpolation between (40) and (41) leads to
‖K+≤‖Lr′
ξτ
. ‖u0‖cLρx‖D
− 2j−12r
x v0‖cLrx‖D
− 2j−12r
x w0‖cLrx ,
which gives the desired result.

Corollary 6. Let 1 ≤ r < ρ ≤ ∞, β > 1
ρ
, b > 1
r
and ε > 0. Then
‖T≤(u1, u2, u3)‖dLrxt . ‖u1‖Xρ0,β‖D
− 2j−12r
x u2‖Xr0,b‖D
− 2j−12r
x u3‖Xr0,b
and
‖T≤(u1, u2, u3)‖dLrxt . ‖u1‖Xrε,b‖D
− 2j−12r
x u2‖Xr
0,b
‖D−
2j−1
2r
x u3‖Xr
0,b
are valid.
4. Xrs,b-Estimates for the mKdV hierarchy
4.1. Cubic nonlinearities. This subsection is devoted to the proof of the following
estimate.
Theorem 3. Let l0, . . . , l3 ≥ 0 with
∑3
i=0 li = 2j − 1, 2 ≥ r > 1 and s ≥ sj(r) =
2j−1
2r′ . Then for all b
′ < 1
r′
( 12j+1 − 12 ) and b > 1r the estimate
(42) ‖∂l0x (
∏3
i=1 ∂
li
x ui)‖Xrs,b′ .
3∏
i=1
‖ui‖Xr
s,b
holds true.
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Preparations: Without loss of generality we may assume that s = sj(r). Then
we rewrite the left hand side of (42) as
‖〈τ − ξ2j+1〉b′〈ξ〉sξl0 ∫ dν∏3i=1 ξlii Fui(ξi, τi)‖Lr′
ξ,τ
,
where dν = dξ1dξ2dτ1dτ2 and
∑3
i=1(ξi, τi) = (ξ, τ). We shall use the following
notation:
• ξmax, ξmed, ξmin are defined by |ξmax| ≥ |ξmed| ≥ |ξmin|,
• p denotes the projection on low frequencies, i. e. Fpf(ξ) = χ{|ξ|≤1}Ff(ξ),
• f  g is shorthand for |Ff | . |Fg|,
• for the mixed weights coming from the Xrs,b - norms we shall write σ0 :=
τ − ξ2j+1 and σi := τi − ξ2j+1i , 1 ≤ i ≤ 3, respectively,
• the Fourier multiplier associated with these weights is denoted by Λb :=
F−1〈τ − ξ2j+1〉bF ,
• Js = F−1x 〈ξ〉sFx is the Bessel potential operator of order −s, where as
usual 〈ξ〉s = (1 + ξ2) s2 ,
Allthough our argument relies almost completely on the smoothing effects inherent
in the estimates for free solutions obtained in the previous section, we will need
sometimes the following resonance relation for the phase function φ(ξ) = ξ2j+1 and
a cubic nonlinearity.
Lemma 5.
(ξ1 + ξ2 + ξ3)
2j+1 − ξ2j+11 − ξ2j+12 − ξ2j+13 = (ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1)Σ,
where
Σ & (ξ1 + ξ2)
2j−2 + (ξ2 + ξ3)
2j−2 + (ξ3 + ξ1)
2j−2.
Consequently,
|(ξ1 + ξ2)(ξ2 + ξ3)(ξ3 + ξ1)|((ξ1 + ξ2)2j−2 + (ξ2 + ξ3)2j−2 + (ξ3 + ξ1)2j−2)
.
3∑
i=0
〈σi〉 . 3max
i=0
〈σi〉 .
3∏
i=0
〈σi〉.
Proof. With x = ξ1 + ξ2, y = ξ2 + ξ3, and z = ξ3 + ξ1, the left hand side of the
claimed identity becomes
1
22j+1
{
(x+ y + z)2j+1 − (x+ y − z)2j+1 − ((x− y + z)2j+1 − (x− y − z)2j+1)} ,
with
{. . . } =
2j+1∑
k=0
(
2j + 1
k
){
(x+ y)2j+1−k(zk − (−z)k)− (x− y)2j+1−k(zk − (−z)k)}
= 2z
j∑
l=0
(
2j + 1
2l+ 1
)
((x + y)2(j−l) − (x − y)2(j−l))z2l
= 2z
j∑
l=0
(
2j + 1
2l+ 1
)
z2l
2(j−l)∑
k=0
(
2(j − l)
k
)
x2(j−l)−k(yk − (−y)k)
= 4xyz
j−1∑
l=0
(
2j + 1
2l + 1
)
z2l
j−l−1∑
m=0
(
2(j − l)
2m+ 1
)
x2(j−l−m−1)y2m.
Now we pic out the contributions for l = j−1, l = 0,m = j−1, and l = m = 0. 
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Proof of Theorem 3. Apart from the trivial region where |ξmax| ≤ 1, whose contri-
bution can be estimated by
‖∏3i=1 pui‖dLrxt . 3∏
i=1
‖pui‖dL3rxt .
3∏
i=1
‖pui‖Xr
0,b
.
3∏
i=1
‖ui‖Xr
s,b
,
we consider two main cases:
1. The nonresonant case, where |ξmax| ≫ |ξmin|, and
2. the resonant case, where |ξmax| ∼ |ξmin|.
1. In the nonresonant case we assume without loss of generality that |ξ1| ≥ |ξ2| ≥
|ξ3|. We distingiush two subcases.
Subcase 1.1: Here we assume additionally |ξ1| ≥ 1.1|ξ2|, such that |ξ1 + ξ2||ξ1 −
ξ2| & ξ21 as well as |ξ1 + ξ2||ξ1 + ξ2 + 2ξ3| & ξ21 . Then for the symbols of the
Fourier multipliers Mr,j(u1, u2) and M
∗
ρ′,j(u1u2, u3) we have that mj(ξ1, ξ2) & ξ
2j
1
and m∗j (ξ1 + ξ2, ξ3) & ξ
2j
1 . This leads to a gain of
2j
r
derivatives in the application
of Corollary 2 and of 2j
ρ′
derivatives in the application of (31), both on the highest
frequency. More precisely we have
Js∂l0x (∂
l1
x u1∂
l2
x u2∂
l3
x u3)  ∂l0x (Js∂l1x u1∂l2x u2∂l3x u3)
 Mr,j(Js+
2j
r′
−1u1, u2)u3
 M∗ρ′,j
(
Mr,j(J
su1, u2), J
2j( 1
r′
− 1
ρ′
)−1
u3
)
.
Now the dual version (31) of the bilinear estimate is applied to obtain
‖M∗ρ′,j
(
Mr,j(J
su1, u2), J
2j( 1
r′
− 1
ρ′
)−1
u3
)
‖Xr
0,b′
. ‖Mr,j(Jsu1, u2)‖dLrxt‖J
2j( 1
r′
− 1
ρ′
)−1
u3‖Xρ′
0,−b′
.
This requires b′ < − 1
ρ′
(condition 1). For the first factor we obtain from Corollary
2 that
‖Mr,j(Jsu1, u2)‖dLrxt . ‖u1‖Xrs,b‖u2‖Xr0,b . ‖u1‖Xrs,b‖u2‖Xrs,b ,
while Sobolev type embeddings give
‖J2j( 1r′− 1ρ′ )−1u3‖
X
ρ′
0,−b′
. ‖u3‖Xr
sb
for the second factor, provided that b+ b′ − 1
r
> − 1
ρ′
(condition 2) and s > 2j−1
r′
−
2j+1
ρ′
(condition 3). Finally we choose ρ with− 1
ρ′
∈ (b′,min (b + b′ − 1
r
, 1
r′
( 12j+1 − 12 )),
such that the conditions 1, 2, and 3 are satisfied.
Subcase 1.2: Here we have |ξ1| ≤ 1.1|ξ2| and hence |ξ2| ≫ |ξ3|, so that |ξ1 +
ξ3||ξ1 − ξ3| & ξ21 as well as |ξ1 + ξ3||ξ1 + ξ3 +2ξ2| & ξ21 . So the argument performed
in subcase 1.1 applies with the same upper bound, if u2 and u3 are interchanged.
2. In the resonant case we distinguish again several subcases or -regions, respec-
tively:
Subcase 2.1: At least for one pair (i, j) we have |ξi− ξj| ≥ |ξi+ ξj |. Here we may
assume by symmetry that |ξ2 − ξ3| ≥ |ξ2 + ξ3|. For the contribution of this region
we have
Js∂l0x (∂
l1
x u1∂
l2
x u2∂
l3
x u3)  T≥(Js+s0u1, Js+s1u2, Js+s1u3),
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whenever s0,1 ≥ 0 fulfill s0 +2s1 = 2j−1r . Now (36) of Corollary 5 gives the desired
bound.
Subcase 2.2: |ξ1 − ξ2| ≤ |ξ1 + ξ2|, |ξ2 − ξ3| ≤ |ξ2 + ξ3| and |ξ3 − ξ1| ≤ |ξ3 + ξ1|,
so that all the ξi have the same sign, which implies by Lemma 5 that
|ξ1|2j+1 ∼ |ξ2|2j+1 ∼ |ξ3|2j+1 ≤
3∏
i=0
〈σi〉.
Subsubcase 2.2.1: Let us assume first, that at least one of the |ξi − ξj | ≥ 1. By
symmetry we may restrict ourselves to |ξ2 − ξ3| ≥ 1. Gaining a 〈ξ〉ε from the σ′s
we obtain as an upper bound for the contribution from this subregion
‖T≤(Js−εΛεu1, Jj− 12Λεu2, Jj− 12Λεu3)‖dLrxt .
3∏
i=1
‖ui‖Xr
s,b
,
where we have used the second part of Corollary 6. (ε was chosen sufficiently small
here, for given b > 1
r
.)
Subsubcase 2.2.2: Now we consider |ξi − ξj | ≤ 1 for all 1 ≤ i, j ≤ 3. Again, we
can gain a 〈ξ〉ε from the σ′s. Now, writing
fi(ξ, τ) = 〈ξ〉s〈τ − ξ2j+1〉bFui(ξ, τ), 1 ≤ i ≤ 3, such that ‖fi‖Lr′
ξτ
= ‖ui‖Xr
sb
,
it suffices to show
(43) ‖〈ξ〉s+l0−ε ∫
A
dν
∏3
i=1〈ξi〉li−s〈τi − ξ2j+1i 〉−b˜fi(ξi, τi)‖Lr′
ξτ
.
3∏
i=1
‖fi‖Lr′
ξτ
,
where in A all the differences |ξk − ξj |, 1 ≤ k, j ≤ 3, are bounded by 1 and
|ξ| ∼ |ξi| ∼ 〈ξi〉 for all 1 ≤ i ≤ 3. Here we have replaced b by a slightly smaller b˜,
so that still b˜r > 1. By Ho¨lder’s inequality and Fubini’s Theorem the proof of (43)
is reduced to show that
(44) sup
ξ,τ
〈ξ〉2j−1−2s−ε
(∫
A
dν
3∏
i=1
〈τi − ξ2j+1i 〉−b˜r
) 1
r
<∞.
Using [13, Lemma 4.2] twice, we see that∫
A
dν
3∏
i=1
〈τi − ξ2j+1i 〉−b˜r .
∫
A′
dξ1dξ2〈τ − ξ2j+11 − ξ2j+12 − ξ2j+13 〉−b˜r,
where A′ is simply the projection of A onto R2. We decompose
A′ = A0 ∪A1 ∪
⋃
0≤k,l.ln (|ξ|)
Akl,
where in A0 (A1) we have |ξ1 − ξ3| . |ξ|1−2j (|ξ2 − ξ3| . |ξ|1−2j), so that the
contributions of these subregions are bounded by c|ξ|1−2j . In Akl we have |ξ1−ξ3| ∼
2−k and |ξ2 − ξ3| ∼ 2−l, where by symmetry we may assume l ≤ k. Now, with g as
MKDV AND KDV HIERARCHIES 21
in (33) and y = ξ2 − ξ−ξ12 , we have for the integral over Akl∫
Akl
dξ1dξ2〈τ − ξ2j+11 − ξ2j+12 − ξ2j+13 〉−b˜r =
∫
y∼2−l
|ξ1−ξ3|∼2
−k
dξ1dy〈g(ξ1; y)〉−b˜r
.
∫
y∼2−l
|ξ1−
ξ
3 |.2
−l
dξ1dg
|g′(ξ1; y)| 〈g〉
−b˜r . |ξ|1−2j2l
∫
|ξ1−
ξ
3 |.2
−l
dξ1
∫
dg〈g〉−b˜r . |ξ|1−2j .
Summing up over k and l we find∫
A′
dξ1dξ2〈τ − ξ2j+11 − ξ2j+12 − ξ2j+13 〉−b˜r .
(ln |ξ|)2
|ξ|2j−1 ,
which gives (44), since 2j − 1− 2s− 2j−1
r
≤ 0. 
4.2. Quintic and higher nonlinearities. The quintic and higher order contribu-
tions to the nonlinearities can be treated in a uniform way and with a better lower
bound on s than for the cubic terms discussed above. This is the subject of the
present section, where we shall prove the following estimate.
Theorem 4. Let j ≥ k ≥ 2 and ∑2k+1i=0 li = 2(j − k) + 1, where li ≥ 0. Then for
2 ≥ r > 1 and s > − 1
r′
there exists b′ > − 1
r′
, such that for all b > 1
r
(45) ‖∂l0x
2k+1∏
i=1
∂lix ui‖Xrs,b′ .
2k+1∏
i=1
‖ui‖Xr
s,b
.
Theorem 4 will be obtained by multilinear interpolation. First we prove the
special case of the Theorem, where r = 2, see the next subsection. This special
result for L2-based spaces leads to an interesting by product of our analysis for
those equations having only quintic or higher order terms in their nonlinear part
(Proposition 2 in the introduction). Then we will show a relatively weak version of
the estimate for r in a small intervall (1, r0) and large values of s, more precisely we
will assume s > 2(j−k)+12kr′ =: s0(r), see Theorem 6 below. Since s0(r)→ 0 for r → 1
this estimate is nonetheless sufficient to obtain the full result by interpolation.
4.2.1. Hs-estimates.
Theorem 5. Let j ≥ k ≥ 2 and ∑2k+1i=0 li = 2(j − k) + 1, where li ≥ 0. Then for
s > − 12 there exists b′ > − 12 , such that for all b > 12
(46) ‖∂l0x
2k+1∏
i=1
∂lix ui‖Xs,b′ .
2k+1∏
i=1
‖ui‖Xs,b .
The proof of Theorem 5 relies substantially on the interplay between the local
smoothing estimate
(47) ‖∂jxe±t∂
2j+1
x u0‖L∞x L2t = c‖u0‖L2x
from [19, Theorem 4.1] and the maximal function estimate
(48) ‖e±t∂2j+1x u0‖L4xL∞t . ‖D
1
4
x u0‖L2x ,
cf. [45, Theorem 3] and [19, Theorem 2.5]. Taking care of low frequency issues by
Sobolev-type embeddings for LpxL
q
t -spaces, see [20, Lemma 3.15 and its proof], and
interpolating a) with the space-time Sobolev-inequality ‖u‖L∞xt . ‖u‖Xσb , σ, b > 12 ,
as well as b) with the trivial case X0,0 = L
2
xt, we obtain from (47) the following
Xs,b-estimates.
Lemma 6.
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a) Let b > 12 , 2 ≤ p ≤ ∞, and s > 12 − 2j+1p . Then
(49) ‖u‖L∞x Lpt . ‖u‖Xs,b,
b) Let 2 ≤ p ≤ ∞, s = j(1 − 2
p
) and b > 12 − 1p . Then
(50) ‖Jsu‖LpxL2t . ‖u‖X0,b
and, by duality,
(51) ‖u‖Xs,−b . ‖u‖Lp′x L2t .
Similarly, the following lemma can be derived from (48).
Lemma 7.
a) Let b > 12 , 4 ≤ p ≤ ∞, and s > 12 − 1p . Then
(52) ‖u‖LpxL∞t . ‖u‖Xs,b
b) For 2 ≤ p ≤ 4, 2 ≤ q ≤ ∞ with 1
p
= 14 +
1
2q , s =
1
4 − 12q , and b > 12 − 1q we
have
(53) ‖u‖LpxLqt . ‖u‖Xs,b
and
(54) ‖u‖X0,−b . ‖Jsu‖Lp′x Lq′t .
Now we are prepared to prove the decisive estimate for quintic and higher non-
linearities in the case of L2-based spaces.
Proof of Theorem 5. Let ξi denote the frequencies of ui, 1 ≤ i ≤ 2k+1. We assume
|ξ1| ≥ |ξ2| ≥ · · · ≥ |ξ2k+1| and distingish two cases.
1. |ξ1| ∼ |ξ|. In this case, for any δ ≥ 0 and ε > 0, the left hand side of (46) is
bounded by
‖Jj−ε(Jj−2k+1+ε+s+δu1
2k+1∏
i=2
J−
δ
2k ui)‖X0,b′ . ‖Jj−2k+1+ε+s+δu1
2k+1∏
i=2
J−
δ
2k ui‖L1+ε′x L2t
by (51). Here ε′ depends on ε and both can be made arbitrarily small by choosing
b′ close enough to − 12 . Ho¨lder’s inequality gives the upper bound
‖Jj−2k+1+ε+s+δu1‖L∞x L2t
2k+1∏
i=2
‖J− δ2k ui‖L2k(1+ε′)x L∞t .
For the first factor we have by (50)
‖Jj−2k+1+ε+s+δu1‖L∞x L2t . ‖u1‖Xs,b ,
provided b > 12 and δ + 1 < 2k (condition 1). For the other factors we use (52) to
get
2k+1∏
i=2
‖J− δ2k ui‖L2k(1+ε′)x L∞t .
2k+1∏
i=2
‖ui‖Xs,b ,
as long as b > 12 and s >
1
2 − δ+12k (condition 2). Choosing δ ∈ (2k(12 −s)−1, 2k−1)
both conditions, 1 and 2, are fulfilled.
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2. |ξ1| ∼ |ξ2|. Here the contribution is bounded by
‖J− 14 (Jj+su1Jj−2k+1+ 14+δu2
2k+1∏
i=3
J−
δ
2k−1 ui)‖X0,b′
. ‖Jj+su1Jj−2k+1+ 14+δu2
2k+1∏
i=3
J−
δ
2k−1ui‖
L
4
3
+ε
x L
1+ε′
t
by (54). Here again ε and ε′ can be made arbitrarily small by choosing b′ close to
− 12 . δ ≥ 2 is to be fixed later on. Now Ho¨lder’s inequality gives the upper bound
‖Jj+su1‖L∞x L2t ‖Jj−2k+1+
1
4+δu2‖L∞x L2+ε′′t
2k+1∏
i=3
‖J− δ2k−1ui‖
L
(4+3ε)(2k−1)
3
x L
∞
t
.
The first factor is bounded by c‖u1‖Xsb by (49), which also shows that
‖Jj−2k+1+ 14+δu2‖L∞x L2+ε′′t . ‖u2‖Xs,b ,
provided that b > 12 and s >
5
4 + δ− 2k (condition 3). For the other factors we use
(52) to obtain
2k+1∏
i=3
‖J− δ2k−1ui‖
L
(4+3ε)(2k−1)
3
x L
∞
t
.
2k+1∏
i=3
‖ui‖Xs,b ,
which requires again b > 12 as well as s >
1
2 − 34(2k−1) − δ2k−1 (condition 4). Both
conditions 3 and 4 can be satisfied by choosing δ ∈ ((2k− 1)(12 − s)− 34 , 2k+ s− 54 ),
which is not empty, since s > − 12 . 
4.2.2. Estimates close to the critical space.
Theorem 6. Let j ≥ k ≥ 2 and ∑2k+1i=0 li = 2(j − k) + 1, where li ≥ 0. Then there
exists r0 > 1 such that for all r ∈ (1, r0) and s > 2(j−k)+12kr′ there exists b′ > − 1r′ ,
such that for all b > 1
r
the estimate (45) holds true.
Proof. In general we assume that |ξ1| ≥ |ξ2| ≥ · · · ≥ |ξ2k+1|. First we consider the
case, where there are at least four high frequency factors, i. e. |ξ4| & |ξ1|. We fix
s1 >
1
4 (2(j− k)+ 1+ s+(2k− 3)(1r − s)) and s2 < s− 1r so that 4s1+(2k− 3)s2 =
2(j− k)+ 1+ s. (Since we consider r close to 1, we may assume s < 1
r
here.) Then
the contribution of this region to the left hand side of (45) is controlled by
‖Js1u1 · · · Js1u4 · Js2u5 · · · Js2u2k+1‖dLrxt
. ‖Js1u1 · · ·Js1u4 · Js2u5 · · · Js2u2k+1‖Lrxt .
4∏
i=1
‖Js1ui‖L4rxt
2k+1∏
i=5
‖Js2ui‖L∞xt
by the Hausdorff-Young and Ho¨lder inequalities. Our choice of s2 implies for the
last factors
2k+1∏
i=5
‖Js2ui‖L∞xt .
2k+1∏
i=5
‖ui‖Xr
s,b
.
Concerning the first four factors we observe that by (32) and Sobolev type embed-
dings the inequality
‖u‖L4rxt . ‖u‖Xrσ,b
holds, provided b > 1
r
and σ > 2−2j4r . This gives the desired
4∏
i=1
‖Js1ui‖L4rxt .
4∏
i=1
‖ui‖Xr
s,b
,
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as long as s > s1 +
2−2j
4r , that is for s >
2(j−k)+1
2kr′ , as assumed. This concludes
the discussion of the case, where at least four factors have high frequencies. So we
may assume henceforth, that there are at least two low frequency factors, i.e., we
suppose now |ξ2k| ≪ |ξ1|. Two subcases are distinguished.
1. |ξ2| ≪ |ξ1|. Using again the notation f  g for |Ff | . |Fg| we have here
∂l0x
2k+1∏
i=1
∂lix ui 
(
Mr,j(J
2(j−k)+1− 2j
r u1, u2k+1)u2 · · ·u2k−1
)
· u2k =: u · v,
where the first factor u has the frequency ξ−ξ2k, for which |ξ−ξ2k| ≫ |ξ2k|. Hence,
for any ρ ∈ (1, r) and sufficiently small ε > 0
∂l0x
2k+1∏
i=1
∂lix ui M∗ρ′,j
(
Mr,j(J
2(j−k)+1− 2j
r
− 2j
ρ′ u1, u2k+1)u2 · · ·u2k−1, u2k
)
M∗ρ′,j
(
Mr,j(J
2(j−k)+1
r′
− 2j
ρ′ u1, u2k+1)J
− 1
r
−εu2 · · · J− 1r−εu2k−1, J−
1
r
+ 1
ρ′
−ε
u2k
)
.
Now we choose ρ close enough to r, so that the total number of derivatives on u1
becomes nonpositive. Then for b′ < − 1
ρ′
‖∂l0x
2k+1∏
i=1
∂lix ui‖Xr0,b′
. ‖M∗ρ′,j
(
Mr,j(u1, u2k+1)J
− 1
r
−εu2 · · · J− 1r−εu2k−1, J−
1
r
+ 1
ρ′
−ε
u2k
)
‖Xr
0,b′
. ‖Mr,j(u1, u2k+1)J− 1r−εu2 · · · J− 1r−εu2k−1‖dLrxt‖J
− 1
r
+ 1
ρ′
−ε
u2k‖Xρ′
0,−b′
. ‖Mr,j(u1, u2k+1)‖dLrxt
2k−1∏
i=2
‖J− 1r−εui‖dL∞xt‖J
− 1
r
+ 1
ρ′
−ε
u2k‖Xρ′
0,−b′
,
where we have used (31) and the trivial endpoint of the Hausdorff-Young inequality.
Finally Corollary 2 (for the first) and Sobolev type embeddings (for the other
factors) give the upper bound
‖∂l0x
2k+1∏
i=1
∂lix ui‖Xr0,b′ .
2k+1∏
i=1
‖ui‖Xr0,b .
Thus we have shown that the desired estimate for the contribution from this subcase
holds true for s = 0 and hence also for any s > 0.
2. |ξ2| ∼ |ξ1|. If additionally ||ξ|−|ξ2|| ≤ 12 |ξ2| and hence |ξ| ∼ |ξ1|, we can choose
u and v as in subcase 1., so that the symbol of the multiplier M∗ρ′,j(u, v) behaves
∼ |ξ1|
2j
ρ′ and we may argue as before. If on the contrary ||ξ|−|ξ2|| ≥ 12 |ξ2|, we choose
u = Mr,j(u1, u2k+1)u3 · · ·u2k with frequency ξ − ξ2 and v = u2 with frequency ξ2.
Then the symbol of M∗ρ′,j(u, v) becomes (|ξ − ξ2||ξ + ξ2|((ξ − ξ2)2j−2 + ξ2j−22 ))
1
ρ′ ∼
|ξ1|
2j
ρ′ . So we may again argue as in subcase 1. with u2 and u2k interchanged.

5. A counterexample - proof of Proposition 1
In [25] the two parameter family
uNω(x, t) =
√
6ωei(t(N
3−Nω2)+Nx)sech(ω(x− (ω2 − 3N2)t))
MKDV AND KDV HIERARCHIES 25
of solutions of a complex mKdV equation was used to show that the Cauchy problem
for this equation is ill-posed in Hs(R) in the C0-uniform sense, if s < 14 . Here we
are going to use essentially the same family of functions - with a slightly different
choice of parameters, depending on j - to prove Proposition 1. The first step is to
modify the uNω appropriately, so that they solve an equation of type (21).
Lemma 8. Let f(z) = sech(z),
δ =
j∑
n=0
(−1)n
(
2j + 1
2n
)
N2(j−n)+1ω2n,
c =
j∑
n=0
(−1)n+1
(
2j + 1
2n+ 1
)
N2(j−n)ω2n,
and
vNω(x, t) = ωe
i(Nx+δt)f(ω(x− ct)).
Then, for a specific choice of the coefficients ajkl, vNω is a solution of (21).
Proof. We define
u(x, t) = uM (x, t) = e
i(Mx+δ0t)f(x− c0t)
with
δ0 =
j∑
n=0
(−1)n
(
2j + 1
2n
)
M2(j−n)+1 and c0 =
j∑
n=0
(−1)n+1
(
2j + 1
2n+ 1
)
M2(j−n).
Then
(55) ∂tu(x, t) = e
i(Mx+δ0t)(iδ0f(x− c0t)− c0f ′(x − c0t))
and
(56) ∂2j+1x u(x, t) = e
i(Mx+δ0t)
2j+1∑
k=0
(
2j + 1
k
)
(iM)2j+1−kf (k)
= (−1)j+1ei(Mx+δ0t)
j∑
n=0
(−1)n+1M2(j−n)
[(
2j + 1
2n
)
iMf (2n) +
(
2j + 1
2n+ 1
)
f (2n+1)
]
.
For convenience we omit the argument x − c0t of f (k). Using the easily checked
identities f ′2 = f2 − f4 and f ′′ = f − 2f3 we obtain for the higher derivatives of f
f (2n) =
n∑
m=0
cnmf
2m+1 and f (2n+1) =
n∑
m=0
cnm(2m+ 1)f
2mf ′,
where we leave the coefficients cnm unspecified except for the fact that cn0 = 1 for
all n ≥ 0. Inserting into (56) we obtain
(57) ∂2j+1x u(x, t) = (−1)j+1ei(Mx+δ0t)
j∑
m=0
f2m
∑
n
,
where∑
n
:=
j∑
n=m
(−1)n+1cnmM2(j−n)
[(
2j + 1
2n
)
iMf +
(
2j + 1
2n+ 1
)
(2m+ 1)f ′
]
.
Similarly we see that
(58)
∂2jx u(x, t) = e
i(Mx+δ0t)
2j∑
k=0
(
2j
k
)
(iM)2j−kf (k) = (−1)jei(Mx+δ0t)
j∑
m=0
f2m
∑′
n
26 AXEL GRU¨NROCK
with ∑′
n
:=
j∑
n=m
(−1)ncnmM2(j−n)
[(
2j
2n
)
f − i
M
(
2j
2n+ 1
)
(2m+ 1)f ′
]
.
Now δ0 and c0 are chosen in such a way that the linear terms in (55) and (57)
cancel, which gives
∂tu(x, t) + (−1)j+1∂2j+1x u(x, t) = ei(Mx+δ0t)
j∑
m=1
f2m
∑
n
,
where the double sum on the right hand side is a linear combination of
F :=
(
M2j−1f3,M2j−2f2f ′, . . . ,Mf3, f2f ′;
M2j−3f5,M2j−4f4f ′, . . . ,Mf5, f4f ′;
...
M3f2j−1,M2f2j−2f ′,Mf2j−1, f2j−2f ′;
Mf2j+1, f2jf ′
)
,
which is ordered firstly by increasing degree and secondly (for fixed degree) by
decreasing powers of M . Next we consider the system
U :=
(|u|2∂2j−1x u, (∂x|u|2)∂2j−2x u, . . . , (∂2j−2x |u|2)∂xu, (∂2j−1x |u|2)u;
|u|4∂2j−3x u, (∂x|u|4)∂2j−4x u, . . . , (∂2j−4x |u|4)∂xu, (∂2j−3x |u|4)u;
...
|u|2j−2∂3xu, (∂x|u|2j−2)∂2xu, (∂2x|u|2j−2)∂xu, (∂3x|u|2j−2)u;
|u|2j∂xu, (∂x|u|2j)u
)
,
which is ordered in the same manner by degree and secondly by the decreasing
number of derivatives on the single factor u. The length of both systems is j(j+1).
Concerning the terms (∂lx|u|2k)∂2(j−k)+1−lx u with 1 ≤ k ≤ j, 0 ≤ l ≤ 2(j − k) + 1,
which appear in U , we observe first, that for even l
(59) ∂lx|u|2k =
l
2∑
ν=0
blkνf
2(k+ν)
and for odd l
(60) ∂lx|u|2k =
l−1
2∑
ν=0
b˜lkνf
2(k+ν)−1f ′
with nonvanishing coefficients blkν and b˜lkν . Combining (57) and (59) we see that
for l even e−i(Mx+δ0t)(∂lx|u|2k)∂2(j−k)+1−lx u is a linear combination of members of
the system F with leading (in the sense of the order of F ) term M2(j−k)+1−lf2k+1.
Essentially the same holds true for odd l, as we obtain from (58) and (60); in this
case the leading term isM2(j−k)+1−lf2kf ′. Because of f ′2 = f2−f4 the product of
the derivatives in (58) and (60) produces terms of the same kind, but not of leading
order, so that no cancellations occur. Now read F and U als column vectors. Then
the preceeding considerations show that there is a triangular j(j+1)×j(j+1)-matrix
A with nonvanishing diagonal entries, such that U = ei(Mx+δ0t)AF . Since A is
invertible, ei(Mx+δ0t)
∑j
m=1 f
2m
∑
n can be reexpressed in terms of U , which shows
that u in fact solves an equation of type (21). Finally we have that vNω(x, t) =
ωuN
ω
(ωx, ω2j+1t), which solves the same equation. 
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Inserting the above family of solutions into the proof of [25, Theorem 1.2] we
obtain our ill-posedness result in Proposition 1. We will be brief, because only
two modifications have to be made. Firstly, the exponents have to be adjusted
to the more general data spaces, as was already carried out for j = 1 in [14,
Section 5]. Secondly, we have to take care of the higher propagation speed c ∼ N2j
(instead of N2) of the solutions of the higher order equations. This leads to a faster
separation of two highly concentrated solutions starting close together and hence
to the increasing (with j) lower threshold for uniformly continuous dependence.
Proof of Proposition 1. We choose parameters N →∞, ω = N−sr′ , and N1,2 ∼ N
with |N1−N2| = CTNsr
′−(2j−1), where C is a large constant and T > 0 the assumed
lifespan. Let f(z) = sech(z) as in the previous lemma. Then, due to our choices
and the assumption s > − 1
r′
, the function Fxf( ·−Nω ) is concentrated around N , so
that for vNω as in Lemma 8 we have
‖vNkω(0)‖ bHrs (R) . 1, k = 1, 2.
A short computation along the lines of [25, (2.10) on p. 626] gives
‖vN1ω(0)− vN2ω(0)‖ bHrs (R) . ω
− 1
rNs|N1 −N2| = C
T
N2sr
′−(2j−1) −→ 0,
if s < 2j−12r′ , as assumed. On the other hand, we have for any positive T
‖vN1ω(T )− vN2ω(T )‖ bHrs (R) & N
s‖vN1ω(T )− vN2ω(T )‖ bHr0 (R)
& Ns sup
‖φ‖Lr≤1
〈vN1ω(T )− vN2ω(T ),F−1x φ〉L2 .
Now the vNkω(T ), k = 1, 2, are concentrated on intervals Ik of size ω
−1 around
ckT =
j∑
n=0
(−1)n+1
(
2j + 1
2n+ 1
)
N
2(j−n)
k ω
2nT ∼ N2jk T,
which are disjoint for N2j−1|N1 − N2|T ≫ ω−1 = Nsr′ , as is guaranteed by our
choice of N1 −N2. Taking
F−1x φ = cω
1
r′ χI1
vN1ω(T )
|vN1ω(T )|
,
where the factor ω
1
r′ ensures that ‖φ‖Lr ≤ 1, we see that ‖vN1ω(T )−vN2ω(T )‖ bHrs (R)
is bounded from below by
cNsω
1
r′
∫
|vN1ω(x, T )|dx = cω
∫
f(ωx)dx = c.
Thus the mapping data upon solution from bounded subsets of Ĥrs (R) to any so-
lution space XT continuously embedded in C([0, T ], Ĥ
r
s (R)) cannot be uniformly
continuous, if − 1
r′
< s < 2j−12r′ . 
6. Estimates for the higher order KdV equations
In this section we prove the estimates necessary for Theorem 2. Here we rely
heavily on the bilinear estimate
(61) ‖Mp,j(u1, u2)‖cLrx(cLpt ) . ‖u1‖Xr,ps1,b‖u2‖Xr,ps2,b ,
which holds true for 1 < r ≤ p ≤ 2, b > 1
p
and s1,2 ≥ 0 with s1 + s2 > 1r −
1
p
. Inequality (61) is easily obtained from (27) in Corollary 2 by Sobolev type
embeddings. In addition we will need the following weaker version, which is usefull,
if the frequencies of the two factors are very close together, that is, if |ξ1 − ξ2| ≪
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|ξ1| ∼ |ξ2|. For its proof we go back to the arguments of Kenig, Ponce, and Vega
in [23], [24].
Lemma 9. Let 1 < r < p ≤ 2, 0 < ε ≪ 1, and b > 1
p
. Then, with P≥1 =
F−1x χ{|ξ|≥1}Fx,
(62) ‖D
2j−1
2r −ε
x P≥1(u1u2)‖cLrx(cLpt ) . ‖u1‖Xr,p0,b ‖u2‖Xr,p0,b .
Proof. For i = 1, 2 we choose fi with ‖fi‖Lr′
ξ
(Lp
′
τ )
= ‖u1‖Xr,p0,b , so that (62) can be
written as
‖|ξ| 2j−12r −ε
∫
∗
dξ1dτ1
f1(ξ1, τ1)f2(ξ2, τ2)
〈σ1〉b〈σ2〉b ‖Lr′ξ (Lp
′
τ )
. ‖f1‖Lr′
ξ
(Lp
′
τ )
‖f2‖Lr′
ξ
(Lp
′
τ )
.
In view of the estimate (27) in Lemma 2 it is sufficient to consider the frequency
range |ξ1 − ξ2| ≪ |ξ1|, where |ξ| is large. We decompose dyadically with respect to
|ξ1 − ξ2 | = 12 |ξ1 − ξ2| and consider the contributions
‖|ξ| 2j−12r −ε
∫
∗
dξ1dτ1χAk(ξ1)
f1(ξ1, τ1)f2(ξ2, τ2)
〈σ1〉b〈σ2〉b ‖Lr′ξ (Lp
′
τ )
,
where Ak = {ξ1 : |ξ1 − ξ2 | ∼ 2−k} for k ≥ 1, and A0 = {ξ1 : 1 ≤ |ξ1 − ξ2 | ≪ |ξ1|}.
We apply Ho¨lder’s inequality and [13, Lemma 4.2] to obtain∫
dτ1
f1(ξ1, τ1)f2(ξ2, τ2)
〈σ1〉b〈σ2〉b . 〈σres〉
−b
(∫
∗
dτ1|f1(ξ1, τ1)f2(ξ2, τ2)|p
′
) 1
p′
,
where σres = τ − ξ2j+11 − ξ2j+12 = τ − ξ
2j+1
22j − h(x) with x = ξ1 − ξ2 and
h(x) = ξ
j∑
l=1
(
2j + 1
2l
)
( ξ2 )
2(j−l)x2l ∼ ξx2(ξ2(j−1) + x2(j−1)),
cf. (24). We have
(63) h′(x) = ξx
j∑
l=1
(
2j + 1
2l
)
( ξ2 )
2(j−l)2lx2(l−1) ∼ ξx(ξ2(j−1) + x2(j−1)),
which implies
(64) |h′(x)| & (|h(x)||ξ|(ξ2(j−1) + x2(j−1))) 12 & |h(x)| 12 |ξ| 2j−12 .
Now we treat first the case where k = 0. A second Ho¨lder application gives∫
∗
dξ1dτ1χA0(ξ1)
f1(ξ1,τ1)f2(ξ2,τ2)
〈σ1〉b〈σ2〉b
.
∫
∗ dξ1χA0(ξ1)|ξ1 − ξ2 |
1
p 〈σres〉−b〈ξ1 − ξ2 〉−
1
p
(∫
∗ dτ1|f1(ξ1, τ1)f2(ξ2, τ2)|p
′
) 1
p′
.
(∫
A0
dξ1|ξ1 − ξ2 |〈σres〉−bp
) 1
p
(∫
∗ dξ1dτ1〈ξ1 − ξ2 〉−
p′
p |f1(ξ1, τ1)f2(ξ2, τ2)|p′
) 1
p′
.
For the first factor we obtain the upper bound(∫
dh|ξ|−(2j−1)〈τ − ξ
2j+1
22j
− h〉−bp
) 1
p
. |ξ|− 2j−1p . |ξ|− 2j−12r +ε,
so that the |ξ|-factors cancel. Using Fubini we arrive at
‖|ξ| 2j−12r −ε ∫
∗
dξ1dτ1χA0(ξ1)
f1(ξ1,τ1)f2(ξ2,τ2)
〈σ1〉b〈σ2〉b
‖
L
p′
τ
.
(∫
∗ dξ1〈ξ1 − ξ2 〉−
p′
p ‖f1(ξ1, ·)‖p
′
L
p′
τ
‖f2(ξ2, ·)‖p
′
L
p′
τ
) 1
p′
.
(∫
∗
dξ1‖f1(ξ1, ·)‖r′
L
p′
τ
‖f2(ξ2, ·)‖r′
L
p′
τ
) 1
r′
.
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Taking ‖ ‖Lr′
ξ
of the latter, we obtain the desired bound for the contribution from
A0. For k ≥ 1 the argument is similar. Lemma 4.1 from [13] and Ho¨lder’s inequality
give∫
∗
dξ1dτ1χAk(ξ1)
f1(ξ1, τ1)f2(ξ2, τ2)
〈σ1〉b〈σ2〉b
.
(∫
∗
dξ1χAk(ξ1)〈σres〉−bp
) 1
p
(∫
∗
dξ1dτ1χAk(ξ1)|f1(ξ1, τ1)f2(ξ2, τ2)|p
′
) 1
p′
.
For the first factor we use (63) and (64) to get(∫
|x|∼2−k
dx〈τ − ξ
2j+1
22j
− h(x)〉−bp
) 1
p
.
(∫
|x|∼2−k
dh
|h′(x)| 〈τ −
ξ2j+1
22j
− h〉−bp
) 1
p
.
(∫
|x|∼2−k
dh|h| θ−12 |x|−θ|ξ|− (2j−1)(1+θ)2 〈τ − ξ
2j+1
22j
− h〉−bp
) 1
p
. 2
kθ
p |ξ|− (2j−1)(1+θ)2p ,
whenever θ ∈ [0, 1]. We choose θ slightly smaller than p−r
r
, so that (2j−1)(1+θ)2p =
2j−1
2r − ε and the |ξ|-factors cancel again. Hence
‖|ξ| 2j−12r −ε ∫∗ dξ1dτ1χAk(ξ1) f1(ξ1,τ1)f2(ξ2,τ2)〈σ1〉b〈σ2〉b ‖Lp′τ
. 2
kθ
p
(∫
∗
dξ1χAk(ξ1)‖f1(ξ1, ·)‖p
′
L
p′
τ
‖f2(ξ2, ·)‖p
′
L
p′
τ
) 1
p′
. 2k(
θ+1
p
− 1
r
)
(∫
∗ dξ1‖f1(ξ1, ·)‖r
′
L
p′
τ
‖f2(ξ2, ·)‖r′
L
p′
τ
) 1
r′
where θ+1
p
− 1
r
< 0. It remains to take the Lr
′
ξ -norm and to sum up over k. 
Remark: Similar arguments show that (62) is also true for p = r and ε = 0. In
this case the dyadic decomposition is not necessary.
We turn to the estimate for the quadratic nonlinearities. Here the resonance
relation
(65) |ξ1ξ2(ξ1 + ξ2)|(ξ2j−21 + ξ2j−22 ) .
2∑
i=0
〈σi〉
is essential, to which Lemma 5 reduces for ξ3 = 0.
Theorem 7. Let j ≥ 2, l0 ≥ 1, l1,2 ≥ 0 with l0+ l1+ l2 = 2j− 1, and 1 < r ≤ p ≤
2j
2j−1 as well as
s >
2j + 1
p
− 2j − 1
2r
− 2 = j − 1
2
− 2j + 1
p′
+
2j − 1
2r′
.
Then there exists b′ > − 1
p′
, such that for all b > 1
p
‖∂l0x (∂l1x u1∂l2x u2)‖Xr,p
s,b′
. ‖u1‖Xr,p
s,b
‖u2‖Xr,p
s,b
.
The proof of this theorem consists again of a case by case discussion depending
on the relative size of the frequencies ξ, ξ1, ξ2 and the modulations σ0 = τ − ξ2j+1,
σ1 = τ1 − ξ2j+11 , and σ2 = τ2 − ξ2j+12 . It is similar to the proof of Theorem 3 and
we shall use partly the notation introduced at the beginning of Section 48. The
only new element is the extensive use of the resonance relation, which is standard
in the literature. So we will be brief and avoid repetitions as far as possible. The
8Besides that we sometimes write a± for a number a± ε with sufficiently small ε > 0.
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first part of the proof covers as well the case j = 1, while in the second part we
restrict ourselves to j ≥ 2.
Proof. The trivial region, where |ξ1| ≤ 1 and |ξ2| ≤ 1 (and hence |ξ| ≤ 2) is
easily treated for all b′ ≤ 0 by Young’s and Ho¨lder’s inequalities. The region with
|ξ1| ≤ 1 ≤ |ξ2| (or vice versa) is decisive. Here we apply the estimate (61), which
requires especially p ≤ 2j2j−1 in order to control all the 2j − 1 derivatives in the
nonlinearity. The estimate in this region is independent of s ∈ R and works for all
b′ ≤ 0. In the sequel we will always have |ξ1| ≥ 1 and |ξ2| ≥ 1.
Case 1: |σ0| ≥ |σ1,2|. Here we may assume by symmetry that |ξ1| ≥ |ξ2|.
Subcase 1.1: |ξ1| ∼ |ξ2|.
Subsubcase 1.1.1: |ξ| ≪ |ξ1|. Here we apply the resonance relation (65), which
gives control over |ξ|−b′ |ξ1|−2jb′ = |ξ|
1
p′
−|ξ1|
2j
p′
−
, and the bilinear estimate (61),
which gives a further gain of |ξ| 1p |ξ1|
2j−1
p . By this and the |ξ1|2s from the norms
on the right we have to control the 〈ξ〉s from the norm on the left, the |ξ||ξ1|2j−2
from the nonlinearity and the |ξ1|
1
r
− 1
p
+ from (61). This works for s = 0 (and hence
for s ≥ 0), since the |ξ|-factors almost cancel and |ξ1|2j−2+
1
r
− 1
p . |ξ1|2j−1+
1
p′
−
. If
s < 0, the factor 〈ξ〉s is useless, and so we need
(66) 2j − 2 + 1
r
− 1
p
<
2j − 1
p
+
2j
p′
+ 2s, i. e. s > −1
2
− 1
2r′
,
which is our first condition on s.
Subsubcase 1.1.2: |ξ| ∼ |ξ1| (so that eventually |ξ1 − ξ2| ≪ |ξ|). Here we use
Lemma 9 instead of estimate (61). Together with the resonance relation this gives
a gain of |ξ| 2j−12r + 2j+1p′ −. Taking into account the 2j − 1 derivatives from the non-
linearity and the three 〈ξ〉s-factors from the norms, we are led to the condition
(67) s > 2j − 1− 2j − 1
2r
− 2j + 1
p′
= j − 1
2
− 2j + 1
p′
+
2j − 1
2r′
.
We observe that for j ≥ 2 and in the admissible range of p the condition (67)
implies (66).
Subcase 1.2: |ξ2| ≪ |ξ1| (so that |ξ| ∼ |ξ1|). Here we apply again the bilin-
ear estimate (61), which gives a |ξ1|
2j
p , while from the resonance relation we get
|ξ1|
2j
p′
−|ξ2|
1
p′
−
. Comparing the high frequencies first, we must have 〈ξ〉s|ξ|2j−1 .
|ξ1|2j−〈ξ1〉s, which is obviously fulfilled independently of s. Comparing all frequen-
cies, taking also into account the loss of |ξ2|
1
r
− 1
p
+ in the application of (61), we end
up with the demand s > −1 − 1
r′
, which is weaker that both conditions (66) and
(67).
Case 2: |σ1| ≥ |σ0,2|. Here we restrict ourselves to j ≥ 2, so that the Sobolev
regularity s is always positive.
Subcase 2.1: |ξ1| ∼ |ξ2|. We apply the resonance relation (65) first, which gives
the gain |ξ| 1p |ξ1|
2j
p . Throwing away the 〈σ0〉b′ , we get for this subregion the upper
bound
‖(DsxΛbu1)(D
2j+1
p′
−2
x u2)‖cLrx(cLpt ) . ‖u1‖Xr,ps,b ‖D
2j+1
p′
−2
x u2‖dL∞xt . ‖u1‖Xr,ps,b ‖u2‖Xr,ps,b ,
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provided
(68) s >
2j + 1
p′
+
1
r
− 2 = 2j + 1
p′
− 1
r′
− 1,
which is weaker than (67), since j ≥ 2.
Subcase 2.2: |ξ2| ≪ |ξ1|. Here the resonance relation (65) provides a gain of
|ξ2|
1
p |ξ1|
2j
p . The argument used in the previous subcase applies here as well, since
the small factor |ξ2|
1
p can always be used for the Sobolev type embedding in the
last step. So we end up again with condition (68).
Subcase 2.3: |ξ1| ≪ |ξ2|. The gain from the resonance relation here is |ξ1|
1
p |ξ2|
2j
p ,
giving the upper bound
‖(D
2j+1
p′
−2
x Λ
bu1)(D
s
xu2)‖cLrx(cLpt ) .
‖D
2j+1
p′
−2
x Λ
bu1‖dL∞x (cLpt )‖D
s
xu2‖cLrx(dL∞t ) . ‖u1‖Xr,ps,b ‖u2‖Xr,ps,b ,
which requires (68) again.
By symmetry the discussion of the case |σ2| ≥ |σ0,1| is unnecessary, and the
proof is complete. 
Next we estimate the cubic and higher nonlinearities in the KdV hierarchy. We
do not aim for optimality here, since the most restrictive condition comes anyway
from the quadratic terms.
Lemma 10. Let j ≥ 2, 3 ≤ k ≤ j + 1, l0 ≥ 1, l1, . . . , lk ≥ 0 with
∑k
i=0 li =
2(j − k) + 3 and 1 < r ≤ p ≤ 2j2j−1 . Then, for b > 1p and s > 2(j−k)+32(k−1) (1 + 1r′ ) the
estimate
‖Js∂l0x
k∏
i=1
∂lix ui‖cLrx(cLpt ) .
k∏
i=1
‖ui‖Xr,p
s,b
holds true.
Proof. By symmetry we may assume |ξ1| ≥ · · · ≥ |ξk|. Then we have to distinguish
only two cases.
Case 1: |ξ1| ≥ 2|ξk|. Our assumptions imply 2j+1p′ < (k − 1)(2 − 1r ) and hence
2(j − k) + 3 + k−1
r
− 1
p
< 2j
p
. This gives
Js∂l0x
k∏
i=1
∂lix ui Mp,j(Jsu1, J
1
p
− 1
r
−uk)
k−1∏
i=2
J−
1
r
−ui.
Now the bilinear estimate (61) is combined with Sobolev type embeddings, which
gives the desired bound in this case for all s ≥ 0.
Case 2: |ξ1| ∼ |ξk|. Certainly two frequencies have the same sign. To the corre-
sponding factors we will apply Lemma 9. We have to control 2(j−k)+3 derivatives
from the nonlinearity, s derivatives from the norm, and k−2
r
+ derivatives, which
we have to spend on embeddings. On the other hand we have a gain of 2j−12r −
derivatives from (62) and ks derivatives from the norms on the right. This leads to
the condition
2(j − k) + 3 + s+ k − 2
r
<
2j − 1
2r
+ ks,
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which is s > 2(j−k)+32(k−1) (1 +
1
r′
), as assumed. 
We observe that the lower bound on s in Lemma 10 is smaller than that in
Theorem 7, which is decreasing in p. So we choose p = 2j2j−1 , and the decisive lower
bound on s becomes
s > j − 3
2
− 1
2j
+
2j − 1
2r′
,
just as demanded in Theorem 2.
7. Further estimates related to the KdV equation
In this last section we refine the analysis for the quadratic terms in the special
case j = 1. Notice that the Xr,ps,b -norms in the sequel are always those with phase
function φ(ξ) = ξ3. In the proof of Theorem 7 the region with |σ1| ≥ |σ0,2| was
estimated roughly by using nothing but the resonance relation and Sobolev type
embeddings. This was sufficient for j ≥ 2, since another region gave a stronger
condition on s, but has to be sharpened in order to obtain Proposition 3. To
exploit the 〈σ0〉-weight we will apply the following lemma, which exhibits at least
a weak smoothing effect.
Lemma 11. Let 1 < r ≤ p ≤ 2, b′ < − 1
p′
, b > 1
p
, and s1,2 ≥ 0. Then,
a) if s1 + s2 >
1
r
− 1
r′
, we have
(69) ‖M∗r′,1(u1, u2)‖Xr,p
0,b′
. ‖Js1u1‖cLrx(cLpt )‖u2‖Xr,ps2,b ,
b) if Fxu1 is supported outside [−1, 1] and s1 + s2 > 1− 72r′ , the estimate
(70) ‖(D
1
2r′
x u1)u2‖Xr,p
0,b′
. ‖Js1u1‖cLrx(cLpt )‖u2‖Xr,ps2,b
holds true.
Proof. By a Sobolev type embedding in time, it is sufficient in both cases to prove
the upper bound
. . . . ‖Js1u1‖cLrx(cLpt )‖u2‖Xr,p′s2,−b′
.
For that purpose we choose f1,2 with ‖f1‖Lr′
ξ
(Lp
′
τ )
= ‖Js1u1‖cLrx(cLpt ) and ‖f2‖Lr′ξ (Lpτ ) =
‖u2‖Xr,p′
s2,−b
′
. Then we have to show
‖〈σ0〉b
′
∫
∗
dξ1dτ1W (ξ, ξ1)〈ξ1〉−s1〈ξ2〉−s2〈σ2〉b
′
f1(ξ1, τ1)f2(ξ2, τ2)‖Lr′
ξ
(Lp
′
τ )
. ‖f1‖Lr′
ξ
(Lp
′
τ )
‖f2‖Lr′
ξ
(Lpτ )
,
where the weight W (ξ, ξ1) will be specified later. Testing with a generic function
φ ∈ Lrξ(Lpτ ), using Fubini’s theorem and Ho¨lder’s inequality we reduce matters to
showing that
(71) ‖〈ξ1〉−s1
∫
∗
dξdτW (ξ, ξ1)〈ξ2〉−s2〈σ0〉b
′〈σ2〉b
′
φ(ξ, τ)f2(ξ2, τ2)‖Lr
ξ1
(Lpτ1)
. ‖φ‖Lr
ξ
(Lpτ)‖f2‖Lr′
ξ
(Lpτ )
.
By Ho¨lder’s inequality and [13, Lemma 4.2] we have∫
∗
dτ〈σ0〉b
′〈σ2〉b
′
φ(ξ, τ)f2(ξ2, τ2) . 〈σres〉b
′
(∫
∗
dτ |φ(ξ, τ)f2(ξ2, τ2)|p
) 1
p
,
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where σres = τ1 − ξ31 + 3ξ1ξ(ξ − ξ1) = τ1 − ξ
3
1
4 + 3ξ1x
2 with x = ξ − ξ12 . Writing
W (ξ, ξ1) =W1(ξ, ξ1)W2(ξ, ξ1) we obtain by a second Ho¨lder application∫
∗
dξdτW (ξ, ξ1)〈ξ2〉−s2〈σ0〉b
′〈σ2〉b
′
φ(ξ, τ)f2(ξ2, τ2)
.
(∫
∗
dξW1(ξ, ξ1)
r′〈σres〉b
′r′
) 1
r′ ×(∫
∗
dξW2(ξ, ξ1)
r〈ξ2〉−s2r
(∫
∗
dτ |φ(ξ, τ)f2(ξ2, τ2)|p
) r
p
) 1
r
Assume now the first factor to be bounded. Then we can use Minkowski’s inequality
to estimate the left hand side of (71) by
(72) ‖〈ξ1〉−s1
(∫
dξW2(ξ, ξ1)
r〈ξ2〉−s2r‖φ(ξ, ·)‖rLpτ ‖f2(ξ2, ·)‖rLpτ
) 1
r ‖Lr
ξ1
= ‖‖φ(ξ, ·)‖Lpτ
( ∫
dξ1〈ξ1〉−s1r〈ξ2〉−s2rW2(ξ, ξ1)r‖f2(ξ2, ·)‖rLpτ
) 1
r ‖Lr
ξ
.
Now we specify the weights. For part a) we choose W1(ξ, ξ1) = (|ξ1||ξ − ξ12 |)
1
r′ and
W2(ξ, ξ1) = 1, so that with h(ξ) = ξ1(ξ − ξ12 )2∫
dξW1(ξ, ξ1)
r′〈σres〉b
′r′ =
∫
dh〈τ1 − ξ
3
1
4 + 3h〉b
′r′ ≤ c.
The right side of (72) is then estimated by Ho¨lder’s inequality using s1+s2 >
1
r
− 1
r′
,
which gives (71). For part b) we distinguish two cases. If |ξ − ξ12 | ≤ 1 we choose
W1(ξ, ξ1) = |ξ1| 12r′ and W2(ξ, ξ1) = χ
{|ξ−
ξ1
2 |≤1}
. Then
∫
dξW1(ξ, ξ1)
r′〈σres〉b
′r′ =
∫
dx|ξ1| 12 〈τ1 − ξ
3
1
4 + 3ξ1x
2〉b′r′
=
1
2
∫
dh|h|− 12 〈τ1 − ξ
3
1
4 + 3h〉b
′r′ ≤ c.
The right hand side of (72) is again estimated by Ho¨lder’s inequality, which works
for all nonnegative s1,2. If |ξ − ξ12 | ≥ 1 we choose W1(ξ, ξ1) = (|ξ1||ξ − ξ12 |)
1
r′ and
W2(ξ, ξ1) = |ξ1|− 12r′ |ξ − ξ12 |−
1
r′ χ
{|ξ−
ξ1
2 |≥1}
, so that W (ξ, ξ1) = |ξ1| 12r′ χ
{|ξ−
ξ1
2 |≥1}
.
We have already seen that in this case
∫
dξW1(ξ, ξ1)
r′〈σres〉b′r′ ≤ c, and the right
hand side of (72) becomes bounded by
‖‖φ(ξ, ·)‖Lpτ ‖〈ξ1〉−s1−
1
2r′ 〈ξ2〉−s2〈ξ − ξ12 〉−
1
r′ ‖f2(ξ2, ·)‖Lpτ ‖Lrξ1‖Lrξ
. ‖φ‖Lr
ξ
(Lpτ)‖f2‖Lr′
ξ
(Lpτ )
,
provided s1 + s2 +
3
2r′ >
1
r
− 1
r′
, as assumed. 
Equipped with Lemma 11 we can turn to the estimate crucial for Proposition 3.
Lemma 12. Assume one of the following conditions to be fulfilled.
a) 1 < r ≤ 75 , s > − 14 − 118r′ , and 1p′ = 14 + 58r′ ;
b) 75 ≤ r ≤ 2, s > − 12 − 12r′ , and 13 (1 + 1r′ ) ≤ 1p′ ≤ min (12 , 32r′ ).
Then there exists b′ > − 1
p′
, so that for all b > 1
p
the estimate
‖∂x(u1u2)‖Xr,p
s,b′
. ‖u1‖Xr,p
s,b
‖u2‖Xr,p
s,b
holds true.
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Proof. We modify the analysis in the proof of Theorem 7. The cases |ξ1| ≤ 1 and/or
|ξ2| ≤ 1 as well as |σ0| ≥ |σ1,2| remain unchanged. These led to the conditions
1 < r ≤ p ≤ 2, s > − 12 − 12r′ (66), and s > 12 − 3p′ + 12r′ (67)9, which are easily
checked. By symmetry it remains only to discuss the region |σ1| ≥ |σ0,2|. We
distinguish several subcases.
Subcase 1: |ξ1| ≪ |ξ2|. We apply part a) of Lemma 11, which gives a gain of
|ξ1| 1r′ |ξ2| 1r′ and a loss of |ξ1| 1r− 1r′ . We have to control |ξ|1+s (from the nonlinearity
and the norm on the left) and |ξ1|−s|ξ2|−s (from the norms on the right), whereas
the resonance relation gives a gain of |ξ1|
1
p
−|ξ2|
2
p
−. Expressing all losses and gains
in terms of ξ1 and ξ2, we must have
|ξ1| 1r− 1r′−s|ξ2| . |ξ1|
1
r′
+ 1
p
−|ξ2|
2
p
+ 1
r′
−,
which is fulfilled in its high frequency part, since 2
p
≥ 1 and 1
r′
> 0. Comparing
both, the high and the low frequencies, we find the condition
(73) s >
3
p′
− 4
r′
− 1.
Subcase 2: |ξ2| ≪ |ξ1|. The estimation here follows the same lines as in subcase
1 and leads again to condition (73). It is in fact the more harmless case, since the
gain in the application of Lemma 11 lies completely on the high frequency.
Subcase 3: |ξ1| ∼ |ξ2| ≫ |ξ|. Again we can apply part a) of Lemma 11, where
now the loss falls unavoidably onto a high frequency. Comparing gains and losses
we must have
〈ξ〉s|ξ||ξ1| 1r− 1r′−2s+ . |ξ|
1
p
−|ξ1|
2
r′
+ 2
p
−.
Considering all frequencies here, we end up with (73) again, but for the high fre-
quency we need
(74) s >
1
p′
− 2
r′
− 1
2
,
which is more restrictive than (73), since our assumptions imply 1
p′
≤ 14 + 1r′ .
Subcase 4: |ξ1| ∼ |ξ2| ∼ |ξ|. Here the symbol of the Fourier multiplier M∗r′,1 can
become small, so we shall use part b) of Lemma 11. As long as 1
r′
> 27 there are no
expenses in its application, but a gain of |ξ| 12r′ . Comparing all gains and losses we
are led to the condition s > 3
p′
− 12r′ − 2, which is weaker than (66), since 1p′ ≤ 12 .
If 1
r′
≤ 27 , we must have s > 3p′ − 4r′ − 1, which is (73) again.
Here the case by case discussion is completed, and it remains to check (74). For
1 < r ≤ 75 the choice 1p′ = 14 + 58r′ implies that both conditions (67) and (74)
become s > − 14 − 118r′ , which is assumed and stronger than (66). For 75 ≤ r ≤ 2
condition (66) is assumed and - in the allowed range for 1
p′
- stronger than (67) and
(74). 
9specialized to j = 1
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