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Sommaire 
L'électrodynamique quantique en circuit est, une architecture prometteuse pour le 
calcul quantique ainsi que pour étudier l'optique quantique. Dans cette architecture, on 
couple un ou plusieurs qubits supraconducteurs jouant le rôle d'atomes à un ou plusieurs 
résonateurs jouant le rôle de cavités optiques. Dans cette thèse, j'étudie l'interaction entre 
un seul qubit supraconducteur et un seul résonateur, en permettant cependant au qubit 
d'avoir plus de deux niveaux et au résonateur d'avoir une non-linéarité Kerr. Je m'inté-
resse particulièrement à la lecture de l'état du qubit et à son amélioration, à la rétroaction 
du processus de mesure sur le qubit de même qu'à l'étude des propriétés quantiques du 
résonateur à l'aide du qubit. J'utilise pour ce faire un modèle analytique réduit que je 
développe à partir de la description complète du système en utilisant principalement 
des transformations unitaires et une élimination adiabatique. J'utilise aussi une librairie 
de calcul numérique maison permettant de simuler efficacement l'évolution du système 
complet. 
Je compare les prédictions du modèle analytique réduit et les résultats de simulations 
numériques à des résultats expérimentaux obtenus par l'équipe de quantronique du CEA-
Saclay. Ces résultats sont ceux d'une spectroscopie d"un qubit supraconducteur couplé à 
un résonateur non linéaire excité. Dans un régime de faible puissance de spectroscopie 
le modèle réduit prédit correctement la position et la largeur de la raie. La position de 
la raie subit les décalages de Lamb et de Stark, et sa largeur est dominée par un dé-
phasage induit par le processus de mesure. Je montre que, pour les paramètres typiques 
de l'électrodynamique quantique en circuit, un accord quantitatif requiert un modèle en 
réponse non linéaire du champ intra-résonateur, tel que celui développé. Dans un régime 
de forte puissance de spectroscopie, des bandes latérales apparaissent et sont causées 
par les fluctuations quantiques du champ électromagnétique intra-résonateur autour de 
sa valeur d'équilibre. Ces fluctuations sont causées par la compression du champ élec-
tromagnétique due à la non-linéarité du résonateur, et l'observation de leur effet via la 
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spectroscopie d'un qubit constitue une première. 
Suite aux succès quantitatifs du modèle réduit, je montre que deux régimes de pa-
ramètres améliorent marginalement la mesure dispersive d'un qubit avec un résonateur 
linéaire, et significativement une mesure par bifurcation avec un résonateur non linéaire. 
J'explique le fonctionnement d'une mesure de qubit dans un résonateur linéaire dévelop-
pée par une équipe expérimentale de l'Université de Yale. Cette mesure, qui utilise les 
non-linéarités induites par le qubit, a une haute fidélité, mais utilise une très haute puis-
sance et est destructrice. Dans tous ces cas, la structure multi-niveaux du qubit s'avère 
cruciale pour la mesure. 
En suggérant des façons d'améliorer la mesure de qubits supraconducteurs, et en 
décrivant quantitativement la physique d'un système à plusieurs niveaux couplé à un 
résonateur non linéaire excité, les résultats présentés dans cette thèse sont pertinents 
autant, pour l'utilisation de l'architecture d'électrodynamique quantique en circuit pour 
l'informatique quantique que pour l'optique quantique. 
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Introduction 
Information is physical. 
— Rolf Landauer [1] 
Par cette phrase toute simple, Landauer exprime une idée fondamentale qui est au 
cœur de l'information quantique. Qu'il s'agisse de papyrus, de papier, de transistors, de 
domaines magnétiques ou d'acide désoxyribonucléique, l'information, quelle qu'elle soit, 
est stockée sur des supports physiques. Cette information est donc soumise aux mêmes 
règles que ces supports. Si ce support est quantique. l'information acquiert alors de toutes 
nouvelles propriétés qui, telle la mécanique quantique, défient l'intuition. Ainsi, alors que 
l'information classique est en principe déterministe et qu'elle peut être mesurée avec 
une précision arbitraire ou copiée, l'information quantique a une nature intrinsèquement 
probabiliste, et la mécanique quantique impose des limites à la précision avec laquelle on 
peut mesurer de l'information quantique, et en interdit sa copie parfaite. 
Le rêve de la réalisation d'un ordinateur qui fonctionnerait selon les principes de la 
mécanique quantique est probablement l'un des grands moteurs qui motive et permet le 
financement d'une grande branche de la recherche fondamentale depuis la fin des années 
1990. Alors même que les « processeurs quantiques » les plus avancés actuellement ne 
comportent que quelques « qubits » ou « bits quantiques » (l'équivalent quantique des 
bits d'information classique), les promesses d'un tel ordinateur sont telles que l'outil de 
recensement de brevets Google Patents dénombre; déjà près de 5 000 brevets délivrés et 
5 000 autres demandes de brevet reliés à l'information quantique. Du même coup, la 
recherche de pointe visant d'abord la création d'un ordinateur quantique a aussi mené 
à des innovations qui permettent de repousser les frontières de notre compréhension de 
cette théorie contre-intuitive qu'est la mécanique quantique. 
1 
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C'est dans ce paradigme que s'inscrit ma recherche, à la croisée de l'information et 
de la mécanique quantique. Dans le domaine que j'ai étudié, appelé l'électrodynamique 
quantique en cavité ou en circuit, un atome — réel ou artificiel — interagit avec un champ 
électromagnétique confiné. En termes d'informatique quantique. l'atome joue alors le rôle 
d'un bit quantique, et le champ électromagnétique permet la transmission d'information 
entre deux atomes (pour faire un calcul) ou avec le monde extérieur (pour lire le résultat). 
En termes physiques, il s'agit d'une implémentation qui permet d'étudier l'interaction 
lumière-matière à l'échelle d'un seul atome et/ou photon. 
Plus précisément, je me suis intéressé à la mesure d'un qubit supraconducteur à 
l'aide du champ électromagnétique du résonateur. Il s'agit d'un sujet très similaire à 
mon sujet de maîtrise [2], qui se restreignait cependant a comprendre pourquoi le rap-
port signal-sur-bruit d'une mesure dispersive d'un qubit à deux niveaux par le champ 
électromagnétique d'un résonateur linéaire n'atteignait pas expérimentalement une va-
leur de quelques centaines, tel que prédit initialement [3]. Dans le cadre de cette thèse, 
je m'attaque à l'amélioration de cette mesure en exploitant l'existence de plus de deux 
niveaux pour certains qubits supraconducteurs ainsi que la bistabilité d'un résonateur 
non linéaire. J'étudie aussi la rétroaction de la mesure sur le qubit et comment on peut 
utiliser cette rétroaction pour extraire des informations sur la nature quantique du champ 
électromagnétique à l'intérieur du résonateur. 
Cette thèse est divisée comme suit. Au chapitre 1, j'introduis certains des concepts 
fondamentaux de l'information quantique et de l'électrodynamique quantique en cavité. 
Au chapitre 2, je présente le domaine de l'électrodynamique quantique en circuit et ses 
réalisations, ainsi que la problématique à laquelle je me suis attaquée. Aux chapitres 3 
et 4, je décris respectivement les méthodes analytiques que j'ai utilisées pour m'attaquer 
à la problématique ainsi que la librairie de calcul numérique que j 'ai développée et utili-
sée pour réaliser les simulations numériques présentées dans cette thèse. Au chapitre 5, 
j'obtiens, à partir d'un modèle initial complet décrivant un qubit à plusieurs niveaux cou-
plé à un résonateur non linéaire, un modèle réduit qui permet de séparer la description 
physique du qubit de celle du champ électromagnétique, tout en conservant un maximum 
d'information sur l'interaction et la rétroaction mutuelle entre les deux systèmes. 
Au chapitre 6, je compare ensuite les prédictions de ce modèle réduit analytique 
à des résultats expérimentaux obtenus par le groupe de quantronique du CEA-Saclay 
et à des simulations numériques du modèle initial. La comparaison montre un accord 
quantitatif sans paramètre ajustable pour la majorité des résultats à l'intérieur des limites 
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des approximations utilisées pour obtenir le modèle. Cet accord permet alors d'utiliser 
le qubit comme outil de caractérisât ion des paramètres du résonateur, ainsi que comme 
sonde du champ électromagnétique intra-résonateur. 
Finalement, au chapitre 7. en m'inspirant du modèle réduit, je présente trois cas 
— l'un d'entre eux ayant déjà été testé expérimentalement — pour lesquels la mesure 
d'un qubit supraconducteur devrait être améliorée. Le premier cas concerne une mesure 
dispersive typique de faible puissance qui peut être améliorée marginalement en exploitant 
la structure à plusieurs niveaux d"un qubit. Le deuxième cas est une mesure que j'appelle 
« par avalanche » , qui fonctionne uniquement pour un qubit à plus de deux niveaux 
et avec une très haute puissance de mesure. Finalement, le troisième cas concerne une 
mesure par bifurcation avec un résonateur non linéaire, qui peut aussi être améliorée en 
exploitant la structure à plusieurs niveaux du qubit. 
Chapitre 1 
Information et électrodynamique 
quantiques en cavité 
L'information quantique et l'optique quantique sont deux domaines centraux de la 
recherche présentée dans cette thèse. Alors que l'information quantique est la motiva-
tion initiale, l'optique quantique est le domaine de la physique dans lequel s'inscrit le 
système étudié. Il est donc utile d'introduire ces deux domaines afin de saisir la portée 
des résultats présentés dans cette thèse. Dans ce chapitre, j'introduis donc brièvement 
d'abord l'information et le calcul quantique dans la section 1.1, puis l'électrodynarnique 
quantique en cavité dans la section 1.2 
1.1 Information et calcul quantique 
Computers are physical objects, and computations are physical processes. 
What computers can or cannot compute is determined by the laws of physics 
alone, and not by pure mathematics. 
— David Deutsch [4] 
Tel que l'indique Deutsch, ce sont « les lois de la physique qui dictent ce que peut 
accomplir ou non un ordinateur ». L'information et la façon dont on peut la traiter est 
donc caractérisée par le support physique sur lequel elle est traitée. Si ce support est 
classique, c'est-à-dire décrit par la mécanique newtonienne ou les lois de Maxwell par 
4 
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exemple, l'information est classique. Si le support est plutôt décrit par la mécanique 
quantique, tels les atomes, les spins électroniques ou les photons, l'information est alors 
quantique. L'information acquiert alors des propriétés plutôt contre-intuitives : elle ne 
peut pas être copiée ni lue sans être détruite [5], et elle peut posséder plusieurs valeurs à la 
fois. Ce sont ces propriétés toutes particulières qui motivent la recherche sur l'information 
quantique et qui promettent une révolution comparable à l'avènement du transistor si 
l'on réussit à les exploiter. 
Dans cette section, j'introduis d'abord le bit quantique — ou qubit — l'unité fon-
damentale d'information quantique et la mesure quantique. J'aborde ensuite le calcul 
quantique et ses promesses, la cryptographie et la communication quantique, pour enfin 
lister quelques propositions d'architecture pour l'implémentation d'un ordinateur quan-
tique. Loin d'être exhaustive, cette section se veut davantage une introduction et le lecteur 
intéressé pourra approfondir le sujet avec l'une des références du domaine, par exemple 
le livre de Nielsen et Chuang [4] ou les notes de cours de John Preskill [6]. 
1.1.1 Qubit 
En informatique classique, le bit est l'unité fondamentale d'information. Un bit vaut 
— par convention — soit 0, soit 1. Il est physiquement représenté, par exemple, par un 
secteur magnétique sur un disque dur avec l'une ou l'autre de deux aimantations, un 
courant qui circule ou qui ne circule pas dans un transistor, ou un laser réfléchi ou pas 
par un point sur un disque compact. Si l'unité physique (le secteur, le transistor ou le 
point) est suffisamment petit, suffisamment froid ou suffisamment cohérent, la mécanique 
quantique peut devenir la théorie appropriée pour le décrire. On parle alors d'un bit 
quantique, ou qubit. 
Définition 1 (qubit) 
En informatique quantique, un bit quantique, ou qubit, est l'unité fondamentale 
d'information. 
Un qubit peut avoir deux états, notés par convention |0) et |1) en notation de Dirac [7]. 
Deux exemples de systèmes physiques qui peuvent implémenter un qubit sont un spin-| 
et la polarisation d'un photon. Non seulement un qubit peut-il être dans l'état |0) ou |1), 
mais la mécanique quantique nous enseigne qu'il peut être dans une superposition des 
deux états en même temps. En termes mathématiques, on peut écrire l'état du système 
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FIGURE 1.1 Sphère de Bloch. Représentation des temps de relaxation longitudinal T\ et 
transversal Ti dans le langage du pseudospin. 
comme 
| ^ > = a 0 | 0 ) + a 1 | l > , (l . l) 
où ao,ai sont deux nombres scalaires complexes respectant |ao|2 + |&i|2 = 1. Tel un 
pseudo-spin, on peut représenter l'état d'un qubit sur la sphère de Bloch [7] tel qu'illus-
tré à la figure 1.1. Les qubits physiques sont généralement affectés par deux processus 
qui détruisent l'état quantique. La relaxation est associée à un temps longitudinal T\ 
et correspond à une transition de l'état excité |1) vers l'état fondamental |0). L'autre 
processus, le déphasage, est associé au temps transversal T2 et correspond à la perte de 
l'information de phase entre les coefficients de la superposition. Ces deux temps sont 
représentés schématiquement sur la figure 1.1. 
Une autre définition de qubit est aussi utilisée fréquemment. 
Définition 2 (qubit, implémentation) 
Par abus de langage, on appelle souvent qubit le système physique qui sert de sup-
port à l'information quantique. On parle par exemple de qubits supraconducteurs 
ou de qubits de spin. 
Alors que dans la définition 1, un qubit a deux et seulement deux états, la définition 2 
est plus vaste. En effet, plusieurs des systèmes physiques utilisés comme qubits (au sens 
de la définition 1) ont en fait plusieurs états et ne sont décrits qu'approximativement 
par des systèmes à deux niveaux. C'est le cas par exemple des atomes et des qubit 
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supraconducteurs. Par soucis de concision, j'utiliserai souvent cette deuxième définition 
dans cette thèse. 
1.1.2 Mesure 
La mesure d'un système quantique diffère fondamentalement de celle d'un système 
classique. En effet, alors qu'en mécanique classique, il est possible de mesurer un système 
sans le perturber, la mécanique quantique nous enseigne que toute mesure doit perturber 
le système mesuré. Ainsi, sauf lorsque l'état du système est un état propre de l'opérateur 
de mesure, son état sera changé par la mesure. 
Définition 3 (mesure quantique) 
On appelle mesure quantique un processus par lequel on acquiert de l'information 
sur un système quantique, tel un qubit. 
La mécanique quantique telle qu'enseignée dans les cours de baccalauréat [7] prescrit que 
cette mesure doit laisser le système mesuré dans l'état propre de l'opérateur de mesure 
(l'observable) qui correspond à la valeur propre mesurée. Ainsi, on apprend que si l'on 
mesure l'opérateur de Pauli 
ff, = | l ) < l | - | 0 ) < 0 | , (1.2) 
sur l'état |^) définit à l'équation (1.1), on peut obtenir les valeurs 1 (-1) avec les pro-
babilités P|x) = |ai|2 (P|0) = |«o|2) et que l'état du qubit après cette mesure est |1) 
(10)). 
Dans l'exemple ci-dessus, l'une des principales différences avec une mesure classique 
apparaît lorsque l'on mesure un opérateur qui est diagonal dans une base autre que 
(|0), |1)}- Un tel opérateur est l'opérateur 
a x = | l ) ( 0 | + |0) ( l | . (1.3) 
Les états propres de cet opérateur sont 
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Selon la mécanique quantique, une mesure de l'opérateur ox sur l'état |i/>) donnerait aussi 
les valeurs propres ±1 , mais avec des probabilités 
\gx ± a0|2 
P\±) = ^ ' ( 5 ' 
et non pas 
% ) * — ^ = g • (1-6) 
C'est là qu'est toute la différence entre un bit quantique et un bit classique dit probabiliste, 
soit un bit classique auquel on aurait associé un état i avec une probabilité donnée |aj|2. 
Cette propriété est l'une de celles qui permettrait d'accélérer certains calculs comme on 
le verra dans la prochaine section. 
Une mesure telle que décrite jusqu'à présent est dite projective. C'est la mesure quan-
tique idéale, une mesure que j'appellerais de banc d'école. 
Définition 4 (mesure projective) 
On appelle mesure projective une mesure forte, QND (quantique non-destructrice) 
et monofrappe. Les définitions de ces différentes caractéristiques (forte, QND, mo-
nofrappe) sont données ci-dessous. C'est une mesure quantique après laquelle l'état 
du système mesuré est projeté dans l'état propre de l'opérateur de mesure corres-
pondant à la valeur propre observée. 
Une mesure projective est donc la plus restrictive des mesures quantiques, tel qu'illustré 
sur le diagramme de Venn à la figure 1.2. Une mesure projective parfaite extrait toute 
l'information théoriquement possible d"extraire à propos du système mesuré. Le résultat 
d'une mesure à priori projective peut cependant être entachée d'une erreur expérimentale, 
elle est alors imparfaite et on peut la caractériser par différentes quantités telles la fidélité 
ou la probabilité d'erreur [4]. 
De façon plus générale, une mesure n'est pas nécessairement forte, QND et mono-
frappe. Elle peut avoir indépendamment l'une ou l'autre, ou même aucune de ces carac-
téristiques. On définit la « force » d'une mesure de façon qualitative. 
Définition 5 (mesure forte) 
On appelle mesure forte une mesure qui extrait une grande fraction de l'infor-
mation disponible sur le système. Elle n'est pas nécessairement projective ou QND, 
mais elle est généralement monofrappe. 
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FIGURE 1.2 - Diagramme de Venn représentant les types de mesures quantiques. La gradation 
de gris représente la définition qualitative de la force de la mesure. Une mesure monofrappe 
(zone rouge) est généralement forte. Une mesure QND (zone jaune) peut être forte ou faible. 
L'intersection entre une mesure monofrappe et QND. dans le régime de mesure forte, est une 
mesure projective. 
Définition 6 (mesure faible) 
On appelle mesure faible une mesure qui extrait une faible fraction de l'informa-
tion disponible sur le système mesuré. Une mesure faible n'est donc pas projective, 
mais peut être QND. Comme la quantité d'information extraite est faible, il est 
généralement nécessaire de la répéter et elle est rarement monofrappe. Le rapport 
signal-sur-bruit d'une telle mesure est généralement faible. 
Une mesure peut aussi être non-destructrice. 
Définition 7 (mesure QND) 
On appelle mesure quantique non-destructrice (QND) une mesure qui perturbe 
l'état du système de façon minimale. Elle a comme propriété intéressante qu'une 
répétition de la mesure donnera le même résultat. 
Finalement, une mesure peut être monofrappe ou non. 
Définition 8 (mesure monofrappe) 
On appelle mesure monofrappe (single-shot measurernent en anglais) une mesure 
effectuée en un seul coup, c'est-à-dire une mesure non-répétée. 
Une mesure monofrappe n'est pas nécessairement QND, mais peut l'être. Un exemple 
d'une mesure monofrappe, mais destructrice, serait la détection d'un photon par une 
photo-diode. Dans ce cas, bien que le photon soit détecté d'un seul coup, il est absorbé et 
donc détruit. On utilise souvent le qualificatif monofrappe pour une mesure forte, mais 
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on pourrait aussi imaginer une mesure faible monofrappe. Dans ce cas, le rapport signal-
sur-bruit de la mesure serait faible et la probabilité d'erreur sur le résultat de la mesure 
serait élevée. 
1.1.3 Calcul quantique 
Le calcul quantique vise à exploiter les propriétés quantiques des qubits afin de réaliser 
certaines tâches de façon beaucoup plus efficace que n'importe quel ordinateur classique. 
Avant de survoler certaines de ces tâches, il est utile de présenter les portes logiques et les 
critères nécessaires à la réalisation d'un ordinateur quantique. C'est ce que je fais dans 
les prochaines sous-sections. 
Portes logiques 
La façon la plus intuitive d'imaginer un calcul est probablement de commencer avec 
un état initial puis d'effectuer un ensemble d'opérations logiques (mathématiques) afin 
d'obtenir un résultat. C'est la façon dont fonctionnent les ordinateurs classiques et un 
ordinateur quantique peut aussi être imaginé de cette façon. C'est ce que l'on appelle le 
modèle en circuit [4,8], car on peut dessiner un algorithme comme un circuit logique. Bien 
qu'il existe d'autres modèles de calcul, tels le calcul basé sur la mesure (aussi appelé le 
calcul quantique à sens unique) [9,10] et le calcul adiabatique [11], l'équivalence de ceux-ci 
avec le modèle en circuit a été démontrée [9,12]. J'aborderai donc le calcul quantique en 
ayant le modèle en circuit en tête. Ce modèle est basé sur des portes logiques qui agissent 
sur des qubits. 
Définition 9 (porte logique quantique) 
On appelle porte logique quantique une opération unitaire qui change l'état 
d'un ou plusieurs qubits. Par exemple, une porte NON inverse l'état d'un qubit, 
i.e. |0> <->• |1). 
Plusieurs portes logiques classiques sont non-réversibles. C'est le cas par exemple d'une 
porte ET, qui retourne 1 si deux bits valent 1 et 0 sinon. Il y a ainsi deux valeurs de 
sorties pour quatre combinaisons de valeurs d'entrée, ce qui la rend non-réversible. Au 
contraire, les portes logiques quantiques étant définies comme des opérations unitaires 
sont nécessairement réversibles. Cela pourrait sembler une limitation. Il est cependant 
possible de faire du calcul classique en utilisant uniquement des portes logiques rêver-
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sibles, et en particulier en utilisant la porte dite de Toffoli, une porte à trois (qu)bits [4]. 
L'idée est alors d'utiliser un troisième bit connu pour stocker le résultat de la porte, alors 
que les deux autres bits sont inchangés. 
Définition 10 (porte à un qubit) 
On appelle porte à un qubit une porte logique qui agit sur un seul qubit. Un 
exemple serait la porte NON. 
Définition 11 (porte à deux qubits) 
On appelle porte à deux qubits une porte logique qui agit sur deux qubits. Un 
exemple classique serait la porte ET, qui retourne 1 si les deux bits valent 1, et 
0 sinon. Cette porte est cependant non-unitaire. Une façon de la rendre unitaire 
serait de conserver la valeur de l'un des deux bits. 
On pourrait ainsi avoir des portes logiques agissant sur un nombre arbitraire de qubits. 
Ceci ne serait cependant pas très physiquement réaliste. Heureusement, il est suffisant 
d'avoir un nombre fini de portes logiques à un qubit ainsi qu'une seule porte logique à 
deux qubits afin de réaliser un calcul arbitraire sur un nombre arbitraire de qubits avec 
une précision finie [13]. 
Critères de DiVincenzo 
Les critères énoncés par David DiVincenzo [14] sont au nombre de cinq. Ce sont des 
critères que toute implémentation physique visant à réaliser un ordinateur quant ique doit 
remplir. 
1. Un système physique extensible avec des qubits bien définis 
2. La faculté d'initialiser l'état des qubits de façon contrôlée (vers l'état |0) par 
exemple) 
3. Des temps de cohérence longs, beaucoup plus longs que les temps d'opération 
4. Un ensemble universel de portes logiques 
5. La faculté de mesurer l'état des qubits 
Le premier critère exprime simplement que l'on doit avoir un système avec des états 
quantiques bien définis, et que l'on doit pouvoir implémenter un grand nombre de qu-
bits, c'est-à-dire que créer N+1 qubits n'est pas beaucoup plus difficile que d'en créer 
N. Le deuxième critère spécifie que l'on doit pouvoir créer un état initial. Typiquement, 
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ce critère est rempli en refroidissant le système et en laissant les qubits relaxer dans 
leur état fondamental. Le troisième critère implique que l'on doit pouvoir réaliser plu-
sieurs opérations logiques avant que le système perde sa nature quantique à cause de la 
décohérence. 
Le quatrième critère indique qu'il faut pouvoir réaliser un calcul arbitraire. Tel que 
mentionné à la sous-section précédente, il a été montré [13] qu'il est suffisant d'avoir des 
portes à un qubit arbitraires ainsi qu'une porte à deux qubits pour réaliser un calcul 
arbitraire. Il a aussi été montré que s'il est possible d'effectuer des mesures combinées sur 
deux qubits, il est suffisant d'avoir des portes à un qubit [15]. Finalement, le cinquième 
critère assure qu'il est possible de lire le résultat d'un Calcul. C'est principalement ce 
critère que j'étudie dans cette thèse dans le cadre de l'architecture d'électrodynamique 
quantique en circuit. 
Il est évidemment essentiel que les critères ci-dessus soient remplis avec un degré 
de précision élevé. En effet, contrairement à du calcul classique qui est fait sur une 
base discrète (1 ou 0), le caractère continue de l'information quantique la rend plus 
sujette à l'accumulation et à l'amplification des erreurs. Si les erreurs sont suffisamment 
faibles et qu'elles agissent sur un seul ou sur un petit nombre de qubits à la fois, il 
est possible d'encoder l'information et de créer des codes correcteurs [16]1. On peut 
alors définir des seuils de probabilité d'erreur par porte logique en deçà desquels un 
code correcteur améliore la précision du résultat. Les seuils de précision requis diffèrent 
selon les algorithmes, les hypothèses sur le système physique et les codes de correction 
d'erreur considérés. On retrouve ainsi des seuils de probabilité d'erreur par porte variant 
de 10 - 5 [17] à 10 -2 [18,19]. Dans le cadre de cette thèse, on cherchera ainsi à obtenir la 
probabilité d'erreur la plus faible possible. 
Algorithmes et applications 
La première application envisagée pour un ordinateur quantique a probablement été 
celle de la simulation de systèmes physiques quantiques. C'est Feynman, en 1982, qui se 
questionnait à ce sujet [20]. En rendant possible la simulation de matériaux complexes 
difficiles à simuler, cette simple réalisation provoquerait probablement en elle-même une 
accélération substantielle de la recherche en physique fondamentale. 
Les promesses de l'ordinateur quantique ne s'arrêtent cependant pas là. Parmi les 
xPour une introduction à la correction d'erreur, voir le livre de Nielsen et Chuang [4]. 
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exemples les plus célèbres de problèmes qui seraient résolus plus rapidement sur un or-
dinateur quantique qu'un ordinateur classique, on retrouve la factorisation en facteurs 
premiers. Cet algorithme, dû à Shor [21], permet de décomposer un nombre en ses fac-
teurs premiers en un temps qui croît polynomialement avec la taille de ce nombre. Il a été 
réalisé expérimentalement pour la première fois en résonance magnétique nucléaire pour 
le nombre 15 [22]. En comparaison, le temps requis par le meilleur algorithme classique 
connu croît plus rapidement que n'importe quel polynôme. L'algorithme de Shor procu-
rerait donc un gain qu'on appelle exponentiel. Ce problème à priori de nature théorique 
a des impacts très important au niveau de la sécurité informatique. En effet, la difficulté 
de factoriser des grands nombres est à la base de l'algorithme de cryptographie RSA [23], 
l'un des plus utilisés sur Internet. L'avènement d'un ordinateur quantique créerait ainsi 
une faille de sécurité importante pour beaucoup de communications informatiques. 
Un autre algorithme célèbre est celui de Grover [24] pour la recherche dans une base 
de données désordonnée. Alors que les algorithmes classiques requièrent O (N) requêtes 
à une base de données désordonnée contenant N entrées afin de trouver celle recherchée, 
l'algorithme de Grover permet de la trouver en O ( V~N) requêtes. Il offre ainsi un gain 
quadratique, moins important que l'algorithme de Shor, mais tout de même appréciable 
lorsque N est grand. Cet algorithme a aussi été réalisé expérimentalement, entre autres 
avec des qubits supraconducteurs [25]. 
Ces trois applications ne sont que les plus célèbres de celles qui ont été développées. 
Pour une liste détaillée d'algorithmes, on peut se référer au site web Quantum Algorithm 
Zoo [26] qui référence plus d'une quarantaine d'algorithmes en date d'août 2011, ou encore 
à la référence [27]. 
1.1.4 Architectures 
Plusieurs architectures ont été proposées afin de réaliser un ordinateur quantique. 
Cette section ne se veut pas une revue détaillée de chaque proposition, mais plutôt un 
survol rapide du fonctionnement de quelques unes d'entrés elles. Les trois premières ar-
chitectures sont décrites en détail dans le livre de Nielsen et Chuang [4]. 
Optique linéaire 
Les photons étant naturellement des systèmes possédant deux états quantiques (deux 
polarisations par exemple), il est possible de les utiliser comme qubits et d'utiliser l'op-
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tique linéaire afin d'implémenter un ordinateur quantique [28]. Les états des qubits sont 
alors représentés soit par la position, par la présence ou l'absence, ou par la polarisa-
tion de photons. Les portes logiques sont effectuées avec des lames séparatrices ou des 
lames qui changent la phase (lames quart d'onde par exemple). La préparation des états 
peut être faite par la création de photons uniques et leur détection est aussi possible. 
Ces qubits ont l'avantage d'être facilement transmissibles. On les appelle ainsi des qubits 
volants (flying qubits en anglais). Le principal désavantage de cette architecture est ce-
pendant qu'il est difficile de faire interagir deux photons ensemble. Cette interaction peut 
être possible en utilisant la non-linéarité des détecteurs [29] ou à l'aide de matériaux non 
linéaires, mais il est difficile d'atteindre des non-linéarités élevées [4]. 
Pièges à ions et atomes froids 
Comme les atomes ont naturellement un spectre non linéaire qui permet la sélection 
de deux niveaux isolés des autres, leur utilisation comme qubit est naturelle. Plusieurs 
degrés de liberté peuvent faire office de qubit tels le spin d'un ion ou encore deux états 
électroniques d'un atome neutre. Les atomes ou les ions peuvent être piégés grâce à 
différents pièges électromagnétiques [30] ou à des cristaux optiques formés par des lasers 
et refroidis optiquement [31,32] et peuvent être manipulés optiquement [33]. Le couplage 
entre les atomes peut être réalisé via leurs modes de vibration dans le cristal optique, 
mais demeure un défi [4]. Néanmoins, en date du mois de mai 2011, les pièges à ions 
détiennent le record du plus grand nombre de qubits enchevêtrés, soit 14 qubits [34]. 
Résonance magnétique nucléaire 
Le calcul quantique par résonance magnétique nucléaire (RMN) utilise des spins nu-
cléaires comme qubits [35]. Les spins sont couplés par les liaisons chimiques au sein d'une 
même molécule et contrôlés par des puises du champ magnétique, alors que les états 
initiaux sont préparés en polarisant les spins. C'est cette implémentation qui a réalisé 
l'algorithme de factorisation de Shor en premier [22]. Plusieurs problèmes affectent ce-
pendant cette architecture. Tout d'abord, l'augmentation du nombre de qubits requiert 
des molécules de plus en plus complexes et difficiles à contrôler, rendant cette architec-
ture difficilement extensible. Ensuite, les signaux obtenus à partir d'une seule molécule 
sont faibles et deviennent de plus en plus faibles lorsque le nombre de qubits par molé-
cule augmente. Cela force à utiliser des moyennes d'ensemble sur un grand nombre de 
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molécules et il a été montré que la quantité d'intrication dans ces systèmes décroît avec 
l'augmentation du nombre de qubits [36], rendant ces implémentations essentiellement 
classique. À cause de ces effets, le caractère quantique de la réalisation de l'algorithme 
de Shor a été remis en doute [37]. 
Qubits microfabriqués 
Une autre voie poursuivie par plusieurs est la réalisation de qubits avec des dispositifs 
microfabriqués. Parmi les dispositifs considérés, on retrouve les points quantiques [38] 
et les qubits supraconducteurs [39 41]. Un des principaux avantages de ces architectures 
est que leur fabrication utilise des techniques perfectionnées depuis le début de l'ère des 
microprocesseurs et aujourd'hui bien maîtrisées. Ces architectures sont donc en théorie 
facilement extensibles. Les propriétés des qubits, leurs interactions et leur contrôle étant 
déterminés par leur design, ces architectures offrent aussi beaucoup de flexibilité. Ce-
pendant, étant implémentés dans des systèmes à l'état solide, ils sont affectés facilement 
par les impuretés et défauts de fabrication. Cela limite leurs temps de relaxation et de 
cohérence à des valeurs beaucoup plus faibles que les ions, soit de l'ordre de quelques 
nano-secondes à quelques milli-secondes. C'est aux qubits supraconducteurs que je m'in-
téresserai particulièrement dans cette thèse. 
1.2 Electrodynamique quantique en cavité 
[Cavity Quantum ElectrodynamicsJ provides a bridge between the 
bread-and-butter quantum mechanics that is usually taught to undergraduates 
and most of the exciting new physics and technology that is being done today. 
— Sergio M. Dutra [42] 
L'électrodynamique quantique en cavité — aussi appelée optique quantique en cavité 
— étudie l'interaction entre des atomes uniques et le champ électromagnétique à l'inté-
rieur d'une cavité résonante. Les expériences actuelles atteignent des niveaux où un seul 
photon interagit avec un seul atome pouvant être considéré comme un système à deux ni-
veaux. On peut citer en exemple le groupe de Jeff Kimble à Caltech qui a réussi à générer 
des photons uniques à partir d'atomes uniques piégés dans une cavité [43] et à transférer 
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FIGURE 1.3 - Quantification du champ dans une cavité électromagnétique de longueur L avec 
ses deux premiers modes propres de champs électrique. On suppose des miroirs parfaits, le 
champ électrique doit donc être nul aux extrémités de la cavité. 
de façon cohérente un état quantique entre un champ électromagnétique et un atome 
unique [44]. On peut aussi citer le groupe de Serge Haroche à Paris qui a réussi à générer 
des états à deux photons [45] et à observer la relaxation du champ électromagnétique en 
comptant les photons uniques [46]. Ce degré de contrôle permet à ces expériences d'étu-
dier très précisément les prédictions de la mécanique quantique tout en positionnant le 
domaine comme une proposition sérieuse pour l'implémentation de l'informatique quan-
tique. Ainsi, tel que l'écrit Dutra, l'électrodynamique quantique en cavité est un réel pont 
entre la mécanique quantique enseignée dans les cours de baccalauréat et la fine pointe 
de la recherche et de la technologie en informatique quantique. Puisque ce domaine est en 
quelque sorte l'ancêtre de l'électrodynamique quantique en circuit discutée au prochain 
chapitre, j'introduis ici les bases de ce domaine. Pour des revues détaillées du domaine, 
voir les références [33,47,48]. 
1.2.1 Champ électromagnétique 
On considère le champ électromagnétique (EM) dans une cavité (aussi appelée réso-
nateur) telle que représentée à la figure 1.3. On sait que l'hamiltonien classique du champ 
électromagnétique à l'intérieur de la cavité est donné par [49] 
"-m e0E2 + -B2 dV, (1.7) 
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où V est le volume de la cavité, E et B sont les amplitudes des champs électrique et 
magnétique respectivement, et eo et JIQ sont la permittivité et la perméabilité du vide. 
On sait de plus que, les modes électriques et magnétiques étant discrets à cause des 
conditions frontières, les amplitudes E et B peuvent se décomposer en modes propres 
orthogonaux qn et p„, où pn — qn est la quantité de mouvement généralisée conjuguée à 
qn. On a ainsi les décomposition 
oo oc 
Anqn{t) sin knz By(z, t) = 2^ -j—Anpn{t) cos knz, (1.8) 
n = l n = l n 
où fio et e0 sont la perméabilité et la permittivité du vide, An = Jy^- est une constante 
de proportionnalité, et un = ckn = mrc/L est la fréquence du mode n, kn est son vecteur 
d'onde, c est la vitesse de la lumière et L est la longueur de la cavité. Pour simplifier la 
notation, j'ai supposé une polarisation selon x du champ électrique et obtenu B avec les 
équations de Maxwell. 
En passant de l'intégrale continue à une somme discrète, l'hamiltonien ci-dessus peut 
alors se réécrire 
*-E (1.9) 
Cet hamiltonien étant celui d'un bain d'oscillateurs harmoniques, on peut alors introduire 
les opérateurs d'échelle a}r pour écrire pn = i\Junl2{aïn — an) et qn — y^l/2con(a^n + an) 
en deuxième quantification. On obtient alors (h = 1 tout au long de cette thèse) 
Hr = ] P w„ t 1 <an + ^ (1.10) 
Dans le cadre de cette thèse, on s'intéressera au cas où un atome est couplé au champ EM 
à l'intérieur de la cavité. Afin de simplifier le problème, on suppose que l'atome possède 
une fréquence de transition près de l'un de ces modes. On laisse alors tomber la somme 
et on ne considère qu'un seul mode n de la cavité. 
Dans les trois sous-sections suivantes, j'introduis d'abord le concept de signal d'excita-
tion, puis trois types d'états ainsi que deux représentations du champ électromagnétique 
pertinents pour cette thèse. 
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Excitation du champ électromagnétique 
Le champ électromagnétique à l'intérieur de la cavité peut être excité en y envoyant 
un laser par exemple. Dans une notation hamiltonienne, cela peut être représenté, de 
façon équivalente, par une position ou une quantité de mouvement oscillante [50] 
H oc qcos(ujt), (1-11) 
où q est la position et la constante de proportionnalité dépendra des coefficients de 
transmission et de réflexion des miroirs. Lorsque l'on passe en deuxième quantification, 
o n a g - > ( a ' + û ) , et on obtient 
Hd = ({a) + o)cos(ut). (1.12) 
En général, on supposera que l'on peut laisser tomber les termes contre-rotatifs sous une 
approximation séculaire (voir l'annexe A), résultant en l'hamiltonien 
Hd = ea1e'lwt + e*aetwt, (1.13) 
avec e l'amplitude du signal d'excitation. On note que la phase entre a et a* peut être 
variée arbitrairement en ajustant la phase de l'excitation cohérente. 
Etats du champ électromagnétique 
Trois types d'états du champ électromagnétique seront pertinents dans le cadre de 
cette thèse. Tout d'abord, il y a les états de Fock. 
Définition 12 (état de Fock) 
Un état de Fock est un état du champ électromagnétique dans lequel le nombre de 
photons est déterminé de façon unique. On le note \n). Les opérateurs de création 
et de destruction agissent sur un état de Fock tels que a* \n) = \Jn + 1 \n + 1) et 
a \n) — y/n\n — 1). 
Sauf pour l'état fondamental n = 0, ce sont des états qui ne minimisent pas le prin-
cipe d'incertitude d'Heisenberg, i.e. (n\AqAp\n) oc n > | (on prend ici h = 1). Dans 
le domaine des micro-ondes, ces états sont non-triviaux à générer puisque les sources 
classiques génèrent plutôt des états cohérents. À cause du caractère discret du nombre 
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quantique n et de la facilité à exprimer les opérateurs d'échelle dans cette base, c'est 
cependant dans la base de Fock que tous les calculs numériques ont été effectués. Expé-
rimentalement, différentes méthodes ont été utilisées pour générer ces états. L'une d'elle 
utilise le couplage à des systèmes à deux niveaux pour transférer les quanta un à la fois 
dans le champ électromagnétique. Cette technique a été utilisée à la fois en cavité tridi-
mensionnelle [45,51] et en circuit [52,53]. Le groupe d'Haroche a aussi réussi à implanter 
une boucle de rétroaction afin de stabiliser ces états autrement très fragiles [54]. 
Les états générés par les sources classiques sont plutôt des états cohérents. 
Définition 13 (état cohérent) 
Un état cohérent est un état classique du champ électromagnétique défini par l'ac-
tion de l'opérateur unitaire de déplacement D(a) = eaa ~a*a = e~'a' l2eaa e~a'a [50] 
sur l'état fondamental |0). On le note \a) = D(a) |0), avec a un nombre complexe. 




l ^ e - M V ^ " |„>. (1.14) 
L'une des propriétés intéressantes des états cohérents est qu'ils sont des états propres 
de l'opérateur de destruction a. On a ainsi a \a) —a \a). Avec cette propriété, on peut 
montrer qu'ils minimisent le principe d'incertitude d'Heisenberg avec (a | AqAp\ a) = \ 
pour tout a. Comme les états de Fock, ils forment une base, mais, contrairement aux 
états de Fock, celle-ci n'est pas orthogonale. Elle est plutôt sur-complète avec comme 
relation de fermeture 
- f\a){a\d2a = l, (1.15) 
où l'intégrale est faite sur tout le plan complexe. Bien que deux états \a) et \a') ne soient 
pas orthogonaux, on a 
|(ct|a')|2 = e- |Q-û'12, (1.16) 
et ils s'approchent donc de l'orthogonalité lorsque \a — a'\ est suffisamment grand. Ces 
états sont naturellement générés par une source classique de lumière cohérente tel un 
laser. On peut aussi caractériser un état cohérent a — ^/ne1^ par une amplitude y/n 
correspondant à la racine du nombre de photons, et une phase <j>. 
Finalement, un dernier type d'état qu'il est utile d'introduire est l'état comprimé. 
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Définition 14 (état comprimé) 
Un état comprimé est un état cohérent dont l'incertitude a été comprimée dans 
l'une des quadratures et amplifiée dans l'autre. De tels états peuvent être produits 
en utilisant des matériaux non linéaires à l'intérieur de la cavité. 
Scully et Zubairy [50], de même que beaucoup d'autres références d'optique quantique, 
définissent l'état comprimé strictement comme le résultat de l'action de l'opérateur uni-
taire de compression 
S(r) = eïr'a2~2rat\ (1.17) 
sur un état cohérent |a). Dans cette expression, on a r = \r\el°, où \r\ est le coefficient 
de compression et 9 est l'angle de l'axe de compression. Un tel état \et, r) — S(r)D(a) |0) 
a ucne incertitude réduite dans la quadrature parallèle à l'axe formant un angle de 6/2 
avec l'axe des abscisses et augmentée dans la quadrature perpendiculaire à cet axe. Ces 
états correspondent donc à la définition 14. Ces états sont générés par exemple lorsqu'un 
état cohérent passe à travers un matériau non linéaire. Comme l'incertitude dans une 
quadrature est augmentée du même facteur qu'elle est réduite dans l'autre, ces états 
minimisent aussi la relation d'incertitude. Dans le cadre de cette thèse, j'appellerai aussi 
état comprimé un état qui présenterait une incertitude réduite dans une direction par 
rapport à une autre, mais sans imposer que les deux directions soient en quadrature. On 
pourrait ainsi avoir un état qui aurait une incertitude réduite en nombre de photons mais 
augmentée en phase. 
Représentations du champ électromagnétique 
Il est bien sûr possible de représenter l'état du champ EM par un ket et sa décompo-
sition sur une base telle la base de Fock 
n 
où les coefficients én = {n\ip). Ceci n'est cependant pas suffisant pour décrire une incerti-
tude statistique (classique). Pour ce faire, on doit introduire la notion de matrice densité 
p. Pour un état \IJJ), la matrice densité peut s'écrire p = \rp) (ty\, de sorte que 
p = ^2vnW*m\n)(m.\. (1.19) 
n,m 
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La notation de matrice densité permet cependant de représenter des états plus généraux 
du type 
n,m 
où les composantes pn,m sont des nombres complexes arbitraires qui permettent de res-
pecter que p soit définie positive et Tr {p} = 1. 
On peut aussi représenter le champ électromagnétique de façon plus visuelle en utili-
sant des représentations d'espace de phase [50]. Il en existe plusieurs (fonction P, fonction 
de Wigner, etc.) [55] et chacune a différentes propriétés et correspond à différentes valeurs 
moyennes d'opérateurs d'échelle. On se concentrera ici sur la fonction Q qui est la plus 
simple à calculer à partir de la matrice densité. La fonction Q est définie comme 
Q(«) = - ( a | p | « > , (1.21) 
et possède toutes les propriétés d'une distribution de probabilité, i.e. Q(n) > 0 et 
f Q(a)d2ct = 1. La fonction Q(ct) correspond ainsi à la probabilité que le système soit 
dans l'état cohérent |a), avec un nombre de photons n = |a|2 et une phase é = —i arg(a). 
On peut montrer que cette fonction est reliée à la mesure simultanée, en séparant le signal 
en deux, des deux quadratures du champ électromagnétique [55]. 
À la figure 1.4, je trace les fonctions Q (a) du vide |0), (b) de l'état de Fock |4), (c) de 
l'état cohérent \ot) (a = y/2 + y/2i), (d) de l'état comprimé S (0.5et7r/2) \a), (e) d'un état 
comprimé en nombre el0l(-a a^ \a) et (f) d'un état chat de Schrôdinger (la) -I- |—a))/\/2. 
On peut ainsi constater visuellement sur ces figures qu'un état cohérent |a) est équivalent 
à un vide déplacé, puisque la forme est conservée. La même chose n'est pas vraie pour un 
état de Fock qui, comme on le voit sur le panneau (b), a une distance de l'origine définie 
avec très peu d'incertitude, mais une phase complètement incertaine. On voit aussi que 
l'état comprimé en (d) a une incertitude réduite selon l'axe formant un angle de 7r/4 avec 
l'axe des X et une incertitude augmentée selon l'axe perpendiculaire. Bien que l'état 
comprimé en nombre (e) ressemble à l'état comprimé en (d), on peut constater qu'il a 
davantage la forme d'une banane et présente une incertitude réduite en nombre, mais 
augmentée en phase. Finalement,' on peut voir que l'état chat de Schrôdinger (f) (appelé 
ainsi car il s'agit d'une superposition d'états classiques potentiellement macroscopiques 
si |a| est grand) possède une petite probabilité d'occupation entre les deux bosses té-
moignant de la superposition quantique. D'autres fonctions d'espace de phase, comme 
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Re(o;} Re{o;) Re(a;) 
Comprimé 
(d) Comprimé (e) en nombre (f) Chat 
Re(cv) Re(a) Re(cv) 
FIGURE 1.4 - Exemples de fonctions Q pour (a) le vide |0). (b) un état de Fock à 4 photons |4), 
(c) un état cohérent à 4 photons \n) pour a = y/2 + \/2i, (d) un état comprimé S (0.5e"r'2) \a) 
avec le même a qu'en (c), (e) un état comprimé en nombre eî01^a a) \a) avec le même a qu'en 
(c), (f) un état chat de Schrôdinger (\a) + \-a))/\^2 avec le même a qu'en (c). 
la fonction de Wigner ou la distribution P [55] montrent des caractéristiques beaucoup 
moins ambiguës telles que des valeurs négatives ou des singularités pour des états quan-
tiques. Dans cette thèse, je me limiterai néanmoins à l'utilisation de fonctions Q pour 
des raisons de simplicité et de rapidité des calculs. 
1.2.2 Atomes et interaction lumière-matière 
En électrodynamique quantique en cavité, on considère l'interaction entre un atome 
et le champ à l'intérieur de la cavité, tel que représenté schématiquement à la figure 1.5. 
L'atome est représenté comme un système à deux niveaux. Ses états propres, de valeurs 
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transit 
FIGURE 1.5 - Représentation schématique de l'électrodynamique quantique en cavité. Le taux 
de relaxation 7. le taux de déphasage pur 7^ et le taux de fuite des photons de la cavité K sont 
représentés. L'atome passe un temps transit dans la cavité et est couplée à celle-ci avec une force 
de couplage g. 
propres LOQ et U\ sont notés |0) et |1), et son hamiltonien s'écrit 
Hn 
UJi - LOQ 
CTr 
^ 1 , 0 (1.22) 
où l'on a introduit la matrice de Pauli uz [7]. L'état de l'atome peut ainsi être représenté 
sur la sphère de Bloch [7] tel qu'à la figure 1.1. 
On considère ensuite une interaction dipolaire entre l'atome et le champ électroma-
gnétique. On écrit ainsi l'hamiltonien d'interaction comme H — -d- E,où E est le champ 
électromagnétique et d est le moment dipolaire. En deuxième quantification, on obtient 
l'hamiltonien d'interaction [50,55,56] 
H\ = gex(a) + a), (1.23) 
où g est la constante de couplage qui dépend de l'amplitude du moment dipolaire et de 
l'amplitude du champ électrique. Pour cette expression, j 'a i introduit la matrice de Pauli 
ox et supposé une polarisation du champ électrique selon l'axe des x. L'hamiltonien total 
du système devient alors 
#Rabi = Hr + Hq + Hj, 
= u)Twa H—7raz + 9ax\a + a)-
(1.24) 
Cet hamiltonien est connu sous le nom d'hamiltonien de Rabi [57,58] et a été développé 
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dans le cadre de la résonance magnétique nucléaire. Dans la limite où g <C ur + u^o, 
qui est normalement très bien respectée dans le domaine optique, on peut faire une 
approximation séculaire, tel qu'expliqué à l'annexe A, et négliger les termes contre-rotatifs 
a(7_ + cûcr+ qui ne conservent pas l'énergie. Avec cette approximation, on peut simplifier 
l'équation (124) pour obtenir l'hamiltonien de Jaynes-Cummings [59] 
Hic = VrcJo, + —TT-GZ + g{(J<J- + aa+)< (1.25) 
où o± sont les opérateurs d'échelle du système à deux niveaux, avec ox = o+ + o_. 
L'une des complexités de l'optique quantique est que les atomes se déplacent à l'in-
térieur de la cavité. Tel qu'illustré à la figure 1.5, ils traversent la cavité en un temps 
transit- Comme le champ électromagnétique n'est pas uniforme à l'intérieur de la cavité, 
cela signifie que le couplage g est en fait une fonction du temps. De plus, cela limite la 
durée des expériences. Comme on le verra au chapitre suivant, il s'agit d'une difficulté 
qui n'est pas présente dans l'implémentation en circuit de ce système. 
A l'hamiltonien du système H — //TUM + Hd, on doit ajouter le couplage à l'environ-
nement. Celui-ci donne lieu à différents processus illustrés à la figure 1.5. On obtient ainsi 
trois processus : la relaxation de l'atome à un taux 7 = \/T\, le déphasage de l'atome à 
un taux 7 ,^ = 1/7^ et la perte de photon de la cavité à un taux K = 2TVUIT/Q. Dans ces 
expressions, 7\ est le temps de relaxation longitudinal, Q est le facteur de qualité de la 
cavité et Tv est le temps de déphasage pur. Ce dernier est relié au temps de relaxation 
transversal T2 = I/72 par 72 = 7^ + 7/2. 
En optique quantique, le traitement typique de ces couplages à l'environnement im-
plique de faire une approximation de Born-Markov et de faire la trace partielle sur les 
états de l'environnement [55,56,60]. L'approximation de Born suppose que le couplage à 
l'environnement est faible de sorte qu'on puisse le traiter en théorie de perturbation au 
premier ordre. L'approximation de Markov suppose que l'environnement n'a pas de mé-
moire. En d'autres termes, cela suppose que le spectre du bruit causé par l'environnement 
est blanc sur une largeur au moins aussi grande que la largeur de raie de la transition. Tel 
que montré à l'annexe B. ces approximations permettent d'obtenir l'équation maîtresse 
décrivant l'évolution du système sous la forme [55,56,60] 
p = Cp = -i [H, p] + KT>[a)p + iV[cJ\p + ^V[(T2}p, (1.26) 
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où 
V[A]p = -{2ApA* - A^Ap - pA*A), (1.27) 
est un super-opérateur connu sous le nom de dissipateur, la température est supposée 
nulle et où £ est un super-opérateur appelé le lindbladien et contenant à la fois révolution 
hamiltonienne et l'évolution dissipative du système. 
Définition 15 (super-opérateur) 
On appelle un super-opérateur une application linéaire qui agit à la fois à gauche 
et à droite de la matrice densité. L'application linéaire de commutation, le dissipa-
teur et le lindbladien sont des exemples de super-opérateurs. 
On peut comprendre intuitivement le dissipateur de la façon suivante. Le premier 
terme correspond à un terme de « saut ». Si, par exemple, A est l'opérateur de destruc-
tion du champ a, ce terme détruit un photon dans l'état p. Les deux derniers termes 
peuvent quant à eux se réécrire comme une évolution avec hamiltonien anti-hermitique 
—i [HA, p], OÙ HA = —iA^A et où la règle de commutation imposerait de prendre le conju-
gué hermitique de HA pour préserver l'hermiticité du tout — i.e. [HA,P] = HAP — pH\ 
— lorsque HA n'est pas hermitique. Ainsi, on peut voir le deuxième terme du dissipateur 
comme une évolution avec une fréquence imaginaire. Ce terme correspond donc à une 
diminution exponentielle de la probabilité de présence d'un photon dans le temps. Ainsi, 
si un photon sort de la cavité, on peut le mesurer et c'est le premier terme qui agit. Si 
aucun photon ne sort de la cavité, il faut mettre à jour l'état p du système en diminuant 
la probabilité qu'il y avait un photon au départ. Ce sont alors les deuxièmes et troisièmes 
termes qui agissent. 
Comme on le verra au chapitre suivant, cette équation maîtresse est aussi celle qui 
décrira l'implémentation en circuit de l'électrodynamique quantique. 
Chapitre 2 
Système physique et problématique 
We never experiment with just ont électron or atom or (small) 
molécules. In thought-experiments we sometimes assume that we do ; this 
invariably entails ridiculous conséquences [... } 
— Erwin Schrôdinger [61] 
Comme cette citation l'indique, Schrôdinger, comme plusieurs pères fondateurs de la 
mécanique quantique, était mystifié par certaines des implications de cette théorie. Au 
cours des dernières décennies, les expériences de pensée des plus grands physiciens du 
début du vingtième siècle sont progressivement passées de la théorie à la pratique. On 
a ainsi vu au chapitre précédent que les expériences d'électrodynamique quantique en 
cavité réussissent maintenant à manipuler des atomes et des photons un à la fois. On 
verra dans ce chapitre que l'on peut non seulement manipuler des vrais atomes un à la 
fois, mais recréer l'électrodynamique quantique en cavité avec des atomes artificiels, sur 
circuit électronique. 
En 2004. les groupes de Steve Girvin et de Rob Schoelkopf à Yale ont proposé de cou-
pler un qubit de charge supraconducteur à un résonateur coplanaire. Non seulement ce 
dispositif qu'ils ont fabriqué permet de réaliser l'électrodynamique quantique en circuit 
plutôt qu'en cavité, mais il permet, comme on le verra, d'explorer des régimes inac-
cessibles à la version en cavité. La fabrication de circuits électroniques étant très bien 
maîtrisée, cette implémentation permet aussi en pratique de créer un atome artificiel avec 
des paramètres arbitraires et de le fixer à une position précise pour le laisser interagir avec 
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des photons uniques. Ce faisant, on réalise non seulement une expérience avec un seul 
atome et un seul photon, mais on contrôle totalement leur interaction et leurs propriétés. 
Aux sections 2.1 et 2.2, j'introduirai d'abord les résonateurs coplanaires et les qubits 
supraconducteurs avant d'introduire l'électrodynamique quantique en circuit à la section 
2.3. Puis, à la section 2.4, j'expliquerai sommairement comment se faire la mesure de 
l'état d'un qubit en électrodynamique quantique en circuit, pour enfin positionner la 
problématique que j 'ai abordée dans cette thèse à la section 2.5. 
2.1 Résonateurs coplanaires 
Classiquement, on sait qu'un circuit formé d'une inductance et d'une capacité (circuit 
LC) obéit aux équations d'un oscillateur harmonique. On peut obtenir un oscillateur 
harmonique quantique si les pertes dues à la résistance interne du circuit et au couplage 
avec le circuit externe sont faibles et si le circuit LC est refroidit à suffisamment basse 
température. Cette température doit être beaucoup plus basse que àuj^c/kg, où h est la 
constante de Planck réduite, ks est la constante de Boltzmann et u;Lc = 1/y/LC est la 
fréquence de résonance du circuit d'impédance L et de capacitance C. 
Malgré de récents progrès [62-64], il demeure difficile de fabriquer des éléments de 
circuit discrets tels des capacités et des inductances, car la géométrie et l'espace réduit 
mène à des inductances et capacités parasites. Il est plus facile en contre-partie de fabri-
quer des résonateurs coplanaires [65,66] tel qu'illustré à la figure 2.1. Le résonateur, que 
FIGURE 2.1 - Schéma d'un résonateur coplanaire. Les parties bleues pâles sont un supracon-
ducteur tel l'aluminium ou le niobium. La représentation en éléments de circuit discrets est 
en-dessous. 
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l'on peut imaginer comme une tranche de câble coaxial, est microfabriqué typiquement en 
utilisant de l'aluminium ou du niobium comme supraconducteur. Il s'agit de l'équivalent 
unidimensionnel de la cavité tridimensionnelle utilisée en électrodynamique quantique en 
cavité. On peut aussi représenter cette ligne à transmission coupée par une série d'induc-
tances et de capacitances en parallèle tel qu'illustré au bas de la figure 2.1. Les capacités 
aux extrémités jouent alors le rôle des miroirs des cavités tridimensionnelles en imposant 
des conditions frontières pour le champ électromagnétique. Un tel résonateur possède des 
modes de résonance dont les fréquences sont données par u>n = (n 4- 1)TTC/L, où c est la 
vitesse de la lumière dans la ligne à transmission et L est la longueur du résonateur. Avec 
des longueurs de l'ordre de quelques centimètres, on obtient des fréquences micro-ondes. 
Cette version unidimensionnelle de la cavité tridimensionnelle utilisée en optique 
quantique en cavité partage avec cette dernière le même hamiltonien (1.10) et la même 
équation maîtresse 
p = -i [Hr. p] + nV[a}p. (2.1) 
Cependant, le facteur de qualité (et donc le taux K) est ici déterminé par la grandeur des 
capacités aux extrémités du résonateur plutôt que par les coefficients de réflexion et de 
transmission de miroirs. De plus, le champ EM est ici confiné dans une seule dimension 
de l'espace, ce qui permet d'atteindre des couplages qubit-résonateur plus élevés [3]. Le 
contrôle et la mesure du résonateur peuvent être effectués en envoyant des signaux micro-
ondes sur le port d'entrée et en mesurant la transmission ou la réflexion de ces signaux. 
2.1.1 Résonateurs non linéaires 
Un résonateur linéaire tel que présenté à la section précédente est un élément passif. 
En effet, il n'agit que comme filtre passe bande, en laissant pénétrer un signal résonant et 
en réfléchissant la majeure partie d'un signal non-résonant. Il est possible de transformer 
ce résonateur en élément actif en le rendant non linéaire. Cela peut se faire en utilisant 
des jonctions Josephson [67] ou des SQUIDs (« superconducting quantum interfering de-
vice » en anglais) [68] qui agissent comme une inductance non linéaire et non-dissipative. 
Plusieurs designs ont été utilisés expérimentalement pour réaliser un tel résonateur, al-
lant du plus simple avec une seule jonction Josephson interrompant le conducteur central 
du résonateur [69], à un méta-matériel dans lequel le conducteur central est remplacé 
par une série de plusieurs centaines de SQUIDs [70-72], en passant par un résonateur 
interrompu par un seul SQUID [73]. Une version élément discret d'un oscillateur non 
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FIGURE 2.2 Résonateur coplanaire non linéaire ajustable. Le résonateur devient non linéaire 
par l'ajout d'une jonction Josephson à même le conducteur central. S'il s'agit plutôt d'un 
SQUID tel qu'illustré sur cette figure, le résonateur est non linéaire et sa fréquence est ajustable. 
La flèche double indique que l'ajustement de sa fréquence déforme légèrement les modes de 
résonance et déplace les noeuds. 
linéaire a aussi été réalisée en remplaçant l'inductance d'un circuit LC par une jonction 
Josephson [74]. Un résonateur coplanaire non linéaire avec un seul SQUID est illustré à 
la figure 2.2. L'utilisation d'un ou de plusieurs SQUIDs plutôt qu'une unique jonction 
Josephson permet d'ajuster l'inductance, et donc la fréquence, la non-linéarité et la géo-
métrie des modes de résonance du résonateur en changeant le flux traversant la boucle 
du SQUID. 
La présence de l'élément non linéaire ajoutera un terme de la forme cos(a;A') ~ 
cos(aî + a) (a est une constante qui ajuste les unités) à l'hamiltonien, ajoutant des termes 
non linéaires de tous les ordres. En développant en série et en faisant une approximation 
séculaire pour laisser tomber les termes non-diagonaux, on peut ainsi écrire l'hamiltonien 
sous la forme 
Hr = wr<Ja + -77-af2a2 + —a^a? H , (2.2) 
A ô 
où les constantes Kerr K et K' dépendront de la géométrie du résonateur et des para-
mètres des éléments Josephson, mais peuvent être calculées analytiquement [75,76]. On 
note que selon les détails de l'implémentation, il est possible d'atteindre des non-linéarités 
très fortes, plaçant ce système dans un régime où le résonateur lui-même peut être consi-
déré comme un qubit [77]. Dans le cadre de cette thèse, je m'intéresserai cependant à des 
non-linéarités plus faibles, telles que K <C K. 
Dans une vision semi-classique, on peut paramétrer le diagramme de stabilité d'un 
résonateur non linéaire excité par un signal par l'amplitude e<i du signal et par le décalage 
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réduit H = 2(ujr—u>d)/K, où ud est la fréquence du signal [78,79]. On peut alors représenter 
le champ à l'intérieur du résonateur par un état cohérent o: = (a) et montrer que la valeur 
stationnaire de a est donnée par la solution de l'équation [79] 
i ( f £ + K\a\2 + K'\a\*) a + ^a = -ied. (2.3) 
Ce polynôme d'ordre cinq en a a en général cinq solutions, mais on s'intéressera à des 
régimes où au maximum trois sont réelles et deux sont stables. On distingue alors deux 
régimes selon que Q est plus petit ou plus grand qu'une valeur critique Q.c = \ / 3 . 
Lorsque fi est plus petit que — mais près de — Qc, la pente de la réponse de l'oscil-
lateur à un petit changement de Q diverge. L'oscillateur peut alors être utilisé comme un 
amplificateur paramétrique pour des signaux faibles [70]. Un amplificateur paramétrique 
est un oscillateur dont l'un des paramètres (fréquence propre, constante de ressort, dissi-
pation, ...) est modulé. Cette modulation, qui peut être active (due à la modulation d'un 
flux externe par exemple) ou passive (causée par la génération d'harmoniques grâce à la 
non-linéarité), permet d'amplifier une oscillation qui serait déjà dans le résonateur. Un tel 
résonateur a été utilisé récemment pour amplifier des signaux contenant de l'ordre d'un 
seul photon [80]. Ce régime est identifié par la zone grisée marquée JPA (pour Josephson 
parametric amplifier en anglais) sur la figure 2.3 (b). 
Si le décalage réduit est plus grand que Qc le résonateur peut alors être bistable 
si l'amplitude de la pompe est située entre deux amplitudes critiques délimitées par 
les lignes pointillée verte et pleine rouge sur la figure 2.3 (b). Dans cette zone grisée 
marquée JBA (pour Josephson bifurcation amplifier en anglais), deux états, de faible 
(L pour loui en anglais) et de haute (H) amplitudes sont stables et le résonateur est 
hystérétique. L'amplitude de la réponse (ici par exemple le courant traversant la jonction 
Josephson) est tracée à la figure 2.3 (a) qui est adaptée de la référence [75]. On note que, 
dans le régime bistable, il existe une troisième solution pour la réponse du résonateur, 
indiquée en pointillés, mais celle-ci est instable. Cette bistabilité permet d'utiliser le 
résonateur dans le régime JBA comme un détecteur de type échantillonneur Moqueur 
(sample-and-hold en anglais) pour un qubit, tel que démontré pour plusieurs types de 
qubits supraconducteurs [81-83] et tel qu'on le verra plus en détail à la section 2.4.5. 
Définition 16 (détecteur échantillonneur bloqueur) 
On appelle un détecteur échantilloneur bloqueur un dispositif de mesure qui, 
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FIGURE 2.3 - Diagramme de stabilité d'un amplificateur Josephson. Figure adaptée de la 
référence [75]. L et H indiquent respectivement les régions de faible (low) et haute (high) 
amplitude de réponse, (a) Courant calculé à l'intérieur de la jonction Josephson pour plusieurs 
valeurs de l'amplitude du signal e^  en fonction du décalage réduit fl/Qc- (b) Diagramme de 
stabilité de l'amplificateur Josephson. Les régions grisées indiquent le régime d'amplificateur à 
bifurcation (JBA) et d'amplificateur paramétrique (JPA). 
après un temps d'échantillonnage relativement court, se bloque sur un état qui 
est stable même si le système mesuré change d'état. Il s'agit d'un sample-and-hold 
detector en anglais. 
2.2 Qubits supraconducteurs 
La première réalisation d'un qubit fabriqué à partir de matériaux supraconducteurs 
date de 1998. par l'équipe de quantronique du CEA-Saclay [84]. Il s'agissait alors d'une 
boîte de Cooper, un dispositif formé d'une île supraconductrice isolée d'un côté par une 
capacité et de l'autre par une jonction Josephson. Les deux états quantiques formant le 
qubit peuvent alors correspondre à la présence ou l'absence d'une paire de Cooper excé-
dentaire sur l'île supraconductrice ou une superposition de ces états de charge. Depuis, 
plusieurs autres degrés de liberté quantiques ont été utilisés pour créer divers types de 
qubits supraconducteurs. On note entre autres la différence de phase supraconductrice à 
travers la barrière pour les qubits de phase, dont la quantification était testée dès la fin 
des années 1980 [85], le courant circulant à travers une boucle supraconductrice pour les 
qubits de flux [86] et des superpositions d'états de charge pour le quantronium [87]. Je me 
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(a) Boîte de Cooper 
C„ 
(b) Boîte de Cooper shuntée 
EJCJ 
(e) Spectre de la boîte de Cooper 
(d) Spectre de la boîte de Cooper shuntée 
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FIGURE 2.4 - Schémas et spectres d'énergie d'une boîte de Cooper. d'une boîte de Cooper 
shuntée et d'un transmon. En (a), (b) et (c) : représentations schématiques des boîtes de Cooper 
régulière et shuntée et d'un transmon. En (d). (e) et (f) : spectres d'énergie des qubits illustrés 
en (a), (b) et (c) respectivement. 
concentrerai dans cette section sur les qubits de charge que sont la boîte de Cooper [88] 
et le transmon [89], mais pour plus de détails, on peut se référer aux articles de re-
vues [39-41]. 
2.2.1 Boîte de Cooper et transmon 
Une boîte de Cooper (Cooper-pair box. CPB en anglais) est une île supraconduc-
trice isolée d'une part par une capacité et d'autre part par une jonction tunnel [88], tel 
qu'illustré à la figure 2.4(a). On peut obtenir la description quantique d'un tel dispositif en 
appliquant les lois de Kirchhoff pour en déduire les équations du mouvement classique, le 
lagrangien et finalement l'hamiltonien. Pour la procédure détaillée, voir la référence [90]. 
Une base appropriée pour écrire l'hamiltonien classique est celle du nombre de paires de 
Cooper sur l'île supraconductrice {1-^)}. Dans cette base, Thamiltonien de la boîte de 
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Cooper s'écrit [3] 
# C P B = J2^EC(N - ngf \N) (N\ - ^ 1 (\N) {N + l\+ c.h.), (2.4) 
N 
où c.h. est le conjugué hermitique, Ec = e2/2Cz est l'énergie de charge, e est la charge 
de l'électron, CE = Cj + Cg est la capacité totale de la boîte où Cg est la capacité de 
grille et Cj est la capacité de la jonction Josephson, Ej(Q) est l'énergie Josephson de la 
jonction et ng = CgVg/2e est la charge de grille sans unité qui dépend de la capacité de 
grille et de la tension de grille Vg. Dans l'expression ci-dessus, on a supposé que l'énergie 
Josephson pouvait dépendre d'un flux externe $. Ce sera le cas si par exemple la jonction 
est remplacée par un SQUID. Pour un SQUID symétrique dont les deux jonctions ont 
une énergie Josephson Ej, on obtient alors 
#CPB = £ AEc(N ~ nrf W W - T c o s ( ^ ) (IN) (N+M + c.h.), (2.5) 
où $0 = h/2e est le quantum de flux. 
On peut diagonaliser l'hamiltonien (2.4) et obtenir son spectre en fonction de la charge 
de grille ng. Ce spectre est tracé pour la boîte de Cooper à la figure 2.4(d). Comme on 
peut le voir, la boîte de Cooper, dans le régime Ej <C Ec est un bon système à deux 
niveaux, en particulier si on biaise la tension de grille de sorte à avoir ng = 0.5. A ce 
point, les états quantiques sont les superpositions symétriques et anti-symétriques d'un 
état à N paires de Cooper et d'un état à N+1 paires de Cooper sur l'île supraconductrice. 
Ainsi, on a |0) = (\N + l)-\N))/y/2et |1) = (|Ar + 1) + | N))/ y/2. On note que le spectre 
est périodique en nombres entiers de paires de Cooper. Le principal problème de la boîte 
de Cooper est qu'elle est très susceptible au bruit dans la tension de grille (ou de façon 
équivalente dans la charge de grille). 
Il est possible de diminuer la sensibilité au bruit de charge de la boîte de Cooper en 
la shuntant avec une capacité, tel qu'illustré à la figure 2.4(b). Ce faisant, on augmente 
la capacité et diminue l'énergie de charge Ec, ce qui modifie le spectre d'énergie. Tel 
qu'illustré au graphique 2.4(e), cela diminue l'anharmonicité du spectre, mais aussi la 
dépendance des niveaux d'énergie par rapport au bruit de charge. Lorsqu'on augmente 
davantage la capacité de shunt comme à la figure 2.4(c), de sorte à avoir Ej » Ec, 
on entre dans le régime du transmon [89,91]. À cause de la prédominance du terme 
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hors-diagonal dans l'hamiltonien (2.4). les états propres dans ce régime ne sont plus des 
superpositions de Ar et N + 1 paires de Cooper, mais des superpositions d'un grand 
nombre d'états de paires. 
Comme on peut le voir avec le spectre illustré à la figure 2.4(f), les niveaux d'énergie 
du transmon sont à toutes fins pratiques insensibles au bruit de charge. Cette simple 
astuce a permis de diminuer la susceptibilité au bruit de charge des qubits de charge par 
plusieurs ordres de grandeur, faisant ainsi passer le temps de déphasage T2 de quelques 
centaines de nano-secondes à quelques micro-secondes [92]. Le prix à payer pour cette 
insensibilité au bruit de charge est cependant que l'anharmonicité des niveaux est elle 
aussi grandement réduite. Heureusement, la sensibilité au bruit de charge diminue de 
façon exponentielle avec le ratio Ej/Ec alors que l'anharmonicité diminue selon une 
loi polynomiale de faible degré [89]. Cela laisse un régime appréciable de paramètres où 
l'anharmonicité est de l'ordre de quelques centaines de mega-hertz, suffisante pour utiliser 
le transmon comme un qubit. 
Néanmoins, la structure à plusieurs niveaux du transmon change de façon quantitative 
et qualitative la physique du système. Dans cette optique, c'est sur la physique d'un 
système à plusieurs niveaux couplé à un résonateur non linéaire que je me suis concentré 
dans cette thèse. On note que malgré que le projet de recherche ait été réalisé avec le 
transmon en tête, les résultats peuvent s'appliquer ou être adaptés à d'autres qubits 
supraconducteurs à plusieurs niveaux tels que le qubit de flux à basse impédance [93] et 
le qubit à couplage ajustable (tunable coupling qubit ou TCQ en anglais) [94,95] ainsi 
qu'aux qubits à deux niveaux qui peuvent être couplés longitudinalement [i.e. ax(a) + a)] 
au résonateur tels les qubits de phase [96] ou de flux [77,97]. Ils ne s'appliquent cependant 
pas directement à ces mêmes qubits s'ils sont couplés transversalement au résonateur [i.e. 
az(a* + a)]. 
2.3 Electrodynamique quantique en circuit 
L'électrodynamique quantique en cavité est réalisée dans un circuit électrique en cou-
plant capacitivement un qubit supraconducteur, jouant le rôle d'un atome artificiel, à 
un résonateur coplanaire [3,98], jouant le rôle de la cavité. Contrairement à la version 
en cavité de l'électrodynamique quantique où les atomes sont en mouvement, l'atome 
artificiel est ici fixé. Son couplage au résonateur est donc constant et la durée des expé-
riences n'est pas limitée par le temps de transit de l'atome. Un schéma d'un transmon 
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FIGURE 2.5 - Schéma d'un résonateur non linéaire couplé à un transmon. Un transmon com-
posé d'un SQUID et d'une capacité interdigitée (en vert pâle) est couplé capacitivement à 
un résonateur rendu non linéaire par l'insertion d'une jonction Josephson (vert foncé) dans le 
conducteur central. 
couplé capacitivement à un résonateur rendu non linéaire par l'insertion d'une jonction 
Josephson dans le conducteur central est présenté à la figure 2.5. 
Le couplage entre le transmon et le résonateur est un couplage dipolaire électrique. 
Classiquement, il est proportionnel au moment dipolaire du transmon — qui origine de 
la séparation spatiale des charges électriques de chaque côté de l'élément Josephson — et 
au champ électrique du résonateur. Quantiquement, le moment dipolaire devient propor-
tionnel à l'opérateur de charge N du transmon et le champ électrique est proportionnel à 
a) + a. La constante de couplage transmon-résonateur, pour la transition entre les états 
propres \i) et \j) du transmon, est alors donnée par [89] 
j)=9h- (2-6) 
où N = J2N N1^) (N\ est l'opérateur de charge et V^s est la valeur moyenne quadra-
tique (ou RMS, root mean square en anglais) de la tension moyenne due aux fluctuations 
du vide à la position du transmon. Cette constante de couplage apparaîtra directement 
dans l'hamiltonien d'interaction H[ défini ci-dessous. Pour calculer cette constante, le 
transmon est supposé ponctuel par rapport aux variations spatiales de champ électrique. 
Typiquement, les constantes devant les éléments de matrice sont difficiles à obtenir avec 
précision expérimentalement. Le couplage <?i0 peut cependant être obtenu par une expé-
rience de spectroscopie dans laquelle la fréquence du qubit est ajustée en résonance avec 
la fréquence du résonateur en variant le flux $. Le couplage entre les deux lève alors la 
9iJ = l^VL (i N 
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dégénérescence, tel qu'illustré à la figure 2.6(a). ce qui permet de déterminer la valeur de 
#1,0 [98]. Comme la constante de proportionnalité est la même pour toutes les transitions, 
il est alors possible de déterminer gtJ à partir des éléments de matrice. 
Pour un transmon. les règles de sélection interdisent presque toutes les transitions 
\j) «-» \i) sauf celles pour lesquelles j = i ± 1. Les éléments de matrice dans la limite 
du transmon sont ainsi typiquement tels que les couplages gt+2,% sont plusieurs ordres de 
grandeur plus faibles que #t+i,i, et les couplages pt+3,t sont environ 10 fois plus faibles 
que #i+i,t. Dans une très bonne approximation, on peut ainsi supposer que seules les 
transitions entre deux niveaux adjacents en énergie sont permises par l'échange d'un seul 
photon avec le résonateur. 
On peut diagonaliser exactement l'hamiltonien (2.5) et calculer les constantes de 
couplage à l'aide des éléments de matrice tel que prescrit par l'équation (2.6). On peut 
ensuite écrire l'hamiltonien du qubit dans la base de ses états propres 
A f - l 
Hq=Y,^x = nu> (2.7) 
t=0 
où uit est la fréquence correspondant à l'état propre \i) du qubit, 11,^ = \i) (j\ et où j ' a i 
introduit la notation raccourcie 
M - l 
Ux = J2 *in*,.< (2-8) 
t=0 
que j'utiliserai à plusieurs occasions dans cette thèse. Dans ces expressions, M est le 




 9l(ai + a)(n,,,+1 + ni+1,t), (2.9) 
t=0 
où j ' a i laissé tombé le deuxième indice de la constante de couplage et défini gt = gl+itl. 
L'hamiltonien total décrivant le qubit, le résonateur et leur interaction est alors similaire 
à l'hamiltonien de Rabi (1.24), mais il est généralisé à plusieurs niveaux et s'écrit 
Hs = Hr + Hq + Hj + Hd, 
K 2 K'3 M~2 
= uTéa + — a} a2 H — r a3 + Uu + V " gt(a) + a)(II,, l+i + II1+i i t) 2 aT z—' 
+ ^2ed{t)e-UJatai + emd{t)etUdta 
d 
(2.10) 
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(a) Cas résonant (b) Cas dispersif 
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FIGURE 2.6 - Échelles d'énergie de l'hamiltonien de Jaynes-Cummings (a) Dans le cas réso-
nant, (b) Dans le cas dispersif. Pour les deux sous-figures, le nombre de photons du résonateur 
augmente de bas en haut, et l'état fondamental (excité) du qubit est à gauche (à droite). La 
fréquence LOij est définie comme u>j — u>3. 
où Hr est donné à l'équation (2.2) et où 
d 
est l'hamiltonien représentant les différents signaux d'excitation sur le résonateur, d'am-
plitude Cd et de fréquence u>d-
2.3.1 Régime dispersif 
Le régime dans lequel beaucoup d'expériences d'électrodynamique quantique en cir-
cuit sont réalisées est le régime dispersif. C'est aussi le régime dans lequel j ' a i obtenu la 
majeure partie des résultats présentés dans cette thèse. 
Définition 17 (régime dispersif) 
Le régime dispersif est un régime de paramètres pour lequel le couplage entre 
l'atome artificiel et le résonateur est beaucoup plus petit que leur différence de 
fréquence, i.e. gtJ <C \uJij — u>r\. 
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Dans ce régime, il n'y a aucun échange réel d'énergie entre le qubit et le résonateur et les 
états propres du système combiné sont très près des états à couplage nul. Le couplage crée 
plutôt des décalages de fréquence tels les décalages de Lamb et de Stark pour un atome [7]. 
On peut ainsi traiter le couplage entre l'atome et le résonateur en théorie de perturbation. 
Pour un qubit à deux niveaux, on peut montrer que l'hamiltonien approximativement 
diagonalisé au deuxième ordre en théorie de perturbation devient dans ce régime [3,50] 
^dispersif = (Wr + X°z)a'û H ~ Oz, 
t , <*>!,<) + X + 2 x a f a 
= ura'a H • az, 
où x = 91,0/(^1,0 — ujr) est le décalage dispersif. Les différents décalages sont illustrés à 
la figure 2.6(b). 
Pour interpréter l'hamiltonien dispersif. on peut alors prendre deux points de vue 
correspondant aux deux lignes de l'équation (2.12). À la première ligne, on peut constater 
que la fréquence du résonateur est décalée de ± x selon l'état du qubit. Peu importe le 
type de mesure utilisée, c'est ce décalage qui, ultimement, permet de lire l'état d'un qubit 
via la réponse de la cavité à un signal d'excitation. 
Définition 18 (décalage dispersif) 
On appelle décalage dispersif du résonateur le changement de fréquence du réso-
nateur dépendant de l'état du qubit dans le régime dispersif. En anglais, ce décalage 
est appelé cavity pull. 
D'un deuxième point de vue, on peut interpréter ce même décalage dispersif comme un 
décalage de la fréquence du qubit proportionnel au nombre de photons dans le résonateur, 
tel qu'écrit à la deuxième ligne. Il s'agit du décalage de Stark [99]. 
Définition 19 (décalage de Stark) 
On appelle le décalage de Stark le changement de fréquence des états du qubit 
dû à une population de photons dans le résonateur. 
Finalement, le qubit a aussi un décalage de fréquence constant \ indépendant du nombre 
de photons dans le résonateur. Il s'agit du décalage de Lamb [100] dû aux fluctuations 
quantiques du champ électromagnétique à l'intérieur du résonateur. 
(2.12) 
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Définition 20 (décalage de Larab) 
On appelle le décalage de Lamb le changement de fréquence des états du qubit 
indépendant de la population de photons dans le résonateur. 
Ces différents décalages peuvent être utilisés pour mesurer l'état de l'atome à partir 
du champ électromagnétique ou au contraire pour sonder le champ électromagnétique à 
partir de l'état de l'atome. J'explorerai davantage ces concepts aux chapitres 6 et 7. Dans 
la prochaine sous-section, je survolerai quelques réalisations expérimentales récentes dans 
le domaine de 1 electrodynamique quantique en circuit. 
2.3.2 Réalisations récentes 
Afin, de mettre en contexte les résultats obtenus dans cette thèse, il est intéressant 
d'illustrer le potentiel de l'architecture d'électrodynamique quantique en circuit. Ainsi, 
avant de positionner le problème de la mesure auquel je me suis attaqué dans cette thèse, 
je survole dans cette sous-section quelques réalisations récentes par différents groupes. 
Résolution du clivage de nombre dans la fréquence du qubit 
Une expérience qui illustre bien comment le qubit peut être utilisé pour sonder le 
champ à l'intérieur de la cavité a été réalisée en 2007 par l'équipe expérimentale de l'Uni-
versité de Yale [101]. Dans la limite où x > ^7>7v5 selon l'hamiltonien dispersif (2.12), 
le décalage de la fréquence du qubit dû à chaque photon est plus grand que les largeurs 
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FIGURE 2.7 - Résolution du clivage de nombre dans la fréquence du qubit. (a) Pour un état 
cohérent avec n — 3. (b) Pour un état thermique produit par du bruit blanc à l'entrée du 
résonateur avec le même nombre moyen de photons. J'ai francisé cette figure tirée de [101]. 
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de raie du résonateur et du qubit. Il devrait ainsi être possible de résoudre ces différentes 
fréquences. C'est ce qu'a réussi l'équipe de Yale. Ainsi, pendant qu'ils envoyaient dans le 
résonateur soit un signal cohérent, soit du bruit blanc reproduisant un état thermique, 
ils ont tenté d'exciter le qubit avec un signal de spectroscopie près de la fréquence du 
qubit. Si le qubit est renversé, le décalage dispersif du résonateur change de signe et une 
diminution du signal à la sortie du résonateur est observée. Leurs résultats sont présentés 
à la figure 2.7, pour un signal cohérent en (a) et pour du bruit blanc en (b). Bien que 
le lien avec la distribution de photon ne soit pas direct, on peut voir une distribution 
s'approchant d'une poissonnienne P(n) = e~nnn/n\ pour l'état cohérent et une distribu-
tion s'approchant d'une distribution de Bose-Einstein P(n) = nn/(n + l)n+1 pour l'état 
thermique. Dans ces deux expressions, n est le nombre moyen de photons (c'est-à-dire 
trois pour les deux graphiques présentés) et n est le nombre de photons de l'état de Fock 
pour lequel on exprime la probabilité. 
Génération de superpositions arbitraires d'états de Fock 
Une expérience qui démontre bien le contrôle qu'il est possible d'atteindre dans le 
système d'électrodynamique quantique en circuit est la génération de superpositions ar-
bitraires d'états de Fock réalisée par l'équipe de l'université de Californie à Santa Bar-
bara [102]. Dans cette expérience, un qubit à fréquence ajustable est excité, puis mis en 
K» + |3> + |6> |0> + e^(3> + |6> K» + eW«|3> + |6) \0)*é3^\3) + m |0> + f|3> + |6> 
FIGURE 2.8 - Fonctions de Wigner d'états arbitraires. Les panneaux du haut sont les fonctions 
de Wigner théoriques pour les états indiqués au-dessus. Les panneaux du bas sont les fonctions 
de Wigner reconstruites expérimentalement. Cette figure est tirée de la référence [102]. 
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résonance avec le résonateur afin de transférer l'excitation vers le résonateur. En répé-
tant cette procédure à plusieurs reprises, cette équipe a réussi à créer des superpositions 
arbitraires d'états de Fock, un photon à la fois. La phase relative des différents états de 
Fock peut être ajustée en contrôlant les durées des puise de contrôle et les temps d'at-
tente. Des états arbitraires jusqu'à un maximum d'environ 10 photons ont été réalisés, 
ce nombre étant limité par la décohérence. Après la génération des états du champ EM, 
ils ont reconstruit sa fonction de Wigner, une fonction d'espace de phase similaire à la 
fonction Q introduite à la section 1.2.1. Ces résultats sont présentés à la figure 2.8 où les 
fonctions de Wigner expérimentales (panneaux du bas) sont comparées aux fonctions de 
Wigner théoriques (panneaux du haut). 
Vers un processeur quantique supraconducteur à plusieurs qubits 
Trois étapes ont été franchies récemment vers la réalisation d'un processeur quantique 
à plusieurs qubits. Tout d'abord, en 2007, deux équipes, l'une de Yale [103] et l'autre du 
NIST Boulder [104]. ont réussi à coupler deux qubits en utilisant le résonateur comme 
un bus quantique. En utilisant soit des qubits de phase (NIST) ou des transmons (Yale), 
les deux équipes ont ainsi réussi à démontrer l'échange d'excitations cohérentes entre les 
deux qubits. 
Plus récemment, l'équipe de Yale a réussi à implémenter deux algorithmes quantiques 
dans un processeur quantique supraconducteur [25] à deux qubits. Ils ont ainsi réalisé 
l'algorithme de recherche de Grover [24] discuté à la section 1.1.3, ainsi que l'algorithme 
de Deutsch-Jozsa [105] qui permet d'évaluer si une fonction f(x € {0,1}) est constante 
ou balancée (i.e. si elle vaut toujours 1 ou 0 ou bien si elle vaut 0 ou 1 avec des probabilités 
égales). L'équipe de Saclay a aussi récemment réalisé un processeur à deux transmons 
chacun doté d'un dispositif de mesure monofrappe [106]. 
Enfin, un pas vers l'extensibilité de l'architecture d'électrodynamique quantique en 
circuit a été réalisé par l'équipe de Santa Barbara avec la réalisation de circuits contenant 
plusieurs résonateurs et plusieurs qubits. Ils ont ainsi réalisé le jeu des coquilles — dans 
lequel une bille est cachée sous l'une de trois coquilles et il faut déterminer sa position 
— dans un circuit composé de trois résonateurs et deux qubits. Dans leur expérience, un 
photon joue le rôle de la bille et les résonateurs jouent le rôle des coquilles [96]. 
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Augmentation des temps de cohérence et de relaxation 
L'un des obstacles à la réalisation d'un processeur quantique avec des qubits supracon-
ducteurs est leurs temps de cohérence et de relaxation, limités à quelques micro-secondes. 
Il faut comparer ces temps de vie aux temps d'opération de quelques unes à quelques cen-
taines de nano-secondes des portes logiques. Un grand pas a été franchi récemment par 
l'équipe de Yale [107] qui a réalisé, de façon reproductible, des transmons dont les temps 
de vie et de cohérence sont de l'ordre de quelques dizaines de micro-secondes. Ils ont 
utilisé pour ce faire une cavité tridimensionnelle machinée plutôt qu"un résonateur co-
planaire micro-fabriqué. Puisque le champ électrique est ainsi réduit par l'augmentation 
du volume, ils ont aussi augmenté le moment dipolaire du qubit en lui attachant des 
antennes, permettant ainsi de garder un couplage fort entre le qubit et la cavité. Cette 
augmentation de volume du résonateur et du qubit se traduisent par une augmentation du 
rapport volume sur surface, diminuant ainsi l'effet des défauts sur la surface qui seraient 
potentiellement un facteur limitant pour les qubits supraconducteurs [108]. Ceci suggère 
donc une voie à explorer pour améliorer les propriétés des qubits supraconducteurs de 
façon significative. 
2.4 Mesure 
Les photons micro-ondes étant environ un demi-million de fois moins énergétiques que 
les photons optiques, leur détection pose des défis particuliers qui n'apparaissent pas dans 
le régime optique où un seul photon possède suffisamment d'énergie pour, par exemple, 
déclencher une diode à avalanche. Ce type de dispositif détectant des photons uniques 
n'est donc pas disponible dans le domaine des micro-ondes. 
2.4.1 Mesures homodyne et hétérodyne 
À la figure 2.9, je représente de façon schématique le circuit de mesure pour un 
dispositif d'électrodynamique quantique en circuit. Le circuit est connecté à l'entrée (à 
gauche) à une source radio-fréquence (RF). et à la sortie, à un circulateur (symbole 
circulaire avec trois flèches), puis à un amplificateur. Un circulateur est un dispositif à 
trois (parfois quatre) ports brisant la symétrie sous inversion du temps et redirigeant 
le signal d'un port au port suivant, dans le sens indiqué par les flèches. Ainsi, selon le 
schéma de la figure 2.9, le signal provenant de la source est envoyé à l'entrée du circuit, 
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LO Q(t) 
FIGURE 2.9 - Représentation schématique d'un circuit de mesure. Le symbole d'un cercle avec 
trois flèches est un circulateur, un dispositif à trois (parfois quatre) ports brisant la symétrie sous 
inversion du temps et qui redirige le signal d'un port au port suivant, dans le sens indiqué par 
les flèches. Le signal de sorti RF est amplifié par un HEMT (high électron mobility transistor) et 
multiplié par le signal de référence LO. La température de bruit [définie à l'équation Eq. (2.13)] 
d'un HEMT est typiquement d'environ 3 K. 
le signal réfléchi du circuit est envoyé à la masse, et le signal provenant de la masse est 
envoyé à la source. 
Dans la figure 2.9, le signal de la source RF est séparé en deux afin d'avoir une 
référence (oscillateur local, ou LO en anglais). Le signal transmis à travers le résonateur 
est amplifié par un amplificateur commercial, typiquement un HEMT (high électron 
mobility transistor) [109] et le signal amplifié est multiplié par le signal de l'oscillateur 
local. On obtient alors une mesure homodyne ou une mesure hétérodyne selon que le signal 
de référence est à la même fréquence ou à une fréquence différente du signal mesuré. 
Définit ion 21 (mesure h o m o d y n e ) 
On appelle une mesure h o m o d y n e une mesure dans laquelle le signal mesuré est 
multiplié par un signal de référence à la même fréquence. 
Définit ion 22 (mesure hé térodyne) 
On appelle une mesure h é t é r o d y n e une mesure dans laquelle le signal mesuré est 
multiplié par un signal de référence à une fréquence différente. 
Dans le cas d'une mesure homodyne. le signal après le croisement avec la référence est un 
signal continu dont l'amplitude correspond à la quadrature du signal RF qui est en phase 
avec le signal LO. Dans le cas d'une mesure hétérodyne, le signal après le croisement oscille 
plutôt à la différence de fréquence entre la référence et le signal mesuré, ce qui permet 
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de s'affranchir d'un éventuel biais continu. Dans les deux cas, les deux quadratures du 
signal peuvent être mesurées en séparant le signal mesuré puis en croisant chacun des deux 
signaux avec deux signaux de référence en quadrature. L'amplitude du signal de chaque 
quadrature est alors divisée par la racine carrée de deux (la puissance, proportionnelle à 
l'amplitude au carrée, est divisée par deux). 
2.4.2 Amplification et limite quantique standard 
La mécanique quantique impose certaines limites à l'amplification de signaux. L'une 
d'elle est qu'un amplificateur conservant la phase — c'est-à-dire que les deux quadratures 
du signal sont amplifiées de la même façon — doit rajouter au minimum un demi quantum 
de bruit [110-112]. Cette limitation survient comme une conséquence de la conservation 
des relations de commutation des modes bosoniques. En effet, supposons qu'un signal 
d'entrée est représenté par l'opérateur bosonique a/ et qu'il est amplifié vers un signal 
de sortie représenté par l'opérateur bosonique bo = Gaj. Dans ce cas, les relations de 
commutation [a/, a\] = [bo- b*0] — 1 ne peuvent être conservées que si G = 1, c'est à dire 
s'il n'y a pas d'amplification. La seule façon d'avoir amplification tout en conservant les 
relations de commutation est alors d'ajouter un troisième mode e, qui a au minimum un 
bruit correspondant aux fluctuations quantiques du vide, soit un demi quantum d'énergie. 
Cette limite est appelée la limite quantique standard (standard quantum limit en anglais). 
Elle peut être dépassée si l'une des quadratures du signal est amplifiée alors que l'autre 
est atténuée [112]. Pour une référence plus récente sur ce sujet, on peut se référer à la 
référence [113]. 
On peut quantifier le bruit ajouté par un amplificateur par le nombre de quanta 
d'énergie qu'il ajoute en bruit ou par sa température de bruit TN. Il existe différentes 
définitions de la température de bruit selon les auteurs, mais lorsque l'amplificateur est 
loin de la limite quantique, on a dans tous les cas 
TH « ^ , (2.13) 
où kB est la constante de Boltzmann, ujj est la fréquence du mode d'entrée aj et A > 1/2 
est le nombre de quanta de bruit ajouté par l'amplificateur. Tel qu'indiqué sur la figure 2.9, 
la température de bruit typique d'un HEMT est d'environ 3 K, correspondant à un bruit 
ajouté A de quelques dizaines de quanta d'énergie pour une fréquence d'entrée u>i de 
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l'ordre du gigahertz. Les amplificateurs commerciaux sont donc assez loin de la limite 
quantique. Ainsi, le rapport signal-sur-bruit d'une mesure monofrappe pour un signal de 
quelques photons est faible. Pour les mesures en électrodynamique quantique en circuit, 
cela implique que les expériences doivent donc être répétées quelques dizaines à quelques 
centaines de milliers de fois afin d'améliorer le rapport signal-sur-bruit. 
2.4.3 Limite quantique sur la rétroaction 
La mécanique quantique impose aussi une limite sur la rétroaction minimale causée 
par une mesure. En effet, étant donné la relation d'indétermination d'Heisenberg, une 
mesure d'un système quantique doit nécessairement entraîner une perte d'information 
sur la quantité conjuguée. Si la mesure n'est pas projective, on peut alors exprimer la 
relation entre le taux de déphasage induit par la mesure T^^ et le taux de mesure Tm 
auquel on acquiert l'information par [113] 
rv,m > r m / 2 . (2.14) 
Dans le cas d'une mesure de l'état d"un qubit dans la base {|0), |1)}, cette rétroaction 
se traduit par du déphasage, soit la perte de l'information de phase entre ces deux états. 
Ce déphasage peut être observé expérimentalement en réalisant la spectroscopie du qubit 
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FIGURE 2.10 - Spectroscopie du qubit lorsqu'il est couplé à un résonateur linéaire peuplé avec 
des états cohérents comportant n = 1 (a) et n = 20 photons. J'ai francisé cette figure tirée 
de [99]. 
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par la mesure sera alors visible comme un élargissement de la raie de spectroscopie. C'est 
ce qui a été mesuré expérimentalement par Schuster et al. [99] pour produire la figure 
que j'ai francisée et reproduite à la figure 2.10. Cette figure montre le décalage de Stark, 
mais aussi l'élargissement de la raie de spectroscopie du qubit lorsque le champ électro-
magnétique intra-résonateur contient davantage de photons. Cette figure est l'équivalent 
de la figure 2.7, où chaque photon correspond à un décalage de la fréquence du qubit 
différent [voir l'hamiltonien dispersif, Eq. (2.12)], mais dans un régime où le décalage 
de fréquence est insuffisant pour être résolu. Comme les états du champ électromagné-
tique sont des états cohérents qui présentent une distribution de nombre de photons, le 
déphasage induit par la mesure peut être interprété comme une conséquence des fluctua-
tions de fréquence du qubit causée par le bruit de grenaille dans le nombre de photons 
du champ électromagnétique. Une autre interprétation, en terme d'états pointeurs du 
champ électromagnétique, sera introduite au chapitre 5. 
2.4.4 Mesure dispersive 
On a vu aux sections précédentes de quelle façon le signal à la sortie du résonateur est 
amplifié, puis croisé avec une référence, ainsi que les limites imposées par la mécanique 
quantique. On s'intéresse maintenant à la façon dont le champ électromagnétique du 
résonateur transporte de l'information à propos de l'état du qubit. La mesure dispersive 
est basée sur l'hamiltonien dispersif (2.12) que je réécris ici 
^dispersif = k + X<^z)a1a + - y ^ z , (2-15) 
où j'ai inclus le décalage de Lamb dans la fréquence du qubit modifiée cD^ o- Puisque la 
fréquence du résonateur comprend un décalage dispersif dépendant de l'état du qubit, la 
transmission d'un signal à travers le résonateur présenterait deux pics séparés par 2x, tel 
qu'illustré à la figure 2.11. Si l'on mesure avec un signal dont la fréquence est située entre 
ur ± Xi l'amplitude transmise sera la même peu importe l'état du qubit. L'information 
sera alors dans la phase du signal par rapport au signal de référence. Cette phase prendra 
deux valeurs très différentes, environ ±2x/«-
Comme chaque photon contient de l'information sur la fréquence du résonateur, on 
pourrait penser qu'il est possible d'obtenir un signal à la sortie du résonateur (et donc à 
l'entrée de l'amplificateur) aussi fort que désiré simplement en augmentant l'amplitude 
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FIGURE 2.11 - Réponse d'un résonateur pour une mesure dispersive. Les courbes en bleu 
(rouge) sont pour l'état fondamental (excité) |0) (|1)). Les courbes pointillées sont la transmis-
sion (axe de gauche) et les courbes pleines sont la phase (axe de droite). 
— le nombre de photons — du signal d'entrée. On obtiendrait ainsi un très bon rapport 
signal-sur-bruit. Cependant, l'hamiltonien dispersif ci-dessus n'est valide que lorsque le 
nombre de photons à l'intérieur du résonateur est beaucoup plus faible que le nombre de 
photons critique ncrit. — 4A2/<?2 = 4(a>a — u>r)2/g2. Au-delà, notre équipe a montré dans le 
cadre de ma maîtrise que le déphasage des états combinés qubit-photon (appelés les états 
habillés) conduit à de la relaxation supplémentaire ainsi qu'une température effective 
pour le qubit [114,115]. Cet effet est appelé le déphasage habillé et est présentement 
étudié expérimentalement par une équipe de Berkeley [116]. De plus, notre équipe a aussi 
montré que le décalage dispersif de la fréquence du résonateur ±x e s t réduit lorsque le 
nombre de photons augmente, menant à une saturation du rapport signal-sur-bruit à 
haute puissance [114]. 
Une autre façon qui permettrait d'améliorer le rapport signal-sur-bruit de la mesure 
serait de mesurer pendant une plus longue période. Malheureusement, le temps de vie 
limité des qubits supraconducteurs limite cette période à quelques micro-secondes la 
plupart du temps. On verra à la prochaine sous-section qu'une mesure par bifurcation 
permet de contourner ce problème. 
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2.4.5 Mesure par bifurcation 
Une façon d'obtenir une mesure de qubit plus performante est d'utiliser la bifurcation 
d'un oscillateur non linéaire telle qu'expliquée à la section 2.1.1. Une mesure par bifurca-
tion en électrodynamique quantique en circuit utilise la grande sensibilité d'un oscillateur 
non linéaire biaisé près du seuil de bifurcation pour discriminer entre les décalages dis-
persifs associés aux deux états du qubit. Ceci est illustré à la figure 2.12. Le décalage 
dispersif de la fréquence du résonateur par le qubit déplace légèrement le diagramme 
de stabilité de l'oscillateur non linéaire tel qu'illustré dans le panneau (b). La mesure 
consiste à augmenter l'amplitude du signal de mesure jusqu'à-ce qu'elle soit située dans 
la zone grisée du panneau (b), soit au-dessus du seuil de bifurcation ec(0) pour l'état 
|0) du qubit et en-dessous du seuil ec( l ) pour l'état |1). La réponse du résonateur au 
signal d'excitation sera alors telle qu'illustrée au panneau (a). Elle aura ainsi une basse 
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FIGURE 2.12 - Diagramme de stabilité d'une mesure par bifurcation de l'état d'un qubit. (a) 
Réponse (amplitude du signal par exemple) lorsque le qubit est dans l'état |0) (courbe bleue), 
ou |1) (courbe rouge), (b) Diagramme de stabilité du résonateur non linéaire lorsque le décalage 
dispersif de la fréquence du résonateur dû au qubit est inclus, pour l'état |0) (courbe bleue) ou 
|1) (courbe rouge). La zone grisée indique l'amplitude que le signal de mesure doit avoir pour 
que le résonateur bifurque dans l'état H pour l'état fondamental |0) mais demeure dans l'état L 
pour l'état excité |1). La ligne verticale pointillée noire indique la fréquence du signal de mesure 
en unités réduites. 
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FIGURE 2.13 - Forme temporelle d'un signal de mesure de type échantillonneur-bloqueur. 
amplitude (L) pour l'état |1), avec une certaine probabilité de bifurquer vers l 'état de 
haute amplitude H à cause de fluctuations thermiques ou quantiques. Cependant, pour 
l'état |0), l'état de basse amplitude n'existe pas. Le seul état possible pour le résonateur 
est alors l'état de haute amplitude H. 
Un problème demeure cependant. Même pour l'état |1), le résonateur a une certaine 
probabilité de bifurquer vers l'états H. Ainsi, si le résonateur est biaisé dans la zone grise 
pendant un temps trop long de sorte à moyenner le signal pour avoir un bon rapport 
signal-sur-bruit, l 'état mesuré sera H peu importe quel était l'état original du qubit. 
Une façon de contourner ce problème est d'utiliser un signal de la forme illustrée à la 
figure 2.13. Le signal est donc augmenté à une amplitude située entre ec(0) et €c(l) pour 
un temps d'échantillonnage teck., puis rabaissé à une amplitude insuffisante pour faire 
bifurquer le résonateur vers l'état / / , mais suffisante pour l'y maintenir s'il avait déjà 
bifurqué. De cette façon, le signal à la sortie du résonateur peut être moyenne pendant 
un temps plus long que le temps de relaxation du qubit, soit suffisamment longtemps 
pour obtenir un bon rapport signal-sur-bruit. 
Une telle mesure a déjà été réalisée avec l'un ou l'autre des designs de résonateur non 
linéaire discutés à la section 2.1.1 pour lire l'état d'un qubit de type quantronium [69,74, 
83,117], un qubit de flux [81] et un transmon [82]. La fidélité de ces mesures, c'est-à-dire 
la probabilité que le signal de mesure corresponde bien à l'état préparé, est de l'ordre de 
90%. Le caractère non-destructif de la mesure a été évalué dans les trois cas [82,118,119] en 
obtenant des fidélités de mesures répétées — c'est à dire la probabilité que deux mesures 
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successives donnent le même résultat — entre 40% et 90%. Dans le cas du transmon qui 
nous intéresse ici, la fidélité de la mesure répétée était de 40% [82]. À la fois la fidélité 
d'une seule mesure et la fidélité de la mesure répétée étaient limitées par la relaxation du 
qubit pendant la mesure. Ainsi, dans le cas d'une seule mesure, le temps d'échantillonnage 
de la mesure était du même ordre de grandeur que le temps de relaxation du qubit. 
2.5 Problématique 
Comme on l'a vu à la section précédente, il reste plusieurs aspects qui peuvent être 
améliorés dans la mesure de l'état de qubits supraconducteurs en électrodynamique quan-
tique en circuit. C'est à cette problématique que je me suis attaqué dans le cadre de cette 
thèse. Je commence par présenter les méthodes analytiques que j'ai utilisées au chapitre 3. 
Je présente ensuite au chapitre 4 le Sherbrooke QUantum pACKage (ou SQUACK), une 
librairie de simulation que j 'ai développée en collaboration avec l'analyste de calcul du 
Centre de calcul scientifique de l'Université de Sherbrooke Steve Allen. Cette librairie 
a été utilisée pour obtenir tous les résultats numériques présentés dans cette thèse et 
elle est maintenant utilisée par la majorité des membres de notre groupe ainsi que par 
certains collaborateurs externes, entre autres à l'ETH Zurich. 
J'applique ensuite les méthodes analytiques présentées au chapitre 3 afin de déve-
lopper un modèle réduit au chapitre 5. Ce modèle réduit capture l'essentiel des effets 
du champ électromagnétique du résonateur non linéaire sur le qubit et vice-versa. Il est 
obtenu en partant de l'équation maîtresse du système couplé et permet de réduire la des-
cription physique à une équation maîtresse pour la matrice densité du qubit seulement 
et à quelques variables classiques représentant le champ électromagnétique. 
Par la suite, au chapitre 6, j'étudie la perturbation du qubit par la mesure dans un ré-
sonateur non linéaire. Plusieurs effets, tels le déphasage induit par la mesure [99,120] et le 
déphasage des états habillés [114,115,121] étaient déjà connus pour un résonateur linéaire. 
En comparant des résultats numériques et expérimentaux au modèle obtenu au chapitre 5, 
j'explore dans ce chapitre la façon dont ces effets sont modifiés par la non-linéarité du 
résonateur. Je montre aussi comment il est possible de les utiliser afin d'étudier les pro-
priétés quantiques du champ intra-résonateur — telle l'existence d'état comprimés — 
ainsi que comme outil de caractérisation des paramètres du résonateur. Cette comparai-
son pointue du modèle réduit à des résultats expérimentaux permet d'améliorer notre 
compréhension du régime de couplage fort avec un résonateur non linéaire. 
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Finalement, au chapitre 7, j'explore trois façon d'améliorer la mesure de qubits su-
praconducteurs. Pour ces trois avenues, il s'avère crucial que le qubit supraconducteur 
soit en fait un système à plusieurs niveaux plutôt qu'un système à deux niveaux. La 
première avenue consiste à choisir le points d'opération du transmon et du résonateur 
de façon à optimiser une mesure à faible puissance. La deuxième avenue consiste à uti-
liser la non-linéarité induite par le qubit sur le résonateur dans un régime de très fort 
signal de mesure. C'est une méthode qui a été découverte expérimentalement par le 
groupe expérimental de Yale [122] et expliquée théoriquement de façon simultanée par 
notre groupe [123] ainsi que par le groupe théorique de Yale [124]. La troisième avenue 
consiste à utiliser un régime particulier de paramètres dans lequel le décalage dispersif de 
la fréquence du résonateur causé par le qubit est amplifié. Ce régime pourrait permettre 
d'accélérer la bifurcation du résonateur et d'améliorer ainsi la fidélité de mesure. 
Chapitre 3 
Méthodes analytiques 
/ . . . / the truly créative principle fof science] résides in mathematics. 
Albert Einstein [125] 
Tel que l'exprimait Einstein, les outils mathématiques sont la base créative de la com-
préhension scientifique. Ce sont eux qui nous permettent de modéliser et de comprendre 
les expériences. Le but de ce chapitre est ainsi de présenter les outils qui seront nécessaires 
afin d'obtenir une description analytique simple de la physique du système présenté à la 
section 2.3, modélisé initialement par l'hamiltonien (2.10). 
Comme la physique est en général plus facilement compréhensible dans la base propre 
d'un système, les premiers outils viseront à diagonaliser cet hamiltonien. Une diagonali-
sation exacte numérique est possible étant donné la faible taille du système, mais cette 
approche apporte bien peu d'intuition physique. J'ai plutôt choisi d'utiliser une approche 
par transformations unitaires. Une transformation unitaire est essentiellement un opéra-
teur de changement de base ou de changement de référentiel. Une telle transformation 
prend la forme mathématique de l'exponentielle d'un opérateur anti-hermitique, et ap-
pliquer la transformation sur un opérateur revient à calculer une série de commutateurs. 
Il est souvent difficile — voire impossible — de calculer la série de commutateurs de 
façon exacte. Dans un tel cas, on doit supposer qu'un paramètre est suffisamment pe-
tit afin de tronquer la série dans l'esprit d'une théorie de perturbation. En pratique, 
différentes transformations permettent de diagonaliser différents termes de l'hamilto-
nien (2.10). Comme ces transformations sont calculées approximativement, chaque étape 
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implique une erreur. Il est cependant possible que l'erreur introduite par une transfor-
mation dépende de la base dans laquelle elle est exprimée. Par exemple, appliquer une 
transformation dont le calcul suppose que le nombre de photons intra-résonateur est faible 
induira une erreur plus petite si l'on transforme d'abord le système dans une base où le 
résonateur est dans son état fondamental. Il sera ainsi important de choisir les « bonnes » 
transformations et de les appliquer dans le « bon » ordre afin de minimiser les erreurs. 
J'introduis l'approche des transformations unitaires en général, ainsi que les différentes 
transformations que j'ai utilisées spécifiquement dans cette thèse à la section 3.1. 
Ultimement, je chercherai à connaître l'évolution de l'état du qubit sous l'effet du 
champ électromagnétique du résonateur. Je voudrai ainsi éliminer les degrés de liberté 
du résonateur pour obtenir une description plus simple — réduite — du qubit seul. Une 
technique qui permet d'atteindre cet objectif, que nous avons utilisée dans les articles [115, 
126], consiste à passer dans un référentiel où le résonateur est dans son état fondamental. 
Cela permet ensuite de facilement calculer la trace sur les états du résonateur pour les 
éliminer. Il n'est cependant pas toujours possible de passer dans un tel référentiel. et la 
non-linéarité du résonateur complique cette approche. Dans cette thèse, j 'ai plutôt choisi 
d'utiliser une élimination adiabatique. Dans cette approche, présentée à la section 3.2, 
on suppose que la dynamique du résonateur est beaucoup plus rapide que celle du qubit. 
Du point de vue du qubit, le résonateur est alors toujours dans un état stationnaire — 
qui n'est pas nécessairement le fondamental — qui peut être calculé et éliminé. 
Afin d'éliminer adiabatiquement le résonateur, il sera nécessaire de calculer des fonc-
tions de corrélation à deux temps d'opérateurs du résonateur. Ce calcul à priori compliqué 
est facilité par le théorème de régression quantique — essentiellement une généralisation 
de l'hypothèse de régression d'Onsager — que j'énonce à la section 3.3. Ce théorème per-
met de calculer des fonctions de corrélation à deux temps si l'on peut exprimer l'évolution 
des valeurs moyennes des opérateurs considérés comme un ensemble fermé d'équations 
différentielles linéaires. 
J'utiliserai toutes les méthodes présentées dans ce chapitre afin d'obtenir le modèle 
réduit décrivant la dynamique du qubit au chapitre 5. 
3.1 Transformations unitaires 
L'approche des transformations unitaires consiste à appliquer une ou plusieurs trans-
formations sur l'état du système ainsi que sur l'équation qui décrit son évolution dans 
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le but de passer dans une base dans laquelle l'hamiltonien du système est diagonal. Le 
système considéré étant relativement petit (espace d'Hilbert de taille typiquement infé-
rieure à 1000), une diagonalisation numérique exacte de l'hamiltonien peut facilement se 
faire. Cependant, au contraire d'une approche analytique, une approche numérique offre 
peu d'intuition sur la physique du système. 
3.1.1 Généralités et dépendance temporelle 
Une transformation unitaire est un changement de base décrit par l'application d'une 
matrice U telle que UU* = U^U = 1. On peut toujours écrire une matrice unitaire sous la 
forme U = e u , où U est une matrice anti-hermitique, de telle sorte que UU1" = e u e _ u = 1. 
On définit les transformations d'un ket \ib), d'une matrice densité p et d'un opérateur A 
telles que [7]1 
| ^ ) ' = ut ty). 
p' = UVU, (3.1) 
A' = UUU. 
On peut calculer la transformation de l'opérateur A via la relation d'Hausdorff 
UUU = A-\UtA] + ± [U, [U, A]] - | [U, [U, [U, A}}] + ••• 
00
 f_1\n (3.2) 
où U est l'opérateur anti-hermitique argument de la transformation unitaire et où j'ai 
défini l'application linéaire de commutation 
m fois 
CVA = [U. A], C$A =[U, [U, [ U . . . , A]}] . (3.3) 
On peut ainsi transformer un opérateur quelconque en calculant une série de commuta-
teurs. Si cette série est fermée, il est possible de calculer la somme exactement. 
'On note que Cohen-Tannoudji [7] utilise la convention |V')' = U |t/>) à la place. Cependant, la conven-
tion |i/>) = U^ \rp) est utilisée dans la plupart des livres d'optique quantique et entre autres dans les 
références [50,55,56]. C'est cette convention que j 'ai choisi de suivre dans cette thèse. 
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Transformation du hamiltonien 
La transformation du hamiltonien du système est légèrement différente de la trans-
formation d'un opérateur. Si la transformation unitaire est dépendante du temps, alors 
le changement de référentiel est dépendant du temps et, tout comme en mécanique clas-
sique, des forces virtuelles apparaissent. Si l'on suppose que révolution temporelle du 
système dans le référentiel initial est décrite par l'équation 
P=-i [H,
 P], (3.4) 
on peut alors écrire l'évolution dans la base transformée par 
p' = V(tfpV{t) + U\t)pU(t) + tf(t)pV(t) 
= -i [tf(t)mj(t),P'] +ùt(f)u(Op' + p'ut(/)ù(f), 
(3.5) 
où une éventuelle dépendance temporelle de U a été explicitée. Ainsi, en plus de la 
transformation de H selon les mêmes règles qu'un opérateur quelconque, on doit ajouter 
deux termes pour tenir compte de la dépendance temporelle de la transformation. On 
peut calculer ces deux termes avec les expressions 
| [.-«M] „»<•> - - f ) t^l^ilt) (3.6a) 
n=l 
V*(t)V(t) = -U*(t)\J{t), (3.6b) 
que je démontre à l'annexe C. On peut ainsi réécrire l'évolution comme 
p' = -i[H'.p'], (3.7) 
et définir la transformation d'un hamiltonien comme 
H' = H' + HV = tf(t)mj(t) + Hu, (3.8) 
ou 
Hv = iÙt(t)U(t) = _ » £ !_Z_C5-iÙ(0, (3.9) 
n=i 
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tient compte de la dépendance temporelle de la transformation unitaire. De façon un peu 
plus compacte, on peut combiner la somme ci-dessus à celle pour H' et écrire 
"' = £ ^TI ) I Q L(n + l)H ' lXj\ • (3-10) 
Ainsi, on peut calculer l'évolution temporelle dans un référentiel dépendant du temps par 
une série de commutateurs entre l'hamiltonien initial, l'argument de la transformation 
unitaire et sa dérivée temporelle. 
Transformation des ternies dissipatifs 
Tel qu'expliqué à l'annexe B, les termes dissipatifs de l'équation maîtresse (V[a]p, par 
exemple) proviennent du couplage du système à un environnement modélisé comme un 
bain d'oscillateurs harmoniques. La forme spécifique P[.A]p apparaît lorsque l'on calcule 
la trace partielle sur les états de l'environnement et que l'on applique cette trace sur 
l'hamiltonien de couplage. Ainsi, lorsque l'on applique une transformation unitaire sur 
un système, non seulement faut-il transformer l'hamiltonien, mais il faut aussi transformer 
ces termes dissipatifs. Cette étape peut alors être faite avant ou après la trace sur les 
états de l'environnement. 
Afin de comprendre l'impact du choix d'appliquer la transformation avant ou après 
la trace sur les états de l'environnement permettant d'obtenir l'équation maîtresse, il est 
nécessaire de savoir que cette trace est réalisée sous l'approximation de Born-Markov, tel 
qu'expliqué plus en détails à l'annexe B. Cette approximation suppose que le spectre de 
l'environnement est blanc et que le couplage à l'environnement est faible. Pour illustrer 
le principe, on prend l'exemple de la perte de photons à un taux K pour un résona-
teur ayant une fréquence uir. L'approximation de Born-Markov suppose que le spectre 
de l'environnement S(u) est blanc sur un intervalle de fréquences de largeur O (K) 
autour de la fréquence uir. Le taux K est alors proportionnel à S(ujr). Typiquement, 
K ~ (9(1 MHz) «C uT ~ O(lGHz) et l'approximation de bruit blanc est généralement 
bonne. 
Si l'on applique la transformation U après la trace sur les états de l'environnement, 
on transforme directement les opérateurs apparaissant dans les dissipateurs. Ainsi, X>[j4]p 
devient P[UMU]UVLJ. H est possible que la transformation U sur l'opérateur A modifie 
les fréquences pertinentes. C'est ce qui arrive par exemple lorsque la transformation 
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dispersive quant ique D, donnée à la section 3.1.4, est appliquée sur l'opérateur a. On a 
alors D a^lD) « a + Àcr_. où À est un scalaire et on obtient KD[O\P —> KD[CL + Acr_]p. Dans 
ce cas, appliquer la transformation dispersive après avoir obtenu l'équation maîtresse 
suppose donc que le bruit est blanc non pas sur un intervalle K autour de la fréquence uir, 
mais sur tout l'intervalle pertinent, soit \u)\ja — ur\ ^> K, ce qui n'est pas nécessairement 
une bonne approximation. 
Le résultat peut être amélioré si la transformation est appliquée non pas sur l'équation 
maîtresse, mais sur les hamiltoniens de couplage à l'environnement. Si l'on procède de 
cette façon, on obtiendra plusieurs dissipateurs K(ur)V[a]p + K(u>ifl)V{\crJ\p, où les taux 
K(U>) dépendront du spectre de l'environnement aux fréquences u — {o^a^o}. C'est ce 
que nous avons fait par exemple dans l'article [115], où nous avons obtenu les taux de 
relaxation et de déphasage effectifs d'un qubit lorsqu'il est couplé à un champ de photons. 
Il est particulièrement important d'appliquer la transformation avant la trace sur les états 
de l'environnement dans le régime de couplage ultra fort où le couplage g entre le qubit 
et le résonateur est comparable aux fréquences de transition, g ~ ov.u^o- En effet, tel 
que montré par Félix Beaudoin, appliquer la transformation dispersive sur l'équation 
maîtresse mène dans ce cas à un phénomène non-physique de génération spontanée de 
photons à température nulle lorsque le système est dans son état fondamental [127,128]. 
Néanmoins, dans le cadre de cette thèse, j'ai choisi pour simplifier les calculs d'ap-
pliquer les transformations unitaires sur l'équation maîtresse, après la trace sur l'envi-
ronnement. À cause de ce choix, il faudra garder en tête que les taux obtenus après 
l'application des transformations unitaires doivent être ajustés pour tenir compte du 
spectre de l'environnement. 
3.1.2 Déplacement 
La transformation de déplacement est celle que l'on a utilisé pour définir l'état cohé-









Lorsqu'appliquée sur le vide, elle crée l'état cohérent 
\a) = D(a) |0>. (3.12) 
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FIGURE 3.1 Représentation graphique, dans l'espace de phase, des transformations de dépla-
cement et de polaron. 
On peut aussi l'utiliser dans le sens opposé, pour partir d'un état cohérent \Q) et ramener 
l'état vers le vide |0) = D{—a) |a), tel qu'illustré à la figure 3.1(a). Cette opération 
unitaire transforme les opérateurs de champ tels que 
o ( t ) ' = D\a)a™D{a) = a(t> + oï*\ (3.13) 
On peut alors transformer n'importe quelle combinaison d'opérateurs d'échelle. Si a a une 
dépendance temporelle, l'équation (3.9) nous indique que la contribution à l'hamiltonien 
transformé est donnée par 
#D(a) = iD^(a)D(a) = —i < (àa) — à*a) — — [aa* — a*a, àa) — à*a] + • • • > , 
= - i i (àû t - à*a) - ^ (aâ* - a*à)\ , (3-14) 
= — i (cm* — à*aj , 
où, puisque le terme d'ordre deux est un scalaire, il ne contribue pas à la dynamique et 
on peut le laisser tomber dans l'hamiltonien. De plus, comme un scalaire commute avec 
tout opérateur, tous les commutateurs d'ordre supérieurs sont nuls. 
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3.1.3 Polaron 
La transformation de polaron est une transformation de déplacement qui dépend de 
l'état d'un autre système. Dans notre cas, cet autre système sera le qubit. On définit la 
transformation de polaron comme 
M - l 
P = ] T n t , ,D(a t), (3.15) 
où n î t t = \i) {i\ est le projecteur sur l'état i du qubit et M est le nombre de niveaux du 
qubit. Si Ton suppose que l'état du système qubit-résonateur est 
M-l 
M = X > l*> ® I".), (3-16) 
alors on a 
P t W = ( è c , | t ) J s > | 0 > . (3.17) 
Tel qu'illustré à la figure 3.1(b), cette transformation envoie le champ électromagnétique 
— qui peut être différent selon l'état du qubit — vers le vide, peu importe l'état du 
qubit. S'il est possible de calculer cette transformation de façon exacte, comme dans le 
cas d'un résonateur linéaire dans le régime dispersif [126], il sera alors facile de calculer 
la trace sur le résonateur pour obtenir une équation maîtresse pour le qubit seulement. 
Cette transformation est utilisée dans le contexte de physique à N-corps pour découpler 
des bains de bosons [129], mais a aussi été utilisée récemment dans le contexte des qubits 
supraconducteurs [130]. Notre groupe l'a aussi utilisée dans un système composé d'un 
qubit à deux niveaux et d'un résonateur [114,115,126]. Dans le cadre de cette thèse, je 
l'utiliserai pour un qubit à plusieurs niveaux couplé à un résonateur. Cette transformation 
est en particulier ce qui nous permettra de développer un modèle allant au-delà d'une 
théorie de réponse linéaire comme on le verra plus tard. 
Cette transformation agit sur les opérateurs d'échelle de l'oscillateur de telle sorte que 
a<t)' = pta<t)p = a(t)+nj>> (3.18) 
de façon similaire à la transformation de déplacement. Ici, Tla est un opérateur diagonal 
agissant dans le sous-espace du qubit et défini tel qu'à l'équation (2.8). La dépendance 
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temporelle de cette transformation peut être calculée de la même façon que pour la 
transformation de déplacement et donne 
ffP =-i (ntat - n*a) + 4 (nan; - n ;^ ) , 
V J 2 V ;
 (3.19) 
= -i (tiW - n>) - im [nan; . 
Ainsi, les termes d'ordre supérieur à deux dans la série de commutateurs s'annulent car 
ils commutent avec le terme d'ordre deux. Cependant, le terme d'ordre deux, bien que 
trivial dans le sous-espace du résonateur, n'est pas un scalaire dans le sous-espace du 
qubit et ne peut donc pas être ignoré. 
Finalement, bien que la transformation de polaron agisse principalement dans le sous-
espace de l'oscillateur, son effet n'est pas trivial sur les termes hors-diagonaux dans le 
sous-espace du qubit. Ainsi, on a 
irM+1 = ni,i+1Dt(ai)I>(ai+1) = nM+1D (a<+1 - aOe-M 0 ^»] , (3.20) 
et les opérateurs hors-diagonaux du qubit dans le référentiel transformé contiennent 
toutes les puissances de a ^ via le développement en série de l'opérateur de déplace-
ment (3.11). 
3.1.4 Dispersive 
La transformation dispersive diagonalise l'hamiltonien de Jaynes-Cummings (1.25). 
Elle a été obtenue la première fois à ma connaissance par Carbonaro et al. en 1979 [131] 
pour diagonaliser l'hamiltonien d'atomes fortement irradiés dans l'approximation sé-
culaire. Je l'ai aussi obtenue indépendamment dans le cadre de mes travaux de maî-
trise [2,115]. La transformation dispersive est typiquement définie de façon approximative 
pour un système à deux niveaux 
D«eA ( a t < r- _ a f f + ) , (3.21) 
où A = —g/(uJifi — ujr). En l'appliquant sur l'hamiltonien de Jaynes-Cummings (1.25) et 
en développant la série de Hausdorff au deuxième ordre, on obtient l'hamiltonien disper-
sif (2.12). L'hamiltonien de Jaynes-Cummings étant diagonal par bloc dans la base des 
états de Fock du résonateur, il est possible de le diagonaliser exactement en diagonalisant 
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chacun des blocs (qui sont de taille 2x2). J'ai montré dans le cadre de ma maîtrise [2,115] 
que la transformation qui le diagonalise exactement est donnée par 
OU 
= - a r c t a n ( 2 y i V ^ ( 3 J B ) 
est l'équivalent d'un angle de rotation et où A^ = a}a + il^i est l'opérateur représentant 
le nombre total de quanta d'excitation dans le système, le même résultat qui avait été 
obtenu auparavant par Carbonaro et al. [131]. Dans cette section, je m'intéresserai à 
deux généralisations de la transformation dispersive à plusieurs niveaux, que j'appelle les 
transformations dispersives quantique et classique. 
Version quantique 
J'appelle la transformation dispersive quantique à plusieurs niveaux la transformation 
ÏM-2 
— exp ^ \ia)T[ltl+i - A*allî+i;î 
i = 0 
(3.24) 
ou 
K = -0t/(w,+i,t - wr). (3.25) 
On note que cette transformation ne connaît que les fréquences du résonateur et du 
qubit, mais non celles de différents signaux d'excitation. Ainsi, elle permet d'obtenir les 
décalages de Lamb et de Stark dans le cas de qubits à plusieurs niveaux, mais suppose 
que les photons causant le décalage de Stark sont à la fréquence du résonateur. Cela sera 
à contraster avec la version classique présentée à la prochaine sous-section. J'utiliserai 
cette transformation dans un référentiel où la partie classique « champ moyen » du champ 
aura été éliminée des équations. Ainsi, la population de photon dans ce référentiel sera 
presque nulle et je n'aurai besoin que des résultats de la transformation au deuxième 
ordre. Pour l'opérateur d'échelle a, ce résultat est 
M - 2 
« ' « « + J 3 AJIM+i. (3.26) 
t=0 
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De plus, l'hamiltonien Jaynes-Cummings généralisé 
M - 2 
H = rL 4- ujra*a + ^ £,(atIItiH.i + all t+1) t), 
devient au deuxième ordre [89] 




5, = - ( x , - x»-i), 
sont le décalage de Lamb et de Stark et x% — ~9iK-
(3.29) 
Version classique 
On a vu à la section précédente que la transformation dispersive permet de diago-
naliser le terme d'interaction de Jaynes-Cumings. On peut aussi utiliser le même type 
de transformation pour diagonaliser l'hamiltonien d'un qubit excité par un champ décrit 





- + Yl ftcve-"^nî+1)l + c.h., (3.30) 
r = 0 
où ahd serait la valeur moyenne du champ oscillant à la fréquence u>d pour l'état i du 
qubit. La transformation à utiliser serait alors de la forme 
De = exp 
M-2 
7 „ Cn«,î+i — ^rit+i,, 
t = 0 
où & = Afa1,de-W«'t et 
A? = •9t 
(3.31) 
(3.32) 
<*>t+l,t — ^ d 
On note que cette transformation est de la même forme que la version quantique (3.24), 
si l'on replace A, par Af et a ^ par a*d. Cependant, cette transformation n'agit que dans 
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le sous-espace du qubit et contient la fréquence d'oscillation du champ Ud plutôt que celle 
du résonateur. En suivant les règles de transformation données à la section 3.1.1, on peut 
montrer qu'un opérateur diagonal de la forme IL devient au premier ordre 
M - 2 
Wx = 4IUD>C « nx + X ^ 1 " T«) P , + i , + a , , + i ) • (3.33) 
Ainsi, en transformant l'hamiltonien (3.30) ci-dessus au premier ordre en £, on obtient 
1 1 M - 2 
H' « - I L + - J^ [(w»+i.. - "*) & + 9t^e-lWdt] Ut+1)t + c.h., (3.34) 
i=0 
où ut+xm, = LJ1+I — u>t. On voit qu'avec le choix £t = Âfa,ide_"J<it fait ci-dessus, le terme 
hors-diagonal s'annule. 
On peut ainsi voir la transformation dispersive quantique comme traitant le cou-
plage avec le champ électromagnétique (et ses fluctuations quantiques) à la fréquence 
du résonateur, alors que la transformation classique traitera le couplage avec le champ 
électromagnétique à une fréquence quelconque, mais sans fluctuations quantiques. Si l'on 
développe l'hamiltonien ci-dessus aux ordres supérieurs en £, on obtiendra un décalage de 
Stark de la même façon qu'avec la version quantique. sauf que les coefficients dépendront 
du décalage qubit-signal et non du décalage qubit-résonateur. Cependant, puisque cette 
transformation est faite avec des champs classiques plutôt qu'un champ quantique, on 
n'obtiendra pas de décalage de Lamb, qui est dû aux fluctuations quantiques du vide. Je 
ferai ce développement aux ordres supérieurs au chapitre 5. 
3.1.5 Squeezon 
La dernière transformation que j'utiliserai est la transformation de squeezon. Cette 
transformation est définie telle que 
A f - l 
S = es = Yl ^t,,eîr*a2-ïr*a,^ (3.35) 
i=0 
où r% = |rj|e2îe\ De façon similaire à la transformation de polaron, la transformation 
de squeezon transforme le champ électro-magnétique du résonateur d'une façon qui est 
dépendante de l'état du qubit. Il s'agit en fait de l'opérateur de compression {squeezing en 
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FIGURE 3.2 - Illustration de l'effet de la transformation de squeezon. Les ellipses en trait plein 
représentent différents états comprimés dépendants de l'état du qubit. Les cercles en pointillés 
sont les états décomprimés après l'application de la transformation de squeezon. 
anglais) utilisé pour définir les états comprimés dont j 'ai discutés au chapitre 1 [50,55,56], 
mais avec un coefficient de compression rt différent pour chaque état du qubit. Avec le 
bon choix des rt, il est possible de décomprimer (ou de comprimer) l'état de l'oscillateur 
de façon dépendante de l'état du qubit, tel qu'illustré à la figure 3.2. Cette transformation 
est aussi une version mono-mode de la transformation de Bogoliubov utilisée en physique 
de l'état solide pour trouver la base propre de deux modes bosoniques couplés [129]. Dans 
ce cas cependant, plutôt qu'avoir a2 et a? comme argument de la transformation, on a 
ab et altf où a et 6 sont deux modes bosoniques différents. 
Puisque le commutateur a* , a = -2a), les commutateurs d'ordre n entre l'argument 
de l'exponentielle et a alterneront entre a et a*. Due à cette cyclicité, la somme de la 
relation d'Hausdorff pour la transformation de l'opérateur a peut être calculée exactement 
et donne 
a' = § t a § = cosh |n r | a - el2n,> sinh |LTr| a\ (3.36) 
où | n r | contient seulement les normes |rt|. 
La dépendance temporelle rajoutée à l'évolution hamiltonienne par des rt dépendants 
du temps peut être calculée par l'équation (3.9). On peut montrer que les commutateurs 
d'ordre arbitraires sont donnés par 
C2n+ l g = 4n|rTr|2 ^ J T * _ n ; i l r ) (^O + ^ , 
c|n+2s = 4n|nr|2 (nrri; - n;rir) (uy + nraf2). 
(3.37) 
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où S = —^n.ral + |Il*a2. On peut ainsi sommer l'équation (3.9) à l'infini pour obtenir 
HS = y (n>2 - ÏLV2) + -L-(jirù; - n;nr)(n>2 + rW2) 
- - ^ ( n . n ; - n ; n r ) ( n ; a 2 + nra t2)cosh(|nr|)sinh(|nr|) (3.38) 
4 | l l r | 
+ ^ ( n ^ r - n ; i i r ) sinh2(|n r |)(ata + i) . 
Cette forme est cependant trop générale pour nos besoins. Dans le cadre de cette thèse, 
je vais supposer que rfo) = \ri\el9i^\ c'est-à-dire que l'amplitude de compression |rj| est 
fixe et que seule sa phase varie. Dans cette limite, on peut simplifier Hs pour obtenir 
/ / s = n(?sinh2(|nr|)(ata + i) - -^-(EÇa 2 + IIrat2)cosh(|rir|) sinh(|nr|). (3.39) 
Comme on peut le voir dans cette expression, les termes générés par cette transformation 
de squeezon sont tous quadratiques en nombre d'opérateurs d'échelle. Ainsi, alors que la 
transformation de polaron nous permettra d'éliminer les termes linéaires hors-diagonaux 
— comme a) + a —, la transformation de squeezon permettra d'éliminer les termes 
quadratiques hors-diagonaux — comme aï + a2 — qui sont liés à la non-linéarité du 
résonateur. 
3.2 Elimination adiabatique 
Dans cette section, je présente une méthode pour éliminer adiabatiquement les degrés 
de liberté d'un système dont la dynamique est beaucoup plus rapide — c'est-à-dire que 
le taux de relaxation est plus important — qu'un autre. Le système à dynamique rapide 
sera dans notre cas le résonateur alors que le qubit aura une dynamique lente. L'approche 
présentée utilise le formalisme des projecteurs de Zwanzig [132,133] utilisé en thermo-
dynamique pour éliminer les degrés de liberté d'un système « non pertinent » et garder 
seulement ceux du système d'intérêt. Ce formalisme a ensuite été développé par Gardiner 
et Zoller [134,135] entre autres pour éliminer les degrés de liberté de l'environnement afin 
d'obtenir l'équation maîtresse de l'optique quantique. L'approche est similaire en esprit 
à celle que j'utilise à l'annexe B pour obtenir l'équation maîtresse, malgré que je n'utilise 
pas explicitement les projecteurs dans l'annexe. Cette section est reprise de notes ma-
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nuscrites d'Andrew C. Doherty sur le sujet [136]. mais j 'ai adapté la notation pour être 
cohérente avec celle utilisée dans cette thèse et détaillé certaines étapes. 
On considère un système composé de deux sous-systèmes, le qubit (q) et le résonateur 
(r). On décrit l'évolution des deux systèmes par trois Lindbladiens nommés £ r décrivant 
l'évolution de l'état du résonateur, Cq décrivant celle du qubit et Cc(t) décrivant le cou-
plage entre les deux sous-systèmes. Ainsi, on peut écrire l'évolution totale du système 
couplé par l'équation maîtresse 
p = CrP + Cc(t)p + £gp, (3.40) 
où Cr et Cq agissent respectivement dans le sous-espace du résonateur et du qubit et où 
Cc(t) agit dans les deux sous-espaces. On considère aussi que la dynamique du résonateur 
est plus rapide que celle du qubit. Ainsi, on suppose que Cr ~ O ( l / r r ) et £ c , Cq ~ 
O ( l /r c) ~ O (l/rq), où rr <C rc, Tq sont les temps caractéristiques des Lindbladiens. Cette 
hypothèse est correcte dans la limite où le taux de relaxation du résonateur K ~ l / r r est 
bien supérieur à celui du qubit 7 ~ 1/T,, ce qui sera respecté approximativement dans 
les résultats présentés dans cette thèse. 
Comme la dynamique du résonateur est plus rapide que celle du qubit, on supposera 
que celui-ci relaxe rapidement vers un état stationnaire psT respectant 
# = £rpsr = 0. (3.41) 
On supposera ainsi que l'état total du système à un temps t peut être écrit comme 
p(t) =p°rK pq(t), (3.42) 
et on cherchera l'équation d'évolution de pq(t). Pour ce faire, on définit un super-opérateur 
de projection Q sur le sous-espace du qubit tel que 
Qp = p*S>Tï r{p}, (3.43) 
où Trr [p] correspond à la trace sur les états du résonateur de la matrice densité totale. 
Ce projecteur obéit à la relation habituelle Q2 = Q, et on peut définir un projecteur dual 
71 = 1 — Q, où 1 est l'identité, et où l'on a V? = 1Z et QJZ = TZQ = 0. On peut alors 
montrer quelques propriétés de la dynamique de ces opérateurs de projection. On peut 
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montrer que 
CrQp = Crp^TrT{p} = 0, (3.44) 
puisque psr est un état stationnaire de Cr et donc Crpsr = 0. De même, 
QCrp = psr® Trr {Crp} = 0, (3.45) 
où la dernière égalité est respectée parce que Cr génère une évolution qui conserve la 
trace. En effet, pour tout Lindbladien £, on a TV {Cp) — TV {p} — 0. Ainsi, on peut 
écrire 
CrQ = QCr = 0. (3.46) 
De même, puisque Cq agit uniquement sur le sous-espace du qubit et que le projecteur 
Q projette sur ce sous-espace, on a 
CqQ = QCq. (3.47) 
Finalement, on suppose que le couplage est tel que 
QCc(t)Q = 0. (3.48) 
Cette supposition est sans perte de généralité, car on pourrait toujours redéfinir C!q -> 
Cq + QCc(t)Q et Cc(t)' —» Cc(t) — QCc(t)Q de façon à inclure les termes qui ne respec-
teraient pas cette supposition dans le Lindbladien du qubit. Cette supposition implique 
donc que tous les termes diagonaux dans l'évolution du qubit sont compris dans Cq et non 
Cc{t). Des résultats ci-dessus découlent facilement trois autres résultats pour le projecteur 
n 
KCJt) = K£c(t)K + KCc{t) Q, (3.49) 
KCq = CqTl. 
Par les opérateurs de projection Q et 1Z, on a ainsi divisé l'espace d'Hilbert en 
deux parties, l'une correspondant au qubit et l'autre au résonateur, sans pour autant 
les découpler complètement. On s'intéresse maintenant à l'évolution des deux matrices 
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v(t) = Qp(t) et w(t) = Tlp{t). On trouve 
v{t) = Qp(t) = QCrp+Q£c(t)p+QCqp, 
= QCc(t)(Q + Tl)p+CgQp, (3.50) 
= QCc(t)w(t) + Cqv{t), 
où l'on a utilisé les résultats ci-dessus ainsi que les définitions de v et w. De même, on a 
w(t) = 1Zp(t) = TZCrp + KCc(t)p + TZCqp, 
= crTip + ncc{t)Tip + ncc(t)Qp + cqiip, (3.51) 
= (£r + ncc{t) + cq)w + ncc(t)v. 
On écrit maintenant une solution approximative pour w(t) en supposant que v(t) 
varie lentement et que Cr est plus important que 1ZCc(t) et Cq (car l / r r ;» l/rc , l / r g ) . 
On obtient ainsi en intégrant l'équation différentielle 
;(<) w exp [£r(i - i0)] w(t0) + exp [£rf] / dt'exp [-£ rt '] K£c(t')v(t'), 
Jtn 
W\ , . 
' o
rt-to 
dt exp [Crt\ TlCc{t - ï)u(t -t), (3-52) 
'0 
fOO 




À la deuxième ligne, on a supposé que le temps d'intégration est long devant r r de 
sorte à pouvoir laisser tomber le premier terme et on a fait un changement de variable 
t — t — t' pour le deuxième terme. À la troisième ligne, on fait l'approximation adiabatique 
et supposé que le temps d'intégration est court par rapport à rc et rg de telle façon que 
v(t) varie lentement sur le temps d'intégration et v(t — t) « v(t), mais que le temps 
d'intégration est tout de même long par rapport à rr. On peut alors substituer cette 
solution approximative dans l'équation d'évolution pour v et obtenir 
roc 
v = Cqv{t) + QCc(t) / dt exp [Crt\ K£c(t - t)v(t). (3.53) 
Puisque Cr1Z = TlCr et que QCc{t)TZ = QCc(t)(Q + 11) = QCc{t), on peut enlever 11 de 
Chapitre 3 : Méthodes analytiques 69 
l'équation et obtenir 
/•oo 
v = £gv(t) + QCc(t) / df exp [£rt\ Cc(t - t)v(t), (3.54) 
ou en explicitant v(t) 
roc 
Qp = CqQp(t) + QCc(t) / dtexp [Crt\ Cc(t - t)Qp(t). (3.55) 
On peut alors appliquer la définition de Q 
psr®TrT{p} =ffr®TrT{Cqp(t)}+psr®Trrl£c(t) f dtexp [Crt\Cc(t - t)p(t)\ , (3.56) 
éliminer par, et obtenir l'équation du mouvement pour la matrice densité réduite du qubit 
pq = Trr {p} 
/•OO 
pq = CqPq(t) + / d*'TVr {Cc(t) exp [Crt'} Cc(t - t') \psT <8> Pq(t)}} . (3.57) 
Comme on le verra par l'exemple ci-dessous, cette équation nous permet de trouver 
l'évolution de l'état du qubit pq à partir des fonctions de corrélation à deux temps du 
résonateur. 
3.2.1 Exemple : couplage dépendant du temps 
Il est utile d'illustrer cette méthode générale à l'aide d'un exemple concret. Je suppose 
un hamiltonien de couplage de la forme 
Hc = FQhi6t + F^Qe-iôt, (3.58) 
où F est un opérateur du résonateur qui agit comme une force sur le qubit, 5 est une 
fréquence qui résulte par exemple du passage dans un référentiel d'interaction permettant 
d'éliminer Hr et Hq. Finalement, Q est un opérateur agissant sur le qubit. Le lindbladien 
de couplage est alors 
Ccp=-i[He{t),p]. (3.59) 
Chapitre 3 : Méthodes analytiques 70 
Selon l'équation (3.57), on a alors 
roc 
p\ = CqPq + / dt'Trr {-i [He(t), exp [Crt') (-») [Hr(t - t'), (psr & pq)}}} . Jo 
pq = CqPq + J°° dt' [{e'iSt' (F(t>)Fl(0))s + eM' <F(f )/*(<>)>;) QpqQ< 
- j°° dt' [e-M {F{t')F\Q))s QiQPq + eM {F(i>)F*{Q))\ pqQ*Q 
+ j f V [(eM <Ft(//)F(0)), + e-M {^(t')F(O))^ Q*PqQ 
- J°° dt! [eM' (F*{t)F(0))B QQïPq + <TM <F^')F(0)>; pQQ< 
+ H dt'Qlp^e16^^ ((F(OF(0))s + <Ft(f')Ft(0))*) +c.h., 
(3.60a) 
(3.60b) 
où (-)s = Trr {-ps}i et où, pour les fonctions de corrélation à deux temps, j'ai utilisé [56] 
(A(t + r)B(t)) = Tr{Aec^[Bp(t)}} (3.61) 
En pratique, je supposerai que l'on peut négliger la dernière ligne de l'équation (3.60b). 
Cette approximation est valide si (F^F^) <C (F^F) ou si l'on s'intéresse à des temps 
t longs comparativement à l/ô, de sorte que les termes proportionnels à el25t peuvent 
être négligés sous une approximation séculaire. Cette approximation correspondra au 
chapitre 5 à 1" approximation des bandes latérales résolues. 
On peut simplifier cette équation en définissant deux spectres de fluctuation de la 
force F 
/•oo 
5t(w) = / dt'eiwt' <Ft(t')F(0))s (3.62a) 
Jo 
/•OO 
S^UJ) = / dt'e™1' (F(OF f(0)) . (3.62b) 
Jo s 
On peut alors réécrire l'équation du mouvement ci-dessus sous la forme 
Pq = CqPq - i [SH, Pq] + Re[Si(-6)}V[Qi}pq + Reft(<î)]Z>[Q]p„ (3.63) 
ou 
SH = Im[Si(-6)]QQi + I m ^ d ) ] ^ , (3.64) 
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est une modification à l'hamiltonien du qubit. Ainsi, les fluctuations de l'état du réso-
nateur mènent à des termes dissipatifs sur le qubit ainsi qu'à une modification de son 
hamiltonien de façon analogue à lorsque l'on élimine les degrés de liberté de l'environne-
ment. 
3.3 Théorème de régression quantique 
Le théorème de régression quantique [135] est une généralisation quantique de l'hypo-
thèse de régression d'Onsager, qui affirme, en physique statistique, que pour un système à 
l'équilibre, la régression des fluctuations thermiques microscopiques suit la loi de relaxa-
tion macroscopique de retour à l'équilibre pour de petites perturbations [137,138]. En 
réalité, la bonne généralisation de l'hypothèse d'Onsager est le théorème de fluctuations-
dissipations [139,140] et le théorème de régression quantique n'est valide que dans la 
limite de faible couplage à l'environnement [141]. Je supposerai néanmoins ici que le 
couplage du système à l'environnement est suffisamment faible pour que le théorème de 
régression quantique soit valide. En fait, les approximations sous lesquelles le théorème de 
régression quantique est obtenu sont les mêmes qui permettent l'écriture d'une équation 
maîtresse pour le système. Ainsi, si l'écriture de l'évolution du système sous forme d'une 
équation maîtresse est valide, le théorème de régression quantique l'est tout autant. 
Pour ce théorème, on suppose que l'équation maîtresse nous permet de calculer l'équa-
tion d'évolution des valeurs moyennes d'un ensemble fermé d'opérateurs du système {Yt} 
selon 
où Gij(t) sont des opérateurs qui ne dépendent pas des Yi(t). Ainsi, en d'autres mots, 
on suppose que l'évolution des opérateurs Yi est donnée par un ensemble d'équations 
linéaires, c'est-à-dire qu'aucune équation n'implique de produits de {Yj) (Yj) ou de puis-
sances de (Yi). En pratique, l'ensemble d'opérateurs Yt pourrait même être infini rendant 
l'hypothèse de départ très générale. Si la condition ci-dessus est remplie, alors le théo-
rème de régression quantique indique que l'on peut calculer l'évolution des fonctions de 
corrélation de deux opérateurs selon 
dr (Yi(t + r)^(0) = Y,G^T) W + T)YM)) • (3-66) 
j 
Ainsi, à partir des mêmes coefficients décrivant l'évolution des opérateurs {Yi}, on peut 
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décrire l'évolution de leurs fonctions de corrélation à deux temps. J'utiliserai ce théorème 




Sherbrooke QUantum pACKage 
Any fool can write code that a computer can understand. Good 
programmers write code that humans can understand. 
— Martin Fowler [142] 
Alors que les outils en physique expérimentale sont principalement matériels, les outils 
d'un théoricien proviennent des mathématiques et des simulations numériques. Tel que 
l'indique ci-dessus Martin Fowler — un expert international en développement logiciel et 
auteur de plusieurs livres sur le sujet — pour que les programmes de simulation soient 
utiles, ils doivent être compréhensibles et facilement utilisables non seulement par l'or-
dinateur, mais aussi par les physiciens. En calcul scientifique, j'ajouterais qu'ils doivent 
être performants et, pour un domaine aussi jeune et dynamique que l'électrodynamique 
quantique en circuit, ils doivent aussi être flexibles et facilement s'adapter pour simuler 
les nouveaux dispositifs fabriqués par les expérimentateurs. C'est avec ces trois carac-
téristiques en tête — facilité d'utilisation, performance, et flexibilité — que j'ai créé le 
« Sherbrooke QUantum pACKage » - SQUACK en collaboration avec Steve Allen, 
du Centre de calcul scientifique de l'Université de Sherbrooke et avec des contributions 
d'autres membres de notre groupe de recherche. 
SQUACK est une librairie de calcul pensée et optimisée à la base pour la simula-
tion numériques de systèmes en électrodynamique quantique en circuit, c'est-à-dire de 
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systèmes quantiques composés d'un nombre variable de systèmes quantiques tels des sys-
tèmes à deux, trois ou plusieurs niveaux et des oscillateurs harmoniques. Il s'agit avant 
tout d'une librairie de matrices dont les opérations ont été optimisées pour tenir compte 
des caractères creux ou dense, hermitique ou non et réel ou complexe de différentes ma-
trices apparaissant dans les équations maîtresses. Les opérations les plus communes de 
notre domaine, en particulier le calcul d'un commutateur ou d'un dissipateur ont par 
exemple été optimisées afin d'être effectuées en une seule opération plutôt qu'en plu-
sieurs produits et sommes de matrices comme on doit faire si l'on utilise BLAS (Basic 
Linear Algebra Subprograms) [143], probablement la librairie la plus utilisée en calcul 
scientifique pour les opérations matricielles denses. SQUACK a aussi été optimisé pour 
pouvoir exploiter les architectures multi-processeurs des calculateurs récents en utilisant 
une parallélisation via OpenMP [144]. 
À quelques exceptions près que j 'ai programmées, les parties de code de haute perfor-
mance et les optimisations pointues ont été programmées par l'analyste de calcul Steve 
Allen. J'ai pour ma part réalisé l'encapsulation de ce code en une architecture orientée 
objet facilitant la création de programmes pour simuler des systèmes variés. SQUACK 
étant une librairie collaborative encore en développement, ce chapitre ne se veut pas une 
documentation exhaustive, mais plutôt une introduction aux fonctionnalités primaires 
que j 'ai couramment utilisées pour obtenir les résultats numériques présentés dans cette 
thèse. Pour une référence plus à jour, le lecteur peut se référer à l'article en prépara-
tion [145] ou à la documentation qu'il est possible de générer directement à partir du 
code source de la librairie en utilisant l'outil doxygen [146]. 
À la section 4.1, je présente les simulations typiques que l'on veut réaliser, les dé-
fis qu'elles présentent, et les astuces que SQUACK utilise pour relever ces défis. À la 
section 4.2, je décris ensuite la structure de la librairie ainsi que les outils et librairies 
externes dont SQUACK dépend. À la section 4.3, je présente les trois modules princi-
paux de SQUACK : Matrix, System Factories, et Utilities. Finalement, à la section 4.4, 
je donne quelques exemples de calculs simples à réaliser avec SQUACK, appuyés par des 
extraits de code. 
4.1 Simulations typiques 
Le point de départ d'une simulation typique en électrodynamique quantique en cir-
cuit est l'équation maîtresse d'un système. Une telle équation s'obtient tel que décrit à 
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l'annexe B, en supposant que le système est couplé à des bains d'oscillateurs harmoniques 
que l'on élimine en calculant la trace sur leurs degrés de liberté. Une équation maîtresse 
prend alors la forme générale 
m = -% E i7/«(o- p(*)]+E ^mV[om]P(t) = c(t)P(t), (4.i) 
n m 
où Hn sont différents hamiltoniens qui peuvent dépendre du temps, Om sont des opé-
rateurs du système qui représentent la dissipation à des taux 7m, et C(t) est le super-
opérateur de Lindblad. En utilisant cette équation, plusieurs questions peuvent alors être 
posées. On peut par exemple calculer p(t) pour t G [to,tf] en intégrant l'équation maî-
tresse à l'aide de méthodes de type Runge-Kutta. Connaissant p(t), on peut alors calculer 
la valeur moyenne de tout opérateur selon 
(A) (t) = Tv {Ap(t)} , (4.2) 
ou encore tout autre objet mathématique tel que les fonctions d'espace de phase. Ces 
intégrations temporelles sont le type principal de simulations que j 'ai réalisées pour les 
résultats présentés dans ma thèse. Notamment, pour obtenir les résultats numériques 
présentés au chapitre 6, j'ai intégré l'équation maîtresse Eq. (5.3) sur un temps suffisam-
ment long pour être dans un état stationnaire, puis extrait la population moyenne de 
l'état excité du qubit. 
Le temps requis pour réaliser de telles simulations dépend de plusieurs paramètres : la 
taille de l'espace d'Hilbert, le temps d'intégration tf — to et la fréquence des oscillations. 
La taille de l'espace d'Hilbert du système est en principe infinie dès que l'on considère 
un oscillateur harmonique. En pratique, il sera tronqué à un nombre de photons suffi-
samment grand pour contenir la simulation en minimisant les erreurs. La taille réelle de 
l'espace d'Hilbert est alors dictée par le nombre de niveaux du ou des qubits, le nombre 
de qubits, le nombre de photons considérés pour l'oscillateur harmonique et le nombre 
d'oscillateurs harmoniques. Typiquement, pour les simulations que j'ai réalisées, la taille 
de l'espace d'Hilbert variait entre 100 et 1000. Ceci représente ainsi jusqu'à un million 
(1000 x 1000) équations différentielles complexes couplées à résoudre. Les deux autres 
paramètres — le temps d'intégration et la fréquence des oscillations — sont quant à 
eux déterminés par les fréquences caractéristiques du problème. Typiquement, pour les 
expériences d'électrodynamique quantique en circuits, les fréquences pertinentes vont de 
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CJLF ~ 0.1 MHz à WHF ~ 1 GHz. On peut donc s'attendre à devoir intégrer l'équation 
différentielle sur U;HF/^LF ~ 104 périodes d'oscillation si l'on désire atteindre l'état sta-
tionnaire du système, chaque période requérant une centaine de pas d'intégration. En 
terme de complexité — et si l'on n'exploite aucune symétrie des opérateurs du système 
— le temps d'une simulation augmente donc comme 0(N3 x (t0 — tf) x UJHF/ULF), OÙ 
A^  est la taille de l'espace d'Hilbert. 
SQUACK intervient alors à plusieurs niveaux pour faciliter les simulations. Tout 
d'abord, il permet de tirer profit des propriétés spécifiques aux systèmes simulés. La 
première et la plus évidente de ces propriétés est que l'équation maîtresse préserve l'her-
miticité de la matrice densité. Il est donc possible de diminuer la quantité de calcul par 
un facteur deux en ne calculant que l'une des moitiés de la matrice densité. La deuxième 
propriété est que les opérateurs Hn et Om ne sont pas des matrices complètement géné-
rales. Elles sont plutôt, pour la plupart, des matrices très creuses, constituées d'au plus 
quelques diagonales. En optimisant les opérations afin d'exploiter cette particularité, 
SQUACK est ainsi capable de réduire la puissance cubique (A^3) associée à un produit 
de matrices denses à une puissance quadratique (N2) associée à un produit entre une 
matrice creuse et une matrice dense. 
Une autre optimisation que SQUACK fournit concerne spécifiquement les oscillateurs 
harmoniques. Typiquement, il est nécessaire de conserver un nombre d'états de Fock bien 
supérieur à l'écart-type AN de l'état du champ. Dans les cas où (N) varie grandement, la 
façon la plus simple de simuler l'évolution est alors de tronquer l'espace d'Hilbert de sorte 
que sa taille soit beaucoup plus grande que le maximum, sur la durée de la simulation, 
de AA .^ Différentes fonctions de SQUACK permettent plutôt de redimensionner l'espace 
d'Hilbert au court de la simulation afin de l'adapter à la taille des fluctuations du champs. 
Ceci permet d'accélérer grandement les calculs pour les parties de la simulation qui ne 
requièrent pas un grand espace d'Hilbert. 
Finalement, un dernier aspect où SQUACK intervient est pour l'écriture même des 
états et des opérateurs sous une forme matricielle. Le stockage de matrices sous forme 
creuse ou dense, hermitique ou générale, n'est pas une tâche triviale, d'autant plus que 
les équations maîtresses simulées sont, susceptibles de changer rapidement dans un do-
maine aussi jeune (on pense par exemple à l'ajout d'un qubit. le changement du type 
de qubit ou l'ajout d'un résonateur). Pour faciliter cette tâche, SQUACK fournit un 
ensemble de classes qui permettent de construire la représentation matricielle appropriée 
de n'importe quel opérateur d'un oscillateur harmonique, d'un système à deux, trois ou 
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plusieurs niveaux, et de les manipuler aussi simplement que le permet un logiciel de calcul 
symbolique typique. 
4.2 Généralités 
Pour simuler numériquement et efficacement des équations maîtresses telles que l'équa-
tion (5.3), SQUACK exploite deux particularités des matrices impliquées afin d'alléger 
le problème. Tout d'abord, SQUACK considère que les opérateurs (H, a, a , . . . ) sont 
non-seulement creux (constitués d'une majorité de zéro), mais ont une représentation qui 
peut se limiter à quelques diagonales. Ensuite, plutôt que d'effectuer par exemple le calcul 
i[Ap] en calculant Ap, puis pA et en soustrayant les deux résultats, SQUACK calcule 
les opérations telles que i[A, p] et V[A]p en une seule étape. Cela permet de conserver 
et d'exploiter l'hermiticité des résultats (alors que les résultats intermédiaires ne sont 
pas hermitiques) afin de diviser par deux le nombre de calculs. Ces deux considérations 
permettent de grandement dépasser les performances que l'on obtiendrait avec la librairie 
BLAS [143] qui force l'utilisation de matrices denses et la combinaison de plusieurs opé-
rations plus génériques telles que l'addition et la multiplication de matrices. Néanmoins, 
pour certaines opérations, notamment la multiplication de matrices denses, la diagonali-
sation et la décomposition en valeurs singulières, SQUACK peut utiliser directement les 
librairies standard que sont BLAS [143] et LAPACK (Linear Algebra Pack) [147] afin de 
bénéficier de leur grande performance pour ces opérations. 
4.2.1 Structure de la librairie 
SQUACK est réparti en trois modules, appelés Matrix, System Factories, et Utilities. 
Le module Matrix contient les classes qui définissent les différents types de matrices et 
vecteurs utilisés dans SQUACK pour représenter les opérateurs et les états. Le module 
System Factories contient un ensemble de classes facilitant la création d'opérateurs ou 
d'états sous forme matricielle ou vectorielle pour des systèmes à deux, trois ou plusieurs 
niveaux et pour des oscillateurs harmoniques. Finalement, le module Utilities contient 
différentes classes permettant par exemple de faciliter certains calculs de paramètres, de 
calculer l'évolution d'un système ou de calculer des fonctions d'espace de phase telles que 
la fonction Q(a) et la fonction de Wigner. 
Le répertoire racine de la librairie, qui peut être obtenu via le serveur SVN [148] du 
Chapitre 4 : SQUACK Sherbrooke QUantum pACKage 78 
TABLEAU 4.1 - Contenu du répertoire racine de SQUACK 

















Copie de la license GNU GPL. 
Fichier de configuration de doxygen. 
Fichier Makefile pour compiler la librairie. 
Répertoire d'exemples pour fichiers de configuration Ma-
kefile. conf. 
Répertoire de programmes de démonstration. 
Répertoires où la documentation sera générée en utili-
sant doxygen. 
Répertoire contenant des fichiers d'entêté génériques. 
Répertoire contenant le code source d'une version 
OpenMP de l'algorithme de Runge-Kutta-Fehlberg de 
la librairie GSL. 
Répertoire contenant une série de tests unitaires à utili-
ser avec Google Test 
Fichier d'entêté du module Matrix. 
Répertoire contenant le module Matrix. 
Fichier d'entêté du module System Factories. 
Répertoire contenant le module System Factories. 
Répertoire contenant le module Utilities. 
Fichier d'entêté du module Utilities. 
groupe, contient les fichiers et répertoires listés à la table 4.1. Outre les fichiers d'entêté 
et les répertoires des trois modules mentionnés ci-dessus, il contient aussi la licence (GNU 
GPL) sous laquelle SQUACK est disponible, un fichier de configuration pour le générateur 
de documentation doxygen [146], des fichiers de configuration pour compiler la librairie 
(Makefile) et un ensemble de programmes de démonstration. Le répertoire racine contient 
aussi un ensemble de tests unitaires. 
Définition 23 (test unitaire) 
En informatique, un test unitaire est un test visant à s'assurer du bon fonction-
nement d'une partie (d'une unité, d'un module) d'un programme ou d'une librairie. 
Ces tests permettent de s'assurer du bon fonctionnement des différents modules. Le ré-
pertoire racine contient aussi une implémentation parallélisée de l'algorithme de Runge-
Kutta-Felbergh utilisé par la librairie GNU Scientific Library (GSL) [149] et utilisé dans 
SQUACK pour intégrer les équations maîtresses. 
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4.2.2 Outils et librairies dont SQUACK dépend 
SQUACK dépend ou peut bénéficier de certaines librairies bien établies et de certains 
outils. Je résume ces dépendances et utilisations dans cette section. Notez qu'il est pos-
sible de compiler SQUACK sans avoir les différentes librairies ci-dessous, mais que les 
fonctionnalités qui dépendent de ces librairies seront désactivées ou moins efficaces. 
Tout d'abord, pour certaines opérations entre matrices denses. SQUACK peut être lié 
à BLAS [143]. Ce lien n'est cependant pas une dépendance formelle, et un code maison 
peut se substituer à BLAS si cette librairie n'est pas disponible. Cela va cependant dimi-
nuer les performances des opérations entre matrices denses. Ensuite, certaines opérations 
permises par SQUACK dépendent de LAPACK [147]. C'est le cas entre autres de la 
diagonalisation, de la décomposition en valeurs singulières et du calcul de fonctions ma-
tricielles. Finalement, la décomposition en valeurs singulières de matrices creuses dépend 
de la librairie ARPACK [150]. 
SQUACK dépend aussi de GSL [149] pour l'intégration d'équations maîtresses. La 
classe MasterEquation dont je traiterai à la section 4.4.2 utilise l'algorithme de Runge-
Kutta-Felhberg avec un pas de temps adaptatif pour intégrer l'équation maîtresse. GSL 
est aussi utilisé pour le calcul de certaines fonctions mathématiques spéciales, telle la 
fonction Gamma utilisée pour le calcul d'états cohérents. 
Du côté des outils, la documentation de SQUACK peut être générée à partir du code 
source via le générateur de documentation doxygen [146]. La majeure partie du code 
de SQUACK supporte les architectures multi-processeurs à mémoire partagée avec une 
parallélisation via l'interface de programmation OpenMP [144] qui est supportée sur la 
majorité des compilateurs. Finalement, le bon fonctionnement de plusieurs fonctionnalités 
de SQUACK peut être testé grâce à des tests unitaires réalisés à l'aide des outils de Google 
Test [151]. 
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4.3 Modules 
Dans cette section, je décris les modules Matrix, System Factories et Utilities de 
SQUACK. 
4.3.1 Matrices 
Le module de matrices, appelé Matrix, définit les différents types de matrices et les 
opérations mathématiques de base. La nomenclature pour les types de matrices est de 
la forme [ZD][DS][FU][GH]Matrix, où seulement une lettre de chaque paire [XY] est 
présente à la fois. La première lettre, Z ou D indique si la matrice est réelle (D pour 
double) ou complexe (Z pour complexe, suivant la nomenclature de BLAS et LAPACK). 
La deuxième lettre, D ou S indique si la matrice est dense (D) ou creuse (S pour sparse 
en anglais). La troisième lettre (F ou U) indique si la matrice est pleine (F pour full 
en anglais) ou si seulement le triangle supérieur ( U pour up en anglais) est stocké. La 
quatrième lettre (G ou H) indique finalement si la matrice est générale (G) ou hermitique 
(H). Pour les vecteurs, SQUACK ne connaît que les vecteurs denses, qui peuvent être 
complexes ou réels, appelés ZDVector ou DDVector respectivement. 
Le module est conçu en arbre d'héritage de sorte à minimiser la redondance de code. La 
structure est illustrée à la figure 4.1. Ainsi, sur cette figure, chaque flèche indique un lien 
de la classe mère vers la classe fille et les classes filles possèdent toutes les caractéristiques 
de leur (s) classe(s) rnère(s). 
Opérations mathématiques de base 
Les opérations mathématiques entre matrices, vecteurs et scalaires, sont définies de 
façon à être aussi intuitives et simples à utiliser que possible. Ainsi, on peut multiplier 
deux matrices A et B avec l'opérateur « * » (ex. C — A * B), les additionner avec 
l'opérateur « + » (ex. C = A+B) ou les soustraire avec l'opérateur « — » (ex. C = A — B). 
Les opérations entre matrices de même type sont toutes permises, de même que certaines 
opérations entre matrices de types différents. Pour la liste explicite, on peut se référer à la 
documentation générée à partir du code source. Les opérations entre scalaires et vecteurs 
ou matrices et entre matrices et vecteurs sont aussi définies avec les mêmes opérateurs. 
Comme on veut simuler plusieurs systèmes couplés, il est aussi utile d'avoir l'opérateur 
de produit tensoriel. Dans SQUACK, le produit tensoriel prend la forme de l'opérateur 














ZDFGMatrix ZDUHMatrix ZSDGMatrix 
FIGURE 4.1 Structure d'héritage du module Matrix. Les flèches indiquent les liens d'héritage. 
Ainsi, par exemple, DenseMatrix possède toutes les caractéristiques de Matrix, et ZDFGMatrix 
possède toutes les caractéristiques de DenseMatrix et de ComplexGeneralMatrix. 
« ~ ». Cet opérateur, lorsqu'utilisé sur des nombres, correspond au ou exclusif, ou XOR 
en C + + , mais est redéfini dans SQUACK pour le produit tensoriel de matrices. Cet 
opérateur a malheureusement une basse priorité en C + + . Par exemple, A'B + CD sera 
interprété comme A'(B + C)~D, car « " » a une priorité plus basse que l'addition. Il est 
donc important d'utiliser les parenthèses lorsque nécessaire, par exemple (A"B) + (CD). 
Plusieurs exemples d'opérations mathématiques de base sont donnés au code 4.1. 
Si SQUACK est compilé en le liant à LAPACK, certaines fonctions matricielles sont 
aussi définies pour les matrices carrées. Il s'agit de sqrt(A) pour y/Â, exp(A) pour eA, 
pow(A,x) pour Ax et log(A) pour \og(A) où log désigne ici le logarithme naturel. 
La classe ZDUHMatrix, qui est une matrice complexe, dense et hermitique, dont 
seul le triangle supérieur est stocké est utilisée pour représenter une matrice densité p 
ou de sa dérivée p. Elle définit ainsi plusieurs opérations complexes — comme Tajout 
d'un commutateur ou d'un dissipateur — qui ont été optimisées selon les propriétés des 
opérateurs impliqués. 













FIGURE 4.2 - Arbre d'héritage du module System Factories. Les flèches représentent les liens 
d'héritage des différentes classes. 
4.3.2 Manufacture de systèmes 
Le module System Factories contient des classes qui agissent comme manufacture 
de système, c'est-à-dire qu'ils peuvent créer les matrices qui sont nécessaires pour re-
présenter les opérateurs et les états d'un système physique. Ce module est aussi conçu 
en arbre d'héritage, qui est représenté à la figure 4.2. Toutes les classes de ce module 
sont caractérisées par la taille de l'espace d'Hilbert associé à un système. Elles sont aussi 
caractérisées par un indice minimum et un indice maximum représentant le premier et le 
dernier niveau du système. Un oscillateur harmonique pourrait ainsi contenir les états de 
Fock |0) à \n), mais aussi les états \m) à \n) (avec n > m). Les opérateurs et états pour 
lesquels les classes du module permettent de créer les représentation matricielles varient 
selon la classe, mais on retrouve par exemple les opérateurs de Pauli et les opérateurs 
d'échelle pour un système à deux niveaux, les opérateurs d'échelle pour l'oscillateur har-
monique, les projecteurs |i) (j\ dans le cas de systèmes à plusieurs niveaux. Encore une 
fois, je référerai le lecteur à la documentation générée à partir du code source pour la 
liste exhaustive des possibilités. 
L'exemple de code 4.1 présente un extrait du démo derno-exesirnple.cpp — présenté 
en totalité à l'annexe D — qui utilise les modules System Factories et Matrix pour créer 
les opérateurs et l'état p nécessaire afin d'écrire les hamiltoniens 
H0 = —az +wra[a, 
Hj = #aV_ 4- g*ao+, 
(4.3) 
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et l'état p = |0) (0| ® |e) (e\ où |0) est le vide du résonateur et |e) est l'état excité du 
système à deux niveaux. L'espace d'Hilbert de l'oscillateur harmonique est tronqué de 
sorte à contenir les états \n) à \m). où n—hoJ)ounds[0] et m—ho-bounds[l] où ces deux 
éléments de tableau ont été assignés précédemment. 
Code 4.1 - Exemple d'initialisation de matrices - demo/demo-exe_simplc.cpp 
16 HarmonicOscillatorFactory ho(ho_bounds[0],ho_bounds[l]); 
17 TwoLevelSysternFactory tls; 
18 DSDGMatrix idho = ho.Identity(), id2 = tls.Identity(); 
19 DSDGMatrix sz = idho~tls.operator_sz(); 
20 DSDGMatrix sm = idho~tls.operator_sm(); 
21 DSDGMatrix sp = idho~tls.operator_sp(); 
22 DSDGMatrix ad = ho.operator_ad()"id2; 
23 DSDGMatrix N = ho.operator_N()"id2; 
24 DSDGMatrix H_0 = wa/2.0*sz + wr*N; 
25 ZSDGMatrix H_J = g*(ad*sm)+conj(g)*(ad*sm).dagger(); 
26 ZDUHMatrix rho = ho.rho_state_fock(0)"tls.rho_state_e(); 
4.3.3 Utilitaires 
Le module Utilities contient un mélange de fonctions et classes variées. On retrouve 
par exemple, dans les fichiers Drive.h/.cpp un ensemble de classes permettant de définir et 
de paramétrer différentes formes de signaux oscillants (amplitude constante, puise gaus-
sien, puise quasi-trapézoïdal, e t c . ) . Dans les fichiers integration-utils.h/.cpp, on retrouve 
des fonctions permettant d'intégrer une équation maîtresse en temps et facilitant le re-
dimensionnement dynamique d'un espace d'Hilbert (voir section 4.4.2). Dans les fichiers 
phasespace.h/.cpp, on retrouve des fonctions permettant de calculer et d'écrire dans un 
fichier la fonction Q ou la fonction de Wigner d'un état. Dans les fichiers TransmonPa-
rameters.h/.cpp, on retrouve une classe permettant de calculer les énergies et couplages 
d'un qubit de type transmon [89]. 
Finalement, deux classes importantes sont les classes GenericParameterFilelnterface 
et M aster Equation. La première facilite la lecture de fichiers de paramètres alors que la 
deuxième permet de facilement construire l'équation maîtresse qui sera intégrée par la 
suite. Je couvrirai pour le moment seulement GenericParameterFilelnterface et l'utilisa-
tion de MasterEquation sera illustrée à la section 4.4.2. 
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GenericParameterFilelnterface 
La classe GenericParameterFilelnterface permet de lire un fichier de paramètres et 
d'en extraire les valeurs simplement. La lecture est faite de façon résistante aux erreurs 
de types en utilisant le système d'exceptions de C++. Si par exemple une donnée de type 
« int » est attendue et qu'une donnée de type « double » est lue, une exception est lancée 
et l'utilisateur peut adapter le comportement de son programme. La classe permet d'évi-
ter à l'utilisateur la gestion des flux d'entrée et la recherche dans le fichier. Tel que montré 
dans l'extrait du code D.l présenté au code 4.2, l'objet de type GenericParameterFileln-
terface est créé simplement à partir du nom du fichier de paramètres. Par la suite, la 
reconnaissance des paramètres est gérée en appelant la fonction GetParam<type> (nom) 
avec le type et le nom du paramètre. Le paramètre lu peut être n'importe quel type 
supporté par l'opérateur « < < » de C++ et la classe permet aussi de lire des tableaux 
dynamique (vector en C++) de paramètres via la commande GetVector<type> (nom). 
Code 4.2 - Exemple de lecture de fichier de paramètres - demo/demo_exe_simple.cpp 
7 GenericParameterFilelnterface gpfi( "param_sirnple.dat"); 
8 double wa = gpfi.GetParam<double>("wa"); 
9 double wr = gpfi.GetParam<double>("wr"); 
10 vector<int> ho_bounds = gpfi.GetVector<int>("ho_bounds"); 
il complex<double> g = gpfi.GetParam<complex<double> >("g"); 
12 vector<double> intervaLbounds = gpfi.GetVector<double>("intervaLbounds"); 
13 double gphi = gpfi.GetParam<double>("gphi"); 
14 double gamma = gpfi.GetParam<double>("gamma"); 
15 double nth = gpfi.GetParam<double>("nth"); 
Le fichier de paramètre correspondant pourrait ressembler au code 4.3. 
Code 4.3 - Exemple de fichier de paramètres - demo/param_simple.dat 
1 wa = 4000.0 //valid comment 
2 wr = 4000.0 #valid comment 
3 g = 15.0, 0.0 //comma or semi—colon separated real and imaginary part 
4 ho_bounds : 0,3 //colon separated key—value is valid 
5 intervaLbounds : 0.0; 10.0 //comma or semi— colon separated array éléments 
6 gphi = 1.0 
7 gamma = 4.0 
8 nth = 0.5 
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4.4 Exemples de simulations 
Dans cette section, j'illustre quelques calculs qui sont simples à réaliser avec SQUACK. 
Tous les exemples sont des extraits du code de démonstration présenté à l'annexe D. Les 
exemples sont basés sur un système à deux niveaux couplé à un oscillateur harmonique 
et décrit par l'équation maîtresse 
p = £p=-i[H,p) + ^V[az)p + y(nth + l)V[a_]p + inthVla+}p, (4.4) 
où H — i/o + Hj et H0 et Hj sont définis à la section 4.3.2. 
Je montrerai que grâce à SQUACK, réaliser plusieurs calculs requiert seulement 
quelques lignes de code. C'est le cas par exemple du calcul de l'état stationnaire d'un 
système, de l'évolution temporelle, de la décomposition en valeurs et vecteurs propres, 
de fonctions de corrélation à deux temps et des fonctions Q et de Wigner d'un oscilla-
teur harmonique. Cette simplicité d'utilisation alliée à la performance fait le succès de la 
librairie qui est maintenant utilisée par la majorité des membres de notre groupe ainsi 
que par le groupe d'Andréas Wallraff de l'ETH à Zurich. 
4.4.1 Calcul de l'état stationnaire 
Le premier calcul que l'on peut faire est celui de l'état stationnaire du système. Cet 
état stationnaire peut être calculé en résolvant l'équation p = Cp = 0. Si Cp était un 
simple produit matriciel, cette équation pourrait se résoudre par la technique d'algèbre 
linéaire de décomposition en valeurs singulières. On résoudrait alors un système AX = 0. 
Cependant, C étant un super-opérateur agissant des deux côtés de p. il faut modifier la 
notation légèrement. Ceci peut être fait en réécrivant la matrice densité p de dimension 
N comme un vecteur p de dimension N2. Si l'on classe les composantes du vecteur p de 
sorte que les lignes de p se suivent (par exemple, pour une matrice de taille 2, on aurait 
P — {pu, P12, P21, P22}), on définit alors spre(A) — 1 % A et spost(A) = AT *& 1, où 1 est 
la matrice identité de taille N et ® est l'opérateur de produit tensoriel. On peut ensuite 
faire les remplacements [152] 
Ap =$• spre(A)p. 
pA => spost(A)p, (4.5) 
ApB =>• spre(A)spost{B)p. 
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De cette façon, on peut réécrire le super-opérateur C sous la forme d'une matrice L 
de taille Ar2 et résoudre le problème Lp = 0 par une décomposition en valeurs singu-
lières. C'est ce qui est fait dans le code 4.4, où j'utilise des fonctions shamiltonian(H) 
et sdissipation(A) qui combinent plusieurs spost et spre pour écrire les parties hamilto-
niennes et dissipatives de l'équation maîtresse. L'exemple ci-dessous convertit l'opérateur 
L =slindblad en matrice dense ZDFGMatrix avant de trouver l'état singulier. Cette 
conversion permet d'utiliser LAPACK, mais est plutôt lourde puisqu'une décomposi-
tion en valeurs singulières calcule O (N3) opérations, qui devient O {N6) dans notre cas 
puisque la taille de la matrice L est N2 . Il est possible d'accélérer ce calcul en utilisant 
plutôt ARPACK qui permet de traiter les matrices éparses. Il suffit alors d'oublier la 
conversion en ZDFGMatrix et de compiler SQUACK en liant avec ARPACK. 
Code 4.4 - Exemple de calcul d'état stationnaire - demo/demo_exe_simple.cpp 
29 ZSDGMatrix slinblad = shamiltonian(H_0+H_I) + gphi/2*sdissipation(sz); 
30 slinblad + = gamma*(nth+l)*sdissipation(sm); 
31 slinblad + = gamma*(ntb.)*sdissipation(sp); 
32 ZDUHMatrix rho_stationnary = ZDFGMatrix(slinblad).singularState(0); 
4.4.2 Evolution temporelle de l'équation maîtresse 
Un deuxième calcul que l'on peut faire simplement est celui de l'évolution temporelle. 
C'est ce qui est fait dans l'extrait de code 4.5 en utilisant la classe M aster Equation. 
Code 4.5 - Exemple d'évolution temporelle - demo/demo-exe_simple.cpp 






41 //solving the. master équation 
42 double t = interval_bounds[0], tf = intervaLbounds[l], tk = t, intervalsize = 0.01, stepsize = 
1.0e-3; 
43 while (t < tf) { 
44 tk + = intervalsize; 
45 evolveSystem(t,tk, stepsize , rho,&ME) ; 
46 coût < < t << "\t" < < trace(rho,sz).real() < < "\t" < < trace(rho,N).real() < < "\t" < < trace( 
rho_stationnary,sz).real() < < "\t" < < trace(rho_stationnary,N).real() < < endl; 
47 } 
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FIGURE 4.3 - Résultat de l'évolution temporelle telle que calculée par le code de démonstration 
de l'annexe D. Valeurs moyennes {<JZ) (ligne noire pleine) et (a}a) = (N) (ligne orange pointillée) 
telles que calculées avec le code de démonstration donné à l'annexe D. Les lignes horizontales 
correspondent aux valeurs stationnaires telles que calculées via la décomposition en valeurs 
singulières à la section 4.4.1. L'état initial est un produit tensoriel avec un état de Fock |1) pour 
le résonateur et l'état excité pour le qubit. 
La définition de l'objet MasterEquation est faite à la ligne 35 avec la taille des deux sys-
tèmes combinés (ho étant ici l'oscillateur harmonique et tls le système à deux niveaux). 
Aux lignes 36 à 40, l'équation maîtresse est construite en ajoutant un par un les différents 
termes de l'équation (4.4). Il est possible d'ajouter des hamiltoniens de différente forme 
(dépendants du temps ou non par exemple) grâce à la fonction addHamiltonian(), ainsi 
que des dissipateurs à l'aide de la fonction addDissipator(). Il est aussi possible d'ajouter 
des termes plus exotiques, mais pour la liste exhaustive, je référerai le lecteur à la docu-
mentation de SQUACK. Après avoir défini les paramètres de l'intégration temporelle à 
la ligne 42, l'intégration est faite aux lignes 43 à 47. L'intégration se fait par intervalles 
via la fonction evolveSystem() qui fait évoluer le système entre t et tk. Après chaque 
intervalle, quatre valeurs moyennes (A) — Tr {pA} sont calculées et écrites dans le flux 
de sortie standard coût. À l'intérieur d'un intervalle d'intégration [t,tk], l'évolution se fait 
avec un schéma d'intégration de Runge-Kutta-Fehlberg avec pas de temps adaptatif. 
Le résultat du programme de démonstration est illustré à la figure 4.3 où je trace les 
valeurs moyennes (az) et (a^a) en fonction du temps, ainsi que leur valeur pour l'état 
stationnaire calculé par décomposition en valeurs singulières. 
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Redimensionnement dynamique de l'espace d'Hilbert 
Lorsque Ton simule l'évolution temporelle d'un système composé d'un ou plusieurs 
oscillateurs harmoniques, on doit tronquer l'espace d'Hilbert infini de ceux-ci. Il faut alors 
s'assurer que la taille choisie est suffisante pour contenir l'état du système en minimisant 
l'erreur de troncature. Une façon de faire ceci est de le choisir beaucoup plus grand que le 
nombre moyen de photons (ala) maximal qui sera présent dans le système au cours de la 
simulation. Ce choix se répercute cependant sur le temps de simulation qui croît comme 
le carré de la taille de l'espace d'Hilbert. SQUACK offre une façon plus efficace d'avoir un 
espace d'Hilbert de taille adaptée en fournissant des fonctions permettant d"analyser, puis 
de redimensionner l'espace d'Hilbert du ou des oscillateur(s) harmonique(s) pour garder 
un nombre minimal mais suffisant d'états de Fock. Comme ce type de code est plus com-
pliqué, j'expliquerai ici seulement le principe et le lecteur peut se référer au programme 
de démonstration demo/demo-exe-.2ls+cavity-adapt.cpp disponible avec SQUACK pour 
un exemple. 
Les fonctions nécessaires au redimensionnement dynamique de l'espace d'Hilbert sont 
situées dans les fichiers src/integratiorL-utils.h/.cpp. Ces fonctions doivent savoir quels élé-
ments de la matrice densité correspondent à un oscillateur harmonique. Pour ce faire, elles 
requièrent un CompositeSystemFactory, qui est une classe du module System Factories 
qui ne stock pas les informations d'un système en particulier, mais plutôt la combinaison 
de tous les sous-systèmes et en particulier leurs positions dans la matrice ou en d'autres 
mots, l'ordre des produits tensoriels, par exemple pqub\t ® poscii. ou pOSCii. <8> pqubit-
Le coeur de la procédure est la fonction analyzeAndResize(). Cette fonction prend 
en entrée un CompositeSystemFactory, une matrice densité et un ratio de probabilité 
Patio- La fonction calcule ensuite la probabilité Pn = {n \p\ n) pour chaque état de Fock 
\n). Elle trouve ensuite le maximum Pmax — max n P n et compare cette probabilité aux 
probabilités Pext. des extrémités de la distribution (pour le plus petit et le plus grand n 
de l'espace d'Hilbert tronqué). La fonction fait alors l'une de deux actions en fonction du 
ratlO "ext./^max-
Si Pext./Pmax > P-atio, alors les extrémités de la distribution ont trop de poids relatif 
et l'espace d'Hilbert n'est pas suffisamment grand. La fonction augmente alors la taille 
de l'espace en ajoutant des rangées et des colonnes vides à la matrice densité. Le nombre 
de colonnes et de rangées ajoutées est ajusté en supposant une décroissance exponentielle 
de Pext. vers les extrémités. Dans le cas contraire, si Pext./P.nax < Patio, l'espace d'Hilbert 
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est trop grand. La fonction enlève alors des rangées et colonnes jusqu'à-ce que le ratio 
^•atio soit atteint. 
Lorsque l'espace d'Hilbert est redimensionné, il faut alors reconstruire les opérateurs 
de l'équation maîtresse pour ajuster leur taille à la matrice densité. De plus, selon le 
ratio de probabilité calculé, il est possible si nécessaire de recommencer le calcul de 
l'intervalle d'intégration précédent si l'erreur est jugée trop grande. En répétant cette 
procédure — qui requiert un temps du même ordre qu'un seul pas de temps d'intégration 
— suffisamment fréquemment lors de l'intégration de l'équation maîtresse il est possible 
d'avoir un espace d'Hilbert dont la taille est minimale et suffisante tout au long de 
l'intégration. 
4.4.3 Diagonalisation 
Diagonaliser une matrice est aussi très simple avec SQUACK. Il suffît, tel qu'illustré 
à l'extrait de code 4.6, d'appeler la fonction eigensystem() avec comme arguments une 
matrice complexe générale ZDFGMatrix qui contiendra les vecteurs propres et une ma-
trice creuse réelle DSDGMatrix qui contiendra les valeurs propres. Cette fonction n'est 
disponible que pour les matrices hermitiques. Les fonctions eigenvaluesf) et eigenvec-
tors() peuvent aussi être utilisées si seulement les valeurs ou les vecteurs propres sont 
requis. Ces fonctions sont en réalité des encapsulations de fonctions de LAPACK pour 
la diagonalisation et sont donc aussi efficaces que l'implémentation de LAPACK utilisée. 
Cependant, les détails de gestion de mémoire et d'allocation d'espace de travail typiques 
à LAPACK sont gérés à l'interne. Ces fonctions sont aussi utilisées pour calculer les 
fonctions matricielles. 
Code 4.6 Exemple de diagonalisation - demo/demo-exe-simple.cpp 
ZDFGMatrix eigenvecs; 
DSDGMatrix eigenvals; 
(H_0+H_J) .eigensystem(eigenvals,eigenvecs) ; 
4.4.4 Calcul de fonctions de corrélation à deux temps 
SQUACK fournit aussi une façon simple de calculer les fonctions de corrélation à 
deux temps telles que 
f(t) = (ff_(t)ff+(0)> = Tr {a_(t)a+(0)p} . (4.6) 
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Cette fonction de corrélation peut être calculée en utilisant le théorème de régression 
quantique énoncé à la section 3.3. C'est ce qui est fait dans SQUACK dans la fonc-
tion computeTwoTimesCorrelatioriFunction() qui prend en entrée un tableau des temps 
{ti} pour lesquels on veut calculer /(£,•), un pas de temps initial (10~° dans l'extrait de 
code 4.7), les opérateurs cr_ et cr+, la matrice densité de l'état initial, et l'équation maî-
tresse décrivant l'évolution de la matrice densité. Les résultats f(t,) sont alors retournés 
dans le tableau outpuL.array. Le résultat de ce type de calcul pourrait alors être utilisé 
pour calculer le spectre d'absorption en calculant la transformée de Fourier de f{U). Dans 
l'exemple de code 4.7, f(U) est calculé pour 100 valeurs de U séparées de 0.003. 
Code 4.7 - Exemple de calcul de fonction de corrélation - demo/demo-exe_jsimple.cpp 
56 int ntimes = 100; 
57 double times[ntimes]; 
58 for (int i=0; i<ntimes; i++) timesfi] = i*0.003; 
59 complex<double> output_array[ntimes]; 
60 computeTwoTimesCorrelationFunction(ntimes,times,le—5,sm,sp,rho,&ME,output_array); 
4.4.5 Calcul de fonction Q et de Wigner 
Finalement, un dernier exemple est le calcul de la fonction Q ou de la fonction de 
Wigner qui correspond à la matrice densité d'un oscillateur harmonique. Ces fonctions 
peuvent être calculées avec SQUACK grâce aux fonctions computeQFunction() et com-
puteWignerFunction() tel que montré dans l'extrait de code 4.8. 
Code 4.8 - Exemple de calcul de fonction Q et de Wigner - demo/demo-exe_simple.cpp 
70 vector<vector<Point3D> > F; 
71 computeQFunction(F,ho,ho.rho_state_fock(l) ,grid); 
72 computeWignerFunction(F,ho,ho.rho_state_fock(l) ,grid); 
Ces deux fonctions reçoivent en paramètre d'entrée un vecteur bidimensionnel d'objets 
PointSD. Ces objets sont de simples structures contenant les coordonnées x, y et z d'un 
point en trois dimensions. La fonction Q ou la fonction de Wigner est alors calculée 
pour tous les £ et y sur une grille de taille et de pas définis dans le plan complexe. 
L'initialisation de la grille est illustrée dans le code complet à l'annexe D. Après l'appel 
de la fonction computeQFunction() ou computeWignerFunction(), on peut alors accéder à 
la coordonnée x, y ou z des fonctions via le vecteur bidimensionnel avec F[i][j].x, FfiJfjJ.y, 
ou FfiJfjJ.z où i et j sont les indices des sites de la grille. 
Chapitre 5 
Modèle réduit 
It can scarcely be denied that the suprême goal of ail theory is to make 
the irreducible basic éléments as simple and as few as possible without having 
to surrender the adéquate représentation of a single datum of expérience. 
— Albert Einstein [125] 
Cette phrase a été énoncée par Einstein en 1933 lors d'un séminaire Herbert Spencer 
à Oxford avant que le texte du séminaire soit publié dans le journal Philosophy of Science 
en 1934 [125]. Einstein parlait évidemment ici de la recherche d'une théorie fondamen-
tale composée d'aussi peu d'éléments que possible qui permettrait d'expliquer toutes les 
expériences. Ainsi, il s'agissait de partir de quelques éléments simples pour arriver à une 
théorie complète de la physique moderne. 
Je trouve que cette phrase explique tout aussi bien le processus inverse que je poursuis 
dans ce chapitre, soit de partir du modèle décrivant le système complet résonateur plus 
qubit et d'arriver à un modèle réduit plus simple. L'objectif dans ce chapitre est ainsi de 
développer un modèle réduit qui permette de décrire d'un côté la dynamique du qubit et 
de l'autre côté celle du champ du résonateur. J'obtiens ce modèle dans le but de représen-
ter les résultats expérimentaux obtenus en particulier par le groupe de quantronique du 
CEA-Saclay présentés partiellement dans l'article [75] et que j'explorerai plus en détail 
au chapitre 6. Ce sont ces résultats qui ont motivé l'élaboration du modèle et c'est à eux 
que je le comparerai ultimement. Pour cette comparaison, je veux conserver le maximum 
d'information sur les effets du qubit sur le résonateur et vice-versa, poursuivant l'idée 
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d'Einstein que tout devrait être rendu aussi simple que possible, mais sans plus, de sorte 
à bien représenter toutes les données expérimentales. 
Pour ce faire, j'utiliserai les différentes transformations unitaires présentées à la sec-
tion 3.1 ainsi que l'élimination adiabatique présentée à la section 3.2. Cependant, puisque 
la plupart de ces transformations ne peuvent être calculées qu'approximativement, à 
chaque étape, on perdra une partie de l'information. Il est donc important de considérer 
l'ordre dans lequel on applique les transformations afin de ne pas perdre d'informations 
importantes. Ainsi, après avoir rappelé le modèle initial à partir duquel on veut obtenir 
le modèle réduit à la section 5.1, j'expliquerai à la section 5.2 les points à considérer pour 
déterminer l'ordre dans lequel les transformations doivent être appliquées. Je détaillerai 
ensuite les étapes menant au modèle réduit dans les sections suivantes. 
5.1 Modèle initial 
Tel que présenté au chapitre 2 et illustré à la figure 2.5 de la page 35. le système auquel 
on s'intéresse est constitué d'un qubit supraconducteur à plusieurs niveaux couplé par une 
interaction dipolaire à un résonateur coplanaire rendu non linéaire par l'insertion d'un 
élément Josephson dans le conducteur central. Ce système est décrit par l'hamiltonien 
Hs = Hq + Hr + HI + Hd, (5.1) 
où les différents hamiltoniens sont donnés au chapitre 2 et repris ci-dessous 
M - l 
1=0 
Hr = coraja + —a) a2 + —a* a3, (5.2b) 
Ci G 
M-2 
1 = 0 
Hd = ^2 ed(t)e-w<la* + e"d{t)e^la. (5.2d) 
où n t J = |z) (j\ pour les états {\i}} du qubit, ed est l'amplitude du signal d'excitation d 
à la fréquence uid, K et K' sont les constantes Kerr du résonateur. ur est la fréquence 
du résonateur, LO1 sont les fréquences de transition du qubit. Ilx = X)t=o x^,i e^ M est 
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le nombre de niveaux du qubit. On permettra à l'un des signaux d'excitation {d} — le 
signal de spectroscopie s — d'être à une fréquence proche de celle d'une des transitions 
du qubit u)d-s ~ ^t+i,t alors que tous les autres signaux sont à des fréquences éloignées 
des fréquences de transition du qubit et éloignées les unes des autres. On supposera aussi 
que les paramètres placent le système dans le régime dispersif où \ui+\ti — ur\ ^> |#,|. 
Pour modéliser la dissipation dans le système, on considérera quatre canaux de dissi-
pation. Les trois principaux sont la perte de photons du résonateur à un taux K = utr/Q 
où Q est le facteur de qualité du résonateur, la relaxation du qubit à un taux 7 et le 
déphasage du qubit à un taux 7^. Par soucis de généralité, on ajoute aussi un canal de 
dissipation du résonateur par lequel deux photons peuvent être perdus à la fois, à un 
taux «NL; qui peut être présent dans les systèmes ayant une non-linéarité Kerr [79]. Ce-
pendant, comme il n'y avait pas d'évidence que ce type de processus soit présent pour les 
résultats expérimentaux utilisés comme base de comparaison pour cette thèse, «NL sera 
fixé à zéro pour toutes les comparaisons ainsi que pour les simulations numériques. En 
considérant ces canaux de dissipation, l'équation maîtresse du système prend la forme 
M-2 , v 2 
p=-i [Hs,p] + KV[a)p + KNLV[a2]p + 7 V - 2?[ni>i+i]p + 27v,X>[IIe]p. (5.3) 
1=6 V<7o/ 
Cette équation maîtresse peut être obtenue en suivant la méthode décrite à l'annexe B. 
En écrivant cette équation maîtresse, j 'ai fait plusieurs suppositions. J'ai d'abord 
supposé que le déphasage du qubit est dû au bruit dans un paramètre de contrôle X qui 
cause des fluctuations dans les fréquences du qubit. L'amplitude de ces fluctuations est 
reliée à la susceptibilité du niveau i normalisée à celle du premier niveau excité i = 1 
d(ui-uo) (d(wi - vo)\~l ,_ ., 
e
* = —dx— x {--dx--) • (5'4) 
Le paramètre X pourrait par exemple être la charge de grille ng dans le cas d'une boîte 
de Cooper, ou encore le flux $ à l'intérieur du SQUID d'un transmon [89]. Ce modèle 
phénoménologique du déphasage peut être remplacé par un modèle microscopique im-
pliquant une interaction du type <T_<T+6^6, c'est-à-dire une interaction où un quanta est 
échangé deux fois avec un bain, perdant l'information de phase dans le processus. Une 
telle description théorique a été donnée par Carmichael [60]. Bien que plus satisfaisante, 
cette approche microscopique donne les mêmes résultats que l'approche d'un paramètre 
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de contrôle fluctuant. J'ai aussi supposé que le bruit qui cause la relaxation du qubit 
se couple à celui-ci de la même façon que le résonateur, soit par une interaction dipo-
laire de sorte que le taux de relaxation 7, pour la transition \i + 1) —>• \i) est tel que 
7i/7o = \9i/9o\2-
J*ai enfin supposé que le spectre de bruit des différents canaux est blanc. Cette ap-
proximation peut être relaxée en demandant que le bruit soit localement blanc — c'est-
à-dire blanc seulement sur des intervalles de fréquences suffisamment grands autour de 
chacune des fréquences de transition [115,127] — plutôt que globalement blanc. On ob-
tient alors la même équation maîtresse, sauf que les taux de relaxation des différents 
niveaux du qubit dépendent du bruit autour de chacune des fréquences de transition. Ce-
pendant, même cette contrainte relâchée est insuffisante pour une bonne description du 
déphasage. En effet, le déphasage est dû au bruit à basse fréquence (puisqu'il n'implique 
pas d'échange d'énergie), qui est généralement un bruit en 1 / / . Puisque le spectre du 
bruit diverge, il ne peut pas être considéré même comme localement blanc. Il faut alors 
être plus prudent lors du calcul du taux de déphasage en tenant compte du spectre du 
bruit. Ceci a été fait pour un qubit à deux niveaux [153] ainsi que pour le déphasage 
des deux premiers niveaux du transmon [89]. Néanmoins, dans le cadre de cette thèse, 
on s'intéressera seulement aux deux premiers niveaux du transmon et la modélisation 
ci-dessus sera suffisante. 
5.2 Ordre des transformations 
Le but de ce chapitre est d'obtenir une description adéquate de la dynamique du 
qubit lorsque le résonateur auquel il est couplé est excité par plusieurs signaux. Pour 
considérer la description obtenue comme adéquate, le modèle devra reproduire de façon 
quantitative différentes données mesurées expérimentalement et simulées numériquement. 
Je présente à la figure 5.1 les données à calculer et leurs inter-dépendances1. Les cases 
bleues sont les quantités de départ du modèle, qui sont ajustées pour correspondre aux 
valeurs expérimentales. Les cases vertes sont les quantités que l'on veut ultimement cal-
culer correctement. Les cases rouges, oranges et jaunes sont les données intermédiaires 
en ordre d'importance. Par exemple, les cases rouges sont plus importantes car plusieurs 
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FIGURE 5.1 - Représentation schématique du modèle. Les cases bleues sont les quantités de 
départ, qui ne sont pas calculées par le modèle, mais plutôt ajustées pour correspondre aux 
valeurs expérimentales. Les cases vertes sont les quantités que l'on veut ultimement calculer 
correctement. Les cases rouges sont les cases critiques à calculer correctement, car la majo-
rité des autres cases dépendent d'elles. Les cases oranges et jaunes sont des données un peu 
moins critiques, dont moins de résultats dépendent. La double-flèche en trait épais représente 
la relation non linéaire entre le champ de pompe et la fréquence effective du résonateur. 
autres données dépendent de celles-ci. 
La première quantité à calculer correctement est la fréquence de transition effective du 
qubit. Celle-ci est décalée de la fréquence du qubit à nu par deux effets. Il y a d'abord le 
décalage de Stark qui dépendra du champ électromagnétique créé dans le résonateur par 
le signal de pompe. Dans le cas d'un résonateur Kerr, comme ce champ électromagnétique 
est créé par un signal qui peut être décalé de la fréquence ur, l'effet Stark calculé devra 
ainsi dépendre de la fréquence de pompe et non de la fréquence du résonateur. Il y 
a ensuite le décalage de Lamb, qui est dû aux fluctuations quantiques du champ à la 
fréquence effective du résonateur. Celui-ci dépendra donc de la fréquence effective du 
qubit décalée par l'effet Stark dû au champ classique ainsi que de la fréquence effective 
1I1 n'est pas nécessaire de comprendre toutes ces relations à ce moment. Ce diagramme sert à distin-
guer les quantités les plus cruciales des autres. 
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du résonateur qui dépend de l'amplitude du champ électromagnétique via la non-linéarité 
Kerr. 
La deuxième quantité est la largeur de la transition du qubit ou, en d'autres mots, le 
taux de déphasage effectif du qubit. Celui-ci est principalement modifié par le déphasage 
induit par la mesure tel qu'expliqué à la section 2.4.3. Ce déphasage a été étudié pour 
un résonateur linéaire par l'équipe de Yale [99,120]. Avec un résonateur non linéaire, 
ce déphasage a été étudié par l'équipe de Saclay en collaboration avec notre groupe et 
Andrew C. Doherty de l'Université de Sydney [75]. Ces résultats seront présentés à la 
section 6.2. 
Finalement, on sait qu'en optique classique, la non-linéarité permet la conversion de 
fréquence et le mélange d'ondes [154,155]. Dans la situation où le champ électromagné-
tique est couplé à un qubit, ceci devrait permettre l'excitation du qubit à des fréquences 
autres que sa fréquence naturelle, donnant lieu à des bandes latérales. De telles bandes ont 
déjà été observées avec un résonateur linéaire, mais en présence de trois signaux [156]. 
On verra ici que ces mêmes bandes latérales peuvent être excitées avec un résonateur 
non linéaire en présence de seulement deux signaux, le troisième étant fourni par une 
conversion de fréquence permise par la non-linéarité. 
Puisque tous ces effets dépendent du champ de pompe, il est important de calculer 
celui-ci en premier et aussi exactement que possible. Puisque le champ de pompe dépend 
de la fréquence effective du résonateur dépendant elle-même de l'état du qubit, on peut 
voir le champ de pompe comme amplifiant le « signal » du qubit (le signal étant ici 
le décalage dispersif de la fréquence du résonateur). Cependant, puisque la dépendance 
est non linéaire, il faudra que le modèle aille au-delà d'une théorie de réponse linéaire, 
en particulier près du seuil de bifurcation et du point critique du résonateur Kerr. La 
transformation qui permet de réaliser cela est la transformation de polaron, qui est donc 
la première que je calculerai. Je calculerai ensuite la dépendance envers l'état du qubit de 
la fréquence effective du résonateur. J'utiliserai pour ce faire la transformation dispersive 
classique, qui donnera en même temps le décalage de Stark du qubit. J'appliquerai ensuite 
la transformation dispersive quantique afin d'obtenir le décalage de Lamb du qubit dû 
aux fluctuations quantiques autour du champ moyen classique calculé précédemment, 
puis finalement la transformation de squeezon afin d'éliminer la non-linéarité restante et 
obtenir les termes qui donneront les bandes latérales. On note que ces transformations 
ont été discutées à la section 3.1. 
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5.3 Décalage de Stark et champ de pompe 
Le décalage de Stark et le champ de pompe sont calculés grâces aux transformations 
de polaron et dispersive classique respectivement présentées aux sections 3.1.3 et 3.1.4. 
5.3.1 Transformation de polaron 
Je débute en appliquant la transformation de polaron P aux hamiltoniens (5.2) en 
utilisant les résultats (3.18)-(3.20), ce qui donne 
H'q = IL - Im[IIan*], (5.5a) 




+ — |nQ|4 + (2at|nû|2nQ + c.h.) + 4ata|IlQ|2 + (a^U2Q + c.h.) 
+ y [ln«|6 + (3a*\na\AIla + c.h.) + 9afa|na|4 + (3at2|na|2n2 + c.h.)] , 
M-2 
H
'i ~ Y 9i [flt + a) [iki+i + ni+lii] + Qi [(n; + na) nM+1 + n i+M (n; + n„)] (5.5c) 
i=0 
M-2 
+ Y Si {(K + nQ) [(Â^IIi.i+i + #aII i+M) - {/3*aTlitt+1 + /Wnm , z)] } , 
H
'd = Y bde-^1^ + e*de^a} + [eje^TT» + e^lQ + {-itla<J + iU*aa), (5.5d) 
d 
où j'ai inclus le premier terme de l'hamiltonien Hp dans H'd et le second dans H'q. Pour 
obtenir ces hamiltoniens, j 'ai fait quelques approximations. Tout d'abord, j 'ai supposé 
que je pouvais négliger les termes comportant plus de deux opérateurs d'échelle a ou a* 
dans H'r. Cette approximation est valide si 
I (a) | « | (IL) | (5.6) 
dans la base transformée. Cette approximation sera bien respectée si la transformation de 
polaron est telle qu'elle permet d'éliminer tout signal d'excitation du résonateur, i.e. si elle 
élimine H'd. En effet, dans ce cas, la population du résonateur dans la base transformée 
sera causée uniquement par des effets thermiques ou par des termes d'ordre supérieur 
(liés à la non-linéarité), que l'on supposera faibles. 
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Pour Hj, j 'ai ensuite fait l'approximation dite de faible distinguabilité 
|A| = K + i - « i | < 1, (5.7) 
afin d'écrire 
PWn^+iP = (a* + I£) YliMlD (ft) e- i t ok+»a ' ] , 
« (a* + n;) ni)i+1 (1 + fra* - 0*a), (5.8) 
« a 'n,^! + n* niit+i + n;nM+1/W - n;nM + 1#a. 
où j 'ai gardé seulement les termes dominants en \fii\. Cette approximation est la plus 
limitative du modèle obtenu dans ce chapitre. La distinguabilité est approximativement 
proportionnelle au décalage dispersif de la fréquence du résonateur par le qubit (le signal 
du qubit). Cependant, même si l'approximation ci-dessus limite l'amplitude de &, elle 
n'impose pas une dépendance linéaire entre ft et le signal du qubit. On verra en fait au 
chapitre 6 que la dépendance non linéaire est cruciale pour obtenir un accord quantitatif 
avec l'expérience. 
Suite à la transformation de l'hamiltonien, on doit transformer les termes dissipatifs 
de l'équation maîtresse (5.3) afin de les exprimer dans la même base. Le premier terme 
dissipatif se transforme en utilisant l'expression pour a' — P*aP [126] 
V[a'}p' = V\a\fJ + V[UQ]p' - il- [i(Waa - Yiaa%p'} + a[p\ Wa] + [îlQ,p']al (5.9) 
Parmi les termes de droite, le premier est la dissipation du résonateur qui demeure in-
changée et le deuxième mènera au déphasage induit par la mesure [120]. J'ai réécris le 
troisième terme de façon à correspondre à une évolution hamiltonienne. Ce terme pourra 
être combiné à H'j afin de déterminer la bonne valeur de IIa qui permet d'éliminer toute 
excitation du résonateur. Finalement, les deux derniers termes agissent en réduisant le 
nombre de quanta de l'état p. Si la transformation de polaron est telle que p est dans 
l'état fondamental, ces deux termes s'annulent. Je les laisserai donc tomber. Cette ap-
proximation est exacte dans le cas d'un résonateur linéaire dans le régime dispersif [120] 
et est réaliste tant que le champ électromagnétique est seulement faiblement comprimé. 
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Le deuxième terme de l'équation maîtresse (5.3) se transforme comme 
V[a!a']p' « V[Yll}p' + 4D[aUa]p' 
-i[i(a\na\2ITa-ai\na\2na),p'] +2[Ulp,]a^Il*Q + 2aIlQ [p',Tl*2} (5.10) 
1 
l2 
i{W2a2 - Uy\p' + a2 [p\ W2} + [l£, p>] at2, 
où j'ai négligé les termes contenant plus de deux opérateurs d'échelle. Le premier terme 
correspond à du déphasage induit par la mesure, mais via le canal de perte à deux photons 
du résonateur. Le deuxième terme correspond à un taux de perte de photons qui dépend 
de l'amplitude du champ électro-magnétique dans le résonateur. Le premier terme de la 
deuxième ligne est de forme hamiltonienne et sera éliminé par le choix de YlQ. Le premier 
terme de la troisième ligne sera traité en même temps que les autres termes quadratiques 
à la section 5.6. Finalement, les derniers termes des deuxième et troisième lignes seront 
négligés en supposant à nouveau que l'état p' du système est près du fondamental dans 
cette base transformée. 
Pour le troisième dissipateur de l'équation maîtresse (5.3), il a été montré qu'en élimi-
nant le résonateur (ce que je ferai ultérieurement), la transformation P n'a pas d'impact 
sur la dynamique du qubit [126]. Ceci est lié au fait que, lorsque l'on calcule la trace 
sur le résonateur, la cyclicité de la trace permet d'éliminer les opérateurs D(0i) qui se-
raient autrement présents. Finalement, le quatrième dissipateur n'est pas affecté par la 
transformation P puisque Tlx commute avec P. 
5.3.2 Réécriture des hamiltoniens 
Afin de mieux séparer les effets, je réécris les hamiltoniens (5.5) de façon à les grouper 
selon le nombre d'opérateurs d'échelle du résonateur qu'ils contiennent. Je définis ainsi 
M 2 
K = n* + ^2 [si"int+i,» + c-h-l 
i=0 
+ u,r|nQ|2 - im[nQri;] + ~ |na|4 + ^ |na|6 + ]T [e d e-^n; + c.h.] (5.11a) 
d 
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H[= (ujr-'q)Ua + (K--iKsL)\na\2nQ + K'\na\4na + Y^^e'Ux'dt-tÙa a^ + c.h. 
d 
M-2 
+ Y 9i$U,t+i + n.+i.Oa* + c.h. (5.11b) 
H'2 = u'r(a)a*a + (xpa t 2 + T;a2) , (5.11c) 
M-2 
#SB = Y 9* {(n« + n«) [(AatIIt,t+i + ^>n t + 1 ] l) - (#all t , t + 1 + fta*^,,,)] } , 
i = 0 
ou j ai pris 
(5.11d) 
/r(a) = (ujr + 2K\Ua\2 + 3\Ua\% 
T = (Itzfw. + K'\Ua\2) fi2, 
(5.12) 
et HQB est l'hamiltonien qui donnera les bandes latérales, et où j'ai inclus les contributions 
hamiltoniennes de V[a']p et V[a'a')p dans H[ et H'2. J'ai aussi fait une approximation 
séculaire pour le terme d'excitation dans H'Q. Ne pas faire cette approximation donnerait 
de faibles décalages de Bloch-Siegert [157] d'ordre g2/(oJ<i + ut) que je néglige ici. J'ai 
aussi défini 
Y €de-Mdt = Y" ede~lWdt + e'e""'t' t5'13) 
d d 
où l'étoile sur la deuxième somme indique que seuls les signaux éloignés de la fréquence 
du qubit sont inclus dans celle-ci et où je ne considère qu'un seul signal quasi-résonant 
avec le qubit, d'amplitude es et de fréquence uis ~ OJI$. Cette distinction entre les signaux 
hors-résonants et quasi-résonants est importante pour la transformation dispersive clas-
sique à la prochaine section. Finalement, de façon similaire à la séparation des signaux 
d'excitation, j 'ai considéré que 
a, = Y^W^+W'** (5.14) 
et que les fréquences des signaux sont suffisamment différentes pour négliger leur mélange. 
En tenant compte de la dissipation, on a ainsi 
H'a = H0 + H[ + H'2 + H's (5.15) 
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Dans les prochaines sections, je chercherai à diagonaliser HQ, éliminer H[ et éliminer la 
partie hors-diagonale de H'2. On peut déjà voir approximativement, à la première ligne 
de H[, la valeur de I1Q que l'on devra choisir pour éliminer H[. Cependant, annuler la 
première ligne de H[ à ce stade donnerait ctj = a J ( car elle ne contient pas le décalage dis-
persif de la fréquence du résonateur. C'est cette dépendance que j'obtiens à la prochaine 
sous-section. 
5.3.3 Transformation dispersive classique et choix de polaron 
Pour la transformation dispersive classique, on doit distinguer les signaux d'excitation 
dont la fréquence est près de celle du qubit de ceux très décalés en fréquence. Alors que 
l'on peut traiter ces derniers — qui ne causent que des transitions virtuelles du qubit — 
de façon dispersive, on ne peut pas faire de même pour les signaux quasi-résonants — qui 
causent des transitions bien réelles. Cependant, alors que les signaux décalés affectent de 
façon similaire toutes les transitions du qubit (on les suppose aussi éloignés en fréquence 
de chaque transition), les signaux quasi-résonants affectent de façon dominante une seule 
transition. Dans le premier cas, on doit ainsi tenir compte de la structure à plusieurs 
niveaux, alors que dans le deuxième, une approximation à deux niveaux est suffisante. 
On a vu à la section 3.1.4 que la transformation 3C. donnée à l'équation (3.31) permet 
de diagonaliser approximativement la première ligne de H'Q pour un signal d'excitation 
donné. Si les signaux sont suffisamment espacés en fréquence, on peut supposer dans H>c 




6.d = AfaM. (5.16) 
Avec ce choix, on peut développer la relation d'Hausdorff au quatrième ordre et obtenir 
1 1 M _ 1 * 0 
/ # « - n w + - Y, 5 T n M [i&,«ii2(-wi+M+"d) - iet-i,di2(-Wi,i-i+wc*)] + y 
' t=0 d 
1 M - l 
+ i E E * n« W&-MI2+fcd2) [I&-MI2(-"M-I+«-) - iu2(-^+i,+«*)]} 
t=0 d 
- M - l 
+ ^ E ni,i|&_2,<|&_i,d|2 [(-Wtf-1 + Ud) - 3(-W»_i,i-2 + Uid)] 
i-0 d 
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1 M-l 
+
 A E 5Z nt,i|Ç«.rf^ +l.d|2 [3(-^+2,t+l +^d) - (-W,+i,t + W«f)] 4 
t=0 d 
A / - 3 
t=0 d 
M 2 
+ Y, 9* ( a î / " " ' i n i + i , + c.h.) , (5.17) 
où le terme d'ordre deux s'annule étant donné le choix de ft>«2 et où j 'ai négligé les termes 
hors-diagonaux de la forme Tlltl+s pour ô > 3 avec une approximation séculaire. J'ai aussi 
défini le couplage effectif à deux photons entre les niveaux i et i + 2 du qubit 
g™ = A X x ( A , + M - AM). (5.18) 
Ce couplage n'est important que si les décalages A î +i ) d = 0^+2,1+1-0^ et At)</ = 0Jl+iit —u>d 
sont de signe contraire, ce qui n'arrive que dans un régime de chevauchement où la 
fréquence du signal d'excitation (qui est près de celle du résonateur) est située entre deux 
fréquences de transition du qubit [89]. Ce régime sera important à la section 7.4. 
L'hamiltonien ci-dessus peut être grandement simplifié avec l'approximation de faible 
distinguabilité, c'est-à-dire en supposant que ocx^ ~ ad- On obtient alors 
M - l M - 2 
Ho = E "?(«)"« + Z) 9l («*,-e_M,"<n*+i,* + c -h - ) 
, = 0 î = 0
 (5.19) 
M-3 v ' 




S?K|2 + ^K?K|4 (5.20) 
est la fréquence du niveau ut modifiée par les décalages de Stark dus aux différents signaux 
d'excitation du résonateur, et où j 'ai défini le décalage de Stark linéaire par photon 
S f s - ( x f - x f - i ) , (5-21) 
Chapitre 5 : Modèle réduit 103 
de même que le décalage de Stark quadratique 
K? = -4S?(|A?|2 + \\U2) - (3x?+M2 ~ X?|A?+1|2) + (ZxtilXU2 - xU\K-tf\ 
(5.22) 
et où xi = ~9i^i et Xf est défini à l'équation (3.32). 
Si l'on s'intéresse au régime de chevauchement, la deuxième ligne de l'équation (5.19) 
est importante. On peut alors calculer son effet (diagonaliser approximativement) dans 
la limite dispersive avec la transformation 
{M - 3 
i=0 d 
En appliquant cette transformation sur l'hamiltonien ci-dessus et en choisissant 
_ (2) 
f (2)
 = gt,rfat,dttH-l,d c-t2wdt 
&i+l,d + &i,d 
on obtient une correction aux décalages de Stark quadratique 
K? = -4Sf(|Af|2 + |Af_x|2) - (3xU^\2 - X?|A?+1|2) 




o u * 
+ QxlM-A' - xlMUn - 4x3 + 4xi\,, 
d(2)
 = - ^
( 2 J A ! , 2 i e t A ï ï = - » S (A*+M + A*,<*)- C e c h o i x d o n n e ^OTS l'hamiltonien 
M - l M-2 
Ho = Y, w » n " + 2 & (o.,-e",w*tn.+i4+c-h-) • (5.26) 
i=0 i=0 
,(2) <C l&l et on peut Typiquement, en dehors du régime de chevauchement, on a 
négliger la correction due au terme effectif à deux photons. 
On applique ensuite la transformation Bc sur l'hamiltonien H{. Pour ce faire, il est 
utile de calculer la transformation de l'opérateur £_ = 5^t=ô &n v +i . Avec les mêmes 
suppositions que précédemment (faible distinguabilité et signaux décalés), on peut mon-
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trer qu'au quatrième ordre dans la relation d'Hausdorff, on obtient 
M-2 -
DC£_DC « Yl &n**+»+ E* na-n^e-*** + 3, E* nK«|nad|2nûde—" 
1 = 0 d d 
+ ^ E E ' A " ' PSi-S"21 [**«^_,(Wdl+w-!,)'n.+i, + c.h.] 
Î = 0 di,d2 
1 M-2 
+ 2! E E* W (-Xâi + X?2 - x£i) - * fc^i + A* A^i)] 
x [ û ^ e ' K ^ ^ + ch.]. 
(5.27) 
En utilisant ce résultat et celui pour la transformation de n^ donné à l'équation (3.33), 
on peut montrer que le hamiltonien H[ devient, sous la transformation P c , 
M-2 
H'{ « Y. * (atnt,«+i + an.+i,«) + ( G " a t + G"*«) + ^ S B . (5-28) 
où j'ai fait l'approximation séculaire sur le terme de Rabi et où j'ai défini 
G" = (Wr - %\ )nQ + (K - inNh)\na\2nQ + tf'|nQ|4na + E e d e " W d t _ ^ a 
(5.29) 
+ Y (ns* + |nKd|na|2J n a , e -^ . 
Je définis alors le référentiel de polaron en choisissant G" = 0, ce qui correspond à choisir 
0 = (w r-wd-zf)a t ,d+(A'-zKNL)|a î |2a Î ! r f+ Jftr / |a t |4a î ,d+ed+(sf + ô jKfKI 2 ) at,d, (5.30) 
pour chaque signaux hors-résonants, et 
0 = (u>r - o » s - if)a t )S + (.K'-z/CNL)|Q!t|2a'ls + A'/|at|4Ql,s + es, (5.31) 
pour le signal quasi-résonant. 
Chapitre 5 : Modèle réduit 105 
J'ai aussi défini à l'équation (5.28) un deuxième hamiltonien de bandes latérales 
M - 2 j 
"SDB « E E* Wl K i - sf ] K ^ - ^ + ^ } t n î + M + c.h.]} | 
M - 2 
+ E E* ( l2^1 (-xii+*?2 - «Si) - & W-X-i+A"i^Si)] 
x[Q31Q r f 2e t (^-w^ ) 'n I , .+i + c . h . ] } | | , 
M - 2 
- E X T ^ P S i -Sf»] [rtd1«*c-^i-f«-2Î«IIl+1,l + ft2l«lfae^-i-<^îtnt,I+1] af 
+ c.h. 
(5.32) 
Cet hamiltonien est valide si les deux signaux considérés d\ et d2 sont tous les deux hors-
résonants avec le qubit et entre eux. C'est l'équivalent multi-niveaux d'un hamiltonien 
calculé pour décrire les bandes latérales dans la référence [158] pour un système à deux 
niveaux. Ces bandes latérales ont aussi déjà été étudiées expérimentalement [156]. Ce ne 
sont cependant pas ces bandes latérales qui nous intéresseront dans le chapitre 6, car on 
s'intéressera plutôt à un signal quasi-résonant avec le qubit et un signal hors-résonant. Ces 
bandes latérales quasi-résonantes sont plutôt décrites par H'm donné à l'équation (5.11d). 
Dans cette thèse, je négligerai donc H$B pour plutôt me concentrer sur H'SB. 
On doit aussi appliquer la transformation dispersive 3c sur les dissipateurs de l'équa-
tion maîtresse. On obtient facilement 
IHP p -» ^VV 5i p+>E 
i,d 
M - 2 / x 2 
* |£t+l — £i |&, t |2(£>[II î+1> + Z>[nM+i]p), (5.33a) 
M - 2 , v 2 M - 2 , v 2 
7 E - m , m ] p -+ 7 E ~ ^PM+IIP + ~iV 
"M-l 
fft& ~ fft-l£t-l 
9o n 
Î , Z p. 
(5.33b) 
«p [na] P - > K P [nQ] P + « E * l«*+i - ttt|2l£d2(£>[n,+M]p + P[nM+1]P), (5.33c) 
où j'ai gardé seulement les corrections dominantes. 
Le deuxième terme de la première ligne est le déphasage habillé [114,115]. Il s'agit 
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de relaxation et d'excitation incohérentes dues au déphasage dans la base habillée où 
les états propres sont des superpositions des états propres du qubit et du résonateur. 
Cependant, tel que notre groupe a montré précédemment [115], le taux 7 ,^, qui dépend 
du bruit à basse fréquence devrait, dans le cadre du déphasage habillé, dépendre du bruit 
à ±^1,0 — ur. Pour un bruit en 1 / / , ce bruit à haute fréquence devrait être négligeable. 
On note cependant qu'un faible bruit peut être compensé par une grande susceptibilité 
l^t+i — £t|- Pour un transmon par exemple, on peut montrer que la susceptibilité au bruit 
de charge augmente exponentiellement avec la transition i considérée [123], ce qui peut 
rendre cet effet important même pour un faible bruit lorsque les états d'énergie élevée 
du transmon sont occupés. Cela sera important pour la mesure par avalanche décrite à 
la section 7.3. 
Le deuxième terme de la deuxième ligne est la relaxation habillée [114,115]. De façon 
similaire — mais dans le sens inverse — au déphasage habillé, l'effet de la relaxation dans 
la base habillée est de déphaser le qubit davantage. Finalement, le deuxième terme de la 
troisième ligne est l'effet du déphasage induit par la mesure qui, dans la base habillée, 
cause de la relaxation et de l'excitation incohérente additionnelles. Encore une fois, on 
rappelle que ces trois effets dépendent du spectre des diverses sources de bruit qui n'est 
pas bien connu à des fréquences de l'ordre du gigahertz. 
5.3.4 Résumé 
Avec le choix de référentiel de polaron exprimé aux équations (5.30) et (5.31), on 
obtient les hamiltoniens transformés 
M - l M-1 
,K=Y, 4'(Q)n* + Y, Si {^e-^Ui+^i + c.h.) . (5.34a) 
i=0 i=0 
M-2 
H'I = J > (fltn«+i + aIIH-u) . (5-34b) 
1=0 
H2' = H'2, (5.34c) 
% = #SB, (5.34d) 
où u>"(a) est défini à l'équation (5.20) et aijS est donné par la solution de l'équation (5.31). 
Je n'ai pas transformé H'2 et H'SB, car les parties dépendantes du qubit sont déjà des 
perturbations que je suppose petites. Les corrections données par la transformation ©c 
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seraient donc trop petites pour être conservées. En utilisant la transformation des dissipa-
teurs, j'obtiens l'équation maîtresse du système dans cette base doublement transformée 
M-2 M-2 
p" = -i [H';, p"} + n"V[a]p" + Yl -&P PW1P" + £ -AP [ ^ L J P" 
t = 0 t = 0 
+ 2^V n£ P" + nv [IIG] p" + KNLV [n* ] P" + iv 





et où j'ai défini les taux 
2 
H _ f & 
7?,. - E ' 
+ £ ' 2-1» -2 + K a , + i — a. AfW 
2%= 15 + Kla*+1 _ a*l ^ l ' 





J'ai obtenu ces équations en supposant que la distinguabilité est faible (\at+iiC[—ah(i\ <?C 1), 
que l'amplitude d'excitation est faible de sorte à être dans le régime dispersif (la^dl2 <C 
n
cr\t = 1/4Af ), que la transformation de polaron est suffisamment bonne pour ramener 
le champ dans l'état fondamental dans la base transformée (| (a) | <C 1), et finalement 
que les spectres de bruit sont blancs. 
5.4 Décalage de Lamb et effet Purcell 
Avec les deux transformations appliquées à la section précédente, on a réussi à trans-
poser le système dans une base où le résonateur n'est excité par aucun signal et où le 
qubit subit un décalage de Stark dû aux champs classiques attd, fit où ces mêmes champs 
dépendent de façon non linéaire de l'état du qubit. Le qubit est aussi soumis à différentes 
sources de déphasage, de relaxation et d'excitation incohérente additionnelles dues à son 
couplage avec les photons du résonateur. 
Outre les effets liés aux transitions à deux photons, deux effets — le décalage de 
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Lamb [100] et l'effet Purcell [159,160] — ne sont pas (encore) visibles dans le modèle. 
Ces deux effets sont liés au couplage résiduel entre le qubit et la partie quantique du 
champ du résonateur présent dans H". On peut les obtenir en utilisant la transformation 
dispersive quantique ÏÏ3> présentée à la section 3.1.4. Puisque le résonateur n'est pas excité 
dans ce référentiel, on peut calculer la transformation au deuxième ordre plutôt qu'au 
quatrième ordre pour la version classique. Le résultat donné à l'équation (3.28) est ainsi 
directement applicable. On obtient 
M-l M-2 
H™ = J2 4"(a)n,,t + £ > (<*t,,e-'u-tnt+1,t + c.h.) , 
«T = 0 (5.38) 
H% = u'l[{a)a)a + ( ïpa t 2 + T;a2) , 
W" — it" — w 
" S B — -"SB — -"SB-
OÙ 
< ( a ) = u'r(a) + S, (a). (5.39a) 
4 " ( a ) = c 4 , ( a ) + L I(a), (5.39b) 
sont la fréquence du résonateur modifiée par le décalage dispersif et les fréquences du 
qubit modifiées par le décalage de Lamb. J'ai ici défini 
L,(a) = Xt-1(a), (5.40a) 
£ ( a ) = - ( x t ( a ) - X t - i ( a ) ) , (5.40b) 
A î ( < i ) =
 w,+i(«) - w,(«) - (wr + 2K\n\* + 3K'\a\*) ' ( 5 ' 4 ° C ) 
Xt(a) = -&A,(a). (5.40d) 
On voit que le décalage de Lamb dépend de la fréquence du qubit et de la fréquence du 
résonateur, mais tient compte des décalages de ces deux fréquences dus au champ élec-
tromagnétique moyen du résonateur. En transformant le dissipateur V[a]p selon l'équa-
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tion (3.26), on obtient l'équation maîtresse 
M - 2 Af-2 
p'" = -t [H?, p'"] + K'"V[a]p>" + £ ^{D [n,t+1] p"> + Y, <>V P.+1.J P' 
i=0 t=0 
["M-l 
+ 27¥JP n; 
£i 
9t£i ~ #t- i£i-i 
p". P" + nv [n J
 P" + «NLp [n* ] P" + 7 p 
(5.41) 
où #" ' = #£" + H$ + / /SB e t o ù l e s t a u x deviennent 
-C = il + \ 2 ("K (5.42a) 
7 ^ = 7t , (5.42b) 
«'" = K". (5.42c) 
On note que la seule modification est le taux Purcell \^{O)K" qui s'ajoute à la relaxa-
tion du qubit. On devrait aussi trouver les mêmes effets qu'à la section précédente — 
déphasage et relaxation habillés, excitation incohérente — mais j 'ai négligé ces effets, 
considérant que leur équivalent dû au champ classique domine. J'ai aussi omis de trans-
former la partie de HQ qui représente le signal de spectroscopie a M ainsi que la partie de 
H'2 en T et H$B car ces parties sont déjà des corrections ou sont supposées petites. 
5.5 Projection dans le sous-espace à deux niveaux 
Dans les deux section précédentes, j 'ai traité les signaux d'excitation du résonateur 
ainsi que le couplage qubit-résonateur dans le régime dispersif en tenant compte de la 
structure à plusieurs niveaux du qubit. Tel que mentionné précédemment, le signal quasi-
résonant avec le qubit ne peut pas être traité de cette façon. On doit plutôt le traiter de 
façon exacte, ce que l'on fait en ne considérant que la transition quasi-résonante avec le 
signal. Pour cela — et puisque cela correspond à l'expérience qui nous intéresse — on 
doit projeter le système décrit par les équations de la section 5.4 dans le sous-espace à 
deux niveaux {|0), |1)} qui nous intéresse pour le qubit. 
Je définis er+ = Tli0, o- = ^o,ii &z = n^ i — n0,o et 1 = ïl^i 4- n0]o et j'élimine tous 
les termes Ut] pour lesquels i > 1 ou j > 1. À partir de ce point, je suppose aussi qu'il 
n'y a qu'un seul signal d'excitation hors-résonant (appelé signal de pompe) à la fréquence 
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ujd = UJP et d'amplitude ed = ep. Dans un référentiel tournant à la fréquence UJ3 pour le 
qubit et à la fréquence up pour le résonateur, on obtient avec ces définitions 
K = Ifz + 9o («o.s^+ + a*0sa.) (5.43a) 
H'£ = Aa fa + Si(a)nltl^a + S0(a)U0fia^a + (rpa^ + T;<z2) (5.43b) 
# S B = 9o Ks (pV - 0*a) a_ + a0,s (0*a - pV) a+] 
+ 9o K-e- 2 *** (pV - 0*a) <x_ + a^e 2 ** ' (0*a - /3a*) a+] 
« FV_ + F a + (5.43c) 
H? = H? + H? + H&, (5.43d) 
où j'ai négligé la deuxième ligne de H'£Q sous une approximation séculaire et défini 
6 = u'l'(a) - 4" (a ) - u8, 
rp = (^f^ + K'\uap\2)ulp, 
A = u/r(a) - up, (5.44) 
0 = «i,P - a0lP, 
F = ^o«o,s (/Sa1 - /Ta) . 
En projetant de la même façon les dissipateurs, on obtient 
Y" 
P = - * l # , ,P J + « * ? M P + 74,0^ M P + 7t,o^ F+J P + IT^I^'IP 2 
• (*T r * I ^ K N L T r 2 *2i y^* 7XiXo Im [Qd,iQ=d,o] \
 f 
- » I 2 I m laoaiJ + - y I m KQ i J ~ z^ p ) v7*-
où j'ai défini 
K\OI - ct0|2 «NL|«Î - «ol2 . \ ^ * 7|2Xoad,o - XÎ«d,i 
(5.45) 
P"1 
,„ _ /c| t t l  Q [  ACNIJO;2  a2 j2 ^ * l oQrf,o-xfQ ,i|2 ,_ _ , 
vv - 7<P + 2 + 2 + 2 ^ 2^2 ' { j 
La deuxième ligne de l'équation maîtresse ci-dessus est un décalage de fréquence du qubit 
que je négligerai, car il disparaît dans la limite de faible distinguabilité. Dans le taux de 
déphasage ci-dessus, le premier terme est le déphasage intrinsèque, le deuxième est le 
déphasage induit par la mesure et le troisième correspond à du déphasage induit par 
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l'information sur le qubit qui fuirait via un canal de perte à deux photons. Le quatrième 
terme est le seul qui ne disparaît pas dans la limite (3 —> 0. Dans cette limite, ce terme 
correspond à la relaxation du qubit dans la base habillée. En dehors de cette limite, on 
pourrait interpréter ce terme comme du déphasage lié à l'information sur le qubit qui 
fuirait par le canal de relaxation du qubit. 
5.6 Squeezon et bandes latérales 
Dans le modèle projeté à la section précédente, deux termes permettent encore d'ex-
citer le champ du résonateur. Il s'agit du terme de compression Tp et de l'opérateur de 
force F couplant le qubit et le résonateur. C'est le premier de ces deux effets faibles que 
je traite dans cette section. Dû au terme de compression, l'état du résonateur dans son 
état stationnaire, même avec la transformation de polaron qui a éliminé le signal d'exci-
tation direct, n'est pas dans le fondamental, mais plutôt dans un fondamental comprimé. 
Je traite cette compression en appliquant la transformation de squeezon présentée à la 
section 3.1.5. Je supposerai que rfa) = ^^e-^pt+itè* ^ c'est-à-dire que seule la phase 
des coefficients de compression r^ dépend du temps. En utilisant les résultats de la sec-
tion 3.1.5 pour transformer oS^ et (ta, on peut facilement transformer l'hamiltonien H'2 
et obtenir 
flf) = #» ' + u/r{a)<Ja + n s ( a ) a t a 
+ [2sinh2 IL. (u/r(a) + Us{a) - up) - sinh(2nr) (Tpe~ i2n" + c.h.)] {a)a + \) 
S i n h
^
2 r i r )
 (u/r(a) + n5 («, - u>p) - Tpe~2iIÎ« sinh2 IIr - Tpcosh2 ILe*211" 
y"s inh(2n r ) 
e-i2I1«a2 + c.h. 
+ ( F W V - + F^a+) 
(5.47) 
où l'opérateur de force est transformé tel que 
^
( 4 )
 = 9oa3,0 [(/ScoshlL. + /Tei2n» sinh IL.) et - (0* cosh IL. + Pe~l2Ue s inhn r) a] , 
(5.48) 
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et où l'avant-dernière ligne provient de la transformation du dissipateur 
sinh 2IIr 
{cosh flra [p, a sinh Ure -i2Ue] + [af sinh ïire2ille, p] a] cosh n r } 
V[a]p -> £>[cosh n ra]p + 2>[sinh Ura^}p - i** r [-i(e- i 2n«a2 - e2in"a t2), p (5.49) 
La condition qui fait disparaître le terme a^ est alors donnée par 
- ( a ; ; ( a ) + n S ( a ) - a ; p ) S i n h ^ 2 n r ) + T p e - 2 ^ cosh2 n r+Tpe2 i n« sinh2 Ur+i^^{2Ur) = 0. 
(5.50) 
Cette équation se résout aisément en séparant la partie réelle de la partie imaginaire. La 
condition s'exprime alors 
cos [arg(Tp) - 211,] = ^ "L"g ( t t ) " " P tanh 2IL (5.51a) 
"\ P\ 
K'" 
sin [arg(Tp) - 2U9] = —— sinh 2ITr, (5.51b) 
I pi 
où Tp = |Tp |e î a r g ( T p ) . Cette condition peut toujours être remplie tant que K'" > 0. Cepen-
dant, dans le cas où K'" — 0, la deuxième condition impose que cos [arg(Tp) — 2116»] = 1, 
ce qui ne peut être réalisé que si le ratio [co'r(a) + îls(a) — wp]/2|Yp| > 1 puisque 
|tanh(a;)| < 1. Il n'est donc pas toujours possible d'éliminer les termes quadratiques 
non-diagonaux si la dissipation est trop faible. 
On peut isoler n r , qui détermine le degré de compression, en sommant et en prenant 
le carré des deux équations ci-dessus, pour obtenir 
1
 = i ï F F i ï S i n h 2 < 2 n ' ' + fc(") + " * ' ; » - ' * l ' t a a h ^ I U (5.52) 
I P\ I PI 
La solution de cette équation est analytique, mais gigantesque et je l'omettrai ici à la 
faveur d'une analyse sommaire. 
Avec les conditions ci-dessus, on peut analyser l'orientation de l'axe de compression et 
le degré de compression du champ créé par les termes a^ . Tout d'abord, on peut voir avec 
les équations (5.51) et (5.52) que, si u)'r{a) + ris(a) = up, alors sin[arg(Tp) — 2ILj] = 1, et 
l'angle de l'axe de compression 9 est en quadrature avec celui de Tp qui est principalement 
celui de l'axe de ap. À l'opposé, si UJP est très différent de uj'r(a) + Us(a), les deux axes 
sont presque alignés. 
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De même, si l'on prend la dérivée de l'équation (5.52) par rapport à u'r(a)+ïls(a) — <^ P, 
on obtient un maximum de Il r à la résonance. Ce coefficient de compression maximal est 
alors donné par 
n r m a x = ^ a r c s i n h ( ^ V (5.53) 
Cette valeur diverge en l'absence de dissipation, mais est toujours finie en pratique. 
Avec le choix donné par les conditions (5.51), et en passant dans un référentiel d'in-
teraction tournant à S pour le qubit, on obtient alors 
ffW = ff W + ff<«> + Jï<4\ 
H^ = (<Sr(a) + Usia) - uPWa + (u'r(a) + US{a) - up) (a*a + ^ ( ^ j ^ y ~ 1 
H{q4) = g0(as^+eiSt + <0<r_e-w t) , 
(5.54) 
où j'ai défini les hamiltoniens du résonateur (r), du qubit (q) et d'interaction (/), en 
réécrivant les opérateurs de force tels que 
F ( 4 ) = g0asfi {caï - c*a) , 
c = j3 cosh(r) + pé29 sinh(r). 
En écrivant cet opérateur de force, j 'ai supposé que les coefficients de compression sont 
les mêmes pour les deux états du qubit en supposant Ilr ~ r. L'équation maîtresse est 
alors 
p(4> = -i [H(s4\ p{4)] + K'" [1 + sinh2(r)] V[a]p{4) + K'" smh2(r)V[a^}p{4) 
V" (5.56) 
+ <yf 2> [cr_] p^ + ^'V [a+] p<4> + \v\az\p^\ 
où j'ai négligé la deuxième ligne de l'équation (5.49) en supposant que la compression est 
faible. On voit que dans cette base où l'on a éliminé la compression, un terme supplémen-
taire V[a^\ apparaît dans l'équation maîtresse. Ce terme correspond à un bain thermique 
dont la température effective serait déterminée par le coefficient de compression r. En 
effet, alors que l'équation maîtresse pour un résonateur p = —i [H, p] + KD[a\p présentée 
à la section 1.2.2 était à température nulle, la même équation, à température finie, s'écrit, 
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tel que démontré à l'annexe B 
p = -i [H, p) + K(1 + n)V[a]p + KnV[ct]p, (5.57) 
où n est le nombre moyen de photons thermiques. On peut ainsi considérer que les termes 
de compression agissent comme un bain thermique où le nombre moyen de photons est 
n = sinh2(r). Dû à cette température, l'état stationnaire du résonateur dans ce référentiel 
sera un état thermique, même si la température réelle est nulle. 
5.7 Élimination adiabatique du résonateur 
Dans cette section, j'élimine adiabatiquement les degrés de liberté du résonateur tel 
qu"expliqué à la section 3.2. Je commence par réécrire l'équation maîtresse (5.56) sous la 
forme 
p(4) = £qpq + Crpr + Cip, (5.58a) 
y 
CqPq = -i [H^,pq] + -yf P [a.] pq + mv [a+] Pq + -fV[<r,]pq. (5.58b) 
Crpr = -i [H?\pr] + K'" [l + sinh2(r)] V[a]pr + K'" sinh2(r)P[ot]prJ (5.58c) 
dp^-iUifipV (5.58d) 
où Cq et CT agissent respectivement sur les parties résonateur pT et qubit pq de la matrice 
densité alors que £/ agit sur les deux sous-espaces. 
En utilisant les résultats de. la section 3.2.1, on doit déterminer les fonctions de cor-
rélation Sf(u}) et Si(u) où F devient F ^ . Pour ce faire, j'utilise le lindbladien Cr du 
résonateur pour écrire les équations d'évolution pour les valeurs moyennes 
d ~ K"1 
- (a) = -7Ar(nr) (a) - — (a) 
j t (a2) = - i2Â r (a ) (a2) - K'" {a2) (5.59) 
j (a*a) = -K"' (a^a) + «"'sinh2 r, 
où j 'ai défini le décalage 
A B »/r(o) + fr(o)-*» 
cosh(2r) 
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qui suppose que le qubit est dans l'état fondamental (j'ai choisi (lIs(Q)) en supposant 
(er2) = — 1). En pratique, les décalages Si (a) seront petits devant u>'r(a) — uip et ce choix 
n'a que peu d'impact. À partir des équations du mouvement ci-dessus, on peut calculer 
les valeurs moyennes (a)s = (a2)s = 0 et (a^a) = sinh2r où (-)s est la valeur moyenne 
dans l'état stationnaire (c'est-à-dire en annulant les membres de droite des équations du 
mouvement). 
À partir de ces valeurs moyennes et du théorème de régression quantique énoncé à la 
section 3.3, je calcule alors les fonctions de corrélation 
(5.61) 
(a\t)a(0))a = smh\r)elK^t-K'"tl2 
(a{t)a){Q))s = (1 + s inh 2r) e- î A ' -^-*" ' f / 2 
<a(t)o(0)>. = 0 
(ot(t)at(0)>. = 0 
On peut alors obtenir les fonctions de corrélation pour la force F^ 
= \g0as,0c\2 [aiitfre^W-""'"2 + (1 + s i n h 2 ^ - ^ ^ - ^ / 2 ] 
(5.62) 
et les spectres 
St(u) = S^u) = \gQasflc\2 [f(oj) sinh2 r + /*( -w)( l + sinh2 r)] (5.63) 
où j'ai défini la fonction complexe 
= W + ifrM+u,] 
V
 ' K"'2/4+[Ar(a)+uj}2 J 
Les coefficients requis pour écrire l'équation maîtresse du qubit après l'élimination 
adiabatique du résonateur, donnée à l'équation (3.63), sont finalement 
Re[5t(d")] = Re[Sx(5)} = \gQa^c\2 [L(6) sinh2r + L(-S)(l + sinh2 r)] 
(5.65) 
Im[5t(<J)] = 1m[Si(S)] = \9o<*.,0c\2 [lm[/(d)]sinh2r - Im[/(-<5)](l +sinh 2 r ) ] , 
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où j 'ai défini la fonction lorentzienne 
K'" 19 
L(U) = Re[f(u)} = „ , , . ' , . ,2- (5.66) 
Km21'4 _|_ (A r(a) + a;)2 
Selon l'équation (3.63), l'équation maîtresse réduite pour le qubit — après l'élimina-
tion adiabatique du.résonateur — est finalement 
Pg = -ï H, pq] + %V[v-]pq + îrD[a+]pq + ?ZV[j,]pq, (5.67) 
ou 
74 = i" + \9oasfic\2 [(L(-6) + L(S)) sinh2 r + L(-ô)] (5.68a) 
7t = 7t" + \9oasfic\2 [(L(-ô) + L(S)) sinh2 r + L(6)] (5.68b) 
% = i; (5.68c) 
~i 
H = -az + g0(as,o(J+ + Q*afiff-), (5.68d) 
où j'ai défini 
8 = 6 + lm[Si(S) - Sîi-6)] = < ( « ) - u'^o) -us + ïm[Sx{8) - St(-Ô)}. (5.69) 
et où les taux 7"', 7"' et 7^' sont définis aux équations (5.42) et (5.46). 
5.8 Spectre analytique du qubit 
L'équation maîtresse (5.67) décrit un spin dans un champ magnétique oscillant per-
pendiculaire à un champ magnétique constant. On retrouve donc la solution donnée par 
Bloch [161] pour les valeurs moyennes des opérateurs de Pauli. Dans la notation utilisée 
dans cette thèse, on obtient, pour la valeur moyenne de oz correspondant à l'état du 
qubit, 
(oz) = -%^L——_ 1 ± * . (5.70) 
74 + 7t (7! + S2) + 472|s0as.o|2/(7î + 7 )^ 
ou 
72 = % + ^ ^ , (5.71) 
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est le déphasage total. Dans le langage de Bloch, le coefficient (74.—7t)/(74.+7î) correspon-
drait à l'aimantation moyenne à l'équilibre sans champ oscillant, l^o^s.ol2 correspondrait 
à l'amplitude du champ magnétique oscillant perpendiculairement au champ magnétique 
statique et S serait le décalage entre la fréquence Zeeman du spin et la fréquence du 
champ oscillant. 
Si l'on trace (az) en fonction de la fréquence de spectroscopie UJS et de l'amplitude de 
pompe ep par exemple, on obtient ce que j'appelle le spectre du qubit, que je comparerai 
à des résultats numériques et expérimentaux au chapitre 6. En pratique, on tracera plutôt 
-P(|l)) = (^1,1) = (1 + (crz))/2, la probabilité que le qubit soit dans l'état excité. Cette 
quantité est 
<ni,i>eq fe + 62) + 272 \g0asfi\2 / ( 7 t + %) 
m i » =
 r . „ '—, — r i — - (5-72) 
(72 + 472 |#o«s,o| / (7t + %)) + <*2 
ou 
est la probabilité que le qubit soit excité à l'équilibre thermique, la « température effec-
tive » étant ici représentée par le taux d'excitation Tj-. 
On peut interpréter le modèle développé dans ce chapitre selon deux points de vue. 
Tout d'abord, les équations ci-dessus pour le spectre fixent certaines attentes par rapport 
à la rétroaction du champ électromagnétique sur le qubit. Par exemple, sachant que 
7^' oc K|Q:I — a0|2, on s'attend à ce que la largeur de la transition du qubit augmente 
lorsque la distinguabilité D = \ot\ — a0\ entre les deux états pointeurs augmente. De 
même, comme les taux de relaxation et de chauffage effectifs 74. et 7f sont piqués lorsque 
le décalage de fréquence qubit-spectroscopie est égal en valeur absolue au décalage 
résonateur-pompe. On s'attend donc à observer des pics (des bandes latérales) dans le 
spectre du qubit à ces fréquences de spectroscopie. Ce sont ces effets que j'analyserai plus 
en détails au chapitre 6, en comparant le spectre analytique à des simulations numériques 
et à des résultats expérimentaux. 
D'un autre côté, le modèle nous donne aussi certains indicateurs pour améliorer la 
mesure du qubit. En effet, on s'attend à ce que la mesure s'améliore lorsque la distin-
guabilité des états pointeurs augmente. Cette même distinguabilité peut être calculée 
grâce aux équations (5.30) pour a^. En particulier, on s'attend à ce que D augmente 
si la différence entre les fréquences effectives du résonateur pour les états |0) et |1) du 
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qubit augmente. En analysant le comportement de Sf et Kf en fonction de différents 
paramètres, il est ainsi possible d'identifier ces régimes plus favorables à la mesure. C'est 
à cette question que je m'intéresserai dans le chapitre 7. 
Chapitre 6 
Sonde du résonateur par le qubit 
Pure logical thinking can give us no knowledge whatsoever of the world of 
expérience ; ail knowledge about reality begins with expérience and 
terminâtes in it. 
- Albert Einstein [125] 
Cette citation d'Einstein illustre bien le chemin que j'ai suivi dans le cadre de cette 
thèse. Ainsi, c'est une expérience réalisée au CEA-Saclay par le groupe de quantronique 
qui a motivé le développement du modèle que j'ai présenté au chapitre 5. C'est à leurs 
résultats expérimentaux que je comparerai le modèle réduit ainsi que les résultats de 
simulations numériques basées sur le modèle initial complet énoncé à la section 5.1. 
Je débute ce chapitre en décrivant, à la section 6.1, l'expérience réalisée à Saclay. Je 
compare ensuite les résultats expérimentaux à des résultats de simulations numériques 
et au modèle analytique dans un régime de faible et de forte amplitude de spectroscopie, 
aux sections 6.2 et 6.3 respectivement. 
6.1 Description de l'expérience de Saclay 
Le montage expérimental du groupe de Saclay est schématisé à la figure 6.1, et les 
paramètres sont donnés dans la légende de la figure. L'expérience se déroule de la façon 
suivante. Le résonateur est rempli de photons par un signal de pompe de fréquence 
ijjp ~ ujr et d'amplitude ep. Ce signal d'amplitude constante est envoyé pendant une 
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FIGURE 6.1 Représentation schématique de l'expérience du groupe de Saclay [75]. Les pa-
ramètres du résonateur sont (wr, K,K', K, KNL)/2TT = (6453.5,-0.625,-0.00125,9.6,0) MHz. 
Les paramètres du transmon sont (u^o,^,] . , 7,7v)/27r = (5720,5421.6,0.22,0.25) MHz. Les 
constantes de couplage entre le transmon et le résonateur au point d'opération du transmon 
sont (go,gi)/2n = (42.4,58.4). Les autres couplages et fréquences du transmon peuvent être 
calculés tel que décrit à la section 2.3. Les définitions de ces paramètres sont données à la 
section 5.1. L'encart en haut à gauche présente la séquence de puises. 
durée suffisamment longue (> 1/K) pour que le résonateur atteigne un état stationnaire. 
Un signal de spectroscopie de fréquence us ~ CJ1 0 et d'amplitude es est ensuite appliqué 
pour tenter d'induire une transition vers l'état |1) du qubit. Les signaux de pompe et 
de spectroscopie sont ensuite arrêtés et, après un temps d'attente, l'état du qubit est lu 
avec une mesure par bifurcation. Le temps d'attente t est tel que 1/7 > t > \/K de sorte 
que le résonateur ait le temps de relaxer vers son fondamental, mais que l'état du qubit 
change peu. L'expérience est répétée en variant l'amplitude et la fréquence des signaux de 
pompe et de spectroscopie afin d'accumuler des statistiques et de calculer la probabilité 
que le signal de spectroscopie ait réussi à exciter le qubit vers l'état |1). 
Les résultats qui sont présentés aux sections suivantes sont des spectres montrant la 
probabilité que le qubit soit dans l'état |1) en fonction de l'amplitude de pompe ep et de 
la fréquence de spectroscopie us, pour différentes fréquences de pompe up et amplitudes 
de spectroscopie es. De ces spectres, on peut extraire la fréquence et le taux de déphasage 
effectifs du qubit, correspondant respectivement à la position et à la largeur à mi-hauteur 
de la raie de spectroscopie. Tel que montré théoriquement au chapitre 5, la fréquence 
effective et le taux de déphasage du qubit dépendent du champ intra-résonateur. Ceci 
permet d'utiliser le qubit comme une sonde pour ce champ. 
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6.2 Faible amplitude de spectroscopie 
Je considère d'abord le régime de faible amplitude de spectroscopie. Ce régime corres-
pond à considérer le champ de spectroscopie négligeable par rapport au champ de pompe, 
\a8\ <C |ap |. Ce régime minimise aussi l'élargissement radiatif des raies de spectroscopie, 
permettant de mieux observer l'effet dominant qui sera lié au déphasage induit par la 
mesure. Dans ce régime, le signal de spectroscopie est finalement trop faible pour causer 
des transitions à plusieurs photons et on devrait ainsi observer une seule transition dans 
le spectre du qubit. 
L'une des questions fondamentales que l'on peut étudier dans ce régime est de savoir 
si une mesure avec un résonateur non linéaire atteint la limite quantique concernant le 
bruit ajouté par un amplificateur discutée à la section 2.4.3. Alors que l'atteinte de cette 
limite a été établie pour une mesure dispersive avec un résonateur linéaire [126], cette 
question est ouverte pour un résonateur non linéaire. La limite sera atteinte si la largeur 
de la raie de spectroscopie est prédite correctement par le modèle réduit. En effet, si tel 
est le cas, cela implique que la mesure ne cause pas davantage de rétroaction que celle 
prédite par la théorie. 
Je présente d'abord, à la sous-section 6.2.1, les spectres expérimentaux et analytiques 
et les compare qualitativement. Puis, aux sous-sections 6.2.2 et 6.2.3, j'examine quantita-
tivement la position et la largeur de la raie de spectroscopie et je discute de l'importance 
de certains choix que j'ai faits dans le développement du modèle analytique. 
6.2.1 Spectres expérimentaux et analytiques 
Avec la méthode décrite à la section 6.1, l'équipe de Saclay a réalisé la spectrosco-
pie d'un qubit supraconducteur de type transmon lorsqu'il est couplé à un oscillateur 
non linéaire pompé. Ils ont étudié les deux régimes de l'oscillateur, soient les régimes 
d'amplificateur paramétrique (JPA) et de bifurcation (JBA) discutés à la section 2.1.1. 
Ces deux régimes correspondent respectivement à des décalages de fréquence réduits 
O = 2(ujr — OJP)/K — {0.42, 2.8}r2cx. où Qc = V% est le décalage critique au delà du-
quel l'oscillateur peut être bistable. Ces deux décalages correspondent aux deux lignes 
'On note que l'article [75] utilise plutôt Çlg/Q.ç = {0.7,3.1}, où Qg est le décalage réduit en considérant 
la fréquence effective du résonateur couplé au qubit dans l'état fondamental. J'utilise ici plutôt le décalage 
réduit par rapport à la fréquence dvi résonateur sans qubit. Ceci n'est qu'une question de notation et les 
fréquences absolues impliquées sont néanmoins les mêmes dans l'article et dans la thèse. 
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(a) Diagramme de stabilité de 
l'oscillateur non linéaire (b) Spectres expérimentaux et analytiques 
Expérimentaux 
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FIGURE 6.2 - Spectroscopie du qubit dans le régime de faible spectroscopie. Les deux points 
d'opération correspondant aux graphiques de gauche et droite en (b) sont illustrés dans le dia-
gramme de stabilité du résonateur non linéaire en (a) par des lignes tiretées verticales. Les 
spectres expérimentaux ont été obtenus tel que décrit à la section 6.1, alors que les spectres 
analytiques ont été calculés à partir de l'équation (5.72) en négligeant le déphasage habillé. Les 
paramètres du résonateur et du qubit sont donnés à la figure 6.1. La puissance de spectroscopie 
des résultats expérimentaux est Ps — —22 dBm. correspondant à es/2ir « 3 MHz. La correspon-
dance est donnée par ez — / ^ l ( ) ( P t _ ' 4 , _ 3 0 ) / 2 0 , où Al est l'atténuation de la ligne transportant 
le signal, et où P, est en dBm et et en hertz. Le facteur As pour la ligne de spectroscopie a été 
évalué à 114 ± 2 dB avec les données de largeur à faible Pp. 
verticales tiretées de la figure 6.2(a). Les spectres expérimentaux pour ces deux points 
d'opération sont, présentés aux panneaux du haut de la figure 6.2(b) en fonction de la 
fréquence de spectroscopie UJS et de l'amplitude de la pompe ep. L'amplitude de la pompe 
présentée en échelle logarithmique correspond expérimentalement à des décibels de puis-
sance. 
Dans le régime de bifurcation, à Vt/Çtc = 2.8 (à gauche), on note un décalage de la 
fréquence de la raie de spectroscopie lorsque ep augmente jusqu'à 20 log(ep/27r) w 35 où 
l'on observe un saut abrupt. Ce déplacement de la raie correspond au décalage de Stark 
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de la transition du qubit lorsque que le nombre de photons intra-résonateur augmente, 
lentement au début, puis soudainement lorsque le résonateur bifurque vers l'état de haute 
amplitude H. Bien que difficile à voir sur un graphique de densité, la largeur de la raie 
change aussi en fonction de l'amplitude de pompe ep. On verra aux prochaines sections, 
lors des comparaisons quantitatives que la largeur augmente juste avant la bifurcation, 
puis redescend à sa valeur minimale après la bifurcation. Ce comportement est très dif-
férent de ce qui se produit avec un résonateur linéaire, où la largeur augmente de façon 
monotone avec le nombre de photons [120]. 
Dans le régime d'amplification paramétrique, à fl/Q,c = 0.42 (à droite), on note un 
décalage plus monotone de la fréquence de la raie spectrale en augmentant l'amplitude 
ep, et en particulier, on n'observe pas de saut. Dans ce régime cependant, on observe une 
forte variation de la largeur de raie, et en particulier un élargissement significatif autour 
de 20 log(ep/27r) « 22. Comme on le verra à la sous-section 6.2.3, cet élargissement est dû 
au déphasage induit par la mesure et indique un régime où l'amplificateur paramétrique 
permet de très bien distinguer les deux états du qubit. 
Les deux spectres expérimentaux doivent être comparés aux spectres analytiques cor-
respondant, présentés au bas de la figure 6.2(b). Ces spectres analytiques sont calculés 
à partir de l'équation (5.72) du modèle réduit. Je souligne ici que la seule partie non-
analytique de ces spectres est la solution du polynôme de degré 5 [Eq. (5.30)] permettant 
de calculer l'amplitude des champs de pompe atiP. En excluant la non-linéarité K', le 
polynôme à résoudre est d'ordre 3 et une solution complètement analytique pourrait être 
calculée. La solution analytique d'un polynôme d'ordre 3 est cependant peu utile pour 
la compréhension et, bien que petite, la correction liée à K' est importante pour l'accord 
quantitatif. 
Je souligne aussi que les fréquences de transition, les constantes de couplage et les 
taux de dissipation peuvent tous être évalués par des expériences indépendantes. Les 
seuls paramètres ajustables sont ainsi la non-linéarité K et un coefficient d'atténuation Ap 
correspondant à l'atténuation de la ligne amenant le signal de la source de tension jusqu'à 
l'échantillon. Cette atténuation Ap permet de faire le lien entre la puissance de pompe 
expérimentale Pp et l'amplitude théorique ep. Une variation de Ap correspondrait à un 
déplacement horizontal des spectres — qui pourrait être interprété comme un décalage de 
Stark, vertical — alors qu'une variation de K changerait l'amplitude du saut de fréquence 
à la bifurcation. Ces deux paramètres peuvent et ont été évalués expérimentalement 
à partir des paramètres cibles de l'échantillon et par une calibration de l'atténuation 
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de la ligne de signal [75]. Cette évaluation indépendante a permis d'obtenir K/2n = 
—750 ± 250 kHz et Ap — 111 ± 2 dB [75]. Un lissage des spectres expérimentaux pour 
plusieurs valeurs de fl (non-présentés ici) a permis d'établir la valeur de ces paramètres à 
K/2-n = -625 ± 15 kHz et Ap = 110.8 ±0.2 dB [75], permettant ainsi un gain d'un ordre 
de grandeur dans la précision de ces deux paramètres. Le modèle présenté au chapitre 5 
s'avère donc un outil intéressant pour caractériser les paramètres d'un résonateur non 
linéaire, qui sont autrement difficiles à obtenir. 
En comparant les spectres expérimentaux et analytiques, on constate tout d'abord 
une différence dans l'amplitude des raies et de la probabilité de base (la couleur du fond, 
loin de la résonance). Trois facteurs peuvent expliquer ces différences. Tout d'abord, la 
température expérimentale, qui ne dépasse pas 50 mK, n'est pas incluse dans le modèle 
analytique. Cette température correspond à une population thermique du qubit d'environ 
e-huifi/kBT K 0.4%. Un deuxième facteur est que l'expérience mesure en fait la probabi-
lité de bifurcation du résonateur lors de la mesure, et non pas la probabilité que le qubit 
soit dans l'état excité. La fidélité de cette mesure étant d'environ 90% [82], la conversion 
entre les deux probabilités induit une erreur d'au plus 10%. Finalement, la correspon-
dance (l'atténuation As) entre l'amplitude de spectroscopie théorique es et la puissance 
expérimentale de spectroscopie Ps n'a pu être calibrée aussi précisément que pour le si-
gnal de pompe grâce au décalage de Stark. On note que le calcul analytique a été fait en 
enlevant le déphasage habillé (termes proportionnels à 7^ et K dans les équations (5.42 a 
et b). Tel que discuté précédemment, ces taux devraient dépendre des spectres de bruit 
à haute fréquence (de l'ordre du gigahertz) qui sont méconnus, mais supposés très pe-
tits s'il s'agit de bruit 1 / / . La contribution du déphasage habillé apparaîtrait dans les 
spectres expérimentaux comme une élévation de la probabilité de fond à la puissance de 
la bifurcation. On semble observer ce type d'effet dans le spectre expérimental de gauche 
à 20 log(ep/27r) ~ 37, mais l'élévation ne se produit pas au seuil de la bifurcation et on 
l'associe plutôt à un artefact expérimental. 
Si l'on ignore ces différences dans l'amplitude des raies et la probabilité de fond, on 
constate que les caractéristiques — position et largeur des raies — expérimentales sont 
reproduites qualitativement par les spectres analytiques, et ce, dans les deux régimes. 
Aux deux sous-sections suivantes, je vais comparer ces deux caractéristiques de façon 
quantitative. 
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6.2.2 Position de la raie de spectroscopie 
Les spectres présentés à la section précédente ont été lissés en supposant une raie 
de forme Lorentzienne pour en extraire la position et la largeur à mi-hauteur. La même 
méthode de lissage a aussi été utilisée sur des spectres calculés numériquement où j ' a i 
calculé la valeur stationnaire de (az) lorsque le système décrit par le modèle initial de la 
section 5.1 est soumis à un signal de pompe et un signal de spectroscopie. Ces simulations 
numériques ignorent ainsi tout des approximations que j ' a i dû faire pour obtenir le mo-
dèle réduit et visent à vérifier que le modèle initial capture bien l'essence de la physique. 
Etant donné le temps de calcul nécessaire pour ces simulations, seuls quelques ensembles 
de paramètres (u)p, ep,u)s,es) ont pu être calculés et c'est pour cette raison que je n'ai 
pas présenté de spectre numérique complet à la section 6.2.1. Il est possible d'obtenir 
les spectres numériques d'émission ou d'absorption du qubit rapidement en utilisant le 
théorème de régression quantique présenté à la section 3.3, mais cela suppose une puis-
sance de spectroscopie tendant vers zéro. Une telle simulation ne tient donc pas compte 
de l'élargissement radiatif. 
La position de la raie de spectroscopie est présentée à la figure 6.3 en fonction de l'am-
plitude de pompe ep. Les points sont les positions extraites des spectres expérimentaux 
15" 








FIGURE 6.3 - Position de la raie de spectroscopie décalée par les effets Stark et Lamb. Les 
points sont les positions extraites des spectres expérimentaux (cercles gris) et numériques (carrés 
oranges). Les courbes sont la fréquence u)'{' — ÙJ'Q calculée analytiquement à partir des équa-
tions (5.20) et (5.39b) (courbes continues noires), en négligeant le décalage de Stark quadratique 
(i.e. en fixant K? = 0) (courbes pointillées rouges) et en remplaçant u>p par cjr dans S? et K? 
(courbes tiretées vertes). 
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(ronds gris) et numériques (carrés oranges). On peut constater que les points numériques 
correspondent bien aux points expérimentaux, assurant ainsi que le modèle initial est une 
bonne représentation du système expérimental. 
On compare ensuite les résultats expérimentaux à trois versions du résultat analytique, 
correspondant à trois approximations différentes. Les courbes sont ainsi la fréquence 
u//' — U'Q, correspondant à la position de la réponse maximale 5 = u)'" — UJ'Q — UJS = 
0 lors du calcul analytique de (<rz). Les trois versions sont calculées analytiquement, 
d'abord à partir des équations (5.20) et (5.39b) (courbes continues noires) correspondant 
précisément au modèle réduit, puis en négligeant le décalage de Stark quadratique (i.e. 
en fixant Kf = 0) dans ces mêmes équations (courbes pointillées rouges) et finalement en 
remplaçant iov par ujr dans Sf et Kf (courbes tiretées vertes). 
Dans le régime d'amplification paramétrique (£l/Qc = 0.42, adroite), les trois courbes 
analytiques se superposent presque. Ceci est attendu pour deux raisons. Tout d'abord, 
la fréquence du signal de pompe up est très peu décalée de la fréquence naturelle du 
résonateur ujr. Ainsi, le remplacement u)p —>• u>r a très peu d'impact. Ensuite, l'amplitude 
de pompe maximale sur le graphique correspond à un faible nombre de photons n ~ 20, 
ce qui rend le décalage de Stark quadratique IQn2 négligeable. 
Dans le régime de bifurcation (0,/Çlc = 2.8, à gauche), la situation est inversée. Tout 
d'abord, le décalage entre la fréquence de pompe et celle du résonateur est important. 
Cela entraîne une modification non-négligeable des constantes de Stark §^ et Kf si l'on 
remplace la fréquence de pompe par celle du résonateur, ce qui devient visible après la 
bifurcation par la différence entre la courbe continue noire et la courbe tiretée verte. De 
même, comme le nombre de photons moyen après la bifurcation est relativement élevé 
n ~ 50, l'effet du décalage de Stark quadratique est plus facilement discernable dans la 
différence entre la courbe continue noire et la courbe pointillée rouge. 
On constate qu'il est nécessaire de tenir compte à la fois du décalage entre la fréquence 
de pompe et celle du résonateur ainsi que du terme Stark d'ordre supérieur, tel que le fait 
le modèle présenté au chapitre 5, afin de calculer correctement la fréquence de transition 
du qubit. 
Chapitre 6 : Sonde du résonateur par le qubit 127 
6.2.3 Largeur de la raie de spectroscopie 
Plusieurs facteurs influencent la largeur de la raie de spectroscopie du qubit. Afin de 
les détailler, je réécris l'équation (5.72) pour calculer l'occupation de l'état excité tel que 
j'en» - ]±Ï?A = ^ ^ . ^ v («-1) 
où j 'ai défini le taux de déphasage modifié par l'élargissement radiatif tel que 
722ER = 72 + 472k«s ,0 |7(7t + %)• (6.2) 
Ainsi, le spectre est une lorentzienne de demi-largeur à mi-hauteur T | I E R , qui est aug-
mentée par l'élargissement radiatif. Dans la limite de faible amplitude de spectroscopie 
considérée dans cette section, l'élargissement radiatif est faible et la largeur minimale est 
72- Cette largeur minimale comporte une composante intrinsèque 72 = 7^ + 7/2, de même 
qu'une composante liée au signal de pompe. Cette composante liée au signal de pompe 
peut être séparée en plusieurs contributions que je détaille maintenant. 
Déphasage habillé 
Tout d'abord, aux équations (5.37), le deuxième terme de 7"^ et 7 ^ est l'effet du 
déphasage habillé. Cet effet, que notre groupe a décrit dans le cas d'un qubit à deux 
niveaux couplé à un résonateur linéaire dans les articles [114,115], est causé par le dé-
phasage des états dits habillés du qubit. Ces états sont les états propres de l'hamiltonien 
de Jaynes-Cummings et, dans le cas d'un système à deux niveaux, sont des superposi-
tions d'état \n, 0) et \n — 1,1) où le premier indice représente le nombre de photons et 
le deuxième est l'état du qubit. Dans cette base, le déphasage du qubit transforme la 
superposition cohérente des états \n, 0) et \n — 1,1) en mélange statistique et agit donc 
effectivement comme un terme de mélange, augmentant la relaxation effective. Cepen-
dant, tel que nous l'avons montré dans la référence [115], ces taux de déphasage habillés 
dépendent du spectre du bruit à des fréquences de l'ordre du gigahertz. En supposant un 
bruit en 1 / / très faible à hautes fréquences, je considérerai cette contribution négligeable 
ici. 
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Effet Purcell 
Une deuxième contribution liée au couplage entre l'atome et le résonateur est l'effet 
Purcell qui associe une perte d'un photon à une relaxation partielle du qubit. Cet effet 
correspond au deuxième terme de 7"',, aux équations (5.42). Ce terme ne dépend du 
champ de pompe que par le déplacement des fréquences du résonateur et du qubit induit 
par celui-ci. Puisque ces déplacements sont faibles par rapport au décalage de fréquence 
entre le qubit et le résonateur, cette dépendance est faible et la variation de ce terme sera 
négligeable sur les intervalles d'amplitude de pompe considérés. 
Déphasage induit par la mesure 
La troisième — et plus importante — contribution du champ de pompe au taux 72 
est le déphasage induit par la mesure. Tel que discuté à la section 2.4.3, ce déphasage 
est la conséquence du principe d'incertitude d'Heisenberg, qui impose que si l'on mesure 
une quantité, on accroît l'incertitude dans la quantité conjuguée. Dans le cas présent, le 
champ intra-résonateur a, dépend de l'état \i) du qubit et correspond donc à une mesure 
de l'opérateur az — |1) (1| — |0) (0| du qubit (où j 'ai limité le sous-espace du qubit aux 
deux premiers niveaux). Comme l'opérateur oz ne commute pas avec ox et ay, le principe 
d'incertitude nous indique que l'on doit augmenter l'incertitude dans le plan X — Y, ce 
qui est précisément l'effet du déphasage. Ce déphasage additionnel, induit par la mesure, 
est représenté par les trois derniers termes de l'équation (5.46) pour 7^'. Étant donné les 
paramètres de l'expérience de Saclay, K ^$> 7 et «NL = 0, le plus important de ces trois 
termes est le premier 
K | Q I - Q 0 | 2 , . 
1
 v,m = ^ ' ' ' 
Ainsi, le déphasage induit par la mesure est proportionnel au taux K auquel les photons 
sortent du résonateur et peuvent donc être mesurés, et à la distance dans le plan complexe 
entre les états pointeurs «j et ao, tel qu'illustré dans l'espace des phases à la figure 6.4. 
Ainsi, le calcul correct de at est crucial pour celui du taux 72 et de la largeur de la raie. 
En plus des points expérimentaux et numériques, je comparerai ici le modèle développé 
au chapitre 5 à deux autres résultats. Tout d'abord, en utilisant un résonateur linéaire 
plutôt qu'un résonateur non linéaire, il a été montré que le taux T^m peut s'écrire [120] 
ri» __ « 2 ( K P 1 2 + 1Q0,P12)X2 ,fi , 
*<m 2KV4 + X2 + ( ^ - ^ P ) 2 ' K ' 
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FIGURE 6.4 - Distance entre les états pointeurs ai et aQ. 
où x — §i — §o dans la notation de cette thèse. Ainsi, dans le cas d'un résonateur linéaire, 
le taux de déphasage induit par la mesure augmente de façon monotone avec le nombre 
de photons de mesure f?,j = |aj)P |. Cela implique que la largeur de raie de spectroscopie 
devrait toujours augmenter avec l'amplitude de pompe, ce qui n'est pas le cas dans les 
spectres présentés à la section 6.2.1. 
Une autre possibilité est de faire une théorie de réponse linéaire. Dans une telle ap-
proche, on calcule d'abord le champ du résonateur non linéaire â en l'absence du qubit, 
c'est-à-dire en fixant Sf = Kf = 0 dans l'équation (5.30). On suppose ensuite que l'effet 
du qubit est une perturbation autour de ce champ moyen, qui dépend linéairement du 
décalage dispersif de la fréquence du résonateur par le qubit. Plus précisément, j 'ai pris 
l'équation 
**- ( u v - c p - z f ) + 3 W ( 6-5 ) 
où j'ai négligé K', Kf et «NL- «J'ai obtenu cette équation en supposant que af^ — â(l+S) 
où d: est la solution sans qubit, et en trouvant la valeur de S qui résolve l'équation (5.30) 
au premier ordre. Dans une telle théorie de réponse linéaire, la valeur calculée de af^ 
dépend du choix de â. Ainsi, il serait possible d'obtenir la valeur exacte pour a^ — a0>p 
en choisissant â comme la solution de l'équation (5.30) avec le qubit dans l'état |0) plutôt 
que sans qubit. Cela augmenterait cependant l'erreur sur la valeur de af^ pour l'état |1). 
Tel qu'on l'a vu à la section 2.4.3, le principe d'incertitude indique que le taux de 
déphasage induit par la mesure T^m doit être plus grand que la moitié du taux auquel 
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FIGURE 6.5 - Largeur de la raie de spectroscopie Les points sont les largeurs extraites des 
spectres expérimentaux (ronds gris) et numériques (carrés oranges). Les courbes sont le taux 
de déphasage ^ = 7^' 4- ("yj'o +7i"0)/2 où le taux de déphasage induit par la mesure rv,>m est 
calculé avec les champs donnés par l'équation (5.30) (réponse non linéaire, courbes continues 
noires), en supposant plutôt (6.5) (réponse linéaire, courbes tiretées vertes) et en supposant que 
rV>m est donné par la même expression (6.4) qu'avec un résonateur linéaire (courbes pointillées 
rouges). 
on acquiert de l'information sur le système Tm. Ceci est exprimé par l'inégalité [126] 
r*m > % (6-6) 
Il a été montré que pour des états cohérents, le taux de mesure Tm — /c|f*i — f*o|2, et donc 
que la mesure dispersive avec un résonateur linéaire atteint la limite quantique sur la 
rétroaction imposée par le principe d'incertitude [126]. La question à laquelle je tente de 
répondre ici est de savoir si cette limite quantique est atteinte dans le cas d'un résonateur 
non linéaire. 
Comparaison quantitative des largeurs de raie 
Je trace à la figure 6.5 la largeur de la raie de spectroscopie en fonction de l'amplitude 
de pompe telle qu'extraite des résultats expérimentaux (ronds gris) ou des simulations nu-
mériques (carrés oranges). Les courbes correspondent au modèle développé au chapitre 5 
(courbes continues noires), à une approximation de réponse linéaire (courbes tiretées 
Q/nc = 2.8 Q/Qc - 0.42 
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vertes) et à l'expression pour un résonateur linéaire (courbes pointillées rouges). 
On constate tout d'abord que les largeurs extraites de simulations numériques suivent 
approximativement les résultats expérimentaux, indiquant encore une fois que le modèle 
initial contient l'essentiel de la physique observée par l'expérience de Saclay. Dans le 
régime de bifurcation (gauche), on constate une augmentation de la largeur de raie avant 
la bifurcation, puis un retour à la valeur à basse amplitude de pompe après la bifurcation. 
Dans le régime d'amplification paramétrique (droite), on voit aussi une augmentation 
suivie d'une diminution. Il a été montré que la position du maximum de largeur de la 
raie dans le régime d'amplification paramétrique correspond au maximum du gain de 
l'oscillateur lorsqu'il est utilisé comme un amplificateur paramétrique [75]. 
En comparant avec les courbes théoriques, on constate tout d'abord que les courbes 
calculées avec l'expression pour le résonateur linéaire (courbes pointillées rouges) échouent 
complètement à prédire le comportement même qualitatif de la largeur de raie. De même, 
les courbes calculées en réponse linéaire (courbes tiretées vertes) montrent un accord qua-
litatif avec les données expérimentales et numériques, soit une diminution de largeur de 
raie à haute amplitude de pompe. Néanmoins, seul le modèle en réponse non linéaire dé-
veloppé au chapitre 5 de cette thèse (courbes continues noires) obtient un accord quan-
titatif dans le régime de bifurcation et semi-quantitatif dans le régime d'amplification 
paramétrique. Le désaccord que l'on peut observer entre la courbe noire et les données 
expérimentales et numériques autour de 20 log(ep/27r) = 22 dans le régime d'amplifica-
tion paramétrique s'explique par une brisure de l'approximation de faible distinguabilité 
des états cohérents, i.e. |aj — a0\ < 1. En effet, avec les paramètres K/2TT = 9.6 MHz, la 
limite \ec\ — Qo| = 1 correspond à une largeur de raie de 4.8 MHz. Si l'on exclut ce régime 
qui est en dehors des limites du modèle théorique, on constate que la largeur de raie 
expérimentale n'est pas supérieure à la prédiction théorique du modèle non linéaire. Cela 
indique que la mesure avec un résonateur non linéaire peut atteindre la limite quantique 
r^.m = Tm/2, tout comme la mesure avec un résonateur linéaire. Le calcul avec la réponse 
linéaire nous amènerait cependant à conclure l'inverse, puisque dans le régime d'amplifi-
cation paramétrique, les largeurs expérimentales sont parfois beaucoup plus grandes que 
la prédiction théorique. 
Afin de mieux illustrer le comportement des états cohérents a, qui donnent le dépha-
sage induit par la mesure, je trace la position de ces états dans le plan complexe à la 
figure 6.6. Je trace la trajectoire des états a0,p (courbes noires, cercles) et a1]P (courbes 
rouges, carrés) calculés par les équations de la réponse non linéaire (5.30) (courbes pleines) 





FIGURE 6.6 - Position des champs ao,p et aitP dans le plan complexe en réponse linéaire versus 
non linéaire. Les courbes sont les solutions de o;o,p (courbes noires, symboles circulaires) et 
c*i,p (courbes rouges, symboles carrés) selon la réponse non linéaire (courbes pleines) et selon 
un modèle de réponse linéaire (courbes tiretées). Le taux r ^ m est proportionnel à la distance 
entre un symbole circulaire et le symbole carré correspondant. 
et linéaire (6.5) (courbes tiretées). Les symboles représentent les positions des états co-
hérents pour les différentes courbes, pour des amplitudes de pompe ep fixées. Le taux 
Tv>m est proportionnel à la distance entre un symbole rond noir et le symbole carré rouge 
correspondant. On voit que non seulement la position des symboles peut différer forte-
ment entre la réponse linéaire et la réponse non linéaire, mais aussi que la distance entre 
deux symboles correspondants peut être très différente, menant à la différence entre les 
courbes pleines noires et tiretées vertes à la figure 6.5. 
6.2.4 Limites de la réponse linéaire 
La rétroaction d'un résonateur non linéaire excité sur un qubit a été étudiée par 
d'autres auteurs récemment. Un premier exemple est l'article [162], où Serban, Dykman 
et Wilhelm ont étudié la relaxation d'un qubit de flux mesuré par un oscillateur non 
linéaire. Us ont obtenu le taux de relaxation du qubit lorsqu'il est en résonance ou hors-
résonance avec la fréquence ou le double de la fréquence du résonateur. Ils ont conclu que 
le taux de relaxation du qubit dépend fortement de l'état occupé par l'oscillateur entre 
les deux états bistables L ou H, et en particulier, qu'il est plus élevé lorsque l'oscillateur 
est dans l'état H. Cette forte dépendance n'est cependant pas présente dans l'expérience 
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de l'équipe de Saclay [75,82]. 
Un deuxième exemple est l'article [163], où Lafîamme et Clerk ont étudié entre autres 
le déphasage induit par la mesure avec un résonateur non linéaire. Ils obtiennent que 
la limite quantique T^m = Vm/2 n'est pas satisfaite dans la limite de fort gain G de 
l'oscillateur. Ils obtiennent plutôt que le taux de déphasage T^^ ~ GTm /2 est beaucoup 
plus important que la limite quantique. 
Ces deux résultats sont en contradiction avec les résultats expérimentaux de Saclay 
et avec les résultats présentés à la section 6.2.3. Ils ont cependant été obtenus à l'aide de 
théories de réponse linéaire. Je montrerai dans cette section que le régime de paramètres 
de l'expérience de Saclay — qui est typique pour des expériences d'électrodynamique 
quantique en circuit avec résonateur non linéaire — est en dehors des limites de validité 
d'une théorie de réponse linéaire. 
Le signal du qubit qui est traduit en variation du champ électromagnétique du ré-
sonateur prend la forme d'un décalage dispersif Si de la fréquence du résonateur. On 
peut ainsi qualitativement décrire les limites de la réponse linéaire en imposant que la 
variation du champ électromagnétique soit une fonction linéaire de la fréquence sur un 
intervalle x — \Si — So\/2 autour de la fréquence d'opération. Il a été montré que, dans 
le cas d'un résonateur linéaire, la mesure est optimale lorsque \/K = 0.5 [126]. Pour un 
résonateur non linéaire, la sensibilité accrue permet cependant de réduire ce ratio, ce qui 
est utile si l'on tient à utiliser une théorie de réponse linéaire. En choisissant x/K = 0-2 
comme valeur typique, on obtient un intervalle Vi/Çtc ~ 0.5 en terme de fréquence ré-
duite. Pour que la réponse linéaire soit valide, il faut ainsi que la variation du champ 
électromagnétique soit linéaire sur un intervalle de 0.5 en terme de fréquence réduite. Si 
l'on se réfère au haut de la figure 6.2(a), on peut voir qu'un intervalle de 0.5 exclut toutes 
les régions où la pente est significative, qui correspondent aussi aux régions où le gain de 
l'amplificateur est significatif. 
De façon plus quantitative, on peut définir la validité de la réponse linéaire comme 
les ensembles de paramètres pour lesquels la correction de deuxième ordre (réponse qua-
dratique) est beaucoup plus faible que la correction de premier ordre. Ainsi, je définis 
cti,p = ôt H- a\p + a\v; + . . . , où a]nJ correspond à la correction d'ordre n. En obtenant 
l'équation 6.5, j'avais imposé que a^p = â + 5â avec ô réel. J'avais fait ce choix afin 
d'obtenir une solution analytique à l'équation (5.30). Pour l'analyse ci-dessous, j 'ai fait 
un choix un peu plus général pour la réponse linéaire, laissant les a\™J être complexes. 
En choisissant de résoudre l'équation (5.30) ordre par ordre, on obtient les équations 
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suivantes pour a-
(n) 
0 = (uv - UJP - q) a £ + 2K |â|2 a # + tfâ2 ( a $ ) * + SÇfi 
0 = (w, - UJP - if) a g + 2K |ôf a g + / fô 2 ( a g ) * + SÇag + 2tfâ a ( i ) 
(6.7a) 
(6.7b) 
Ces équations n'ont pas de solution algébrique, mais peuvent être facilement résolues 
numériquement. On peut alors étudier la validité de la réponse linéaire en comparant 




»,p / a 
( i ) 
i,p (6.8) 
est suffisamment faible. Le ratio r est en fait une fonction du décalage réduit fl et de 
l'amplitude ep du signal. Comme le qubit modifie la fréquence effective du résonateur 
par le décalage dispersif, r est aussi une fonction de ce décalage dispersif, et on a riyV = 
r(n,sçl€p). 
Je définis alors le couplage dispersif Smax(Q) maximal pour lequel la réponse linéaire 
est valide comme 
Smaxfà) = §f tel que maxr(Q, §f, ep) =0 .1 . (6.9) 
En d'autres mots, pour trouver ce couplage maximal, je fixe Q, puis je varie §f jusqu'à 
ce que le maximum de r(ep) soit égal à une valeur conservatrice de 10%. Cette condition 
affirme donc que la théorie de réponse linéaire est valide si la correction quadratique est 
au moins 10 fois plus faible que la correction linéaire pour toute amplitude ep, et donc en 
particulier pour l'amplitude ep correspondant au gain le plus fort de l'amplificateur. 
Je trace, à la figure 6.7 le couplage dispersif maximal ^max en fonction du décalage 
réduit Q dans le régime d'amplification paramétrique pour les paramètres de l'expérience 
de Saclay. On voit que Smax/2-n atteint un maximum d'environ 0.5 MHz lorsque la fré-
quence du signal est loin du point critique (loin de Çi/Çlc = 1)- On voit aussi que ce 
couplage maximal décroît et disparaît presque lorsque Q s'approche du décalage critique 
Qc- On doit comparer ce couplage maximal avec la largeur de raie K afin de déterminer 
s'il est réaliste pour la mesure d'un qubit. Avec le critère \ = -S'max ^ 0.2K, on doit 
ainsi avoir /c/27r < 2.5 MHz — quatre fois plus faible que dans l'expérience de Saclay — 
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FIGURE 6.7 - Couplage dispersif maximal pour lequel la réponse linéaire est valide en fonction 
du décalage réduit O dans le régime d'amplification paramétrique Q/QQ < 1-
afin que la réponse linéaire soit valide pour une mesure de qubit efficace. Une largeur de 
raie K aussi faible signifierait une mesure plus lente, ce qui diminuerait l'efficacité de la 
mesure en raison du court temps de vie des qubits supraconducteurs. Une autre option 
serait de réduire la non-linéarité K du résonateur, mais cela réduirait aussi le gain de 
l'amplificateur et donc l'efficacité de la mesure. D'ici à ce que les temps de vie des qu-
bits supraconducteurs soient suffisamment longs pour supporter une mesure moins rapide 
permettant d'être dans un régime de réponse linéaire, il sera probablement nécessaire de 
décrire la physique avec un modèle utilisant une réponse non linéaire tel que celui du 
chapitre 5. 
6.3 For te ampl i tude de spectroscopie 
À la section précédente, on a analysé la réponse du qubit lorsqu'il est soumis à un 
signal de spectroscopie de faible amplitude es et de fréquence OJS ~ tt^o e n même temps 
que le résonateur est excité par un signal de pompe d'amplitude ep et de fréquence 
uip ~ u)r. On a étudié la réponse en fonction de ep et de u)a, pour deux valeurs de u>p. Il reste 
maintenant à étudier le système lorsque le qubit est soumis à une plus forte amplitude 
de spectroscopie es. On s'attend typiquement à ce que la population du qubit sature 
éventuellement à (crz) = 0, et que la largeur de la résonance augmente dû à l'élargissement 
radiatif. Comme on le verra, l'augmentation de l'amplitude de spectroscopie fait aussi 
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apparaître des bandes latérales, de chaque côté de la raie de spectroscopie principale. Ces 
bandes latérales dans le spectre du qubit permettent de l'utiliser comme sonde pour la 
compression du champ électromagnétique dans le résonateur non linéaire, ce qui est une 
première à ma connaissance. Je commence par présenter à la section 6.3.1 les spectres 
expérimentaux et analytiques, puis j'analyse leurs bandes latérales et les liens avec le 
modèle du chapitre 5 à la section 6.3.2. 
6.3.1 Spectres expérimentaux et analytiques 
Je présente, à la figure 6.8, le spectre expérimental ainsi que celui prédit par le modèle 
du chapitre 5 pour Vi/ilc — 1-74 et une forte amplitude de spectroscopie Ps = —4 dBm, 
soit 18 dB de plus que les données présentées à la section 6.2. 
Outre l'augmentation de la largeur et de la saturation de la raie principale due à l'élar-
gissement radiatif, le principal changement apparent dans ces spectres, comparativement 
aux spectres à basse amplitude de spectroscopie, est la présence de bandes latérales de 
chaque côté de la raie principale. Ces bandes latérales sont analogues à des transitions 
Raman, avec des bandes Stokes et anti-Stokes (rouge et bleue) [164]. Les caractéristiques 
de ces bandes latérales sont cependant intrigantes. Tout d'abord, l'amplitude des deux 
bandes diminue lorsque l'amplitude de pompe augmente. Ensuite, l'espacement entre 
ces bandes et la raie principale augmente avec l'amplitude de pompe, plutôt que d'être 
constant. Finalement, l'espacement entre les bandes est de l'ordre de 40 MHz. Or, il n'y a 
aucun signal expérimental envoyé à cette fréquence. On verra en fait à la section 6.3.2 que 
l'amplitude des bandes latérales est liée à la compression du champ électromagnétique du 
résonateur et l'espacement avec la raie principale est lié au déplacement de la fréquence 
effective du résonateur en fonction du nombre moyen de photons. 
Au panneau de droite de la figure 6.8, je présente la probabilité P{\\)) — donnée par 
l'équation (5.72) — que le qubit soit dans le premier état excité étant donné les signaux 
de spectroscopie et de pompe. Visuellement, on constate que l'accord est au moins qua-
litatif. En fait, pour obtenir cet accord qualitatif, j 'ai dû arbitrairement multiplier par 
deux le coefficient c de la force F^\ donné à l'équation (5.55). Dans le modèle, c'est 
précisément ce terme qui donne lieu aux bandes latérales. Bien que cette multiplication 
soit arbitraire, j'estime que l'erreur sur la valeur de c calculée avec le modèle peut aisé-
ment atteindre ce facteur deux étant donné les multiples approximations faites tout au 
long du développement du modèle. Cette multiplication change l'amplitude relative des 
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FIGURE 6.8 - Spectre du qubit pour une forte amplitude de spectroscopie, en fonction de la 
puissance de pompe. Les résultats expérimentaux (à gauche) sont comparés à ceux du modèle 
analytique du chapitre 5 (à droite). Les résultats sont pour LUP/2TT = 6439 MHz, correspondant à 
Çl/Çlc — 1-74 et Ps — - 4 dBm, correspondant à €s/27r « 25 MHz. Pour les résultats analytiques, 
afin d'obtenir la bonne amplitude pour les bandes latérales, j 'ai multiplié le coefficient c de la 
force F^A\ donné à l'équation (5.55), par deux. 
bandes latérales par rapport à la raie principale, mais non leurs positions ou largeurs, ni 
l'amplitude relative des deux bandes latérales entre elles. On constate aussi que l'accord 
semble meilleur loin de la puissance de bifurcation (qui est à Pp ~ —4 dBm). Ceci est 
dû au bris d'une approximation séculaire lors de l'élimination adiabatique du résonateur. 
Cette approximation séculaire correspond à supposer que les bandes latérales sont bien 
résolues, ce qui est visiblement mieux respecté loin de la bifurcation. En fait, le modèle 
analytique prédit des bandes latérales mieux résolues qu'elles ne le sont expérimentale-
ment. On peut d'ailleurs voir le début d'une bande latérale avant la bifurcation dans le 
graphique analytique, alors que l'expérience ne permet pas de la résoudre. D'autres jeux 
de données expérimentales (non présentés ici) permettent cependant de résoudre cette 
bande latérale [165]. 
Pour permettre une meilleure comparaison du modèle et de l'expérience, je présente 
à la figure 6.9 quatre coupes verticales de la figure 6.8 pour Pp — {—3,0,5,10} dBm. 
Près de la bifurcation (Pp = —3 et 0 dBm). on voit que les bandes latérales ne sont pas 
très bien résolues, et l'accord sur la position de la bande latérale décalée vers le rouge 
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FIGURE 6.9 Spectres du qubit pour une forte amplitude de spectroscopie, pour quatre puis-
sances de pompe. Ces quatre graphiques sont des coupes de la figure 6.8 selon l'axe vertical. 
Les points sont les données expérimentales, les courbes continues sont la prédiction du modèle. 
(basses fréquences) est semi-quantitatif. Loin de la bifurcation (Fp = 5 et 10 dBm), les 
bandes latérales sont bien résolues et l'accord sur les positions s'en voit amélioré. Tel que 
mentionné au paragraphe précédent, l'amplitude absolue des bandes latérales est affectée 
d'une erreur qui peut atteindre au moins un facteur deux, que j 'ai tenté de corriger 
manuellement. La correction ne semble cependant pas suffisante pour faire concorder 
les amplitudes absolues à toutes les puissances de pompe, et il faudrait une correction 
qui soit dépendante de Pp. Cette dépendance pourrait venir d'une mauvaise évaluation 
du coefficient de compression r ou de son angle 9, qui entrent tous les deux dans c à 
l'équation (5.55). 
6.3.2 Analyse des bandes latérales 
L'équation permettant le calcul analytique du spectre du qubit a été donnée à l'équa-
tion (5.72), reproduite ci-dessous 
P(M) = 
(ni,i)eq (TJ + *2) + 272 |<,0c*s,o|2 /(7t + 7i) 
{ïl + 472 |.9oos,0|2 /(7t + %)) + ~ô2 
(6.10) 
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Bien que cette équation n'ait pas la forme de fonctions lorentzienne, il s'avère qu'un 
lissage avec la fonction 
où At, u>i et / , sont respectivement l'amplitude, la largeur et la fréquence des trois raies 
[rouge (r), centrale (c) et bleue (b)], permet de bien caractériser les spectres. Un tel 
lissage a été réalisé à la fois sur les données expérimentales et sur les points issus du 
modèle analytiques. Je trace les résultats à la figure 6.10. 
Tout d'abord, on constate au panneau (a) que les positions des raies latérales extraites 
des résultats expérimentaux (points) est bien reproduite par le modèle (lignes), sauf à 
faible puissance de pompe, près de la bifurcation. On peut ainsi analyser l'équation pour 
JP(|1)) dans notre modèle afin de comprendre l'origine de ces raies. Dans l'équation (6.10), 
6 est le décalage entre la fréquence de spectroscopie to8 et la fréquence effective du qubit. Si 
l'on considère que la valeur moyenne de (n^i) = 0 en l'absence de signal de spectrosco-
pie. alors cette équation a la forme d'une lorentzienne dont la largeur augmente avec l'am-
plitude du champ de spectroscopie aafi. Cette contribution correspond à la raie centrale. 
À l'opposé, si l'on considère que (n^i) ^ 0 — ce qui se produit lorsque le spectre des 
fluctuations du résonateur Sf/±(u) est significatif — et que le décalage S2 ^> 7f> |<7o<*s,o|2, 
la contribution dominante est directement donnée par P( | l ) ) ~ (IIi,i) . Il s'agit alors 
du régime dans lequel les bandes latérales sont résolues. 
Selon le modèle, on a 
% = if + |.9o«a,oc|2 [(L(-ô) + L(6)) sinh2 r + L{-S)] . 
7t = 1" + Iso^.oef [(L(-S) + L(8)) sinh2 r + L(6)] , 
(6.12) 
et 
<",.>„ = ^ ("3) 
où L(ô) est donnée à l'équation (5.66) et est une fonction lorentzienne centrée à Â r = 
(uj'r(a) + So(a) — uJp)Icosh(2r). Ainsi, selon ces équations, (n^i) présente deux pics, 
situés à 6 — Ui0(a) —us = ±Â r . La dépendance de l'espacement des bandes latérales en 
fonction de la puissance de pompe est donc causée par le décalage de Stark de la fréquence 
du qubit et le décalage Kerr de la fréquence de résonateur non linéaire. En fait, A r est 
Chapitre 6 : Sonde du résonateur par le qubit 140 
• ' 0.00 ' • • • • • ' 0 ' 
30 35 40 30 35 40 30 35 40 
201og(ep[MHz]/27r) 201og(ep[MHz]/27r) 201og(ep[MHz]/27r) 
FIGURE 6.10 - Espacement (a), amplitude (b) et largeur (c) des pics du triplet de spectroscopie. 
Les carrés noirs (lignes tiretée noire), cercles rouges (lignes pleines rouges) et X bleus (lignes 
pointillées bleues) correspondent respectivement à la raie centrale, la raie à plus basse fréquence 
et la raie à plus haute fréquence. En (a), l'espacement est fi — fc, où i = r, b. En (b), l'amplitude 
correspond aux coefficients Ai de l'équation (6.11), et en (c), la largeur correspond aux Wi. 
la fréquence des oscillations du champ électromagnétique autour de sa valeur d'équilibre. 
Cette fréquence est appelée quasi-énergie du résonateur par certains auteurs [166,167]. 
Dans un parallèle avec la spectroscopie Raman, ces quasi-énergies correspondraient 
aux énergies des phonons qui peuvent être absorbés ou émis. On s'attend cependant typi-
quement à ce que la bande bleue (fréquences plus hautes que la fréquence du qubit), qui 
correspond à l'émission d'un « phonon » lors de l'excitation du qubit, soit plus intense 
que la bande rouge (fréquences plus basses que la fréquence du qubit) qui correspond 
à l'absorption d'un « phonon ». En effet, alors qu'il est toujours possible d'émettre un 
quanta, il est nécessaire que le mode de « phonon » soit peuplé pour que l'absorption 
soit possible. Or, c'est l'inverse qui se produit ici. Cette inversion se produit parce que, 
contrairement aux énergies de vrais phonons, qui sont toujours positives, Â r peut être 
aussi bien négatif que positif. En fait, Â r est positif à faible puissance (avant la bifur-
cation), diminue en augmentant la puissance (car u;r(a) diminue), puis devient négatif 
après la bifurcation. Cette augmentation de |A r | avec ep après la bifurcation est ce qui 
explique que les raies latérales s'éloignent de la raie du qubit lorsque la puissance aug-
mente. L'inversion de l'intensité des deux bandes latérales lorsque ep traverse l'amplitude 
critique de bifurcation a été observée expérimentalement [165], et on peut en avoir un 
aperçu dans le spectre du modèle théorique à la figure 6.8, où l'on voit une raie intense 
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au-dessus de la raie principale avant la bifurcation. 
L'amplitude et la largeur des trois raies sont tracées aux figures 6.10 (b) et (c) respec-
tivement. L'amplitude et la largeur de la raie principale (carrés noirs, lignes pointillées 
noires) sont toutes les deux dominées par la forte amplitude du signal de spectroscopie. 
Ainsi, son amplitude est à peu près constante et correspond à une saturation du qubit 
(probabilités égales d'être dans les états |0) et |1)). Sa largeur est dominée par l'élar-
gissement radiatif, et on peut associer la faible décroissance avec l'augmentation de la 
puissance de pompe à la diminution du déphasage induit par la mesure dû au rapproche-
ment des états pointeurs ot\ et c*o. 
Pour les raies latérales, l'amplitude est fixée par la force F^4\ et en particulier le 
coefficient c = /3 cosh(r) -f- /3*et2$ sinh(r), où r et 6 sont le coefficient de compression 
et l'angle de l'axe de compression, et /? = a i — a0. Tel que mentionné précédemment, 
j'ai ajouté un facteur multiplicatif au coefficient c, et il ne faut donc pas accorder trop 
d'importance à l'amplitude absolue des bandes latérales. Néanmoins, la diminution de 
leur amplitude lorsque ep augmente est une combinaison de deux facteurs. Tout d'abord, 
dans ce régime, \0\ diminue lorsque ep augmente. Ensuite, r, qui est donné par la solution 
de l'équation (5.52) diminue aussi lorsque ep augmente. 
Dans la limite des bandes latérales résolue, la largeur de ces bandes est donnée selon le 
modèle par la largeur de la lorentzienne L(6), qui est K/2-K ^ 9.6 MHz. Les bandes n'étant 
pas très bien résolues, les largeurs s'en trouvent cependant modifiées. Bien que le modèle 
prédise correctement la largeur de la bande rouge, la largeur prédite pour la bande bleue 
est environ deux fois plus grande que celle extraite des résultats expérimentaux. Bien que 
le modèle semble échouer pour cet aspect, il est important de considérer que la bande 
latérale bleue est très faible, d'amplitude comparable au bruit expérimental, et donc que 
l'erreur à la fois sur l'amplitude et sur la largeur est importante. En fait, sans même 
considérer d'erreur systématique sur l'évaluation de P(\l}) à partir de la probabilité de 
bifurcation du résonateur, l'erreur statistique sur le lissage lorentzien est d'environ 30% 
pour l'amplitude et la largeur de la bande bleue. 
Bien que l'on ne puisse pas comparer quantitativement l'amplitude absolue des bandes 
latérales à cause du facteur d'échelle du coefficient c, il est possible de comparer le ratio 
de leur amplitude. À partir de l'équation (6.10) pour P( | l )) , on peut faire quelques 
approximations afin de calculer le ratio de ces amplitudes. Si l'on suppose que, pour les 
bandes latérales, le terme dominant est (IIij) , alors le ratio des bandes latérales est 
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donné par 
R = ^ b l e u e x Wrouge _ 7 t ( ^ = ^ l e u e ) , g ^ v 
-^rouge ^ b l e u e T f ^ = = "-VougcJ 
oùw = c^ bieue implique S = À r, et u = cjrouge implique (5 = — À r. En supposant que 7J", 
donné à l'équation (5.42). est négligeable, on obtient alors 
R 
L(-Àr) + L(Àr) sinh2 r + L(Àr) 
(6.15) 
L ( -Â r ) + L(Â r) sinh2 r + L ( - Â r ) 
De même, si les bandes latérales sont vraiment très bien séparées, alors L(—Ar) ^> L(A r), 
et on peut simplifier pour obtenir 
^ _ s i n h V _ 
sinh r + 1 
Je rappelle qu'à la section 5.6. j'avais identifié sinh2r au nombre moyen de photons 
thermiques dans le référentiel de polaron. Ces photons thermiques étaient créés par la 
non-linéarité du résonateur et par le coefficient de compression. Plutôt qu'une tempé-
rature réelle comme pour l'effet Raman, c'est donc une température effective créée par 
la présence d'états comprimés dans le résonateur qui contrôle le ratio d'amplitude des 
bandes latérales. 
Notons que ces « quasi-photons thermiques » ont été étudiés par Dykman et al. pour 
un résonateur non linéaire sans qubit [168]. Ils ont montré que ce phénomène, qu'ils 
nomment chauffage quantique (quantum heating), devrait se traduire par une structure 
en double pics — correspondant aux deux bandes latérales — dans le spectre du bruit du 
résonateur. Serban et al. ont aussi étudié l'effet de ces photons sur la relaxation d'un qubit 
couplé à un résonateur [162]. Leur calcul est cependant limité à un qubit à deux niveaux 
en réponse linéaire et avec un seul signal. De même, leurs principaux résultats sont dans 
un régime de paramètres non pertinent pour l'expérience de Saclay, soit Ud « uor ~ u>i)0/2. 
Je présente à la figure 6.11 le ratio R [voir équation (6.14)] calculé à partir des para-
mètres des lissages sur les données expérimentales (cercles noirs), sur le spectre analytique 
(triangles verts), ainsi que les expressions (6.15) et (6.16). Plusieurs approximations du 
modèle sont mises à rude épreuve dans le régime étudié ici . Tout d'abord, la différence 
entre les courbes pour les expressions (6.15) (courbe pointillée bleue) et (6.16) (courbe 
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FIGURE 6.11 - Ratio de l'amplitude A\,jAr x wr/wb des bandes latérales. Les cercles noirs 
sont extraits des résultats expérimentaux. Les triangles verts sont extraits à partir du lissage 
sur le modèle. La ligne tiretée rouge correspond à l'équation (6.16). et la ligne pointillée bleue 
correspond à l'équation (6.15). 
tiretée rouge) indique que l'approximation séculaire utilisée pour les bandes latérales 
(limite des bandes latérales résolues) n'est pas très bien respectée, même loin de la bifur-
cation. Ensuite, lors du traitement de la compression par la transformation de squeezon, 
j'ai supposé que le coefficient r était faible (r <g[ 1). Cette approximation n'est pas très 
bonne, puisqu'en réalité, r G [0.3,0.5] sur l'intervalle de puissance de pompe présenté au 
graphique 6.11. 
Malgré le bris de ses approximations, on constate un accord quantitatif entre l'expres-
sion (6.16) et les points issus des données expérimentales. L'expression approximative 
semble même fonctionner mieux que les points issus des lissages sur le modèle analytique 
(triangles verts). Malgré l'accord quantitatif, il est important de mentionner que l'erreur 
statistique sur les paramètres de lissage de la raie latérale bleue est très importante. Elle 
se répercute par une erreur d'environ 0.1 sur tous les points expérimentaux. Les barres 
d'erreur expérimentales incluent ainsi à la fois la courbe bleue, rouge et les triangles verts. 
6.4 Retour sur le modèle réduit 
À partir d'un modèle initialement complexe, j 'ai développé au chapitre 5 un modèle 
réduit comportant seulement quelques expressions analytiques. Dans ce chapitre, j'ai 
comparé ce modèle à des résultats numériques et expérimentaux, et trouvé qu'il prédit 
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quantitativement la position, et la largeur principale de la raie de spectroscopie du qubit, 
la position et le ratio des amplitudes de raies latérales décalées vers le rouge et le bleu, 
ainsi que semi-quantitativement l'amplitude absolue et la largeur de ces raies latérales. 
Ce modèle fonctionne bien dans une situation elle-même fort complexe : qubit à plusieurs 
niveaux, résonateur non linéaire excité par plusieurs signaux parfois forts et système 
dissipatif. le tout dans des régimes où une approximation de réponse linéaire pour le 
résonateur ne fonctionne pas. 
Cette correspondance quantitative a permis de conclure que, dans la limite où les états 
pointeurs sont des états-cohérents et que le taux de mesure peut s'écrire Tm = K\oti — c*o|, 
alors un résonateur non linéaire a le potentiel d'atteindre l'égalité Y^^ = Tm /2 et d'être 
limité quantiquement au niveau de la rétroaction sur le qubit. La question demeure 
cependant ouverte si les états pointeurs sont fortement comprimés. 
En plus de permettre la détermination précise de la constante de non-linéarité K et 
de l'atténuation Ap, la spectroscopie du qubit jumelée au modèle réduit peut ainsi être 
utilisée comme sonde, non seulement du nombre de photons et de la position d'états 
pointeurs a t dans l'espace des phases, mais aussi de la compression de ces états. L'utili-
sation du qubit pour sonder les fluctuations quantiques du champ dans un résonateur non 
linéaire est une première à ma connaissance, et ceci est permis grâce au modèle réduit. 
Chapitre 7 
Lecture de l'état du qubit par le 
résonateur 
An experiment is a question which science poses to Nature, and a 
measurement is the recording of Nature 's answer. 
— Max Planck [169] 
Bien avant que Feynman envisage la simulation de systèmes physiques avec un ordi-
nateur quantique [20], Planck formulait par la citation ci-dessus l'idée qu'une expérience 
peut être vue comme une question posée au système — à la nature — et que la mesure 
est le moyen d'obtenir la réponse. Si l'on peut concevoir et contrôler un système physique, 
on peut alors imaginer la nature comme un calculateur. C'est exactement ce qui est réa-
lisé dans les expériences où des calculs quantiques ont été effectués. La mesure occupe 
alors un rôle crucial : aussi intéressante que soit la question encodée dans l'expérience, 
aussi ingénieuse que soit la façon de l'encoder, l'expérience est inutile si l'on ne peut pas 
obtenir la réponse via une mesure. 
C'est à cette question que je m'intéresse dans ce chapitre. Plus précisément, je discu-
terai de la mesure d'un qubit à plusieurs niveaux couplé à un résonateur, qui peut être 
linéaire ou non linéaire. Comme le résonateur est utilisé comme appareil de mesure pour 
le qubit, il importe que la différence entre les états du résonateur correspondant à chaque 
état du qubit soit significative. En plus de dépendre de l'amplitude et de la fréquence du 
signal de mesure, cette différence dépendra de la façon dont le qubit modifie les para-
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mètres effectifs du résonateur. Ainsi, le décalage dispersif de la fréquence du résonateur 
dû au qubit jouera un rôle central dans l'analyse que je présenterai dans ce chapitre. Bien 
que les résultats que je présente ici ont été obtenus avec les paramètres d'un qubit de 
type transmon [89], il est possible de les adapter à tout qubit à plusieurs niveaux couplé 
de la même façon. 
Je commence par discuter de l'importance de la structure à plusieurs niveaux du qubit 
à la section 7.1. Aux sections 7.2 et 7.3, je m'intéresse d'abord au cas où le résonateur 
est linéaire, dans les régimes de faible et de forte puissance de mesure. A la section 7.2, 
j'analyse comment une mesure dispersive usuelle peut bénéficier de la structure à plusieurs 
niveaux du qubit. Puis, à la section 7.3, j'étudie une mesure par avalanche qui se produit 
dans le régime de forte puissance. Finalement, à la section 7.4, je présente comment la 
structure à plusieurs niveaux peut être utilisée pour améliorer une mesure par bifurcation 
avec un résonateur non linéaire. 
7.1 Importance de la structure à plusieurs niveaux 
Pour les informaticiens quantique, parler de la structure à plusieurs niveaux d'un 
qubit est souvent perçu comme une hérésie. En effet, ils définissent un qubit comme un 
système strictement à deux niveaux, et un qudit comme un système à d niveaux (où 
d > 2) [4]. En réalité cependant, les systèmes physiques ont très rarement seulement 
deux niveaux, ce qui n'empêche pas d'en utiliser seulement deux si nécessaire. 
Dans le domaine de l'électrodynamique quantique en circuit, les niveaux supérieurs 
des qubits ont d'abord été en pratique inexistants, ou quasi-inexistants, comme dans la 
boîte de Cooper qui est un bon système à deux niveaux [88]. Alors que les qubits ont 
évolué et que la présence des niveaux supérieurs est devenue plus proéminente — comme 
pour le transmon [89] — des techniques ont été développées afin de limiter l'effet de 
ces niveaux, par exemple en façonnant les puises de contrôle [170,171] pour minimiser la 
population de ces niveaux. Ces techniques ont été utilisées avec succès expérimentalement 
pour contrôler et caractériser un transmon malgré son caractère multi-niveaux [172]. 
Finalement, les niveaux supérieurs des qubits supraconducteurs sont devenus un outil qui 
peut être utilisé pour améliorer certains aspects. Par exemple, l'interaction des niveaux 
supérieurs du qubit a été utilisée afin d'implémenter une porte à deux qubits dans la 
réalisation d'algorithmes quantiques [25]. 
Néanmoins, la présence de niveaux supérieurs pour le transmon demeurait jusqu'à 
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récemment une nuisance pour la mesure de l'état du qubit. En effet, comme on l'a vu 
au chapitre 5, la structure à plusieurs niveaux réduit l'amplitude du décalage dispersif 
de la fréquence du résonateur par le qubit, S* = — (\i — Xi-i)- Ainsi, plutôt que d'être 
séparées par |Si — SQ| = |2xo| ~ |2<?o/(wli0 — ur)\ dans le cas à deux niveaux, les deux 
résonances du résonateur correspondant aux deux états du qubit sont séparées par une 
quantité réduite |Si — §0 | = l^Xo — Xi\ ~ |2#o/(a'i,o — ur) — .9ï7(^2,i — wr)|. De plus, dans 
le cas du transmon, on a gx ~ s/2g0 et Xi ~ 2xo dans la plupart des régimes. Le décalage 
dispersif est ainsi fortement réduit pour un transmon comparativement à une boîte de 
Cooper pour les mêmes couplages et fréquences. 
Un changement de paradigme a été initié par l'équipe expérimentale de Rob Schoel-
kopf à l'Université de Yale qui a réalisé une mesure forte monofrappe de l'état d'un 
transmon couplé à un résonateur linéaire dans un régime de très haute puissance de me-
sure [122]. Cette mesure a été expliquée de façon simultanée par le groupe théorique de 
Steve Girvin à Yale [124] ainsi que par notre groupe [123]. Pour que cette mesure fonc-
tionne, il s'avère crucial que le qubit soit un système à plusieurs niveaux. Ces niveaux 
peuvent être intrinsèques au qubit ou être créés par la présence d'un autre système à deux 
niveaux qui est spectateur (qui n'est pas utilisé pour le calcul). Après avoir discuté du 
comportement à faible puissance à la section 7.2, j'expliquerai le fonctionnement de cette 
mesure, que j'appelle la mesure par avalanche, à la section 7.3. J'expliquerai finalement à 
la section 7.4 comment certains points d'opération particuliers du qubit et du résonateur 
pourraient être utilisés pour améliorer la mesure par bifurcation. Dans ces trois cas, il est 
crucial que le qubit ait une structure à plusieurs niveaux pour que la mesure fonctionne. 
7.2 Régime de faible puissance 
Le modèle obtenu au chapitre 5 est valide dans la limite de l'approximation dispersive. 
Selon l'équation (3.31), comme le développement des opérateurs transformés par B>c est 
tronqué, pour que l'approximation demeure valide, il faut que 
Ifcl ~9i 
^>i+l,i — '*>d 
\<*i,d\ « 1. (7-1) 
Ainsi, pour un couplage et des fréquences données, cela impose une limite sur l'amplitude 
de ai4 
|2 ^ ( w t+ l , t — <^d) 
nl4 = Kd|' « V ^ M 2 0 / • (7.2) 
cri 
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Comme a^d oc ed, le modèle réduit est ainsi valide pour des signaux de faible amplitude Q . 
Cela permet, en étudiant ses propriétés à faible amplitude, de développer une intuition de 
la physique à haute amplitude de mesure. Je m'intéresserai d'abord au cas d'un système 
à deux niveaux à la section 7.2.1, puis à celui d'un système à plusieurs niveaux à la 
section 7.2.2. Les résultats de cette section ont été publiés dans la référence [123]. 
7.2.1 Système à deux niveaux 
Pour un système à deux niveaux, on a gi = 0 pour ï > 0. Ainsi, selon l'équation (5.21), 
le décalage dispersif de la fréquence du résonateur est donné par SQ = — Xo o u §i = Xo 
selon l'état du qubit. Cela correspond au régime présenté à la section 2.4.4 où la fréquence 
du résonateur devenait ur ± X- Si l'on s'intéresse maintenant à la correction quadratique 
du décalage dispersif, l'équation (5.25) donne Kf = —4Sf |Àg|2. La quantité qui importe 
pour la différence de réponse du résonateur est alors 
<5 = X' + C'M2 , (7-3) 
où |aj |2 est l'amplitude moyenne du champ classique du résonateur, x' = §? ~ §o = 2xo 
et (' = 5[(Kf — KQ) = — §Xol^ol2- Notons que le signe opposé de (' et x' deviendra bientôt 
important. 
Pour comprendre comment la mesure change en fonction de l'amplitude de mesure, il 
est utile de faire deux remarques. Tout d'abord, dans ce cas à deux niveaux, le décalage 
dispersif de la fréquence du résonateur est symétrique autour de ur. Cela implique que, 
si le signal de mesure est à la fréquence ur, l'amplitude du champ du résonateur est la 
même peu importe l'état du qubit, et seule sa phase sera différente. Ensuite, la contri-
bution quadratique (en amplitude de champ) Ç' au décalage est de signe opposé à la 
contribution linéaire x'- Cela implique que lorsque l'amplitude du signal de mesure aug-
mente, le décalage dispersif diminue. Dans le cadre de travaux précédents et non-discutés 
en détails dans cette thèse, nous avons montré que cette réduction entraîne une satura-
tion du rapport signal-sur-bruit de la mesure dispersive [114]. En d'autres termes, s'il n'y 
avait pas de contribution quadratique £', augmenter la puissance de mesure améliorerait 
la mesure indéfiniment, simplement car il y aurait davantage de photons à mesurer. Dû 
au terme quadratique, il y a plutôt une saturation à haute puissance. Une autre façon de 
l'imaginer est que, puisque les fréquences effectives du résonateur correspondant à l'état 
fondamental et à l'état excité du qubit se rapprochent l'une de Tautre à haute puissance, 
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chaque photon transporte moins d'information sur l'état du qubit. 
Je vais montrer dans le reste du chapitre que la structure plus complexe d"un système 
à plusieurs niveaux permet à la fois de briser la symétrie du décalage dispersif autour de 
u)r et offre des régimes où la correction quadratique peut augmenter plutôt que diminuer 
le décalage dispersif, et comment ceci peut être utilisé pour améliorer la mesure. 
7.2.2 Système à plusieurs niveaux 
Dans le cas d'un système à plusieurs niveaux, les équations (5.21) pour §f et (5.25) 
pour Kf sont beaucoup plus complexes. Tout d'abord, on a Sf = -(xî~Xo) ¥" ~§o = Xo-
Ainsi, même à l'ordre linéaire, la fréquence du résonateur n'est pas déplacée de façon 
symétrique par les états |0) et |1) du qubit. De plus, la relation Kf — —4§f|À0|2 est 
fortement modifiée par les contributions des autres niveaux. Cela implique que le terme 
quadratique n'est pas non plus nécessairement symétrique, et que le signe de Ç' n'est plus 
nécessairement opposé à celui de x''• 
Je trace à la figure 7.1 les coefficients x' et C' du décalage dispersif en fonction de la 
fréquence du résonateur uir — où je suppose que le signal de mesure est à la fréquence 
du résonateur, i.e. u><t = uir — dans le cas d'un système à M — 2 ou à M = 6 niveaux. 
Sur cette figure, les courbes noires représentent x' et les courbes rouges, Ç', alors que 
les parties continues indiquent un signe positif et les parties pointillées, un signe négatif. 
Dans le cas M = 2 au panneau (a), on peut voir que, sauf près de la résonance avec la 
fréquence du qubit, peu importe la fréquence du résonateur, le signe de x' est toujours 
opposé à celui de Ç'. Dans le cas à 6 niveaux au panneau (b), on constate qu'il y a 
toute une région (région ombragée verte), pour UJT < uiz,2- où les deux coefficients ont le 
même signe. Pour valider les équations théoriques, j 'ai aussi diagonalisé numériquement 
l'hamiltonien Jaynes-Cummings à plusieurs niveaux et calculé la fréquence effective du 
résonateur u)r,i(n) en fonction du nombre de photons n et de l'état i du qubit. Avec un 
lissage quadratique sur ur}i(n), j"ai extrait les coefficients x' et Ç que je trace au panneau 
(c). Il est important de mentionner que, pour les paramètres choisis (voir légende de la 
figure), l'approximation dispersive n'est pas valide près des résonance du qubit, c'est-à-
dire dans la région ombragée rouge. En dehors de cette région, l'accord entre les courbes 
analytiques et numériques est le bon. 
Afin d'évaluer l'effet d'un décalage dispersif augmentant plutôt que diminuant avec 
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FIGURE 7.1 - Résultats analytiques et numériques pour les décalages dispersifs linéaire et qua-
dratique en fonction de la fréquence du résonateur, (a) Résultats analytiques pour un système 
à M — 2 niveaux, (b) Résultats analytiques pour un système h M — 6 niveaux, (c) Résultats 
numériques pour un système à M = 6 niveaux. Les courbes noires représentent la composante li-
néaire x' et les courbes rouges représentent la composante quadratique C,'. Une courbe pointillée 
indique une valeur négative alors qu'une courbe continue indique une valeur positive. Les lignes 
verticales pointillées représentent les fréquences de transition du qubit. La région ombragée 
rouge est une région où l'approximation dispersive n'est pas valide. La région ombragée verte 
correspond à un régime où les contributions \' et C sont de même signe. Les paramètres du sys-
tème à M = 6 niveaux sont ceux d'un transmon avec (u>i,o, W2,ii go)/^ = (6000,5750,100) MHz. 
Les paramètres pour le système à deux niveaux sont les mêmes, mais sans la deuxième tran-
sition. Les valeurs numériques ne sont pas tracées près des résonances avec les fréquences du 
qubit (région rouge). Cette figure a été adaptée de l'article [123]. 
l'amplitude de mesure, je trace à la figure 7.2 le décalage dispersif [panneau (a)] et le 
rapport signal-sur-bruit (SNR en anglais) [panneaux (b)-(d)] en fonction du nombre 
moyen de photons de mesure n. Le rapport signal sur bruit est calculé selon [126] 
SNR 
Anr]KÔ(n)2 
7i[K2/4 + <$(n)2]' (7.4) 
où 77 = 1/40 est une efficacité de mesure liée au bruit ajouté par la chaîne d'amplifica-
tion. Les trois courbes correspondent à l'approximation linéaire {(,' = 0) (lignes tiretées 
bleues), à une fréquence u>r/2ir = 4515 MHz, située dans la zone verte de la figure 7.1 
(lignes pleines noires) et à une fréquence ujr/2n = 7660 MHz, à l'extérieur de cette 
zone (lignes pointillées rouges). Ces deux fréquences correspondent à la même valeur de 
|x'|/27r = 2 MHz. Au panneau (a), on constate que tel que prévu, le décalage dispersif 
S augmente avec le nombre de photons pour uJr/2-n = 4515 MHz. Les panneaux (b)-(d) 
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FIGURE 7.2 - Décalage dispersif (a) et rapport signal-sur-bruit (b)-(d) d'une mesure disper-
sive en fonction du nombre de photons de mesure. Les lignes tiretées bleues correspondent à 
l'approximation linéaire (i.e. £' = 0). Les lignes pleines noires (pointillées rouges) ont été ob-
tenues pour cor/2n = 4515(7660) MHz, correspondant à sgn(x') = (-)sgn(Ç'). Ces fréquences 
ont été choisies de telle sorte que la contribution linéaire |x'|/27r — 2 MHz dans les deux cas. 
Les paramètres sont les mêmes qu'à la figure 7.1 avec T\ = 1 pis. Cette figure a été adaptée de 
l'article [123]. 
présentent le SNR pour K/2X' = 0.5 (b), 1 (c) et 1.5 (d), où K/2\' = 1 est le choix 
optimal dans le régime linéaire [126]. On constate que, au moins pour la mesure disper-
sive. il serait préférable d'opérer le système dans le régime où la fréquence du résonateur 
est en-dessous de celle du qubit, permettant ainsi une augmentation plutôt qu'une di-
minution du décalage dispersif en fonction du nombre de photons. Pour K/2\' = 1, une 
amélioration de près de 100% est attendue sur le SNR à haut nombre de photons. 
Opérer le système avec la fréquence du résonateur en-dessous de celle du qubit pré-
sente cependant le désavantage que, dû aux harmoniques supérieures du résonateur et 
au couplage du qubit à ces modes, le taux de relaxation du qubit dû à l'effet Purcell 
est augmenté. Cet effet peut cependant être réduit par un changement de design [173]. 
Il serait aussi envisageable d'amener dynamiquement la fréquence du résonateur ou du 
qubit à ce point d'opération au moment de la mesure grâce à des résonateurs ou qubits 
à fréquence ajustable [89,174,175]. 
Chapitre 7 : Lecture de l'état du qubit par le résonateur 152 
7.3 Régime de forte puissance : mesure par avalanche 
Lors de la conférence de Y American Physical Society en mars 2010, l'équipe expé-
rimentale de Rob Shoelkopf à Yale a surpris en présentant une mesure forte et mono-
frappe dans un échantillon avec un résonateur linéaire et quatre transmons [122]. L'astuce 
consiste à augmenter la puissance du signal de mesure à un niveau bien supérieur à ce 
qui était fait auparavant, soit environ 40 à 50 dB de plus. Lorsque le signal de mesure est 
en résonance avec le résonateur, et* pour un intervalle de puissance donné, il s'avère alors 
que la puissance du signal à la sortie diffère par plusieurs ordres de grandeur selon l'état 
du qubit. Ceci est visible dans les résultats expérimentaux présentés à la figure 7.3, tirée 
de la référence [122], si l'on choisit le point d'opération indiqué par une croix. 
Pour une puissance aussi élevée, on s'attend à avoir de l'ordre de 104 pilotons dans 
le résonateur, bien au-delà de la limite de validité de tout modèle dispersif approximatif. 
Un nombre de photons aussi élevé rend aussi très difficile les simulations numériques 
avec l'équation maîtresse (5.3). car. même avec un système à deux niveaux, la taille de 
la matrice densité est N = 2 x 104, ce qui implique N2 — 4 x 108 équations différentielles 
couplées à résoudre. Pour des simulations numériques, il devient alors nécessaire d'uti-
liser l'approche des trajectoires quantiques [60]. dans laquelle la matrice densité de N2 
composantes peut être réduite à une matrice densité plus petite ou à un état pur \ip) de 
Measurement frequency (GHz) Measurement frequency (GHz) 
FIGURE 7.3 - Résultats expérimentaux de la mesure par avalanche. Tension mesxirée à la 
sortie du circuit (échelle de couleur) en échelle logarithmique en fonction de la puissance et de 
la fréquence du signal de mesure, lorsque le qubit est préparé dans l'état fondamental (gauche) 
ou excité (droite). L'encadré présente deux tranches verticales prises pour une fréquence de 
mesure correspondant à la fréquence naturelle du résonateur sans qubit, indiquée par la flèche 
blanche. Figure partielle extraite de la référence [122]. 
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iV composantes. Le prix à payer est alors que l'évolution de la matrice densité réduite ou 
de l'état pur est décrite par une équation stochastique qu'il faut intégrer plusieurs fois 
afin de calculer les valeurs moyennes. 
Ce régime est donc difficile à explorer aussi bien de manière analytique que numérique. 
L'explication théorique derrière cette mesure a été développée parallèlement et indépen-
damment par le groupe théorique de Steve Girvin à Yale [124] et par notre groupe [123]. 
Je couvrirai d'abord nos résultats et notre approche à la section 7.3.1 et poursuivrai 
avec ceux du groupe de Yale à la section 7.3.2. Je terminerai en évaluant le caractère 
destructeur de cette mesure à la section 7.3.3. 
7.3.1 Approche auto-cohérente 
Pour un système à deux niveaux, on sait que l'hamiltonien de Jaynes-Cummings 
peut être diagonalisé analytiquement et exactement via la transformation dispersive, tel 
qu'expliqué à la section 3.1.4. L'exactitude de la transformation est permise dans ce cas 
par la structure diagonale par bloc de l'hamiltonien, de même que par la taille (2 x 2) des 
blocs. En effet, dans le cas de blocs de taille deux, la diagonalisation peut être réalisée 
par la résolution d'une équation quadratique. Dans le cas à plus de deux niveaux, la 
diagonalisation analytique est ardue pour trois et quatre niveaux, puis devient impossible 
pour plus de quatre. La diagonalisation numérique de chaque demeure cependant très 
facile et rapide à réaliser. 
En vertu de la symétrie de son terme d'interaction lumière-matière, chaque bloc de 
l'hamiltonien de Jaynes-Cummings est composé d'états avec un nombre total d'excita-
tions qubit-résonateur n fixé. On peut écrire le sous-espace soutenant le bloc n comme 
£n = {|^ i 0 ) , . . . , \n — M + 1, M — 1)}, où M est le nombre d'états du qubit et où \i,j) 
est l'état nu qui est produit tensoriel de ? photons et du qubit dans l'état j . La taille du 
bloc correspond au nombre de niveaux du qubit qui, en pratique est au plus de l'ordre 
de 10. On peut ainsi facilement diagonaliser chaque bloc et obtenir les énergies propres 
Ènt, et les états propres (états habillés) |n, i), où |n, i) est l'état propre correspondant à 
l'état nu |n,i). 
En pratique, l'état habillé |n, i) est une superposition de tous les états du sous-espace 
£n et, pour n grand, le poids de chaque état nu peut être du même ordre de grandeur. 
La correspondance entre \n. i) et \n, i) est alors non-triviale à effectuer. Pour faire cette 
correspondance je pose ainsi que l'état \n,i) qui correspond à l'état \n. i) est celui qui 
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maximise l'élément de matrice (n, i \cfl\ n — 1, i) j\Jn. C'est de cette façon que j 'ai obtenu 
la correspondance entre les états propres des blocs pour n grand et ceux où n est faible. 
Pour donner un exemple, prenons l'état \n,l) correspondant au qubit dans le premier 
état excité et n photons dans le résonateur. On peut facilement identifier l'état |0, l ) ~ 
|0.1) + A |1,0) lors de la diagonalisation du bloc Si, car |(ÔT|0, l ) | 2 « 1 + O (A2). Par la 
suite, l'état | l , l ) , qui correspond à un photon de plus que l'état |û, l ) , sera l'état propre 
\îj}t) du sous-espace £2 qui maximise | (^ t |a*| 0, l ) | . On peut alors identifier, de proche 
en proche, tous les états \n, l ) correspondant au qubit dans le premier état excité avec 
n photon dans le résonateur. 
Lorsque la correspondance est faite, je définis ensuite la fréquence effective du réso-
nateur pour l'état i du qubit telle que 
wrt(n) = Ên+hl - £„,,. (7.5) 
Cette fréquence effective dépend de façon non linéaire du nombre moyen de photons. 
Pour une amplitude e et une fréquence de mesure u)m, ce nombre de photons moyen est 
donné, dans l'état stationnaire, par 
e2 
nt(e,um) = —— , 2 . (7.6) [u>rt{nt) - ujm\ + [K/2J 
L'équation pour nt peut s'obtenir en solutionnant l'équation (5.30) pour e*^ avec K = 
«NL = K' = §f = Kf = 0, ed = e, ujd = u)m et wr = urt(nt) puis en posant nt = \al4f. 
Les é(}uations (7.5) et (7.6) peuvent alors être résolues de façon auto-cohérente afin de 
déterminer à la fois uiTtl et rii en fonction de e et u>m. 
Je trace à la figure 7.4 la fréquence u>ri et le nombre de photons rij correspondant 
à la solution auto-cohérente obtenue pour les cas d'un système à deux, trois ou six ni-
veaux, pour uim = u)r tel que dans la référence [122]. On constate que, peu importe M, 
la fréquence effective du résonateur [panneaux (a)-(c)] s'approche de sa fréquence intrin-
sèque LOT à haute puissance. Il s'agit du régime classique. Comme le qubit est limité à un 
nombre fini de niveaux, si la puissance est suffisamment grande, l'effet du qubit devient 
négligeable et le résonateur répond comme s'il n'y avait pas de qubit. La transition vers le 
régime classique se produit à une puissance relativement bien définie et le changement ra-
pide de fréquence effective uTl est accompagnée par une augmentation rapide du nombre 
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FIGURE 7.4 - Fréquence effective cvri (a)-(c) et nombre moyen de photons n^  (d)-(f ) en fonction 
de l'amplitude de mesure e pour i = 0 (lignes rouges pleines), i = 1 (lignes pointillées bleues) 
et i = 2 [lignes tiretées grises, (c) et (f) seulement]. Les panneaux [(a),(d)], [(b),(e)] et [(c).(f)] 
sont pour M = 2. 3 et 6, respectivement. Dans les panneaux (a)-(c), la ligne tiretée verte est 
u>r. Les paramètres sont les mêmes que dans la figure 7.1. Pour clarifier la présentation, les 
panneaux ont des échelles horizontales différentes. Une unité de l'échelle horizontale correspond 
à un décibel de puissance. Figure adaptée de [123]. 
de photons. On peut imaginer la transition comme un régime où, en rapprochant uri de 
la fréquence intrinsèque tor et donc de la fréquence de mesure wm, l'ajout de quelques 
photons facilite l'ajout d'autres photons, à la manière d'une avalanche. 
Puisque les coefficients S*1 et K? sont symétriques dans le cas d'un système à deux 
niveaux, la transition vers le régime classique se produit à la même puissance pour les 
deux états du qubit. Le résultat est cependant très différent pour un système à plus 
de deux niveaux. Dans ce cas, et tel qu'illustré aux panneaux (b) et (c), l'avalanche se 
produit à des puissances différentes selon l'état du qubit. Le résultat quantitatif change 
selon le nombre de niveaux, mais demeure qualitativement le même. Aux panneaux (e) 
et (f), on peut voir qu'il y a un intervalle de quelques décibels de puissance de mesure 
où le nombre de photons moyen peut différer par autant que ~ 105 photons entre les 
réponses pour les deux premiers états du qubit. C'est cette différence dans le nombre de 
photons, beaucoup plus grande que le nombre de photons de bruit typiquement rajoutés 
par un amplificateur, qui a permis à l'équipe de Yale d'obtenir une mesure monofrappe 
de l'état du qubit [122]. La courbe tiretée grise du panneau (f), tracée pour l'état |2) 
du qubit indique qu'il est réaliste de faire fonctionner ce type de mesure à plus basse 
puissance en induisant une transition de l'état |1) à l'état |2) avant la mesure, tel que 
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FIGURE 7.5 - Nombre de photons moyen rij pour les états i = 0 (a) et i = 1 (b) du qubit en 
fonction de la fréquence et de la puissance de mesure. La ligne pleine blanche représente uori(rii) 
pour u>m/2n — ujr/2n — 7 GHz. Les lignes verticales indiquent la fréquence de mesure utilisée 
pour les courbes correspondantes de la figure 7.4. Les lignes pointillées horizontales indiquent le 
régime de puissance de mesure où la différence de nombre de photons est grande entre les deux 
états i du qubit. Les paramètres sont les mêmes qu'à la figure 7.1. Figure adaptée de [123]. 
réalisé expérimentalement [82,122]. 
À la figure 7.5, je trace le nombre de photons moyen n.* en fonction de la fréquence 
et de la puissance de mesure, pour les états i = 0 et i = 1 du qubit. Bien qu'une com-
paraison quantitative avec les résultats expérimentaux de Reed et al. [122] présentés à la 
figure 7.3 requerrait un modèle à quatre qubits pour décrire l'échantillon expérimental, le 
graphique montre un accord qualitatif avec les résultats expérimentaux. Près des courbes 
de fréquence effective du résonateur (courbes blanches), on peut voir une zone où le 
nombre de photons calculé est bruyant. Ce bruit témoigne de problèmes de convergence 
dans la résolution des équations auto-cohérentes, ce qui pourrait indiquer que le système 
est bistable dans cette zone, en accord avec les résultats obtenus par Bishop et al. [124] 
et décrits ci-dessous. 
7.3.2 Approche semi-classique et trajectoires quantiques 
De façon concomitante, l'équipe de Steve Girvin à Yale a aussi réussi à expliquer la 
mesure de Reed et al. Pour ce faire, ils ont utilisé une approche semi-classique en consi-
dérant un système à deux niveaux, et des simulations numériques à l'aide de trajectoires 
quantiques [124]. L'approche semi-classique consiste à réécrire la version diagonale de 
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l'hamiltonien Jaynes-Cummings sous la forme 
H = y (X2 + P2 + oz) + ÇX cos(codt) - ^ ^2g\X2 + P2 + <*z) + S2, (7.7) 
où X — yj\/2{a} + a), P — iy/\/2{a( — a), UJC est la fréquence du résonateur, £ est 
l'amplitude du signal, Ud est sa fréquence, g est le couplage entre le résonateur et le 
qubit, et S = u>q~ujc est le décalage entre la fréquence du qubit u)q et celle du résonateur. 
En traitant az et X2+P2 comme des constantes, ils trouvent alors la solution stationnaire 
en présence de dissipation et obtiennent les équations pour A = y/X2 + P2 
{^-[^-xiA^y+K^2 A2 = -7-Z-, C , \ l 2 , 2 . ^ (7-8) 
avec 
X(A) = a, J = = • (7.9) 
y/2g2(A2 + az) + S2 
Dans cette notation, A2 est l'équivalent du nombre de photons n, que nous obtenons à 
l'équation (7.6) et x(A) correspond à la variation de u)ri que nous calculons numérique-
ment via l'équation (7.5). 
Comme ce traitement analytique est restreint à un système à deux niveaux, les résul-
tats analytiques de Bishop et al. ne permettent pas d'expliquer l'amplitude très différente 
du champ du résonateur selon l'état du qubit à haute puissance. La théorie analytique 
permet néanmoins de décrire l'augmentation rapide du nombre de photons à une puis-
sance bien définie, que nous appelons l'avalanche. De plus, grâce au caractère analytique 
de leur solution, ils ont pu montrer qu'il y a effectivement une zone où le résonateur est 
bistable [124], si la fréquence du signal de mesure est dans l'intervalle }ur,ur + \[- Il est 
notable que, contrairement à un résonateur avec une non-linéarité Kerr — où le domaine 
de bistabilité est u^ < ur — V3K/2 — l'intervalle de fréquences où le résonateur peut être 
bistable est borné des deux côtés. Il y a donc deux fréquences critiques plutôt qu'une 
seule. 
À l'aide de simulations numériques utilisant des trajectoires quantiques. un espace 
d'Hilbert tronqué à 10 000 photons et un qubit figé dans l'état fondamental, ils ont pu 
démontrer que la dynamique du système mène effectivement à une augmentation signi-
ficative du nombre de photons dans un intervalle de puissance restreint. Finalement, en 
analysant le décalage dispersif à basse puissance, ils ont montré que le comportement 
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symétrique avec un système à deux niveaux est brisé par l'ajout de niveaux supplémen-
taires, mais aussi par l'ajout de systèmes à deux niveaux supplémentaires [124]. 
7.3.3 Une mesure destructrice 
Étant donné le grand nombre de photons dans le résonateur, on ne s'attend pas à ce 
que cette mesure soit QND. Dans l'article [123], nous avons évalué le caractère destructeur 
de cette mesure en analysant comment la perte de photons, la relaxation du qubit et le 
déphasage du qubit modifient la relaxation effective du qubit en présence des photons. 
Pour les trois effets, nous avons aussi analysé le taux de fuite vers les niveaux supérieurs 
i > 1 du qubit. Tout comme la relaxation du qubit, la fuite vers des états supérieurs 
non-désirés du qubit causerait une erreur dans un éventuel calcul quantique. Nous avons 
estimé le taux de relaxation Purcell ^K et le taux de fuite jlK dus à la perte de photon 
comme 
7 K I / 7\ i i T\ |2 
— « \{n,0 \a\ n, 1)| , 
i M-i
 2 (7.10) 
— ~ 2_\ \(n~M|Q|n-,i)| i 
i=2 
et le taux de relaxation 7 ^ et le taux de fuite y[




| ( n , 0 | E _ | n , l } | 2 , 
7 J d Af-i _ _ 2 (7.11) 
7i t = 2 
*M-2 
où £ = Yli=o ^n^i+i est l'opérateur de destruction pour le qubit normalisé avec les 
constantes de couplage. 
Je présente ces taux à la figure 7.6. Les taux de relaxation sont les courbes continues 
noires, alors que les taux de fuite sont les courbes tiretées bleues. Au panneau (a), on 
constate que le taux de relaxation Purcell commence à sa valeur attendue (ligne pointillée 
rouge) à basse puissance, puis diminue à plus haute puissance. Ceci s'explique par le fait 
que lorsque le nombre de photons est élevé, perdre un photon ne change pas significati-
vement l'état du système, ou en d'autres mots, qu'on ne peut pas distinguer iV de A' — 1 






FIGURE 7.6 - Taux de relaxation et de fuite des états habillés dus à la perte de photons (a) et à 
la relaxation intrinsèque du qubit (b). Les courbes continues noires sont les taux de relaxation. 
Les courbes tiretées bleues sont les taux de fuite. La ligne pointillée rouge en (a) représente 
la valeur attendue du taux Purcell à faible puissance. Les paramètres sont les mêmes qu'à la 
figure 7.1. Figure reprise de [123]. 
lorsque N est suffisamment grand. Le taux de fuite vers les états supérieurs du transmon 
dû à la perte d'un photon est négligeable et la courbe se confond avec l'axe horizontal. 
Au panneau (b), on voit que le taux effectif de relaxation du qubit diminue. Ceci est dû 
à la contribution supérieure des niveaux élevés du transmon dans les états habillés. La 
relaxation a alors une plus faible probabilité de causer une transition |1) —>• |0) du qubit. 
L'effet est cependant complètement inversé pour la fuite vers les états supérieurs. À la 
fois pour la perte de photons et pour la relaxation, l'effet de l'habillage n'est pas critique, 
car les taux demeurent du même ordre de grandeur malgré la présence de dizaines de 
milliers de photons. Il en va cependant autrement pour le déphasage intrinsèque du qubit 
comme nous le verrons. 
Nous avons montré précédemment que le déphasage des états habillés peut mener à des 
transitions entre les états du qubit [114]. Nous avons de plus montré que l'amplitude de cet 
effet dépend du spectre du bruit qui cause le déphasage, mais à des fréquences de l'ordre 
du gigahertz plutôt qu'à basse fréquences [115]. Bien que méconnu à des fréquences micro-
ondes, le spectre du bruit causant le déphasage est souvent supposé comme S(u) oc I/o;. 
Selon cette hypothèse, le bruit aux fréquences micro-ondes serait alors plusieurs ordres de 
grandeur plus faible que celui aux basses fréquences, causant le déphasage. Ainsi, le taux 
de transition dû au déphasage des états habillés serait négligeable si le taux de déphasage 
est lui-même faible. 
Cependant, le taux de déphasage habillé dépend aussi de l'amplitude de la variation 
1
 1 • 
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des énergies du qubit en fonction du paramètre bruyant. Si le bruit est causé par des 
fluctuations de charge, on appelle l'amplitude de cette variation pour l'état \i) du qubit 
la dispersion de charge Si [89]. On introduit alors l'opérateur 
E z = ^ n { , Â (7.12) 
i=o £ l 
On peut alors estimer les taux de relaxation et de fuite dus au déphasage des états habillés 
via les éléments de matrice [115] 
— « | < n + l , 0 |E . ln . l> |
 g ( 1 H z ) . 
i M-i
 c , ^ (7-13) 
- » g j ( » + l - , , , | L j , l ) | S(1HZ) • 
où l'on compare le spectre à haute fréquence à celui à une basse fréquence typique de 
1Hz. 
Bien que les premiers niveaux du transmon soient protégés du bruit de charge tel 
qu'expliqué à la section 2.2.1, leur susceptibilité au bruit de charge augmente exponen-
tiellement avec l'indice du niveau, atteignant s§/e\ ~ 106 pour 6 niveaux. Ainsi, bien 
qu'il soit difficile d'évaluer la valeur de ces taux étant donné la méconnaissance du bruit 
à hautes fréquences, si l'on suppose un bruit en 1 / / , on peut s'attendre à des taux 
ld/lv ~ 1 - 103 et 7^/7^ ~ 10 - 104 selon les paramètres et le nombre de niveaux du 
qubit [123]. La mesure par avalanche détruit donc vraisemblablement l'état du qubit, 
laissant celui-ci dans un mélange statistique de tous ses états après la mesure. 
7.4 Mesure par bifurcation dans le régime de che-
vauchement 
Les deux régimes présentés aux sections 7.2 et 7.3 pour la mesure fonctionnent avec 
un résonateur linéaire couplé fortement au qubit. Dû à ce fort couplage — de l'ordre 
de g/2-K ~ 100 MHz — un large intervalle de fréquences ne pouvait être décrit par 
l'approximation dispersive. Cet intervalle était indiqué par l'ombrage rouge à la figure 7.1. 
J'explore dans cette section comment en utilisant la bifurcation d'un résonateur non 
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FIGURE 7.7 - Énergies de transition du qubit (a) et leurs positions relatives à la fréquence du 
résonateur hors (b) et à l'intérieur (c) du régime de chevauchement. Figure adaptée de [176]. 
linéaire, on peut réaliser une mesure aussi — sinon plus — efficace avec un couplage 
beaucoup plus faible, de l'ordre de g/2n ~ 10 MHz. Je présente tout d'abord le régime 
de chevauchement dans lequel cette mesure est possible à la section 7.4.1. J'analyse 
ensuite la performance d'une mesure par bifurcation dans ce régime en la comparant 
avec une mesure en dehors de ce régime à la section 7.4.2, puis je présente quelques 
autres avantages d'opérer dans ce régime à la section 7.4.3. Les résultats de cette section 
sont repris de la référence [176]. 
7.4.1 Régime de chevauchement 
Un régime de chevauchement (straddling régime en anglais [89]) ne peut exister que 
pour un qubit à plus de deux niveaux. Dans un tel régime, la fréquence du résonateur 
est située entre deux fréquences de transition du qubit. On peut alors imaginer les deux 
fréquences de transition comme chevauchant celle du résonateur, d'où le nom du régime. 
Ainsi, si l'on représente les fréquences du qubit tel qu'à la figure 7.7 (a), les positionne-
ments de tOr1 illustrés à la figure 7.7 (b) seraient considérés comme en dehors du régime 
de chevauchement, alors que la situation illustrée à la figure 7.7 (c) serait à l'intérieur du 
régime de chevauchement. 
. .. r „2 „2 i 
est A si Dans ce régime, le décalage dispersif Sf = - ( * ? - \o) = ~ LW2il-w<£ Ul,0-Ud 
augmenté (en valeur absolue) grâce aux signes contraires de u^.i — ^a et u)i$ — LU^. Il est 
ainsi possible d'obtenir des décalages dispersifs beaucoup plus grands à l'intérieur qu'à 
^ n note que c'est plutôt la fréquence du signal de mesure qui entre dans les coefficients du décalage 
dispersif Sf et Kf. Cependant, le régime de chevauchement est généralement considéré en fonction de 
la fréquence du résonateur [89]. Ceci n'affecte pas qualitativement les résultats, puisque la fréquence du 
signal de mesure est relativement proche de celle du résonateur. 
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l'extérieur du régime de chevauchement, pour des couplages et décalages qubit-résonateur 
similaires. Afin de bénéficier de l'augmentation du décalage dispersif, il faut en pratique 
que les décalages qubit-résonateur pour les deux transitions concernées soient du même 
ordre. Ainsi, même si la boîte de Cooper n'est pas strictement un système à deux niveaux, 
la fréquence de transition UJ2,I est beaucoup trop grande pour que l'augmentation du 
décalage dispersif due au régime de chevauchement soit significatif. C'est un régime qui 
s'applique donc bien à des qubits qui ont une faible anharmonicité, tels le transmon [89] 
ou le qubit de flux à faible impédance [93]. Finalement, le comportement de Kf en fonction 
de la fréquence Ud, donné à l'équation (5.25) est aussi beaucoup plus riche à l'intérieur 
qu'à l'extérieur du régime de chevauchement. 
Les coefficients §f et Kf sont tracés à la figure 7.8 pour i = 0 (lignes continues noires) 
et i = 1 (lignes tiretées vertes), pour des fréquences u>d ~ UJT à l'intérieur et à l'extérieur 
du régime de chevauchement2. Puisque le modèle du chapitre 5 est obtenu dans la limite 
dispersive, les couplages doivent être faibles comparativement aux décalages entre les 
transitions du qubit et la fréquence du résonateur. Comme l'anharmonicité typique d'un 
transmon n'est que de quelques centaines de mégahertz, les constantes de couplages 
ne peuvent être beaucoup plus grandes que 10 MHz. Afin de m'assurer de la validité de 
l'approximation dispersive dans le régime de chevauchement, je compare à la figure 7.8 les 
équations analytiques pour §>f et Kf à des valeurs numériques. Ces valeurs sont extraites 
de la diagonalisation numérique de l'hamiltonien Jaynes-Cummings à plusieurs niveaux 
et d'un lissage quadratique des différences d'énergie en fonction du nombre de photons. 
On constate, en comparant les panneaux (a) et (b), de même que (c) et (d) que, loin 
des résonances identifiées par les lignes pointillées verticales grises, rouges et bleues, le 
comportement des équations analytiques concorde quasi-quantitativement aux lissages 
numériques. 
De cette figure, j 'ai choisi deux points d'opération, identifiés par A (ligne continue 
noire verticale) — à l'intérieur du régime de chevauchement — et B (ligne tiretée grise 
verticale) — à l'extérieur du régime de chevauchement. Ces deux points ont été choisis 
pour que |§f-§o| ait la même valeur. On peut cependant voir aux panneaux (c) et (d) que 
la même chose n'est pas vraie pour |Kf — KQ|. Ainsi, alors que Kf est de signe contraire 
à Sf au point B, seul Kf est de signe contraire à §f au point A. De même, la différence 
2On peut considérer qu'il y a plusieurs régimes de chevauchement, correspondant aux différentes 
paires de transitions { 0 « 1 , 1 H 2}, {1 <-> 2,2 <-» 3}. etc. En pratique, le seul de ces régimes qui sera 
important pour nous est le premier. 
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FIGURE 7.8 - Décalages dispersifs dans le régime de chevauchement. Les courbes noires conti-
nues (vertes tiretées) sont pour l'état fondamental (excité) d'un transmon. L'énergie de charge 
EQ et l'énergie Josephson Ej du transmon sont Ec — 300 MHz et Ej = 25 GHz. Le transmon 
est biaisé en flux pour avoir CJIO/27T = 6 GHz. et le couplage à flux nul est gio/2-n — 15 MHz. Les 
paramètres au point d'opération en flux sont alors (u>i, UJ2, u>z,u^)/2n « (6,11.7,16.9,21.8) GHz, 
e t (.90)9i,92,33)/27r = (13.5,18.5,21.8,24.1) MHz. Les panneaux (a) et (c) sont les résultats 
analytiques des équations (5.21) et (5.25). Les lignes verticales pointillées sont les fréquences 
de transitions o>io (bleues), W21 (rouges) et W32 (grises). Les lignes verticales continue noire et 
tiretée grise sont les points d'opération A (u>m/2n — 5720 MHz) et B (u;m/27r = 6044 MHz) 
comparés dans cette section. Figure adaptée de [176]. 
|Kf — Ko| est environ deux fois plus grande au point B qu'au point A. Comme on l'a 
vu à la section 7.2, les fréquences effectives du résonateur u)ri(n) dépendent du nombre 
de photon et des coefficients Sf et Kf. Étant donné le comportement de ces coefficients 
dans le régime de chevauchement, la séparation entre ces fréquences effectives devrait 
demeurer plus grande au point A qu'au point B lorsque le nombre de photons augmente. 
L'idée est alors d'utiliser ceci pour optimiser une mesure par bifurcation. 
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7.4.2 Simulations numériques de la mesure par bifurcation 
Afin de vérifier que ce comportement du décalage dispersif peut se traduire en amé-
lioration pour une mesure par bifurcation, j'ai calculé la valeur moyenne du nombre de 
photons dans l'état stationnaire pour un résonateur non linéaire (dont les paramètres 
sont donnés dans la légende de la figure 7.9) couplé à un transmon sans dissipation, pour 
les deux états du qubit. Le signal de mesure appliqué était d'amplitude constante Q et 
la fréquence du résonateur u>r était variée avec celle du signal w^  de sorte à garder un 
décalage réduit fi/fic = 3.5 constant, bien supérieur au décalage critique fie = >/3 à 
partir duquel le résonateur peut être bistable. 
Le nombre moyen de photons rii est tracé en fonction de l'amplitude et de la fréquence 
du signal à la figure 7.9. La zone blanche relativement bien circonscrite en amplitude 
indique l'amplitude critique e# pour laquelle le résonateur bifurque d'un état de faible 
amplitude (zones bleues, ?ij ~ 10) à un état de haute amplitude (zones rouges, n* ~ 60). 
On constate que les points d'opération A et B choisis correspondent respectivement à 
un maximum de e# (indiqué par les deux X de droite) pour l'état excité et pour l'état 
fondamental du qubit. On constate aussi que la distance entre les amplitudes critiques (la 
distance entre les X) pour les deux états du qubit est plus importante au point A qu'au 
point B. Ceci indique que l'intervalle d'amplitudes sur lequel un seul des deux états du 
qubit fait bifurquer le résonateur est plus grand au point A qu'au point B, ce qui devrait 
permettre une plus grande flexibilité pour les puises de mesure. 
Afin de vérifier que c'est bien le cas, j 'ai fait des simulations numériques avec des 
puises de mesure plutôt que des signaux constants. La forme des puises est illustrée à la 
figure 7.10 (d). Cette forme est utilisée dans les mesures par bifurcation afin d'augmenter 
le contraste entre les réponses du résonateur pour les deux états [83] tel qu'expliqué à la 
section 2.4.5. Pour les simulations, j 'ai varié le temps d'échantillonnage ts, la durée de la 
rampe o et la différence d'amplitude dej, pour chacun des deux états du qubit. 
L'état du résonateur après cette simulation est donné par une distribution bimodale. 
En terme de fonction Q(a), la matrice densité du résonateur présenterait ainsi deux 
bosses bien séparées, correspondant aux états de faible (L) et de haute (H) amplitude 
d'oscillation. Le poids (l'intégrale) de chacune des deux bosses correspond alors à la 
probabilité expérimentale de bifurcation du résonateur. Cette évaluation des probabilités 
de bifurcation à partir de la fonction Q du résonateur a déjà été utilisée pour reproduire 
numériquement la mesure rapportée par Mallet et al. [82] et la même fidélité numérique 
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FIGURE 7.9 - Nombre moyen de photons nt calculé numériquement pour un qubit initialement 
dans l'état \i) dans le régime de chevauchement. L'évolution est calculée selon l'équation (5.3) 
pour un signal e^  d'amplitude constante et en absence de relaxation du qubit. Les paramètres 
du résonateur sont (K, K)/2TT — (5, —0.4) MHz. La fréquence du résonateur est ajustée de 
telle sorte que (u>r — Ud)/2n — 15 MHz, donnant un décalage réduit Q/Qc ~ 3.5, à l'intérieur 
du régime de bifurcation du résonateur. Les lignes horizontales représentent les fréquences de 
transition du qubit et les points d'opérations tels qu'à la figure 7.8. Les paramètres du qubit 
sont les mêmes qu'à la figure 7.8. Figure adaptée de [176]. 
concordait avec la fidélité expérimentale à l'intérieur d'une marge de 2% [76]. 
J 'ai ensuite calculé la probabilité d'erreur de la mesure par bifurcation que j ' a i définie 
comme 
PerreUr = max P|i>(|;')), (7.14) 
{îj}e{o,i} 
où P\i)(\j)) correspond au poids de l'état du résonateur que l'on assignerait à l 'état 
|z) étant donné que le qubit était au départ dans l'état \j). Cette probabilité d'erreur 
correspond au maximum entre les probabilités d'erreur pour l'état fondamental et excité, 
et constitue donc un pire scénario. 
J 'ai ensuite optimisé cette probabilité d'erreur en fonction de o et de Sed. Je trace le 
résultat optimisé en fonction du temps d'échantillonnage ts à la figure 7.10 pour des temps 
de relaxation intrinsèques du qubit 7\ = oo [panneau (a)], T\ = 800 ns [panneau (b)] et 
ï\ — 300 ns [panneau (c)], pour les points d'opération A (courbes continues noires) et B 
(courbes tiretées grises). En comparant les panneaux (a), (b) et (c), on constate que la 
probabilité d'erreur augmente lorsque le temps de relaxation diminue. Cette augmentation 
correspond tout simplement à la probabilité que le qubit relaxe avant que le résonateur 
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FIGURE 7.10 Probabilité d'erreur d'une mesure par bifurcation en fonction du temps d'échan-
tillonnage ts. Le puise de mesure est illustré au panneau (d). La probabilité d'erreur est minimi-
sée par rapport au temps de rampe a et à l'amplitude du plateau Sed- Les lignes continues noires 
(tiretées grises) correspondent aux points d'opération A (B) à l'intérieur (à l'extérieur) du ré-
gime de chevauchement. Les simulations sont faites pour un qubit avec des temps de relaxation 
intrinsèques (sans effet Purcell) Xi = oo (a), 800 ns (b) et 300 ns (c). En (b) et (c), les lignes 
tiretées rouges verticales indiquent le minimum des courbes pour les deux points d'opération. 
Les barres vertes indiquent le gain en temps d'échantillonnage (horizontales) ou en probabilité 
d'erreur (verticales). Les paramètres sont les mêmes qu'à la figure 7.9. Figure adaptée de [176]. 
ait le temps de bifurquer. 
En comparant les courbes correspondant aux deux points d'opération entre elles, on 
note ensuite que la courbe du point A présente toujours une probabilité d'erreur plus 
faible que celle du point B pour des temps d'échantillonnage court. Comme les décalages 
dispersifs linéaires sont les mêmes (en valeur absolue) pour les deux points, cet avan-
tage du régime de chevauchement ne peut être expliqué que par le décalage dispersif 
quadratique plus avantageux ou par un effet Purcell réduit comme on le verra à la sec-
tion 7.4.3. On constate ensuite que l'avantage du point A croît d'abord en fonction du 
temps d'échantillonnage, avant de diminuer et de devenir négatif pour ts grand. L'accrois-
sement initial peut être expliqué par l'effet Purcell réduit au point A comparativement au 
point B. La décroissance subséquente peut être expliquée par l'inversion des amplitudes 
critiques eH,\ et eH,o entre les points d'opération A et B. En d'autres mots, puisque pour 
le point A, en.i > CH,O< la relaxation du qubit fera bifurquer le résonateur, entraînant un 
faux positif. Pour le point B, CH,\ < ?H,O et un faux positif ne peut être causé que par une 
transition |0) —> |1), un processus qui ne se produit pas à basse température. On note 
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que la situation serait inversée pour un qubit dont l'anharmonicité serait inversée par 
rapport au transmon, c'est-à-dire que u>2,i > UJI$. C'est le cas du qubit de flux à faible 
impédance [93]. 
Finalement, les résultats de simulations indiquent qu'une probabilité d'erreur plus 
faible peut être atteinte pour une mesure par bifurcation en utilisant le régime de che-
vauchement comme point d'opération. L'amélioration est due à une augmentation de la 
différence entre les fréquences effectives du résonateur correspondant aux deux états du 
qubit. Ce décalage de fréquence plus important permet en fait de rendre le phénomène de 
bifurcation moins sensible aux oscillations transitoires qui se produisent dans le champ 
intra-résonateur lors de l'augmentation soudaine de l'amplitude du signal de mesure. 
Cette sensibilité diminuée permet de réduire les temps de rampe a et d'augmenter l'am-
plitude du plateau d'échantillonnage 5e<i, permettant ainsi une bifurcation plus rapide. 
On trouve une probabilité d'erreur qui peut être jusqu'à trois fois plus faible à l'intérieur 
du régime de chevauchement. Pour un temps d'échantillonnage optimal, le gain sur la 
probabilité d'erreur augmente pour des temps de relaxation Xi plus faibles, mais l'erreur 
absolue la plus faible est obtenue pour des temps Xi plus longs. 
7.4.3 Avantages et inconvénients 
Outre les avantages de la mesure par bifurcation, tels son caractère non-destructeur 
et sa haute fidélité [82], utiliser une mesure par bifurcation dans le régime de chevau-
chement et avec un couplage qubit-résonateur plus faible présente certains avantages et 
inconvénients que j'expose ici. 
Portes à deux qubit plus lentes 
Le principal désavantage à utiliser le régime de chevauchement est aussi un de ses 
avantages, soit que cela requiert un couplage faible. Or, pour la plupart des portes à deux 
qubits utilisant le résonateur pour réaliser l'interaction effective, la vitesse de la porte 
est directement proportionnelle au couplage entre le qubit et le résonateur [158]. Ainsi, 
plusieurs expériences récentes utilisent des couplages g/2n ~ 100 MHz pour réaliser 
les portes à deux qubits [25,103]. Cette limitation peut cependant être contournée de 
plusieurs façons. Il serait par exemple possible d'utiliser d'autres canaux que le mode du 
résonateur servant à faire la mesure afin de coupler les qubits. Ceci pourrait être réalisé en 
utilisant un deuxième mode du même résonateur [177], un coupleur externe [178], un autre 
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résonateur ou une capacité [106]. Il serait aussi possible d'améliorer la vitesse des portes 
utilisant le résonateur principal comme coupleur en réalisant des portes résonantes [179], 
ou encore appliquer des méthodes de contrôle optimal afin d'optimiser les séquences de 
puise pour les portes à deux qubits [170,171]. 
Relaxat ion Purcel l réduite 
Un fort couplage est avantageux pour la réalisation de portes à deux qubits ra-
pides [158], mais présente le désavantage d'augmenter la relaxation Purcell [160]. Dans 
le régime de chevauchement, la relaxation Purcell dépend fortement de la transition que 
l'on considère et du point d'opération. Ainsi, je trace à la figure 7.11 les taux de re-
laxation Purcell 7K), = KX% associés aux transitions |1) —> |0), |2) —>• |1), et |3) —> |2), 
dans l'approximation à un seul mode. On peut voir que les taux de relaxation divergent 
lorsque la fréquence du résonateur croise celle d'une transition du qubit. Cependant, le 
seul taux de relaxation qui importe pour le qubit est -J^Q. Ainsi, alors que le décalage 
dispersif pour les deux points d'opération étaient les mêmes, on peut voir que le taux 
de relaxation Purcell est beaucoup plus faible pour le point A que pour le point B. Ceci 
explique en partie le gain à opérer au point A. 
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FIGURE 7.11 - Taux de relaxation Purcell 7Ki, en fonction de la fréquence du résonateur 
dans le régime de chevauchement. Les courbes continue noire, tiretée verte et pointillée bleue 
correspondent respectivement aux transitions |1) —> |0), |2) -> |1), et |3) —> |2). Les lignes 
verticales représentent les fréquences de transition du qubit et les points d'opérations tels qu'à 
la figure 7.8. Les paramètres sont les mêmes qu'à la figure 7.9. Figure adaptée de [176]. 
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Entassement spectral 
La raison pour laquelle les portes à deux qubits sont plus rapides avec un couplage 
plus fort est parce que l'interaction qubit-qubit effective via le résonateur est plus forte. 
Lorsqu'on veut désactiver cette interaction à deux qubits (pour ne pas réaliser d'opéra-
tions) cependant, il faut décaler les fréquences des deux qubits suffisamment loin l'une de 
l'autre, et suffisamment loin de celle du résonateur. Or, suffisamment loin signifie un dé-
calage beaucoup plus grand que les constantes de couplage. Étant donné que la fréquence 
des qubits est de l'ordre du gigahertz, avoir des couplages de l'ordre de la centaine de 
mégahertz mène rapidement à une saturation de l'espace de fréquences lors de l'ajout de 
qubits, un phénomène appelé entassement spectral (spectral crowding en anglais). Opérer 
avec un couplage plus faible permet alors d'ajouter davantage de qubits dans un même 
résonateur tout en minimisant les couplages parasitiques. 
Transitions Landau-Zener-Stuckelberg 
Afin de diminuer davantage la relaxation Purcell et les interactions indésirables entre 
qubits, il est aussi envisageable d'ajuster la fréquence du transmon dans le temps afin 
de l'amener dans le régime de chevauchement uniquement au moment de la mesure. Ceci 
implique cependant que la fréquence du transmon traversera celle du résonateur. Alors 
que ce croisement peut entraîner une transition Landau-Zener-Stueckelberg [180-182] — 
c'est-à-dire un transfert cohérent de l'excitation du qubit vers le résonateur — lorsque 
le couplage est important, la probabilité de ces transitions est grandement réduite avec 
de faibles couplages. En supposant que la fréquence du qubit puisse être ajustée à une 
vitesse réaliste de v = 2n • 1 GHz/1 ns, on trouve ainsi une probabilité de transition 
de [183] P = 1 - e~2^> = 0.7 % pour un couplage g/2n = 13.5 MHz, alors que la 
probabilité monte à ~ 10% pour g/2n = 50 MHz et ~ 30% pour g/2w = 100 MHz. 
7.5 Résumé des résultats 
Dans ce chapitre, grâce à Tintuition développée avec le modèle analytique présenté au 
chapitre 5, j 'ai donné une explication d'un nouveau type de mesure de qubit démontrée 
expérimentalement par Reed et al. [122] et j'ai proposé deux régimes de paramètres dans 
lesquels des mesures existantes peuvent être améliorées. 
Tout d'abord, dans le cas d'un résonateur linéaire avec une mesure dispersive conven-
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tionnelle, j 'ai montré à la section 7.2 qu'il est possible d'obtenir un meilleur rapport 
signal-sur-bruit en choisissant la fréquence du résonateur pour qu'elle soit en-dessous des 
trois premières fréquences de transition du qubit. 
Toujours avec un résonateur linéaire, mais en augmentant la puissance de mesure, 
j 'ai montré à la section 7.3 que la fréquence effective du résonateur passe d'un régime où 
elle est fortement décalée par le qubit (à basse puissance) à un régime où elle rejoint la 
fréquence naturelle du résonateur (à haute puissance). Si le signal de mesure est résonant 
avec la fréquence naturelle du résonateur, cette transition est accompagnée d'une très 
forte augmentation du nombre de photon intra-résonateur, à la manière d'une avalanche. 
J'ai montré que, grâce à la structure multi-niveau du qubit, la puissance seuil à laquelle se 
produit cette transition dépend de l'état du qubit, permettant d'expliquer qualitativement 
les résultats expérimentaux de Reed et al. [122]. 
Finalement, j 'ai montré à la section 7.4 qu'un autre régime intéressant pour la mesure 
est le régime de chevauchement, dans lequel la fréquence du résonateur est située entre 
deux fréquences de transition du qubit (a>ii0 et 002,1)- Dans ce régime, j 'ai montré qu'il 
est possible d'obtenir une mesure par bifurcation dans un temps de mesure plus faible 
et avec une probabilité d'erreur plus faible qu'à l'extérieur de ce régime. Ceci est réalisé 
en utilisant un couplage qubit-résonateur beaucoup plus faible que ceux utilisés dans la 
majorité des expériences récentes (g/2n ~ 10 MHz versus 100 MHz). Les avantages et 
inconvénients de ce choix (couplage plus faible) sont discutés à la section 7.4.3. 
Conclusion 
Dans cette thèse, j 'ai étudié l'électrodynamique quantique en circuit supraconduc-
teur [3]. Plus précisément, j 'ai considéré un qubit supraconducteur couplé à un résona-
teur. J'ai considéré le qubit non pas comme un système à deux niveaux, mais comme un 
système à plusieurs niveaux, et le résonateur pouvait être non linéaire et a été modélisé 
comme un oscillateur anharmonique. Les paramètres utilisés pour les résultats présentés 
sont ceux d'un transmon [89], mais le modèle développé peut se transposer à d'autres 
types de qubits. 
En utilisant différentes méthodes analytiques, telles les transformations unitaires et 
l'élimination adiabatique, j'ai développé, à partir d'un modèle initial complet, un modèle 
réduit qui permet de décrire l'ensemble couplé qubit-résonateur comme deux systèmes 
découplés, le qubit étant décrit par une matrice densité et le résonateur étant décrit par 
quelques variables complexes. Ce modèle réduit traite de façon non linéaire la dépendance 
du champ intra-résonateur en fonction de l'état du qubit. 
J'ai aussi développé — en collaboration avec Steve Allen, analyste de calcul au Centre 
de calcul scientifique de l'Université de Sherbrooke et quelques autres membres de notre 
groupe de recherche — une librairie de calcul numérique efficace et très flexible pour la 
simulation des expériences d'éleetrodynamique quantique en circuit. J'ai pu, grâce à cette 
librairie, réaliser des simulations numériques extensives afin de reproduire des résultats 
expérimentaux et de tester le modèle réduit. 
J'ai comparé les prédictions du modèle réduit et les simulations numériques à des 
résultats expérimentaux obtenus par l'équipe de quantronique du CEA-Saclay [75]. Ces 
résultats expérimentaux consistent en la spectroscopie d'un qubit supraconducteur de 
type transmon couplé à un résonateur non linéaire pompé. Pour ces résultats, j 'ai consi-
déré les régimes de faible et de forte spectroscopie. 
Dans le régime de faible spectroscopie, la raie du qubit est décalée en fonction de l'am-
plitude de la pompe. Ce décalage est un indicateur du nombre de photons à l'intérieur du 
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résonateur. Pour certains régimes de puissance et de fréquence de pompe, le résonateur 
est bistable ou bifurque d'un état de faible amplitude à un état de haute amplitude du 
champ intra-résonateur, ce qui se traduit par un saut de la fréquence du qubit. La largeur 
de la raie de spectroscopie présente un comportement non-monotone en fonction de la 
puissance de pompe, augmentant près de la puissance de bifurcation ou de celle où la 
réponse du résonateur est la plus sensible aux variations de puissance, puis diminuant à 
plus haute puissance. Cette diminution à haute puissance est contraire au comportement 
attendu avec un résonateur linéaire, pour lequel la largeur de la raie augmente propor-
tionnellement à la puissance de pompe. En fait, la largeur de la raie du qubit est dominée 
par le déphasage induit par la mesure [120]. L'amplitude de ce déphasage est déterminée 
par la distance entre deux états pointeurs du champ électromagnétique correspondant 
aux deux états du qubit. Alors que cette distance ne fait que croître en fonction de la 
puissance de mesure pour un résonateur linéaire, elle est piquée pour un résonateur non 
linéaire. Dans les limites des approximations utilisées, les prédictions du modèle réduit 
concordent quantitativement avec les résultats des simulations numériques et les résultats 
expérimentaux. Cela suggère que, dans la limite où les états pointeurs correspondant aux 
deux états d'un qubit sont des états cohérents, un résonateur non linéaire peut atteindre 
la limite quantique sur la rétroaction T^>m > r m / 2 , où T^^ est le taux de déphasage 
induit par la mesure, et Tm est le taux de mesure. Je montre finalement que cette concor-
dance nécessite de modéliser la dépendance du champ électromagnétique (selon l'état du 
qubit) par une réponse non linéaire. 
Dans le régime de forte spectroscopie, la raie principale, au-delà de la puissance de 
bifurcation, est accompagnée de bandes latérales dont l'amplitude diminue lorsque la 
puissance de pompe augmente. La position de ces raies par rapport à la raie principale 
est donnée par la fréquence des fluctuations du champ électromagnétique autour de sa 
valeur moyenne. L'amplitude absolue des raies latérales est déterminée à la fois par le 
coefficient de compression du champ électromagnétique et par la distance entre les deux 
états pointeurs. Le ratio de l'amplitude des deux raies latérales est déterminé par le 
coefficient de compression, et peut ainsi servir comme sonde pour détecter la compression 
du champ électromagnétique. Dans ce régime, les approximations utilisées pour obtenir 
le modèle analytique montrent leurs limites, mais le modèle analytique concorde tout de 
même semi-quantitativement avec les résultats expérimentaux. 
Je suggère enfin qu'il est possible d'améliorer deux types de mesure d'un qubit su-
praconducteurs à plusieurs niveaux en modifiant le décalage entre le résonateur et les 
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fréquences de transition du qubit. Je montre qu'il est possible d'améliorer une mesure 
dispersive en positionnant la fréquence du résonateur sous celles du qubit, et d'améliorer 
une mesure par bifurcation en positionnant la fréquence du résonateur dans un régime 
dit de chevauchement du qubit. Finalement, j'explique comment les non-linéarités in-
duites dans le résonateur par le qubit — et dépendantes de l'état du qubit — permettent 
d'expliquer la mesure par avalanche, haute fidélité, monofrappe et haute puissance dé-
veloppée par l'équipe expérimentale de Rob Schoelkopf à l'Université de Yale [122]. Je 
montre que cette mesure ne fonctionne que si le qubit a plus de deux niveaux et qu'elle 
est destructive. 
Avec la complexification des nouveaux qubits supraconducteurs, il sera de plus en plus 
difficile de négliger leur aspect multi-niveaux. De même, la bifurcation dépendante de 
l'état du qubit confère aux résonateurs non linéaires un avantage certain comme appareil 
de mesure de l'état des qubits supraconducteurs, nécessitant un modèle non linéaire. Le 
modèle et les outils et méthodes développés et validés quantitativement dans le cadre 
de cette thèse deviennent ainsi un point de départ précieux pour étudier les expériences 
futures d'électrodynamique quantique en circuit. 
Plusieurs questions demeurent cependant ouvertes. Par exemple, il serait intéressant 
de savoir si un résonateur non linéaire demeure limité quantiquement dans la limite où 
les états pointeurs sont significativement comprimés, ou bien si la distance entre les états 
pointeurs devient importante. Pour trouver la réponse à cette question, il faudrait éliminer 
ces approximations dans l'obtention du modèle réduit. Il serait aussi intéressant de voir 
s'il existe d'autres régimes que le régime de chevauchement à exploiter pour la mesure si 
le couplage qubit-résonateur n'a pas les mêmes règles de sélection que celles supposées 
dans cette thèse. C'est le cas par exemple d'un nouveau qubit, le « tunable coupling 
qubit » [94,95]. On pourrait aussi penser à la possibilité de réaliser une mesure par 
avalanche dans un régime où le nombre de photons est moins important, afin d'avoir une 
mesure non seulement haute fidélité et monofrappe, mais aussi non-destructrice. Enfin, 
il serait intéressant d'étudier la dynamique de la bifurcation du résonateur et d'explorer 
comment les techniques de contrôle optimal peuvent être utilisées afin d'accélérer celle-ci 
pour diminuer le temps requis pour réaliser une mesure par bifurcation. 
Approximation séculaire 
L'approximation séculaire [7] consiste à laisser tomber des fréquences élevées dans le 
problème. On appelle aussi cette approximation l'approximation du référentiel tournant, 
ou en anglais, « rotating wave approximation » ou RWA. Dans cette annexe, j'explique 
dans quelle mesure cette approximation est valide. On suppose un hamiltonien de la 
forme 
H = 8a)a + rx (a* + a) + r2 ( a V * * + aeiAt) , (A.l) 
où 6 et A sont des fréquences et rx et r2 sont des constantes quelconques. Dans la 
représentation d"Heisenberg, l'équation d'évolution pour l'opérateur a est 
à(t) = -i [a, H] = -iôa + rx + r2e~iM. (A.2) 
La solution analytique de cette équation est donnée par 
a{t) = Ae-M - ^ + -p-.e~iAt. (A.3) 
w
 5 A-d ' 
où A est une constante d'intégration. On voit que, si A > 5, le dernier terme oscille 
beaucoup plus rapidement que le premier. Si l'on s'intéresse à des phénomènes dont la 
constante de temps est plus grande que 1/A, on peut donc laisser tomber le dernier terme. 
Si de même ri > r2, alors le deuxième terme domine le dernier et il est encore justifié de 
laisser tomber le deuxième. 
Un exemple d'utilisation de cette approximation est pour obtenir Fhamiltonien de 
Jaynes-Cummings. Si l'on passe dans un référentiel où l'on fait tourner le champ à la 
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fréquence um ~ ur et l'atome à la fréquence uc ~ uja, avec la transformation 
fl| _
 ei(u>maU+u>cirz/2)t (A.4) 
alors l'hamiltonien de Rabi 
^Rabi = u^a + ycr 2 + g{a) + a)ax (A.5) 
devient 
i / *
 bi = A r mata + % ^ + g ( a V . e " ^ ^ * + aa+e««*"-«*>) 
2
 (A-6) 
+ 5 ( a V + e ^ ^ ^ ) ' + aa_e i(aJ~+av)t) , 
où Ay = toi — ujj. L'approximation séculaire nous permet alors de négliger les termes 
qui oscillent à la fréquence um + u)c ^> {A rm, Aac} et d'obtenir l'hamiltonien de Jaynes-
Cummings dans l'approximation séculaire et dans le référentiel du laboratoire 
HJC = u)ra)a + ~az + ^(aV- + aa+). (A.7) 
Annexe B 
Obtention de l'équation maîtresse 
Dans cette annexe, on veut obtenir l'équation maîtresse à partie de considérations 
physiques. On suit de près le développement fait dans le chapitre 5 de Réf. [135], mais 
en l'appliquant spécifiquement au système qui nous intéresse. 
B.l Dérivation générale 
On considère un système en contact avec un ou plusieurs bains de chaleur. Dans le 
cas qui nous intéresse, le système serait composé des modes de la cavité et du qubit, et 
les bains de chaleurs seraient les modes du champ électromagnétique à l'extérieur de la 
cavité. On suppose que la situation peut se décrire par l'hamiltonien 
H = Hsys +HB +Hint, (B.l) 
où les hamiltoniens décrivent respectivement le système, un bain de chaleur, et l'interac-
tion entre le système et le bain. La matrice densité totale R du système couplé au bain 
obéit à l'équation 
R=-i [H, R]. (B.2) 
Comme on s'intéresse seulement au système, et non pas au bain, on veut obtenir la 
matrice densité réduite du système en prenant la trace sur les états du bain 
p(t)=TtB{R(t)}. (B.3) 
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B . l . l Passage dans la représentation d'interaction 
Pour simplifier les calculs, il est utile de passer dans la représentation d'interaction. 
On pose donc 
Rj(t) = é{H^HB)tR{t)e-i{H^+IiB)\ (B.4) 
ce qui implique l'équation du mouvement 
Rr(t) = -i{Hlnt(t),Rr(t)}, (B.5) 
J W t ) = el(H**»+HB)iHïnte-i{H*>»+HB)t, (B.6) 
où l'on a supposé que Hsy8 et HB ne dépendent pas explicitement du temps. Dans cette 
représentation, on peut obtenir la matrice densité réduite du système par 
p(t) = TrB Se-i(H»y»+HB)tjl(i^ei(Iisy*+HB)t^ 
= e~ i H s y 8V/(*)e i H s y s t , 
Pi(t)=TrB{RI(t)} (B.8) 
où l'on a utilisé la cyclicité de la trace, le fait que [HB, Hsy8] = 0 et que II B n'est qu'une 
fonction des opérateurs du réservoir. 
B.1.2 Intégration de l'équation du mouvement 
On veut maintenant intégrer formellement l'équation du mouvement Eq. (B.5). Pour 
ce faire, on suppose que le système et le réservoir sont initialement indépendants, de 
manière à ce que la matrice densité totale au temps t = 0 s'écrive 
RI(0) = R(0) = p{0)®pB. (B.9) 
On suppose aussi que le réservoir est assez grand pour que ses propriétés statistiques 
ne soient pas affectées par le système. On peut maintenant intégrer l'équation (B.5) et 
obtenir, au deuxième ordre 
Rt(t) = Rj(0) - i f dt1 [Hlnt(t'), Rj(0)} - [ dt' f dt" [Hlnt(t'), [Hlni(t"),Rj(t")}}. 
(B.10) 
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On dérive cette équation par rapport à t pour obtenir l'équation intégro-différentielle 
Â7(0 = -i [Hsys(t), Rj(0)} - I dt' [Hint(t), [Hlnt(t% Rtf)]]. (B.ll) 
Jo 
B.1.3 Trace sur les états du réservoir 
On peut maintenant prendre la trace sur les états du réservoir de chaque côté de 
l'équation (B.ll) et obtenir 
pj(t) = - f dt'TrB {{Hlnt(t), [HÏBt(t'), Rj(t')}}} , (B.12) 
où l'on a supposé que TTB {H\ntRj(0)} — 0. Cette supposition implique que H\nt n'a aucun 
élément de matrice diagonal dans la représentation où HB est diagonal. Tel que mentionné 
dans [135], il est toujours possible de redéfinir HBys et Hint pour inclure n'importe quel 
élément diagonal dans i/syS. Cette supposition n'est donc pas très restrictive. 
Il est maintenant nécessaire de faire deux autres approximations. L'approximation de 
couplage faible, aussi appelée l'approximation de Born, suppose que H\nt est beaucoup 
plus faible que HB OU Hsys et que l'état du réservoir n'est pas signincativement changé 
par le système. Dans ce cas, il est raisonnable de remplacer Ri{t') dans Eq. (B.12) par 
Ri(t')ttPl(t')®pB. (B.13) 
Enfin, l'approximation de Markov suppose que les temps de corrélation du réservoir 
sont beaucoup plus courts que les temps caractéristiques du système. Dans ce cas, on peut 
supposer que, sur le temps pendant lequel les fonctions de corrélation dans Eq. (B.12) 
sont appréciables, l'état du système ne change pas. On pose donc pi(t') = pi{t). De plus, 
pour t beaucoup plus grand que les temps de corrélation du réservoir, on peut mettre la 
borne inférieure de l'intégrale de Eq. (B.12) à —DO. On obtient alors 
/•OC 
p, = - dTTTB{[Hlnt(t),[Hlnt(t-rlpi(t)®pB]]}. (B.14) 
Jo 
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B.2 Application à l'électrodynamique quantique 
Soit Hsys, l'hamiltonien du système, et S, un opérateur du système tel que 
eiHsystsu)e-iHsytt = 5 ( t ) e - « ^ (B15j 
L'hamiltonien du système pourrait par exemple être celui de l'atome ou de la cavité et 
l'opérateur S pourrait être a ou a_. On suppose que le système est couplé à un bain 
d'oscillateurs harmoniques [184] dont l'hamiltonien est 
/ •OO 
HB = / ub\u)b{ui)dui, (B.16) 
Jo 
où b^(uj) détruit (crée) une oscillation dans le mode de fréquence UJ. On écrit alors les 
états du bain comme 
b\u')\ujtn) S>|V»> = S(u' - u)y/d(u)y/n + l\u,n+ 1) & \if)) 
(B.17a) 
+ [1 - 8{fJ - u>)\ \u, n) ® & V ) M , 
&(u/) |u;, n) g |t/>) = <5(w — a/) \Jd{ui)y/n \u,n— 1) g) |^) 
+ [1 - £(u/ - w)] |w, n) (8) 6(u/) \i/>), 
où rf(a;) est la densité de modes du bain à la fréquence wet \ip) représente l'état du bain 
excluant le mode de fréquence UJ. On voit que, si u/ = UJ, une excitation est ajoutée dans 
le mode de fréquence u) et le reste de l'état du bain n'est pas touché. On est donc dans 
une notation où les fréquences sont continues, mais le nombre d'occupation de chaque 
mode est discret. Les états de chaque mode UJ sont orthogonaux entre eux. Ces états ont 
les relations de fermeture et d'orthonormalité suivantes 
/•OO 
1 = 2_. / d{ui)dui \ui, n) (UJ. n\, (B.18a) 
{u. n|u/, n') - -^-?ô(u> - u/)ôn,n.. (B.18b) 
On peut écrire l'hamiltonien d'interaction entre le système et le bain comme 
/•OO 
Hi= (f%uip(w)S + f(u)b(u)&)y/dfâdu). (B.19) 
Jo 
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On passe maintenant en représentation d'interaction en appliquant la transformation 
ei(HB+HsyB)t s u r l'hamiltonien d'interaction. On obtient 
#int = AtfâSe-""* + A{t)Sh™st. (B.20a) 
A\t) = / f*(uj)tf(u)ewty/d&)duj. (B.20b) 
Jo 
où l'on a introduit les opérateurs A^(t) pour simplifier la notation. On peut maintenant 
appliquer l'équation Eq. (B.14) avec cet hamiltonien d'interaction. 
Pour simplifier les calculs, on suppose que les corrélations du type (A(t)A(t — r)) et 
(A^(t)A*(t — r ) ) sont toutes nulles. Cette supposition est vérifiée entre autres pour un 
état thermique. On obtient alors, pour l'équation maîtresse pour le système 
Pl = [(C2 + C3)SPl& - Cz&SPl - CiPi&S] - [ ( d + C4)S*piS - dS&pr - C4PlS&] , 
(B.21) 
avec les fonctions de corrélation 
/»oo 
d= / dre-iu'TTrB{A\0)A{T)pB}, (B.22) 
Jo 
/•oc 
C2= dTe-^TTrB{A(r)A\0)PB}, (B.23) 
Jo 
roo 
C3= dTe^rTvB{A(0)A^(T)pB}, (B.24) 
Jo 
/•oo 
C 4 = / dre^Trs {A*(T)A(0)PB} . (B.25) 
Jo 
Pour obt,enir ce résultat, on a supposé que le réservoir n'est pas affecté par la présence du 
système, et qu'il est dans un état stationnaire, de sorte que les corrélations ne dépendent 
pas de t, mais seulement de r. En d'autres termes, on a posé TÏB {À*(t)A(t — r)pB} = 
TvB{Ai(0)A(T)pB}. 
On suppose maintenant que le réservoir est dans un état thermique. Sa matrice densité 
est alors donnée par 
roc 
PB = J2 / p(w> n ) ° ^ k n> (^ n\ » (B-26) 
où P(uJ,n) est la densité de probabilité de trouver n excitations dans un intervalle infi-
nitésimal autour de UJ dans un état thermique. 
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On peut alors écrire la fonction de corrélation Ci comme 
/>oo />oc />oc 
Ci = / dre'1^ / y/d(û)dw l
 y/d{u)')dJr{u)f{tJ)eiufTrïiB {b*(u)b(u/)pB} . Jo Jo Jo (B.27) 
La trace sur les états du réservoir donne 
/ •OO /-OO 
TrB{tf(uj)b(u)')pB} = V / dw1 / du2<i(u;2) <u;2,n2 ^ ( o / M ^ O ^ i , " ! ) ! wi,ni) 
ni,n2 J° J° 
x (wi,ni|w2,n2) 
d(a»i - w2)5„1)Tl2 / •OO /-OO 
= Y] I dui dw2d(w2)P(wi,ni)-
x <w2,n2 |bt(u;)6(a;')|a;1,n1) 
/•OO 
= 2> / du)\P{u)\, n\)ni{u\)8{uj — u\)8(<J — uj\) 
= n(u))6(u) — u'), (B.28) 
où n(u;) = l/[exp(ïko/kBT) — 1] est le nombre moyen d'excitations dans le réservoir à la 
fréquence u, et n\{u\) est la population de l'état \u>, ni) à la fréquence u. 








)Tdr = TT<5(U;S - a/) - iP
 ; , (B.29) 
Jo 0JS — u 
où P est la partie principale. On obtient alors pour la fonction de corrélation 
/•OO 
Ci = 7r / \/d(oj)du!\/d(ua)f*(ui)f(u}s)n(ui)ô(uj — UJS) + iCu Jo 
= nd(u)s) \f(us)\2 n(ujs) + iCu. 
De la même façon, on peut calculer les autres fonctions de corrélation et obtenir 
(B.30) 
CA = C; (B.31a) 
C2 = C*3 = -nd{uj8) \JM\2 (n(us) + 1) - iC3I. (B.31b) 
Dans ces équations, Cu et C3/ sont les intégrales des termes qui dépendent les parties 
Chapitre B : Obtention de l'équation maîtresse 182 
principales. En posant j s = 2ird(us) \f(u/s)\ , on obtient alors l'équation du mouvement 
Pi = -iCu [&S,
 Pl] + iCu [SSl PJ] + <y,[n(w.) + l]V[S]Pl + 7.[fi(u;a)]Z>[5t]p/, (B.32) 
avec V\L]p — (2LpLt — iJLp — plJL)/2. Si l'hamiltonien du système est une fonction de 
S* S et de 55*, les parties imaginaires des fonctions de corrélation agissent comme des 
décalages de fréquence. Puisque, expérimentalement, on ne contrôle pas le couplage au 
bruit, il est impossible de les dissocier des fréquences du système en l'absence de bruit. On 
absorbe donc généralement ces fréquences dans les fréquences du système, à la manière 
du décalage de Lamb. On a alors l'équation maîtresse 
Pi = ls[nM + l\D[S)Pl + ia[n(u8))V[&)Pl. (B.33) 
On peut appliquer directement ce résultat au qubit et à la cavité. Avec l'hamiltonien 
du qubit H = u>aaz/2 et 5 = <r_, on a alors elHta-e~lHt, et donc 
Pi = l[nM + l]T>W-]pi + l{n(ua)}V\a+]Pl, (B.34) 
avec 7 = 2-nd1(ua) |/7(u;0)| , où d1 et / 7 sont la densité de modes du bain couplé au qubit 
et la force du couplage entre les deux. De la même façon, pour la cavité, avec H = u>ra)a 
et 5 = a, on obtient 
pi - K[n(ur) + l]V[a\pi + K[n(ur)]V[(J]pi, (B.35) 
où K = 2ndK,(ior) \fK(wr)\ , où dK et fK sont la densité de modes du bain couplé à la cavité 
et la force du couplage entre les deux. 
Si l'on suppose maintenant une température nulle pour les deux réservoirs, le nombre 
d'excitations est alors zéro. En supposant que le qubit et la cavité forment deux systèmes 
indépendants, l'équation maîtresse pour la matrice densité du système combiné se réduit 
alors à 
Pi = KD[a]pj + ~/V[<T-]pi. (B.36) 
On peut alors revenir en représentation de Schrôdinger et obtenir 
p = -i [Hsys, p] + KD[Q\P + 7Î>[<T_]p. (B.37) 
Annexe C 
Dépendance temporelle d'une 
transformation unitaire 
Le but de cette annexe est d'obtenir une forme compacte pour l'expression Ù^U, où 
U = e u et U* = —U. Pour ce faire, on commence par calculer l'expression jt [eu^] e~u^ 
que l'on peut développer en série 
£ [e"«>] *""«> = Es("') 
/=o 
V ^ ( 1) jjk 
jt=0 k\ 
( C l ) 
où j'ai utilisé la distributivité de la dérivée. On peut ensuite dériver le produit en intro-
duisant une autre somme 
d 
1=0 jk=0 
(-1) k <- ! 
dtl J f-^f^ l\k\ ^ 
+k (C.2) 
t = 0 
On utilise ensuite la propriété des sommes infinies 
oc oo oo k 
E E w ^ E E w - o (C.3) 





k / _ 1
 (-1\(k-l) 
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On inverse ensuite l'ordre des deux dernières sommes avec l'identité 
k l-l fc-l k 
] C X X / = X] Yl a<>' 
1=0 i=0 t=0 l=i+l 
pour obtenir 
dt 
[e11^] e-u^ = J2 
fc=0 
fc-l k 
EE K ) utTJUk-l-t 
0 l=i+l v ' 




e v ' e = E 
fc=0 
fc-l 
Y,uiûuk-'-i\ J2 {~1)ik~l) 
i=0 
On peut alors calculer la dernière somme 




l\{k-l)\ k(t\)(k - i - l)\ k\(k-i-l)\i\ ' 
On obtient alors 





t = 0 
z-i-i \k -U- jpjjjjk-x-i 
( J f c - l - i ) M 




é£(*-* ) ! î ! 
Ainsi, en combinant les deux dernières équations, on a montré que 
Un corollaire est que 
fc=i 









( C i l ) 
(C.12) 
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Ce corollaire peut être démontré avec la relation d'Hausdorff (3.2), 
Culjt[eim}e-u{t)\=euÛe~u. (C 
Comme U commute avec e~u, on en déduit le corollaire ci-dessus. 
Pour une transformation unitaire II, on peut en déduire que 
Ùt(t)U(É) = j t (e"uW) e u « = f ; ^ p C u _ 1 Û . (C 
fc=i 
Comme U^ = —U, on peut calculer le conjugué hermitique en utilisant 
(CuX)t = (-CutXt) = CVX\ (C 
pour obtenir 
OO / 
k\ u(oùt(o = -"£ {-J-C^IJ = -ùt(t)u(t). (c 
fc=i 
Annexe D 
Exemple d'un code avec SQUACK 
Code D.l - demo/demo_exe.-simple.cpp 
1 # i n c l u d e "matrix.h" 
2 # i n c l u d e "systemfactories.h" 
3 # i n c l u d e "utilities.h" 
4 # i n c l u d e <iostream> 
5 using namespace std; 
6 int main() { 
7 GenericParameterFilelnterface gpfi("param_simple.dat"); 
8 double wa = gpfi.GetParam<double>("wa"); 
9 double wr = gpn.GetParam<double>("wr"); 
10 vector<int> ho_bounds = gpfi.GetVector<int>("ho_bounds"); 
i l complex<double> g = gpfi.GetParam<complex<double> >("g"); 
12 vector<double> intervaLbounds = gpfi.GetVector<double>("intervaLbounds"); 
13 double gphi = gpfi.GetParam<double>("gphi"); 
14 double gamma = gpfi.GetParam<double>("gamma"); 
15 double nth = gpfi.GetParam<double>("nth"); 
16 HarmonicOscillatorFactory ho(ho_bounds[0],ho_bounds[l]); 
17 TwoLevelSystemFactory tls; 
18 DSDGMatrbc idho = ho.IdentityQ, id2 = tls.Identity(); 
19 DSDGMatrix sz = idho~tls.operator_sz(); 
20 DSDGMatrix sm = idho~tls.operator.jsm(); 
21 DSDGMatrix sp = idho*tls.operator_jsp(); 
22 DSDGMatrix ad = ho.operator_ad()"id2; 
23 DSDGMatrix N = ho.operator_N()"id2; 
24 DSDGMatrix H_0 = wa/2.0*sz + wr*N; 
25 ZSDGMatrix H J = g*(ad*sm)+conj(g)*(ad*sm).dagger(); 
26 ZDUHMatrix rho = ho.rho_state_fock(0)"tls.rho_state_e(); 
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27 
28 //solmng for the stationnant state 
29 ZSDGMatrix slinblad = shamiltonian(H_0+H-l) + gphi/2*sdissipation(sz); 
30 slinblad + = gamma*(nth+l)*sdissipation(sm); 
il slinblad + = gamma* (nth)*sdissipation(sp); 
32 ZDUHMatrix rho_stationnary = ZDFGMatrix(slinblad).singularState(0); 
33 
34 //building a master équation 




39 ME.addDissipator(gamma* (nth+1 ) ,sm,sp*sm) ; 
40 ME.addDissipator(gamma*(nth),sp,sm*sp); 
41 //solmng the master équation 
42 double t = interval_bounds[0], tf = interval_bounds[l]. tk = t, intervalsize = 0.01, stepsize = 
1.0e-3; 
43 while (t < tf) { 
44 tk + = intervalsize; 
45 evolveSystem(t,tk, stepsize ,rho,&:ME); 
46 coût < < t < < "\t" < < trace(rho,sz).real() < < "\t" < < trace(rho,N).real() < < "\t" < < trace( 
rho_stationnary,sz).real() < < "\t" < < trace(rho.jstationnary,N).real() < < endl; 
47 } 
48 
49 //compute the eigenstates and eigenenergies of the Hamiltoman 
50 ZDFGMatrix eigenvecs; 
51 DSDGMatrix eigenvals; 
52 (H_0+H_l).eigensystem(eigenvals,eigenvecs); 
53 coût < < eigenvals < < endl < < eigenvecs < < endl; 
54 
55 //compute two—times corrélation function for sm(t) sp(0) 
56 int ntimes = 100; 
57 double times[ntimes]; 
58 for (int i=0; i<ntimes; i++) times[i] = i*0.003; 
59 complex<double> output_array[ntimes]; 
60 computeTwoTimesCorrelationFunction(ntimes,times,le-5,sm,sp,rho,&ME,output_axray); 
61 
62 //compute the Q and Wigner function for a density matnx 
63 Grid2D< double > grid; 
64 grid.xmin = -5.0; 
65 grid.xmax = 5.0; 
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66 grid.xstep = 0.05; 
67 grid.ymin = — 5.0; 
68 grid.ymax = 5.0; 
69 grid.ystep = 0.05; 
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