Abstract-In the effort to build a sustainable society, smart home research attention is being directed toward green technology and environmentally-friendly building designs. In this paper, we analyze the distribution of home energy consumption, and then present both linear and non-linear regression learning models for predicting energy usage given known human behavior and time-scale features. To guarantee the validity of our methods, two real-world data sets collected over three months are applied into training the models. Based upon our learning models, a webbased end-user system is developed for providing users feedback about behavior-based energy usage to promote energy efficiency and sustainability through behavior changes.
I. Introduction
In 2010, the United States consumed 98,003 Quadrillion Btu of power energy. This is a 200 percent increase from 1949 [1] . The growth of energy usage is not entirely due to manufacturing plants and automobiles, as is often assumed. In fact, worldwide residential sector is responsible for 16-50% of energy consumption consumed by all sectors [2] . Society is becoming increasingly aware of the impact residential lifestyle choices make on energy usage and the environment. As a result, there is an urgent need to develop technologies that examine energy usage in homes to encourage energy efficient behaviors.
Although households and buildings are responsible for over 40 percent of energy usage in most countries [3] , many residents still receive little or no detailed feedback about their personal energy usage. A power utility bill traditionally provides information about a month's total energy consumption and a total price to be paid, leaving homeowners to guess what might explain a higher or lower than usual bill. Earlier studies have shown that home residents reduce energy expenditure by 5-15% just as a response to acquiring and viewing raw energy usage [4] . Residential behavior, which varies widely, can influence energy usage significantly in a given house [5] . Clearly, the typical utility bill provides no information about the relationship between residential behavior and corresponding energy usage. Occupants behavior with regards to use and settings of appliances is difficult to be captured in normal homes. Since behavior-based energy information is capable of encouraging individuals to modify habits in ways that would be beneficial for both the household and community, it would be desirable to develop technologies that could extract the information from the home and communicate it to residents.
A smart home environment is one that acquires and applies knowledge about its residents and their physical surroundings in order to improve their experience in that setting. Such home environments, equipped with sensors for detecting motion, light level, temperature, and energy and water consumption, are ideal testbeds for investigating techniques of inducing behavior changes to reduce energy usage.
The long-term vision for this project is to enhance understanding of human resource consumption and to provide tools that promote resource efficiency in smart homes. We hypothesize that providing users with behavior-based knowledge of energy consumption, suggestions for energy reduction will result in more substantial decreases in overall consumption. This view is supported by an increasing body of work that links awareness of energy consumption and its impact to behavioral change [6] . Additionally, we hypothesize that energy consumption is correlated with human activities and can therefore be predicted using smart home-based sensor information. These hypotheses are validated by implementing algorithms to perform these steps and evaluating the algorithms using two real data sets collected in smart apartments. Finally, a discussion of how the results of this work can be used to give smart home residents feedback on their energy consumption is included.
II. Related Work
Using sensor technology combined with data mining and machine learning, many researchers are now working on smart environments which can discover and recognize residents' activities and respond to their needs in a context-aware way [7] . As household consumption of electricity has been growing dramatically, the need to develop technologies that improve energy efficiency and monitor energy usage in a household is emerging as a critical research area.
Technologies to address this need are beginning to emerge. Non-intrusive appliance load monitoring [8] have been designed to detect the turning on and off of individual appliances in an electrical circuit. Several academic studies focused on this topic to estimate residential energy levels based on appliance usage [9] [10] . With respect to energy conservation, some industrial products focus on providing energy information services and saving tips to residents. Google PowerMeter [11] is a free energy monitoring tool for saving energy by providing energy information via smart meters. The companies, such as Microsoft Hohm [12] and Opower [13] , apply statistical methods and data mining algorithms to analyze a home's raw utility data and give customers usable energy saving tips. However, these works are orthogonal to this paper, in which we provide users with feedback that is actually related to resident behavior in the home. Likewise, several studies exist that predict building energy consumption at a highly aggregated level for a large collection of buildings [14] , but these studies also differ from our work, as we consider human behaviors in an individual building as primary features for predicting energy usage.
In comparison to other past works, several different contributions are offered by this paper. The data sets we use are capable of representing realistic resident patterns over the monitoring period, since our monitoring did not affect the residents daily routine. We also analyze the specific distribution of power usage in home environments while residents performed these daily routines; we use machine learning techniques to build predictive models, and finally we present a web-based end-user interface for providing users with the feedback of their energy consumption together with a visualization of their behavior patterns. The result of this work can be used to improve energy efficiency in homes by behavior changes.
III. CASAS Smart Home Environment
The CASAS smart home environment testbeds used to analyze energy usage are apartments located on the Washington State University campus. As shown in Figure 1 , the Kyoto smart home apartment testbed consists of three bedrooms, one bathroom, a kitchen, and a living/dining room. Only the first floor of the Tulum apartment is monitored, which consists of a living room, dining room, kitchen, and bathroom. To track peoples location, we use motion sensors placed on the ceilings. The circles in the figure stand for the positions of motion sensors. They facilitate the tracking of residents as they move through the space. In addition, the testbeds also include temperature sensors as well as custom-built analog sensors to provide temperature readings and hot water, cold water and stove burner use. A power meter records the amount of instantaneous power usage and the total amount of power consumption. An in-house sensor network captures all sensor events and stores them in a SQL database for later analysis. The sensor data gathered for our SQL database is expressed by several features, summarized in Table I . These four fields (Date, Time, Sensor ID and Message) are generated by the CASAS data collection system automatically. To provide real training data, data was collected from each apartment while two sets of two volunteers were living in each space. The training data was gathered during two months in Kyoto and three months in Tulum respectively. More than 100,000 sensor events were generated in each site during this time. All of the experimental data 1 are produced by the dayto-day lives of these residents, which ensure that the results of this analysis are applicable to other real-world environments.
IV. Home Energy Data Distribution
A preliminary analysis of energy data is used to explore the distribution of energy usage, which our prediction models are developed based upon in the following section. Figure  2 shows density functions of energy consumption per hour for our two smart environments. The figure illustrates that the energy usage per hour in smart environments roughly follows a log-normal distribution skewed to the left. This means that energy consumption in the house varies multiplicatively between different hours: most of the time, energy usage stays at a relatively low level, but the hours in the high percent of energy usage consume several times as much energy as the hours in the low percent. The result that hourly energy usage in an individual house approximately follows a log-normal distribution is interesting. In fact, there are various branches of phenomena in economics and science that roughly follow lognormal distributions [15] , including some features that may influence energy consumption, such as income and age of marriage. In particular, energy consumption of different buildings is also verified to roughly follow a log-normal distribution [14] . Since there may be some noise or abnormalities existing in raw energy usage, we only consider log-scale energy usage falling within three standard deviations of the mean, which means that 99.7% of the instances can be applied toward future energy prediction.
To predict energy consumption, we assume that energy consumption has a measurable relationship with residents routine activities, which can be detected using motion sensors installed in the celling. These activities are either directly or indirectly associated with a number of electrical appliances and thus have a unique pattern of power consumption. To illustrate this relationship between behavioral patterns and energy consumption, Figure 3 plots the total frequency of motion sensors against energy consumption per hour. Although there is, not unexpectedly, plenty of noise, there is also an obviously linear relationship between motion sensor frequency and power consumption, indicating that the levels of energy consumption growth in direct proportion to users activities at home. We argue that energy consumption can be measured more accurately given greater sensor density and diversity. The next section will be further to exploit different known features used to derive predictive models of energy consumption.
V. Data Features and Feature Selection
Before illustrating the predictive techniques we use for our data sets, we summarize the specific features we extract from raw data as well as the feature selection techniques we use to identify the maximum relevance features for this paper. The features used to predict energy are shown in Table II .
Since a large number of features are generated during feature extraction, it is necessary to determine which features are the most important factors to determine energy prediction. To identify these features, we employ a heuristic minimum-Redundancy-Maximum-Relevance (mRMR) [16] selection framework, which selects features mutually far away from each other that still maintain high relevance to the final target. In mRMR, Max-Relevance is used to determine 
Since the Max-Relevance features may have a very high possibility of redundancy, a minimal redundancy condition can be added to select mutually exclusive features:
Thus, the operator φ(D, R) is the mRMR criterion combining the above two constraints:
By applying the mRMR, the most relevant and leastredundant features among the candidate features are selected. Table III lists the top six important features from Kyoto and Tulum, respectively, which would be expected to have a large impact on energy consumption. Inspecting the results of feature selection, some specific motion sensor features and time-related features have been selected. In Kyoto, one each sensor from Kitchen/Bathroom is selected and two Bathroom sensors also are chosen in Tulum. It makes sense that residents staying in the Kitchen are very likely to do some cooking, while they may consume a plenty of hot water to have a shower in the bathroom. All of these activities are very likely to generate specific energy patterns. The sensors in the Living/Bedroom are also selected by feature selection. The participants movement patterns throughout the space are either directly or indirectly associated with a number of electrical appliances and thus have a unique pattern of power consumption. For example, when the residents perform the activity in the bedroom, they may turn on a light and operate the computer. It should be mentioned that some timebased features (Length of day, Day of week, and Time of day) are selected, indicating that the residents may generate various energy usage patterns under different time periods of a single day or days during a week. Thus, those features can also be acted as important factors for energy prediction.
VI. Predictive Models
In this section, we present machine learning techniques for predicting energy consumption based upon sensor features. It should be noted that we are not planning to predict energy consumption very precisely, since energy usage mainly depends on residential preferences on using electrical appliances in the houses, which is hard to be captured by our current sensors. The purpose of this section focuses on providing users basic information about the distribution of their energy consumption based upon their personalized behaviors. In this section, we focus on using real-valued regression for predicting just the total energy consumption. Generally, the learning models have the form as follows:
Here y denotes the predicted energy consumption, x denotes a vector of known features described above, and ε denotes a zero-mean error term. The goal of our task is to find a function f (x) that has at most deviation from the actually energy usage for all the training data. Two well-known machine learning models were leveraged into this work: a linear regression model and a support vector machine. Additionally, since there may be some concerns of known features that may potentially follow non-linear function, a non-linear kernel function is considered to be applied into support vector machine regression models discussed later.
A. Linear Regression Model
A linear regression model [17] is applied to model the linear relationship between one or more input features x ∈ R n and target variable y. The linear regression model
for parameters β ∈ R n , and the error term is modeled by a Gaussian distribution. Given a data set {x i , y i } n i=1 , the maximum likelihood estimates of β can be calculated by the least squares method. The relevant parameters of the models are defined as:
. . .
The least squares method finds its optimum when the sum of squared residuals S is a minimum value.
For linear regression models, the properties of the relevant estimators are easier to determine comparing to nonlinear models. However, there may exist a nonlinear relationship between known features and energy consumption, a support vector machine with a nonlinear kernel will be considered in the next part for exploring such a nonlinear relationship.
B. Support Vector Machine Regression Model
A support vector machine (SVM) model [18] is an optimal algorithm, which maximizes the margin between training examples and class boundary. It can be applied into both classification and regression problems. In the regression case, SVM estimates the model parameters by minimizing the risk, which is measured using Vapniks ε-insensitive loss function. Given a training data set, a SVM regression (SVR) function can be described as follows:
Here ω and b represent the estimator of SVM model, φ(X) is a map from the original data space of X to a highdimensional feature space. To obtain the parameters of ω and b, the SVR function can be solved by the following constrained optimization problem by introducing the positive slack variable ξ i and ξ * i as follows:
Finally, by applying Lagrange multipliers and the optimal constraints, the SVR problem can be solved by
The target function can be computed by
Where K(x i , x j ) = (x i ) * (y i ) is defined as the kernel function. The main purpose of kernel functions is to deal with non-linear feature spaces without calculating the map φ(x) explicitly. For our task, we use a linear kernel K(x, y) = x * y and a non-linear kernel K(x, y) = (x * y + 1) 2 , which are applied to explore a linear and non-linear relationship between known features and energy consumption respectively. The Sequential Minimal Optimization (SMO) [19] is reported to be an effective method for improving scaling of the training set and computation time of the SVMs. In our study, the SMO is applied to training the SVMs for solving energy prediction problem.
VII. Experimental Results and Analysis
Two series of experiments were performed for energy prediction in smart environments. The first experiment uses the sensor data collected during two months in the Kyoto testbed. In the second experiment, we collected data for three months from the Tulum testbed. We evaluated the performance of the algorithms based on a 10-fold cross validation: the data instances was randomly divided into 10 approximately equalsized groups, then trained the algorithms over nine of the total groups and tested on the remaining one; we repeated the procedure 10 times for each of the 10 groups, and the average error and correlation coefficient over all the instances were reported. Tables IV and V show the performance of alternative algorithms on two data sets. The algorithms were evaluated by two metrics: (1) correlation coefficient (R), which measures how a regression model fits the data sets; (2) root mean squared error (RMSE) on the energy consumption. Five different time windows were selected for testing the performance on various time scales (1-hour, 4-hour, 6-hour, 8-hour, 1-day). In the Kyoto data set, as seen in Table IV , the SVM with a linear kernel obtains the best overall performance both on correlation coefficient and RMSE. The simple linear regression model is only marginally worse than the linear SVM, which performs much better than the SVM with non-linear method. For the Tulum training data in Table V , the performance between linear regression model and the linear SVM is very close, which is hard to determine which one is overall better than the other one. Both of these perform better than the non-linear SVM method. We argue that the linear models are preferable for energy prediction in smart environments. It also proves our potential assumptions that the intensity of residents behaviors has a strong linear relationship with energy consumption in houses.
In comparison of the effect on time windows, the Kyoto data instances with 6-hour time window can be best fitted by the predictive models. The regression models can fit best under the 8-hour window for the Tulum data set. It should be noticed that all three regression algorithms are not capable of fitting the Tulum data instances very well under the 1-day scale. The possible reason is that the residents in the Tulum have very similar behavior patterns in one-day scale, which is hard to be captured by the regression models. By comparing the overall performance between the Kyoto and the Tulum, energy consumption in the Kyoto environment can be predicted better by the models. We checked raw power values of the Kyoto and Tulum data sets respectively. We found out that the wave shape of power values in the Kyoto fluctuates dramatically. On the contrary, the Tulum energy usage keeps very smoothly and steadily under different intensity of residential behaviors. That is because there are more and heavier electrical appliances installed in the Kyoto, such as air conditioner, water heater, which may consume much more energy. Due to the different sizes of time windows, it is hard to compare the RMSE of the models under different time windows. Thus, we normalized the RMSE of all time windows to 1-hour scale RMSE as shown in Figure 4 . From the figure, for both Kyoto and Tulum, the normalized RMSEs continue to decline dramatically with the size of time windows increases except the Tulum one-day window as discussion above. It is also interesting that the normalized RMSE in the Tulum is overall lower than the Kyoto normalized RMSE although the Kyoto data can be fitted much better by the models based on the standard of correlation coefficient. One possible explanation is that the Kyoto residents generate more energy at unusual times.
VIII. Web-based Energy Prediction Interface
The last component of our system is a behavior-based feedback tool to promote energy sustainability in everyday environments. We focus on a pervasive approach to promote sustainability behavior. Based on regression models described in the previous sections, an end-user application, called CASASviz, is developed as a web-based solution and can therefore run on a computer display or a mobile device. Figure 5 (a) shows a line chart for letting residents view and compare predicted energy usage generated by our prediction models and true energy usage in real time. An accompanying activity map and two bar charts, as shown in Figures 5(b) , 5(c) and 5(d), also allow users to quickly determine their energy consumption and the corresponding activities in the environment that impacts their energy utilization. A preliminary web demo of this tool is available at the website 2 . Although the interface can demonstrate residents' energy usage and their corresponding activities, there are still many open issues regarding this interface. The types of medium need to be more explored to communicate the users effectively, by conducting a survey regarding their requirements. Moreover, the information of the interface can be explained in detail. For example, the users can be noticed about the detailed usage of the appliances while certain activities are associated with higher energy consumption, and further provide the feasible tips to promote behavioral change for energy efficiency. All of these works are planning to be explored in our future work.
Since our approaches based upon user preferences are fully data-driven, our models are applied particularly to the residents living in our smart environments. Without loss of generality, our models can be also set up for other similar smart environments.
IX. Conclusion
In this paper, we consider the influence of in-home behaviors on energy usage. In particular, we analyze the distributions of energy consumption from two smart environments. We further identify the role of behaviors for energy usage by using machine learning methods to map activities performed in the environment with their corresponding energy usage. Finally, we proposed a web-based interface to use this information that allows individuals to perform their daily activities in a more energy-efficient manner.
In our ongoing work, we plan to install more sensitive power meters in order to capture more accurate changes in energy consumption. To extend our existing work, we will implement in a greater variety of households, which will allow us to determine whether energy prediction, energy usage trends exist and generalize across multiple settings. Finally, we will evaluate our web-based application to determine effects on sustainable behaviors and energy consumption.
