Abstract. In this paper a biologically-inspired model for recognition of overlapped patterns is proposed. Information processing along the two visual information processing pathways, i.e., the dorsal and the ventral pathway, is modeled as a solution to the problem. We hypothesize that dorsal pathway, in addition to encoding the spatial information, learns the shape representations of the patterns. In our model dorsal pathway uses shape knowledge as a top-down guidance signal to segment the bottom-up saliency map of the overlapped patterns. Segmented map is used to modulate processing in the ventral pathway. Pattern segmentation in the dorsal pathway is implemented as an interactive process. Interaction between the two pathways leads to sequential recognition of the overlapped patterns along the ventral pathway, one after another. Simulation results support the presented hypothesis as well as effectiveness of the model. 
Introduction
Recognition of overlapped pattern is a complex computational problem. This problem involves two fundamental issues in the field of machine vision, i.e., pattern segmentation and pattern recognition. The main difficulty in the recognition of overlapped patterns is accurate segmentation of individual patterns. Traditional visual information processing theories [1] [2], consider the segmentation and recognition as two independent process and, suggest that segmentation proceeds and facilitates recognition. In the same way, most of the computational vision models [2] [3] tackle the problem of overlapped patterns with a bottom-up, 'Recognition followed by segmentation', approach. In this approach segmentation is performed by using imagebased information only. But, these bottoms-up approaches cannot perform segmentation satisfactorily in the absence of top-down cues. There are evidences from the human vision studies [4] that high-level, class specific cues play an important role in image segmentation.
Human visual system has very good object recognition ability under large variations in conditions. In the event of many objects in the visual field, the phenomenon of visual attention helps to select and process one object at a time. Visual attention can be best understood in terms of two stream hypothesis. These streams are the ventral stream or 'What' pathway and the dorsal stream or 'Where' pathway. The ventral stream is responsible for recognizing and identifying objects while the dorsal deals with the spatial information associated with objects. The interaction between these two pathway lead to focus of attention on one of the many objects present in the scene. In this work we hypothesize that the dorsal channel learns the shape knowledge of the patterns to segment saliency map of the overlapped patterns as an interactive process. Recent studies in neuroscience [5] [6] indicates that neurons in lateral intraparietal cortex (LIP) part of the dorsal pathway show some selectivity for shapes of the patterns, and hence suggest the possibility of encoding shape information along the dorsal pathway.
Most of the neural network models have used the bottom-up approaches for image segmentation. Mozer and colleagues [7] proposed a neural network model to segment overlapped objects. The network learns the underlying grouping principal to segment the objects. This model is a basically a bottom-up approach as it does not utilize any object knowledge to guide segmentation. Grossberg [8] presented a biologicallyinspired model of the visual cortex that approaches the figure-ground separation as an interactive process. Another biologically-based neural network model is MAGIC [9] , developed by Behrmann and colleagues, which uses bidirectional connections to model grouping of features into objects within the ventral pathway. A closely related approach to our work is proposed by Vecera and O'Reilly [10] [10] . In their work they demonstrated the figure-ground segmentation as an interactive process.
Approach
The approach used in this work is inspired by, generally, the information processing in the human brain and more specifically by the phenomenon of visual attention. Here, the strategy is to develop a saliency map in the dorsal channel that represent the spatial as well as identity information of one of the overlapped pattern at a time and then use this information to modulate processing along the ventral channel in favor of that pattern. The main thrust of this approach is on incremental development of a saliency map as an interactive process: 'recognition followed by segmentation, segmentation followed by recognition'. In this approach a salient patch of the bottom-up saliency map of the occluded patterns is selected and identified as a part of a specific pattern. This higher level perception then guide the growth of saliency map in a proximate region (pixels) that belong to the same pattern. This step of incremental growth by using the bottom-up image information and top-down guidance of the pattern shape information proceeds in small steps and lead to a map that encode the spatial location as well as shape information of one of the occluded pattern.
3
The Model
It is a hierarchical multi-layered neural network as illustrated in the figure 1. The model has two parallel processing channels: the ventral and the dorsal channel.
