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Abstract. We consider a Fourier technique combiid with a mapping method to improve the 
accuracy of pseudospectral differentiation on the iufinite line. The mapping is defined by the function 
to be differentiated itself. 
1. INTRODUCTION 
In a recent work [l], Weideman & Cloot applied the idea of domain truncating to the computation 
of evolution equations of the form 
u: = F(z; u, uz, u,,) (I) 
u(2, 0) = f(z) 
where u(t,t) satisfies the constraint: 
~(2, t) N exp(-o&r]]) as ]]z]] --+ oo ; Vt. (2) 
Considering the length of the truncated domain, L, 89 a free parameter, they showed that fourier 
differentiation technique could lead to very accurate results if the domain of integration is pre- 
conditioned by means of a given mapping 
z = g-‘(s, A) s E [-a, ?r] (3) 
(X is a real parameter defined in order to obtain maximum of accuracy) provided the solution 
u(z, t) does not wander too far from its initial state ~(2, 0) = f(z). 
This second condition is of course a rather strong constraint since we do not know a priori what 
the solution of (1) looks like ! A typical example where this condition is not satisfied arises when 
computing two colliding solitons, that we modelise for sake of simplicity by, say 
u(z,t) = uA + UL? = sech (z + t) -t sech (z - t) 
Initially (t=O), the two solitons are undistinguishable and (5) reduces to 
(4) 
u(z, 0) = 2 sech (z). (5) 
Intuitivelly, one feels that a good description of this function should be one where the central 
region is well modelised and it is natural to choose a mapping which concentrate the grid points 
near the value x = 0; 
By example, we would defined the nodes as (see [1]) 
xj 
2lrj = sinh(Xsj); sj = -r+ 7 ; j = 1,N. C-3) 
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The corresponding sample of informations is reproduced on Figure l(a). For increasing values 
of time, the two peaks separate leaving the central region without “action”. However, even 
when we update the free parameter ,!, the mapping continues to collect most of its informations 
in the central area and, quickly, we reach a situation where the generated grid becomes quite 
irrelevant (Figure l(b)). In this work, one describes how this type of unfortunate situations can 
be circumvented by defining the mapping as a function of the computed solution itself i.e.: 
2 = g-l(s;U,Ud,U,,). 
2. THE MAPPING METHOD 
In order to solve numerically problem (l), we replace the infinite interval by a finite one. We 
achieve this using a one-to-one mapping 
s = g(x:,t, A) (7) 
where s, is invariably defined in the interval [- ?r, ~1 on a fixed grid 
Sj = _=+?g ;j=l,N. 
In the next step, we approximate the space derivatives contained in (1). To this end we define 
v(s,t) as 
v(s,i) = u(g-‘(s,t,x),t) = 2L(z,t) . (9) 
In the frame of this definition, the derivatives a8v, . . . can be accuratly obtained by mean of Fourier 
collocation and their spatial corresponding easily computed as 
a,u= a,vazg (10) 
Of course, to be complete an explicit expression of the mapping function s = g(t, t, X) must be 
known. As pointed out earlier , we want the mapping function (7) to be designed in such a way 
that the integration points 
Xj = g-l(Sj,t, A) (11) 
are always placed in a region where the solution exhibits some action. To achieve this, we use a 
generalized version of the equirepartition’s principle (de Boor [2], Russel & Christiansen [3]). 
Let K be the total action contained in the solution, at time t, on the interval [-X, A] 
J 
x 
K = Fdx 
-A 
(1-4 
where F is the kernel of action which, generally speaking, is defined in term of the computed 
solution and its derivatives as well as the space variable x and the time t 
F = f’(~,~m~zz;x,t) (13) 
Defining the position of the grid nodes in such a way that the variation of action between two 
consecutive grid points is equidistributed , we have 
J 
ci+l 
Fdx 
2, 
+dA. (14 
which defines explicitly the position of the integrating points, ti. In order to link these values to 
their corresponding si , we observe that for a variation of action, dA, we have a variation in the 
variable s 
ds = si+l - si 
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which is also constant (by definition). Therefore, we can write 
ds = C dA (15) 
where C is a constant proportionality factor. Direct integration of relation (15) provides the 
explicit expression of the solution-dependent mapping 
~=~(z,t,X)=$ _;FY-r J (16) 
with 
azs = ass = ;F. (17) 
What concerns the definition to be given to the parameter A, we follow the same reasonning as in 
[l] imposing that the boundary error Ea equals the resolution error E,.. Since we have (Tadmor 
PI) 
where 
Eb N exp(-oX) and E, N Iv: - v’(sj)l N exp(-+qN) 
(zs being the pole of u(z,t) the nearest of the real axis but in the complex plane) the relation 
defining the optimal value of A is __ 
(see [l] for details). 
However in practice, when computing the solution of equation (1) the function u(r,t) is often 
only known as a discrete quantity:( uj , j = -$, $) an we can have difficulties to determine d 
the grid nodes since the kernel of action F is also a a discrete function F = Fj. TO overcome this 
problem, we replace the original kernel (13) by a known continue function 
F= ~(~j,WrJj,%zIj ; zj,t) 09) 
which approximates the real action F. Since the fourier interpolant of the field u is known 
throughout the whole computation, the natural candidate for F is the fourier serie representation 
of F 
6-l L&l 
F = C A, exp(ip,zj) ; A, = J# C Fj exp(-i~“Xj) (20) 
,=-+ j=-4$ 
This choice provides, at low numerical cost, a highly accurate approximation of the kernel F and 
possesses attracting properties: 
a) The knowledge of the analytical expression of the integral s_“i Fd(’ yields to a strong dimin- 
ishing of the numerical costs when searching for the position of the grid nodes. 
b) The smoothness and continuity properties of the fourier interpolant insure to the kernel of 
action and consequently to the mapping regularity properties. 
Furthermore, the replacement of F by its approximation , F, does not affect the accuracy of the 
differentiation process itself since the expression of the derivative (17) 
ass = a,g = K 2°F 
is still known analytically. 
26 A. CLOOT 
3. NUMERICAL RESULTS 
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Figure 1: Distribution of the grid nodes (~8 featured by the solution-independent 
mapping (6): (0) and the new mapping (16) (F = 1~13): (A) for model 
solution (4) at timea t = 0: (a) and t = 10: (b). 
time 
Figure 2: Time evolution of the error E made when computing the fbxt 
derivative of function (4): Si mapping: (+); Tan mapping: (A); Solution- 
dependent mappiug (16): (0); Mapping (16) but F is used: (0). 
To illustrate the performance of this new mapping, we applied formula (16) to the simple case 
(4). On Figure l(b) we sketch the repartitions of the grid nodes as defined by the new mappings 
at time t = 0 and t = 10. Direct comparison between these grids and those furnished by 
the solution-independent mapping presented in Section 1 (see Figures l(a)-l(b)) shows that the 
present transformation defines automatically the grid nodes where they are needed most. A 
reward for this (physically) consistent updating of the position the grid points is the obtaining 
of good accuracy when computing the derivative of the function solution even for configurations 
which are far from the given initial condition. On Figure 2, we compare the time evolution 
of the error (infinite norm) made when evaluating the first derivative of (4) in the frame of 
solution-independent mappings, namely (see [l]): 
z = sinh(Xs); z = )r tan(s/2) 
or using the new transformation (16). Clearly, it appears that the three mappings describe 
well the derivative of the initial condition but, the quality of the results deteriorate quickly for 
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increasing values of time in the case of the solution-independent mappings. At the opposite, 
the solution-dependent mapping provides a fairly good accuracy throughout the whole interval 
of time. In particular, no significant loss of accura_cy is observed when replacing the analytical 
kernel F by its corresponding fourier interpolant, F. 
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