A multiconfigurational self-consistent field method based on the concept of generalized active space (GAS) is presented. GAS wave functions are obtained by defining an arbitrary number of active spaces with arbitrary occupation constraints. By a suitable choice of the GAS spaces, numerous ineffective configurations present in a large complete active space (CAS) can be removed, while keeping the important ones in the CI space. As a consequence, the GAS self-consistent field approach retains the accuracy of the CAS self-consistent field (CASSCF) ansatz and, at the same time, can deal with larger active spaces, which would be unaffordable at the CASSCF level. Test calculations on the Gd atom, Gd 2 molecule, and oxoMn(salen) complex are presented. They show that GAS wave functions achieve the same accuracy as CAS wave functions on systems that would be prohibitive at the CAS level.
I. INTRODUCTION
Multiconfigurational self-consistent field (MCSCF) methods [1] [2] [3] generate accurate wave functions for chemical problems of strong non-dynamical correlation energy, such as bond breaking and dissociations, 4 potential energy hypersurface degeneracies (conical intersections), 5 symmetry breaking problems (Cope rearrangement), 6 biradical situations, 7, 8 organic molecules photophysics, [9] [10] [11] [12] transition metal bonding [13] [14] [15] [16] [17] [18] and spectroscopy, [19] [20] [21] [22] [23] [24] and actinide chemistry. [25] [26] [27] [28] MCSCF wave functions are often used as reference wave function for subsequent multireference configuration interaction or perturbation calculations, such as complete active space second-order perturbation theory (CASPT2), 29, 30 to include the dynamical correlation. The most commonly used MCSCF approach is the complete active space SCF (CASSCF) method. 31 In CASSCF, a set of molecular orbitals is chosen to be active, and all possible configurations constructed from this set of active orbitals with correct space and spin symmetry form a configuration space. A full configuration interaction (FCI) wave function is generated in the configuration space, and at the same time the orbitals are optimized via all possible rotations between inactive-active, active-virtual, and inactivevirtual spaces. CASSCF has become the most popular MC-SCF method mostly because the wave function is completely defined by selecting the active orbitals.
Since a FCI is performed within the CAS space, the major drawback of CASSCF is that the number of configuration state functions (CSFs) or Slater determinants (SDs) scales factorially with the number of active orbitals, and the worst case is when the number of active electrons is about the same as the number of active orbitals. CASSCF calculations with a) Author to whom correspondence should be addressed. Electronic mail:
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a CAS larger than 16 electrons in 16 orbitals are currently not feasible. Most of the configurations in the CI space contribute only marginally to the total wave function. Ivanic and Ruedenberg [32] [33] [34] [35] systematically investigated the amount of ineffective configurations (the authors referred to them as "the deadwood") present in a FCI wave function, and found that, if one is aiming for chemical accuracy (1 mhartree), the deadwood represents more than 99% of the FCI space. Hence, one way to reduce the computational cost is to put some constraints on the active space to remove some of the ineffective configurations.
One can, for example, partition the active space into several subspaces, and then apply limits on the occupations of each subspace. Well-known procedures are the generalized valence bond method, 36 constrained CASSCF (CCASSCF) method, 37 quasi-CASSCF (QCASSCF) method, 38 restricted CI (RCI) method, 39, 40 occupation-restricted-multiple-activespace (ORMAS) SCF method, 41 and restricted active space (RAS) SCF method. 42, 43 In the CCASSCF method, the active space is partitioned into an arbitrary number of orbital spaces and the electron occupation number of each space is kept constant (disconnected spaces); the CI expansion is expressed in term of CSFs. QCASSCF follows the same partitioning scheme as CCASSCF, but the CI expansion is expressed in terms of Slater determinants rather than CSFs in order to obtain a more efficient direct-CI based algorithm.
A RAS CI space is obtained by dividing the active space into three subsets: RAS1, RAS2, and RAS3. The total number of active electrons in all the three RAS spaces, together with the maximum number of holes in RAS1 and the maximum number of particles in RAS3, are used as restrictions to define the configuration space. Normally, the near doubly occupied orbitals are put in RAS1, near empty orbitals in RAS3, and most active orbitals in RAS2. The RAS structure includes many usual CI spaces as special cases. For instance, when there are no orbitals in RAS1 or RAS3, RAS reduces to CAS. In a sense, the RAS1 and RAS3 spaces add some dynamic correlation to the RAS2 space. The RASSCF approach has been recently employed to generate reference wave functions for subsequent perturbation treatment to second order, the RASPT2 approach. [44] [45] [46] [47] We have also recently proposed a new approach, SplitCAS, to determine a suitable zeroth-order wave function for multiconfigurational perturbation theory. The same ansatz as in complete active space wave function optimization is split in two parts, a principal space (A) and a much larger extended space (B). Partitioning technique of Löwdin is employed to map the initial eigenvalue problem to a dimensionality equal to that of (A) only. 48 The concept of generalized active space (GAS) was first proposed by Olsen. 42, 49 It can be understood as a generalization of RAS. Instead of three active spaces, in principle, GAS allows an arbitrary number of active spaces. Instead of a maximum number of holes in RAS1 and a maximum number of electrons in RAS3, accumulated minimum and maximum electron occupation numbers are used in GAS to define the wave function.
In this paper, we describe a new implementation of the concept of GAS self-consistent field (GASSCF). There are some similarities between our GASSCF method and the ORMAS-SCF method. 41 In both of them an arbitrary number of orbital spaces can be defined; the configuration spaces are both expanded in SDs and inter-space electron excitations are allowed (connected spaces). However, these two methods differ in the way that the electron occupation number constraints for active spaces are defined. The final CI spaces may be different, and as a consequence, each method may have advantages or limitations according to the systems in exam.
The paper is organized as follows: In Sec. II, we formulate the GAS wave function from a theoretical point of view and we describe the algorithm. We also compare the GAS wave function to the CAS and RAS wave functions and to ORMAS approach. In Sec. III, we present some test calculations on the Gd atom, the Gd 2 molecule, and the OxoMn(salen) complex. Finally, in Sec. IV, we present some conclusions.
II. THEORY AND ALGORITHM

A. Definition of the GAS wave function
The following input parameters need to be specified: (1) number of GAS spaces, ngas, (2) number of orbitals in each GAS space per each irreducible representation, and (3) accumulated minimum and maximum number of electrons occupying the GAS spaces, minocc(igas) and maxocc(igas) (igas runs from 1 through ngas). In other terms, one has to define the minimum and maximum electron occupation number for the first space, then the minimum and maximum electron occupation number for the first two spaces (GAS1 + GAS2), and so on, all the way to the whole active space.
An example to demonstrate the accumulated occupation numbers is as follows:
The distribution of these electrons among the GAS spaces in this case is the first orbital space contains from zero up to two electrons; the first two spaces together contain four electrons in total; the first three spaces contain from five up to six electrons; the occupation counts for all four spaces together must be same as the total number of active electrons.
B. Reduction of the GAS wave function to the RAS and CAS wave function
It can be easily proved that CAS and RAS are two special cases of GAS.
If a RAS wave function is defined by: nactel, total number of active electrons; orbitals in RAS1, RAS2, and RAS3 spaces; nhole1, maximum number of holes in RAS1; nelect3, maximum number of electrons in RAS3. The equivalent GAS function is defined as follows: ngas = 3; orbitals in each GAS spaces same as in RAS spaces; minocc(1) = number of spin orbitals in RAS1 − nhole1; maxocc(1) = number of spin orbitals in RAS1; minocc(2) = max{nactel − nelec3, minocc(1)}; maxocc(2) = min{nactel, number of spin orbitals in RAS1 + RAS2}; minocc(3) = maxocc(3) = nactel. CAS is an even simpler case. The equivalent GAS wave function is define by ngas = 1; minocc(1) = maxocc(1) = nactel. A pictorial description of the GAS wave function, together with the CAS and FCI wave functions, is reported in Fig. 1 into three groups (inactive, active, and virtual orbitals) and only the permutations within the active orbitals are allowed, leaving the inactive orbitals doubly occupied and the virtual empty, the CAS space is generated (intermediate circle). The missing correlation is described in the figure as the difference between the two circles and arises from the fact that no excitations are allowed from/to the inactive/virtual orbitals. In the GAS formulation, the reference orbitals are partitioned into an arbitrary number of spaces (little circles). Intra-space excitations are allowed (both connected and disconnected circles) as well inter-space excitations (connected circles).
C. Direct CI
The CI algorithm for GAS is analogous to the one for RAS described in Ref. 42 . We describe it only briefly here. It is determinant based and it uses Handy's technique to separate the determinants into alpha strings and beta strings, 50, 51 
Graphical representation of alpha strings and beta strings, following reverse lexical order, are used to order the strings. For the CI expansion, |0? = ?
the direct CI σ vector is defined as
whereĤ is the non-relativistic electronic Hamiltonian in a finite basis,
andÊ kl excitation operator,
The two electron contribution can be divided into three terms: one term involving two α excitations, one involving two β excitations, and the third one involving mixed excitations.
D. Orbital optimization
The current implementation of GASSCF consists of a two-step procedure. At each iteration, a CI is performed first, and then followed by orbital optimization, according to the super-CI scheme, 52 with the quasi-Newton update 53 as a convergence accelerator.
At the end of each CI optimization step, a reference state |0? is obtained. A unitary transformation of orbitals is performed by an exponential operator,
By truncating exp(iλ)|0? after the first two terms, one obtains a variational wave function,
The linear variational parameters {κ pq } can be obtained by solving the superconfiguration interaction (super-CI) secular problem,
where
H pq,rs = ?pq|Ĥ |rs? = ?0|Ê
and S is the overlap matrix of the super-CI states {|pq?},
After solving for the parameters {κ pq }, the molecular orbitals are transformed to a new set of orbitals. With the new set of orbitals, a new GASSCF iteration is performed, until the κ pq are all equal to zero, which indicates that the GASSCF convergence has been reached. As in the RASSCF scheme, the orbital rotations within each GAS space are redundant, while the inter-GAS rotations are included in the orbital optimization. Some of these rotations might be quasi-linear dependent, for some choices of GAS wave function. This may cause convergence difficulties.
E. A comparison between GAS and ORMAS
As already mentioned, the GAS and ORMAS wave functions differ in the definition of the various spaces. While OR-MAS requires a minimum and a maximum electron occupation number for each space, GAS requires an accumulative minimum and maximum electron occupation number for each space. The CI expansions are thus different in the two ansätze. We will now describe two extreme cases ( Fig. 2) to illustrate the two different approaches.
Case in which ORMAS is preferable
Let us assume to have a system with K active orbital spaces, and a number of active electrons defined as
where N i is the number of electrons in each orbital space, involved only in intra-space excitations, and one extra electron that can be added to any of the K spaces. This electron guarantees that there are always inter-space excitations (see Fig. 2(a) ).
Since the single electron is involved in inter-space excitations, the K spaces are all connected. By following the ORMAS scheme, it is possible to specify a minimum electron occupation number equal to N i and a maximum equal to N i + 1 per each space. As an effect of this choice, the CI expansion will contain all the configurations with the single electron located in different orbital spaces.
Within the GAS scheme, this system could be described by electron occupation number constraints shown in Table I .
This GAS CI space includes the whole ORMAS CI space and also some multiple inter-space excitations, which are mostly ineffective configurations. In this case, ORMAS-SCF would be more efficient than GASSCF. For example, the anion of a long chain conjugated π system.
Case in which GAS is preferable
Let us consider a system whose active space can be partitioned into a few orbital spaces; some of them are connected, whereas others are not connected ( Fig. 2(b) ). We TABLE I. GAS electron occupation number constraints for case 1.
GAS (1) GAS (2) . . .
GAS(K)
Minocc
define one set of connected spaces as a group. Within each group inter-space, electron excitations occur according to the user specifications; however, excitations among groups (alias not connected orbital spaces) are undesired (they represent ineffective configurations). Let us consider, for example, a system containing two transition metal centers, where each metal center is a local multiconfigurational region that by itself cannot be described by CASSCF, and charge transfer between these centers does not occur. The user could separate the active orbitals into two groups, one per each metal center. This partitioning will exclude from the CI expansion those configurations featuring charge transfer. Then, a further partitioning is done within each group in order to further reduce the CI space and make the calculation feasible. By using ORMAS, this kind of constraints cannot be imposed. The ORMAS wave function in this case would contain many ineffective configurations involving electron excitations among different groups, and the charge transfer between the two metal centers cannot be avoided. This case shows the superiority of GAS over ORMAS scheme.
III. TEST CALCULATIONS
The GASSCF code has been implemented in the MOL-CAS 7.7 quantum chemistry software package, 54 which has been used to perform all the calculations discussed below. We present some benchmark results on Gd atom, Gd 2 molecule, and oxoMn(salen) complex, in order to verify the accuracy of the GAS approach. The initial motivation of the development of GASSCF was to be able to describe systems like transition metal clusters, which in general are highly multiconfigurational but with many ineffective configurations. A typical case in which the number of configurations increases dramatically is in going from Gd atom to the Gd 2 molecule. The Gd atom has an electronic configuration [Xe]4f . A reasonable active space would consist of 10 valence shell electrons distributed in the 4f, 5d, and 6s orbitals, CAS (10, 13) . When considering the Gd 2 molecule, as we will explain later, the 6p orbitals also play important roles, the corresponding active space would thus be CAS (20, 32) , which is prohibitively large for conventional CASSCF and RASSCF. The oxoMn(salen) molecule has been used as a benchmark test for ORMAS-SCF, and it thus represents an ideal system for a comparison between GASSCF and ORMAS-SCF.
A. Gd atom
The aim of this set of calculations is to verify that by using a GASSCF ansatz, the CI expansion and, consequently, the computational cost may be reduced with respect to CASSCF without loss in accuracy.
We computed three low-lying electronic states of the gadolinium atom, namely, the ground state, [ . The D 2h point group symmetry constraints were imposed, and an ANO-RCC-VTZP type basis set was employed. Note that these calculations are not intended to reproduce experimental accuracy. Basis set and active spaces might not be adequate to describe the system properly. For instance, although 6p orbitals are not involved in the main configurations describing the electronic states analyzed, they might contribute as correlating orbitals. The purpose is to compare the GAS method performance versus the corresponding CAS performance. We initially performed CASSCF calculations with an active space containing the 10 valence electrons distributed among the 4f, 5d, and 6s orbitals, CAS(10,13). The GAS calculations were performed with two different choices of GAS spaces. We introduce the following notation to define the active spaces in the GAS calculations: GASn(x,y), where n indicates the number of spaces that we have introduced and (x,y) the total number of active electrons and active orbitals, respectively. (a) GAS2(10,13) consists of two orbital spaces, one with seven electrons in the 4f orbitals, and the second with three electrons in 5d and 6s orbitals; (b) GAS5(10,13) consists of five orbital spaces, obtained by partitioning the 4f orbitals into four different orbital spaces according to symmetry considerations.
In Table II , the total energies for the three electronic states obtained with the GAS and CAS approaches are reported together with the number of Slater determinants. Energy differences between the GAS and CAS values are also presented. With respect to CAS(10,13), GAS2(10,13) eliminates the configurations generated by the excitations between the 4f orbitals and 5d6s orbitals. With GAS5(10,13) more configurations are eliminated, since the 4f orbital space has been further divided up into four subspaces. Inspection of Table II shows that the sizes of the GAS CI spaces are one or two orders of magnitude smaller than the size of the CAS CI space, and the energy difference is at most of the order of the mhartree, if not lower.
B. Gd 2 molecule
Gd 2 is a challenging system both theoretically and experimentally. It is the highest spin diatomic molecule known to date, with a ground state 19 ? ground state and spectroscopic constants. Lombardi et al. 55 fitted the Raman spectra into a Morse potential and determined a ground state vibrational constant ω e = 138.7 ± 0.4 cm
and a spectroscopic dissociation energy of 2.1 ± 0.7 eV. From the theoretical side, Cao and Dolg performed a systematic investigation on lanthanide dimers including Gd 2 .
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In this subsection, we will investigate the Gd 2 19 ?
− g state with several CAS and GAS choices. The basis set used throughout this section is of ANO-RCC-VDZP type; and all calculations were performed within the D 2h point group.
The full valence shell active space for this system consists of 20 valence electrons in 32 molecular orbitals arising from 4f, 5d, 6s, and 6p orbitals of each Gd atom. A CAS (20, 32) would generate about 1.4 billion Slater determinants for the 19 ? − g state, which at present is not feasible. Electronic states with a lower spin multiplicity would correspond to an even larger number of determinants. Gd 2 is thus presently not treatable with conventional CASSCF or RASSCF approaches. Since all 4f orbitals are always singly occupied in the 19 ?
− g state, they could be separated from the others and constitute a subspace within the GAS approach. This molecule represents an ideal system for the GAS approach. An alternative possibility would be to remove some orbitals from CAS (20, 32) , to make the CASSCF calculation feasible. We have explored various CAS and GAS choices. In Table III , we report total energies at a fixed bond distance of 3.00 Å obtained with the different CAS and GAS choices, together with the number of Slater determinants and the equilibrium bond distance R e . In the CAS(20,26) calculation, six orbitals are moved from CAS to the secondary space. GAS2 (20, 26) is its analogous, but the active space is divided into two subspaces: the first one contains 14 electrons in the 4f orbitals, and the second contains 6 electrons in the 12 5d and 6s orbitals. Following the same logic, by separating the 4f orbitals from the others in CAS (20, 32) , the GAS2(20,32) is formed. In order to further reduce the size of the configuration space, GAS5(20,32) was built by dividing the 4f subspace of the GAS2(20,32) into four different GAS spaces: (4 in 4), (4 in 4), (4 in 4), and (2 in 2), respectively, according to symmetry considerations. Table III shows that, in going from CAS (20, 26) to GAS2 (20, 26) , the number of determinants is reduced by 99% and the energy deviation is only 1.7 mhartree. In going from CAS (20, 32) , not doable, to GAS2 (20, 32) , the number of 
determinants reduces by three orders of magnitude. Moreover, when we further partition the 4f subspace going from GAS2 (20, 32) to GAS5 (20, 32) , the number of determinants is reduced by about 70%, and the energy deviation is of the order of 10
hartree. We calculated the potential energy curves for the Gd 2 19 ?
− g state by using CAS (20, 26) , GAS2 (20, 26) , and GAS5 (20, 32) (Fig. 3) . See supplementary material 57 for the data used in the plot. GAS5 (20, 32) predicts an equilibrium bond distance of 3.06 Å, while CAS (20, 26) and GAS(20,26) of 3.08 Å.
The curves obtained with CAS (20, 26) and GAS(20,26) are not smooth throughout the dissociation pathway because some correlating orbitals are missing. In other words, CAS (20, 26) and GAS (20, 26) are not big enough spaces to describe the whole dissociation path consistently. Along the reaction path, the 4f orbitals are always singly occupied. The occupation numbers of the other active orbitals for GAS2 (20, 26) and GAS5 (20, 32) are reported in Table IV . The natural orbitals of Gd 2 GAS5(20,32) at equilibrium bond distance, (20, 26) and GAS5 (20, 32 along with occupation numbers are given in Fig. 4 . For GAS2 (20, 26) , in the region R = 5.20 Å to 5.40 Å, the active orbitals 5dπ u and 5dπ g are progressively replaced by the orbitals 6pπ u and 6pπ g . The orbital spaces in the bonding region and in the dissociation region are thus different, and a (20, 26) active space cannot describe this change in a smooth way. This behavior is cured by using the GAS5 (20, 32) space which includes all the orbitals that change along the dissociation. Near dissociation (R > 5.50 Å) the GAS2 (20, 26) and GAS5 (20, 32) curves are very similar because the two wave functions become more similar and the extra orbitals present in GAS5 (20, 32) are nearly empty. Near equilibrium, the 5dπ orbitals are active in GAS2 (20, 26) , while the four 6pπ orbitals and two of the four 5dδ orbitals are in the virtual space. Inspection of the GAS5 (20, 32) shows that these orbitals are correlating orbitals and give a non-negligible contribution to the wave function. From the above analysis, it can be concluded that while GAS2 (20, 26) and CAS (20, 26) are satisfactory active spaces at equilibrium, they cannot describe the dissociation region consistently. On the other hand, GAS5 (20, 32) contains all the necessary orbitals to describe the entire curve and determine spectroscopic constants. We fitted our GAS5 (20, 32) potential energy curve to a Morse potential, and obtained D e = 2.1 eV and ω e = 140 cm 
C. GAS applied to OxoMn(salen) compound
The OxoMn(salen) (salen = N,N ? -bis(salicylidene)-ethylenediamine dianion) system (Fig. 5 ) is used as a product specific catalyst during the Jacobsen-Katsuki asymmetric epoxidation of olefins. [58] [59] [60] [61] The importance of this catalyst lies in the fact that it guarantees high enantiomeric excess. In order to understand the reason for this high selectivity, many experimental and theoretical studies have been attempted. However, there are still many conflicting opinions concerning the reaction mechanism and the bare catalyst.
Linde et al. employed density functional theory (DFT) with the B3LYP exchange-correlation functional to study a simplified cationic model, similar to the neutral OxoMn(salen) species studied here, except that the chlorine ligand was removed. 62 They found that the singlet, triplet, and quintet states are quasi-degenerate, the singlet being the ground state and the triplet and quintet 1.4 and 2.6 kcal/mol, respectively, above the ground state. They also state that the Mn-O ax bond has a triple bond character in the singlet spin state, double bond character in the triplet spin state, and single bond character in the quintet spin state.
Cavallo and Jacobsen employed DFT with the BeckePerdew exchange-correlation functional (BP86), to study the neutral model (chlorine included) and found that the triplet is more stable than the singlet spin state. relative energies of singlet, triplet, and quintet spin states using the coupled cluster method, including up to perturbatively connected triple excitations, CCSD(T). They found an important discrepancy in the predictions of BP86 and B3LYP functionals. Using the hybrid B3LYP functional, they confirmed the results obtained by Linde that the triplet is lower in energy than the singlet for both cationic and neutral model. However, both their DFT/BP86 and CCSD(T) results indicated that singlet is more stable than the triplet (6 kcal/mol at DFT/BP86 level and 14.5 kcal/mol at CCSD(T) level of theory). Ivanic et al. performed the first multiconfigurational ab initio study of the neutral OxoMn(salen). 65, 66 They performed geometry optimization at CASSCF/MRMP2 level of theory as implemented in the GAMESS package 67 on the neutral model compound. They also used this compound to test the ORMAS approach. 66 At the singlet optimized geometry, CASSCF, MRMP2 and ORMAS methods predicted the triplet to be more stable than the singlet by 2.9 kcal/mol, 2.3 kcal/mol, and 2.8 kcal/mol, respectively. We performed a series of CASSCF calculations followed by second order perturbation correction (CASPT2), together with a series of GASSCF calculations on the singlet and triplet states of the neutral model at the geometry optimized by Ivanic et al.. 65 We used basis set of the atomic natural orbital type of double-zeta plus polarization quality (ANO-RCC-VDZP). [68] [69] [70] [71] [72] Scalar relativistic effects were included using the Douglas-Kroll-Hess Hamiltonian. The computational costs arising from the two-electron integrals were reduced by employing the Cholesky decomposition technique. 73 In order to prevent weak intruder states in the CASPT2 calculations, an imaginary shift of 0.2 units was added to the external part of the zero-order Hamiltonian. At CASPT2 level, the 1s orbitals of C, N, and O atoms were kept frozen, together with orbitals up to and including the 2p for Cl, and orbitals up to and including 3s for Mn. All calculations were performed in C 1 symmetry.
Our first choice of complete active space for both singlet and triplet spin states consisted of 14 electrons distributed among 13 orbitals. These orbitals are six doubly occupied bonding orbitals, σ (salen), σ (O ax ), π 1 (O ax ), π 2 (O ax ), π 1 (L), and π 1 (R), one non bonding orbital, 3d x 2 −y 2 (Mn), and six anti-bonding orbitals, σ (salen) refers to orbitals which are linear combinations of the 3d xy (Mn) and the 2p atomic orbitals on O and N atoms of the salen ligand pointing to the metal center. This choice reflects the fact that to fully probe the multiconfigurational nature of the system, all the 3d atomic orbitals of the Mn atom, along with the orbitals of π -type on the ligand must be included in the active space. However, in order to compare our results with the ones obtained by Ivanic et al., 65, 66 we also performed smaller CASSF calculations: (a) CAS (10, 10) for the singlet, by removing the σ (salen), σ * (salen), and 3d x 2 −y 2 (Mn) orbitals from the (14,13) active space and (b) CAS (12, 11) by adding the 3d x 2 −y 2 (Mn) to the CAS(10,10) for both singlet and triplet spin states. The number of CASSCF iterations until convergence, number of Slater determinants in the CI and our GAS results. For each MCSCF iteration, the orbital optimization takes about 6 to 12 iterations to converge, and no obvious difference between GAS and CAS calculations has been observed.
For GAS3 (12, 11) and GAS3(14,13) the CI space was reduced by partitioning the active space into three subspaces. The first space includes five orbitals for GAS3 (12, 11) ,
(O ax ), and 3d x 2 −y 2 (Mn) and seven for GAS3 (14, 13) by adding orbitals σ (salen) and σ * (salen) into the same subspace; the second space includes σ (O ax ) and σ * (O ax ) orbitals and the third space include the remaining four active π -type orbitals of the salen ligand. Beside the GAS3 (12, 11) and GAS3(14,13) that can be directly compared with the equivalent CAS calculations, we also computed a bigger GAS4 (18, 17) for both singlet and triplet spin states. For GAS4 (18, 17) the active space was partitioned into four subspaces, the first two being identical to the ones of the GAS3(14,13) and the other two containing an extended set of π orbitals on ligand, spatially separated (left and right side). The equivalent CAS (18, 17) would give about 0.6 billion Slater determinants, that at present is not practical. We also imposed constraints on the electron occupation number of each space in a way that no inter-space excitations could occur. In other words, subspaces were disconnected for any GAS choice, for both singlet and triplet spin states. Going from CAS to the equivalent GAS choices only 13% of determinants survive for both spin states, with an energy deviations of the order of mhartree.
Unlike the ORMAS calculations, the optimized CASSCF and GASSCF orbitals were not further localized. Note that the ORMAS-SCF calculations were performed with different basis set, thus the total energies of ORMAS-SCF are not comparable with the other methods in this table.
In Fig. 6 we report the singlet natural orbitals obtained for the GAS4 (18, 17) calculation. The triplet natural orbitals are very similar. The occupation numbers of the active orbitals corresponding to the aforementioned CAS calculations are reported in Table VI , while the occupation numbers of the active orbitals for the GAS choices are reported in Table VII ; 6 . Active natural orbitals for the GAS4 (18,17) choice.
the ORMAS singlet occupation numbers by Ivanic 66 are also listed as comparison.
The CAS (12, 11) and GAS3(12,11) natural orbitals and corresponding occupation numbers are almost identical to the ones obtained by Ivanic et al., the only difference being an occupation number of 1.97 for the 3d x 2 −y 2 (Mn) orbital for the singlet spin state that we included into the active space. We did not encounter the orbital switching described by Ivanic. 66 Moving the 3d x 2 −y 2 (Mn) orbital out of the active spacegoing from CAS (12, 11) to CAS(10,10), respectively-causes a non-negligible energy deviation of 5 mhartree (3 kcal/mol). Within the CAS (12, 11) or GAS3 (12, 11) choices, the two spin states appear almost degenerate with energy gaps of 0.25 kcal/mol and 0.88 kcal/mol, respectively.
The CAS(14,13), GAS3 (14, 13) , and GAS4(18,17) choices show that the triplet is the ground state. Tripletsinglet energy gaps of 5 kcal/mol, 3.6 kcal/mol, and of 3.6 kcal/mol, were obtained by the CAS(14,13), GAS3 (14, 13) , and GAS4 (18, 17) choices, respectively. The perturbative correction (CASPT2) at the CAS(14,13) reference wave function confirms the CASSCF and GASSCF results, the triplet being the ground state with the singlet 8.8 kcal/mol above.
In including the σ (salen) and σ * (salen) orbitals, the triplet σ (salen) orbital has some mixing with one of the π (O ax ) orbitals. The natural orbitals for the GAS4 (18, 17) and corresponding occupation numbers differ from the ones obtained by smaller CAS or GAS and by Ivanic. More orbitals of π -type have been included into the GAS4(18,17) active space and non-negligible values of occupation numbers for the new added anti-bonding orbitals were obtained. According to our study, among all the various active spaces investigated, the GAS4 (18, 17) (18, 17) .
IV. DISCUSSION
We have developed a generalized active space wave function formalism that can be employed to perform MCSCF calculations in those cases where a conventional CASSCF approach is not viable. The GAS wave function is obtained by dividing the active space into an arbitrary number of subspaces, requiring accumulated minimum and maximum occupation numbers. We have demonstrated that RAS and CAS are special cases of GAS.
By an appropriate choice of the GAS spaces, the users can eliminate many of the ineffective configurations that would be present in a large CAS space, but keep the important ones in the CI space.
An aspect that should be mentioned is that GASSCF is not strictly size-extensive. The size extensivity of GASSCF depends on the choice of the active spaces. It is strictly size extensive when all the GAS spaces are all disconnected, namely, no inter-space excitation involved, but when the spaces are connected, it is not size extensive any more.
Although in the examples presented in this paper, no convergence difficulty in the orbital optimization step was encountered, there might be cases where the near linear dependency of some orbital rotations could cause such problems.
The GASSCF formulation has special advantages for systems where the orbitals can be easily separated into different groups. For instance, (a) lanthanide and actinide complexes where the f orbitals can be put in one or more GAS spaces separately, (b) resonance states or Rydberg states where the outer electrons almost do not correlate with the inner electrons, (c) molecules with several localized conjugated bonds, and (d) molecular magnets in which several atoms are coupled high-spin and of great interest, but forebodingly difficult by direct CASSCF.
The method has thus a promising potential for the treatment of strongly correlated systems. We will employ it to study clusters of metals and oligomeric species. The GASSCF wave function is also a better reference wave function for subsequent perturbative treatment (PT2, for example) and we will explore this aspect in the future.
