I. INTRODUCTION
One of the most challenging open problems in control theory is the synthesis of fixed-order or static output-feedback (SOF) controllers that meet desired performances and robustness specifications [3] , [31] . Among all possible variations of this problem, this technical note considers the class of continuous-time, multivariable, linear time-invariant (LTI) systems. Lyapunov theory is employed to address stability and results are formulated in terms of matrix inequalities.
1) Methods:
Within the chosen framework, all synthesis problems can be written as bilinear matrix inequalities (BMIs) and there exist two linearising changes of variables for the cases of state-feedback and full-order dynamic output-feedback. To date, no such linearising change of variables exists for SOF synthesis and one can conjecture that no convex formulation exists in the general case. Nevertheless, some authors have tackled the SOF problem within the linear matrix inequality (LMI) framework through nonoptimal algorithmic approaches [4] , [7] , [9] , [11] , [14] , [17] , [22] , [26] . All of these complex algorithms have some specific convergence properties but lead to local results.
Our goal is to propose a new formulation of the SOF design problem based on the quadratic separation concept. The theoretical relationship between this concept and the new results are detailed in Section I-A2. An algorithm based on [7] is proposed and tested in the last section of this technical note. Taken to this point the proposed design is comparable to existing methods but an additional contribution is that the applicability of this technique to both resilient and robust design simultaneously is demonstrated.
2) Robustness and Resilience: Advanced industrial applications demand the synthesis of complex requirements. The specifications can have multiple aspects such as closed-loop performances and/or robustness. In this note we focus on robustness and point out the contributions of the quadratic separator-based SOF synthesis. Extensions to other specifications are given in [23] .
Due to linearization simplifications in modeling and to identification limitations, the LTI models are far from being determined with precision. This is the seminal consideration leading to the development of the so-called robust control theory. In particular, an important past result was the extension of LMI results to robust control. This was achieved for many uncertainty models at the expense of some degree of conservatism. The first robustness results on quadratic stability (see [1] and [5] ) have been extended recently to take parameter-dependent Lyapunov functions into account [8] , [24] . Nevertheless, the robust SOF design suffers from being either highly nonlinear or highly conservative.
The ellipsoidal set design [23] proves to be a contribution with respect to this problem. In addition, the proposed synthesis technique provides a new way to tackle fragility issues. Fragility concerns the closedloop robustness with respect to uncertainty of the control law parameters. This issue formulated in [16] and to which many contributions have been made (e.g., [12] ; see also [20] for a balanced view), has significant repercussions for digital controller implementation. Different techniques have been proposed to deal with fragility issues. Some assume that the uncertainties are given while the control law itself has to be designed [34] . Others give a multiplicative structure to the uncertainty implying that the uncertainty depends on the parameters of the designed controller [33] . In all cases, the methodology is quite similar to robustness techniques.
The novel approach proposed in this note is to keep the fragility in relation to the design. The synthesis is performed to design some quadratic separator that defines a whole set of control laws. The system is therefore resilient (nonfragile) to controller uncertainties as long as the parameters are kept within the designed ellipsoidal set.
3) Outline: First, some standard notations are introduced and ellipsoidal sets of matrices ("matrix ellipsoids") are defined. Second, the central result is given. Then, SOF stabilisability is revisited from the perspective of quadratic separation. In Section IV, four the result is extended to robust stabilisability. Section V is devoted to fragility/resilience. In the last section, all numerical aspects are drawn together and an algorithm is proposed and tested.
II. PRELIMINARIES
Notations are standard. IR m2n is the set of m-by-n real matrices and n is the subset of symmetric matrices in IR n2n . A 0 is the transpose of the matrix A. 1l and 0 are respectively the identity and the zero matrices of appropriate dimensions. For symmetric matrices, > () is the Löwner partial order, i.e., A > ()B if and only if A 0 B is positive (semi) definite. In matrix inequalities as well as in the problem formulations, the decision variables are in bold face (for instance P is a decision variable to be found to attest some property while P stands for a given solution). Assuming 6 1 and 6 2 are two systems with appropriate input-output vector dimensions, the interconnected system of Fig. 1 
By definition, Ko (1) can also be written as: This definition shows that matrix ellipsoids are special cases of matrix sets defined by a quadratic matrix inequality. It may be possible to define some hyperbolic or parabolic sets in the same way. This note addresses only ellipsoids. They satisfy the constraint Z > 0. Some properties of these sets are: i) A matrix ellipsoid is a compact convex set;
and ii) the fX; Y ; Z g-ellipsoid is nonempty if and only if the radius (R 0) is positive semidefinite. This property can also be expressed as X Y Z 01 Y 0 .
III. DESIGN REVISITED WITH QUADRATIC SEPARATION
The key result of this note is related to topological separation [10] , [27] . The stability of interconnected systems ( Fig. 1 ) is equivalent to the existence of a topological separator between the graph of the first system (6 1 ) and the inverse graph of the other (6 2 ). Based on this general result, major contributions have been made for robust control (e.g., [5] , [13] , [21] , [28] , and [29] ).
The topological separation proves to be fertile ground for robustness analysis; however, to our knowledge, it has never been considered for synthesis purposes. The SOF synthesis problem can be written as an interconnected system as in Fig. 1 where the first system 6 1 is the given model and 62 = K is the SOF matrix to compute. From a separation point of view, SOF design is equivalent to finding an operator that performs the topological separation between 6 1 and the inverse graph of some linear transformation. When 62 = K is a linear transformation, Iwasaki [13] proved that the separator can be chosen without conservatism among constant quadratic operators. SOF design can therefore be replaced by the synthesis of some quadratic separator.
Consider interconnected systems as in Fig. 1 , where the first system is LTI with the state-space representation (6) and the second system is an SOF gain (K)
x 2 IR n is the state vector, u 2 IR m is the input control vector, y 2 IR p is the output measure vector, and 6 ? K is the closed-loop system defined by (2) . The quadratic separation design is as follows. 
and the nonlinear inequality constraint
Let (P; X; Y ; Z ) be a solution, then the nonempty fX; Y ; Z g-ellipsoid is a set of stabilising gains. Proof of Sufficiency: Assume the constraints (3) and (4) are satisfied for some P , X , Y , and Z matrices. Due to the properties of matrix ellipsoids the fX; Y; Zg-ellipsoid is nonempty. Take any element K.
The last matrix inequality of (3) implies that for all (x 0 u 0 ) 6 ical separator between the graph of the system 6(s) and a stabilising set of controllers. One way to view this result to apply a variation of the Kalman-Yakubovich-Popov lemma on (3); see [23] for details. Remark 2: The topological separation applies for any linear or nonlinear interconnected systems. Therefore, the result of theorem 1 is also a sufficient condition for nonlinear control. It implies that any control law constrained by the quadratic constraint
stabilises the system 6. The set of stabilising control laws is therefore not limited to the static output-feedback class of controllers.
IV. ROBUST STABILIZATION
As previously stated, quadratic separation has been used extensively for robust analysis purposes. It is now applied to simultaneously handle robustness and design.
Consider the LTI system 6 lft where the input w 2 I R m and output z 2 I R p define an exogenous feedback of an uncertainty matrix 1 6 lft : _x(t) = Ax(t) + B w w(t) + Bu(t) z(t) = C z x(t) + D zw w(t) + D zu u(t) y(t) = Cx(t) + D yw w(t) + Du(t) w(t) =1z(t): In order to guarantee that the nominal system 6 lft (0) is included in the set of realizations 6 lft (1), the matrix X lft is assumed to be negative semidefinite (X lft 0). The two matrices X lft and Y lft are assumed not to be zero simultaneously so that the set does not reduce to the singleton 0.
Such uncertainty sets are also known as fX lft ; Y lft ; Z lft g-dissipative uncertainties. As reported, for instance, in [18] , [25] , [29] , and [32] , this modeling of uncertainties contains the well-known normbounded uncertainties (f01l; 0; 1lg-dissipative) and positive real uncertainties (f0; 01l; 0g-dissipative) that lead, respectively, to the small gain and passivity frameworks.
Define the three matrices 
Let (P; X; Y; Z; lft ) be a feasible solution, then the nonempty fX; Y; Zg-ellipsoid is a set of robustly stabilizing gains.
The proof, omitted for conciseness, essentially follows the same lines as the proof of Theorem 1. The starting point are the LMI analysis conditions for closed-loop robust stability. Details can be found in [23] .
Remark 3: Both interconnection operators 1 and K are taken into account using the same theory of quadratic separation. The first interconnected system K exists if a quadratic separator built out of the matrices X, Y and Z exists (see Remark 1). Robustness is achieved if a quadratic separator exists "between" the uncertainty set and the nominal system, respectively. For the considered dissipative uncertainties the separator is losslessly parameterised by the scalar lft . Precise definition of the separation is given in [23] .
Remark 4:
Recall that theory is closely related to quadratic separation. Indeed, the interconnected systems of Fig. 1 can be seen, respectively, as a constant matrix 61 = M and a structured operator 62 = such that = diag(!11l; ...;!m 1l;!11l; ...;!m 1l; 1; ...; m ): (7) It is composed of mr repeated real scalar blocks, mc repeated complex scalar blocks and m F full-blocks. Results about conservatism of -analysis are given in [19] . Losslessness of finite dimensional convex scalings is proved if 2(m r + m c ) + m F 3. By tedious but trivial manipulations, the result extends to ellipsoidal matrix constraints on the elements in .
The considered robust SOF design problem fits in that framework with M defined using the matrices A, B w 111D and with operator composed of s 01 1l n , 1 (full block real uncertainty) and K (full block real SOF gain): 2(mr + mc) + mF = 4 > 3. Nevertheless, -theory results are not in contradiction with the fact that theorem 2 is lossless. Losslessness is achieved at the expense of entire freedom on the set of controllers (it can degenerate to a single point). In other words, Theorem 2 parameterizes all robustly stabilizing SOF gains but not all robust stabilizing fX; Y; Zg-ellipsoids.
Meanwhile, for the SOF stabilization problem of Theorem 1, the formula can be written as 2(m r +m c )+m F = 3. The theorem is strongly lossless in the sense that not only are all stabilizing SOF gains parameterized by inequalities (3) and (4), but all stabilising fX; Y; Zg-ellipsoids are as well.
V. RESILIENCE AND ROBUSTNESS

1) Resilient: Nonfragile:
Another effect of the design of stabilizing fX; Y; Zg-ellipsoids is to handle fragility. The method allows one to ensure that an SOF control be nonfragile (resilient). While robustness applies to properties of the closed-loop system with respect to modeling uncertainties, resilience implies invariance of the closed-loop properties with respect to control implementation errors. These errors cannot be known a priori because they depend on the synthesis results. This aspect makes resilience and robustness slightly different questions.
Corollary 1: Assume the matrices P , X, Y , and Z satisfy the constraints (3) and (4). Take the central controller K o = 0Z 01 Y 0 and the radius R of the fX; Y; Zg-ellipsoid. The closed-loop system 6 ? K is resilient to any additive uncertainty 1K(t) such that
Proof: Write that K = K0 + 1K belongs to the fX; Y; Zg-ellipsoid and apply Remark 2.
Remark 5:
The strong losslessness of theorem 1 (as defined in Remark 4), implies that the constraints (3) and (4) describe exactly all resilient stabilising SOF ellipsoids. In other words, for a given fX; Y; Zg-ellipsoid, if the LMI (3) in the unknown P is infeasible, then there is at least one gain K inside the ellipsoid that destabilises the closed-loop.
Remark 6: The same type of corollary as 1 applies to the robust stability of Ttheorem 2. In that case, both robustness with respect to uncertainties 1 and resilience with respect to 1 K are guaranteed. Unfortunately, as shown in Remark 4, strong losslessness does not hold for Theorem 2: Some resilient fX; Y; Zg-ellipsoids may not be described by the LMIs (6).
Corollary 1 illustrates general resilience properties of ellipsoidal SOF design. It gives, a posteriori, an admissible set of uncertainties. The two following corollaries give a priori requirements on the ellipsoidal set.
Corollary 2: Assume the matrices P , X, Y , and Z satisfy (3) with the constraints Z = 1l 0 < 1 l YY 0 0 X (9) then the closed-loop system 6 ? K is resilient to any additive normbounded uncertainty 1 K (t) such that
Proof: The proof is due to Corollary 1 with the restriction Z = 1l. then the closed-loop system 6 ? K is resilient to any multiplicative uncertainty (see [6] and [33] ) 1K(t) such that
Proof: Write that (1) holds for all K = K o + K o .
2) Robust, Resilient and Simultaneous Stabilization: Define the general multiperformance problem
For a family of (possibly uncertain) models 6 [i] (1 [i] ) find a common (possibly resilient) controller K that performs for each closed-loop 6 [i] (1 [i] ) ? K a given (robust) performance; 5
[i] :
5
[i] may be stabilization requirements (K stabilises (robustly) all of the models simultaneously), but can also be other performances [23] . To formulate such design with existing methods would imply defining some nonlinear constrained problem (BMIs, for example) for each performance and then solving all the nonlinear constraints simultaneously. The numerical complexity would explode as the number of specifications grew. This is not the case when design is considered from a quadratic separation point of view. A contribution of this note is the formulation of general multiperformance design, without any additional assumption or conservatism, in such a manner that the same algorithm may solve all such SOF design problems For each model 6 [i] (1 [i] ) associated to performance 5 [i] find the matrix unknowns Lyapunov matrices; P When resilience with respect to multiplicative uncertainty with level is specified, the second inequality is replaced by (10) . This is the situation considered in Section VI.
VI. ALGORITHM AND EXAMPLES
1) Cone Complementarity Algorithm:
The numerical examples are solved using a first order iterative algorithm based on a cone complementarity technique [7] .
Lemma 1 As in [7] and [17] , the optimization problem (12) can then be solved with a first order conditional gradient algorithm, also known as the Frank and Wolfe feasible direction method [2] . For conciseness, its properties are not restated here. Note only that the linear objective trace(T k S + TS k ) is the relaxed objective of the nonlinear function trace(TS). The obtained LMI optimization is repeated iteratively with matrices T k and S k computed from each previous optimization step.
The obtained sequence, trace(T k S k ), is strictly decreasing.
Remark 7:
The stopping criteria of the usual gradient algorithm is either related to slow progress of the optimization objective or to the achievement of trace(TS) = 0.Inthefirstcase,thealgorithm fails due to flat behavior or because it found a nonsatisfactory local optimum. The second case is the expected success. Unfortunately, it cannot be achieved numerically and the stopping criteria is trace(TS) where is a chosen accuracy level. The exact nonlinear constraint may not be exactly satisfied.
As a matter of fact, since the equality constraint involvingX is not the goal of the original problem (10), in the numerical examples below we adopted the following stopping criteria for the conditional gradient algorithm.
• If trace (T k01 S k01 0 T k S k ) is below a chosen level, then STOP, the algorithm failed. The chosen modeling of uncertainties does not allow taking into account the structured nature of 1. It will therefore be incorporated into a larger uncertainty domain 1 1 lft defined as the fX lft ; 0; 1lg-ellipsoid where X lft = diag(00:05 2 ; 00:01 2 ; 00:04 2 ).
In [15] , the nominal values are p 1o = 0:3681, p 2o = 1:42 and p3o = 3:5446. The uncertain system with these values of the nominal parameters is denoted 6 [1] (1). Take 6 [2] (1), the same system, but defined for another operating point such that p 1o = 0:3681 + 0:05, p2o = 1:42 0 0:01, and p3o = 3:5446 + 0:05. By recursion define 6 [i] (1), i = 1; ...;N. Table I . For each value of N the table gives the number of iterations before convergence, the computation time on a SunBlade100 work station, the value of trace(TS) when the algorithm stopped, a controller inside the obtained fX; Y; Zg-ellipsoid (see Fig. 2 ) and, for this value of K, the maximal real part of all closed-loop poles computed on nominal systems.
VII. CONCLUSION
A new quadratic separation framework has been defined for robust static output-feedback synthesis. Even if this approach does not allow to escape from the nonconvex nature of this problem, it provides a novel point of view on SOF design. In particular, fragility issues related to the physical implementation of robust and/or optimal controllers is shown to be naturally dealt with in this context. An algorithm based on nonconvex optimization techniques is proposed. It is used to compute ellipsoidal sets of resilient SOF control laws. Its efficiency is illustrated by examples. The versatility of the proposed set-up offers different potentialities such as multiobjective control and will be extended to the case of state-feedback and dynamic output-feedback.
