Consider a group of individuals whose behavior is subject to moral hazard, and suppose that providing them with incentives requires a monitor to detect deviations. What about the monitor's deviations? I study mediated contracts and find that the monitor's deviations are effectively irrelevant. Hence, nobody needs to monitor the monitor. I also characterize exactly when such contracts can provide the right incentives for everyone. In doing so, several new characterizations of virtual implementation are derived.
A principal asks some agents to take a given action. They then independently choose some behavior and subsequently acquire private information ("signals"), possibly correlated with others' choices. To provide incentives, the principal can (i) make confidential, verifiable but non-binding requests, and (ii) pay money contingent on both his requests and the observations reported by the agents. What outcomes can this group enforce with such "mediated contracts"?
An outcome (correlated strategy) is implementable if for some such payment scheme, every deviation from requested behavior is unprofitable. A deviation is detectable if for some action profile, the probability of any reported signal that it induces differs from that induced by honesty and obedience. First I prove that every outcome is virtually implementable (i.e., there is an implementable outcome arbitrarily close) with mediated contracts regardless of preferences if and only * A full version of this paper can be found by following this link: http://www.econ.umn.edu/~dmr/monitor.pdf.
Copyright is held by the author/owner(s). EC'09, July 6-10, 2009, Stanford, California, USA. ACM 978-1-60558-458-4/09/07. if every deviation is detectable, although different actions may be used to detect different deviations. By the Minimax Theorem, there is a payment scheme that discourages all deviations simultaneously if and only if for every deviation there is a payment scheme that discourages it, where different schemes may be used for different deviations. For any given deviation, such payment scheme exists if and only if the deviation is detectable. The use of request-contingent payments allows for different actions to be used to detect different deviations. Indeed, implementability without such payments requires the same action to detect every deviation.
I also characterize virtually implementability of a fixed outcome, rather than every outcome, regardless of preferences. Interestingly, this result reconciles the following infinite regress inherent in monitoring. Suppose that providing incentives for a given outcome requires a monitor to detect deviations. What about the monitor's deviations? I show that the monitor's deviations are irrelevant. By the previous Minimax argument, we may consider every deviation individually. If such a deviation is detectable then it can be discouraged with a payment scheme. Otherwise, if the monitor's deviation is undetectable then by definition it does not change the probability of any reported signals, therefore the deviation itself still detects others' deviations from the given outcome, and so it continues to fulfill the required monitoring role. This argument also applies to the monitor's deviations from these deviations, and so forth. Under standard conditions (e.g., in a finite game) not every behavior by the monitor can have a profitable, undetectable deviation. Hence, a given outcome is virtually implementable with infrequent monitoring regardless of preferences if and only if every deviation from the outcome is detectable with some monitoring behavior, but deviations away from the monitoring behavior itself need not be detectable. Heuristically, nobody needs to monitor the monitor.
I extend this result by also fixing preferences as follows. A given outcome is virtually implementable if and only if all profitable deviations can be discouraged "uniformly" and "credibly." Intuitively, uniformity assumes that all deviations can be discouraged with payments of the same order of magnitude even if they are only infinitesimally detectable, where still different deviations may be detected with different actions. Credibility means that if deviations are discouraged with others' actions instead of contingent money payments, then this disciplining behavior is incentive compatible.
