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Abstract
The expected utility hypothesis is one of the foundations of classical approaches to economics and deci-
sion theory and Savage’s Sure-Thing Principle is a fundamental element of it. It has been put forward
that real-life situations exist, illustrated by the Allais and Ellsberg paradoxes, in which the Sure-Thing
Principle is violated, and where also the expected utility hypothesis does not hold. We have recently
presented strong arguments for the presence of a double layer structure, a classical logical and a quantum
conceptual, in human thought and that the quantum conceptual mode is responsible of the above viola-
tion. We consider in this paper the Ellsberg paradox, perform an experiment with real test subjects on
the situation considered by Ellsberg, and use the collected data to elaborate a model for the conceptual
landscape surrounding the decision situation of the paradox. We show that it is the conceptual land-
scape which gives rise to a violation of the Sure-Thing Principle and leads to the paradoxical situation
discovered by Ellsberg.
Keywords: Sure-Thing Principle, Ellsberg paradox, conceptual landscape, quantum cognition
1 Introduction
In game theory, decision theory and economics the expected utility hypothesis requires that individuals
evaluate uncertain prospects according to their expected level of ‘satisfaction’ or ‘utility’. In particular, the
expected utility hypothesis is the predominant descriptive and normative model of choice under uncertainty
in economics. From a mathematical point of view the expected utility hypothesis is founded on the von
Neumann-Morgenstern utility theory [1]. These authors provided a set of ‘reasonable’ axioms under which
the expected utility hypothesis holds. One of the axioms proposed by von Neumann and Morgenstern is
the independence axiom which is an expression of Savage’s Sure-Thing Principle [2], the latter being one of
the building blocks of classical approaches to economics. Examples exist in the literature which show an
inconsistency with the predictions of the expected utility hypothesis, namely a violation of the Sure-Thing
Principle. These deviations, often called paradoxes, were firstly revealed by Maurice Allais [3] and Daniel
Ellsberg [4]. The Allais and Ellsberg paradoxes at first sight at least, indicate the existence of an ambiguity
aversion, that is, individuals prefer ‘sure choices’ over ‘choices that contain ambiguity’. Several attempts
have been put forward to solve the drawbacks raised by the Allais and Ellsberg paradoxes but none of the
arguments that have been proposed is, at the best of our knowledge, considered as conclusive.
The above problems are strongly connected with difficulties that afflict cognitive science, i.e. the concept
combination problem (see, e.g., [5]) and the disjunction effect (see, e.g., [6]). It is indeed well known that
concepts combine in human minds in such a way that they show deviations from the expectations that
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could be drawn in classical set and probability theories. Analogously, subjects take decisions which seem to
contradict classical logic and probability theory. Trying to cope with these difficulties one of the authors has
proposed, together with some co-workers, a formalism (SCoP formalism) in which context plays a relevant
role in both concept combinations and decision processes [7, 8, 9]. Moreover, this role is very similar to
the role played by the (measurement) context on microscopic particles in quantum mechanics. Within
the SCoP perspective models have been elaborated which use the mathematical formalism of quantum
mechancis to describe both the concept combinations and the disjunction effect, and which accord with
the experimental data existing in the literature [10, 11, 12, 13]. This analysis has allowed the authors to
suggest the hypothesis that two structured and superposed layers can be identified in human thought: a
classical logical layer, that can be modeled by using a classical Kolmogorovian probablity framework, and
a quantum conceptual layer, that can instead be modeled by using the probabilistic formalism of quantum
mechanics. The thought process in the latter layer is given form under the influence of the totality of
the surrounding conceptual landscape, hence context effects are fundamental in this layer. The relevance
of the quantum conceptual layer in producing the disjunction effect will be extensively discussed in a
forthcoming paper [14]. In the present paper we instead focus on the Ellsberg paradox. More precisely,
after introducing Savage’s Sure-Thing Principle and its violation occurring in the Ellsberg paradox in Sec.
2, we provide in Sec. 3 a preliminary analysis of the paradox, clarifying and fixing, in particular, some
assumptions that are not made explicit in the standard presentations of it. Then, we discuss in Sec. 4 a
real experiment on 59 test subjects that we have performed to test the Ellsberg paradox, and examine the
obtained results. More specifically, we identify from the obtained answers and explanations the conceptual
landscapes that we consider relevant in formulating the paradox. We finally work out in Sec. 5 the
structural mathematical scheme for a quantum model in which each conceptual landscape is represented
by a vector of a Hilbert space and the qualitative results obtained in our experiment are recovered by
considering the overall conceptual landscape as the superposition of the single landscapes.
We conclude this section with two remarks. Firstly, we note that in our approach the explanation of
the violation of the expected utility hypothesis and the Sure-Thing Principle is not (only) the presence of
an ambiguity aversion. On the contrary, we argue that the above violation is due to the concurrence of
superposed conceptual landscapes in human minds, of which some might be linked to ambiguity aversion,
but other completely not. We therefore maintain that the violation of the Sure-Thing Principle should not
be considered as a fallacy of human thought, as often claimed in the literature but, rather, as the proof
that real subjects follow a different way of thinking than the one dictated by classical logic in some specific
situations, which is context-dependent. Secondly, we observe that an explanation of the violation of the
expected utility hypothesis and the Sure-Thing Principle in terms of quantum probability and quantum
interference has already been presented in the literature (see, e.g., [15, 16, 17, 18]). What is new in our
approach is the fact that the quantum mechanical modeling is not just an elegant formal tool but, rather,
it reveals the presence of an undelying quantum conceptual thought.
2 The Sure-Thing Principle and the Ellsberg Paradox
Savage introduced the Sure-Thing Principle [2] inspired by the following story.
A businessman contemplates buying a certain piece of property. He considers the outcome of the next
presidential election relevant. So, to clarify the matter to himself, he asks whether he would buy if he
knew that the Democratic candidate were going to win, and decides that he would. Similarly, he considers
whether he would buy if he knew that the Republican candidate were going to win, and again finds that he
would. Seeing that he would buy in either event, he decides that he should buy, even though he does not
know which event obtains, or will obtain, as we would ordinarily say.
The Sure-Thing Principle is equivalent to the independence axiom of expected utility theory: ‘inde-
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pendence’ here means that if persons are indifferent in choosing between simple lotteries L1 and L2, they
will also be indifferent in choosing between L1 mixed with an arbitrary simple lottery L3 with probability
p and L2 mixed with L3 with the same probability p.
Let us consider the situation put forward by Daniel Ellsberg [4] to point out an inconsistency with the
predictions of the expected utility hypothesis and a violation of the Sure-Thing Principle. Imagine an urn
known to contain 30 red balls and 60 balls that are either black or yellow, the latter in unknown proportion.
One ball is to be drawn at random from the urn. To ‘bet on red’ means that you will receive a prize a (say,
10 euros) if you draw a red ball (‘if red occurs’) and a smaller amount b (say, 0 euros) if you do not. If test
subjects are given the following 4 options: (I) ‘a bet on red’, (II) ‘a bet on black’, (III) ‘a bet on red or
yellow’, (IV) ‘a bet on black or yellow’, and are then presented with the choice between bet I and bet II,
and the choice between bet III and bet IV, it appears that a very frequent pattern of response is that bet
I is preferred to bet II, and bet IV is preferred to bet III. This violates the Sure-Thing Principle, which
requires the ordering of I to II to be preserved in III and IV (since these two pairs differ only in the pay-off
when a yellow ball is drawn, which is constant for each pair). The first pattern, for example, implies that
test subjects bet on red rather than on black; and also that they will bet against red rather than against
black.
The contradiction above suggests that preferences of ‘real-life’ subjects are inconsistent with Savage’s
Sure-Thing Principle of expected utility theory. A possible explanation of this drawback could be that
people make a mistake in their choice and that the paradox is caused by an error of reasoning. In our view,
however, these examples show that subjects make their decisions in ways which do violate the Sure-Thing
Principle, but not because they make an error of reasoning, but rather because they follow a different type
of reasoning which is not only guided by logic but also by conceptual thinking which is structurally related
to quantum mechanics. We stress that in the Ellsberg paradox the situation where the number of yellow
balls and the number of black balls are not known individually, only their sum being known to be 60,
introduces the so-called disjunction effect [6], which will be systematically discussed by us in a forthcoming
paper [14].
3 A preliminary analysis of the paradox
Frank Knight introduced the distinction between different types of uncertainty [19], and Daniel Ellsberg
stimulated the reflection about these different types of uncertainty [4]. More explicitly, Ellsberg puts
forward the notion of ambiguity as an uncertainty without any well-defined probability measure to model
this uncertainty, as opposed to risk, where such a probability measure does exist. In the case of the Ellsberg
paradox situation, ‘betting on red’ concerns a situation in which the uncertainty is modeled by a probability
measure which is given, namely a probability of 1
3
to win the bet, and a probability of 2
3
to lose it. For
‘betting on black’, however, the situation is such that no definite probability measure models the situation
related to this bet. Indeed, since it is only known that the sum of the black and the yellow balls is 60,
the number of black balls is not known. If no additional information is given specifying in more detail the
situation of the Ellsberg paradox, ‘betting on black’ will be a situation of ambiguity, since the probability
measure associated with this bet is not known. Of course, by making a specific additional assumption,
namely the assumption that black and yellow balls are chosen at random until their sum reaches 60, we
can re-introduce a probability measure corresponding to the ‘bet on black’ situation. In this case, also for
‘betting on black’ the probability of winning equals 1
3
and that of losing equals 2
3
. If the Ellsberg paradox
situation is presented as a real-life situation, for reasons of symmetry, it can be supposed that indeed black
and yellow balls are chosen at random until their sum reaches 60, and then put in the urn. In this case a
‘bet on black’ is equivalent with a ‘bet on red’.
However, there are many possible situations of ‘real life’ where this symmetry is perhaps not present,
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one obvious example being the one where the person proposing to bet following an Ellsberg type of situation
has the intention to trick, and for example installs a way to have systematically less black balls than yellow
balls in the urn. Of course, the real aim of the Ellsberg paradox is to show that ‘people will already
take into account this possibility’ even if nothing is mentioned extra, which means that most probably the
situation is symmetric. We will see that our analysis by means of the introduction of different conceptual
landscapes sheds light on this aspect of the paradox.
In the following we put forward an analysis of the Ellsberg paradox situation, using the explanation
we introduced for the presence of underextension and overextension for concept combinations and for
the disjunction effect [10, 11]. The essential element of our explanation is the distinction between ‘the
conceptual landscape surrounding a given situation’ and the ‘physical reality of this given situation’. The
probabilities governing human decisions are related to this conceptual landscape and not necessarily to the
physical reality of a given situation. Although there is a correspondence between the physical reality of a
situation and the surrounding conceptual landscape, in most cases this correspondence is far from being
an isomorphism. For the situation of the Ellsberg paradox, let us first describe the physical reality of the
situation and then provide a plausible conceptual landscape surrounding this situation.
The physical situation is the urn containing red, black and yellow balls, with the number of red balls
being 30 and the sum of the number of black balls and yellow balls being 60. The original article [4] does
not specify the physical situation in any further detail, leaving open the question as to ‘how the black and
the yellow balls are chosen when 60 of them are put in the urn’. We prefer to make the physical situation
more specific and introduce an additional hypothesis, namely that the black and the yellow balls are put
in the urn according to a coin toss. When heads is up, a black ball is added to the urn, and when tails is
up a yellow ball is added.
Prepared according to the Ellsberg situation, the urn will contain 30 red balls, 60 − n black balls
and n yellow balls, where n ∈ {0, 1, . . . , 59, 60}. In this case, when we choose a ball at random, there is a
probability of 1
3
for a red ball to turn up, a probability of 60−n
90
for a black ball to turn up, and a probability
of n
90
for a yellow ball to turn up. For an urn prepared according to the outcome of a coin toss, however,
the probability for red to turn up is 1
3
, the probability for black to turn up is 1
3
, and the probability for
yellow to turn up is also 1
3
.
4 An experiment testing the Ellsberg paradox
For the type of analysis we make, we need to account for different pieces of conceptual landscape. To
gather relevant information, we decided to perform a test of the Ellsberg paradox problem. To this end,
we sent out the following text to several friends, relatives and students. We asked them to forward our
request to others, so that our list could also include people we didn’t know personally.
We are conducting a small-scale statistics investigation into a particular problem and would like to
invite you to participate as test subjects. Please note that it is not the aim for this problem to be resolved
in terms of correct or incorrect answers. It is your preference for a particular choice we want to test. The
question concerns the following situation.
Imagine an urn containing 90 balls of three different colors: red balls, black balls and yellow balls. We
know that the number of red balls is 30 and that the sum of the the black balls and the yellow balls is 60.
The questions of our investigation are about the situation where somebody randomly takes one ball from
the urn.
- The first question is about a choice to be made between two bets: bet I and bet II. Bet I involves
winning ‘10 euros when the ball is red’ and ‘zero euros when it is black or yellow’. Bet II involves winning
‘10 euros when the ball is black’ and ‘zero euros when it is red or yellow’. The first question we would ask
you to answer is: Which of the two bets, bet I or bet II, would you prefer?
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- The second question is again about a choice between two different bets, bet III and bet IV. Bet III
involves winning ‘10 euros when the ball is red or yellow’ and ‘zero euros when the ball is black’. Bet IV
involves winning ‘10 euros when the ball is black or yellow’ and ‘zero euros when the ball is red’. The
second question therefore is: Which of the two bets, bet III or bet IV, would you prefer?
Please provide in your reply message the following information:
For question 1, your preference (your choice between bet I and bet II). For question 2, your preference
(your choice between bet III and bet IV).
By ‘preference’ we mean ‘the bet you would take if this situation happened to you in real life’. You are
expected to choose one of the bets for each of the questions, i.e. ‘not choosing is no option’.
You are welcome to provide a brief explanation of your preferences, which may be of a purely intuitive
nature, only mentioning feelings, for example, but this is not required. It is allright if you only state your
preferences without giving any explanation.
One final remark about the colors. Your choices should not be affected by any personal color preference.
If you feel that the colors of the example somehow have an influence on your choices, you should restate the
problem and take colors that are indifferent to you or, if this does not work, other neutral characteristics
to distinguish the balls.
Let us now analyze the obtained results.
We had 59 respondents participating in our test of the Ellsberg paradox problem, of whom 34 preferred
bets I and IV , 12 preferred bets II and III, 7 preferred bets II and IV and 6 preferred bets I and III.
This makes the weights with preference of bet I over bet II to be 0.68 against 0.32, and the weights with
preference of bet IV over bet III to be 0.71 against 0.29. It is interesting to note that 34+12=46 people
chose the combination of bet I and bet IV or bet II and bet III, which is 87%. Of the 59 participants
there were 10 who provided us an explanation for their choice. Interestingly, an independent consideration
of this group of 10 reveals a substantial deviation of their statistics from the overall statistics: only 4 of
them chose bet I and bet IV , 2 chose bet II and bet III, 3 chose bet II and bet IV , and 1 chose bet
I and bet III. What is even more interesting, however, is that only half of them preferred bet I to bet
II. So the participants in the ‘explaining sub-group’ were as likely to choose bet I as they were likely to
choose bet II. This is too small a sample of ‘subjects providing an explanation’ to be able to make a firm
conclusion about the different pieces of conceptual landscape in this Ellsberg paradox situation. Since this
article is mainly intended to illustrate our way of modeling the situation, we will make a proposal for such
a possible conceptual landscape.
A first piece of conceptual landscape is: ‘an urn is filled with 30 balls that are red, and with 60 balls
chosen at random from a collection of black and a collection of yellow balls’. We call this piece of conceptual
landscape the Physical Landscape. It represents that which is most likely to correspond to the physical
presence of an actual Ellsberg paradox situation. A second piece of conceptual landscape is: ‘there might
well be substantially fewer black balls than yellow balls in the urn, and so also substantially fewer black
balls than red balls’. We call this piece of conceptual landscape the First Choice Pessimistic Landscape.
It represents a guess of a less advantage situation compared to the neutral physical one, when the subject
is reflecting on the first choice to be made. A third piece of conceptual landscape is: ‘there might well be
substantially more black balls than yellow balls in the urn, and so also substantially more black balls than
red balls’. This third piece we call the First Choice Optimistic Landscape. It represents a guess of a more
advantage situation compared to the neutral physical one, when the subject is reflecting on the first choice
to be made. A fourth piece of conceptual landscape is: ‘there might well be substantially fewer yellow balls
than black balls, and so substantially fewer red plus yellow balls than black plus yellow balls, of which
there are a fixed number, namely 60’. This fourth piece we call Second Choice Pessimistic Landscape. It
represents a guess of a less advantage situation compared to the neutral physical one, when the subject
is reflecting on the second choice to be made. A fifth piece of conceptual landscape is: ‘there might well
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be substantially more yellow balls than black balls, and so substantially more red plus yellow balls than
black plus yellow balls, of which there are a fixed number, namely 60’. This fifth piece we call the Second
Choice Optimistic Landscape. It represents a guess of a more advantage situation compared to the neutral
physical one, when the subject is reflecting on the second choice to be made. A sixth piece of conceptual
landscape, which we call the Suspicion Landscape, is: ‘who knows how well the urns has been prepared,
because after all, to put in 30 red balls is straightforward enough, but to pick 60 black and yellow balls
is quite another thing; who knows whether this is a fair selection or somehow a biased operation, there
may even have been some kind of trickery involved’. A seventh piece of conceptual landscape is: ‘if things
become too complicated I’ll bet on the simple situation, the situation I understand well’, which we call the
Don’t Bother Me With Complications Landscape.
These pieces of conceptual landscape are the ones we can reconstruct taking into account the expla-
nations we received from our test subjects. We are convinced, however, that they are by no means the
only possible relevant pieces of conceptual landscape. For example, one of the subjects who participated
in our test and chose bet II and bet III said that she would have chosen differently, preferring bet I and
bet IV, if more money had been involved. This leads us to believe that what plays a major role too in
the choices the subjects make is whether they regard the test as a kind of funny game or make a genuine
attempt to try and guess what they would do in real life when presented with a betting situation of the
Ellsberg type. At an even more subtle level, subjects who feel that by choosing the combination bet I and
bet IV, they would be choosing for a greater degree of predictability, might be tempted to change their
choice, preferring the more unpredictable combination of bet II and bet III, because this is intellectually
more challenging, although again this would depend on how they conceive the situation. Indeed, we firmly
believe that the determining of further conceptual landscapes that are relevant involves even more subtle
aspects.
5 A quantum model for conceptual landscapes
Using the conceptual landscapes we did mention explicitly, let us illustrate in this section how a quantum
modeling scheme can be worked out. Consider the piece of conceptual landscape which we called the
Physical Landscape, and suppose that it is the only piece, i.e. that it constitutes the whole conceptual
landscape for a specific individual subject. This means this subject has no preference for bet I or bet II,
and also has no preference for bet III or bet IV, so that the Sure-Thing Principle is not violated. A simple
quantum mechanical model of this situation is one where we represent the conceptual landscape by means
of vector |A〉, and the choice between bet I and bet II by means of a projection operator M , such that
µM (A) = 〈A|M |A〉 (1)
is the weight for a subject to choose bet I, while 1− µM (A) = 〈A|1−M |A〉 is the weight for a subject to
choose bet II, while the choice between bet III and bet IV is described by a projection operator N , such
that
µN (A) = 〈A|N |A〉 (2)
is the weight for a subject to choose bet III, while 1− µN (A) = 〈A|1−N |A〉 is the weight for a subject to
choose bet IV. We have
µM(A) = µN (A) =
1
2
. (3)
Consider now the piece of conceptual landscape First Choice Pessimistic, and suppose that this is the only
piece of conceptual landscape. Then bet I will be strongly preferred over bet II, and a quantum modeling
of this situation consists in representing this piece of conceptual landscape by means of a vector |B〉 such
that µM (B) = 〈B|M |B〉 and 1 − µM(B) = 〈B|1 −M |B〉 represent the weights for subjects to choose bet
6
I and bet II, respectively, so that 1 − µM (B) ≪ µM (B) or, equivalently,
1
2
≪ µM (B). It is not easy to
know how µN (B) will be under conceptual landscape First Choice Pessimistic. Indeed, our experience
with the test we conducted indicates that when subjects are asked to compare bet III and bet IV, other
conceptual landscapes become relevant and predominant than the conceptual landscapes that are relevant
and predominant when they are asked to compare bet I and bet II. Subjects who tend to give a high weight
to conceptual landscape First Choice Pessimistic when comparing bet I and bet II, i.e. ‘who fear that there
might be substantially fewer black balls than red balls’ seem to focus rather on the variability of the yellow
balls when asked to compare bet III and bet IV, and tend to give dominance to conceptual landscape
Second Choice Pessimistic, ‘fearing that there might be substantially fewer yellow balls than black balls,
and hence also fewer red plus yellow balls than black plus yellow balls’. This is borne out by the fact that
46 people, or 87% of the total number of participants, choose for the combination of bet I and bet IV or
bet II and bet III. However, we also noted that some subjects gave dominance to what we have called
conceptual landscape Don’t Bother Me With Complications when they were asked to choose between bet
III and bet IV. They had preferred bet I to bet II, and now also preferred bet III to bet IV. When asked
why they preferred bet I to bet II, their answer was ‘because we know what the risk is for red, but for
black we do not’. Interestingly, when we asked them to reconsider their choice with respect to bet III and
bet IV – they had preferred bet III – now explaining to them that bet IV gave rise to ‘less uncertainty’
than bet III, they remained with their preference for bet III to bet IV, commenting that ‘anyhow betting
on red made them feel more comfortable much like when asked to choose between bet I and bet II’. We
believe that the rather artificial aspect of choosing between bet III and bet IV, of considering outcomes
whose definitions are disjunctions of simple outcomes, makes this choice essentially more complicated, such
that the choices made by these subjects are in line with what the Ellsberg paradox analysis tries to put
forward. However, due to the relatively greater complexity of bet III and bet IV, as compared to bet I and
bet II, this aspect is not revealed.
Anyhow, considerations like the one above are not our primary concern here, since we mainly want
to give an account of how we apply our quantum-conceptual modeling scheme in the situation we have
described. Again, because of the rather limited nature of the experiment conducted for this article, we
have not been able to estimate the value of µN (B). However, if we call |D〉 the vector representing the
conceptual landscape Second Choice Pessimistic, we have µN (D) ≪
1
2
. If |C〉 and |E〉 represent the First
Choice Optimistic Landscape and the Second Choice Optimistic Landscape, we have µM (C) ≪
1
2
and
1
2
≪ µN (E), respectively.
Now if we look at the Suspicion Landscape and the Dont Bother Me With Complications Landscape
– let us represent them by vectors |F 〉 and |G〉, respectively – we have a situation that resembles much
more what is generally claimed with respect to the Ellsberg paradox situation, namely µM (F ) ≪
1
2
and
1
2
≪ µN (F ), and also µM (G) ≪
1
2
and 1
2
≪ µN (G), which both induce a direct violation of the Sure-Thing
Principle. Following the general quantum modeling scheme we worked out in detail in earlier publications
[7, 8, 9, 10, 11, 12, 13], when all these pieces of conceptual landscape are present with different weights,
the vector to model this situation is a normalized superposition of the vectors |A〉, |B〉, |C〉, |D〉, |E〉, |F 〉
and |G〉. This makes it possible to choose coefficients of superposition such that if the Ellsberg paradox
situation is surrounded by the conjunction of all these pieces of conceptual landscape, the Sure-Thing
Principle will be violated in a way corresponding to experimental data that are collected with respect to
this situation.
At this stage we should point out the following. In our earlier work [10, 11] we introduced the notion
of ‘conceptual landscape’. One of the reasons for this is that our approach is grounded in a modeling of
concepts and their combinations [7, 8, 9]. Of course, a human decision will be sometimes made under the
influence of a surrounding that cannot easily be expressed as a conceptual landscape. When we pointed
out explicitly that it is ‘the whole’ conceptual landscape which needs to be taken into account and modeled
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within our quantum modeling scheme, we could have expressed this in a more complete way by using the
notion of ‘worldview’ as understood and analyzed in detail in the Leo Apostel Center [20, 21, 22]. These
are all possible elements of a worldview surrounding a given situation that can influence a human decision
being made in this situation. Of course, if the elements of the surrounding worldview considered can be
expressed conceptually, i.e. if they are of the form of a conceptual landscape, then these elements can
be taken into account by means of the quantum modeling scheme we have developed in earlier work for
concepts and their combinations [7, 8, 9, 10, 11, 12, 13]. This being the case, we are already able to grasp an
enormously important and also substantial part of the dynamics generated by the totality of the worldview
influence, which is the reason why we have focused on this in our previous work.
Let us close this paper with a final remark. We believe that the attempts of economists and psychologists
to distinguish between risk and ambiguity [23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33], also by referring to
situations where a probability measure exists (risk) or does not exist (ambiguity) [4, 19, 26, 34, 35, 36,
37], constitute a very interesting approach that deserves further development. Indeed, recent research
has demonstrated that different parts of a subject’s brain are activated depending on whether they are
confronted with a situation of risk or a situation of ambiguity [38]. In this respect, we recall that we
have elaborated an axiomatic approach to quantum probability called ‘the hidden measurement approach’,
considering situations with existing probability measures, but such that the probability measures depend
on the measurement situation, which makes them contextual [39, 40, 41, 42, 43, 44]. What economists
have considered a mathematical approach to ambiguity [4, 19, 26, 34, 35, 36, 37] bears a great similarity
to aspects of this hidden measurement approach [39, 40, 41, 42, 43, 44], and a further formal development
of a probability theory compatible with this idea of contextuality has led us to introduce a generalized
probability formalism [45]. In future work we intend to investigate how this allows to cope with specific
types of ambiguity in a mathematically rigorous way.
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