Abstract. The paper considers the anticommutative multiplication property for the matrix algebra M 2 (G) over the infinite Grassmann algebra G. We define as well some classes of * -symmetric and * skew-symmetric matrices in (M 2 (G), * ) for * being the transpose or the symplectic involution. As a consequence we give some * -identities for M 2 (G) of degree < 8. Examples of the application of finite-dimensional Grassmann algebras in quantum field theory are mentioned and some properties of the algebras G 4 and M 2 (G 4 ) are given as well.
Preliminaries
We consider the matrix algebra of the 2 × 2 matrices M 2 (G k ) over the finite dimensional Grassmann algebras G k for some small k and over the infinite dimensional Grassmann algebra G as well, the latter defined as G = G(V ) = K e 1 , e 2 , . . . | e i e j + e j e i = 0 i, j = 1, 2, . . . .
The field K has a characteristic zero. The algebra G ′ (without 1) has a basis {e i 1 e i 2 . . . e i k , where 1 ≤ i 1 < i 2 . . . < i k }. The elements e i are called generators of G ′ while the elements e i 1 e i 2 . . . e i k for 1 ≤ i 1 < i 2 . . . < i k are called basic monomials of G ′ . For G = G ′ ∪ K a generator is 1 as well. The algebras G and G ′ are PI-equivalent (they satisfy one and the same identities).
The algebra G is in the mainstream of recent research in PI-theory. Its importance is connected with the structure theory for the T -ideals of identities of associative algebras developed by Kemer. In [6, Theorem 1.2] he proved that any T -prime T -ideal can be obtained as the T -ideal of identities of one of the following algebras: M n (K), M n (G) and M n,u (G), the latter being the algebra of n × n supermatrices over G = G 0 ⊕ G 1 with G 0 blocks (with entries of even degree) of sizes u × u and (n − u) × (n − u) and with G 1 blocks (with entries of odd degree) of sizes u × (n − u) and (n − u) × u.
The Grassmann algebra is a fundamental structure in PI-theory as it generates also a minimal variety of exponential growth [7, Corollary, p. 436] .
We formulate some important facts concerning the algebra G:
vector space V k all identities follow from the identity [x 1 , x 2 , x 3 ] = 0 and the standard identity
where p is the minimal integer such that 2p > k.
Identities for M 2 (G) were investigated in [12, 9, 2] . 2. Anticommutativity and other properties for the involution algebras M 2 (G ′ k ) for small k and M 2 (G ′ ) The problem of investigating anticommutativity for matrices with entries from G is connected with the anticommutative property of the elements e i , i = 1, 2, . . . . We are interested in defining classes of second order matrices over the Grassmann algebra G with this property. Obviously, the problem is hardly possible to be solved completely. As any matrix is presented uniquely as a sum of symmetric and skew-symmetric matrix (with respect to the transpose involution t) we look first at the class of symmetric matrices of type
having the anticommutative property.
We start with defining elements α and β such that αβ + βα = 0. For α, β ∈ G ′ 2 the problem is a trivial one as the square of any element is zero and thus any two elements of G ′ 2 anticommute. Then all symmetric matrices of type (1) 
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Considering the algebra G ′ 3 , without loss of generality let α = α 1 e 1 + α 2 e 2 + α 3 e 1 e 2 + α 4 e 3 + α 5 e 1 e 3 + α 6 e 2 e 3 = (0, α 1 , α 2 , α 3 , α 4 , α 5 , α 6 , 0) β = β 1 e 1 + β 1 e 2 + β 3 e 1 e 2 + β 4 e 3 + β 5 e 1 e 3 + β 6 e 2 e 3 = (0, β 1 , β 2 , β 3 , β 4 , β 5 , β 6 , 0).
Thus αβ + βα = 0 leads to the condition
Using the system for computer algebra Mathematica we could classify the groups of its solutions. Let γ = (0, γ 1 , γ 2 , γ 3 , γ 4 , γ 5 , γ 6 , 0) and δ = (0, δ 1 , δ 2 , δ 3 , δ 4 , δ 5 , δ 6 , 0) be another pair of Grassmann elements such that γδ + δγ = 0, i.e.
Let α and β (for β 6 = 0) fulfill condition (2), written as
and let γ and δ (for δ 6 = 0) satisfy
We consider the matrices A = α β β α and B = γ δ δ γ . Using the system Mathematica we check that these matrices do not anticommute in this case of (2). Thus we have to find those solutions of (2) leading to AB + BA = 0 for the corresponding entries of the matrices. We are not able to describe all such solutions of (2). However we could give two classes of them.
Let
By direct calculations we get that αγ + βδ + γα + δβ = 0 and αδ + βγ + γβ + δα = 0 and prove Let We point that the order of the summands in the elements of G ′ 3 has its generalization for those of the infinite Grassmann algebra G: first is the element of the field K, then e 1 , e 2 , e 1 e 2 , e 3 , then we multiply by e 3 all previous elements (in the same order and except e 3 ), then comes e 4 and all previous elements multiplied by e 4 and so on. Thus we have α ∈ K, e 1 , e 2 , e 1 e 2 , e 3 , e 1 e 3 , e 2 e 3 , e 1 e 2 e 3 , e 4 , . . . , e k , (5) e 1 e k , e 2 e k , . . . , e 4 e k , . . . , e 1 e 2 · · · e k−1 e k , e k+1 , . . . Thus e n is on the (2 n−1 + 1)-th place in this ordering for n = 1, 2, . . . . This ordering is well described in [8] . Writing any Grassmann element as an "infinite" vector with uniquely defined "coordinates" is very convenient when applying the system Mathematica for calculations in G and M n (G) for small n.
Let us denote by T the subset of the linear combinations of the generators of G (the elements of degree 1).
Proposition 7. Any two symmetric matrices of type (1) where α, β ∈ T anticommute.
As the Grassmann algebra G has the decomposition G = G 0 ⊕ G 1 into an even part G 0 and an odd part G 1 , the following generalization holds: Proposition 8. Any two symmetric matrices of type (1) , where α, β ∈ G 1 anticommute.
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The following statement holds as well, namely Proposition 9. Any two matrices of type
where α, β ∈ G 1 anticommute.
Remark 2. We point that the matrices of type (6) for α = 0 and β ∈ G are the "t" skew-symmetric matrices Z i , i = 1, 2, . . . in (M 2 (G), t) for "t" being the transpose involution.
) for "t" being the transpose involution. Then the following identities hold:
Proof. The square of t skew-symmetric matrices is a scalar matrix. Thus
Then the first identity follows from Proposition 1, while the other three follow from Proposition 3 and its proof in [2] .
It is a folklore result that in the matrix algebra two involutions are basic -the transpose involution t and the symplectic one * .
Let * be the symplectic involution, namely
The symmetry gives a = d, b = c = 0. Thus all * -symmetric matrices are scalar ones. Using the usual notation x • y = xy + yx we get Proposition 11. Let Y i , i = 1, 2, . . . be * -symmetric and Z i , i = 1, 2, . . . be * skew-symmetric matrices in (M 2 (G), * ) for * being the symplectic involution. Then the following identities of degree ≤ 6 hold:
are * -symmetric matrices i.e. scalar ones, the statements follow from Proposition 1 and Proposition 3.
Remark 3. We formulate these special identities of degree < 8 as the minimal identity in M 2 (G) is of degree 8 (Proposition 4).
We denote by U the set of the * skew-symmetric matrices A 1 , A 2 , · · · ∈ M 2 (G, * ) of type 0 β β 0 for * being the symplectic involution. 3. Some properties of the algebras (G 4 , φ) and M 2 (G 4 , φ) Some of the above results seem more technical than ideological but such investigations are of interest. The motivation of considering finitedimensional Grassmann algebras comes from the emergence in mathematical physics mainly in quantum field theory of methods from algebraic geometry and Grassmann algebras. We'll give only three examples here:
Corrolary 1. For the matrices
If we take a Grassmann algebra with two generators y and y * and a conjugation * we have (y * ) * = y and one could define Grassmann differentiation and integration, the exponential function, scalar product of linear functions, etc. Coherent states are eigenstates of the annihilation operator. For Fermions the eigenvalues anticommute. Thus with the special features of the Grassmann algebra one could describe Fermion coherent states analogously to Boson coherent states, the latter being more investigated [5] .
In [11] Schornhorst considers a special type integral equation with an unknown function over a finite-dimensional Grassmann algebra G 2n and gives conditions for the existence of solutions of this equation for n = 2 and n = 4. The choice of the equation is motivated by the effective action formalism of lattice quantum field theory.
