Abstract Alcohol use disorder (AUD) is an important brain disease. It alters the brain structure. Recently, scholars tend to use computer vision based techniques to detect AUD. We collected 235 subjects, 114 alcoholic and 121 non-alcoholic. Among the 235 image, 100 images were used as training set, and data augmentation method was used. The rest 135 images were used as test set. Further, we chose the latest powerful technique-convolutional neural network (CNN) based on convolutional layer, rectified linear unit layer, pooling layer, fully connected layer, and softmax layer. We also compared three different pooling techniques: max pooling, average pooling, and stochastic pooling. The results showed that our method achieved a sensitivity of 96.88%, a specificity of 97.18%, and an accuracy of 97.04%. Our method was better than three state-of-the-art approaches. Besides, stochastic pooling performed better than other max pooling and average pooling. We validated CNN with five convolution layers and two fully connected layers performed the best. The GPU yielded a 149× acceleration in training and a 166× acceleration in test, compared to CPU.
Introduction
Alcohol use disorder (shorted as AUD) affected 208 million people worldwide in 2010. It can cause severe adverse effects to the brain, liver, heart, and pancreas [1] . The long-term misuse can lead to increased tolerance to alcohol, making it difficult to control the consumption. The short-term misuse can lead to Bblood alcohol concentration (BAC)^. A BAC from 0.35% to 0.80% can cause fatal respiratory depression and life-threating alcohol poisoning [2] . This paper studies the effect of long-term misuse on the brain. As is known, patients with long-term AUD have smaller volumes of white matter and gray matter [3] than age-matched controls. Besides, alcohol causes adverse effect on the prefrontal cortex [4] and cerebellum [5] . Hence, we can create a healthcare system that monitors the patient brain via magnetic resonance imaging (MRI), and gives suggestions whether the patient is an alcoholic or healthy. MRI can give better resolution on brain soft tissues than other imaging devices. CT is not used, since the X-ray in CT may do harm to the subjects. In the last decade, scholars tend to detect alcoholism use brain imaging technique [6] [7] [8] . The radiologists may miss the slight shrinkage of AUD brains; therefore, a massive of computer vision based techniques have been proposed. Fisher et al. [9] offered a comprehensive review of medical robotic systems for use. Nayak et al. [10] presented a brain image classification algorithm based on random forest. Alweshah, Abdullah [11] hybridized firefly algorithm (FA) and probabilistic neural network (PNN). Lv, Hou [12] proposed an improved particle swarm optimization (IPSO) to detect alcoholism in MRI scanning. Monnig [13] suggested to detect white matter atrophy in neuroimaging of AUD. Yang [14] combined Hu moment invariant (HMI) and support vector machine (SVM). Do et al. [15] researched patients with multiple hypervascular hyperplastic liver nodules, and without alcohol abuse history. Matsui et al. [16] investigated neuroimaging to alcohol-related dementia in clinical applications. Zahr et al. [17] surveyed pathological and clinical features over brain damages due to alcohol.
Recently, convolutional neural network (CNN) has won remarkable achievement, such as AlphaGo [18] with Sedol Lee. This study aims to apply CNN to the alcoholism identification based on brain magnetic resonance images. In addition, we compared three pooling techniques: max pooling, average pooling, and stochastic pooling.
The structure of this paper is organized as follows: First section provides the subjects, scan protocol, slice selection and data augmentation method. Third section offers the fundamentals of convolutional neural network, particularly on the pooling layer. Fourth section gives the experiments and results. We showed the data augmentation result, CNN structure and training, the performance over test set, comparison to state-of-the-art methods, and comparison of different pooling methods. We also validated the optimal CNN structure, and gave the computation time by CPU and GPU, respectively. Finally, fifth section offers concluding remarks.
Materials Subjects
The applicants went through a medical history interview to guarantee they met the inclusion criteria. Qualifying applicants received the computerized diagnostic interview schedule version IV, which ascertains the presence or absence of major psychiatric disorders. Applicants were excluded if mandarin is not their first language, if they were left-handed, or if they had HIV, epilepsy, stroke; Wernick Korsakoff syndrome; bipolar; cirrhosis or liver failure, or (b) (a) Fig. 1 Slice examples between (a) a nonalcoholic brain, and (b) an alcoholic brain seizures unrelated to alcoholism, head injury with loss of consciousness more than 15 min unrelated to alcoholism, depression, schizophrenia, and other psychotic disorders.
Finally, we enrolled 114 abstinent long-term chronic alcoholic participants (58 men and 56 women) and 121 nonalcoholic control participants (59 men and 62 women). Participants were enrolled through flyers posted in Jiangsu Province Hospital, Nanjing Children's Hospital, and Nanjing Brain Hospital, as well as the internet-based advertisements. The subject enrollment and MRI scanning cost in total three years. The research was approved by the Institutional Review Board of the participating hospitals. In addition, informed consent was obtained from each participant.
The 235 participants were tested by the BAlcohol Use Disorder Identification Test (AUDIT)^ [19] . The unit Bounce^w as transformed to Bgram^, since the former is not widely identified in China (Table 1) .
(DOHD = duration of heavy drinking; DDE = daily drinks of ethanol; AUDIT = alcohol use disorders identification test; LOS = length of sobriety).
Scan protocol
All 235 subjects lie as still as possible, with their eyes closed and keep conscious. Scanning was implemented by a Siemens Verio Tim 3.0 T MR scanner (Siemens Medical Solutions, Erlangen, Germany). In total 216 sagittal slices covering the whole brain were acquired, using an MP-RAGE sequence. The imaging parameters were listed as: TE = 2.50 ms, TR = 2000 ms, TI = 900 ms, FA = 9°, FOV = 256 mm × 256 mm, matrix = 256 × 256, slice thickness = 0.8 mm.
Slice selection
We used FMRIB software library (FSL) v5.0 software to extract brain and remove skulls for each scanned 3D image. All the volumetric images were normalized to a standard MNI template, which is the standard template in FSL software. Afterwards, we resampled each image to 2 mm isotropic voxel. The slice at Z = 80 voxels (8 mm) at MRI_152 coordinate was chosen for each patient. Table 4 Size of input, filter, and output Operator Size
Data augmentation
The 235-image dataset is too small, since it is rather hard to enroll qualified patients. Deep learning usually requires a large dataset for learning a hierarchical representation, without overfitting to the training data [20] . Hence, data augmentation (DA) method is often used over the training data segmented from original data. The first data augmentation method is image rotation. The rotation angle θ is from −15°to 15°in step of 1°. Thus, we create 30 new samples. The second DA method is gamma correction.
The gamma-value r varies from 0. In this way, the training dataset after DA contains 13,100 image as shown in Table 3 . Among it, 6550 are alcoholic brain slices, and the rest 6550 are non-alcoholic brain slices.
Convolutional neural network
Convolutional neural network (CNN) consists of alternating layers of convolution and pooling. The convolutional layer convolves a filter over the input layer, and output a feature Stochastic Pooling probability map A non-linear function is then applied element-wise to voxels within the feature map, and the resulting is called Bactivation^. The activations are then passed to an aggregation function in the pooling layer, generating a pooled feature map as output. The above procedure is shown in Fig. 2 . CNN has been proven to give better results than traditional classifiers, such as support vector machine, linear regression classifier [21, 22] , etc.
Convolutional and rectified linear unit layer
In CNN, the convolution layer implements a 2D convolution for 3D input and 3D filter, since the channels of both input and filter are the same. Assume the size of the S filter is H F × W F × E, here H F and W F represent the height and width of the filters, E the channels. Assume the size of the input is H I × W I × E, here H I represents the height, W I the width. The 2D convolution is performed along the width and height directions (Fig. 3) . Suppose the stride size is T, the padding size at each margin is M. The height H O and width W O can be obtained as The output is 3D with size of H O × W O × S, where S denotes the number of filters defined before. W I , W F , and W O represent width of input, filter, and output, respectively. The size of input, filter, and output are listed in Table 4 .
The neurons in the feature map after convolution layer will pass through a nonlinear activation function, such as a rectified linear unit (ReLU) layer [23] , which carries out a ReLU function as
Pooling layer
The pooling layer modifies the outputs from the ReLU layer with a summary statistic of nearby outputs in a neighbored window. It has three advantages: (i) help the representation keep invariant to slight translation of the input; (ii) reduce the computation resources needed; (iii) help the activations in pooled map are less sensitive to the precise locations of structures than unpooled map. Assume the pooling region is D, the activation set B included in D is
The max-pooling P M [24] is the most popular pooling strategy, with definition as
Average-pooling P A [25] is defined as
here |.| is the number of the elements in the set. Stochastic-pooling (SP) [26] P S selects the pooled map response by sampling from a multinomial distribution formed from the activations of each pooling region. Mathematically, the probability map p i is first calculated based on original activation map b i as
Then, the output is sampled from the multinomial distribution to pick a location l within the activation region B as P S ¼ b l ; where l∼P p 1 ; …; p i ; … ð Þ ð 8Þ An example of above three polling techniques is shown in Fig. 4 . Here the activation region is a 3 × 3 matrix. The average pooling and max pooling produces 0.56 and 3.1, respectively. For stochastic pooling, the probability map is first generated with p 1 = 0.62, p 3 = 0.28, and p 8 = 0.10. The multinomial distribution lets l = 3, and finally the output is 1.4. Note that there are other pooling techniques, such as hierarchical rank pooling [27] , pyramid pooling [28] , etc. In the future, our team shall check their performances.
Fully connected and softmax layer
The fully connected layer (FCL) multiplies the input to it by a weight matrix, and the multiplication result is added to a bias vector. The following softmax layer used the softmax function, i.e., the multiclass generalization of logistic regression [29] . The probability of sample x belonging to class c is defined as:
Here Y(x|c) is the conditional probability of sample given class c. Y(c) is the class prior probability. C is the in-all number of classes. For simplicity, define Z c as
Finally, we have Experiments and results Figure 5 shows an original alcoholic brain image. Figure 6 shows the data augmentation results by Gamma correction with typical values of 0.7, 0.8, 0.9, 1.1, 1.2, and 1.3, respectively. Figure 7 shows four samples of noise injection results. Figure 8 shows 10 data augmentation results by rotation.
Data augmentation
Finally, Fig. 9 shows four examples of random translation.
CNN structure
The structure of our CNN is adjusted by experience. The image input layer is with size of 176 × 176. Then, the setting of each following layer are listed in Table 5 . Here we combine the convolutional layer and rectified linear unit layer as one layer. Finally, we append softmax layer and class output layer after the second fully connected layer.
CNN training
The CNN Training over the 13,100-image dataset was based on NVIDIA GeForce GTX 1050 with compute capability of 6.1, clock rate of 1455 MHz, and multiprocessors of 5. Table 6 shows the hardware configuration of CNN training.
The training algorithm was stochastic gradient descent with momentum (SGDM). The size of minibatch is set to 256. The initial learning rate is set to 0.01, and was decreased by factor of 10 every 10 epochs. The momentum was set to 0.9. The maximum epochs was assigned with a value of 30. Cross entropy [30] was used as the loss function (LF). Table 7 lists the algorithms setting of CNN training.
The training accuracy and training loss over 1535 iterations are shown in Fig. 10 and Fig. 11 , respectively. We can observe that the accuracy increase gradually, and converge to 97.9167%. The loss decreases and converges to final 0.1965. Note the 1535 iterations correspond to 30 epochs in this study.
Performance over test set
The 135-image test set contains 64 alcoholic brain image and 71 non-alcoholic brain image. We used above CNN structure and chose stochastic pooling. The confusion matrix is listed in Table 8 . Here the row corresponds to the actual class, and the column corresponds to the predicted class. For the 64 alcoholic brain images, 62 were correctly identified and 2 were misclassified as non-alcoholic brains. For the 71 non- Fig. 12 Plot of our method compared to three state-of-the-art methods Comparison to state-of-the-art approach
We compared this proposed method BCNN + SP^with three state-of-the-art approaches: FA + PNN [11] , IPSO method [12] , and HMI + SVM [14] . The results are shown in Table 9 and Fig. 12 . The FA + PNN [11] obtained a sensitivity of 87.50%, a specificity of 85.92%, and an accuracy of 86.67%. The IPSO [12] obtained a sensitivity of 89.06%, a specificity of 91.55%, and an accuracy of 90.37%. HMI + SVM [14] obtained a sensitivity of 90.63%, a specificity of 88.73%, and an accuracy of 89.63%. Nevertheless, our method significantly improves the classification performance, leading to a sensitivity of 96.88%, a specificity of 97.18%, and an accuracy of 97.04%. This suggests the powerfulness of convolutional neural network, which has already gained remarkable success in many other fields.
Pooling comparison
We compared the stochastic pooling with max pooling and average pooling. Their results were offered in Table 10 . The graphical view is shown in Fig. 13 .
We observe that the stochastic pooling achieved the best performance among all thee pooling techniques. The average pooling has a drawback, that all elements in the pooling region are considered, thus it may down-weight strong activation due to many near-zero elements. The max pooling solves this problem, but it easily overfits the training set. Hence, max pooling does not generalize well to test set. The stochastic pooling [26] solve above two problems to some degree, and it gives superior performance to both average pooling and max pooling.
Optimal structure
The convolution layers are the most essential among all layers within CNN. Our CNN contains five convolution layers. Now we vary the number of convolution layers, and test the change of classification performance with the same settings in previous experiments. The comparison results were presented in Table 11 and Fig. 14. As shown above, the accuracy results of CNNs varied with different convolution layers. The CNN with 2 convolution layers only achieved an accuracy of 82.96%, indicating that CNN with not well-tuned structure may give worse results than traditional classifiers [11, 12, 14] . From Fig. 14 we knew that the CNN with five convolution layers performs the best, which is the case as described in CNN structure section. Acceleration 166
Next, we check why two fully connect layers are the best. We vary the number from 1 to 5, and the results are listed in Table 12 and Fig. 15 . Similarly, we can observe that the optimal number of fully connected layers is 2 in this study of alcoholism detection.
CPU versus GPU
In the final experiment, we compare the GPU with CPU in terms of computation time. The CPU is Intel Core i5-3470 with frequency of 3.20GHz. The computation time per image over training and test set are provided in Table 13 , where four significant figures are reserved. We can observe that the GPU yielded a 149× acceleration in training and a 166× acceleration in test.
Conclusion
In this study, our team developed a novel alcoholism detection method, which is based on the hottest tool-convolutional neural network. This study compares three pooling techniques: max pooling, average pooling, and stochastic pooling. The results show the superiority performance of stochastic pooling. Besides, our proposed method outperforms three state-of-the-art approaches. We validated CNN with five convolution layers and two fully connected layers performed the best. GPU yielded a 149× acceleration in training and a 166× acceleration in test.
In the future, we shall try advanced variants of CNN. We shall also test different activation functions, such as leaky ReLU. Our method can be combined to communication systems [31, 32] and internet of things.
