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This thesis studies a few randomized algorithms in application-layer peer-
to-peer networks. The significant gain in scalability and resilience that peer-
to-peer networks provide has made them widely used and adopted in many
real-world distributed systems and applications. The unique properties of
peer-to-peer networks make them particularly suitable for randomized algo-
rithms such as random walks and gossip algorithms. We study these by de-
veloping implementations based on the Docker virtual container technology.
We can thus analyze their behaviour and performance in realistic settings.
We further consider the problem of identifying high-risk bottleneck links in
the network with the objective of improving network reliability. We propose
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Peer-to-peer networks are an extremely important and widely-used type of
distributed system. Many distributed applications are built on top of an in-
frastructure of peer-to-peer networks. A peer-to-peer network is an application-
layer network of end systems interconnected through TCP or UDP connec-
tions over the underlying IP network. The nodes in the network are end sys-
tems and the links between pairs of nodes are application-layer connections
(each of which consists of a path in the underlying IP network). The networks
are usually dynamic and autonomous, with nodes joining and leaving freely.
When a new node joins, it needs to establish connections to a number of ex-
isting nodes in the network, and these are called its neighbours. Even though
it is theoretically possible, due to concerns of efficiency and scalability, each
node is not connected to every other node in the network, i.e., every node has
all other nodes as neighbours with the network topology forming a complete
graph. Perhaps the most salient property of peer-to-peer networks is that ev-
ery node is completely equal to every other node, with all the nodes operat-
ing in the same way and executing the same protocols, hence the name. This
is critically important to achieve the level of scalability that peer-to-peer net-
works are well-known for, because every node is carefully and deliberately
designed to contribute to the overall services offered by the network and this
2 Chapter 1. Introduction
means the large the number of nodes, the more resources are available for the
equally large number of resource consumers (which the nodes are as well).
A crucial feature is that the network would operate correctly without the aid
of any kind of centrally administered servers. The highly scalable nature of
peer-to-peer networks, especially compared with the traditional client-server
paradigm in distributed applications, makes them particularly attractive and
useful, and therefore they are widely used in many diverse distributed sys-
tems.
Peer-to-peer networks first emerged to support very large scale file shar-
ing systems [11], then their scalability motivated research efforts towards
peer-to-peer middleware platforms which essentially provide the fundamen-
tal service of routing requests to specific nodes in the network holding the
required data resources. A few well-known examples of such platforms are
Pastry, Tapestry and Chord [37, 42, 39]. They have been fully developed and
deployed in applications, demonstrating their strengths in the ability to ser-
vice very large number of clients and to be self-organizing without incurring
overhead that is significant relative to the number of nodes in the system. The
type of services provided by these platforms is generic and not application-
specific, and can be used by distributed systems in a wide variety of contexts.
Randomized algorithms and protocols play an important role in the op-
erations of peer-to-peer networks. Random walks — a type of randomized
algorithm where messages are sent to neighbours that are randomly selected
at each step — have been used for the core functionality of searching and
topology maintenance [32, 31]. The peer nature also motivates the design of
distributed algorithms in which nodes only send and receive messages with
their (few) neighbours in every iteration of the algorithm, with the objective
of cooperating and coordinating together to implement certain computation
or service. To increase the efficiency of the computation and communication,
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a class of randomized algorithms called gossip algorithms have been exten-
sively studied and proposed for this purpose [25, 27, 26].
We study random walks and gossip algorithms for distributed compu-
tation of global average. In order to fully investigate these important dis-
tributed randomized protocols, we implement them in realistic peer-to-peer
network topologies and evaluate their performance. Without a large number
of end hosts at our disposal, we are able to achieve the closest approximation
of implementing virtual containers (using the Docker technology) to serve
as nodes and construct networks of them conforming to graph topologies
that have the same properties as real-world networks. The strength of our
approach is that the implementation of these node processes can be directly
deployed on a real network, because the virtual container technology is the
same as real end systems with an underlying network stack and operating
system.
We further consider the problem of maintaining membership lists in peer-
to-peer networks, which is an essential core functionality of network mainte-
nance. We implement two different data structures for storing and exchang-
ing membership lists, using linked list and randomized hash index, and com-
pare their performance.
The dynamic nature of peer-to-peer networks combined with their decen-
tralized property lead to the possibility that node or link failures go unde-
tected (for a while at least) which sometimes cause network partitioning that
therefore also go undetected. An undetected network partition proves to be a
huge problem for the network, leading to incorrect and inconsistent views of
the network on different nodes which may have serious consequences later
on. We observe that sometimes the network topology evolves to a state where
there are a few links which are special in two ways: they see a high volume
of message traffic and there are only a few of them connecting two clusters of
nodes in the network so that if they become disconnected, then the network
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will either partition or become highly congested in another link that now
has to take the extra load. So it is very important to be able to identify these
high-risk bottleneck links. Once they are identified and monitored, it is easier
and faster to detect network partitions. We study the problem of identifying
these high-risk links. We propose a method that involves gossip algorithm
and randomized shortest-path computation, to solve this problem. We eval-
uate our method using simulations and show its effectiveness in identifying
the high-risk links.
1.2 Contributions
We have developed implementations of random walks and gossip algorithms
in peer-to-peer networks. Our implementations are based on virtual con-
tainer technology which makes them real testbeds and directly deployable
on real end systems. This allows us to investigate these randomized algo-
rithms in the most realistic way possible. Their behaviour and performance
are exactly as they would be in a real peer-to-peer network. We have also im-
plemented a bloom filter hash index for storing and exchanging membership
lists, which drastically reduces the storage requirement and query time for
node membership.
We also studied the important of problem of identifying high-risk bot-
tleneck links that should be monitored in the case of failure which would
result in network partitioning. We proposed a randomized decentralized
method for identifying such links and implemented simulations to evaluate
our method and show its effectiveness.
1.3. Thesis Organization 5
1.3 Thesis Organization
We begin by presenting the details of and the technologies used in our im-
plementations in Chapter 2. Then our investigation and implementation of
random walks is presented in Chapter 3. Chapter 5 contains the study and
implementation of gossip algorithms for distributed computation of global
averages. The comparison of data structures for membership lists is given
in Chapter 4. The problem of identifying high-risk links and the proposed





protocols in peer-to-peer networks
This chapter describes the tools and technology we used for the implemen-
tation of distributed protocols in peer-to-peer networks which will be pre-
sented in detail in the remainder of this thesis.
We have implemented three different distributed protocols: random walks,
gossip algorithm for estimation of the average, and the dissemination of
membership lists. These algorithms all share the properties of being dis-
tributed and randomized, which makes it difficult and sometimes infeasible
to theoretically analyze them to observe their performance and behaviour. To
study and better understand them, we generated random network topolo-
gies that follow the same characteristics observed in naturally arising real-
world peer-to-peer networks, and we implemented these protocols to exe-
cute in these networks. We implement them in the recently invented Go
programming language to take advantage of its built-in concurrent program-
ming constructs. The protocols are first implemented as part of simulations.
Then we take it one step further, and implement them using the recently
emerged Docker container virtualization. This Docker implementation goes
beyond simulations, making our implementation completely real and imme-
diately deployable in real networks. In the following, we will present the
technologies used in our implementations.
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networks
2.1 Go programming language
Go is a programming language created by Google, and is currently an open
source project (https://golang.org). The motivation for its conception was
to provide a language that provides first-class support for currency and par-
allelism in computers with multicore CPUs; has tractable resource manage-
ment in large-scale software systems including garbage collection and pro-
vides safe automatic memory management. It was envisioned that this new
language would ease the development process for network dependent sys-
tems such as data centers, web programming models, and distributed sys-
tems in general.
Key design principles of Go include:
• Ease of learning for new developers through clear and concise syntax
and semantics
• Build time reduction by efficient package dependency management
• Meeting modern computing demands (built-in concurrency, network-
ing, and ease of web application development)
The syntax of Go is inherited from C, enhanced advantageously by adop-
tions from dynamic typed languages for variable declaration and initializa-
tion. Go, like the popular programming language Python, is statically typed
and is compiled to native code for execution which allows it to have the per-
formance and safety of languages such as C++ and Java. The language sup-
ports pointers, but unlike in C/C++, pointer arithmetic is not permitted. Go
automatically manages memory allocation and garbage collection at runtime.
Go is not typically referred to as an object-oriented programming lan-
guage, however, it does have object-like primitives that are available as the
type structs and invocable methods that can be defined for them. However,
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there is no inheritance and this reduces the overhead required to declare re-
lationships between types. Instead, types satisfy interfaces by implementing
a subset of their methods. Unlike object-oriented inheritance which allows
only one parent, types can satisfy multiple interfaces at once.
2.1.1 Networking for distributed computing
With Go’s support for distributed computing, applications can be imple-
mented with just the core language. For example, the “net” package is in-
cluded in the standard library and it provides access to low-level network-
ing primitives such as TCP/IP, UDP, Unix domain sockets, and domain name
resolution. Many clients will only utilize the basic communication interfaces,
such as Listener, Dial, and Conn. Package “net/http” provides client and
server interfaces for communication at the application layer, and is designed
for simplicity in assigning HTTP routes. Using Go greatly reduces imple-
mentation efforts in managing connection threads for incoming requests.
2.1.2 Concurrency
The key feature of Go that makes it suitable for distributed systems mod-
elling is its core support for concurrency. Concurrency is identified as the
composition of multiple independently executing processes. Although par-
allelism may be a related concept, the two are not the same. Parallelism, in
contrast, is a simultaneous execution of processes that distribute a large com-
putation into sub units. In a single processor, a program can be concurrent,
however it cannot be parallel. In a distributed system, nodes may be han-
dling multiple communication channels during execution, which makes con-
currency a fundamental requirement in the design of such a system. In many
concurrent programming environments implementing correct synchroniza-
tion to access shared data can be challenging. Go’s approach is passing the
10
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reference of the shared data around, instead of all threads having the refer-
ence and coordinating the read and writes. By passing the reference, only
one thread will have access to the data at any given time therefore eliminat-
ing data-races between threads that use channels. Go’s authors have sum-
marized this design paradigm to a slogan, “do not communicate by sharing
memory; instead, share memory by communicating”. It should be noted that
this paradigm is used alongside mutex locks and not replace it. In a trivial
reference counter, a mutex around the counter would be the clear solution.
Go’s concurrency model originates from Hoare’s Communicating Sequential
Processes [24]. The two fundamental constructs for concurrency are gorou-
tines and channels, which are described in the following.
2.1.3 Goroutines
Goroutines are described as lightweight threads that run concurrently with
other goroutines and asynchronously with the calling code. An indepen-
dently executing function may return control to the caller before comple-
tion, these functions are known as coroutines [29]. Essentially the concept of
goroutines is to multiplex coroutines on to a smaller number of OS threads
which results in a N:1 mapping of coroutines and threads. When a system
blocking call is made by a coroutine, the rest of the coroutines on the blocked
OS thread are automatically moved to another, active, OS thread by Go’s run-
time which manages the scheduling. By migrating, the rest of the routines
will not be blocked. Typically, the number of OS threads is set to the num-
ber of cores on the system to maximize CPU utilization. Goroutines have
a significantly reduced memory footprint compared to OS threads. When a
goroutine is created, Go’s runtime allocates a few kilobytes to a resizable and
bounded stack, which then grows or shrinks as per the execution demands.
With this architecture, goroutines are very lightweight and a Go program can
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run hundreds of thousands of goroutines whereas traditional thread-based
concurrency would run out of resources. To create a goroutine, the syntax
begins with the “go” statement followed by a function call. It is common
practice to call anonymous functions, known as a function literal, as gorou-
tines as they will not be called anywhere else in the program. Function liter-
als are closures, which allows them to refer to variables in the surrounding
function.
Unlike regular function calls, goroutines are asynchronous in the sense
that the main program execution does not wait for the invoked goroutine to
reach completion. An invoked goroutine will independently complete the
function call and exit. Input parameters are evaluated as regular functions
however return values are discarded. Because of this independent execution,
the main program may complete without knowing the state of the invoked
routine. In order to allow communication and synchronization between gor-
outines, Go uses channels.
Channels are the mechanism for inter-process communication between
concurrently executing goroutines. They are explicitly typed and bidirec-
tional, however they can be used unidirectionally by using a send-only or
receive-only directive. Channels are unbuffered by default, which provides
synchronization of states between goroutines on opposite ends of the chan-
nel. In an unbuffered channel, senders block until a receiver has retrieved
the value from the channel before sending additional data. Receivers always
block until there is data to be received, regardless of whether the channel
is buffered or unbuffered. A buffered channel removes the synchrony as
senders can now send data asynchronously until the capacity of the chan-
nel has been reached.
12
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2.2 Docker container virtualization
Docker is the industry standard in container technology. Docker containers
resemble virtual machines in providing portability of applications regardless
of the host machine operating system. However, a container is not a virtual
machine, it is much more lightweight. A container is a standardized unit
of software that includes everything that is needed to run an application on
any host OS: code, any dependencies, and any system tools and libraries
and settings required. Any host OS that runs Docker engine will be able
to run any Docker containers. Containers do not contain an OS (as in the
case of virtual machines), instead, they all share the underlying machine’s
OS system kernel — this makes them much more lightweight than virtual
machines, while still retaining the property of portability.
FIGURE 2.1: https://www.docker.com/resources/
what-container
There are images and containers. An image is an application including
all the executable binaries and source code and libraries. A container is an
instance of the image running as a process. You can have many containers
from the same image.
After a Docker network has been created and containers have been con-
nected to it, it’s important not to rely on IP addresses for inter-container com-
munication. Because IP addresses are assigned dynamically and therefore, as
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the containers start and stop, they will change. For containers to find each
other, Docker uses DNS name resolution, the default hostname for a con-
tainer is its container name.
2.3 Implementation program design
The programs we implemented for running experiments and simulations are
written in the Go programming language. The concurrency and Go channel
features allow for easier implementation of multiple networking tasks which
may be occurring at the same time. The Go channels enable coordination be-
tween the Go routines in instances where any linear processing is required.
To mimic the nature of a set of independent devices, the core of the simu-
lation is independently running node programs. These nodes communicate
between each other only through the network stack using the Go language’s
net library. Each of these nodes represent one vertex in the graph. The only
other program being run is a control program used to manage the simula-
tions and gather data back from the graph nodes in the topology.
2.3.1 Node program
Structure
Node programs take in several command line parameters upon launch in-
cluding the ID, IP address, port to listen on, and cluster (used only in certain
experiments). The main program function contains the scope for functions
that will be launched as go routines. They are within this scope so those
functions will be able to access shared data variables which are controlled
by mutual exclusion functions to prevent race conditions or overwriting con-
ditions. Upon starting the main function, the data variables are initialized
and a go routine that listens on the assigned port is launched using the net
14
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library. Once an inbound connection is received, a separate listener handler
is launched in a go routine to handle all communication during the life of
this connection. The listen handler parses the messages and the functions
that execute the simulation aspects of each node are contained here. The con-
nections being used are TCP to ensure that all messages are received. The
message sizes and overhead from the connection-oriented communication
for these experiments are minimal in relation to the available bandwidth.
A resource constrained assumption may warrant a non-connection-oriented
protocol. Later experiments around the maintenance of membership lists in
a dynamic environment also start up some additional independent functions
in go routines as some timers are used, or responses are required from exter-
nal nodes.
Access safe data
Data for each node is local to the main function so the various go routines
can all access and update this information. These variables, however, are not
equipped to handle concurrent access so they have been wrapped in a few
mutual exclusion functions. For the purposes of these experiments, there are
no operations which we would consider data intensive that would introduce
bottlenecks or impact performance. The data being sent in messages are text
based. Messages are terminated by a newline character and connection lis-
teners take in data until the newline terminator is received before attempting
to parse. Messages are delimited by the colon character, and the first section
always identifies the type/purpose of the message. The remaining sections
of the delimited are purpose specific.
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2.3.2 Control program
To facilitate all aspects of setting up, initiating, controlling, and terminating
the experiments, a separate control program is used. This program has been
designed with functions for running each of the simulation experiments.
Most simulations incorporate similar core functions. The program takes com-
mand line parameters which provide what simulation is being run and the
corresponding variables that might be changing in different setups. For ex-
ample, in the random-walk there are only two parameters, the function and
the number of times to run the trials. After initializing variables and go chan-
nels, the control program reads the topology from a text file. This information
is used to run the node program once for each vertex in the given graph. Each
is provided with information such as its ID, IP address, and port to listen on.
The control program then establishes a connection with each of the nodes.
This connection is not used for any simulation messages as part of the topol-
ogy. The connection is used to conduct further setup and statistics reporting
to the control node depending on the simulation. In the random-walk ex-
ample, the control node at this point tells each node which other nodes they
need to connect to in order to build the specified network topology. Follow-
ing the random-walk example, the control node will now pick one node at
random and instruct it to start the random-walk simulation. When the final
node is reached, it uses its connection to the control node to report the final
number of hops. The control node then messages each node to reset and re-
peats this process the specified number of times. The results are output to
the console. As with the node program, the control program uses multiple
go routines to handle concurrent processing of functions such as each of the
listener handles to for each open connection. It also utilizes mutual exclu-
sion protected data variables to prevent race conditions or overwrites since
the data types are not currency safe.
16
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2.3.3 Docker implementation
In the case of the docker versions of experiments, there is an additional con-
trol program used to complete functions such as launching containers, copy-
ing code files (for node and control), compiling the code and finally running
each node/control with the appropriate parameters. Since communications
between instances of the node programs is conducted exclusively through
the network stack, there is no programming difference between running on
a single operating system and multiple docker containers. Depending on the
operating system, however, there may be a difference when running the node
instances and networking through the loopback address. That is, its possible
some operating systems may not truly go through all the stages of the net-
work stack once it realizes the message is bound for itself. Using the docker
containers forces a true network usage as though there are multiple devices
and communications. For the purposes of running these experiments, it was
more convenient to copy the code and compile instead of rebuilding a new
container image every code change.
2.3.4 Graph topology generation
A separate program is used to generate the starting topologies required. The
program takes in the required parameters including topology type, number
of nodes and minimum number of connections per node. The finished topol-
ogy is output to a file which is later used by the control program to setup
the simulation. Details of the construction of the different types of topologies
used can be found in the corresponding experiments later in this document.
17
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Random walks in peer-to-peer
networks
3.1 Background on random walks
Random walks provide an accurate and faithful way to describe and model
the dynamics of many naturally arising systems and networks. Examples in-
clude the dispersion of information in social networks [21, 23], the behaviour
of stochastic search algorithms [28, 13], and both searching and construction
of unstructured peer-to-peer networks [32, 22]. Random walks have many
applications in the design and analysis of randomized algorithms in network
graphs that model various phenomena.
To define a random walk, we first define an undirected graph with n ver-
tices and m edges, denoted G = (V, E), |V| = n, |E| = m, where V is the set
of vertices and E is the set of edges. Note that throughout this thesis, we will
be using the terms vertices and nodes interchangeably, as well as edges and
links. A random walk is a stochastic process in which at each step, a vertex
u is visited and the next vertex to visit is randomly selected from the set of
neighbours of u, i.e., those vertices that are connected to u by an edge in G.
Each neighbour of u has an equal probability to be selected as the next one
to be visited. We say that the next vertex is uniformly selected at random.
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The choice of neighbour is independent of previous choices. This procedure
is repeated at every step of the random walk.
The two most salient characteristics of random walks are the uniformly
random selection of the next step throughout the walk, and requiring only
knowledge of immediate neighbours by the vertices and not assuming any
knowledge of the global topology of the graph. These two characteristics
make random walks applicable in many dynamic systems involving net-
work topologies. For example, in a social network where the vertices are
people and the edges are connections between people who directly commu-
nicate with each other, the process of a piece of information being diffused in
this social network can be modeled as some combination of random walks
where the information is “walking” from vertex (person) to vertex (person)
along edges (person-to-person communication) with an element of random-
ness that arises out of natural online interpersonal communications. They
also allow us to analyze and investigate the underlying structure of net-
works whose global topology information is not available and only local
connections are known. This is one of the most fundamental properties of
peer-to-peer networks, therefore it is natural to examine random walks in
peer-to-peer networks for analysis and design of distributed algorithms and
protocols.
3.2 The Markov chain model
In the theoretical study of random walks, a useful abstraction that is often
used is the Markov chain. A Markov chain is a stochastic process defined
as follows. There is a set of n states S and a probability transition matrix P
which is n× n, with Pij being the probability of transitioning to state j when
the current state is i. For all i, j ∈ S, 0 ≤ Pij ≤ 1 and ∑i,j Pij = 1. Note that
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a Markov chain has the memoryless property, that is, every state transition is
completely independent of all previous state transitions and states.
A random walk can be abstracted to a Markov chain in two possible ways.
In the first way, we model the vertices of the graph as the states, and each
state transition is a step in the random walk of going from one vertex to one
of its neighbours. The transition matrix P can be constructed from the in-
formation of the degree di of each vertex i: Pij = 1/di. The second way is
to replace each undirected edge with two directed edges and model each di-
rected edge as a state, and the state transition is a traversal of the directed
edge during each step of the walk. So the states are (i, j) where i, j are ver-
tices and connected by a directed edge from i to j. The transition matrix P is
constructed as P(i,j),(j,k) = 1/dj.
An interesting phenomenon in Markov chains is that there may exist a
steady-state behaviour of the Markov chain. Let π be a probability distribu-
tion on the states, i.e., π is a row vector whose i-th element πi is the proba-
bility of being in state i. The distribution π called a stationary distribution of a
Markov chain with probability transition matrix P if π = πP. If the Markov
chain finds itself in the stationary distribution at some step t, then it remains
in the same stationary distribution at step t + 1, and so on and so forth. This
is the steady-state of the Markov chain.
A Markov chain is said to be finite if it has a finite number of states. It is
said to be irreducible if the (undirected) graph that induces it is a connected
graph. It is also said to be aperiodic if its states are aperiodic. In a Markov
chain induced by random walks on an undirected graph G, states are ape-
riodic if the greatest common divisor (gcd) of the length of all closed walks
in G is 1 (a closed walk is one where it ends on the same vertex it started
on). Generally, in a connected undirected graph G that is not bipartite, there
exist closed walks of length 2 as well as closed walks of odd length (i.e., odd
cycles), therefore the gcd of all the closed walks is 1. This means that the
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Markov chain induced by G is aperiodic.
The most basic theorem on Markov chains (Fundamental Theorem of Markov
Chains) states that one of the properties for any irreducible, finite and aperi-
odic Markov chain is that there exists a unique stationary distribution π such
that, for 1 ≤ i ≤ n, πi > 0.
3.3 Cover times of random walks in peer-to-peer
networks
In the application of random walks in peer-to-peer networks, a relevant and
interesting concept is the cover time CG of the connected undirected graph
G = (V, E) for the peer-to-peer network; it is defined as CG = maxu∈V Cu,
where Cu is the expected number of steps taken to visit every node in G in
the random walk that begins at node u. The theoretical study of the cover
time of connected graphs has been extensive.
The classic result from [1] uses the existence of a unique stationary dis-
tribution for any irreducible, finite and aperiodic Markov chain, to prove an
upper bound for the cover time of any connected graph: CG ≤ 2m(n − 1),
where m = |E|, n = |V|. Tighter upper and lower bounds are derived in [16,
15] for any connected graph. In [9], random regular graphs are studied and
the asymptotic limit of cover time in those graphs are shown. These work
did not study cover times of random walks in the types of scale-free network
graphs that are characteristic of real-world peer-to-peer networks, e.g., [3, 41,
34]. By and large, the body of theoretical results on random walks is focused
on regular graphs and conventional random graphs.
However, the real-world peer-to-peer networks have graph topologies
that are scale-free and random. It is simple to define scale-free, random
graphs by considering the construction of one. Add a new vertex to the
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graph at each step, by connecting k edges from the new vertex to existing
vertices in the graph and these vertices are selected at random with prob-
ability proportional to their current degree. Intuitively, only a few vertices
will emerge with the highest degrees and the degrees of other vertices will
decrease exponentially.
More recently, there have been a few studies [10, 35] of random walks
in such scale-free, random graphs. In [35], an equation is derived for the
cover time of random walk starting at any vertex, but the equation involved
the calculation of not only the stationary distribution but also an infinite se-
ries (summing up the differences between probabilities of closed walks of
all lengths and the stationary distribution probabilities). The authors also
formulated an interesting quantity called the random walk centrality (RWC)
of a vertex, which essentially captures how easily information can diffuse
through the graph (through a random walk) to reach this vertex. For both
cover time and RWC, the paper calculated numerical approximations.
It is shown in [10] that the cover time of a random walk on a scale-free
random graph with n vertices and m edges is asymptotic to 2m log n/(m−n).
This is asymptotic behaviour of the cover time, and since the work is entirely
theoretical, it is unclear how close and accurate this number is in realistic
peer-to-peer network topologies.
We are therefore motivated to investigate this in a practical implemen-
tation. Our objective is to generate realistic scale-free peer-to-peer network
topologies and implement random walks on them to evaluate how the cover
times behave in these networks as the number of nodes and degree con-
straints change.
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3.4 Implementation and evaluation
Topology generation
The graphs used for the random walk simulations followed two main kinds
of topology generation – uniform-random and power-law. Two parameters
were used in the generation program – the number of nodes and the mini-
mum number of connections k, for each node.
Uniform-random
In uniform-random graphs, each node has no preferential attachment weight-
ing to any other node, when selecting a node to connect with an edge the
entire population of nodes has an equal probability to be selected.
Pseudo-code for uniform-random graph generation is as follows.
• The n count population of nodes is created
• Iterating through all the nodes 1 through n
• If the total number of connections for this node is less than the mini-
mum number of nodes, then node is selected at random from the entire
population, with equal weighting to every node.
• If the selected node is not the selecting node itself, and the selected node
is not already connected to the selecting node, then add this connection.
• Upon completion of the process, every node in the n population will
have a minimum number of k connections.
It should be noted that this process does not preclude the possibility of a
graph with disjoint sections.
Power-law
The generation of the base graph for the power-law topology is based on
Barabasi’s work [3], which can be a model for many real-world networks
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such as the world wide web where there a small number of nodes possessing
many connections.
Pseudo-code for power-law base graph generation is as follows.
• Start with a graph of two nodes connected to each other
• Iterating through nodes 3 through n:
– Select a random node in the existing graph, where the weighting
of each is increased by the degree of existing connections.
The probability of any node being selected is its degree of connections di-
vided by the sum of the total degree of connection in the existing graph. For
example, if the existing graph consists of five nodes, where one node has 3
connections, one node has 2 connections, and the remaining three have only 1
connection, then the probability of the most connected node is 3/[3+2+1+1+1]=3/8.
In this way, the more connected a node is, the more likely it is to become in-
creasingly connected.
It should be noted that this method of graph construction, where each
node is added to the existing graph ensures that there are no disjoint sec-
tions. For power-law graphs requiring additional connections of more than
1 connection, a second round of connections is made in the same manner as
the uniform-random generation. Each node is iterated through, and if the
total connections is less than the requested k connections, then additional
nodes to connect to are randomly selected (that are not of existing connected
nodes, nor the node itself). The purpose of adding these uniform-random
connections was to shorten the potential Markov chains which can become
very long in a large power-law topology.
Random-walk simulation setup
Five main topologies were used in the simulation testing:
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1. Power-law with 1000 nodes and 1 connection minimum per node
2. Power-law with 1000 nodes and 2 connections minimum per node
3. Power-law with 1000 nodes and 3 connections minimum per node
4. Uniform-random with 1000 nodes and 2 connections minimum per node
5. Uniform-random with 1000 nodes and 3 connections minimum per node
Uniform-random graphs with only one connection minimum for each
node frequently tend to yield disjoint graphs, thus the choice was made to
exclude this model.
3.4.1 Simulation method
Each node in the simulation keeps track of whether it has already been vis-
ited in the random walk and the connections it has received messages from
during the walk. The remaining parameters being tracked are stored in the
transmitted message and updated at each node.
The message format used was as follows:
RandomWalk:TotalHops:ExpectedUnique:UniqueCount:NodeList
:PreviousNodeID.
The fields are delimited by the colon symbol. The first section identifies
the type of message, in this case a random-walk. The second field counts
the total hops made so far in this random walk. The third field is the total
number of nodes in the simulation. The fourth field is the total number of
unique nodes visited so far. The fifth field contains a string tracking which
unique nodes have been visited and the order in which this occurred (comma
delimited). The sixth field contains which node was the last to be visited and
sent the message to the current node.
The simulations were run with a randomly selected node each time to
start the random walk, which is messaged by the control node. This node
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is considered visited and the flag set to true. The message parameters are
initialized with this node as the only one visited, and where the expected
unique count is given by the control node in the initialization message. This
node’s ID is stored as PreviousNodeID field and a random connection is se-
lected for the message to be sent to.
Upon receiving the RandomWalk message, each node checks to see if it
has been visited before. If it has not, then it sets its visited flag to true, incre-
ments the UniqueCount and appends its ID to the NodeList. If the Expect-
edUnique count has been reached by UniqueCount, then the random-walk
is complete, and the control node is messaged with the final random-walk
statistics. If not, the TotalHops field is incremented and continuation of the
random-walk continues with the selected of a random connection to send the
updated message to.
This simulation was run on each topology 100 times and the average
number of hops for each topology was recorded.
Random-walk simulation results and discussion
The averaged results of the number of hops required for a complete random-
walk of the complete graph is given in Figure 3.1. The results of the simula-
tion show that the lower the degree of connectedness, the increased number
of hops was required for a random-walk to fully traverse the graphs illus-
trated in Figure 3.2 and Figure 3.3. The most pronounced difference is be-
tween the power-law base topology with minimum one connection, and the
addition of a second minimum connection.
The most likely reason for these patterns is the more connections are very
likely to decrease the longest distance between any two nodes in the graph.
In the power-law base topology, the sparse connections mean there are large
sequences of nodes where the traversal may take many hops to eventually
cross (essentially “getting stuck” going back and forth). The probability of
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moving from one end of a Markov chain to the other becomes significantly
smaller the longer the chain is. The introduction of additional connections
is likely to decrease the potential length of any paths which mimic Markov
chains where the random walk would need to traverse a long sequence of
nodes in one direction.
FIGURE 3.1: cover times for random walks
FIGURE 3.2: cover times for random walks
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Maintaining membership list in
peer-to-peer networks
4.1 Motivation and objective
Peer-to-peer networks that provide the infrastructure for gossip-based algo-
rithms are desirable for their scalability and performance, but they also have
certain requirements on the types of information the nodes in the network
must be able to obtain and maintain. One crucial piece of information that
must be disseminated among the nodes in the network is the membership list.
The peer nodes must know about the other peer nodes in the network, in
order for any reasonable gossip-based algorithms and protocols to work and
be effective. For one thing, some of the gossip-based protocols require that
every node must be able to randomly select a number of other nodes from the
membership list, and this node then proceeds to gossip to this set of nodes.
There are various other specific reasons that would require the obtaining and
maintaining of such a membership list at each node. An important one is the
monitoring of the network by all the nodes to detect events of network par-
titions and disconnects. Moreover, it is well-known that in any distributed
systems, the concept of group membership is essential and critical to the cor-
rect and efficient operations of the distributed system.
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There have been a number of works on providing robust and scalable
protocols for maintaining group membership in peer-to-peer networks, e.g.,
[20, 44, 40]. These works have focused on increasing efficiency and perfor-
mance by having the nodes maintain randomized partial membership lists
and by proposing distributed protocols that allow the nodes to speed up the
dissemination of membership information across the entire network graph.
In contrast, we focus on the aspect of the data structure used for storing
and exchanging membership lists among the nodes in the network. We rely
on a gossip-based protocol to distribute complete membership lists so that
every node in the network is, ideally speaking, in possession of the informa-
tion of all the nodes currently connected in the same network. We believe that
this has tremendous benefits in the maintenance and operations of peer-to-
peer networks. One scenario where this would be helpful and advantageous
is when the network becomes partitioned, new nodes joining the network
in one disconnected component would not be known by nodes in the other
disconnected component — the nodes there would be exchanging among
themselves membership lists that are not updated and not accurate. Once
the network partition is repaired and the whole network is connected again,
these nodes that have stale and inaccurate membership lists should have a
way to obtain the accurate and up-to-date membership lists. And if all the
nodes are periodically cooperating together to disseminate entire member-
ship lists, it is only a matter of time that these ignorant nodes are able to
update their knowledge of the membership list.
However, this means that entire membership lists must be exchanged fre-
quently between nodes all over the network. This places a burden on net-
work resources in terms of message overhead. One way to improve message
overhead is to try to decrease the size of each of these many messages. Our
objective is to use a highly space efficient way to store the entire network
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membership list and thereby minimize the message sizes of the gossip pro-
tocol that diffuses these membership lists to all the nodes in the network.
We implemented two different ways of storing and communicating mem-
bership lists: linked lists, and a bit vector-based hash index called bloom fil-
ters; and we show the difference in the message overhead when we use these
two different data structures.
4.2 Bloom filters
We briefly present the background on bloom filters. Given a set S of N ele-
ments, and an integer x, the problem is to determine whether x is in S.
One can think of creating a bit vector of length n to represent the range of
integers [0, . . . , n− 1], where n is larger than the largest element in S. In the
bit vector, bit i is set to 1 if i ∈ S and 0 if i /∈ S. To check whether x is in S
is a simple look-up of bit x in the bit vector. This works fine if the range of
integers dictated by the elements in S is not too large and the set S is not too
sparse over this range. Otherwise, the resulting bit vector is too wasteful in
space and look-up time.
An alternative is to use a hash function h to map the elements of S to a
fixed range of integers [0, . . . , m− 1]. Now m (or size of the bit vector) does
not depend on elements of S, moreover, the elements of S are not restricted
to integers and may be of any type. The collision probability of the hash
function h(·) is directly correlated to the false positive rate. To maintain a
low false positive rate as N increases, the range of h(·) must increase and
therefore m or the bit vector size must increase, thus resulting in higher space
and time cost.
Bloom filter offers a better way to control the size of the bit vector while
keeping the false positive rate low, by using a number of hash functions si-
multaneously.
32 Chapter 4. Maintaining membership list in peer-to-peer networks
A bloom filter uses k hash functions, hi, i = 1, . . . , k, each with the same
range [0, . . . , m− 1]. To add an element x to S, set all k bits of hi(x), i = 1, . . . , k
to 1 in the bit vector. Given x, if not all these k bits are 1, then it is known
with certainty that x /∈ S; otherwise, it is with high probability that x ∈ S (if
x /∈ S, then this is a false positive). With a pre-specified set size N and false
positive rate, one can find the required size of bit vector m. Even for a low
false positive rate of 0.1, m is only approximately 10N bits. This is considered
constant space because m does not depend on the data size of each element
in S.
The bloom filter data structure is space-efficient which simply represents
a set of data for membership queries [4], and has been widely used in various
applications such as overlay collaboration [8] and network intrusion detec-
tion [17, 43, 38][38]. Several variants [14, 33, 30, 5, 36] have been proposed
for performance speedup and space efficiency.
4.3 Using linked lists and bloom filters for mem-
bership lists
To test and illustrate the differences of using a linear or a constant time data
structure, the membership list was implemented twice, one using a linked
list and another using Bloom filters.
Linked list
Data structures such as linked lists that are deterministic have the advantage
of being able to provide their entire data store accurately. For instance, if I
wanted to know whether node x was a member of a group, a search of the
dataset would always return an accurate result. The main disadvantage is
the poor scaling during operations that could require traversal of the entire
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dataset, such as searching or removal, or returning the entire membership
list.
In the membership list implementation, our linked list is a simple unidi-
rectional list. A pointer to the head and tail of the list is maintained. New
nodes are inserted to the tail of the list (although nodes could have been
added to the head, with no tail pointer maintained). Since the insertion to
the desired node is direct, this operation has runtime of O(1).
The operation to search for members or to remove members (if they exist)
requires linear traversal of the dataset. In the worst case the entire dataset
would need to be searched if the target was the last member or not a member
at all. If we assume the target is in the list then the average case would require
n/2 links to be searched, however, this is not a realistic scenario, leaving us
with a space between n/2 and n runtime. The general magnitude of runtime
for these operations is therefore O(n). In smaller graphs the computational
difference is small, however, as repeated tests on a larger graph population
illustrate the differences can be significant enough to be measured.
Bloom filter
The use of a hash function to map keys such as IDs onto a bitfield has the
advantage of being a constant runtime operation O(1). The disadvantage
is that the operation is probabilistic and cannot tell with full accuracy if the
member is present. The larger the bitfield size allocated, the lower the chance
of collisions and false positives. For this simulation, opensource code by An-
dreas Briese [7] was used to implement the bloom filter. The bloom filter size
was created using a constructor designed for an upper-bound population of
216(65, 536) members with error collision rate of less than 1%. Most simula-
tions were under this population upper bound, so the collision rate would
have been less than 1%.
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The bloom filters work by inputting our node ID into the hash function
and a few bitfield locations are returned (depending on the size of the filter,
seven in our case). The add function hashes the input and then flags the
designated bitfield locations as true. The search function again hashes the
input to test ID and then checks if those resulting locations are already all
marked as true. If not all the locations are marked as true, then the bloom
filter can say with certainty that the entry is not in the list. If they are all
present, then the bloom filter can say with over 99% probability (100% - the
error margin) that the inputted ID is part of the list.
Since the bloom filter bitfield can have overlapping component locations,
removing a node from the member list cannot be done by hashing the ID and
setting the locations to false. For instance, say we have two node IDs that
have already been entered into the membership bloom filter, where node ID
X might hash to locations 5, 9, 32 and node ID Y might hash to locations 9,
40, 62. There is an overlapping location at 9, so removing either node by
setting all locations to false would cause false negative searches. To account
for removed nodes, we instead maintain a second bloom filter that records
entries for removed nodes. Searching to see whether a node is a member
then becomes two constant time operations. First, we check to see if it is in
the member list. If not found, then we can say with certainty that the node
is (and never was) a member. If an entry is found, then the node is (or was)
probably a member, and we must now also search the second bloom filter
for removed nodes. If the removed bloom filter returns negative, then we
know with certainty the node was not removed, and due to being on the
member bloom filter that the node is most likely a member. If the removed
filter returns positive, then we can conclude that the node was most likely
one time a member and has since been removed.
While the constant time operation of bloom filters is a big positive, there
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are disadvantages. One is the lack of ability to readily produce a list of mem-
bers in either the member or removed list. To derive this information, a range
of possible keys would need to be tracked and each tested one by one. An-
other disadvantage is the inability to use the bloom filter for a task that re-
quires extended use or re-use of keys. In the first scenario, both the member
and removal bloom filters will eventually saturate once the expected popula-
tion created at the beginning is reached. While a larger bitfield could be cre-
ated initially, this still presents a non-scaling solution whose resizing would
require an intensive search operation of the entire possible key set (insert all
current keys into larger, new bloom filter). The second scenario of key reuse
cannot be accommodated due to the one directional operation of the bloom
filters and potential overlapping space of hashed keys.
4.4 Simulation and evaluation
Unlike in the random-walk simulation where a fixed graph topology was
used, for the membership lists we simulate a system of dynamic churn, where
nodes are added to and removed from the system at random. We begin with
a fully connected graph, however, due to the random nature of removals it
becomes possible that clusters of nodes will become disjoint at times during
the simulation.
The simulation is provided with a lower and upper bound range from
which random time intervals are used to add and remove nodes from the
system. For the purposes of the discussed results, nodes were added every
300 to 600 milliseconds, and removed every 600 to 1200 milliseconds. Each of
the newly added nodes randomly selects between 2 to 4 random nodes with
which to connect to in the graph.
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4.4.1 Maintaining membership lists
Two mechanisms are implemented to maintain an accurate membership list
in the dynamic environment of nodes joining and leaving the system. The
first is to have all nodes broadcast to their connections if they are being re-
moved or are newly added. If this information is new to the recipient nodes,
they will further propagate the message to their connections. The new in-
formation requirement prevents loops and endless message repeats while
allowing for fast dissemination of the updated membership changes.
This incremental membership tracking works effectively most of the time,
however, in the case of partitioning that may periodically occur due to the
random removal churn sometimes a complete survey of the connected pop-
ulation may be required. For example, if a fully connected graph was split
in two, each side of the graph would not be able to determine if its removal
would result in a partition and thus be unable to determine what large por-
tion of nodes were being disconnected. Following this line, if the two par-
titions were to be rejoined by a new additional node, each half would need
to be updated with the reintegration of the population in each segment, as
well as the other incremental updates that have occurred since the time of
split. The solution chosen is instead to have periodic survey probes initiated
by random nodes to wholly update the membership information.
To implement this procedure, each node maintains a countdown timer of
randomly chosen time between 4.5 to 400 seconds. Upon expiration of this
timer the node first checks to see if another survey probe is already ongoing.
If one is, the timer is reset to a new random time duration within the specified
range. If not, the node will initiate a probe by flooding out to all its connec-
tions a message probe which contains the message header “Probe”, the ID of
originating node, the IP address and port of the originating node, as well as
a timestamp of the initiation time.
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When a node receives a probe message, it first checks to see if it has al-
ready received another probe message that has not yet been resolved with a
final membership list. In the event of two simultaneous ongoing probes, the
last timestamp parameter is used to resolve which one is older and that one is
given precedence. If the stored probe timestamp is older, then this new probe
will be discarded. If the newly received probe is older (or no other probe is
ongoing), then the node will store the new survey probe information, prop-
agate the message to all its connections, and finally open a temporary direct
connection to the probe origination node with a “ProbeReply” header, the
origination probe ID, this node’s ID, IP address and listening port. The tem-
porary connection is then closed.
During this time, the survey probe origination node maintains a timeout
timer in a go routine. It is initially set to timeout after 150 milliseconds. Every
time a new reply is received, this timer is reset to twice the time between
the start of the probe and the received reply time. In this way, the timer
scales to accommodate larger graphs which may be waiting on distant node
replies. To maintain consistency, nodes will not remove themselves if a probe
is ongoing.
4.4.2 List search efficiency testing and results
To contrast the efficiency of the two data types, the simulation was run until
the connected graph population reached 100, 550, and 2000 nodes for both
the single linked list and bloom filter data structures. A single node was
then made to make 25,000 consecutive queries on whether its membership
list contained a random node ID. The large number of queries is to provide a
meaningful and measurably significant time scale for comparison. The ran-
dom selection field consisted of half valid members and half IDs that are not
part of the population. As previously discussed, the injection of queries for
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non-members is expected to have no impact on the hash-based search, but
due to the linear nature of the linked list will require full traversal of the data
structure. The results are displayed in Table 4.1.
FIGURE 4.1: Comparison of linked list and bloom filter hash
index in search time for membership in membership lists
The results show the hash-based bloom filter completes the queries in
approximately 4 milliseconds each time, whether it was dealing with a pop-
ulation membership list of 100 nodes or 2000. The single linked list by com-
parison starts off taking around 14 milliseconds for 100 nodes and linearly
grows to 265 milliseconds when the list is 2000 nodes long. Based on the con-
stant time operation of the hash function and the linear nature of the linked
list these results are as expected.
FIGURE 4.2: Effect of not-found percentage on search perfor-
mance in linked list implemented membership lists
Further examining the linear nature of the linked list, Table 4.2 illustrates
how in a 1020 node list, increasing the percentage of not found queries in-
creases the total search time due to the total number of links required to be
traversed on average. In the case of all found queries (valid rate 100%), the
expected on average half number of nodes is needed to be searched. As the
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valid rate decreases, the pool of queries for not-found targets increases re-
quiring full traversal of the list, and pushing the percentage of links searched







We are interested in gossip-based algorithms [25, 6, 12, 2] in our study of
peer-to-peer networks because they are useful in disseminating some sort
of aggregate information to all the nodes in the network while remaining
distributed in terms of execution and light-weight in terms of message over-
head. Gossip-based algorithms are also a type of randomized algorithm that
are also closely related to random walks. They are especially effective and
efficient in distributed networks where the nodes do not have any global
knowledge of the network but only has information about their local con-
nections. By executing these gossip algorithms, the nodes can cooperate to
achieve the objective of collecting and spreading various kinds of aggregate
information or statistics over the entire network.
There are many applications that would require the nodes to be apprised
of some global information. The scalability and effectiveness of peer-to-peer
networks are rooted in their distributed and decentralized nature, and they
would not be practical or scalable at all if they were assumed to maintain
global state of the entire network — that would only true in a centralized
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system.
For example, suppose every node in the network maintains a numerical
value and the objective is to have every node eventually obtain the average
of all the values held by the nodes. A naive centralized solution would be
to assign a single node to obtain values from all the nodes and calculate this
average. However in this case, there exists a single point of failure; if this cen-
tralized node fails, another node cannot even simply take over and pick up
where its predecessor left off since the successor would have no information
about the values already sent to the predecessor, the successor would have
to start from scratch by contacting all the nodes again. This can potentially
be a very expensive and slow process. In case of failure of a single node,
the nodes in the network cannot even obtain an approximate of the average
value.
It is also important to observe that peer-to-peer networks lack infrastruc-
ture in the conventional sense, and are subject to dynamics in the ad-hoc join
and departure of nodes, as well as to constraints of resources precisely due
to its lack of persistent infrastructure and its dynamic nature. These unique
characteristics of peer-to-peer networks dictate that the algorithms or proto-
cols that execute in them must be light-weight, distributed, resilient against
network dynamics, and do not incur large overheads.
The problems inherent in the centralized approach and the requirements
on algorithms that are suitable for peer-to-peer networks are addressed by
the randomized gossip-based protocols.
Gossip algorithms utilize a style of communication among the nodes sim-
ilar to that of the spreading of gossip or rumour, hence its name. Gossip or
rumour spreading is characterized by unreliable and asynchronous exchange
of information between entities. The minimalism and wide applicability of
these algorithms have made them important and popular in the new types of
networks that have emerged, e.g., peer-to-peer, social and sensor networks.
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In general, the class of gossip algorithms all must possess the following
properties:
1. In the algorithm, each node must only use information it has received
in messages from its direct neighbours in the network graph.
2. In every local step of the execution of the algorithm, its computational
complexity must not exceed roughly the product of the node degree
and the log of the total number of nodes.
3. The storage required at each node should also not exceed roughly log
of the number of nodes.
4. No synchronization is needed between a node and its neighbours, mean-
ing they don’t need to take strictly ordered turns to send messages.
5. The result disseminated by the algorithm is robust to its random na-
ture, i.e., roughly the same result is achieved regardless of differences
introduced by randomness in different executions of the algorithm.
5.1 Implementation of a gossip algorithm to com-
pute the average
Assuming that every node in the network holds a numerical value to begin
with, we implement a gossip protocol for each node to calculate a local esti-
mate of the average of the values held by all the nodes. We describe the gossip
protocol we implemented in the following. The implementation is based on
gossip protocols from [25].
Every node is seeded with a random floating point value to start with, say
in the range from 0 to 1000. Messages are sent in coordinated rounds where
an aggregate calculation is iteratively done and progresses/converges to the
average (arithmetic mean). We implement two variants of the algorithm: (1)
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In each gossip round, a single message is sent to one randomly select neigh-
bour. (2) In every round, a message is sent to every connected neighbour of
the node. We also designate one of the nodes as the control node. The control
node simply keeps track of rounds in the gossip protocol, and does not par-
ticipate in the exchanges of messages or the estimation of the average. In the
case of the failure of the control node, another node can easily be selected to
take on this role without any disruption or slowdown of the progress of the
algorithm.
To calculate an estimate of the average, if it’s the first variant, i.e., only
sending to one neighbour, the node retains half the stored value, and a 0.5
“weight”. Each node will send half its value and the 0.5 weight to a random
neighbour. The control node coordinates the rounds so there are no race con-
ditions. At the end of a round, each node adds up all the received “values”
and “weights”. It then calculates a new value calculated as the sum of all
the received values divided by the sum of all the weights. If the node had
received no other inputs, then dividing the fraction it “saved” by the same
weight yields back the original amount.
In the second variant, i.e., sending the (value, weight) pair to every neigh-
bour, the weight and fraction of value sent is 1/(total connections + 1). The
plus one is for “saving to itself”. Diffusing the value ensures that nodes with
a higher number of connections do not get greater influence diffusing out.
5.2 Simulation and Evaluation
To test the efficiency of both gossip algorithm variations, simulations were
run on topologies generated using the power-law and uniform random graph
methods described previously in chapter 3. Four were based on the power-
law topology. One was the base power-law and three additional had pa-
rameters of minimum two, three, and four connections per node, with the
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additional connections being random. There were also two uniform-random
topologies used, one with a minimum of two connections per node and an-
other with a minimum of three connections. All topologies were fully con-
nected graphs and were not subjected to node additions or removals.
To begin, all nodes are seeded with a random value from 0 to 1000. The
actual arithmetic mean is stored by the control node. Each node is notified
that a gossip round has begun and depending on the gossip algorithm a por-
tion of the stored value is sent to either one random connected node (single
push) or a smaller fractional weight to all connected nodes (all connection
push). Nodes are notified of the end of a round, and a new average is cal-
culated based on the stored and received weights of values. This process
is repeated until the target number of rounds is completed. At the end of
the process all nodes report their local calculated average to the control node
where the average standard deviation and percentage from the arithmetic
mean is calculated and recorded. Each gossip algorithm was run five times
on each topology. The results are shown in graphs Figure 5.1 and Figure 5.2.
As with the random walk, topologies with more connectedness converged
to the actual average faster and was the case for both gossip algorithms. The
long, sparse chains of nodes centered by a few super nodes in the power-
law topology is clearly the slowest to converge, and for the other graphs, the
more connections each node has the faster it converges. Our inference is that
the additional connections in some topologies reduce the potential maximum
degree of separation of any nodes and therefore increase the probability that
convergence will occur faster. For instance, if one segment of the graph had a
cluster of distant values, the low number of connections to that cluster would
be a barrier to diffusion.
Examining the two gossip algorithm variations, gossiping to all connec-
tions also provided a much greater convergence rate due to forced diffusion.
By forcing out an average to all connections each round, the rate of diffusion
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is increased by a factor of the number of connections a node has, compared
to the single gossip message version which can take many rounds to achieve
the same amount of diffusion. Additionally, if only sending to one node
per round there is a chance that the diffusion is not equal and, in some ar-
eas, could repeatedly send to the same nodes slowing effective spreading.
The vertical scale for standard deviation percentage in both graphs is the
same distance and illustrates the much faster convergence rates on all graph
topologies.
FIGURE 5.1: Convergence of gossip algorithm variant 1 (gossip
to one neighbour at a time)
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FIGURE 5.2: Convergence of gossip algorithm variant 2 (gossip





As with the rest of this thesis, we consider a peer-to-peer network that is
a scale-free random graph, which has been observed to realistically model
most real-world evolving networks despite the diversity in the different net-
work types. To illustrate the motivation for detection of high-risk edges in
such networks, we consider the following scenario. Suppose that in a peer-
to-peer network, there are two components of nodes and within each compo-
nent the nodes are well-connected, but between these two components there
exist only one or two edges connecting the components. These edges con-
necting the two components are bottleneck edges or high-risk edges; if they
were disconnected then the entire network would become disconnected and
partitioned. An example of a high-risk edge is shown in Figure. 6. Here,
we have a network where node u and v both have high degrees and are
connected to two non-intersecting connected subgraphs, therefore the edge e
connecting u and v is a high-risk edge.
A second example is shown in Figure. 6, where there are two edges, e1
and e2, that provide the connection between the cluster of nodes on the left
with the cluster on the right. It can be observed that these two edges actually
constitute a minimum cut of this undirected graph, with the exception of cuts
of the graph that partition a single node from all the other nodes. So one
idea is to use graph algorithms that find min-cut to find these edges. How-
ever, there are two challenges that must be addressed if this were the route
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to be taken. The first challenge is that min-cut algorithms usually find the
sum total of weights on the edges that form the minimum cut and not which
edges they are, and in this small example, that would be 2 and would include
those cuts that isolate single nodes. It is not at all obvious how one might go
about adapting the traditional min-cut algorithms for the purpose of finding
edges such as e1 and e2 in our example. Another related issue is the problem
of making the min-cut algorithm distributed, since the conventional graph
algorithms are almost always centralized and have the basic assumptions of
global information of the graph topology and central control of all the nodes
in the graph. This is not a trivial problem.
The second challenge is that in cases like in our example, it is arguable
whether it is important to determine both edges, that is, it may not be all that
important to identify the edge e2 and that it is sufficient to identify the edge
e1 as a high-risk edge. The reason is that if e2 were to fail, the network would
still function perfectly well mainly due to the fact that the two nodes inci-
dent on e2 do not have high degrees and hence are not central to the network
and are not high-traffic nodes. They would not have seen much message
forwarded to and from each other anyway, so the edge between them be-
coming disconnected will not inconvenience significantly the message tran-
siting throughout the network. The small number of messages that would
have traversed the edge e2 would simply be re-routed through the already
high-traffic and central nodes u and v. On the other hand, however, if the
edge e1 were to fail while e2 remains in working order, the network would
still suffer in a substantial way even though it would not be partitioned. The
large amount of traffic that normally would go through u, e1 and v would
now have to be re-routed through e2 which are incident on two nodes which
have low degrees, which would lead to bottleneck situations forming around
these two nodes and this would in turn lead to serious deterioration of net-
work performance. So it may not be worth the effort or overhead to try to
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FIGURE 6.1: Example of a high-risk edge
FIGURE 6.2: Example of two edges that form a minimum cut
find all the edges that constitute a meaningful minimum cut, at any rate, it
is not worthwhile to find the edges that are incident on low-degree nodes
regardless of their positions in the topology.
The intuitive observation here seems to be that we should consider as
high-risk edges only those edges that belong to a minimum cut and are inci-
dent on high-degree nodes.
It is of interest to detect such bottleneck or high-risk edges so they can
be monitored closely and in the case of their disconnection, the network can
recover more quickly and seamlessly — this greatly increases the reliability
and resilience of the network.
The characteristics of a high-risk edge e are that it is incident to two nodes
u and v where u and v are each densely connected to a set of nodes and
these two sets of nodes that do not intersect. Since we are dealing with net-
work topologies that follow a power-law distribution in node degrees, it is
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certainly the case that there are a small number of nodes with high node de-
grees while the remaining nodes have exponentially lower node degrees. In
such a topology, if two high-degree nodes are connected by an edge and they
are respectively connected to components of the network which do not in-
tersect, then the edge connecting these two high-degree nodes is a high-risk
edge because if it were disconnected, then the network is partitioned. Ideally,
the network should be aware of the existence of this kind of high-risk edges
and allocate more resources to monitoring them. If a regular edge is discon-
nected, it does not usually lead to the network becoming partitioned, so it
doesn’t have much effect on the network as a whole. The incident nodes will
eventually become aware of the disconnection between them and find ways
to repair the connection, but even if they do not re-establish connection, it
does not have dire effects on the whole network. In contrast, if a high-risk
edge fails, then the whole network is affected seriously and globally. But if
high-risk edges are identified and constantly monitored, then their failure
could be detected in a timely fashion and the network partition could be re-
paired by re-connecting the network.
6.1 Using random walks and gossip algorithm to
detect high-risk edges
The first approach we undertook to detect high-risk edges was to use ran-
dom walks. The idea was that because a high-risk edge is connected to high-
degree nodes and are the only connection between two components of the
network, random walks in the network may end up traversing the high-risk
edge more frequently than other edges. We can try to identify the high-risk
edge in two phases. The first phase is to execute a random walk in the net-
work. The weights of all edges in the network are initialized to zero. As the
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probe message from the random walk visits every edge, the weight of that
edge is incremented.
Assuming that the high-risk edge will record a higher weight than other
edges, the second phase should pick out those edges that have the highest
weights which are significantly higher than the weights of most edges. This
is made difficult by not having global knowledge of the network. We can-
not assume that a list of all the edge weights will be available in one place
and the maximum pick off the top of that list. The whole concept of peer-
to-peer networks is that there is no such global coordination to be counted
on. So we must do this in a distributed way. One way to accomplish this is
to use gossip algorithm to estimate the average of the edge weights, as dis-
cussed previously in the gossip chapter. Each node will begin by sending to
its neighbours the weights of its incident edges, and at each round, the lo-
cal estimate of the average is updated according to the values received from
neighbours. Eventually each node will arrive at an estimated average of the
edge weights. An estimated average value is not sufficient for each node to
use to compare with its own local incident edges weights, for determining if
the local values are significantly higher than the average. We also need an es-
timated standard deviation. One heuristic way to obtain that is to execute the
above gossip-based aggregation of the average a number of times and take
the resulting average as a single sample in a distribution (which can reason-
ably established based on properties of the specific type of topology). With a
set of samples for the average, an estimate of the standard deviation can be
calculated. Now each node can compare its own local incident edge weights
against a threshold calculated based on the average and standard deviation.
For instance, an edge weight that is more than two standard deviations away
from the average could be deemed to be a high-risk edge.
After conducting some experiments, we discovered that random walks
do not result in the weight of the high-risk edge being consistently and
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noticeably higher than other edges.
6.2 Using randomized shortest paths to detect high-
risk edges
The second method we adopted is to randomly select a pair of nodes in the
network, u and v, find the shortest path from u to v, and send a message along
this path. Every time a message traverses an edge in the network as part
of some shortest path, the edge weight is incremented. All edge weights
are initialized to zero. This process is repeated a number of times; it can be
terminated when the weights of bottleneck high-risk edges are significantly
and sufficiently higher than the rest of the edges such that these high-risk
edges can be detected.
In order to see the reason of adopting this method, we note that bottle-
neck high-risk edges are characterized by their importance and centrality
in the network, and the fact that under normal operations of the peer-to-
peer network, these edges are expected to be traversed by higher volume of
messages than the rest of the edges. As discussed in the previous section,
a high-risk edge has two main observable properties: it is incident to a pair
of high-degree nodes, and it is a bottleneck between two components of the
network — i.e., all or most of the traffic between the two components in the
network have to transmit over this edge.
Assuming more-or-less normal conditions in the network, that is, every
pair of nodes are roughly equally likely to communicate with each other. This
is a big assumption, however, given no other prior information about the op-
erations of the network, this assumption is the most reasonable one to make.
Following the same logic, if there were a bottleneck high-risk edge (a couple
of examples are depicted in Figure 6, 6), every pair of nodes (u, v) where
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u is in one component of the network while v is in the other component,
will be equally likely to exchange message with each other. And every time
messages are exchanged between any such pair (u, v), they will have to tra-
verse a bottleneck high-risk edge, yet all the other edges in the path between
u and v are, generally speaking, different given different choices of the pair
(u, v). So the intuition behind the method in this section is that if we keep
randomly picking pairs of nodes (u, v), the path between them will contain
the bottleneck edge with much higher probability than any other edge.
We conducted simulations of this method in a randomly generated net-
work graph that has two components with bottleneck edges between them.
After a relatively small number of such repeated path traversing, we find that
the bottleneck edges are easily distinguishable from the remaining edges in
having not only the highest weights but significantly higher than the rest.
This is an effective way to detect these bottleneck edges.
6.2.1 Analysis of method
Now we will present an analysis of the method we have described and show
that it indeed results in a bottleneck high-risk edge having significantly higher
edge weight than all the other edges, and therefore it is an effective tool in
identifying and detecting high-risk edges.
We consider the scenario where a pair of random nodes are selected and
a shortest path between them is traversed, and calculate the probability of a
bottleneck edge being part of that path and also the probability of a random
non-bottleneck edge in the network being part of that path. When an edge
is part of the path, its weight is incremented. Let ê denote a bottleneck edge
and e denote a non-bottleneck edge.
The probability that the weight of ê is incremented is the probability that ê
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is part of the path connecting u and v which means that they belong to differ-
ent components. Since the two nodes are selected randomly, this is either u
is in component 1 and given that u is in component 1, v is in component 2, or
vice versa. Suppose the two components have n1 and n2 nodes, respectively,
and n1 + n2 = n is the total number of nodes.













Now consider a non-bottleneck edge e, the probability that it is part of
the shortest path can be estimated as the average shortest path length in the
network divided by the total number of edges. From previous work [34,






where z1 is the average number of nearest neighbours and z2 is the average
number of order-two neightbours (those that are two hops away). Hence,
P(e is incremented in weight) =
l
z1 ∗ n/2
The denominator is the total number of edges calculated from the average
degree of each node multiplied by the total number of nodes divided by 2.
Each time a shortest path between two randomly selected nodes is tra-
versed and whether each edge weight is incremented or not can be consid-
ered as a Bernoulli trial. Suppose the path traversals are repeated m times.
Then the expected weight of a bottleneck edge and a non-bottleneck edge are:




E[weight of e] = m · l
z1 ∗ n/2
For example, assume n = 200, n1 = 100, n2 = 100, z1 = 3, z2 = 9, and
the shortest path traversal is repeated m times. The expected weight of a
bottleneck edge is calculated to be m/2, whereas the expected weight of a
non-bottleneck edge is 0.016 ·m in contrast.
6.3 Evaluation
We evaluate our randomized shortest-path method by simulating randomly
generated network topologies that are constructed carefully to be comprised
of two connected components with one or two bottleneck edges connecting
these two components. We then implement our method and examine the
resulting edge weights of all the edges in the network, and see if the edge
weights of the bottleneck edges are sufficiently higher than weights of all the
other edges, to make detection of them feasible. We use the programming
language Python for our simulations in this section.
The first step is to construct two random network graphs using power-
law node degrees and the preferential attachment procedure, exactly as we
have done in previous chapters. These two graphs serve as the two com-
ponents in our final network topology. A node of high degree is randomly
selected from each of these two graphs, an edge is then added to connect
these two nodes — this is a bottleneck high-risk edge. We also repeat this
procedure to add a second bottleneck edge between the two components.
One such simulated random network topology with two bottleneck edges is
shown in Figure. 6.3.
We then execute K iterations of random shortest-path selection and mes-
sage traversal along the selected shortest-path. At the end of K iterations,
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every edge in the network graph has an associated edge weight. To visual-
ize these edge weights, we use a Python library to visually display the net-
work with each edge having a shade of gray that is proportional to its edge
weight, so higher edge weights show up as darker edges. This is depicted in
Figure 6.3, in a random topology of 200 nodes. It can be clearly seen that the
two bottleneck high-risk edges have significantly darker colours than the rest
of the edges, indicating that they have much higher weights than the other
edges, thus allowing them to be feasibly identified and detected.
We also ran this simulation with networks of 400 and 1000 nodes, whose
edge weights after executing the shortest paths are shown in Figure 6.4 and
Figure 6.5, respectively. Similar results are observed in these larger size topolo-
gies. For these larger topologies, the number of randomly selected shortest
paths to be computed also needs to increase; it is highly encouraging that
the number of shortest paths required to distinguish high-risk edges from
the rest tends to increase only linearly with the number of nodes. For the
200-node topologies, the number of shortest paths required is 20, while for
400-node and 1000-node topologies, the numbers of shortest paths needed
are 40 and 100, respectively.
We also generate a histogram of the edge weights of all the edges in the
network, in Figure 6.6. It can be seen here that vast majority of edges have
a weight of 1, with a small number of them (below 100) having a weight of
2, and only two edges have weights higher than 2 — these two being the
bottleneck high-risk edges, as seen in the visualization of the network.
The histograms for the larger topologies of 400 and 1000 nodes are shown
in Figure 6.7 and Figure 6.8, respectively. Again, similar results are seen in
all the different sizes of network topologies.
In our simulations, we have tried with different values of K, the number of
iterations of random shortest path selection and message traversal. For each
of these values, we would visualize the edge weights and plot the histogram,
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FIGURE 6.3: A random network topology of 200 nodes with
two bottleneck high-risk edges
FIGURE 6.4: A random network topology of 400 nodes with
two bottleneck high-risk edges
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FIGURE 6.5: A random network topology of 1000 nodes with
two bottleneck high-risk edges
FIGURE 6.6: Histogram of edge weights in the above random
network topology of 200 nodes with two bottleneck high-risk
edges
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FIGURE 6.7: Histogram of edge weights in the above random
network topology of 400 nodes with two bottleneck high-risk
edges
FIGURE 6.8: Histogram of edge weights in the above random
network topology of 1000 nodes with two bottleneck high-risk
edges
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to see if the bottleneck edges will be highlighted and distinguished. We have
empirically observed that this K does not need to be large, it is sufficient to
have values of as low as 20 to see the desired distinctions of the bottleneck
edges. It seems encouraging that we do not need to execute a large number
of shortest-path computations. This makes our method efficient and feasible,
because the computational complexity of finding shortest path is quite rea-
sonable, it is in the order of O(m + n log n), where n is the total number of
nodes and m is the total number of edges, [18]. But this is only one iteration,
so if the number of iterations required for distinguishing bottleneck edges is
high, then the overhead becomes prohibitive and infeasible. Therefore, it is
encouraging that from our simulations, we have found that the number of
iterations required is relatively low, which means our method is feasible and
efficient.
6.4 Gossip protocol to aggregate mean and stan-
dard deviation for high-risk edge detection
In the previous sections, we have proposed — and verified its effectiveness
in both analysis and simulations — an efficient method for every edge to ac-
quire a weight that is proportional to its centrality in the network, i.e., the
amount of message traffic that traverse the edge under normal network be-
haviour and operations. Our objective of finding the edges with the highest
weights would be simple if all the edge weights in the entire network were
global information — either every node has this global information or there
exists a central node which collects this global information. However, this
would be defeat the purpose of having a decentralized peer-to-peer system.
Without this assumption of global knowledge of the edge weights, we
need to devise a way to somehow allow the nodes to use local knowledge
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and distributed protocols to arrive at a conclusion on whether their local
edge weights are the highest ones in the network. We can use the gossip
algorithm we implemented in Chapter 5 for each node to estimate the aver-
age of all the edge weights in the network. This brings us a little closer to our
goal, in the sense that each local edge weight can then be compared to this
global average and see if it’s higher than the average. However, this does not
allow the decision to be made on whether it’s significantly higher than the av-
erage which is what we want. We need to be more precise about this concept
of significantly higher, and we also need to find a way for nodes/edges to
locally determine this.
Consider the set of all edge weights in the network, just like the node
degrees, they most likely follow a certain distribution, with a mean (average)
µ and a variance σ2. Instead of the variance, the standard deviation σ is
often used to measure the how far away the values in the distribution stray
from the mean. We can use the mean µ and standard deviation σ to precisely
define “significantly higher” than the mean: An edge weight w is considered
significantly higher than the mean if w > µ + k · σ, where k is an integer (>2)
heuristic parameter that we can try to determine.
One problem that arises is how do the nodes learn the variance or stan-
dard deviation in a distributed manner, or more realistically, how should
they estimate it. We note that for a set of n values {xi}i=ni=1 , the variance is
defined as the expected value or mean of the sum of squares of xi − µ, where
µ is the mean of the set of values:






and the standard deviation σ is just the square root of the variance. So we can
take the cue from using gossip algorithms to aggregate the mean or average
of a set of values being held locally at nodes and distributed throughout the
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network. Here we can use the same idea, because all we need is to estimate
the average of a set of values, only each value is not xi but (xi − µ)2 and µ
can already be estimated by using gossip algorithm.
The process must have two phases. In the first phase, each node holds
one or more edge weights xi, and gossip is used for each node to estimate the
mean µ of all the edge weights. In the second phase, every node computes
(xi− µ)2 and the gossip algorithm is executed once again for the nodes to es-
timate the mean of these values, which is precisely the variance; an estimate
of the standard deviation σ can be simply calculated by square rooting the
estimate of the variance. Once every node has estimates of the mean µ and
the standard deviation σ, these values can be used to determine if a given
edge incident to the node is a high-risk bottleneck edge, by checking if the
edge weight is greater than µ + k · σ, i.e., more than k standard deviations
higher than the average. In our simulations, we have found that values of k
that are effective in determining the high-risk edges are around 6 or 7.
Pareto distribution of edge weights
Another interesting observation we have made in our simulations is about
the distribution of edge weights after they have been accumulated from the ran-
domly selected shortest paths. For instance, examine the cumulative distri-
bution function (CDF) of the edge weights after 20 shortest paths have been
executed in a topology of 200 nodes, in one of our simulations, presented in
Figure 6.9.
The shape of the CDF seems to suggest that the distribution of edge weights
may follow the Pareto distribution. Pareto distribution is another term for
power-law, it is used in the fields of statistics and probability. The cumula-
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FIGURE 6.9: CDF of edge weights after shortest paths compu-
tation in a 200-node topology, with a couple of high-risk edges
where xm is the minimum value that X can take, and both xm and the param-
eter α determine the location and shape of a particular Pareto distribution.
In order to verify whether our suspicion is true or not, we can use a com-
monly used method for determining if a given sample of data values follow
a Pareto distribution. To see how this works, consider the complementary
CDF (CCDF) of the Pareto distribution:




log y ≈ −α(log x− log xm)
So by plotting log y against log x, we would get a straight line with the slope
of −α and y-intercept of α log xm.
We take the CCDF of our edge weights and generate a log-log plot of it,
shown in Figure 6.10. It appears to be a straight line, which confirms our
conjecture that the edge weights follow a Pareto distribution. This is a very
interesting observation, because we know that the random network topology
that was generated follows a Pareto (or power-law) distribution in the node
degrees, and now we have demonstrated that, if we were to have a couple
of high-risk bottleneck edges in this topology, and monitor normal traffic (in
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this case, we mean every pair of nodes have equal probability in exchanging
messages with each other) in this network, we would find that the traffic
traversing the edges would also follow a Pareto distribution.
FIGURE 6.10: Log-log plot of the complementary CDF (CCDF)
of dge weights after shortest paths computation in a 200-node
topology, with a couple of high-risk edges
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Chapter 7
Conclusions and future work
We have developed implementations of random walks, randomized gossip
algorithms, and the maintenance operation of disseminating membership
lists in peer-to-peer networks. These randomized algorithms are extremely
important in distributed systems and applications, and our implementation
allows us to study them in the most realistic context. We based our im-
plementations on the Docker virtual container technology which closely ap-
proximates real end systems in having an underlying operating system and
network stack. We conducted experiments using the implementations and
evaluated the behaviour and performance of these randomized algorithms.
The peer-to-peer network topologies we constructed were also faithful to the
topology of real-world networks. We also studied the problem of identifying
high-risk bottleneck links whose failure would lead to the disastrous state of
network partition. We proposed a randomized method that involves gossip
algorithms and randomized shorte-path computation, and verified its effec-
tiveness in our simulations.
The implementations we have developed using Docker and the Go lan-
guage are advantageous in that they are instantly deployable in real sys-
tems. There are many more randomized algorithms that could be studied
and experimented with using the same implementation testbed we have de-
veloped. Building on the same testbed, we could investigate other important
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distributed algorithms such as minimum spanning tree construction for effi-
cient multicasting, and finding not only the minimum cut but also the exact
edges that the minimum cut is composed of — this would aid the network
administrative functionality of load balancing and network monitoring for
resilience after link or node failures. We could also investigate gossip algo-
rithms for other types of data aggregation.
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