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Abstract—In this paper we present two extensions to a previously
published OFDM carrier frequency-offset estimation method. The
previously presented algorithm is based on locating the spectral
minimas within so-called null or virtual subcarriers embedded in
the spectrum. In this paper we develop this idea further by using
a steepest descent method to ﬁnd the minima and the estimate.
We also study the estimator performance in an environment with
a frequency selective channel.
I. INTRODUCTION
R
ECENTLY we presented a novel algorithm [1] for esti-
mating the Carrier Frequency Offset (CFO) in an Orthog-
onal Frequency Division Multiplexing (OFDM) receiver. The
algorithm is based on locating the spectral minimas within so-
called null or virtual subcarriers embedded in the spectrum using
a scaled FFT. This was implemented as an exhaustive search
and the performance was therefore limited by the resolution of
the frequency axis. In this paper we instead use an iterative
algorithm to ﬁnd the minima and the CFO.
Since CFO estimation is an essential part of an OFDM re-
ceiver, many algorithms have been proposed. One such common
family of CFO estimation algorithms uses the Cyclic Preﬁx
(CP), e.g. [2]. One of the reasons for having a CP is to protect
the symbol from Inter-Symbol Interference (ISI) caused by a
channel with multiple paths and hence such algorithms might
perform badly in such an environment, seen for example in [3].
A number of algorithms based on other approaches have also
been presented in the literature, but some of them are rather
computationally demanding. Examples include [4] where a blind
algorithm based on oversampling is presented and [5] where an
algorithm based on the ESPRIT-principle is presented.
A somewhat similar algorithm to the one presented in this
paper was presented a few years ago in [6]. However, their
approach is different and it is not clear how the estimate is
to be found in practice and at what complexity.
The outline of the paper is as follows. We begin in the next
section by describing the system model used, followed by a
presentation of the proposed algorithm. Finally, we perform
an evaluation of the algorithm using simulations followed by
conclusions.
II. SYSTEM MODEL
OFDM is based on the observation that overlapping subcarri-
ers can be placed closely together without interfering with each
other if the side lobes of the surrounding subcarriers are located
in between the other subcarriers. An easy way to achieve this is
to map the data to be transmitted onto complex-valued numbers,
representing certain phases and amplitudes, and then transform
them into the time domain using the Inverse Discrete Fourier
transform (IDFT). The IDFT is usually implemented using the
Inverse Fast Fourier Transform (IFFT).
To create an OFDM symbol, assume that we use N sub-
carriers and that X(k) contains the complex data. We can then
transform the data into the time domain by calculating the IDFT
as
xN(n)=
1
N
N−1 X
k=0
X(k)W
−nk
N (1)
where WN = e
−j2=N and n =0 ;:::;N − 1. The complex
baseband samples can then be D/A-converted and transformed
into real samples using a so called IQ-modulator.
In an OFDM system it is common to have unused subcarriers
embedded in the spectrum, either as pilot tones or as completely
unmodulated tones, see Fig. 1. The central subcarrier #0 is
normally not used either since it corresponds to DC in the
baseband. The outer subcarriers are unused to allow a low pass
ﬁlter with a larger transition band after the D/A converter.
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Fig. 1. An OFDM symbol in the frequency domain with a null
subcarrier.
To form a complete OFDM symbol, a Cyclic Preﬁx (CP) is
added in the time domain by copying the last NCP samples
and inserting them in front of the symbol. The CP works both
as a guard interval to prevent Inter-Symbol Interference (ISI)
and as a way to ensure that the subcarriers remain orthogonal
in a situation where we have a multipath channel or a timing
offset. The FFT requires cyclic convolution for the time and
frequency domain convolution-multiplication relation to be valid
and the equalization is therefore, when cyclic convolution can be
assumed, reduced to complex multiplications in the frequency
domain.
A disadvantage with the CP is that since the cyclic preﬁx does
not contain any unique data it will decrease the efﬁciency of the
transmission. Multicarrier systems without a cyclic preﬁx have
been proposed, see for example [7]. In such systems, however,
the problems with ISI and channel equalization have to be dealt
with by using a more complex equalizer. The CFO estimation
algorithm that we propose in this paper could potentially be
useful in such systems.
In the receiver the reverse operations are performed. First, let
xN(n)=

x(nT) for n =0 ;1;:::;N − 1
0 otherwise
be the discrete-time samples of one OFDM symbol, without the
CP. Here we have assumed no noise for clarity. The receivedsamples are then transformed into the frequency domain using
the Discrete Fourier Transform (DFT) by calculating
X(k)=
N−1 X
n=0
xN(n)W
nk
N : (2)
X(k) is then used to demodulate the data.
If a CFO is present each sample xN(n) can be seen as mul-
tiplied by W
−n,w h e r e is the normalized CFO and N is the
number of subcarriers. The CFO destroys the orthogonality and
the subcarriers will be distorted with Inter-Carrier Interference
(ICI). It is therefore essential that the CFO is estimated and
compensated for. The offset compensation can be done either
in the time domain before the FFT or by directly adjusting the
carrier frequency oscillator.
III. CFO ESTIMATION USING NULL SUBCARRIERS
As stated earlier, in an OFDM system it is common that
unused subcarriers are embedded in the spectrum, either as pilot
subcarriers or as completely unmodulated subcarriers. The idea
behind the CFO estimation algorithm ﬁrst presented in [1] is
to locate the center of such a nonmodulated subcarrier. This
can be done in several ways. In the original paper it was done
by contracting the window of an FFT around each of the null
subcarriers and estimating the CFO by locating the minimum
of the subcarrier spectrum, e.g. as a complete search or using
interval halving. The number of points calculated in the FFT and
the width of the frequency window determines the resolution
and there is no point in using a higher resolution than the actual
noise. This is illustrated in Fig. 2, where an obvious error ﬂoor
is visible. The iterative estimator presented in this paper can
easily lower this ﬂoor by using more iterations.
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Fig. 2. The MSE for different window widths  using the method
presented in [1].
A. Proposed Estimator
We will now see how the estimate can be found iteratively.
The Fourier Transform (FT) of xN(n) is calculated as
X(e
j!T)=
1 X
n=−1
xN(n)e
−j!nT =
N−1 X
n=0
xN(n)e
−j!nT: (3)
Now, by calculating the FT for the discrete frequencies
! =[ 0+; !0 +;:::; (N −1)!0 +] where !0 =
2
NT
(4)
and  is a normalized subcarrier offset, we see that we can write
the shifted Discrete Fourier Transform (DFT) as
X(k + )=X(e
j(k+)!0T)=
N−1 X
n=0
xN(n)W
n(k+)
N : (5)
Using (5) we can ﬁnd the frequency content of xN(n) at the
fractional subcarrier distance  from subcarrier k. An estimate
of the CFO, ^ , is then found (Method A) by minimizing the
absolute square of (5),
^  =
min
−1 <<1
jX(k + )j
2; (6)
This minimum can be found in an iterative manner by using
the well-known numerical minimization method that is named
after Newton-Raphson. The basic method tries, in the one
dimensional case, to ﬁnd the zero crossing of a function. To use
it for minimization we instead want to ﬁnd the zero crossing
of the derivative. This way, instead of having to compute the
spectrum for every frequency as in [1], only the ﬁrst and second
derivatives have to be computed in order to ﬁnd the estimate.
The complexity is lowered (fewer DFT sums to compute) and
the accuracy increased (no frequency quantization).
If we let
F(k + )=jX(k + )j
2; (7)
the minumum can be found using the iterative estimator written
as
^ p+1 =^ p −
F
0(k +^ p)
F 00(k +^ p)
: (8)
An illustration of the minimization problem (6) can be seen in
Fig. 3.
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Fig. 3. Finding the minima using an iterative method.
If F(k + ) has an exactly quadratic shape the minimum is
found directly, however, in reality this is not the case and a
number of iterations is needed.
To compute the iterative step in (8) we need to compute the
ﬁrst and second derivative of F(k + ) with respect to .T h e
derivatives are easily found to be
F
0(k + )= X
0X
 +( X
)
0X
= X
0X
 +( X
0)
X
and
F
00(k + )= X
00X
 +2 X
0(X
)
0 +( X
)
00X
= X
00X
 +2 X
0(X
0)
 +( X
00)
X:Note that the derivatives are still real, although they contain
complex components. Now, if we calculate the ﬁrst and second
derivative of (5) with respect to  we get
X
0(k + )=−j
2
N
N−1 X
n=1
nxN(n)W
n(k+) (9)
and
X
00(k + )=−

2
N
2 N−1 X
n=1
n
2xN(n)W
n(k+): (10)
As we can see, the only differences between (5), (9) and (10)
are the constants in front of the sums and the integers n and
n
2. These numbers can be precalculated, but they still require
two real multiplications.
To combat noise, averaging of F(k + ), F
0(k + ) and
F
00(k + ) is introduced before the iterative step is calculated.
We found, as will be seen later, that an average over a small
number of instances will reduce the Mean-Square Error (MSE)
signiﬁcantly.
An alternative (Method B) to minimize F(k + ) is to
introduce another null subcarrier at −k and minimize
G(k + )=[ X(k + )+jX(−k + )]
[X
(k + ) − jX
(−k + )]
which can be rewritten as
jX(k + )j
2 + jX(−k + )j
2 +
jX(−k + )X
(k + ) − jX(k + )X
(−k + )
Ideally, if X(k) and X(−k) were equal the last two terms
would disappear. In reality, they are not completely equal, but, as
we will later see from simulations, the difference is sufﬁciently
small to not affect the performance signiﬁcantly for small SNR.
The main advantage is that X(k + )+jX(−k + ) can be
rewritten as
C
N−1 X
n=0
x(n)cos(
2
N
kn −

4
)W
n
N (11)
where C =
p
2(1−j) is a constant. The complexity is reduced
since half of the multiplications in the sum is now a real value
times a complex value, which is easier to perform. The sequence
cos(
2
N kn−

4) for n =0 ;1;:::;N −1 can be precalculated. At
runtime this sequence is modulated by multiplication with W
n
N .
The derivatives of G(k + ) can be found in a way similar to
how it was done for Method A. As we will see later the cost
is a somewhat lower performance and the need to use another
null subcarrier.
B. Complexity
In the original algorithm the complexity comes from an FFT
calculation, an absolute value computation, a center ﬁnding
operation, and an averaging function [1]. If we let L denote
the number of points in the frequency domain, the total number
of operations that we have to perform is of order 4
L
N +
4+4
L
N log2 L real multiplications, 2
L
N +2
L
N log2 L +2real
additions, and 1 comparison per sample. As will be seen from
the simulations, L need to be of the order of 4N for the
resolution to be acceptable.
The number of operations needed for the ﬁrst algorithm
(Method A) proposed in this paper can also be derived. Let
P denote the number of iterations and M the number of
symbols to average F(k + ), F
0(k + ),a n dF
00(k + )
over. If we assume that each complex multiplication requires
four real multiplications and two real additions, the number
of real multiplications and additions needed is approximately
8PMN
MN =8 P. In addition we have to compute W
nk
N and
W
n
N . The ﬁrst can be precalculated and the latter would be
needed anyway to correct the frequency offset. We will later
see from the simulations what parameters are required to get
similar performance.
The second algorithm proposed in this paper (Method B)
reduces W
nk
N to real numbers and thus lowers the number of
additions and multiplications needed. As we will see later, this
is at the cost of a somewhat lower performance.
IV. SIMULATIONS
To evaluate the two variants of the algorithm a number of sim-
ulations were performed. The OFDM symbols were generated
using the same parameters as are used in the IEEE802.11a/g
standard for wireless LAN, N =6 4 ;N CP =1 6 , and the
constellation used was Quadrature Phase Shift Keying (QPSK).
16-QAM was also tested, but we observed no signiﬁcant change
in performance. We have assumed an Additive White Gaussian
Noise (AWGN) channel for most of the simulations, except
when it is explicitly stated otherwise. In the plots the Mean
Square Error (MSE) has been normalized with respect to the
squared subcarrier width
` 2
N
2.
A. Convergence
The steepest descent algorithm converges downwards to the
ﬁrst local minimum it ﬁnds. The rate of convergence depends
on a number of parameters, like for example closeness to
the minimum. The most important component is the direction
towards the minimum, which corresponds to the sign of the
ﬁrst derivative. For a quadratic function the optimal step is the
ﬁrst derivative divided by the second derivative, however, if the
second derivative is small or even negative, the direction of the
step might become incorrect, causing the algorithm to diverge.
In practice, to avoid this we modify (8) by taking the absolute
value of F
00(k + ) and by adding a small value .
In Fig. 4 an example of the convergence of the iterative
algorithm can be seen. The starting points were randomly chosen
using an equal distribution, the added noise was Gaussian and
the SNR was 10 dB.
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Fig. 4. Convergence
B. Performance
In Fig. 5 we have compared the MSE of the original
exhaustive search algorithm and the iterative algorithm. Theperformance is similar up to about 11 dB. The error ﬂoor for
the original algorithm depends on the window width and the
number of points, in this case 0:02 and L = 256 points.
F(k + ) was averaged 5 times in the frequency domain
before the step length was calculated. To illustrate the effect
of the number of iterations the algorithm was simulated with 3,
4,a n d10 iterations. It can be seen that for 3 iterations the
performance of the two algorithms are very similar, but the
number of multiplications per sample for the original algorithm
can be estimated to 148 and to 24 for the proposed algorithm.
To avoid running the algorithm for too many iterations we can
let it ﬁnish as soon as the step size is smaller than a constant
or when the maximum number of iterations have been used.
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Fig. 5. The MSE vs SNR for an AWGN channel.
In Fig. 6 the normalized MSE for Method A and Method
B can be seen. 15 iterations were used. The MSE for the two
algorithms are similar up to approximately 20 dB. Increasing
the number of iterations for Method B does not affect the error
ﬂoor.
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Fig. 6. The MSE for Method A and Method B.
C. Multipath Environment
In a frequency selective multipath environment the amplitude
and phase for different frequencies are distorted. To evaluate
the performance of Method A in such an environment, we
used the channel model number two and three described in
the HiperLan/2 standard [8]. Channel two is a Rayleigh fading
channel with length 16, which is equal to the length of the CP.
For this channel the performance was unaffected and that is
because the estimator only depends on what happens in a very
narrow part of the spectrum. For channel three, with length 21,
the performance goes down, see Fig. 7. To limit the degradation
somewhat, the null subcarrier can be moved around randomly.
For the simulations we assumed that the channel was quasi-
static, meaning that it did not change within the symbols.
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Fig. 7. Plot showing the performance with and without random null
subcarrier position in a multipath environment.
V. CONCLUSIONS
We have presented two extensions to the algorithm presented
in [1]. The original algorithm estimated the CFO by ﬁnding
the spectral minimum within a unused null subcarrier using
exhaustive search. In this paper we have instead used an iterative
steepest descent algorithm. From simulations it has been seen
that the error ﬂoor for one of the proposed algorithms is
lowered and depends mainly on the number of iterations used.
Complexity wise the new algorithm requires less operations and
thus is more efﬁcient.
In simulations it was also seen that Method A is resilient to
multipath channels and that the performance is proportional to
the number of iterations used. The algorithm is also unaffected
by timing errors as long as the samples are taken within the
undisturbed part of the CP.
The other proposed algorithm, Method B, has similar perfor-
mance as Method A up to an SNR equal to 20 dB, but at a
lower complexity. However, at a higher SNR the performance
of Method B is worse.
Future work includes to see if the algorithm could work in a
feedback system to track a CFO.
REFERENCES
[1] M. Olsson and H. Johansson, “Blind OFDM carrier frequency offset
estimation by locating null subcarriers,” in Proc. of 9th Int. OFDM-
Workshop, Sept 2004.
[2] J.-J. van de Beek, M. Sandell, and P. O. B¨ orjesson, “ML estimation
of time and frequency offset in OFDM systems,” IEEE Trans. on
Signal Proc., vol. 45, no. 7, pp. 1800–1805, July 1997.
[3] M. Olsson and H. Johansson, “An overview of OFDM synchroniza-
tion techniques,” in RVK ’05, 2005.
[4] B. Chen and H. Wang, “Blind OFDM carrier frequency offset
estimation via oversampling,” in Conf. Rec. of the Thirty-Fifth
Asilomar Conf. on Signals, Systems and Computers, Nov 2001,
vol. 2, pp. 1465–1469.
[5] U. Tureli, H. Liu, and M. D. Zoltowski, “OFDM blind carrier offset
estimation: ESPRIT,” IEEE Trans. on Comm., vol. 48, no. 9, 2000.
[6] H. Liu and U. Tureli, “A high-efﬁciency carrier estimator for OFDM
communications,” IEEE Comm. Letters, vol. 2, no. 4, April 1998.
[7] M. Toeltsch and A. F. Molisch, “Efﬁcient OFDM transmission with-
out cyclic preﬁx over frequency-selective channels,” in PIMRC2000,
Sept. 2000.
[8] J. Medbo and P. Schramm, Channel Models for HIPERLAN2, 1998,
ETSI/BRAN document no. 3ERI085B.