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Abstract:We construct a group field theory model for quantum gravity minimally coupled
to relativistic scalar fields, defining as well a corresponding discrete gravity path integral
(and, implicitly, a coupled spin foam model) in its Feynman expansion. We also analyze a
number of variations of the same model, the corresponding discrete gravity path integrals, its
generalization to the coupling of multiple scalar fields and discuss its possible applications to
the extraction of effective cosmological dynamics from the full quantum gravity formalism,
in the context of group field theory condensate cosmology.
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1 Introduction
In the group field theory (GFT) framework for quantum gravity [1–4], the fundamental
degrees of freedom of quantum space-time, the GFT quanta, carry algebraic data which
endow them with an interpretation in terms of discrete quantum geometries. They can
be interpreted, in fact, as quantized tetrahedra which, via appropriate conditions imposed
on the quantum states of the theory, can be ‘glued’to one another to form extended d-
dimensional triangulations. The same algebraic data characterize the spin network states
in loop quantum gravity [5–8], which indeed can be seen as associated to graphs dual to
the triangulations formed by GFT quanta and correspond to an expansion of GFT states
into an eigenbasis of specific discrete geometric operators (areas of triangles and volumes
of tetrahedra). From this perspective, the GFT framework can be understood as a 2nd
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quantized, field-theoretic formulation of loop quantum gravity [9]. The correspondence
between discrete quantum geometric structures and spin networks carries through at the
dynamical level. The GFT dynamics of these degrees of freedom is treated via standard
QFT methods. In particular, the partition function and quantum n-point functions of any
given GFT model can be computed in perturbative expansion with respect to its coupling
constants. The GFT Feynman amplitudes, associated to diagrams encoding the history
of interacting GFT quanta and dual to (d+1)-dimensional triangulations, take the form of
discrete path integral (DPI) of gravity discretized on such triangulations. The full quantum
dynamics involves therefore naturally a sum over triangulations of all topologies as a well
as a sum over discretized quantum geometries. The same Feynman amplitudes have a dual
re-writing as spin foam models [10, 11], which are another (covariant) way of defining the
dynamics of loop quantum gravity spin networks (and generalizations thereof).
The formulation of quantum gravity in terms of discrete path integrals has of course a
long tradition and it is still vigorously pushed (see for example [12]). What GFTs add
is, on the one hand, the close relation with loop quantum gravity and the many insights
and mathematical results obtained there and, on the other hand, a new perspective and
powerful analytical tools due to the field-theoretical embedding of the same discrete gravity
path integrals. These additional tools are especially useful for tackling the two related
problems of defining the continuum limit of the theory and extracting effective continuum
physics from it. Indeed, GFT quanta are seen as building blocks of the space-time, and
the continuum space-time we use at the macroscopic, effective level is supposed to emerge
from their collective dynamics in a regime where a large (or infinite) number of them is
taken into account. For both issues, in fact, field-theoretic GFT techniques have proven
very promising. The continuum limit of the discrete quantum geometric dynamics has been
defined, at least for simple GFT models both using constructive techniques (see [13] for
an introduction to these techniques), which correspond to a direct re-summation of the
sum over triangulations weighted by the GFT Feynman amplitudes, and by means of a
functional renormalization group approach to the definition of the GFT partition function,
bypassing its formulation in terms of discrete path integrals altogether. For a review of
the GFT renormalization programme, see [14], while for recent works in the functional
formulation, see [15–17]. One main strategy that has been followed to extract effective
continuum physics from GFTs, in addition to those focusing exclusively on spin network
and spin foam structures or on the sum over triangulations in related formalisms, has
taken also advantage of the field theory aspects of the framework and was based on GFT
condensate states and their (mean field) dynamics. See [18, 19] for reviews and [20, 21] for
some recent results.
The goal of extracting effective continuum physics from GFT models (and related for-
malisms) requires one more crucial ingredient: the inclusion in the same models of matter
degrees of freedom (including other interaction fields). One reason is obvious: there is plenty
of other matter in the universe and the physics we are interested in understanding from
a quantum gravity perspective relates (also) to matter fields and their interactions. The
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second reason is less obvious but equally fundamental: in a fully background independent
and diffeomorphism invariant context like the one defined by GFTs and related formalisms,
matter fields are the most convenient way to define physical reference frames, spatial and
temporal directions to use to label the dynamics and the interactions of other degrees of
freedom. This is the relation approach to the definition of physical observables in quantum
gravity [22–24]. In particular, the use of a free massless scalar field allows a simple definition
of temporal evolution while maintaining manifest diffeomorphism invariance and it is the
standard choice in quantum cosmology. It is therefore also the simplest choice to adopt in
a full quantum gravity framework, when aiming at the extraction of effective cosmological
dynamics from it. GFT condensate cosmology is in fact a case at hand [21].
With the same basic motivations, in this paper we tackle the problem of coupling scalar
matter fields in a GFT, discrete path integral and spin foam context. For earlier work
on matter coupling (including gauge fields) in the GFT, discrete path integral and spin
foam (and loop quantum gravity) frameworks, see [25–39] and references cited therein1. We
consider minimally coupled scalar fields, with standard propagators and generic interactions
first. Then we consider variations of the corresponding GFT model, leading to generalized
scalar field actions.
Our strategy is the following. We introduce the appropriate additional variables describing
scalar matter in the GFT fields and states, thus extending the standard quantum geometry
states and spin networks. Then we seek to determine the appropriate kinetic and interaction
kernels for the GFT action; our criterion for determining them is that the corresponding
Feynman amplitudes should take the form of a simplicial path integral for gravity coupled to
a relativistic scalar field. To do so, we will mainly work in the non-commutative flux/metric
formulation of GFT and spin foam models [43, 44], in which the amplitudes take the explicit
form of a non-commutative simplicial path integral; this allows us to keep the discrete
geometry of the model under control, but at the same time will require special care to handle
the complications coming from the non-commutativity of the discrete flux/metric variables.
Obviously, the discrete gravity path integral is not uniquely defined, nor is the discretization
procedure of the scalar matter (nor is the quantization map to be used for quantizing
discrete flux variables [45], which in turn is reflected in various elements of the discretization
procedure, as we will discuss). What we will care about is only that our choices and
manipulations are compatible with the naive classical and continuum limits of the discrete
path integral, and with the general properties of classical simplicial geometries, favoring
simplicity of the results over exactness of the discrete model whenever two alternatives are
equally valid in terms of these limits. Having obtained a satisfactory GFT model (and
thus a corresponding spin foam model) according to these criteria, we will focus on possible
approximations of the same model at the level of the GFT action, determining what these
approximate models amount to in terms of the corresponding simplicial gravity-scalar field
1Another possibility, that has been only marginally explored in the GFT literature [40–42], is that matter
degrees of freedom could be emergent from, rather than coupled to, the quantum geometric ones.
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path integral. The main reason to consider these approximations is that they may turn out
to be relevant for the extraction of effective continuum physics from the coupled GFT model,
and in fact the simplest of the approximations we will consider turns out to correspond to
the way a free massless scalar field has been introduced at the GFT level in [21]. Our central
interest in the continuum limit of the coupled model is also the reason why we focus on the
GFT level of the description, in particular the classical action, rather than expounding the
details of the spin foam expansion for the same model. While detailing only the simplicial
path integral form of the Feynman amplitudes of the GFT model, we will give anyway
enough information to allow the interested reader to obtain the precise form of the spin
foam amplitudes for our model, if needed.
The paper is organized as follows. In section 2, we introduce the basics of the GFT frame-
work that will be used in the following discussion, explaining in particular how the GFT
Feynman amplitudes take the form of simplicial path integrals and spin foam models. In
section 3, we discuss the elements of the scalar field discretization: discretization of the
scalar matter degrees of freedom, discrete geometric quantities needed for the coupling
with gravity, scalar field action. In section 4 we present the GFT model for gravity mini-
mally coupled to a single relativistic scalar field, and illustrate both the GFT action and
the corresponding discrete path integral. In section 5 we consider the models obtained by
various approximations of the newly derived one, and the discrete scalar field path inte-
grals they correspond to. In section 6, we discuss the straightforward generalization to the
multiple (complex) minimally coupled scalar fields; we also briefly discuss the use of the
newly derived coupled GFT model to extract effective cosmological dynamics, and compare
it briefly with the typical dynamics of gravity coupled to a scalar field as given in quan-
tum cosmology. Section 7 contains our conclusions. We include appendices with further
technical details on our construction.
2 Group field theory and discrete gravity path integrals
Most GFT models for Riemannian quantum gravity, like most spin foam models, are based
on modifications of the Ooguri models for 4 dimensional BF theory. They are motivated by
the fact that classical 4-dimensional gravity can be expressed as a constrained BF theory.
The action is given as Plebanski-Holst action2
S[ω,B,Ψ] =
∫
M
Tr (B ∧ F [ω]) + Ψ · Sγ(B) (2.1)
where B is so(4) valued 2-form, ω is so(4) connection 1-form and Ψ is a Lagrange multiplier
for the simplicity constraint Sγ(B). The variation on Ψ introduces the constraint Sγ(B) = 0
whose solution is B = ± (∗+ γ−1) e ∧ e, where e is the tetrad 1-form3. γ is the Barbero-
2The actual Plebanski-Holst action is given as S[ω,B,Ψ] =
∫
M Tr
[(∗+ γ−1)B ∧ F [ω]]+ Ψ · S(B). By
redefining
(∗+ γ−1)B → B, one can get (2.1).
3Depending on the specific was in which the simplicity constraints are defined, there may be another
sector of solutions: B = ± (1 + ∗γ−1) e ∧ e; clearly, the action takes the same form if this set of solutions
is considered instead.
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Immirzi parameter. At the discrete path integral level, one would like to reproduce the
same mechanism, with a BF amplitude (i.e. the exponential of a discretised BF action)
constrained by the discrete counterpart of the simplicity constraints, and a suitably modified
measure. Details on the discretisation procedure and its result can be found for example
in [10, 11]. The discrete path integral (DPI) of the theory is based on a triangulation ∆ of
M, and its (topologically) dual complex ∆∗. The B fields and curvature F are discretised
on the triangle f∆ of the triangulation ∆ and its dual face f∆∗, respectively
Bf =
∫
f∆
B, Ff =
∫
f∆∗
F (ω) (2.2)
Relying on a non-abelian extension of Stokes’ theorem, the integral of the curvature F on the
dual face f∆∗ can be written as a line integral of the connection ω on the boundary of f∆∗,
and this in turn can be traded for the holonomy along the boundary of the dual face obtained
as the product of group-valued parallel transports associated to each link forming such
boundary, which become the true independent variables replacing the continuum connection
field:
Ff =
∫
f∆∗
F =
∮
∂f∆∗
ω ≈ Hf ≡
∏
`∈∂f∆∗
g` = e
Ff (g`) (2.3)
where ` are the links of the dual graph ∆∗ each of which connect two neighbouring tetra-
hedra that sharing triangle f , and the approximation holds in a continuum limit of the
triangulation ∆, i.e. under the successive refinement of the same. In other words, the
discrete curvature Ff corresponds to the Lie algebra element obtained from the holonomy
Hf approximated close to the identity. Then the DPI can be rewritten as
Z∆G =
∫ ∏
f∈∆
DBf
∏
`∈∆∗
dg` δ(Sγ(Bf )) e
i
2~κ
∑
f∈∆ Tr(BfHf ), (2.4)
where ~ is the Planck constant, κ is the bare Newton constant, dg indicates the Haar
measure on SO(4), and the simplicity constraints are imposed by a suitable discretization
of the formal δ(Sγ(Bf )), one specific form of which we will give in the following, alongside
a specific choice for the integration measure over the fluxes Bf . Notice that one could have
also used the Lie algebra element Ff in the discrete action, instead of the holonomy element
Hf ; the two choices lead obviously to the same result in the naive continuum limit. We will
come back to these two possibilities in the following.
The group field theory formalism [1–4] allows to derive the same discrete gravity path
integral as the Feynman amplitude of a combinatorially non-local action on the group
manifold SO(4)4 or on the dual Lie algebra so(4)4. The details of one such construction
for the Plebanski-Holst theory can be found in [44], but the correspondence between a
given discrete path integral and a given GFT action is generic. The formulation in terms of
group elements and the one in terms of Lie algebra elements are related by non-commutative
Fourier transform [43, 45]. We focus on the formulation in terms of Lie algebra elements
because they correspond directly to the flux variables Bf and encode more transparently the
discrete geometry underlying the theory. At the same time, their non-commutative nature
introduces some formal complications, in particular the need to use ?-products between
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functions of Lie algebra elements, encoding the quantization map chosen to quantize them.
Details on these non-commutative tools can be found in [43–45]. The general point is to
understand ∆∗ (and ∆) as the Feynman diagram of a GFT model with action
SGFTG =
∫
[dx4][dx′4]ϕ¯(~x) ? P−1G (~x, ~x
′) ? ϕ(~x′) +∫ ( 5∏
n=1
[dx4n]
)
VG(~x1, . . . , ~x5) ?
(
5∏
n=1
ϕ(~xn)
)
+ c.c., (2.5)
where ϕ is our GFT field living on the 4 copies of the Lie algebra, integrated over using the
Lebesgue measure, and PG and VG are the propagator and vertex kernels4. The kinetic and
interaction kernels are convoluted with GFT fields and multiplied using ?-multiplications.
The discrete path integral is the associated Feynman amplitude, constructed by convolution
of propagators and vertex kernels. Obviously, the kinetic kernel P−1G can be more or less
easy to identify, depending on our choice of propagator PG so the expression above remains
quite formal at this stage. Notice also that, if one is only interested in obtaining a certain
expression for the Feynman amplitudes (i.e. for the simplicial gravity path integral), the
exact functional form of propagator and vertex kernel can be modified with some liberty;
in particular, this affects the way simplicity constraints can be implemented in the GFT
model. We base our discussion here on the specific construction given in [44], to which we
refer for details.
In the end, the discrete path integral Z∆G , with Lie algebra variables x identified with
the discrete fluxes Bf , associated with the triangles in the triangulation ∆, and group
elements g` being the parallel transport of the gravity connection associated with the dual
links in ∆∗, becomes the GFT Feynman amplitude obtained by convolution of PG and VG,
schematically
Z∆G =
∫
∆
VG(. . . , ~x
N
i , . . . , ~x
N
j , . . . ) ? PG(~x
N
i , ~x
n1
i1
) ? PG(~x
N
j , ~x
n2
j1
) ? . . . ?
VG(. . . , ~x
n2
j1
, . . .) ? . . . ? VG(. . . , ~x
n1
i1
, . . .) ? . . . ? VG(~x
1
1, . . . , ~x
1
5)
≡
∫
∆
∏
~?
PGVG (2.6)
where i, i1, j, j1 ∈ {1, . . . , 5}, 1 < n1 < n2 < N and N denotes the total number of the ver-
tex functions in Z∆G ; besides ~x ≡ (x1, . . . , x4) where x is the element of the Lie algebra g in
the fundamental representation. So since PG and VG are functions of the (non)commutative
Lie algebra elements, they are connected by the ?-products which, by definition, are per-
formed between each pair of shared arguments of PG and VG as indicated by Eq. (2.6). The
precise definition of the ?-product for various choices of quantization maps can be found in
the literature [43, 45], but does not concern us here. We use from now on
∫
∆ to indicate the
total convolution with all the arguments of the propagators and vertex functions associated
4We have used real fields for simplicity, but the formalism can be immediately extended to complex
fields, maintaining the same Feynman amplitudes whenever one uses real interaction kernels VG = V¯G and
propagator.
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with ∆, as in a usual Feynman amplitude for a closed Feynman diagram, but omitting the
details of the integration measure for the ease of reading.
For the GFT/spin foam model in [44], the form of PG and VG are specified as follows.
For PG, we have
PG(~x, ~x
′) =
∫
dg
4∏
i=1
(
eg ? δ
?
−x′i
)
(x(4−i)), (2.7)
where the 4-tuple of Lie algebra elements ~x ≡ (x1, . . . , x4) is assigned to a tetrahedron of the
simplicial complex ∆, with the indices denoting the four triangles of the tetrahedron whose
(intrinsic) geometry is encoded in the Lie algebra elements. The Lie group element g is the
parallel transport along the link of the cellular complex ∆∗ that is dual to this tetrahedron,
and eg(x) is the plane wave of the Lie group (or algebra), whose definition depends on the
specific quantization map one uses for the classical fluxes associated to the triangles (which
become the variables x). Two common choices are the Freidel -Livine-Majid case or the
Duflo case [46, 47]. Finally, δ?−x′i(xi) is the Dirac δ-function for the given ?-product:∫
dx
(
f ? δ?−x′i
)
(x) = f(−x′i), (2.8)
identifying xi with −x′i (where the minus sign reflects the opposite orientations of the
triangle that is assigned the Lie algebra elements xi and x′i respectively, when seen from
the two 4-simplices dual to the vertices of ∆∗, which are also the interaction vertices of
the GFT Feynman diagram) sharing the tetrahedron to which the propagator is associated.
Due to the integral over g and the multiplication by plane wave, PG imposes also the
‘closure constraint’for the tetrahedra it is associated with, i.e. it forces the four triangles to
which the xi are associated to close to form its boundary. This is part of the geometricity
constraints that allow a geometric interpretation for the variables xi and for the simplicial
complex ∆. They also introduce the gauge connection encoded in the same variables g
associated to each dual link. They are not enough, however.
For VG, we have
VG(~x1, . . . , ~x5) =
 5∏
j=1
S(~xj)
 ?∏
i 6=j
δ?−xij (xji), (2.9)
where the indices i, j = 1, ..., 5 denote the five tetrahedra of a 4-simplex, with which VG is
associated.
As anticipated, and in parallel with the continuum Plebanski-Holst action, the x’s,
interpreted as the discrete counterpart of the B fields of the continuum theory, have too
many degrees of freedom to be geometrical, even after the closure condition is imposed
on them. We need to impose the discrete counterpart of the simplicity constraints of the
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continuum theory. This is the role of the functions S(~x) in the vertex kernels VG:
S(~x) =
4∏
i=1
Sβn(xi)
=
4∏
i=1
δ?−nx−i n−1
(βx+i ), (2.10)
which indeed impose, via non-commutative delta functions under the integration, the sim-
plicity constraint βx+ = −nx−n−1, where β = γ−1γ+1 and n ∈ S3 ' SU(2) is a free chosen
vector representing the normal to the tetrahedra to which each S function is associated [44].
This normal vector enters crucially the definition of the GFT model, and should actually
be incorporated as an extra argument in the GFT field as well, and coupled (albeit in a
very simple way) in the GFT action (see [44] for details). The same variables, however,
disappear from the discrete path integral, as they can be reabsorbed in the discrete con-
nection variables, and we omit them as well from the GFT fields and action, for simplicity
of notation.
This is just the (linear) simplicity constraint for 4-dimensional Riemannian geometry,
using the selfdual/anti-selfdual decomposition of so(4) Lie algebra elements x = (x+, x−)
as two su(2) elements x+ and x−. The Lorentzian case, based on SL(2,C), is also under
control, but we will stick to the simple case of Riemannian gravity in the following.
The product of non-commutative δ-functions of ~xj enforces the requirement that the five
tetrahedra involved in VG are glued pairwise (through the identifications of ~xj associated
to their common triangles) to form a 4-simplex, so that the dual of the GFT Feynman
diagrams correspond to 4-dimensional simplicial complexes.
Due to the (non)commutative ?-products of PG and VG in Eq. (2.6), it is crucial, in the
actual construction of the Feynman amplitudes, to further specify their correct ordering.
This ordering relates the different Lie algebra variables associated to the same triangle in the
propagators and vertex kernels associated to the tetrahedra and 4-simplices, respectively,
sharing the same triangle, for a given complex ∆∗. An example of how to define the ordering
for a given lattice is shown in the appendix A. It is crucial to point out that this ordering
is just the one produced by the Feynman expansion of the corresponding GFT.
By explicit construction, for any choice of Feynman diagram, the reader can convince
herself or himself that Z∆G can be factorized into the integral of the face amplitude Af :
Z∆G =
∫ (∏
l∈∆∗
dgl
) ∏
f∈∆∗
Af (~gf )
 , (2.11)
where ~gf =
(
gfl1 , g
f
l2
, . . . , gflN
)
denotes the group elements associated to the face f whose
boundary is constituted by N links l and
Af (~gf ) =
∫
dxf
(
FNi=1Sβ?2g1i.n
)
? eHf (xf ) (2.12)
FNi=1Sβ?2g1i.n = S
β?2
g11.n ? S
β?2
g12.n ? . . . ? S
β?2
g1N.n
(2.13)
g1i . n := g
+
1in
(
g−1i
)−1 (2.14)
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gfl1
gfl2
gfl3
gflN
gflN-1
xf
link
uncertain number of links 
coming out of a vertex
(N-5) connected links
dual triangle
vertices
Figure 1. The figure shows a glance of the complex ∆∗: every vertex is shared by 5 links and
the two different vertices correspond to VG = V¯G. Faces are formed by closed loops of links where
every link is shared by 4 faces. The N links enclose the face f dual to a triangle of the simplicial
complex ∆. Every link is associated with gl, and the dual triangle is associated with xf .
where xf ≡ x1, Hf ≡ gfl1g
f
l2
. . . gflN , g1i = g
f
1 g
f
2 . . . g
f
i (with g
+
1i/g
−
1i corresponding to the
selfdual/antiselfdual decomposition) and Sβ?2g1i.n ≡
(
Sβg1i.n ? S
β
g1i.n
)
(xf ) corresponding to
the superposition of two simplicity constraints coming from both tetrahedra that share a
triangle; see Fig. 1. We obtain an amplitude which depends on Hf , i.e. the holonomy
around the face f , and xf (satisfying the simplicity constraints), i.e. the constrainted
bivector Bf from Eq. (2.4). The amplitude can be recognised more explicitly as a discrete
gravity path integral (in terms of non-commutative metric variables) if we make explicit the
form of the non-commutative plane waves. If we adopt the Freidel -Livine-Majid definition
of the plane wave, we have eFLMHf (xf ) = e
i
2~κTr(xfHf ); if we adopt the Duflo definition of the
plane wave, we have eDHf (xf ) = e
i
2~κTr(xfFf ). Also, dxf plays the role of DBf as well as dg`
plays the role as Dω given the fact they are Haar measures of a compact group.
So at last we have
Z∆G =
∫  ∏
f∈∆∗
dxf
(∏
l∈∆∗
dgl
) ∏
f∈∆∗
FNi=1Sβ?2g1i.n
 e i2~κ∑f∈∆ Tr(xf (Hf/Ff )), (2.15)
from which we can see how the GFT Feynman amplitude reproduces the DPI of the con-
strained BF theory for gravity, with
∏
f∈∆∗FNi=1S
β?2
g1i.n encoding the simplicity constraints
δ(Sγ(B)) in Eq. (2.4) (see again [44] for details).
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3 Scalar field discretization
In order to couple the scalar field to gravity at the GFT level, we will focus on the dis-
cretization of a relativistic real scalar field on a simplicial manifold, and then look for a
GFT model that would reproduce it as its Feynman amplitude, thus generalising the pure
gravity case we have described in the previous section. We pay special attention to those
features that are crucial for the correct (naive) continuum limit. Let us first write down
the continuum action of a real relativistic scalar field on a spacetimeM with topology and
geometry captured by a metric g:
Sφ =
∫
M
[dx4]
√
|g| (∂µφ∂µφ+ V(φ)) (3.1)
where |g| is the absolute value of the determinant of the spacetime metric g; V(φ) is a
generic potential term which characterizes the self-interaction of the scalar field. The con-
tinuum path integral is then (formally) defined by the exponential of this action, integrated
with a functional measure that is intuitively (but only formally) given by the Lebesgue
measure over the values of the scalar field at each point in spacetime. Now we move to the
discretization of this scalar field theory.
The first crucial choice is whether we discretize the scalar field degrees of freedom
on the simplicial complex ∆ or on the dual cellular complex ∆∗. This is going to affect
considerably both the structure of the simplicial path integral and the corresponding GFT
action. For reasons that will become obvious in the following, we choose to discretize the
scalar field on the dual complex ∆∗ and to work with the discrete path integral given as:
Z∆φ =
∫ ∏
v∈∆∗
dφv e
i
~
(∑
l∈∆∗ V˜l
(
δlφ
Ll
)2
+
∑
v∈∆∗ VvV(φv)
)
. (3.2)
Here, φ (having dimension of inverse length, with ~ = 1) is discretized on the vertices v
of ∆∗ as φv, while its derivatives are discretized as finite differences δlφ ≡ φvl′−φvl between
the values at two vertices vl and vl′ and thus associated to the link l in ∆∗ connecting them.
As Ll denotes the length of this link,
(
δlφ
Ll
)2
is thus the discretization of ∂µφ∂µφ, while
the scalar field potential V(φv), being a simple polynomial of the field, is also associated to
the vertex v. Important for us is of course the coupling with the geometry of the simplicial
complex (and its dual) encoded in the discrete metric variables. In particular, we need
the discretization of the continuum volume element. This has to be done differently in the
kinetic and interaction terms. We have defined V˜l to be the volume of the 4-dimensional
convex hull whose vertices are vl, vl′ and the vertices of the tetrahedron dual to the link l;
Vv is instead the volume of the 4-simplex dual to the vertex v. These two volumes, adapted
to the functions of scalar field variables that multiply them, play the role of discrete 4-
dimensional volume element in the kinetic term and the potential term respectively.
Because the quantities defining the coupling of the discretized scalar field with the
simplicial geometry depend both on the triangulation ∆ and on its dual complex ∆∗, their
precise evaluation requires to specify the embedding of the second into the first, so that
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the geometry of the second can be deduced by the piecewise-flat geometry of the first. An
extended discussion of the possible definitions and their consequences can be found in [48].
Different embedding choices result in different expressions for the geometric observables
entering the discretized scalar field action and thus, in the end, in different GFT models.
However, they are all expected to be equivalent in a naive continuum limit of the simplicial
path integral, as they approximate each other in a refinement limit and for regular enough
triangulations; this is also the only condition we really require on our construction, and in
the following, when facing ambiguities in the model building, we will repeatedly look for
the construction which gives the simplest result compatible with this main requirement.
Here we choose each vertex v of the dual complex ∆∗ to be the center of the sphere
inscribed in its dual 4-simplex. The geometrical quantities V˜l, Ll and Vv can all be written
as functions of the Lie algebra elements x (understood as constrained bivectors) encoding
the simplicial geometry of the pure gravity GFT model, and in particular the dual volumes
can be expressed as functions of geometric volumes of elements of the triangulation, as
follows:
V˜l =
|V(3)l|
V¯(3)vl
Vvl +
|V(3)l|
V¯(3)vl′
Vvl′ (3.3)
Ll ≥ L˜l = 4|Vvl |
V¯(3)vl
+
4|Vvl′ |
V¯(3)vl′
(3.4)
Vv =
1
24
QIJK x˜
′QI
v x˜
JK
v (3.5)
with
|V(3)| =
1
6
√
2
|X 12 | (3.6)
X =
∑
i,j,k,q
1
2
ijkqQIJK x˜
QI
i x˜
JM
j x˜
K
kM . (3.7)
Here x˜ = 1
γ2−1(γ
2x − γ(∗x)) and (∗x)QI = 14QIJKxJK , where the capital Latin letter
indices are x’s bivector indices (or matrix indices in the fundamental representation).The
lower case indices denote four triangles of a tetrahedron which are summed from 1 to 4.
Then |V(3)l| is the modulus of the 3-volume of the tetrahedron dual to the link l; and V¯(3)v
is the sum of the moduli of the volumes of the boundary tetrahedra of the 4-simplex dual to
the vertex v. For each Vv, x˜v and x˜′v are associated with any two triangles on the boundary
of the 4-simplex dual to vertex v that do not share a common edge. We do not give the
exact expression of Ll, which is quite involved and not particularly illuminating, but only
its lower limit L˜l, which is the sum of the two radiuses of the inscribed spheres of two
neighbouring 4-simplex dual to vl and vl′, respectively. More details on these quantities
can be found in the appendix B.
The above quantities complete the definition of the discrete action (and path integral) for
gravity coupled to a scalar field. Quite clearly, they are rather involved, and so would be
the corresponding GFT action. Therefore, we write down a simplified version of V˜l, Ll and
Vv, in addition to their exact expressions and, in the following, we will mainly use these
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simplified expressions. The reason is again that we mainly aim at capturing the correct
scalar field coupling at the effective continuum limit, and thus at the discrete level (which
is never uniquely specified by the continuum theory, in any case) the main requirement is
that our model has the correct naive continuum limit (i.e. it approximate the continuum
action for triangulations that are sufficiently regular, with small edge lengths and weak
curvature [26]) while being as simple (and manageable) as possible. In determining the
most convenient simplification of the exact expressions, we are also keep in mind our goal
of obtaining a manageable GFT model. This will be much simpler if the geometric couplings
used can refer exclusively to the geometric variables associated to a single tetrahedron, the
only ones that appear in the GFT kinetic term, and to a single 4-simplex, the only ones
appearing in a GFT interaction term.
With these criteria in mind, we are going to use the following simplified version of V˜l, Ll
and Vv:
V˜ = Sgn (X)
1
48
√
5
|X 23 | (3.8)
L =
1√
10
|X 16 | (3.9)
V = Sgn (X)
√
5
96
|X 23 | . (3.10)
The labels l and v for V˜ , L and V are neglected for ease of notation. Here, V˜ , L are all
functions of the fluxes x from a single tetrahedron dual to the link l. We have also reported
a (drastically) simplified expression for V , in terms of the data from one of the tetrahedra
on the boundary of the 4-simplex it refers to, although for V we do not really need such
simplification and could work with the exact expression. Once more, we would expect a
discrete path integral (and a GFT model) with these simplified expressions used instead of
the exact ones to produce the same effective continuum physics, at least in a macroscopic,
semiclassical approximation.
The Sgn (X) in V˜ and V make sure they have consistent orientations as discrete volume
elements. For L, the orientation is not important since it will always appear under the
square (coming from the discretization of ∂µφ∂µφ). The details of the procedure leading to
these simplifications can be found in the appendix B.
In addition, since V˜ , L and V (simplified or not) are only a function of the discrete geometry
of the triangulation ∆, they actually depend only on the edge lengths of the simplicial com-
plex (since its discrete geometry can be defined solely in terms of the edge lengths). In our
4-dimensional context, these geometrical functions can equally be written purely as a func-
tion of the triangle areas, which can also define the discrete geometry of the 4-dimensional
simplicial complex (uniquely, when subject to appropriate additional constraints [49, 50]).
So V˜ , L and V only depend on |x˜| ∝ |x|.
Finally, we point out that one could be interested in more general continuum actions for
the relativistic scalar field, with kinetic terms of the general form K(∂µφ∂µφ), where K
is a general real function. Our discretization procedure allows to deal easily with these
generalised case as well: we just need to replace
(
δlφ
L
)2
with K
(
( δlφL )
2
)
in Eq. (3.2).
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4 GFT with minimal coupled real scalar field
In this section we give the GFT model which has the discrete path integral for gravity min-
imally coupled to a real scalar field, as introduced in the previous sections, as its Feynman
amplitude. Let us first write down such discrete path integral:
Z∆φG =
∫ ∏
f∈∆
DBf
∏
f∈∆∗
dg`
∏
v∈∆∗
dφv δ(Sγ(Bf )) e
i
~(S
∆
φ +S
∆
G) (4.1)
where
S∆φ ≡
(∑
l∈∆∗
V˜l
(
δlφ
Ll
)2
+
∑
v∈∆∗
VvV(φv)
)
(4.2)
and
S∆G ≡
1
2κ
∑
f∈∆
Tr(BfHf ) , (4.3)
where one can also use the discrete curvature, rather than its holonomy, in the definition
of the discrete gravity action.
As in the pure gravity case, in order to incorporate it within the GFT framework, we
need to rewrite Z∆φG as a convolution of propagators and vertex functions, i.e. terms that
can be associated to links and vertices of ∆∗. Since we already know how to handle Z∆G ,
a possible way to do this is to factorize exp( i~S
∆
φ ) in terms of propagators Pφ and vertex
functions Vφ, and then to move them inside the pure gravity part of Z∆φG along with PG
and VG to form the complete propagator PφG and vertex function VφG for Z∆φG.
So we could start by assuming:
Pφ = e
i
~ V˜
(
δlφ
L
)2
(4.4)
Vφ = e
i
~V V(φv), (4.5)
where we use our simplification in Eq. (3.8), Pφ only depends on the variables V˜ and L
which relate to the tetrahedron dual to the edge l. So Pφ depends on the variables associated
with a tetrahedron of the triangulation or its dual link, just like PG. In the same way, Vφ
can be associated with a 4-simplex of the triangulation or its dual vertex, just like VG.
However we should recall that V˜ , L and V are geometrical functions of Lie algebra
element x, which are non-commutative variables. If we want to treat them as ordinary
functions, Pφ and Vφ should be connected via ?-products. This has two consequences. First
of all, if we multiply all the Pφ and Vφ associated with ∆∗ with the noncommutative ?-
products (no matter what their order is), the result will not simply be exp( i~S
∆
φ ). Second,
even if exp( i~S
∆
φ ) could be ?-product factorized with Pφ and Vφ, we can not move them freely
through PG and VG (in the gravity part of Z∆φG) without producing additional terms (?-
commutators); these additional terms on the one hand may fail to leave the whole amplitude
a simple convolution of terms easily identifiable with GFT propagators and vertices, and,
on the other hand, will certainly complicate the expression considerably and bring it away
from the simple form we have identified for the discrete path integral.
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However, we recall once more that we are only interested in obtaining a GFT Feynman
amplitude that is equivalent to the discrete path integral we use as reference in a contin-
uum limit, and up to additional terms in the measure or the discrete action that can be
interpreted as quantum corrections (the difference between the discrete path integral using
in the classical action directly the discrete curvature and the one using its holonomy is
exactly of this type). Given this, the general properties of the ?-product come to rescue.
On the other hand, we know for the general functions of x: f(x) and f ′(x), the ?-product
will reduce to the usual point-wise product in the semiclassical limit ~→ 0:
(f ? f ′)(x) = f(x)f ′(x)(1 + O(~)), (4.6)
where, for any given definition of the plane wave, one can explicitly compute the correction
O(~) (more details on this point can be found in the appendix C). This also means for the
?-product commutator:
[f, f ′]?(x) ≡ (f ? f ′)(x)− (f ′ ? f)(x) = O(~). (4.7)
Knowing these properties, we can approach our problem from another end, and assume
that the whole propagator PφG and vertex function VφG have the following structure:
PφG(~x, ~x
′;φ, φ′) = Pφ(~x;φ, φ′) ? PG(~x, ~x′) (4.8)
VφG(~x1, . . . , ~x5;φ) = Vφ(~x1, . . . , ~x5;φ) ? VG(~x1, . . . , ~x5), (4.9)
where we already take VφG as a local interaction of φ.
Then given the cellular complex ∆∗, we can write down the Feynman amplitude Z˜∆φG
by simply substituting PφG and VφG for PG and VG in Eq. (2.6). This ensures that, if we
switch off the scalar field, we obtain back the pure gravity discrete path integral:
Z˜∆φG =
∫
∆∗
VφG(. . . , ~x
N
i , . . . , ~x
N
j , . . . ;φN ) ? PφG(~x
N
i , ~x
n1
i1
;φN , φn1) ? PφG(~x
N
j , ~x
n2
j1
;φN , φn2) ? . . . ?
VφG(. . . , ~x
n2
j1
, . . . ;φn2) ? . . . ? VφG(. . . , ~x
n1
i1
, . . . ;φn1) ? . . . ? VφG(~x
1
1, . . . , ~x
1
5;φ1)
≡
∫
∆∗
∏
~?
PφGVφG, (4.10)
where in
∫
∆∗, all the arguments of PφG and VφG, including φ, are convoluted.
In order to show that the Feynman amplitude so defined coincides (up to quantum correc-
tions and discretization-dependent terms) with the coupled discrete path integral, i.e. that
Z˜∆φG = Z
∆
φG, the following steps have to be taken:
1. We separate Pφ and Vφ from PG and VG by moving all Pφ and Vφ to the end of the
expression with the order among all PG and VG unchanged.
2. For all the ?-products involving Pφ and Vφ in the resulting expression, we change
them to the normal products.
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In detail, for step 1, we use Eq. (4.7):
Z˜∆φG =
∫
∆
(. . .) ? (Pφ ? VG) (x) ? (. . .)
=
∫
∆
(. . .) ? ((VG ? Pφ) (x) + [Pφ, VG]?(x)) ? (. . .)
=
∫
∆
((. . .) ? (VG ? Pφ) (x) ? (. . .) + (. . .) ? [Pφ, VG]?(x) ? (. . .))
=
∫
∆
((. . .) ? (VG ? Pφ) (x) ? (. . .) + O(~)) , (4.11)
where we show a substep of step 1 by explicitly moving one Pφ through one VG without
touching the other unrelated terms. The ?-product commutator is produced as expected
but it only contributes an O(~) term, and this is also true if we move Pφ or Vφ through PG
or VG. After completing step 1, one eventually gets
Z˜∆φG =
∫
∆
((∏
~?
PGVG
)
?
(∏
?
PφVφ
)
+ O(~)
)
=
∫
∆
(∏
~?
PGVG
)
?
(∏
?
PφVφ
)
(1 + O(~)) , (4.12)
where
∏
~? PGVG is as defined before, and
∏
? PφVφ denotes the ?-products of all Pφ and Vφ
in some given order.
Then using Eq. (4.6), we carry on step 2 and we have:
Z˜∆φG =
∫
∆
(∏
~?
PGVG
)
?
(∏
?
PφVφ
)
(1 + O(~))
=
∫
∆
(∏
~?
PGVG
)(∏
PφVφ
)
(1 + O(~))
=
∫ ∏
f∈∆
DBf
∏
f∈∆∗
dg`
∏
v∈∆∗
dφv e
i
~S
∆
G e
i
~S
∆
φ + O(~) = Z∆φG + O(~). (4.13)
Let us point out that, if we use for the geometric observables defining the coupling of
the scalar field their expressions as functions only of the modulus of the fluxes, i.e. the areas
of the triangles they are associated to (after the imposition of the simplicity constraints),
the above manipulations would be much easier, and the result simpler. This is because
the commutation between generic functions of the fluxes and plane waves is very simple:
f(x) ? eg(x) = eg(x) ? f(gxg
−1), where |gxg−1| = |x|, producing just a rotation of the
same fluxes. Therefore, any function that depends only on the modulus of the flux, which
invariant under the conjugate action of the group, would be left invariant.
Having identified the propagator and vertex functions PφG and VφG that produce the desired
discrete path integral upon convolution, up to quantum corrections and with some inevitable
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discretization ambiguities, we can write the corresponding GFT action for gravity minimally
coupled to a scalar field. It has the following form:
SGFTφG =
1
2
∫
[dx4][dx′4]dφdφ′ ψ(~x;φ) ? P−1φG(~x, ~x
′;φ, φ′) ? ψ(~x′;φ′) +∫
dφ
(
5∏
n=1
[dx4n]
)
VφG(~x1, . . . , ~x5;φ) ?
(
5∏
n=1
ψ(~xn;φ)
)
+ c.c. , (4.14)
where we have extended the domain of our GFT field ψ(~x;φ) to include the scalar field
degrees of freedom in addition to the metric variables.
Here we use real GFT fields but again the construction is immediately generalised to
complex fields. Notice also that we need to add to the interaction terms their complex
conjugate (in absence of additional restrictions on the GFT fields) because VφG 6= V¯φG.
The use of one or the other vertex kernel in the construction of the Feynman amplitudes
does not affect the form of the simplicial path integral, since the metric variables are in-
tegrated symmetrically over the two ranges corresponding to positive and negative volume
elements (i.e. opposite orientation of the simplicial manifold), just like in the pure gravity
case. Later we will show the kinetic term is real (provided an extra symmetry condition is
imposed on the GFT fields).
To give a precise expression for the coupled GFT action, we need to find P−1φG .
We look first for functions of the form
P−1φG(~x, ~x
′;φ, φ′) = P−1G (~x, ~x
′) ? P−1φ (~x
′;φ, φ′), (4.15)
where the component depending on the scalar field variables depends only on the metric
variables associated to one tetrahedron in the triangulation (identified across the two 4-
simplices sharing it) and satisfies∫
dφ′P−1φ (~x
′;φ, φ′) ? Pφ(~x′;φ′, φ′′) = δ(φ, φ′′). (4.16)
Under this assumption, we have∫
[dx′4]dφ′P−1φG(~x, ~x
′;φ, φ′) ? PφG(~x′, ~x′′;φ′, φ′′)
=
∫
[dx′4]dφ′P−1G (~x, ~x
′) ? P−1φ (~x
′;φ, φ′) ? Pφ(~x′;φ′, φ′′) ? PG(~x′, ~x′′)
= δ(φ, φ′′)
4∏
n=1
δ?xn(x
′′
n) , (4.17)
so our assumption is compatible with the defining property of the inverse function.
It is no easy task to find the explicit expression for P−1φ , due to the ?-product involved
in the above definition. On the other hand, we can once more recall that we are interested
in a GFT action that would reproduce the desired discrete path integral only up to quantum
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corrections, and that the ?-product differs in fact from the ordinary point-wise product only
by O(~) terms. So, if we replace P−1φ with P˜
−1
φ :
P˜−1φG = P
−1
G ? P˜
−1
φ , (4.18)
where ∫
dφ′P˜−1φ (~x
′;φ, φ′)Pφ(~x′;φ′, φ′′) = δ(φ, φ′′), (4.19)
the corresponding propagator P˜φG will also differ from PφG only by O(~) terms:
P˜φG = PφG(1 + O(~)), (4.20)
which means the theory will still have the right semiclassical limit at the discrete level.
From now on, we will look for the kinetic term P˜−1φG\P˜−1φ instead of P−1φG\P−1φ .
The above is independent on any specific choice of quantization map for the fluxes, and
thus of any special property of the ?-product. However, we notice that, if we adopt the
Duflo quantization map and the corresponding definition of the plane waves, we have in
general that ∫
dx f(x) ? f ′(x) =
∫
dx f(x)f ′(x), (4.21)
which implies ∫
[dx′4]dφ′P˜−1φG(~x, ~x
′;φ, φ′) ? PφG(~x′, ~x′′;φ′, φ′′)
=
∫
[dx′4]dφ′P˜−1φG(~x, ~x
′;φ, φ′)PφG(~x′, ~x′′;φ′, φ′′)
= δ(φ, φ′′)
4∏
n=1
δ?xn(x
′′
n). (4.22)
In other words, P˜−1φG is exactly the inverse of PφG in this case. As discussed above already,
choosing the Freidel -Livine-Majid or the Duflo definition for the plane wave is equivalent
to choosing different quantization maps for the same classical theory, and results in discrete
path integrals which agree in the classical limit. Since this is the only aspect of the theory
on which we have solid control, we have no physical reason to prefer one over the other at
this stage. Therefore, also for this reason, we focus on determining P˜−1φG in the following.
Here one can also notice that since Pφ → P¯φ when V˜ → −V˜ , both P−1φ and P˜−1φ will go
to its complex conjugate when V˜ flips sign, just like the pure gravity part PG\P−1G does.
So now in order to make the kinetic term real under the integral of x, one only needs to
impose a symmetry of the group field ψ as ψ(~x;φ) = ±ψ¯(~x′;φ) when V˜ (~x) = −V˜ (~x′).
It is relatively easy to find P˜−1φ , since Pφ actually only depends on |φ − φ′|. The simplest
way to do it is to express Pφ to the p space with the Fourier transform:
P pφ =
∫
d(φ− φ′)eip(φ−φ′)e
iV˜
~
(
φ−φ′
L
)2
=
(
ipi~L2
V˜
) 1
2
e−i
~L2
4V˜
p2 ; (4.23)
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and
(
P pφ
)−1
=
(
ipi~L2
V˜
)− 1
2
ei
~L2
4V˜
p2 . (4.24)
From this, we easily get P˜−1φ by replacing p with i∂φ:
P˜−1φ =
(
ipi~L2
V˜
)− 1
2
e−i
~L2
4V˜
∂2φ =
√
V˜
ipi~L2
(1− i~L
2
4V˜
∂2φ −
1
2
(
~L2
4V˜
)2∂4φ + . . .) . (4.25)
In the end, by replacing P−1φG with P˜
−1
φG(~x, ~x
′; ∂2φ) = P
−1
G (~x, ~x
′) ? P˜−1φ (~x
′; ∂2φ) in RHS of the
Eq. (4.14), we can write down our GFT action for gravity and a minimally coupled scalar
field as:
S˜GFTφG =
1
2
∫
[dx4][dx′4]dφψ(~x;φ) ? P˜−1φG(~x, ~x
′; ∂2φ) ? ψ(~x
′;φ) +∫
dφ
(
5∏
n=1
[dx4n]
)
VφG(~x1, . . . , ~x5;φ) ?
(
5∏
n=1
ψ(~xn;φ)
)
+ c.c., (4.26)
so that we can rest assured that its Feynman expansion will produce the correct discretized
path integral for gravity coupled to a scalar field.
Let us point out how crucial was the choice of discretizing the scalar field on the vertices
of the dual complex ∆∗, in order to obtain such simple result. In fact, it was this choice
that allowed to have a local coupling of the GFT fields with respect to the discrete scalar
field variables at the level of the GFT interactions; this would have been impossible if the
same scalar field had been discretized on the vertices of the triangulation ∆.
5 Other GFT models incorporating a real scalar field coupling
In the previous section, we have defined a GFT model reproducing the discrete path integral
of gravity minimally coupled with a relativistic real scalar filed. However, the procedure we
have adopted, basically a form of "reverse engineering" from the discrete path integral, is
at odds with the understanding of GFT as a more fundamental quantum theory of gravity
than the one simply defined by the discrete gravity path integral. It would be more natural
to simply focus on the theory defined by the GFT action, identify what the more sensible
coupling of matter and geometry is at that level, and only at a second stage investigate
what discrete theory it corresponds to. In this section, we look at different GFT models
defined by actions involving finite derivatives with respect to the scalar field variables, and
then investigate the form of their corresponding Feynman amplitudes. The guiding idea is
to modify only the propagator of our GFT model, expecting this to correspond to scalar
field dynamics with the same local self-interaction as the one we have already studied, but
kinetic terms of a more general, but still relativistic type. These models can be seen as
approximations of the GFT model we have constructed in the previous section, with the
approximations leading to them being rather natural from a GFT point of view, as we will
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discuss. However, they can also be seen as independent models, and equally interesting
from the point of view of quantum gravity.
In our framework, the scalar field φ is discretized on the vertices of the 2-complex, and
propagates along the links connecting these vertices. The part of GFT vertex function Vφ
dependent on the scalar field variables encodes the local scalar field potential V discretized
on the same vertices. On the other hand, Pφ encodes the kinetic term of the scalar field in
the discrete path integral. A general free dynamics for a relativistic real scalar field would
be encoded in a real function of ∂µφ∂µφ: K(∂µφ∂µφ). We look for GFT propagators that
would encode this type of generalised scalar field dynamics, corresponding to a (scalar field
part of) GFT kinetic kernel P˜−1φ (∂2φ), where we have omitted the x dependence. The P˜−1φ
we get from Eq. (4.25) is just a special case of this more general P˜−1φ .
We still impose the condition that P˜−1φ (~x) goes to its complex conjugate when V˜ (~x) flips
sign (along with the corresponding extra symmetry of the field ψ as discussed before) to
make the kinetic term real.
Let us assume P˜−1φ can be expanded in terms of powers of ∂2φ:
P˜−1φ = b0 + b2∂2φ + b4∂4φ + . . . , (5.1)
where bi (i = 0, 2, 4, . . .) are function of the discrete metric data ~x. So now we can start
looking into the details with some concrete simple cases by truncating P˜−1φ to finite orders.
Notice that these truncations can also be seen (for appropriately chosen coefficients) as
approximations of the GFT model defined in the previous section and corresponding to a
standard relativistic scalar field. Such approximations amount to assuming a slow variation
of the GFT field ψ with respect to the variables φ, and are quite natural from both an
hydrodynamic perspective and from an effective field theory point of view.
5.1 2nd order truncation
Firstly we truncate P˜−1φ to the second order:
S˜GFTφG(2) =
1
2
∫
ψ ? P˜−1φG(2) ? ψ +
∫
VφG ?
(
5∏
n=1
ψ
)
+ c.c., (5.2)
where
VφG = Vφ ? VG (5.3)
P˜−1φG(2) = P−1G ? P˜−1φ(2) (5.4)
P˜−1φ(2) = b2∂2φ + b0. (5.5)
For simplicity, the arguments of the GFT field, the kinetic kernel and the interaction kernel
are not shown explicitly, as they remain the same as in S˜GFTφG .
We compute Pφ(2) by writing it in terms of the variable conjugate to φ, i.e. the momentum
of the discretized scalar field:
Pφ(2) =
∫ ∞
−∞
dp
1
−b2p2 + b0 e
−i(φ−φ′)p. (5.6)
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As discussed around Eq. (4.20), the difference between Pφ(2) and the exact (?-product
involved) inverse of P˜φ(2) is of the order of O(~), so it does not affect the identification of
the continuum counterpart of the discrete path integral corresponding to this action.
Here, b0 is assumed to be non-zero, because we want our theory to reduce to the pure
gravity GFT once we switch off the scalar field coupling. Using the contour integral, we
have two cases
1. When Im(
√
b0
b2
) = 0,
Pφ(2) =
pi√
b0b2
sin(|φ− φ′|
√
b0
b2
). (5.7)
In order to identify the corresponding continuum theory, we expand the log of Pφ(2)
around |φ− φ′| = 0,
ln
(Pφ(2)) = ln( pib2
)
+ ln
(|φ− φ′|)− b0
6b2
|φ− φ′|2 + O (|φ− φ′|4) . (5.8)
The resulting Pφ(2) is not smooth at φ− φ′ = 0, so the expansion should anyway be
understood as the connection of the two expansion for φ−φ′ > 0 and φ−φ′ < 0 at the
point φ−φ′ = 0. Still, the dominant term ln (|φ− φ′|) will blow up in the limit where
φ = φ′, which is part of a naive continuum limit. This suggests that ln
(Pφ(2)) does
not correspond to a discretization of the kinetic term of a proper continuum scalar
field theory.
2. When Im(
√
b0
b2
) 6= 0,
Pφ(2) =
−ipi√
b2b0
SI(
√
b0
b2
)e
iSI(
√
b0
b2
)
√
b0
b2
(φ−φ′)2
, (5.9)
where the function SI is defined as SI(z) ≡ Sgn(Im(z)), z ∈ C.
One would naturally try to associate this propagator to the discretization of a con-
tinuum theory K(2) defined as
[dx4]
√
|g|K(2) = [dx4]
√
|g|√∂µφ∂µφ
discretization−→ V˜
√
(φ− φ′)2
L2
+ O(a). (5.10)
For this to hold, one needs
iSI(
√
b0
b2
)
√
b0
b2
=
i
~|L| V˜ (5.11)
−ipi√
b2b0
SI(
√
b0
b2
) = 1, (5.12)
which gives
b0 = − ipiV˜~|L| (5.13)
b2 =
pi~|L|
iV˜
. (5.14)
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However, for the same relations we can see that Im(
√
b0
b2
) = 0, which contradicts our
initial assumption.
In the end, it would seem that a GFT model defined by the above action, with only second
derivatives in the scalar field variables, does not correspond to any reasonable discrete path
integral for a scalar field.
This of course does not mean that the same GFT model is not well-defined or useful.
It means however that we have no motivation from a discrete gravity point of view to
treat it as physically sound as a fundamental model, and it should be rather treated as a
useful approximation of the model defined in the previous section. In fact, this is also the
approximation used in [21], in the context of GFT condensate cosmology.
Still, one may find this result counterintuitive, exactly because P˜−1φ(2) could be a good
approximation of P˜−1φ when ∂
2
φ  1 and one may expect that it would correspond to some
approximation of the standard scalar field kinetic term for K(2)φ . However this is not true,
since it neglects the fact that in order to derive one from the other we have to compute
an inverse function. More precisely, when we derive Pφ(2) from P˜−1φ(2), we need to integrate
from −∞ to +∞ for p, which corresponds to ∂φ in the Fourier transform. So the condition
∂2φ  1 does not hold during the deriving of Pφ(2). In other words, there is no correspondent
for Pφ(2) of the condition ∂2φ  1. From a more physical point of view, one can see the
above as the reflection of the fact that P˜−1φ is a classical object (part of the GFT equations
of motion), while Pφ corresponds to a quantum propagator, which actually depends from
all p contributions in P˜−1φ . There is no reason for us to expect a (small p) approximation
on the classical level to have a correspondent at the quantum level.
5.2 4th order truncation
Now let us consider the next higher order truncation:
S˜GFTφG(4) =
1
2
∫
ψ ? P˜−1φG(4) ? ψ +
∫
VφG ?
(
5∏
n=1
ψ
)
+ c.c., (5.15)
where
P˜−1φG(4) = P−1G ? P˜−1φ(4) (5.16)
P˜−1φ(4) = b4∂4φ + b2∂2φ + b0. (5.17)
Similarly to the 2nd truncation case, a Fourier transformation can be performed on Pφ(4)
Pφ(4) =
∫ ∞
−∞
dp
1
b4p4 − b2p2 + b0 e
−i(φ−φ′)p. (5.18)
We denote the roots of b4p4 − b2p2 + b0 = 0 as p = ±r1, p = ±r2, where
r1 =
1√
2
√√√√b2
b4
−
√
(
b2
b4
)
2
− 4b0
b4
(5.19)
r2 =
1√
2
√√√√b2
b4
+
√
(
b2
b4
)
2
− 4b0
b4
. (5.20)
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The expression of Pφ(4) depends on whether r1 or r2 is real or complex, so we give Pφ(4) in
the following cases:
• r1 6= r2 case:
1. When Im(r1) 6= 0 and Im(r2) 6= 0, we have
Pφ(4) =
ipi
R1(R21 −R22)b4
eiR1|φ−φ
′| +
ipi
R2(R22 −R21)b4
eiR2|φ−φ
′|, (5.21)
where R1 = SI(r1)r1 and R2 = SI(r2)r2. Then as in the Pφ(2) case, we expand
ln
(Pφ(4)) = ln(− ipiR1R2(R1 +R2)b4
)
+
1
2
R1R2|φ− φ′|2 +
i
6
R1R2(R1 +R2)|φ− φ′|3 + O
(|φ− φ′|4) . (5.22)
Now we need to find the corresponding propagating term K(4) for the continuum
theory. Notice that in Eq. (5.22), since all the terms must be of the same
dimension (dimensionless actually), in which case the overall order of a term can
be indicated by the order of |φ−φ′|, the lowest order term that involves the scalar
field is the second order 12R1R2|φ− φ′|2, which we will assume is the dominant
term in the continuum limit. So the same as in the previous discussion, we get
K(4) = ∂µφ∂µφ, (5.23)
if
1
2
R1R2 =
iV˜
~L2
(5.24)
− ipi
R1R2(R1 +R2)b4
= 1, (5.25)
which, after reading the dimension of bi from Eq. (4.25), leads to
b4 = α
(
i~L2
V˜
) 3
2
(5.26)
b2 =
(
4α− pi
2
4α
)(
i~L2
V˜
) 1
2
(5.27)
b0 = 4α
(
i~L2
V˜
)− 1
2
(5.28)
where α is a dimensionless constant and α 6= ± pi
4
√
2
to make sure r1 6= r2. One
also needs to make sure that Im(r1) 6= 0 and Im(r2) 6= 0. At last by requiring
α being real, one can make sure Pφ(4) goes to the complex conjugate when V˜
flips sign. Then using Eq. (3.8), we can write b4, b2, b0 explicitly as functions of
~x. Actually, we need the above relations to be satisfied only in a semi-classical
limit, but we will refrain from searching for more general functions with the same
limit.
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Now with the help of Eq. (5.26, 5.27, 5.28), we find all the terms in Eq. (5.22)
as proportional to
(
V˜ |φ−φ|
2
L2
)w
, w = 1, 32 , 2,
5
2 , . . ., which means the dominant
order in a continuum approximation of Eq. (5.22) is indeed |φ− φ′|2.
2. When one of Im(r1) and Im(r2) equals to zero (let us choose Im(r1) = 0 and
Im(r2) 6= 0 without loss of generality), we can go through all the calculations of
the previous case, to find
r1 ∼ V˜ 12 . (5.29)
However, since we integrate over both orientations in the Feynman amplitude,
which means that V˜ flips sign in the integral, the condition Im(r1) = 0 does not
hold. So we do not have a consistent solution in this case. In any case, even
leaving this problem aside, we would still get the same K(4) as in the previous
case, with b4, b2, b0 only differing by constant factors.
3. When Im(r1) = Im(r2) = 0, we have
Pφ(4) =
pi
r1(r22 − r21)b4
sin(r1|φ− φ′|) + pi
r2(r21 − r22)b4
sin(r2|φ− φ′|), (5.30)
and
ln
(Pφ(4)) = ln( pi6b4
)
+ 3 ln
(|φ− φ′|)− r21 + r22
20
|φ− φ′|2 + O (|φ− φ′|4) ,(5.31)
which does not relate to any continuum theory for the same reason as in the case
(1) of Pφ(2).
• r1 = r2 case: from r1 = r2, we have b22 = 4b0b4 and r ≡ r1 = r2 =
√
b2
2b4
.
1. When Im(r) 6= 0, we have
Pφ(4) = −
ipi
2R3b4
eiR|φ−φ
′| − pi
2R2b4
|φ− φ′|eiR|φ−φ′| (5.32)
and
ln
(Pφ(4)) = ln(− ipi2R3b4
)
+
R2
2
|φ− φ′|2 + iR
3
3
|φ− φ′|3 + O (|φ− φ′|4) ,(5.33)
where R = SI(r)r. So a corresponding continuum kinetic term can be identified
as K(4) = ∂µφ∂µφ, if
R2
2
=
iV˜
~L2
(5.34)
− ipi
2R3b4
= 1. (5.35)
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In the end, we have
b4 =
pi
4
√
2
(
i~L2
V˜
) 3
2
(5.36)
b2 = ± pi√
2
(
i~L2
V˜
) 1
2
(5.37)
b0 =
pi√
2
(
i~L2
V˜
)− 1
2
, (5.38)
which is just a special case of the case (1) of the r1 6= r2 case when α = ± pi4√2 ,
which is also easily checked to be consistent with the condition Im(r) 6= 0 and
Pφ(4) goes to the complex conjugate when V˜ flips sign.
2. When Im(r) = 0, we have
Pφ(4) =
pi
2R3b4
sin(R|φ− φ′|)− pi
2R2b4
|φ− φ′| cos(R|φ− φ′|) (5.39)
and
ln
(Pφ(4)) = ln( pi6b4
)
+ 3 ln
(|φ− φ′|)− R2
10
|φ− φ′|2 + O (|φ− φ′|4) .(5.40)
So for the same reason as in the case (1) of P˜−1φ(2), this case can not be related
to a nice continuum theory.
To summarise, the 4th order truncation P˜−1φ(4) corresponds to a continuum kinetic term
K(4) = ∂µφ∂µφ, if the coefficients b4, b2, b0 are chosen as in Eq. (5.26, 5.27, 5.28), where α
is a arbitrary constant as long as Im(r1) 6= 0 and Im(r2) 6= 0. Other cases do not seem to
relate to a consistent continuum theory.
5.3 Higher order truncations
Let us also see if we can get some insight into the more general, higher order truncations.
We consider a truncation to 2Nth order: P˜−1φ(2N), N = 2, 3, 4, . . ., for which we denote the
roots of P˜−1φ(2N)(−p2) = 0 as p = ±ri (i = 1, 2, . . . , N).
We also assume Im(ri) 6= 0, which seems to be reasonable, since from our discussion for
P˜−1φ(4), we see the condition Im(ri) = 0 is impossible to hold in the Feynman amplitude if
we integrate both orientations of the volume element.
Then, in this case, we find that ln(Pφ(2N)) can still be expanded as an infinite polynomial
of |φ− φ′|:
ln
(Pφ(2N)) = ∞∑
m=0
cm|φ− φ′|m, (5.41)
but the coefficients cm vanish for m = 1, 3, . . . , 2N −3. In other words, adding higher order
terms in P˜−1φ(2N), we kill the lowest odd order terms in Pφ(2N) one by one. We regain a
smooth function when N → ∞, i.e. for P˜−1φ . However, the leading order is always the
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second order, which means we only reproduce K(2N) = ∂µφ∂µφ for the continuum scalar
field theory, at leading order, also from this generalised finite truncation5.
5.4 The minimal coupling
Now we summarize what has been learned from the above discussion. For P˜−1φ a finite
polynomial of ∂2φ to the 2Nth order:
S˜GFTφG(2N) =
1
2
∫
ψ ? P˜−1φG(2N) ? ψ +
∫
VφG ?
(
5∏
n=1
ψ
)
+ c.c., (5.42)
where
P˜−1φG(4) = P−1G ? P˜−1φ(2N) (5.43)
P˜−1φ(2N) =
N∑
n=0
b2n∂
2n
φ , (5.44)
we have as a leading order continuum theory K(2N) = ∂µφ∂µφ for N > 1. When N = 1 no
continuum theory can be related consistently to the corresponding discrete path integral.
As for the infinite polynomials (N →∞), we only discuss (in a "reverse engineering" way, in
the previous section) the special case P˜−1φ ∼ eb∂
2
φ , where b is a function of ~x, and we still have
K = ∂µφ∂µφ for the continuum scalar field kinetic term. However this is the context where
more general forms of P˜−1φ can be considered, leading to more possibilities for the continuum
theory. In fact, considering actions of the type K = (∂µφ∂µφ)
3
2 , (∂µφ∂
µφ)
4
2 , (∂µφ∂
µφ)
5
2 ,
and setting up the the same "reverse engineering" procedure we applied for the K = ∂µφ∂µφ
case, we can find the corresponding P˜−1φ as complicated functions involving hypergeometric
functions and gamma functions, but that can still be expanded as infinite polynomials of
∂2φ. We do not present in detail these other cases, but it is important to stress that, in
principle, any scalar field dynamics encoded in the kinetic term as a function of ∂µφ∂µφ as
K(∂µφ∂µφ) can be handled in our framework. In other words, we have found a general way
to include the minimal coupling of a scalar field within the GFT framework.
6 Generalizations and applications
Let us now discuss some possible generalizations of our construction and results. We will
also outline the application of our results in the context of GFT condensate cosmology,
for what concers the effective cosmological dynamics they originate and the definition of
relational observables.
5In the appendix D, we partially prove this result: we explicitly prove this if all ri are different (e.g. all
ri are first order roots); but if there are higher order roots, we only have a conjecture that has already been
tested to be true for several simple cases, and it suggests this results is still valid (where we can view P˜−1φ(4)
as a fully discussed example).
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6.1 Multiple (complex) scalar field coupling
It is straightforward to generalize our model to the coupling of multiple scalar fields, which
in particular includes the case of complex scalar fields. There is no limitation, in fact, for
the number of independent degrees of freedom that we can handle per point, at each vertex
of the dual complex ∆∗.
Consider M real scalar fields and looking for the same minimal coupling, we simply add M
new arguments in the GFT field as
ψM = ψM(~x; ~φ), (6.1)
where ~φ = (φ(1), . . . , φ(M)) ∈ RM simply denoting the M real scalar fields.
Then we generalize P˜−1φ to include the M real scalar field propagation:
P˜−1φ → P˜−1φM(~x; ∂2~φ) ≡ P˜
−1
φ(1)(~x; ∂
2
φ(1)
) ? . . . ? P˜−1φ(M)(~x; ∂2φ(M)), (6.2)
where P˜−1φ(m) denotes a general function of ~x and ∂2φ(m) ,m ∈ {1, . . . ,M}, and one has to pay
special care to the ordering of the ?-products, as discussed in the previous sections.
As for the scalar field potential, we generalize Vφ as
Vφ → VφM = VφM(~x1, . . . , ~x5; ~φ). (6.3)
The GFT action incorporating the minimal coupling of the M real scalar fields is then
S˜GFTφMG =
1
2
∫
[dx4][dx′4][dφM ]ψM(~x; ~φ) ? P˜−1φMG(~x, ~x′; ∂2~φ) ? ψ
M(~x′; ~φ) +∫
[dφM ]
(
5∏
n=1
[dx4n]
)
VφMG(~x1, . . . , ~x5; ~φ) ?
(
5∏
n=1
ψM(~xn; ~φ)
)
+ c.c., (6.4)
where
P˜−1φMG(~x, ~x′; ∂2~φ) = P
−1
G (~x, ~x
′) ? P˜−1φM(~x′; ∂2~φ) (6.5)
VφMG(~x1, . . . , ~x5; ~φ) = VφM(~x1, . . . , ~x5; ~φ) ? VG(~x1, . . . , ~x5). (6.6)
Then we have the propagator P˜φMG as
P˜φMG(~x, ~x′; ~φ, ~φ′) = P˜φM(~x; ~φ, ~φ′) ? PG(~x, ~x′) (6.7)
P˜φM(~x; ~φ, ~φ′) = P˜φ(M)
(
~x;
(
φ′(M) − φ(M)
)2)
? . . . ? P˜φ(1)
(
~x;
(
φ′(1) − φ(1)
)2)
(6.8)
with
P˜−1φ(m)(~x; ∂2φ(m)) ? P˜φ(m)
(
~x;
(
φ′(M) − φ(M)
)2)
= δ
(
φ(m), φ′(m)
)
, (6.9)
so that∫
[dx′4]P˜−1φMG(~x, ~x′; ∂2~φ) ? P˜φMG(~x
′, ~x′′; ~φ, ~φ′) =
(
4∏
n=1
δ?xn(x
′′
n)
)(
M∏
m=1
δ
(
φ(m), φ′(m)
))
.
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Thus, given a Feynman diagram (dual to) ∆, its Feynman amplitude gives rise to the
discrete path integral for gravity minimally coupled to M real scalar fields, following the
same steps outlined in the previous sections:∫
∆
∏
~?
P˜φMGVφMG =
∫ ∏
f∈∆
dBCf
∏
l∈∆∗
dgl
(
M∏
m=1
∏
v∈∆
dφ(m)v
)
z∆φMz
∆
G , (6.10)
where
z∆φM = (1 + O(~))e
i
~
(∑M
m=1
∑
l∈∆ V˜ K∆(m)
((
δlφ
(m)
L
)2)
+ i~
∑
v∈∆ V V∆M(~φv)
)
, (6.11)
and
K∆(m)
(φ′(m) − φ(m)
L
)2 = ~
iV˜
ln
(
P˜φ(m)
(
~x;
(
φ′(m) − φ(m)
)2))
(6.12)
V∆M(~φ) =
~
iV
ln
(
VφM(~x1, . . . , ~x5; ~φ)
)
. (6.13)
6.2 Effective cosmological dynamics and relational observables
As anticipated, our construction of a coupled GFT model for gravity and a scalar field
has centered on those features that are going to survive a continuum approximation, even
though it has been based on the analysis of the discrete path integral arising as the Feynman
amplitude of the same GFT model. Our focus on the GFT action, rather than the Feynman
amplitudes themselves or their equivalent spin foam expression, is also motivated by the
fact that the GFT formalism offers new ways to extract effective continuum physics from
both discrete path integrals and spin foam models.
One strategy to do so has been developed in a series of papers and cocnerned in partic-
ular the effective cosmological dynamics that can be extracted from GFT (thus spin foam)
models. We refer to it as GFT condensate cosmology, since it based on condensate states
in the GFT formalism [18, 51, 52]. In this context, the minimal coupling of a real scalar
field had been considered [21, 53–56] and played an instrumental role in the extraction of
a cosmological dynamics with the correct semiclassical limit, which allowed also an explicit
link with loop quantum cosmology [57–59].
Our coupled model can be seen as providing a more solid basis for the analysis per-
formed in these papers, since it results in a model with the same features that were assumed
there. In particular, just like in those works, our model incorporates a real scalar field by
extending the domain of the GFT field ϕ(~x)→ ψ(~x;φ) and it is local in the new variable.
In fact, the scalar field variable enters the GFT action in such a way that it could be treated
(in the appropriate approximation) like a time variable, and it is indeed used as a relational
time in the effective cosmological dynamics and in the definition of (relational) observables
of the theory. Moreover, in the simplest approximation of our coupled GFT model, where
the kinetic term is truncated to the second order in the derivatives with respect to the
scalar field variable, it coincides with the one used in [21, 53].
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We expect that a generalization of our model to multiple scalar fields can be used,
in a similar vein, to construct relational observables of a more refined type and to study
local physics in a fully diffeomorphism invariant language, in the spirit of the dust frame in
cosmology or Brown-Kuchar model [23], going beyond the spatially homogenous setting.
According to the GFT condensate cosmology, for the simplest type of GFT condensate
states (corresponding to a mean field approximation of the full GFT path integral), the
classical GFT equations of motion provide a cosmological dynamics for a homogeneous
universe in the sense of a non-linear extension of quantum cosmology:
P˜−1φGψ + 5
(∫
VφGψ4
)
= 0, (6.14)
where ψ plays the role of the condensate wave function for the quantum universe, but
should be understood as an hydrodynamic variable, like in real Bose condensates, where it
encodes both the density and the velocity of the fluid.
In the approximation in which the GFT interactions are subdominant, which corresponds
to the regime in which the discrete gravity path integral and the dual spin foam amplitudes
are relevant, we have the free equation:
P˜−1φGψ = P˜−1φG(~x, ~x′; ∂2φ)ψ = 0 . (6.15)
If we assume that P˜−1φG can be expanded for ∂2φ, we have
P˜−1φGψ =
(
b˜0 + b˜2∂
2
φ + b˜4∂
4
φ + . . .
)
ψ = 0, (6.16)
where b˜0, b˜2, b˜4, . . . are functions of ~x and ~x′.
This type of equation can be compared with the dynamics for a homogeneous universe
containing a single real scalar field (in addition to the metric) in quantum cosmology.
There, the scalar field part of the Hamiltonian constraint is
Hˆmatter = 1
4
√
h
∂2φ −
√
h
Λ
2κ
, (6.17)
where h = det(hij) is the determinant of spacial metric hij , Λ is the cosmological constant.
As mentioned before, we can always impose the closure constraint in VG instead of PG with
the total convolution of the Feynman amplitude staying unchanged. Then we have
P˜−1φG = P−1G ? P˜−1φ ψ = P˜−1φ ψ = 0. (6.18)
Then the above expansion is simply the expansion of the part of the GFT kinetic term
depending on the scalar field variable, which for our model reads:
P˜−1φ (∂2φv)ψ =
(
α0
√
b˜+
α2√
b˜
∂2φ + α4b˜
− 3
2∂4φ + . . .
)
ψ = 0, (6.19)
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where α0, α2, α4, . . . are constants and b˜ = V˜L2 .
This implies that we obtain an effective cosmological equation analogous to the quantum
cosmological one, as a 2nd order truncation of our model in the derivatives with respect to
the scalar field variable (as we have mentioned, this is natural in such hydordynamics setting
and was indeed the strategy followed in [21, 53]). The coupling of the scalar field as well as
the constant term match the ones of quantum cosmology in the approximation in which the
geometric quantities b˜ are assumed to be just functions of the 3-volume of the tetrahedron
to which the GFT propagator is associated (in the GFT perturbative expansion) [50].
7 Conclusion
We have shown how to introduce scalar field degrees of freedom in GFT fields and states,
and construct a corresponding GFT model, in such a way that the corresponding Feynman
amplitudes take the form of a simplicial path integral for gravity minimally coupled to a
relativistic scalar field, with standard propagator and arbitrary interactions, and with the
correct classical and continuum limit (in the sense of kinematical approximations, before
considering the actual quantum dynamics of the GFT model). Implicitly, this defines
also a coupled spin foam model. This extends the pure gravity case which also gives, in
the same sense, a correct discrete path integral for simplicial gravity. Some variations of
the same GFT model have also been considered, and the corresponding simplicial path
integrals investigated. Finally, we have discussed the straightforward generalization of
our construction to multiple minimally coupled scalar fields, and also provided a quick
comparison between the effective cosmological dynamics that would correspond to the mean
field approximation of the quantum dynamics of GFT condensates in our coupled model
and the traditional quantum cosmological dynamics for the same degrees of freedom.
Indeed, it is in this direction of the cosmology emergent from full quantum gravity that
we expect our newly defined GFT model to find immediate interesting applications, along
the lines of .[21, 53]. At the level of cosmological background dynamics, i.e. concerning
homogeneous degrees of freedom only, the coupling of matter fields to gravity is already
crucial for describing the correct physics of the early universe (e.g. via inflationary-type sce-
narios), including the dynamics of anisotropies, but could also be crucial for unraveling the
true physics replacing the cosmological singularity. Moreover, our construction, generalized
to the case of multiple scalar fields, would be the natural starting point for modeling dust
matter in a GFT/spin foam context and for defining the physical frame in which to describe
cosmological perturbations and, more generally, effective local continuum physics emerging
from full quantum gravity. This would mean truly bridging the gap between Planck-scale
physics and the effective physics at macroscopic scales.
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A Order in Z∆G (Eq. (2.6))
In this appendix, we give an exact example of getting the right order for PG and VG in
the Feynman amplitude (as in Eq. (2.6)). Given a generic Feynman diagram ∆/∆∗, the
requried order can be obtained in two steps
1. One writes down all VG associated with ∆ in a row, to make sure for every face,
the order of the associated vertices (read by following the boundary loop of the face)
coincides with the order of the same vertices in the row, either from left to right or
the opposite, given the first VG is considered to be connected to the right of the last
VG in the row.
2. One after one from the left to the right in the row, for every VG, one connects all
the PG that touch that VG according to ∆ with the ?-products after that VG, in an
order that, given PG\P ′G connected to the vertex function VG and the other vertex
functions they connect to being denoted as V otherG \V otherG
′, then if V otherG is to the right
of V otherG
′ in the row, PG is to be put in the left of P ′G ; and if several PG all connect
to the same V otherG , the order is free to choose. The point is to make sure given a face,
the PG within this face are properly lined up according to the boundary links of that
face.
Then for a diagram as shown in Fig. 2, we follow these steps. So firstly, we write down
the row of the four VG under the convolution:
Z∆G =
∫
∆
V 4G ? . . . ? V
3
G ? . . . ? V
2
G ? . . . ? V
1
G, (A.1)
where we do not distinguish between the two different vertices in the diagram since VG = V¯G
as we choose. Then we need to fill in the propagator PG for every VG from the left to the
right.
For V 4G, we filled in as:
Z∆G =
∫
∆
V 4G ? P
14
G ? P
14
G ? P
43
G ? P
43
G ? P
43
G ? V
3
G ? . . . ? V
2
G ? . . . ? V
1
G. (A.2)
For V 3G, we fill in as:
Z∆G =
∫
∆
V 4G ? P
14
G ? P
14
G ? P
43
G ? P
43
G ? P
43
G ? V
3
G ? P
32
G ? P
32
G ? V
2
G ? . . . ? V
1
G. (A.3)
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VG1 VG2
VG3VG4
PG14
PG43
PG32
PG21
Figure 2. The Feynman diagram (2-complex) with 4 vertices and 8 links.
For V 3G, fill in as:
Z∆G =
∫
∆
V 4G ? P
14
G ? P
14
G ? P
43
G ? P
43
G ? P
43
G ? V
3
G ? P
32
G ? P
32
G ? V
2
G ? P
21
G ? P
21
G ? P
21
G ? V
1
G.(A.4)
Here the upper indexes of PG denote the two vertices it connects. Note we do not
explicitly show the (convoluted) arguments of PG and VG or the faces in Fig. 2, both of
which one needs to check the specific gluing of the triangles of the dual simplcial complex to
be able to tell, but the point is for a space-time (pseudo-)manifold triangulation, following
the boundary loop of a face of the dual 2-complex, every given link (and so the PG associated
with that link) only comes up once, wherefore our order in Eq. (2.6) makes sure the face
holonomy to be formed correctly for every face of the 2-complex that rebuilds a space-time
(pseudo-)manifold.
Following the standard Feynman expansion in GFT, this diagram in Fig. 2 is produced
from
ˆ¯V 4GVˆ
3
G
ˆ¯V 2GVˆ
1
Ge
∫
[dx′4][dx4]J(~x′)?PG(~x′,~x)?J¯(~x), (A.5)
where
ˆ¯V iG = VG(~x
i
1, ~x
i
2, ~x
i
3, ~x
i
4, ~x
i
5) ?
δ
δJ¯(~xi1)
?
δ
δJ¯(~xi2)
?
δ
δJ¯(~xi3)
?
δ
δJ¯(~xi4)
?
δ
δJ¯(~xi5)
, i = 2, 4(A.6)
Vˆ iG = VG(~x
i
1, ~x
i
2, ~x
i
3, ~x
i
4, ~x
i
5) ?
δ
δJ(~xi1)
?
δ
δJ(~xi2)
?
δ
δJ(~xi3)
?
δ
δJ(~xi4)
?
δ
δJ(~xi5)
, i = 1, 3(A.7)
and J is the source field.
However the GFT Feynamn expansion produces more than just the triangulation of
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the space-time (pseudo-)manifold: as the GFT Feynman diagram actually corresponds to
the arbitrary gluing of the simplices, some of the gluing (as simplicial complex) do not
correspond to a (pseudo-)manifold due to the topological singularities [60].
B Geometrical functions V˜l, Ll and Vv
In this appendix, we derive the simplification for V˜l, Ll and Vv as functions of x under
the continuum limit. The goal is to simplified these functions to depend only on a single
tetrahedron (at least for V˜l and Ll), and the strategy is to firstly derive the (exact) 3-volume
of this tetrahedron, which we then use to derive the simplified V˜l, Ll and Vv (as V˜ , L and
V ) under the continuum limit.
Firstly we define x˜:
x˜ =
1
γ2 − 1(γ
2x− γ(∗x)), (B.1)
where (∗x)QI = 14QIJKxJK is the conjugate of x as a bivector. Then x˜ is related to the
discrete geometry as:
x˜IJi = N
I ∧ nJi , (B.2)
where i denotes four triangles of a tetrahedron and the capital index is the vector index.
Thus nJi is the 4-vector orthogonal to the triangle i, and N
I is the normalized 4-vector
orthogonal to the whole tetrahedron:
NIN
I = 1 (B.3)
NIn
I
i = 0, (B.4)
where by default, the repeated capital case index I is summed from 1 to 4.
We also have
nIi =
∑
i0,i1,i2
1
2× 3!
i0i1i2
i 
I
I1I2e
I1
i0i1
eI2i0i2 , (B.5)
where eI1i0i1 is the vector of the edge shared by triangle i0 and i1 of the tetrahedron.
Then we construct
X =
∑
i,j,k,q
1
2
ijkqQIJK x˜
QI
vi x˜
JM
vj x˜
K
vkM
=
∑
i,j,k,q
ijkqIJKn
I
in
J
j n
K
k
= (
1
2× 3!)
3(T1 + T2 + T3 + T4 + T5 + T6), (B.6)
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where
T1 =
∑
(...)
(δqi0i1j0j1j2i2k0k1k2I1J1J2I2K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
−
∑
(...)
(δqi0i2j0j1j2i1k0k1k2I1J1J2I2K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
(B.7)
T2 =
∑
(...)
(δqi0i2j0j1j2i1k0k1k2I2J1J2I1K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
−
∑
(...)
(δqi0i1j0j1j2i2k0k1k2I2J1J2I1K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
(B.8)
T3 =
∑
(...)
(δqi1i2j0j1j2i0k0k1k2I1J1J2I2K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
−
∑
(...)
(δqi2i1j0j1j2i0k0k1k2I1J1J2I2K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
(B.9)
T4 =
∑
(...)
(δqi2i1j0j1j2i0k0k1k2I2J1J1I1K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
−
∑
(...)
(δqi1i2j0j1j2i0k0k1k2I2J1J2I1K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
(B.10)
T5 =
∑
(...)
(δqi2i0j0j1j2i1k0k1k2I1J1J2I2K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
−
∑
(...)
(δqi1i0j0j1j2i2k0k1k2I1J1J2I2K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
(B.11)
T6 =
∑
(...)
(δqi1i0j0j1j2i2k0k1k2I2J1J2I1K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
−
∑
(...)
(δqi2i0j0j1j2i1k0k1k2I2J1J2I1K1K2)E
I1I2J1J2K1K2
i0i1i2j0j1j2k0k1k2
(B.12)
and
EI1I2J1J2K1K2i0i1i2j0j1j2k0k1k2 ≡ e
I1
i0i1
eI2i0i2e
J1
j0j1
eJ2j0j2e
K1
k0k1
eK2k0k2 . (B.13)
Here (. . .) ≡ (q, i, i0, i1, i2, j, j0, j1, j2, k, k0, k1, k2, ) denotes the indices needed to be summed
(from 1 to 4). Besides the repeated capital case indices I1, I2, J1, J2,K1,K2 are also summed
from 1 to 4 by default. So X only depends on a tetrahedron.
Then by carefully evaluating X, we can find
|V(3)| =
1
6
√
2
|X 12 |, (B.14)
where V(3) is the 3-volume of the tetrahedron, with the help of
|V(3)| =
1
6× 4! |
∑
i,j,k,q
qijkIJKe
I
qie
J
lje
K
lk |. (B.15)
– 36 –
Now bearing in mind that the continuum limit means the equilateral limit of the lattice,
then from
|V(n)| =
an
n!
√
n+ 1
2n
, (B.16)
where V(n) is the volume of n-simplex with the equal edge length a, for V˜l and Vv’s simpli-
fication V˜ and V , we have
|V | = |V(4)| = |
√
5 3
√
3
8
V
4
3
(3)| (B.17)
|V˜ | = 2
5
|V(4)| = |
3
√
3
4
√
5
V
4
3
(3)| (B.18)
Also in this limit, we can take Ll’s simplification L as two times of the radius of the
inscribed sphere to the 4-simplex:
L = 2
∣∣∣∣4V(4)5V(3)
∣∣∣∣ (B.19)
So finally, we have
V˜ = Sgn (X)
1
48
√
5
|X 23 | (B.20)
L =
1√
10
|X 16 | (B.21)
V = Sgn (X)
√
5
96
|X 23 |, (B.22)
where we use Sgn (X) to indicate the orientation of V˜ and V .
C ?-product correction
In this appendix, we calculate the correction of the ?-product to the normal product for
general functions.
Firstly, let us assume we have Oe(~) as the correction of the ?-product between the
plane waves: (
eg ? eg′
)
(x) = eg(x)eg′(x) (1 + Oe(~)) . (C.1)
Then by using the group Fourier transform, we can derive the correction O(~) for the
general functions f and f ′:(
f ? f ′
)
(x) =
∫
dgf(g)eg(x) ?
∫
dg′f ′(g′)eg′(x)
=
∫
dgf(g)
∫
dg′f ′(g′)
(
eg ? eg′
)
(x)
=
∫
dgf(g)eg(x)
∫
dg′f ′(g′)eg′(x) (1 + Oe(~))
=
∫
dgf(g)eg(x)
∫
dg′f ′(g′)eg′(x) +
∫
dgdg′f(g)eg(x)f ′(g′)eg′(x)Oe(~)
= f(x)f ′(x)(1 + O(~)), (C.2)
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where
O(~) =
1
f(x)f ′(x)
∫
dgdg′f(g)eg(x)f ′(g′)eg′(x)Oe(~). (C.3)
So in order to find O(~), now we only have to find Oe(~). In principle, given the
definition of the plane wave one can always write
Oe(~) =
(
eg ? eg′
)
(x)
eg(x)eg′(x)
− 1, (C.4)
and then expand it to any desired order of ~ as needed.
Here we will be more concrete by taking group G = SU(2) as an example. So the group
element g can be parameterized as
g = eκ˜
~k·~τ , (C.5)
where ~τ = i~σ, σ1, σ2, σ3 are the three Pauli matrices; and κ˜ = ~κ, κ is the bare Newton
constant. And so the su(2) element is written as x = ~x · ~τ .
For the Freidel -Livine-Majid case, the definition of the plane wave is
eFLMg (x) = e
i
2κ˜
Tr(xg). (C.6)
So we have
Tr(xg) = 2 sin(κ˜|~k|)~nk · ~x, (C.7)
where |~k| is the module of ~k and ~nk = ~k|~k| .
Then one finds
Tr(xgg′) = Tr(xg) + Tr(xg′) + Ω, (C.8)
where
Ω =
(∑
n=1
(κ˜|~k|)2n
(2n)!
)
sin(κ˜|~k′|)~n′k · ~x+
(∑
n=1
(κ˜|~k′|)2n
(2n)!
)
sin(κ˜|~k|)~nk · ~x+
sin(κ˜|~k|) sin(κ˜|~k′|)
3∑
a,b,c=1
xanbkn
′c
kabc. (C.9)
So finally for eFLMg (x), we have(
eFLMg ? e
FLM
g′
)
(x) = eFLMgg′ (x)
= e
i
2κ˜
Tr(xgg′)
= e
i
2κ˜
(Tr(xg)+Tr(xg′)+Ω)
= e
i
2κ˜
Tr(xg)e
i
2κ˜
Tr(xg′)e
i
2κ˜
Ω
= eFLMg (x)e
FLM
g′ (x)
(
1 + OFLMe (~)
)
, (C.10)
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where
OFLMe (~) =
∑
n=1
1
n!
(
i
2κ˜
Ω
)n
. (C.11)
For the Duflo case, plane wave is defined as
eDg (x) =
sin(κ˜|~k|)
κ˜|~k|
e
i
2κ˜
(κ˜~k·~x). (C.12)
Then supposing
gg′ = eκ˜~k·~τeκ˜~k
′·~τ = eκ˜~kgg′ ·~τ , (C.13)
we find
~kgg′ = ~k + ~k
′ − 2κ˜~k × ~k′. (C.14)
So we have (
eDg ? e
D
g′
)
(x) = eDgg′(x)
=
sin(κ˜|~kgg′ |)
κ˜|~kgg′ |
e
i
2κ˜
(κ˜~kgg′ ·~x)
=
sin(κ˜|~kgg′ |)
κ˜|~kgg′ |
e
i
2κ˜
(κ˜(~k+~k′−2κ˜~k×~k′)·~x)
=
sin(κ˜|~kgg′ |)
κ˜|~kgg′ |
e
i
2κ˜
(κ˜~k·~x)e
i
2κ˜
(κ˜~k′·~x)e−iκ˜~k×~k
′·~x
= eDg (x)e
D
g′(x)Θ
(
1 + OD1 (~)
)
, (C.15)
where
Θ =
κ˜ sin(κ˜|~kgg′ |)|~k||~k′|
sin(κ˜|~k|) sin(κ˜|~k′|)|~kgg′ |
OD1 (~) =
∑
n=1
1
n!
(
−iκ˜(~k × ~k′) · ~x
)n
. (C.16)
Then by expanding Θ with respect to ~, one finds Θ can be written as
Θ = 1 + OD2 (~2), (C.17)
wherefore (
eDg ? e
D
g′
)
(x) = eDg (x)e
D
g′(x)Θ
(
1 + OD1 (~)
)
= eDg (x)e
D
g′(x)
(
1 + OD2 (~2)
) (
1 + OD1 (~)
)
= eDg (x)e
D
g′(x)
(
1 + OD1 (~) + OD2 (~2) + OD1 (~)OD2 (~2)
)
, (C.18)
where
OD2 (~2) = Θ− 1 =
κ˜ sin(κ˜|~kgg′ |)|~k||~k′|
sin(κ˜|~k|) sin(κ˜|~k′|)|~kgg′ |
− 1. (C.19)
So finally for eDg (x), we have
ODe (~) = OD1 (~) + OD2 (~2) + OD1 (~)OD2 (~2). (C.20)
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D 2Nth order truncation
In this appendix, we look into the some general mathematical discussion of the P˜−1φ(2N) and
Pφ(2N).
For
P˜−1φ(2N) =
N∑
n=0
b2n∂
2n
φ , (D.1)
we compute Pφ(2N) as
Pφ(2N) =
∫
dp
e−ip(φ−φ′)
b2N
∏N˜
i=1(p
2 − r2i )Ni
, (D.2)
where p = ±ri are the roots of equation
∑N
n=0(−1)nb2np2n = 0; and
∑N˜
i=1Ni = N , N > 1
for we have discussed N = 1 case.
As in the previous discussion, we will only consider ri 6= 0 since we want our theory to
be able to return to the pure gravity GFT; and we consider Im(ri) 6= 0 since the condition
Im(ri) = 0 can not hold valid when we have to integrate both orientations of the volume
element in the Feynaman amplitude, which can as well be seen from the previously discussed
N = 2 case as an example.
Then we can derive Pφ(2N) using the contour integral. Firstly, we define Ri = SI(ri)ri.
Then starting with the simple case, where all Ni = 1 and N˜ = N (which equally says all ri
are the first order roots), we have,
Pφ(2N) =
−2ipi
b2N
N∑
i=1
(
e−i|φ−φ′|Ri
2Ri
∏N
j 6=i(R
2
i −R2j )
)
=
−2ipi
b2N (
∏
16i<j6N (R
2
i −R2j ))
(
N∑
i=1
(−1)i−1e−i|φ−φ′|Ri∏16q(6=i)<j(6=i)6N (R2q −R2j )
2Ri
)
=
∑
m˜
c˜m˜|φ− φ′|m˜, (D.3)
where the expansion of |φ− φ′| is of the same meaning as in the previous discussion, and
c˜m˜ =
−2ipi
b2N (
∏
16i<j6N (R
2
i −R2j ))
(
N∑
i=1
(−1)i−1 (−iRi)m˜m˜!
∏
16q(6=i)<j(6=i)6N (R
2
q −R2j )
2Ri
)
=
(−i)m˜+1pi
b2Nm˜!(
∏
16i<j6N (R
2
i −R2j ))
det

Rm˜−11 R
m˜−1
2 · · · Rm˜−1N
R2N−41 R
2N−4
2 · · · R2N−4N
...
...
. . .
...
R41 R
4
2 · · · R4N
R21 R
2
2 · · · R2N
1 1 · · · 1

N×N
, (D.4)
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where we can see c˜m˜ = 0 when m˜ = 1, 3, ..., (2N − 3), and c˜m˜ 6= 0 when m˜ is even.
As for the case where not all ri are first order roots, for the coefficients of the expansion
Pφ(2N) =
∑
m˜ c˜m˜|φ− φ′|m˜, we have a conjecture:
c˜m˜ =
(−i)m˜+1pi
ρm˜!(
∏N˜
i R
Ni(Ni−1)
i )(
∏
16i<j(R
2
i −R2j )NiNj )
det

u(m˜− 1)
u(2N − 4)
...
u(2)
u(0)

N×N
, (D.5)
where ρ is a constant depending on the case (meaning Ni and N˜), and
u(t) =
(
u1(t), u2(t), · · · , uN˜ (t)
)
. (D.6)
When Ni > 1,
ui(t) =
(
Rti, (
2−t
2 )
Ni−1Rti, (
2−t
2 )
Ni−2(4−t4 )R
t
i, ...,
∏Ni−1
j=1
2j−t
2j R
t
i
)
; (D.7)
When Ni = 1,
ui(t) =
(
Rti
)
. (D.8)
This conjecture has been tested to be true for several simple cases. So still, we see
c˜m˜ = 0 when m˜ = 1, 3, ..., (2N − 3), and c˜m˜ 6= 0 when m˜ is even.
But this is the expansion for Pφ(2N), what we are interested in is the expansion for
ln(Pφ(2N)):
ln(Pφ(2N)) = ln
(∑
m˜
c˜m˜|φ− φ′|m˜
)
= ln c˜0 −
∑
m=1
(−1)m
m
(∑
m˜=1 c˜m˜|φ− φ′|m˜
c˜0
)m
=
∑
m=0
cm|φ− φ′|m, (D.9)
from where we see c1, c3, . . . , c2N−3 equal to zero, if all c˜1, c˜3, . . . , c˜2N−3 equal to zero; and
c2 is not zero since c˜2 and c˜0 are not zero.
– 41 –
