We completely solve the problem of gaussian of relative entropy entanglement for 1 × 1 gaussian state, and propose a free parameter representation for this kind of states. Some aspects of the multi-mode bipartite gaussian state is addressed. Gaussian relative entropy of entanglement achieves when the separable gaussian state is at the edge of set. The idea developed in this paper is also useful to general continuous variable system.
Introduction
Quantum relative entropy function has many applications in the problems of classical and quantum information transfer and quantum data compression [1] . The relative entropy has a natural interpretation in terms of the statistical distinguishability of quantum states; closely related to this is the picture of relative entropy as a distance measure between density operators. Based on the relative entropy, a nature measure of entanglement called the relative entropy of entanglement was proposed. This entanglement measure is intimately related to the entanglement of distillation by providing an upper bound for it. It tells us that the amount of entanglement in the state is its distance from the disentangled set of states. In statistical terms, the more entangled a state is the more it is distinguishable from a disentangled state [2] . However, except for some special situations [3] , such an entanglement measure is usually very difficult to be calculated for mixed state. For continuous variable system, the distance of the gaussian state to the set of separable gaussian states measured by the relative entropy (gaussian relative entropy) was considered [4] . Gaussian state has the merit that the logarithmic of the state operator is in the quadrature form of canonical operators. The relative entropy then will be reduced to some expression of correlation matrices (CM). Because of the difficulty in converting CM to the matrix in exponential operator directly, the expression derived in [4] is still not easy for the calculation of the relative entropy between gaussian states. In this paper, we will work with the problem of a feasible calculation of the relative entropy between gaussian states. The paper is organized as follow: In section 1, It is given out the direct conversion of CM to the matrix in exponential density operator for q − p decorrelation gaussian state which contain the most general 1 × 1 gaussian state (up to local operations) and its extension as its special cases. The 1 × 1 symmetric gaussian state is addressed as an explicit example. In section 2, a free parameter representation for 1 × 1 gaussian state is proposed in order that the conversion of the matrices become simple. Section 3 deals with the gaussian relative entropy, with emphasis on the most general 1 × 1 gaussian state. Section 4 deals with gaussian relative entropy of entanglement (GREE) and the free parameter gaussian relative entropy of entanglement (FPGREE) . In section 5 we give the conclusion and discuss the extension of GREE to non gaussian continuous variable state.
2 Matrix in the exponential density operator of Gaussian state
To characterize a gaussian state, we have several equivalent means, among them are: quantum characteristic function specified by first and second moment also called means and CM of a gaussian state, density operator in exponential form specified (without consider the first moment) by a matrix M (exponential matrix or EM), density operator in exponential form of ordered operators specified by another matrix (ordered exponential matrix or OEM). The separability of a gaussian state was obtained with CM [5] also with OEM [6] . The conversion of CM to OEM and vice versa are quite directly by the integral within ordered product of operators. The conversion of EM to OEM is also available but involved with a calculation of exponential of matrix [7] . Scheel [4] derived a relation of EM and CM of gaussian state with generation and annihilation operators. Following the way we know derive the relation with canonical operators. Gaussian quantum state can be given by the density operator
where M is a real symmetric matrix, and B = [q 1 , · · · q n ; q 1 , · · · q n ] T , q j , p j are the canonical operators. In order to relate the matrix M to the correlation matrix (CM) α, a unitary transformation is needed
The matrix S produces a symplectic transformation on the canonical operators B. To preserve the commutation relations of the canonical operators, S should satisfy the relation S∆S T = ∆. Where
The matrix S is chosen such that it diagonalizes M , hence S T M S = M (with M being diagonal). Then the characteristic function of the density operator (1) is
such that, the CM is α = S(
In the derivation we have used the expression for characteristic function of a thermal state.
For a given CM, how to find such a sympleptic transformation is the topics of this section. To find the S matrix, we consider ∆ −1 α instead of α, we have
Let Ψ be the eigenvector of ∆ −1 α and Ψ be the eigenvector of ∆ −1 α, then
The eigenvectors can be easily obtained, so does the matrix S. But S should satisfy the relation S∆S T = ∆. This is usually not easy to be verified. For the CM with the form of α q ⊕ α p , the explicit form of S can be worked out. Given a 1 × 1 gaussian state, the CM can always be transformed into the standard form by local operations [5] . For multi-mode bipartite gaussian state, we do not know if the CM can be transformed to the form of α q ⊕ α p or not just by local operations. We consider the CM of the form α q ⊕ α p , this will at least contain the cases of 1×1 gaussian state and direct extension of 1 × 1 gaussian state. The later is the case that every mode of one part correlates with only one mode of the other part. For the case of α = α q ⊕ α p , the correlation between position and momentum of every mode have already dissolved, so that we just consider a symplectic transformation of form S = A q ⊕ A p . The relation
For the eigenvalue λ j = i(N j + 1 2 ), suppose the eigenvector of the q part be Ψ
q , the eigenvector can always chosen to be real. Then Ψ
. The similar equations for Ψ will at last give the result of
where the nonzero elements in the eigenvectors are at the position of j and n+j. By Eq. (6) we get Ψ
where c jk is carefully chosen. The vector Ψ qj has yet a phase factor and the length of the vector left to be determined. To determine the phase factors of Ψ qj , we can choose c jj to be positive. We choose the length of the vector in order to keep the consistence between Eq.(9) and Eq.(10), so that
Moreover, Ψ Hence the symplectic transformation can be constructed directly from the eigenvectors of matrix α p α q or equivalently matrix α q α p .
As an example, let us consider the 1×1 symmetric gaussian state. The q and p parts of CM are
The symplectic transformation will be
where
And we obtain the M-matrix for the
3 Free parameter representation of the correlation matrix
The CM α should satisfy uncertainty relation α − i 2 ∆ ≥ 0. After symplectic transformation the uncertainty relation will preserve. With this property we can construct CM as well as gaussian state with symplectic transformation. The idea will be displayed by 1×1 Gaussian state.
The Standard form of the correlation matrix of 1×1 Gaussian state have four parameters. Uncertainty relation adds some restrictions among the four parameters. So that we can not choose the parameters freely, otherwise the state may not be physical. We now construct the CM with free parameters. We begin with α, it is specified by N a and N b . Then we apply a rotation Θ (θ) ⊕ Θ (θ), successively a squeezing operation R (r) ⊕ R (−r). They are symplectic transformations. The CM will be
. Now the CM as well as the state is specified by four free parameters N a , N b , θ and r. The inseparable criterion [5] of the state then will be
with v j = Nj Nj+1 , (j = a, b). Alternatively, we can choose another four free free parameters v a , v b , t, Λ with t = sin θ, and Λ = tanh r. The reason for choosing v j , t, Λ is that they are in the interval of [0, 1] or [−1, 1] and convinient for numerical calculation.
The CM can be further transformed to its standard form with local squeezing operation whose symplectic matrix is
, and α qaa is the matrix element of α q and so on.
On the other hand, for a given standard form of CM α ′ with
the four free parameters can be determined by the following procedure. Firstly, N 1 , N 2 are determined by symplectic eigenvalues of CM, that is, the eigenvalues of matrix ∆ −1 α ′ . The eigenvalues will appear in pairs of the form ±i N j + 1 2 . Secondly it is noted that some of the quantities will remain invariant under the above local squeezing operation. Among which are α qaa α paa , α qab α pab , α qbb α pbb . By comparing these quantities with that of α ′ , after some algebra we have
The last term in the square root is always non negative by the uncertainty relation of CM α (15) is non negative, then we have solution of r. When k q k p < 0, the state will definitely be separable, we will prove the existence of the solution of r in the appendix. We can conclude that for any giving standard form of CM of 1×1 gaussian state, a free parameters description is always possible and vis visa.
We can also construct standard form of CMs other than 1×1 with free parameters. The free parameters then will be N j , θ jk , r jk (j = 1, · · · , n; j = k), corresponding to the core CM α and subsequently rotation Θ(θ jk ) and squeezing R(r jk ). The total number of the free parameters is n + 2 × 1 2 n(n − 1) = n 2 . It is equal to the number of parameters in the CM of form α q ⊕ α p . The problem is that if these is a one to one correspondence between the free parameters description and the original standard one. This problem remains open for general multi-mode gaussian state.
The relative entropy between Gaussian states
The relative entropy of a gaussian state ρ with respect to another gaussian state σis defined as S (ρ σ ) = T rρ(log ρ − log σ).
The normalization factor of state σ is
here we denote
where we have used the fact that T r∆M σ = T r∆(
For given CM α ρ and α σ of gaussian states ρ and σ, the relative entropy can be carried out with the procedure given in section 2, where α σ is transformed to M σ . As the first explicit example now we calculate the relative entropy between the two 1×1 gaussian states with free parameter CM. α σ has the form as in Eq.(15), we have
Then
where v σj = N σj Nσj +1 , N ρ+ = N ρa + N ρb + 1, and
where g (x) = (x + 1) log (x + 1) − x log x is the bosonic entropy function. The second explicit example is the relative entropy between the two 1×1 symmetric gaussian states.
where s σ1 = mσ +kσq mσ−kσp The general case of relative entropy is that α ρ is in its standard form but M σ is not. It is no need to require that they are all in the most general form, because by the unitary invariant of relative entropy, at least one of the matrices α ρ and M can be converted to any possible form. Since any possible M σ matrix can be simplified to its standard form by local operations, we start with a standard form of M σ , which can be generated by free parameters and then transformed to the standard form, so it is described by free parameters, then modify it by adding local operations to form a general M σ matrix. For 1 × 1 system, suppose α ρ takes the form of
M σ takes the same form but with elements M j (j = 1, · · · , 4) respectively. The local operations are firstly a local rotation L 1 with angles θ a1 and θ b1 for the two modes respectively, then a local squeezing
another local rotation L 3 with angles θ a2 and θ b2 for the two modes respectively. The standard form of
Gaussian relative entropy of entanglement
The relative entropy of entanglement was defined as the minimization of the relative entropy of a state with respect to all separable state: E R (ρ) = min σ∈D S(ρ σ ), where D is the set of separable state. If its subset D G of all gaussian state is used instead of the set D itself , then the GREE for a state can be defined as [4] :
We will prove that the separable set can be further restricted to the edge separable set. For completeness we contain theorem 1. Theorem1: The relative entropy of entanglement is obtained when the separable state is at the border of the set of separable states and the set of inseparable states.
Proof: The relative entropy is jointly convex in its arguments [8] . That is, if ρ 1 , ρ 2 , σ 1 and σ 2 are density operators, and p 1 and p 2 are non-negative numbers that sum to unity (i.e., probabilities), then S (ρ σ ) ≤ p 1 S (ρ 1 σ 1 ) + p 2 S (ρ 2 σ 2 ) ,whereρ = p 1 ρ 1 + p 2 ρ 2 , and σ = p 1 σ 1 + p 2 σ 2 . Joint convexity automatically implies convexity in each argument, so that
and for 0 ≤ x ≤ 1, we have
Hence for a separable state σ that is not at the border we can find a new separable state with less relative entropy until the new separable state is at the border. Theorem2: The gaussian relative entropy of entanglement for gaussian state is obtained when the gaussian separable state is at the border of the set of separable states and the set of inseparable states.
Proof: Unitary operations leave S (ρ σ ) invariant, i.e. S (ρ σ ) = S (U ρU + U σU + ) . This reflects the fact that
Clearly the positivity of α ρ is preserved by the orthogonal transformation. Denote α ρσ = S 
The relative entropy is continuous where it is not infinite, the partial differentiations are
For fixed S σ , we now start with sufficient large {N σj }, the state σ can always be made separable with sufficient large {N σj }. The above partial differentiations are all negative at this starting point. Because u j monotonically decrease with N σj , so that the partial differentiations of the relative entropy with respect to N σj is positive at the starting point. We now decrease N σj until the partial differentiations reach 0, at this process all
are positive, and the relative entropy decreases. It is known that S (ρ σ ) ≥ 0 with equality if and only if ρ=σ, and S (ρ σ ) is convex. When all the partial differentiations are equal to 0, the state σ should be equal to ρ. But there is still a possibility that before the partial differentiation reaches 0, N σj reaches 0 already and can not decreases further. This possibility can be ruled out by the factor that α ρσ is a CM for some gaussian state, so that the uncertainty relation requires α ρσ − i 2 ∆ ≥ 0. Hence α jj α n+j,n+j ≥ 1 4 , and
. We start with a separable state, by subsequently decreasing {N σj }, at last arrive at the state ρ, an entangled state. In the process we must go through the border of the separable state set and the entangled state set. Because the relative entropy decreases in the process. Now we turn on the condition that σ must be separable in order to obtain the GREE of state ρ. The minimization should be achieved when σ is at the border. So that the theorem 2 is proved.
In finding the minimization in the border state set, we have another question, that is, if displacement decrease the relative entropy or not? The answer is negative. The operator is exp iB T z , where z is a real 2n vector. Since
M σ is semi-positive definite. so the last term is not less than 0. The displacement can not decrease the relative entropy. We now turn to the GREE of 1 × 1 state ρ. The state σ is at the border, so that
From Eq.(32) and Eq.(40) it follows that
Although E GR for 1 × 1 gaussian state was carried out and in principle we can obtain E GR for multi-mode gaussian state by searching a gaussian state in the border, the situation is still too complicated because of the number of free parameters. For free parameter gaussian state ρ, we limit ourself to the situation that the separable σ is of the same kind, and do not consider the local operations of it. Then we have the FPGREE E F P GR (ρ) = min
where D F P G is the set of all separable free parameter gaussian state. E F P GR (ρ) is an upper bound to E GR (ρ) just like that E GR (ρ) is an upper bound to E R (ρ). In fact, for almost all of the state ρ, E F P GR (ρ) differs from E GR (ρ) by a quite small amount when calculated numerically. From Eq.(??) and Eq.(40) we get
Here the reason for σ is at the edge of D F P G is quite obvious. We start from a state with r σ = 0, apparently it is separable. Then increase r σ until it is equal to r ρ , the state σ will be equal to ρ, an entangled state. We must encounter the border at the process of increasing r σ . Meanwhile the partial differentiation of S (ρ σ ) with respect to r σ is non positive. So that E F P GR (ρ) is obtained when the free parameter gaussian separable state is the border state.
Conclusion and Discussion
Gaussian of relative entropy entanglement is an entanglement measure in its own right.We completely solved the problem of GREE for 1 × 1 gaussian state. Some aspects of the multi-mode bipartite gaussian state was addressed. We proved that gaussian relative entropy of entanglement achieves when the separable gaussian state is at the edge of set. Displacement of separable state can be ruled out in searching for the GREE. In the situation of 1 × 1 gaussian state local squeezing of the separable gaussian state takes effect in the calculation of GREE. Local rotations take effect too, but the angle of rotation will drop in the GREE expression. At last five free parameters appear in the minimization of gaussian relative entropy in order to obtain the GREE. In providing an up bound for distillable entanglement and other applications, FPGREE was proposed because of simplicity and in most of the case it is a good approximation of GREE.
The definition of GREE need not limit to gaussian state. For a non gaussian continuous variable state, we can also define the GREE as the minimization of relative entropy of the state with respect to all separable gaussian state. But there is a deficiency that the relative entropy will never be zero. Never the less, the calculation involves only the first and second moments of the state, the necessary condition of separability on the CM of the state was addressed by Simon [5] , and the logarithmic of separable gaussian state can be treated with EM.
7 Appendix:The existence of free parameter deWithout lose of generality, let k q ≥ 0, for a state of positive k p , as we already know, the solution of r exists. so that the right of Eq.(A2) is less than or equal to 1. Now we change the sign of k p to negative so that k q k p < 0 and we obtain a new state if it does exist. The absolute of the right hand side of Eq.(A2) will definitely be less than or equal to1 because we always have the relation
And we have a solution of r for k q k p < 0 state.
