Precise online identification of safe-zone evolution has been long desired in the context of indoor chemical attack events. Computational fluid dynamics (CFD) technology can provide great accuracy but is incapable of applying on online predictions of a large-scale fluid system due to the enormous computational costs to date. In this paper, we propose a Multi-Step Spatial-Temporal Situational-Awareness Network (MSSTP-SA Net) based on deep learning algorithms for rapid online estimation of concentration field. The dataset is firstly created by CFD simulation considering different poisonous gas release and decontamination scenarios in pre-specific domain with various combinations of airflow conditions and source parameters. Corresponding experiments are also provided for validations. The test experiments of the trained network suggest that the evolution of concentration field's distribution can be predicted faithfully in millisecond computation time costs. We hope this approach to be highly useful in most chemical attack scenarios to reduce casualties.
I. INTRODUCTION
Accidental biological and chemical attacks in indoor environments would bring devastating blows and put tremendous damage on public safety. Normally, the events corresponding to the poisonous gas release would go through three stages: source development, hazards dispersion and the eventual consequence. Source development involves the way to release chemicals from a closed system; Hazards dispersion involves the distribution of released material in spatiotemporal scale; The final consequences are the results of the above phases plus additional trigger event. Therefore, the hazards dispersion connects the initial accident and the final results and increases the severity of the consequences, which attracted great attention in both academic research and industrial practice [1] .
At present, compared to experimental measurements, CFD simulations could provide more details about threedimensional estimations in spatial and temporal scales on various physical quantities such as pressure, temperature, concentration, and turbulence intensity by solving numerical conservation equations that contain mass, energy, The associate editor coordinating the review of this manuscript and approving it for publication was Zhipeng Cai . momentum and species [2] - [6] . Therefore, CFD simulations could provide more reliable quantitative analysis [7] . Substantial encouraging researches have been achieved through CFD technology for modeling indoor environment of buildings [8] - [11] . However, CFD models are scenario sensitive and lake of generalization when variations are occurred in meteorological or source conditions. Besides the complexity of the model would lead to intense computation consumption. These all significantly limit the CFD simulations to provide real-time prediction results during an on-going emergency event. To cope with these problems, there are mainly two solutions:
One concerns about the simplification of the real-world scenarios to avoid the mathematical complexity. For example, Drivas et al. proposed a model to describe the concentration as a function of time and position, following an instantaneous chemical source release and assumed no significant air velocities in space [12] .Yang et al. presented a method of concentration prediction with the scales of accessibility of contaminant source (ACS) and accessibility of supply air (ASA) where flow field keeps constant [13] . However, in the practical deployment scenarios, indoor environmental parameters, such as geometrical structures, internal-external heating, air conditioning systems etc., all have significant effects VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ on indoor conditions, therefore theoretical models of such kinds of simplifications cannot provide accurate prediction results about the room with complex airflow environment. The other way is applying data-driven statistical methods in fluid dynamics. In recent years, machine learning, algorithms especially deep neural networks (DNNs), have become powerful tools in big data area [14] - [16] . DNNs have been applied in the high-dimensional dynamical fluid flows systems, such as turbulence [17] . Zhang et al. presented machine learning models to reconstruct a function of turbulent channel flow, which proved the potential of machine learning in turbulence modeling [18] . Ling et al. are first to propose a deep neural network with high-fidelity simulation data for Reynolds-averaged Navier-Stokes(RANS) turbulence modeling [19] . Mohan et al. demonstrated a DNN to build a Reduced Order Modeling (ROM) for the application of turbulent flow control [20] . Duraisamy et al. proposed a data-driven technique in turbulent and transitional flows modeling to reconstruct the improved function and obtain more accurate predictions [21] . In fluid field estimations, Jiang et al. trained a neural network by regression extreme learning machine (SELM) to obtain the PCA coefficients, and the fluid field is estimated through PCA techniques [22] , [23] . Cellular automata with neural networks is employed to simulate the release of hazard gases concentration field in 3D domain [1] .Similar works that based on mechanical models and statistical models driven by measurement data have been dedicated for monitoring indoor air quality [24] .
However, almost all works are concentrated on mass transportation, and only a few of them consider the role of decontamination control in biochemical attack scenarios. In fact, decontamination is the significant component of the emergency response process to construct a safe area for people to evacuate in the event of the terrorist attack. This paper focuses on the estimation of safe-zone spatiotemporal evolution under poisoners-gas-attack indoor scenarios. We use flow-field control methodology coupled with the decontamination agent technology to construct the safety zone. The method is based on CFD modeling and deep learning. The former can provide a numerous amount of simulation data covering different kinds of instantiation of the scenarios to ensure the validity of the datasets regarding the deployments. The latter builds neural networks for extracting the complicated multi-scale features based on the dataset created by CFD models. At last, we mimic the practical situation for model deployment, where the non-intuitive prediction result is demonstrated to be capable of saving lives.
II. DEEP-LEARNING-BASED PREDICTION MODEL A. PIPELINE
The basic idea of this work is as follows: First, CFD models are established to describe the mass transportation process, whose credibility is ensured by the real-world experiments. Second, velocity, temperature, direction and gas concentration at the walls where the deployment is easy are used as the input data, and the target gas concentrations in the active region are used as the labeled output data. Third, the governing law of the relationship between the input and output is instantiated with diversity and strong enough to ensure the dataset validity. The efficiency of acquiring data with high spatial resolution is provided by the CFD models. Fourth, different deep learning models are trained and tested in a comparative way, and the best performance MSSTP-SA Net proposed by the authors is deployed in a demonstration scenario.
B. CFD MODEL 1) BASIC SIMULATION SYSTEM
In this paper, we construct a confined space by using CFD software STAR-CCM+ [25] . The basic overall simulation system is shown in Fig.1 . It is mainly composed of an enclosed area, a poisonous source, a decontamination device, three windows and an air-conditioner. The length, width and height of the enclosed area are 10 m × 4.8 m × 3 m respectively. The emission source is 10 cm × 10 cm × 10 cm and is considered as one liquidized source of chlorine. The decontamination reactor with 20% decontamination efficiency is settled for cleaning and disinfecting toxic gas by chemical decontamination. The pressure of windows is supposed to be lager than room's and the air-conditioner has one air inlet and two air outlets. In addition, the external temperature effects could be ignored herewith, based on the comparison of the extreme condition calculation results, which is detailed in the Appendix A. In CFD model, the input monitors are totally 823, including 527 concentration probes, 144 wind velocity probes, 144 direction probes, 8 temperature probes. Only fixed-point detectors are considered and placed in five walls (expect the ground). All involved detectors are assumed as perfect ones. The number of probes used as target concentration output monitors is 1056. It is worth to note that the large quantity of the output label monitors is not a problem in practice usage. The time range of CFD simulations we set is 120s, and the time sampling interval is 0.2s.
2) GENERALIZATION
In this section, we vary the value/pattern of the following parameters to construct the large-scale dataset: (1) Source states (including the release position and release strength); (2) The location of the decontamination device;
(3) Inlet/outlet modes (including window-closed mode, window opened mode and air-conditioned mode). A characteristic combination of these conditions has generated 540 different cases for the training and testing of the deep learning model. The details of the configurations could be found in the Appendix B.
3) VALIDATION
To verify the reliability of the CFD simulation results, mass transportation experiments under characteristic conditions have been performed. The correlation coefficient (R) is used to quantify the quality of the coherence. The definition of R betweenŶ and Y reads:
where Cov represents covariance factor, σŶ and σ Y represent the standard deviations. As shown in Fig.2 , the probing concentration in a specific position, namely, C, is divided by the maximum concentration C max . C/C max is plotted with time evolution. It is shown that R is larger than 0.91 in different modes of the fluid fields, suggesting an acceptable consistency between the numerical simulation and experimental measurement results.
C. DATASETS
The proper approach is taken to convert the CFD simulation results to inputs and targets for the deep learning model. First, to increase processing efficiency of the wind measurement data in the deployment, where only the magnitude and the directions could be directly provided, wind velocity components, namely, v i ,v j ,v k , should be converted into the wind direction angles according to the transfer function of spherical coordinates. The functions are given as
where, v is the value of wind speed, ϕ is the wind direction angle of the horizontal plane, and θ is the wind direction angle of the vertical plane. Table 1 demonstrates the input and output parameters in our model, where ϕ is the wind direction angle of the horizontal plane, and θ is the wind direction angle of the vertical plane. Furthermore, to improve the convergence speed and computational efficiency of the neural network, it is necessary to unify the statistical characteristics of the input datasets and normalize them to the same scale, where the MaxAbsScaler normalization [26] is adopted on inputs to make values between (−1, 1). Second, we mainly introduce the structural reorganization of the input sample at a time instant t = Ts, named X i T . Each type of the input monitors, namely, the temperature, the wind speed magnitude/direction, and the gaseous concentration, is arranged side by side as a data-frame, projecting the 3D distribution to ensure the correct mapping of the data structure in deep learning models and the spatial distribution in the CFD models. Also the gaps have been padded with zero. Then, we need to stack all the types of arranged array in another dimension. The dimension consistency is ensured by the linearly interpolated method [27] . Owing to the input sample is a time sequence with fixed length L, we stack all the time instant data X i T in another dimension and obtain the input sample I i (I i ∈ R L×C×W ×H ). The details could be found in the Appendix C. For the target sample, we convert each time instant target data to a vector and connect them as the time series sample with length of M .
D. DEEP LEARNING MODEL
The deep learning framework, MSSTP-SA Net, contains two views: spatial-view and temporal-view.
The spatial-view model analyzes the spatial correlations of the inputs. Convolutional Neural Networks (CNNs) are effective models to learn and extract abstraction spatial features, in which Convolutional Layers, Batch Normalization (BN), maximum pooling layers (Max-pooling Layers) and fully connected layers are adopted [28] , [29] . The framework is shown in Fig.3 . In this model, first, we split each input sample and put them into the spatial-view model to extract spatial features at every time instant. After two layers of convolution and down sampling, the output P i T ∈ R C×W ×H is obtained. The conversion process is as follows: where ⊗ represents the convolution processing and f (·) is a non-linear activation function. W j and b j are the weights and deviations of the j − th convolution layer and shared in the whole region to make the computation more tractable. Then, we stretch P i T to the eigenvector and convert the dimension through the fully connected layer as
where ω fc and b fc are the weights and deviations of the fully connected layers, respectively. For each time instant, we get S i T ∈ R d as the representation for spatial features.
The temporal-view model analyzes temporal relations between the inputs and targets. Sequence to Sequence (Seq2seq) [30] model is an important variant of the Recurrent Neural Network (RNN) [31] , [32] with the ability to generate a future time sequence. The temporal-view model is shown as Fig.4 . Gated Recurrent Unit (GRU) [33] is applied to encode all history information into the hidden states h t . The encoder reads each data of an input sequence sequentially. At each time step t, the hidden state of the encoder is updated by where f GRU is the function of GRU, f (·) is a non-linear activation function. After reading the whole input sequence, a hidden state h t with a fixed dimension is obtained, which is a summary of the fully input sequence. Instead of using an RNN as the recursive decoder, we design a CNN for direct prediction. It combines the corresponding inputs and the hidden state from the encoder output, then outputs the results for the specific future time instantŝ
where f decoder (·) is the function of CNN,ŷ T ∈ R d is the final prediction.
E. LOSS FUNCTION
In this section, we introduce details about loss function for training our deep learning model. The loss function we defined as:
where y are the ground truth of CFD results andŷ are the prediction of MSSTP-SA net. The models are trained to minimize the loss by adjusting the learnable parameters in the net.
F. TRAINING
The deep learning models are implemented, trained and tested using Pytorch (version 1.1.0) in Python (version 3.7.3). All the neural networks are implemented on a workstation equipped with an Intel Core i7-9800X 3.80GHz CPU and a single NVIDIA RTX 2080Ti GPU. We use Rectified Linear Unit (ReLU) as the activation function. The Adam optimization algorithm is applied to train the model, in which the initial learning rate is set to 0.001 and the ReduceLRon-Plateau [34] is used to adjust the learning rate. To prevent data leakage, we randomly select 80% of simulation cases in dataset for training, 10% of simulation cases for validation and the remaining 10% for testing.The sequence length of the input sample is L = 10 (i.e., 2s) and the length of prediction sample is M = 5 (i.e.,1s). For spatial-view model, we set λ = 64(number of filters), τ = 5 × 5 (size of filters), and p = 2 (size of zero padding) in the convolutional layer C1 and λ = 128 (number of filters), τ = 5 × 5 (size of filters) in the convolutional layer C2. For the temporal-view model, the layer of GRU in the encoder is set to 1 and the hidden unit number is set to 512. For the decoder, we set λ = 64 (number of filters), τ = 5 × 5 (size of filters), and p = 2 (size of zero padding) in the convolutional layer. The sequence length of the input sample is L = 10 (i.e., 2s) and the length of prediction sample is M = 5 (i.e.,1s). The dimension of the input sample is R 10×5×17×31 and the output sample dimension is R 5×1053 .
III. RESULTS

A. PERFORMANCE ON TEST SET
We verify the performance of MSSTP-SA Net on the test set. The correlation coefficient (R) and the root mean square error (RMSE) are adopted as the evaluation metrics. Fig.5 quantitatively compares the chlorine concentration by using the deep learning model and the CFD model respectively. The discrepancy between the two curves are little and the average error is less than 1.34, which proves that the proposed model can effectively predict the concentration during a period of time. Fig.6 illustrates the comparisons of concentration distribution between the predictions of proposed model and the ground truths during three consecutive time instants. The color bar in pictures represents the damage influence level of chlorine to the human. Level 5 represents the lethal zone and level 1 represents the safe zone. The specific divisions are listed in Table 2 [35] , [36] . As expected, the concentration distribution agrees well with two methods, proving that our model can successfully ''learn'' the evolution law of dispersion and make precise prediction based on historical time sequence collected by probes in inactive areas.
In addition, the testing results of prediction horizon ( t) are shown in Fig.7 . The value of R and RMSE are slightly changed and the response time ( t r ) of the MSSTP-SA net are remain in millisecond as the forecast range is lengthen. Therefore, the model we proposed has the validation for prediction over a longer horizon.
B. PERFORMANCE COMPARISON
Different deep learning models have been implemented for comparison. We tune these models to reach the best performance under the same dataset.
• Baseline1: Only temporal-view model without spatialview model.
• Baseline2: Only simple CNN model, the framework is same as spatial-view model.
• Baseline3: We maintain spatial-view model and replace the temporal-view model with MQ-MLP [37] which combines the nature of quantile regression and the forecast efficiency of Direct Multi-Horizon.
• Baseline4: We maintain spatial-view model and replace the decoder of temporal-view model with GRU. The prediction results are shown in Fig.8 and the statistic results are listed in Table 3 . MSSTP-SA Net achieves the lowest RMSE (15.772) and the highest R (0.853) among all the methods, which is 4.21% (RMSE) and 4.79%(R) relative spatial-view model and Seq2Seq (Baseline 4) further consider spatial features and therefore achieve better performance. However, the simple CNN model (Baseline2) achieves the lowest RMSE (16.466) among the baseline methods except for proposed model. Because the CNN model directly makes predictions, the result is less biased. But the other comparative baseline methods are all applied with Recursive strategy [38] in the temporal-view model to generate multistep estimations, which may lead to error accumulation. This is the reason that we use CNN as the decoder in our temporalview model. 
IV. DEPLOYMENT DEMONSTRATION
The successful demonstration of the MSSTP-SA Net in predicting safe-zone evolution suggests its potential in practical deployment. 
A. COMPRESSED SENSING
Considering the deployment in practical situation, the number of the input monitors should not be too large to complicate the sensors arrangement and signal transmission. Consequently, we decrease the density of input monitors in the test set and reconstruct the sparse input sample to achieve the required dimensions of the trained deep learning model by linear interpolation. Finally, we put the interpolated sample into the welltrained deep learning model. As shown in Table 4 , we could conduct that the number of concentration input monitors is the most significant factor in prediction. And the number of input sensors would affect the description of the whole flow field characteristic.
B. ESCAPING ROUTE PRIDICTION
In practical, based on the well-trained model, the net could online provide a reasonable escape route for the trapped person to avoid more serious casualties in practical biochemical attack situation. Fig.9 shows the workflow of MSSTP-SA net deployment. The star denotes the position of people and the line is the escape route.
V. CONCLUSION
The manuscript elaborates a data-driven approach for the identification of safe-zone evolution in the confined space with decontamination reactor. The flow field, the decontamination device and the poisonous gas source are considered in the CFD models to calculate the concentration, velocity, direction and temperature distribution. All these high fidelity simulation data are included in the dataset. The present MSSTP-SA net is successfully demonstrated with the performance on test cases. The key advantage of the proposed model is ignoring the solution of a numerous partial differential equation systems, only simple algorithmic operations can result in significantly improved computational efficiency and provide real-time estimation.
In the future, several techniques need to be promoted to better the proposed model. Such as the compressed sensing technology for sparsification of the input monitors and the improved deep learning model to better represent the details of turbulence. If successful, this work will have a great application prospect for people evacuation in the biochemical attack scenario.
APPENDIXES APPENDIX A TEMPERATURE AFFECTS
In this part, we discuss the temperature effect on concentration field. There are two situations we discussed. In situation I, the temperature of indoor space is 273.15 K and the temperature of air-conditioning is 303 K. In situation II, the temperature of indoor space is 308 K and the temperature of air-conditioning is 297 K. The time scale is 0-120 s. Fig.10 shows the chlorine concentration distribution of two situations in z=1.5m plane. Fig.11 shows the correlation performance of concentration ratio (c/c max ) between situation I and situation II. Fig.11 show that the concentration distribution in different temperature setting is similar.
APPENDIX B GENERALIZATION OF CFD MODEL
The setting of the scenario parameters in the CFD simulation is shown in Table 5 . Fig.12 shows the structural reorganization of input sample at one time instant.
APPENDIX C STRUCTURED PROCESS OF INPUT SAMPLE
