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THE STANDARD MODEL IN NONCOMMUTATIVE GEOMETRY:
FUNDAMENTAL FERMIONS AS INTERNAL FORMS
LUDWIK DA˛BROWSKI, FRANCESCO D’ANDREA, AND ANDRZEJ SITARZ
ABSTRACT. Given the algebra, Hilbert space H, grading and real structure of
the finite spectral triple of the Standard Model, we classify all possible Dirac
operators such that H is a self-Morita equivalence bimodule for the associated
Clifford algebra.
1. INTRODUCTION
The noncommutative geometry approach to the Standard Model of elemen-
tary particles (reviewed for example in [4] or in [14]) has several interesting fea-
tures. It is purely geometric, and it widens the old idea of Kaluza-Klein theory by
employing a discretized (actually finite) noncommutative internal space F. This
explains the lack of direct observability of such internal space, without adduc-
ing the small compactification radius that leads to a tower of unobserved fields.
By choosing the appropriate internal noncommutative space, one gets a version
of the Standard Model with neutrino mixing, with the correct particle content
and coupled with (classical) gravity. The dynamics is ruled by the spectral action
principle and also the quantized model has been worked out, cf. [4].
The mathematical framework is that of almost commutative spectral triples, that
means products of the canonical spectral triple on a closed Riemannian spin
manifold M and a finite-dimensional spectral triple. For the Standard Model,
the latter is built on the real C∗-algebra C ⊕ H ⊕M3(C), represented on a 96-
dimensional Hilbert space encoding the internal degrees of freedom of the mul-
tiplet of fermions. While the Dirac operator on M is canonical, the axioms of a
real spectral triple leave a lot of freedom in the choice of Dirac operator for the
non-commutative internal space, and not all such operators are physically ad-
missible. For example, fluctuations of some of these Dirac operators may give
rise to bosons carrying an interaction between leptons and quarks (the so-called
leptoquarks), which are not observed experimentally and have some unpleasant
features, for example they break the SU(3) symmetry of the Standard Model [13]
(in earlier models this was avoided by imposing commutation of the Dirac op-
erator with an auxiliary grading, called S0-real structure [5, Page 6206]). In most
recent models [4], the leptoquark terms were removed simply by putting them to
zero by hand. It would be clearly desirable to find some geometric condition that
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reduces the arbitrariness in the choice of Dirac operator (see [1, 2] for first steps
in this direction and also [3, §2.6] for the “massless photon” condition).
On an oriented Riemannian manifold (M,g) there are (at least) two natural
choices of Dirac-type operator. One is the Hodge-de Rham operator, acting on a
space of differential forms. If M is spin, the other choice is the canonical Dirac
operator of the spin structure, acting on the space of “Dirac spinors”. Both these
two choices can be characterized in terms of the algebra C`(M,g) of sections of
the Clifford bundle. If M is spinc, spinors form a Morita equivalence C(M)-
C`(M,g) bimodule; if in addition M is spin, then the immersion of C`(M,g) into
the commutant of C(M) is realized by conjugation by an antilinear isometry J,
the “real structure”.
Instead, in the example of Hodge-de Rham operator the commutant of C`(M,g)
contains not only C(M), but a copy of C`(M,g) itself: in fact, the module of dif-
ferential forms is a C`(M,g) self-Morita equivalence bimodule.
The Clifford algebra C`(M,g) has a natural generalization in the framework
of spectral triples (recalled in §2): given a spectral triple (A,H,D), we denote by
C`D(A) the C∗-subalgebra of B(H) generated by A and by 1-forms [D,a], a ∈ A.
In [7], inspired by the algebraic characterization of Dirac spinors, we investigated
the constraints on the finite non-commutative space of the Standard Model com-
ing from the request that H is a Morita equivalence A-C`D(A) bimodule. This
condition, however, is not satisfied by the Dirac operator proposed by Chamsed-
dine and Connes [4]: one needs to modify the grading and allow extra terms in
the Dirac operator, which produce additional bosonic fields (carrying an interac-
tion between neutrinos and electrons and between neutrinos and quarks). Physi-
cal consequences of such a modification are under investigation [8]. For the finite
non-commutative space of the Standard Model and the internal Dirac operator
proposed by Chamseddine and Connes [4] the commutant of C`D(A) contains
not only A, but a copy of C`D(A): there are two commuting representations of
C`D(A) on H, transformed one into the other by the charge conjugation operator
J. This is the so-called 2nd order condition of [10], where the Dirac operators
satisfying it were divided into four classes.
However, it is interesting determine whether the commutant of C`D(A) is a
copy of C`D(A) itself, like in the Hodge-de Rham case, or is bigger. In the former
case we shall say that the Hodge property holds.
In this paper we investigate this question and shed further light on the un-
derlying geometric and algebraic structure of the noncommutative geometry ap-
proach to the Standard Model of elementary particles. Therein the number of
generations of particles, three as physically affirmed, is in principle arbitrary, and
we focus on the simplest case of one generation.
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We prove that, under some non-degeneracy conditions (that are generically
satisfied by Dirac operators in the aforementioned four classes), H is indeed a
self-Morita equivalence C`D(A)-bimodule, exactly like in the case of Hodge-de
Rham operator on a manifold. Thus the internal degrees of freedom of elemen-
tary fermions are in this sense described by differential forms on a finite non-
commutative space. This provides also a geometrical meaning to the 2nd order
condition as a pre-Hodge property.
The paper is organized as follows. In §2 we recall some preliminary notions
about spectral triples, introduce notations and explain the property we are inter-
ested in, that we name Hodge property. In §3 we collect some general results
that are valid for a finite-dimensional spectral triple. In §4 we introduce the finite
noncommutative space of the Standard Model and, using some general lemmas
of §3, reproduce a result of [10] on the 2nd order condition (cf. Prop. 15). In §5
we prove our main result, i.e. that in the Standard Model case almost all Dirac
operators satisfy the Hodge property. Finally in §6 we comment on the case of
more than one generation of particles.
We adopt the following notations: if a ∈ C, we denote by a the complex conju-
gated; if a ∈ Mn(C) is a matrix, we denote by a∗ the Hermitian conjugated and
by a = (a∗)t the entry-wise complex conjugated.
2. PRELIMINARIES
Definition 1. A unital spectral triple (A,H,D) is the datum of:
(i) a (real or complex) unital ∗-algebraA of bounded operators on a (separable) com-
plex Hilbert space H,
(ii) a selfadjoint operator D on H with compact resolvent,
such that a · Dom(D) ⊆ Dom(D) and [D,a] extends to a bounded operator on H, for
all a ∈ A. The spectral triple is:
even: if there exists a grading operator γ on H, i.e. γ = γ∗ and γ2 = 1, that
commutes with A and anticommutes with D;
real: if there exists an antilinear isometry J on H s.t.
J2 = ε1 , JD = ε ′DJ and (only in the even case) Jγ = ε ′′γJ , (1)
for some ε, ε ′, ε ′′ = ±1, and ∀ a,b ∈ A :
[a, JbJ−1] = 0,
(reality)
[[D,a], JbJ−1] = 0.
(1st order)
The three signs in (1) define the KO-dimension of the spectral triple (see e.g. [4]).
A typical example of a spectral triple arises from differential geometry. Let
(M,g) be an oriented closed Riemannian manifold, E → M a Hermitian vector
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bundle equipped with a unitary Clifford action c : Γ∞(M, T∗CM⊗ E)→ Γ∞(M,E)
on smooth sections and a connection∇E compatible with g. Then:
A = C∞(M) H = L2(M,E) D = c ◦ ∇E
is a spectral triple. Two main examples belonging to this class are:
• the Hodge operator D = d+ d∗ on E = ∧• T∗CM;
• the Dirac operator D = D/ on the spinor bundle E (ifM is a spin manifold).
The meaning of the first order condition is that D is a first order differential
operator acting on smooth sections of a vector bundle.
Let C`(M,g) be the algebra of (continuous) sections of the Clifford bundle of
M: as a C(M)-module, this is isomorphic to the module of continuous sections
of the bundle
∧• T∗CM → M, but with product defined by the Clifford multipli-
cation. In the above class of examples, H carries commuting representations of
the algebras C(M) and C`(M,g). In fact, in the spin manifold example, Γ(M,E)
is a Morita equivalence C`(M,g)-C(M) bimodule, and it is well known that a
closed oriented Riemannian manifold M admits a spinc structure if and only if
a Morita equivalence C`(M,g)-C(M) bimodule exists (see e.g. §1 of [15], or the
original paper [11, §2]). In the Hodge example, on the other hand, Γ(M,E) is a
C`(M,g) self-Morita equivalence bimodule, that is: the algebra of C`(M,g)-linear
adjointable endomorphisms of Γ(M,E) is isomorphic to C`(M,g) itself.
In this paper we are interested in finite-dimensional spectral triples, that is:
we assume that H is finite-dimensional. As a consequence, B(H) = EndC(H),
A ⊆ EndC(H) is finite-dimensional as well, and the compact resolvent condition
for D is automatically satisfied.
Definition 2. Let (A,H,D, J) be a finite-dimensional real spectral triple. We set:
ξ◦ := Jξ∗J−1, ∀ ξ ∈ EndC(H),
If B is a subset of EndC(H), we call:
B◦ := {ξ◦ : ξ ∈ B};
B ′ := {ξ ∈ EndC(H) : [ξ,η] = 0 ∀ η ∈ B}
(the commutant of B).
Finally, we define:
Ω1D(A) as the complex vector subspace of EndC(H) spanned by a[D,b], a,b ∈ A;
C`D(A) as the complex ∗-subalgebra of EndC(H) generated by A andΩ1D(A).
As usual, we refer toΩ1D(A) as theA-bimodule of differential 1-forms, and we
call C`D(A) the Clifford algebra of the spectral triple. Throughout this paper we
assume thatΩ1D(A) 6= {0}.
Motivated by the above discussion, we are interested in the following two con-
ditions:
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Definition 3. We say that a real spectral triple (A,H,D, J) satisfies the 2nd order
condition if
(i) C`D(A) and C`D(A)◦ commute, that is: C`D(A)◦ ⊆ C`D(A) ′.
We say that the Hodge property holds if
(ii) C`D(A) ′ = C`D(A)◦.
Obviously (ii) implies (i). Such a condition is the statement that elements of
H are the analogue of differential forms (and C`D(A) and C`D(A)◦ act on H by
“left” and “right” Clifford multiplication), in contrast with the Morita condition
in [7], which would say that the elements of H are the analogue of Dirac spinors.
Remark 4. Condition (i) for a real spectral triple is equivalent to
[[D,a], [D,b]◦] = 0 ∀ a,b ∈ A. (2)
Indeed, clearly (i) implies Ω1D(A)
◦ ⊆ Ω1D(A) ′, that is (2). But A and Ω1D(A) generate
the Clifford algebra, and A◦ ⊆ C`D(A) ′ by the reality and 1st order condition. So, (2)
implies (i) as well.
The terminology 2nd order condition was introduced in [10] and refers to the
vanishing of (2). Note however that the terminology is a bit misleading since,
while the 1st order condition says thatD is the analogue of a 1st order differential
operator, the 2nd order condition doesn’t refer, of course, toD being of 2nd order.
Remark 5. In the case of an even spectral triple, an alternative definition of C`D(A)
could be as the algebra generated by A, Ω1D(A) and γ. Note however that, with such a
definition, condition (i) becomes too strong and is satisfied only in trivial cases: namely,
since γ = ±γ◦, the grading would both commute (condition (i)) and anticommute (by
definition of even spectral triple) with elements ofΩ1D(A), which impliesΩ
1
D(A) ≡ 0.
3. FINITE-DIMENSIONAL SPECTRAL TRIPLES
Let (A,H,D) be a finite-dimensional spectral triple, J an antilinear isometry
satisfying (1) and the reality condition, and call AC the complex ∗-subalgebra of
EndC(H) generated by A (so A = AC if A is already complex).
From the structure theorem for finite-dimensional C∗-algebras:
AC '
N⊕
i=1
Mni(C) .
If Pi is the unit of the summand Mni(C), then P1, . . . ,PN are (represented by)
orthogonal projections on H whose sum is 1. From the reality condition it fol-
lows that the operatorsQi := JPiJ−1 form a set of orthogonal projections as well,
commuting with the projections Pi’s, and whose sum is also 1.
Calling
Dij,kl := PiQjDPkQl ,
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we can decompose the Dirac operator into four pieces:1
D = D0 +D1 +D2 +DR , (3)
where
D0 :=
∑
i,j,k : i 6=k
Dij,kj , D1 :=
∑
i,j,l : j6=l
Dij,il ,
D2 :=
∑
i,j,l,k
i 6=k,j6=l
Dij,kl , DR :=
∑
i,j
Dij,ij .
Note that (1) implies JDij,klJ−1 = ε ′Dji,lk (for all i, j,k, l) and then
JD0J
−1 = ε ′D1 , JD2J−1 = ε ′D2 , JDRJ−1 = ε ′DR . (4)
Note also that (Dij,kl)∗ = Dkl,ij, which means that all the summands in (3) are
selfadjoint operators.
Let us extend some of the results in [12] and add some considerations about
the 2nd order condition and Hodge property.
Lemma 6. D0 +D2 ∈ Ω1D(A).
Proof. An explicit computation gives D0 +D2 =
∑
i 6=k PiDPk =
∑
i 6=k Pi[D,Pk],
where we used the fact that PiPk = 0 for i 6= k. 
Proposition 7 (1st order). D satisfies the 1st order condition if and only if: D2 = 0,
D1 ∈ A ′, and DR satisfies the 1st order condition.
Proof. For i 6= k and j 6= l, since PiPk = QjQl = 0, if D satisfies the 1st order
condition, one has:
Dij,kl = Pi[Qj, [D,Pk]]Ql = 0 ,
that means D2 = 0. Similarly for i = k and j 6= l, since Pi is central in AC we get
[Dij,il,a] = Pi[Qj, [D,a]]PiQl = 0 ∀ a ∈ A,
that means D1 ∈ A ′.
Note that if D2 = 0 and D1 ∈ A ′, for all a ∈ A and b◦ ∈ A◦ one has
[[D,a], JbJ−1] = [[D0,a], JbJ−1] + [[DR,a], JbJ−1]
But
[[D0,a], JbJ−1] =  ′J[[D1, JaJ−1],b]J−1
is zero since both D1 and JaJ−1 commute with b (cf. reality condition). Hence
[[D,a], JbJ−1] = [[DR,a], JbJ−1] andD satisfies the 1st order condition if and only
if DR does. 
Note that:
1For a general spectral triple, despite the notations, this is not the same decomposition that
appears in [7, §4], although in the Standard Model case the two decompositions coincide.
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• A and AC have the same commutant in EndC(H);
• due to (4), D1 ∈ A ′ ⇔ D0 ∈ (A◦) ′ and DR ∈ A ′ ⇔ DR ∈ (A◦) ′.
Remark 8. If (A,H,D, J) is a finite-dimensional real spectral triple, from Prop. 7 and
Lemma 6 we deduce that D0 ∈ Ω1D(A) ⊆ C`D(A). If in addition DR ∈ A ′, then
[D,a] = [D0,a] ∀ a ∈ A and the Clifford algebra is generated by AC and D0.
Proposition 9 (2nd order). Let (A,H,D, J) be a finite-dimensional real spectral triple
with DR ∈ A ′. The 2nd order condition is satisfied if and only if [D0,D1] = 0.
Proof. From Rem. 8, C`D(A) is generated by AC and D0, and C`D(A)◦ by A◦C and
D1. Now, D0 commutes with A◦C, D1 with AC (Prop. 7) and AC with A
◦
C (reality
condition). The algebras C`D(A) and C`D(A)◦ are then mutually commuting if
and only if D0 commutes with D1. 
Remark 10. It is easy to produce examples in which DR does not satisfy the 1st order
condition, or examples of spectral triples satisfying the 1st order condition and the 2nd
order condition, but with DR /∈ A ′ (proving that such a condition is sufficient but not
necessary). TakeA = H =Mn(C), with representation given by left multiplication, and
J(a) = a∗ the Hermitian conjugation. Then:
(a) if D = dd◦ with d = d∗ ∈ A, in the notations above one has DR = D11,11 = D,
and the 1st order condition is not satisfied unless d is central;
(b) if D = d + d◦ with d = d∗ ∈ A, the 1st and 2nd order conditions are satisfied,
again DR = D11,11 = D, and DR /∈ A ′ unless d is central.
Remark 11. Note that DR maps each vector subspace Hij = PiQjH to itself, as well as
γ in the even case. If on a subspace Hij the grading γ is proportional to the identity, this
forces DR to be zero on Hij.
If the spectral triple is even and orientable [6, Axiom 4’] then γ is proportional to the
identity on each subspace Hij (see [12, Lemma 3] or [9, §3.3]) and DR = 0.
We pass now to the Hodge property. Let us start with some considerations
about the commutant of a finite-dimensional C∗-algebra.
Let B be a unital complex ∗-subalgebra of EndC(H). From the structure the-
orem for finite-dimensional C∗-algebras we know that it is a finite direct sum
of matrix algebras: B ' ⊕si=1Mmi(C) for some positive integers s,m1, . . . ,ms.
Call P˜i the unit of the i-th summandMmi(C), then P˜1, . . . , P˜s are orthogonal pro-
jections and H decomposes as H '⊕si=1Hi, with
H˜i = P˜i ·H ' Cmi ⊗ Cki , , (5)
where ki is the multiplicity of the (unique) irreducible representation Cmi of
Mmi(C) in P˜i · H, and the action of the algebra Mmi(C) on Cmi ⊗ Cki is given
by matrix multiplication on the first component of the tensor product. With this
notations, we can now compute the commutant B ′ of B.
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Lemma 12. B ′ '⊕si=1Mki(C) and the action of B ′ on H˜i ' Cmi ⊗ Cki is given by
matrix multiplication on the second component of the tensor product byMki(C).
Proof. Let f ∈ HomB(H,H) be a B-linear map. Then P˜jf(v) = f(P˜jv) = 0 for all
v ∈ H and all j so f(H˜j) ⊆ H˜j and therefore
EndB(H) =
⊕s
i=1
HomB(H˜i, H˜i) =
⊕s
i=1
EndB(H˜i) .
The rest of the proof is straightforward: the commutant ofMmi(C) in Cmi ⊗Cki
is given by Mki(C) acting on the second component of the tensor product, and
B ′ = EndB(H) '
⊕s
i=1Mki(C). 
To check the Hodge property in the Standard Model case we will use the fol-
lowing simple observation.
Lemma 13. Let (A,H,D, J) be a finite-dimensional real spectral triple andB ⊆ EndC(H)
a unital complex ∗-algebra satisfying:
B ′ = B◦ and C`D(A) ⊆ B .
The following are equivalent:
(a) the Hodge property is satisfied; (b) C`D(A) ′ ⊆ B◦; (c) C`D(A) = B.
Proof.
(a)⇒ (b) C`D(A) ⊆ B implies C`D(A)◦ ⊆ B◦. If Hodge property holds then
C`D(A)
′ = C`D(A)◦ ⊆ B◦.
(b)⇒ (c) The condition C`D(A) ′ ⊆ B◦ = B ′ implies B ⊆ C`D(A) and, since the
opposite inclusion holds by hypothesis, C`D(A) = B.
(c)⇒ (a) If (c) holds, then B ′ = B◦ translates into C`D(A) ′ = C`D(A)◦. 
The internal Dirac operators for the Standard Model satisfying the 2nd order
condition can be divided in four (not disjoint) classes, cf. Prop. 15. The strategy
to check the Hodge property in the Standard Model case, in each of the four
aforementioned cases, will be the following:
(1) We define a suitable big algebra B containing the Clifford algebra C`D(A),
which is independent of D.
(2) We check that B and B◦ commute, and so B◦ ⊆ B ′.
(3) We prove that B◦ = B ′ using the dimensional arguments: since, the algebras
are finite-dimensional (as vector spaces) one has just to check that B◦ and B ′
have the same dimension. Since dim(B◦) = dim(B), it suffices to check that
dim(B) = dim(B ′), using Lemma 12.
(4) With Lemma 13 we find under what conditions on D one has C`D(A) ′ ⊆ B◦
or (equivalently) C`D(A) = B.
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4. THE STANDARD MODEL SPECTRAL TRIPLE
Let us recall the data (A,H,γ, J) describing the finite noncommutative space of
the Standard Model of elementary particles. The Dirac operatorD is arbitrary for
the time being. To simplify the discussion, we will consider a model with only
one generation of particles. In §6 we’ll comment on what changes with three (or
in general more than one) generations.
We adopt the notations of [7]. The Hilbert subspace representing particles is
F = M4(C) with inner product 〈a,b〉 = Tr(a∗b), where a∗ is the Hermitian con-
jugated of a. Let eij ∈ MN(C) be the matrix with 1 in position (i, j) and zero
everywhere else (we will omit the size of the matrix, which should be clear from
the context). We arrange particles in a 4× 4 matrix in the following way:
νR u
1
R u
2
R u
3
R
eR d
1
R d
2
R d
3
R
νL u
1
L u
2
L u
3
L
eL d
1
L d
2
L d
3
L
 . (6)
So, for example e21 represents a right-handed electron, while 1√2e11 +
1√
2
e41 is a
mix of a right-handed neutrino and a left-handed electron.
The Hilbert space of our spectral triple is H ' F⊕ F∗. We write its elements in
the form:
H =
{ [
v
w
] ∣∣∣∣ v,w ∈M4(C)}
The real structure is given by
J
[
v
w
]
=
[
w∗
v∗
]
The grading γ on F is the operator of left multiplication by the diagonal matrix
diag(+1,+1,−1,−1)
(the “chirality” operator), and its action on F∗ is determined by the condition
γJ+ Jγ = 0 (the signs in (1) are those corresponding to KO-dimension 6).
We identify EndC(H) with the algebra M4(C) ⊗M2(C) ⊗M4(C), represented
on H as follows:
pi(α⊗ 1⊗ β)
[
v
w
]
=
[
αvβt
αwβt
]
pi
(
1⊗
[
a b
c d
]
⊗ 1
)[
v
w
]
=
[
av+ bw
cv+ dw
]
for all α,β, v,w ∈M4(C), a,b, c,d ∈ C. This gives a unital ∗-representation. With
this notations:
ξ = pi
(
α⊗
[
a b
c d
]
⊗ β
)
7→ ξ◦ := Jξ∗J−1 = pi
(
βt ⊗
[
d b
c a
]
⊗ αt
)
(7)
The representation symbol pi from now on will be omitted.
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The algebra A ' C⊕H⊕M3(C) has elements
λ 0
0 λ
0 0
0 0
0 0
0 0
q
⊗ e11 ⊗ 1 +

λ 0 0 0
0
0
0
m
⊗ e22 ⊗ 1 (8)
with λ ∈ C, q ∈ H a quaternion andm ∈M3(C).
The most general Dirac operator giving a real spectral triple of KO-dimension 6
can be found e.g. in [7, §5.1]. In the notations of (3) one has D2 = 0,
DR = e11 ⊗ (ΥRe21 + ΥRe12)⊗ e11 ,
for some ΥR ∈ C, D1 = JD0J−1 and:
D0 =

α13 α14
α23 α24
α13 α23
α14 α24
⊗ e11 ⊗ e11 +

β13 β14
β23 β24
β13 β23
β14 β24
⊗ e11 ⊗ (1 − e11)
+

δ12 δ13 δ14
δ21 δ22 δ23 δ24
⊗ e12 ⊗ e11 +

δ21
δ12 δ22
δ13 δ23
δ14 δ24
⊗ e21 ⊗ e11
where αij,βij, δij ∈ C and zeroes are omitted. Note that DR, as expected from
Remark 11,DR is zero on all subspacesHij where γ is proportional to the identity,
that is all but one: the one spanned by νR and J(νR).
Observe that DR ∈ A ′, so that the Clifford algebra is generated by AC and D0
(Remark 8). For future reference, let us also define:
U := 1⊗ 1⊗ 1 + e11 ⊗ (e12 + e21 − 1)⊗ e11 . (9)
This is a permutation matrix: U = U∗ and U2 = 1 (hence a unitary). It’s action on
the Hilbert space is to exchange the basis vectors νR and J(νR).
Lemma 14. U commutes with A and J.
Proof. Explicit computation, in particular JUJ−1 = U is an immediate conse-
quence of (7). 
Let us now reproduce the result of [10], that is Prop. 15 below.
Proposition 15. The 2nd order condition is satisfied if and only if one (at least) of the
following four conditions holds:
1. δij = 0 for all i, j;
2. α13 = α14 = 0 and δij = 0 ∀ i = 1, 2 and j = 2, 3, 4;
3. δ21 = 0 and β13 = β14 = 0;
4. δ12 = δ13 = δ14 = 0, β13 = β14 = 0, α13 = α14 = 0.
FUNDAMENTAL FERMIONS AS NONCOMMUTATIVE DIFFERENTIAL FORMS 11
Proof. Let ∆ := D0D1. From Prop. 9 we know that 2nd order condition is satisfied
if and only if [D0,D1] = ∆− ∆∗ is zero, which means ∆ = ∆∗. From (7) we get
D1 = e11 ⊗ e22 ⊗

α13 α14
α23 α24
α13 α23
α14 α24
+ (1 − e11)⊗ e22 ⊗

β13 β14
β23 β24
β13 β23
β14 β24

+ e11 ⊗ e12 ⊗

δ21
δ12 δ22
δ13 δ23
δ14 δ24
+ e11 ⊗ e21 ⊗

δ12 δ13 δ14
δ21 δ22 δ23 δ24

Let ∆ij be the summand in ∆ that has eij as second factor. Then ∆ = ∆∗ iff ∆11 is
selfadjoint (which implies that ∆22 = (∆11)◦ is also selfadjoint) and (∆12)∗ = ∆21.
With a simple computation one finds:
∆11 =
 δ21
⊗ e11 ⊗

δ12 δ13 δ14
 ,
that is selfadjoint iff it is zero, that is δ21 = 0 or δ1i = 0 ∀ i = 2, 3, 4. Moreover
∆21 = 0, while ∆12 is the sum of four linearly independent terms given by δ21
⊗ e12 ⊗

α13 α14
 , (10a)

δ12 δ13 δ14
δ22 δ23 δ24
⊗ e12 ⊗

β13 β14
 , (10b)
and the image of these two operators through (7). So ∆12 = (∆21)∗ = 0 if and only
if the elements in (10) vanish, that gives us the four conditions in Prop. 15. 
For future reference we recall that [7, Lemma 7]:
A ′ = Span
{
e22 ⊗ e11 , (e33 + e44)⊗ e11 , (1 − e11)⊗ e22
}⊗M4(C) ⊕
⊕ Ce11 ⊗M2(C)⊗M4(C) .
(11)
5. THE HODGE PROPERTY
In this section we characterize, among the Dirac operators satisfying the 2nd
order condition, those satisfying the Hodge property as well. We will see that,
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in the vector space parametrizing Dirac operators satisfying the 2nd order condi-
tion, those not satisfying the Hodge property form a measure zero subset.
As explained in §3 (page 8), we start by defining some “big” algebra B satisfy-
ing the conditions in Lemma 13. In fact, we need two of them, to cover the four
cases in Prop. 15.
5.1. Cases 1 and 2. Let
B := C⊕M3(C)⊕M4(C)⊕M4(C) (12)
and pi the representation on H given by:
pi(λ,m,a,b) :=

λ 0 0 0
0
0
0
m
⊗ e22 ⊗ 1
+ a⊗ e11 ⊗ e11 + b⊗ e11 ⊗ (1 − e11) , (13)
for all λ ∈ C,m ∈M3(C) and a,b ∈M4(C). Let us identify Bwith its representa-
tion, and omit the representation symbol. Using (7) one easily checks B◦ ⊆ B ′.
In the notations of (5), the representation of B is equivalent to the one (by ma-
trix multiplication on the first leg) on:
(C⊗ C4)⊕ (C3 ⊗ C4)⊕ (C4 ⊗ C)⊕ (C4 ⊗ C3).
From the Lemma 12, B ′ 'M4(C)⊕M4(C)⊕C⊕M3(C) ' B and we have B◦ = B ′.
Theorem 16. Let D0 be as in §4 with δij = 0 for all i, j (Prop. 15, case 1). Then the
Hodge property is satisfied if and only if: (i) the matrices
α :=
[
α13 α14
α23 α24
]
β :=
[
β13 β14
β23 β24
]
(14)
have no zero rows and (ii) there are no φ,ψ ∈ R such that
α =
[
eiφ
eiψ
]
β . (15)
Proof. Let B be the algebra (12) (identified with its representation on H). Note
that A ⊆ B and D0 ∈ B, so that C`D(A) ⊆ B and we can use Lemma 13(b).
From (11) and (7) every ξ ∈ A ′ can then be written as a sum:
ξ = e11 ⊗ e11 ⊗
 a1 v1
w1 b1
+ e22 ⊗ e11 ⊗
 a2 v2
w2 b2

+ (e33 + e44)⊗ e11 ⊗
 v3
w3
+ e11 ⊗ e12 ⊗ x+ e11 ⊗ e21 ⊗ y+ η
(16)
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with ai ∈ C, vi ∈ (C3)∗ a row vector, wi ∈ C3 a column vector, bi ∈ M3(C),
x,y ∈ M4(C), and η ∈ B◦. With a careful inspection of (13) one can verify that
ξ ∈ B◦ if and only if ξ − η = 0. On the other hand ξ ∈ C`D(A) ′ if and only if
[D0, ξ] = [D0, ξ− η] = 0.
We now prove that conditions (i) and (ii) are satisfied if and only if the only
solution to the equation [D0, ξ − η] = 0 is the trivial one, i.e. the one given by
ai = bi = vi = wi = 0 ∀ i; by the discussion above, this means that C`D(A) ′ = B◦
and, by Lemma 13(b), that the Hodge property is satisfied.
Writing down [D0, ξ − η] and using the linear independence of the eij’s, one
deduces that the commutator vanishes if and only if:
α1ja1 = 0 α2ja2 = 0 β1jb1 = 0 β2jb2 = 0
α1je11x = 0 β1j(1 − e11)x = 0 α1jye11 = 0 β1jy(1 − e11) = 0
and
β1jv1 − α1jv3 = 0 β2jv2 − α2jv3 = 0 α1jw1 − β1jw3 = 0 α2jw2 − β2jw3 = 0
α1jv1 − β1jv3 = 0 α2jv2 − β2jv3 = 0 β1jw1 − α1jw3 = 0 β2jw2 − α2jw3 = 0
for all j = 3, 4.
The first set of equations in ai,bi, x,y admits only the zero solution iff α and β
have no zero rows, i.e. condition (i) is satisfied (for example, α13a1 = α14a1 = 0
admits only the solution a1 = 0 iff α13 and α14 are not both zero).
Now, under the assumption that (i) holds, we can prove that the second set of
equations, in vi,wi, admits only the zero solution iff (ii) is satisfied. Denoting by
v
j
i and w
j
i the j-th component of vi and wi, first we rewrite the above equations
in matrix form as:[
vi1 0
0 vi2
]
β = α
[
vi3 0
0 vi3
]
,
[
vi3 0
0 vi3
]
β∗ = α∗
[
vi1 0
0 vi2
]
, (17)
for all i = 1, 2, 3, plus similar equations for w1,w2,w3. Here α,β are the matrices
in (14), and matrix product and hermitian conjugate is understood. Assume that
there exists φ,ψ such that (15) holds (so condition (ii) is not satisfied); then (17)
admits non-zero solutions given for example by v1 = (eiφ, 0, 0), v2 = (eiψ, 0, 0)
and v3 = (1, 0, 0).
Conversely, suppose (17) has a non-zero solution. If v3 = 0 then from (17) we
deduce that β has at least one zero row (since by hypothesis v1 and v2 cannot
both be zero), and is in contradiction with the assumption that condition (i) is
satisfied. Thus vi3 6= 0 for at least one value of i and, calling c1 := (vi3)−1vi1 and
c2 := (v
i
3)
−1vi2, from the two equalities in (17) we get
α =
[
c1 0
0 c2
]
β , β =
[
c1 0
0 c2
]
α.
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Combining the two, we see that c1c1 = 1 = c2c2, so both ci must be unitary, thus
proving that the identity (15) holds for some φ,ψ ∈ R. 
Remark 17. The Dirac operator of Chamseddine-Connes (see e.g. [4], or also [7, §5.3])
belongs to the class described in Theorem 16 and is obtained by choosing the matrices (14)
as follows:
α∗ =
[
Υν 0
0 Υe
]
β∗ =
[
Υu 0
0 Υd
]
Theorem 16 tells us that the Hodge property holds iff Υx 6= 0 ∀ x ∈ {ν, e,u,d} and
|Υν| 6= |Υu| or |Υe| 6= |Υd| .
Hence, the noncommutative description of the Standard Model leads to an explicit re-
striction of the mass parameters of leptons and quarks. Although this does not give any
precise numerical predictions, its behavior with respect to the renormalization and possi-
ble physical consequences should be further analyzed.
Theorem 18. Let D0 be as in §4 with α13 = α14 = 0 and δij = 0 for all i = 1, 2 and
j = 2, 3, 4 (Prop. 15, case 2). Then the Hodge property is satisfied if and only if δ21 6= 0,
(α23,α24) 6= (0, 0), and the matrix β in (14) has no zero row.
Proof. Using (9) we can transform the spectral triple in one that is unitary equiva-
lent, but notationally simpler (clearly two unitary equivalent spectral triples both
satisfy the Hodge property, or the both don’t). Conjugation by U doesn’t change
the algebra nor J (Lemma 14), but transforms D0 into:
UD0U =

δ21
δ21 α23 α24
α23
α24
⊗e11⊗e11+

β13 β14
β23 β24
β13 β23
β14 β24
⊗e11⊗(1−e11)
We can repeat almost verbatim the proof of Theorem 16. Both A and UD0U are
contained in the algebra B in (12). Let ξ be as in (16). We must prove that the
equation [UD0U, ξ − η] = 0 admits only the trivial solution ai = bi = vi = wi =
0 ∀ i if and only if the conditions in Theorem 18 are satisfied. Writing down the
commutator one sees that it vanishes iff
δ21a1 = 0 α2ja2 = 0 β1jb1 = 0 β2jb2 = 0
δ21e11x = 0 β1j(1 − e11)x = 0 δ21ye11 = 0 β1jy(1 − e11) = 0
and
δ21v1 = 0 β1jv1 = 0 δ21w1 = 0 β1jw1 = 0
δ21v2 = 0 β2jv2 = α2jv3 δ21w2 = 0 α2jw2 = β2jw3
β1jv3 = 0 α2jv2 = β2jv3 β1jw3 = 0 β2jw2 = α2jw3
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for all j = 3, 4. The first set of equations has only the zero solution iff δ21 6= 0,
(α23,α24) 6= (0, 0) and the first row of β is not zero. In addition, the second set
of equations admits only the zero solution iff the second row of β is also not
zero. 
5.2. Cases 3 and 4. For λ ∈ C,m ∈M3(C) and i = 1, 2 define
pi0(λ) := λe11 ⊗ (1⊗ 1 − e11 ⊗ e11) ,
pii(m) :=

0 0 0 0
0
0
0
m
⊗ eii ⊗ (1 − e11) ,
and let pi3 be the representation ofM7(C) given by
pi3(a) :=

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
⊗ e11 ⊗ e11 +

a15 a16 a17
a25 a26 a27
a35 a36 a37
a45 a46 a47
⊗ e12 ⊗ e11
+
 a51 a52 a53 a54a61 a62 a63 a64
a71 a72 a73 a74
⊗ e21 ⊗ e11 +
 a55 a56 a57a65 a66 a67
a75 a76 a77
⊗ e22 ⊗ e11
for all a = (aij) ∈ M7(C). The product of any two of these representations is
zero, and their sum gives a faithful unital representation of the algebra
B := C⊕M3(C)⊕M3(C)⊕M7(C) . (18)
Using (7), one easily checks that pii commutes with pi◦j for all i, j. Therefore, after
identifying Bwith its representation, we can conclude that B◦ ⊆ B ′.
In the notations of (5), the representation of B is equivalent to the one (by ma-
trix multiplication on the first leg) on
(C⊗ C7)⊕ (C3 ⊕ C3)⊕ (C3 ⊕ C3)⊕ (C7 ⊕ C) .
From the Lemma 12, B ′ 'M7(C)⊕M3(C)⊕M3(C)⊕ C ' B, and so B◦ = B ′.
Theorem 19. Let D0 be as in §4 with δ21 = 0 and β13 = β14 = 0 (Prop. 15, case 3).
Then the Hodge property is satisfied if and only if (β23,β24) 6= (0, 0) and of the four
vectors
(α13,α14) , (α23,α24) , (δ12, δ13, δ14) , (δ22, δ23, δ24) , (19)
at least three are not zero.
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Proof. The strategy of the proof is the same as for Theorems 16 and 18. Let B be
the algebra (18) (identified with its representation on H). Note that A ⊆ B and
D0 ∈ B, so that C`D(A) ⊆ B. From (11) and (7) every ξ ∈ A ′ can then be written
as a sum:
ξ = e11 ⊗ e11 ⊗
 v1
w1
+ e11 ⊗ e12 ⊗
 a2 v2

+ e11 ⊗ e21 ⊗
 a3
w3
+ e22 ⊗ e11 ⊗
 a4 v4
w4 b4
 (20)
+ (e33 + e44)⊗ e11 ⊗
 a5 v5
w5
+ (1 − e11)⊗ e22 ⊗
 a6 v6
w6
+ η
with ai ∈ C, vi ∈ (C3)∗ a row vector, wi ∈ C3 a column vector, bi ∈ M3(C) and
η ∈ B◦. The element ξ belongs to B◦ iff ξ− η = 0.
As in previous cases, one transforms [D0, ξ − η] = 0 into a system of linear
equations and checks that this admits only the zero solution ai = bi = vi = wi =
0 ∀ i if and only if the conditions in Theorem 19 are satisfied (this is a tedious
computation similar to those for 16 and 18, that we omit). 
Theorem 20. Let D0 as in §4 with δ12 = δ13 = δ14 = β13 = β14 = α13 = α14 = 0
(Prop. 15, case 4). Then the Hodge property is satisfied if and only if δ21 6= 0 and none of
the following three vectors
(α23,α24) , (β23,β24) , (δ22, δ23, δ24) ,
is zero.
Proof. Let B be the algebra (18). Using (9) we transform the spectral triple in one
that is unitary equivalent. Conjugation by U doesn’t change the algebra nor J
(Lemma 14), but transforms D0 into:
UD0U =

δ21
δ21 α23 α24
α23
α24
⊗ e11 ⊗ e11 +
 β23 β24β23
β24
⊗ e11 ⊗ (1 − e11)
+
 δ22 δ23 δ24
⊗ e12 ⊗ e11 +
 δ22δ23
δ24
⊗ e21 ⊗ e11
Both A and UD0U are contained in the algebra B, and we can repeat once again
the proof of previous three theorems.
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For ξ be as in (20), one checks that the equation [D0, ξ− η] = 0 admits only the
zero solution ai = bi = vi = wi = 0 ∀ i if and only if the conditions in Theorem
20 are satisfied. 
Remark 21. In each of the four cases in Prop. 15: Dirac operators satisfying the 2nd
order condition are parametrized by a finite-dimensional complex vector space; Dirac
operators not satisfying the Hodge property form a submanifold of codimension > 1. In
this sense, we can say that the “generic” Dirac operator satisfying the 2nd order condition
satisfies the Hodge property as well (those not satisfying it being “exceptions”).
6. ON GENERATIONS
Let us conclude with a few comments on what happens with more than one
generation of particles. In Prop. 15 we reproduced the results on the 2nd order
condition in the penultimate section of [10], under the assumption of a single
generation of fermions. Though in [10] it is remarked that the extension to the
three generations is straightforward, this requires a further scrutiny.
In the case of n generations (e.g. n = 3), the Hilbert space in §4 is tensored by
Cn, J acts on this additional factor by component-wise complex conjugation, and
the entries αij,βij, δij of D0 become n × n complex matrices acting on Cn. One
can repeat the proof of Prop. 15 and find that the 2nd order condition is satisfied
iff the matrices
δ21α1i , δ21δ1j , δijβ13 , (21)
vanish for all i = 1, 2 and j = 2, 3, 4.
The difference is that then (if n > 1) we cannot use the cancellation property
to conclude that in the products (21) at least one of the two factors must be zero.
Thus, we don’t get the four cases in Prop. 15 anymore: those conditions become
sufficient but no longer necessary. In the special case of Chamseddine-Connes
Dirac operator, described in Remark 17 (withΥx matrices acting on the additional
Cn factor), the 2nd order condition is however satisfied. Whether the Hodge
property is satisfied (for almost all Υx’s) is under investigation.
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