Abstract. Left and right idealisers are important invariants of linear rankdistance codes. In case of maximum rank-distance (MRD for short) codes in F n×n q the idealisers have been proved to be isomorphic to finite fields of size at most q n . Up to now, the only known MRD codes with maximum left and right idealisers are generalized Gabidulin codes, which were first constructed in 1978 by Delsarte and later generalized by Kshevetskiy and Gabidulin in 2005. In this paper we classify MRD codes in F n×n q for n ≤ 9 with maximum left and right idealisers and connect them to Moore type matrices. Apart from generalized Gabidulin codes, it turns out that there is a further family of rankdistance codes providing MRD ones with maximum idealisers for n = 7, q odd and for n = 8, q ≡ 1 (mod 3). These codes are not equivalent to any previously known MRD code. Moreover, we show that this family of rank-distance codes does not provide any further examples for n ≥ 9.
Introduction
For two positive integers m and n and for a field K, let K m×n denote the set of all m × n matrices over K. The rank metric or the rank distance on K m×n is defined by d(A, B) = rank(A − B), for any A, B ∈ K m×n . A subset C ⊆ K m×n with respect to the rank metric is usually called a rankmetric code or a rank-distance code. When C contains at least two elements, the minimum distance of C is given by When C is a K-linear subspace of K m×n , we say that C is a K-linear code and its dimension dim K (C) is defined to be the dimension of C as a subspace over K.
Date: July 25, 2018. Let F q denote the finite field of q elements. For any C ⊆ F m×n q with d(C) = d, it is well-known that #C ≤ q max{m,n}(min{m,n}−d+1) , which is a Singleton like bound for the rank metric; see [11] . When equality holds, we call C a maximum rank-distance (MRD for short) code. More properties of MRD codes can be found in [11] , [16] , [18] , [36] and [40] . Rank-metric codes, in particular MRD codes, have been studied since the 1970s and have seen much interest in recent years due to a wide range of applications including storage systems [41] , cryptosystems [17] , spacetime codes [33] and random linear network coding [25] .
In finite geometry, there are several interesting structures, including quasifields, semifields, splitting dimensional dual hyperovals and maximum scattered subspaces, which can be equivalently described as special types of rank-distance codes; see [6] , [12] , [13] , [24] , [43] , [45] and the references therein. In particular, a finite quasifield corresponds to an MRD code in F n×n q of minimum distance n and a finite semifield corresponds to an MRD code that is a subgroup of F n×n q (see [10] for the precise relationship). Many essentially different families of finite quasifields and semifields are known [27] , which yield many inequivalent MRD codes in F n×n q of minimum distance n.
There are several slightly different definitions of equivalence of rank-distance codes. In this paper, we use the following notion of equivalence.
Two rank-distance codes C 1 and C 2 in K m×n are equivalent if there exist A ∈ GL m (K), B ∈ GL n (K), C ∈ K m×n and ρ ∈ Aut(K) such that
(1)
The adjoint code of a rank-metric code C in K m×n is
where ( . ) T denotes transposition. If C is a linear MRD code then C ⊤ is also a linear MRD code. For m = n, if C 2 is equivalent to C 1 or C ⊤ 1 , then C 1 and C 2 are called isometrically equivalent. An equivalence map from a rank-distance code C to itself is also called an automorphism of C.
When C 1 and C 2 are both additive and equivalent, it is not difficult to show that we can choose C = 0 in (1) .
In general, it is a difficult job to tell whether two given rank-distance codes are equivalent or not. There are several invariants which may help us distinguish them. Given a K-linear rank-distance code C ⊆ K m×n , following [29] its left and right idealisers are defined as L(C) = {M ∈ K m×n : M C ∈ C for all C ∈ C}, and R(C) = {M ∈ K m×n : CM ∈ C for all C ∈ C}, respectively. The left and right idealisers can be viewed as a natural generalization of the middle and right nucleus of semifields [32] and some authors call them in this way. In general, we can also define the left nucleus of C which is another invariant for semifields. However, for MRD codes in F m×n q with minimum distance less than min{m, n}, the left nucleus is always F q which means that it is not a useful invariant; see [32] . If C is a linear MRD code then C ⊥ is also a linear MRD code as it was proved by Delsarte [11] .
Two MRD codes in F n×n q with minimum distance n are equivalent if and only if the corresponding semifields are isotopic [27, Theorem 7] . In contrast, it appears to be much more difficult to obtain inequivalent MRD codes in F n×n q with minimum distance strictly less than n. We divide the known constructions of inequivalent MRD codes in F n×n q of minimum distance strictly less than n into two types.
(1) The first type of constructions consists of MRD codes of minimum distance d for arbitrary 2 ≤ d ≤ n.
• The first construction of MRD codes which was given by Delsarte [11] and later rediscovered by Gabidulin [16] and generalized by Kshevetskiy and Gabidulin [26] . They are usually called the (generalized) Gabidulin codes. In 2016, Sheekey [43] found the so-called (generalized) twisted Gabidulin codes. They can be generalized into additive MRD codes [38] . Very recently, by using skew polynomial rings Sheeky [44] proved that they can be further generalized into a quite big family and all the MRD codes mentioned above can be obtained in this way.
• The non-additive family constructed by Otal andÖzbudak in [39] .
• The family appeared in [46] which is related to the Hughes-Kleinfeld semifields. (2) The second type of constructions provides us MRD codes of minimum distance d = n − 1.
• Non-linear MRD codes by Cossidente, the second author and Pavese [3] which were later generalized by Durante and Siciliano [15] .
• Linear MRD codes associated with maximum scattered linear sets of PG(1, q 6 ) and PG(1, q 8 ) presented recently in [5] and [7] .
For the relationship between MRD codes and other geometric objects such as linear sets and Segre varieties, we refer to [30] . For more results concerning maximum scattered linear sets and associated MRD codes, see [1] , [4] , [6] , [8] and [9] . Compared to the known MRD codes in F n×n q listed above, there are slightly more ways to get MRD codes in F m×n q with m < n, see [6] , [14] , [22] , [37] and [42] . For an MRD code C in F n×n q , by [32, Corollary 5.6] , its left and right idealisers are isomorphic to finite fields of size at most q n . Moreover, according to [32, Proposition 4.2] if the left and right idealisers of an MRD code C in F n×n q are both isomorphic to F q n , then the same holds for C ⊤ and C ⊥ . Among the F q -linear MRD codes listed in (1) and (2) , only the generalized Gabidulin codes have this special property. Thus, it is natural to ask whether there exist other MRD codes in F n×n q with maximum left and right idealisers. In this paper, we classify F q -linear MRD codes C in F n×n q , n ≤ 9, with L(C) ∼ = R(C) ∼ = F q n up to the adjoint and Delsarte dual operations. In particular, our classification includes new examples of such MRD codes for n = 7, q odd (cf. Theorem 3.3 and Corollary 3.4), and for n = 8, q ≡ 1 (mod 3) (cf. Theorem 3.5 and Corollary 3.6).
More precisely, we prove the following result. with left and right idealisers isomorphic to F q n , n ≥ 2.
• If n ≤ 6 or n = 9 then C is equivalent to a generalized Gabidulin code.
• If n = 7 then C is equivalent to a generalized Gabidulin code or q is odd and, up to the adjoint operation, C is equivalent either to
• If n = 8 then C is equivalent to a generalized Gabidulin code or q ≡ 1 (mod 3) and, up to the adjoint operation, C is equivalent either to
.) The rest of this paper is organized as follows: In Section 2, we prove several results concerning the representation and the equivalence of MRD codes with maximum left and right idealisers. Moreover, we also show connections between Moore matrices and such MRD codes. Section 3 includes the constructions and the classification results of Theorem 1.1. In Section 4 we show a link between the DicksonGuralnick-Zieve curves and a family of rank-metric codes in F n×n q , which provides the MRD codes of Section 3 for n = 7 and 8. By using some recent results on these curves, we can prove that the members of this family of rank-metric codes are not MRD for n ≥ 9.
Linearized polynomials and Moore matrices
As we are working with rank-distance codes in F n×n q in this paper, it is more convenient to describe codes in the language of q-polynomials (or linearized polynomials) over F q n , considered modulo X q n − X. These polynomials are represented by the set
After fixing an ordered F q -basis {b 1 , b 2 , . . . , b n } for F q n it is possible to give a bijection Φ which associates for each matrix
The trace map from F q n to F q is defined by the q-polynomial
As we mentioned in the introduction part, the most well-known family of MRD codes is called (generalized) Gabidulin codes. They can be described by the following subset of linearized polynomials:
where s is relatively prime to n. It is obvious that there are q kn polynomials in G k,s and each of them has at most q k−1 roots (cf. [20] ) which means that this is an MRD code.
Given two rank-distance codes C 1 and C 2 which consist of linearized polynomials, they are equivalent if and only if there exist
where • stands for the composition of maps and
. For a rank-distance code C given by a set of linearized polynomials, its left and right idealisers can be written as:
Note that the left idealiser is written as f • ϕ rather than ϕ • f because of the definition of Φ and similarly for the right idealiser.
The idealisers of generalized twisted Gabidulin codes together with a complete answer to the equivalence between members in this family can be found in [31] .
The adjoint of a q-polynomial f (x) = n−1 i=0 a i x q i , with respect to the bilinear form x, y := Tr q n /q (xy), is given bŷ
If C is a rank-metric code given by q-polynomials, then the adjoint code C ⊤ of C is {f : f ∈ C}.
In terms of linearized polynomials, the Delsarte dual can be interpreted in the following way [43] :
where
It is well-known and also not difficult to show directly that two linear rankdistance codes are equivalent if and only if their Delsarte duals or their adjoint codes are equivalent. This observation yields the following result which we will use without further mentioning throughout the paper. Usually, codes equivalent to those defined in (2) are also called generalized Gabidulin codes. Note that changing the basis {b 1 , b 2 , . . . , b n } of F q n can alter the shape of the corresponding q-polynomials but provide equivalent codes. In this paper by a generalized Gabidulin code we always refer to a code defined exactly as in (2) . We decided along this notation since, as we will see, finding a nice shape of the representing q-polynomials has a crucial role in our investigation.
2.1. Rank-distance codes with maximum nuclei. First let us show that a rank-distance code in L (n,q) with maximum right and left idealisers has to be equivalent to a set of linearized polynomials in a special form.
Theorem 2.2. Let C be an F q -subspace of L (n,q) . Assume that one of the left and right idealisers of C is isomorphic to F q n . Then there exists an integer k such that |C| = q kn and C is equivalent to
If the other idealiser of C is also isomorphic to F q n , then C is equivalent to
Proof. Let N denote the idealiser of C which is isomorphic to F q n . All Singer cycles in GL(n, q) are conjugated, i.e. there exists an invertible f ∈ L (n,q) such that
It means that up to equivalence we may assume that
If the other idealiser M of C is also isomorphic to F q n , then by using another equivalence map we may also assume that M = N . First we prove (3). Let t 0 be an integer such that there exists f 0 (X) = n−1 i=0 a i X q i ∈ C with a t0 = 0. If N is the right idealiser of C, then, by (5), {af 0 (X) : a ∈ F q n } ⊆ C, which means that for any a ∈ F q n there is at least one polynomial in C where the coefficient of X q t 0 equals a. If N is the left idealiser of C, then, by (5), {f 0 (aX) : a ∈ F q n } ⊆ C. Again, it follows that for any a ∈ F q n there is at least one polynomial in C in which the coefficient of X q t 0 equals a. If |C| = q n , we have proved (3); otherwise there exist non-zero polynomials in C where the coefficient of X q t 0 is 0. Let us denote the set of all such polynomials byC. It is easy to check thatC is still an F q -subspace. Let t 1 = t 0 be an integer such that there exists a polynomial
, we have proved (3); otherwise we continue this process by choosing a suitable t 2 / ∈ {t 0 , t 1 } and so on. After finite steps, we obtain |C| = q kn and (3). Now we prove (4), so suppose that the other idealiser M is also isomorphic to F q n . As we already mentioned, we may assume
Since f is the unique element in C associated with (a 0 , . . . , a k−1 ) = (c 0 , 0, . . . , 0) we have
for every b ∈ F q n , which implies that g j (c 0 , 0, . . . , 0) = 0 for every j / ∈ {t 0 , . . . , t k−1 } and for each c 0 ∈ F q n . Similarly, we can prove that g j (0, . . . , c i , . . . , 0) = 0 for
Therefore we obtain (4).
The next result shows how to handle the equivalence problem of MRD codes given as in (4). Theorem 2.3. Let Λ 1 and Λ 2 be two k-subsets of {0, . . . , n − 1}. Define
Then C 1 and C 2 are equivalent if and only if
Proof. The if part is trivial since
Since ϕ 1 • g ρ • ϕ 2 is the zero polynomial only when g is the zero polynomial, it follows that I j = ∅ for each j. By [31, Lemma 4.5], for any j, l ∈ {0, · · · , n − 1},
If l ∈ Λ 1 , then D l ⊆ C 1 and hence I l ⊆ Λ 2 . Take any s ∈ I 0 and l ∈ Λ 1 , then s + l ∈ I 0 + l = I l ⊆ Λ 2 and hence by |Λ 1 | = |Λ 2 | = k we obtain Λ 2 = Λ 1 + s.
Links with Moore Matrices. It is clear that generalized Gabidulin codes
and codes equivalent to them have maximum idealisers. It is not difficult to verify that they are actually the only known examples with this property. Hence, it is natural to ask whether there are MRD codes, inequivalent to the generalized Gabidulin codes, which have maximum idealisers. If they exist, can we classify them?
This question also has an interesting link with Moore matrices and Moore determinants which were introduced by Moore [35] in 1896.
Let q be a prime power and take two positive integers, n and s, with gcd(n, s) = 1.
which is a σ-analogue for the Vandermonde matrix. When it is clear from the context, then σ will be omitted and we will simply write M A . When s = 1, then the determinant of M can be expressed as
where c = (c 0 , c 1 , · · · , c k−1 ) runs over all direction vectors in F k q , or equivalently we can say that c runs over PG(k − 1, q). We call det(M A ) the Moore determinant. It is not difficult to see that the following generalization also holds. (In Remark 1 we will show how this result follows also from our Theorem 2.5.) Theorem 2.4. Assume that s satisfies gcd(s, n) = 1. For any A = {α 0 , α 1 , . . . , α k−1 } ⊆ F q n , k ≤ n, the elements of A are F q -linearly dependent if and only if det(M A ) = 0. Assume gcd(s, n) = 1 and take any set of pairwise distinct integers T = {t 0 , t 1 , . . . , t k−1 } with 0 ≤ t 0 < t 1 < . . . < t k−1 < n and
As before, σ will be omitted when it is clear from the context. It is easy to see that if the elements of A are F q -linearly dependent, then det(M T ,A ) = 0. Regarding the other direction we have the following. Theorem 2.5. Assume that s satisfies gcd(s, n) = 1 and put σ = q s . The set of q-polynomials
is an MRD code (with maximum idealisers) if and only if for any
Proof. Note that det(M T ,A ) = 0 for some k-subset A ⊆ F q n if and only if the columns of M T ,A are dependent over F q n which holds if and only if there exist a 0 , a 1 , . . . , a k−1 ∈ F q n , not all of them zero, such that
holds for i ∈ {0, 1, . . . , k − 1}. Equivalently, the elements of A are roots of
If (11) is an MRD code, then (12) cannot have q k roots and hence for any k-subset A of F q -linearly independent elements we obtain det(M T ,A ) = 0.
On the other hand, if T has been choosen such that det(M T ,A ) = 0 implies the F q -dependence of the elements in A for any k-subset A ⊆ F q n , then the non-zero polynomials of (11) have less than q k roots and hence (11) is an MRD code. By Theorem 2.2, if (11) is an MRD code, then it has maximum idealisers. Remark 1. It follows from Theorem 2.5 with t i = i for i ∈ {0, 1, . . . , k − 1} that Moore's Theorem 2.4 is equivalent to the fact that generalized Gabidulin codes are MRD codes.
For a k-subset T of {0, 1, . . . , n − 1}, let V T denote the hypersurface of PG(k − 1, K), where K is the algebraic closure of F q , defined by the polynomial
The following will be used in Section 4 to prove the nonexistence result.
Theorem 2.6. Fix σ = q s where s is an integer such that gcd(s, n) = 1. Let S = {s 0 , s 1 , . . . , s k−1 } and T = {t 0 , t 1 , . . . , t k−1 } be two subsets of {0, 1, . . . , n − 1} and suppose that
is an MRD code. Then
is an MRD code if and only if there are no F q n -rational points in V S \ V T .
Proof. According to Theorem 2.5 the F q n -rational points of V T are
If C S is also an MRD code, then again from Theorem 2.5 the set of F q n -rational points of V S coincides with the point set L. On the other hand if there exists
. . , α k−1 Fq = k and with A = {α 0 , α 1 , . . . , α k−1 } we have det(M S,A ) = 0. Theorem 2.5 yields that C S is not an MRD code.
Constructions and classifications
In this section our aim is to classify F q -linear MRD codes with maximum idealisers in F n×n q with n ≤ 9. In terms of linearized polynomials, by Theorem 2.2 it is equivalent to find k-subsets T := {t 0 , t 1 , . . . , t k−1 } of {0, 1, . . . , n − 1} such that the non-zero polynomials in a 0 , a 1 , . . . , a k−1 ∈ F q n } have at most q k roots. Clearly, if k = 1, then we obtain generalized Gabidulin codes with minimum distance n.
Proof. We may assume t j < t i and put s = gcd(t j − t i , n). It is enough to observe that the elements of F q s ⊆ F q n are roots of (X
If k = 2, then by Proposition 3.1 we have to consider polynomials of the form
with gcd(t 1 −t 0 , n) = 1. These codes are clearly equivalent to generalized Gabidulin codes.
Applying Delsarte dual operation we may always assume k ≤ n/2, since C ⊥ T = C T ′ where T ′ = {0, 1, . . . , n − 1} \ T . As C T is equivalent to C T ′ (cf. Theorem 2.3) for every T ′ = T + s := {t + s (mod n) : t ∈ T }, we may also assume 0 ∈ T . Applying now the adjoint operation we may further assume that for k > 1 there exists 1 ≤ i ≤ n/2 such that i ∈ T . This is because if 0 ∈ T then C ⊤ T = C T ′ where T ′ = {0} ∪ {n − i : i ∈ T , i = 0}. It follows that for n ≤ 5 the MRD codes with both idealisers isomorphic to F q n are equivalent to generalized Gabidulin codes. Now consider n = 6 and k = 3. It is enough to consider polynomial subspaces of the form
with t 1 ∈ {1, 2} and t 1 < t 2 . From Proposition 3.1 we have gcd(t 2 , 6) ≤ 2 and gcd(t 2 − t 1 , 6) ≤ 2. If t 1 = 1 then we get t 2 ∈ {2, 5} and both cases yield codes equivalent to Gabidulin codes. If t 1 = 2 then t 2 = 4 but then Tr q 6 /q 2 (X) is in the code, a contradiction since it has q 4 roots in F q 6 . Thus we have proved the following. Proposition 3.2. If n ≤ 6 then MRD codes with both idealisers isomorphic to F q n are equivalent to generalized Gabidulin codes.
Using a similar argument together with Theorem 2.3, we can exclude most of the possibilities also for n = 7, 8, 9 and obtain that, up to ⊥ and ⊤ operations if an MRD code C T with T ⊆ {0, 1, . . . , n − 1} has maximum left and right idealisers and it is not equivalent to generalized Gabidulin codes then up to equivalence it has to have one of the following form:
(1) n ∈ {7, 8}, k = 3 and T = {0, 1, 3}, (2) n = 9, k = 4 and T = {0, s, 2s, 4s}, where s ∈ {1, 4, 7} and the elements of T are considered modulo 9.
As we will see, in the first case we have MRD codes under certain conditions on q while in the second case we never obtain MRD codes.
We recall the following result on q-polynomials which we will use frequently. Let f (X) = n−1 i=0 a i X q i with a 0 , a 1 , . . . , a n−1 ∈ F q n and let D f denote the associated Dickson matrix (or q-circulant matrix )
Then the rank of D f equals the rank of f viewed as an F q -linear transformation of F q n .
3.1.
The n = 7 case.
Theorem 3.3. The set of q-polynomials
is an F q -linear MRD code with left and right idealisers isomorphic to F q 7 if and only if q is odd. Moreover, C 7 is not equivalent to the previously known MRD codes.
Proof. The Dickson matrix associated with f (X) = X + X q + X 
This matrix can also be viewed as the incidence matrix of the points and lines of PG(2, 2). It is well-known that the p-rank of the incidence matrix of PG(2, p n ) is p+1 2 n + 1, which gives that the rank of M over fields of even order is four. Hence f (X) has q 3 roots, i.e. C 7 is not an MRD code. Now let q be odd and suppose to the contrary that C 7 is not an MRD code. Then there exist α 1 , α 2 , α 3 ∈ F q 7 such that α 1 X + α 2 X q + α 3 X q 3 has q 3 roots. Clearly these roots form an F q -subspace of F q 7 , let u 1 , u 2 , u 3 be an F q -basis for this subspace.
Let σ denote the collineation of PG(2, q 7 ) defined by the following semilinear map of F . Let Σ ∼ = PG(2, q) denote the points of PG(2, q 7 ) fixed by σ. Define P := (u 1 , u 2 , u 3 ) F q 7 and note that P / ∈ Σ, otherwise λ(u 1 , u 2 , u 3 ) = (u are F q 7 -linearly dependent and hence also the rows of M are F q 7 -linearly dependent, which shows that there exists a line ℓ of PG(2, q 7 ) which is incident with P , P σ and P σ 3 . First we show that ℓ is not a line of Σ, which is equivalent to say ℓ = ℓ σ . Suppose the contrary, then ℓ has an equation a 1 X 1 + a 2 X 2 + a 3 X 3 = 0 where X 1 , X 2 , X 3 denote the homogeneous coordinates for points of PG(2, q 7 ) and a 1 , a 2 , a 3 ∈ F q . A contradiction since dim u 1 , u 2 , u 3 Fq = 3.
Next we show that ℓ cannot be tangent to Σ. Suppose to the contrary that ℓ ∩ Σ = {Q} for some point Q. Then Q ∈ ℓ ∩ ℓ σ = {P σ }, a contradiction since {P, P σ , P σ 2 , . . . , P σ 6 } are not fixed by σ hence P σ = Q cannot be a point of Σ. Thus ℓ lies on an orbit of length 7 of σ and since {0, 1, 3} is a cyclic (7, 3, 1)-difference set of Z 7 , the cyclic group of order 7 (written additively), we have that the points {P, P σ , P . However, it is well known that a Fano plane cannot be embedded in PG(2, q) if q is odd. Thus we get a contradiction.
The last part follows from Theorem 2.3 and from the fact that the only known MRD codes with maximum left and right idealisers are equivalent to the generalized Gabidulin codes.
As observed in Section 2, the Delsarte dual operation preserves the equivalence relations between MRD codes. Hence we have the following result.
Corollary 3.4. The set of q-polynomials
is an F q -linear MRD code with left and right idealisers isomorphic to F q 7 if and only if q is odd. Moreover, C ′ 7 is not equivalent to the previously known MRD codes.
3.2.
The n = 8 case.
Theorem 3.5. The set of q-polynomials
is an F q -linear MRD code with left and right idealisers isomorphic to F q 8 if and only if q ≡ 1 (mod 3). Moreover, C 8 is not equivalent to the previously known MRD codes.
Proof. First suppose q ≡ 1 (mod 3) and choose a such that 1 + a + a 2 = 0. If q ≡ −1 (mod 3), then a ∈ F q 2 \ F q and a q = 1/a. If q ≡ 0 (mod 3), then a = 1.
Note that the Dickson matrix associated with X + X q + aX for some a ∈ F * q 8 . Also, elementary calculations show
Since P 3 , P 4 , P 6 are collinear, it follows that (16) a 2 − a + 1 = 0, and hence, since q ≡ 1 (mod 3), we get a ∈ F q . Letσ = ϕ • σ • ϕ −1 . Thenσ is a collineation of order 8 of PG(2, q 8 ) and it is induced by a semilinear map of this form
with (a ij ) a non-singular 3 × 3 matrix over F q 8 . By construction, it is easy to see that Pσ i = P i+1 , for i = 0, . . . , 7 (mod 8). Direct computations for i = 0, 1, 2, 4 show that up to a scalar of F * q 8
and from Pσ 5 = P 6 we get 1 = 2 − 2a. This clearly cannot hold if q is even, while for q odd it gives a = 1/2 which does not satisfy (16), a contradiction. The last part follows as in Theorem 3.3.
Again, since the Delsarte dual operation preserves the equivalence relations between MRD codes, we have the following result.
Corollary 3.6. The set of q-polynomials
is an F q -linear MRD code with left and right idealisers isomorphic to F q 8 if and only if q ≡ 1 (mod 3). Moreover, C ′ 8 is not equivalent to the previously known MRD codes.
3.3.
The n = 9 case. For s ∈ {1, 4, 7} consider the rank codes 
2 . The 5 × 5 submatrix M formed by the first five rows and the first five columns of D f is triangular with non-zero entries on its diagonal, hence it is non-singular. Then the rank of D f is five if and only if all the 6 × 6 submatrices of D f which contain M are singular (this is an exercise in linear algebra and we omit its proof). We have 16 such submatrices and we consider their determinants as polynomials in c. By calculation, it turns out that each of them is divisible by 
Since f has coefficients in F q 3 , it is easy to see that KD f K −1 is the Dickson matrix associated with −X +(1+c
. It follows that these two polynomials have q 4 roots as well and hence D 4 and D 7 are not MRD codes, and we have proven the following result. 
As we have seen in Section 3 the MRD codes of F n×n q , n ≤ 9, which are not equivalent to the generalized Gabidulin codes but have maximum left and right idealisers are, up to adjoint and Delsarte dual operations, equivalent either to C 7 (for q odd) or to C 8 (for q ≡ 1 (mod 3)). It is natural to ask whether the family C n contains new MRD codes for larger values of n. In this direction, we will prove the following result.
Theorem 4.1. For n ≥ 9 and any prime power q, C n is not an MRD code.
To prove Theorem 4.1, we will need the following lemma. 
where F i is zero or homogeneous of degree i and F m = 0. Let L be a linear polynomial and suppose that F m = L m and L ∤ F m+1 . Then I(P, A ∩ B) = 0, where A and B are the curves defined by A and B respectively.
Proof of Theorem 4.1. First, for n = 9, it is easy to see that X q 3 − X ∈ C 9 has exactly q 3 roots which implies that C 9 is not MRD. In the rest of the proof we will assume n ≥ 10.
We will apply Theorem 2.6 with S = {0, 1, 3} and T = {0, 1, 2}. It gives us that C n is an MRD code if and only if H \ W does not have F q n -rational points, where H and W are projective curves defined by
It is clear that H(0, X 1 , X 2 ) = W (0, X 1 , X 2 ) = 0. Hence, we only have to investigate the points (1, x, y) for x and y ∈ F q n . By calculation,
Then to prove our assertion it is enough to show that the affine curve V defined by
admits at least one F q n -rational point (x, y) which does not lie on the affine part of the curve W defined by W (1, X, Y ). By calculation,
It is not difficult to get an upper bound for the number of affine points in V ∩ W. If a point (x, y) is on W, then it satisfies one of the following conditions:
and y / ∈ F q . Hence y ∈ F q 2 \ F q and there are exactly q(q 2 − q) = q 3 − q 2 points (x, y) of type (a).
When y ∈ F q , by symmetry, we get another
This means that y / ∈ F q and y also satisfies
Thus for given ξ, there are exactly q 2 − q solutions of y and for each y, there are exactly q − 1 solutions of x for x q − x = ξ(y q − y). As ξ can be taken any value in F * q , there are in total (q − 1) 2 (q 2 − q) = q(q − 1) 3 points (x, y) of type (c). Therefore we have proved that there are B a := q(q − 1)
be the homogenized polynomial of V . By considering the zeros of
we see that the points at infinity of V are R γ = (γ, 1, 0) for γ ∈ F q 2 \ F q . Their multiplicities are q. Hence there are q 2 − q points at infinity. If we can show that V is absolutely irreducible, then by the Hasse-Weil Theorem, the number of F q n -rational points of V satisfies
where g q denotes the genus of V.
Together with the total number B a of the affine points in V ∩ W and the q 2 − q points of V at infinity, the existence of an affine F q n -point (x, y) on V \ W is ensured whenever
Very recently, Giulietti, Korchmáros and Timpanella [19] also investigated this curve and they called it the Dickson-Guralnick-Zieve curve after the work [21] by Guralnick and Zieve. They can show that this curve is absolutely irreducible [19, Proposition 4.7] and the genus g q = 1 2 q(q − 1)(q 3 − 2q − 2) + 1 [19, Theorem 4.10] . By their results, it is straightforward to check that (23) holds for n ≥ 10.
In [19] , the authors proved the absolutely irreducibility by analyzing the branches of the curve. In the rest of our proof, we present an alternative proof only using Bézout's theorem: We assume that V splits into two components A and B sharing no common irreducible component. Then we determine all possible singular points of V and show that the sum of all intersection numbers of A and B equals 0. Then by Bézout's theorem, we see that one of A and B must be a constant.
It appears quite complicated to compute the affine singular points (α, β) of V and the expansion of V (X + α, Y + β) directly. Instead, we investigate those for
By (20) , it is clear that
where S(X, Y ) = −W (1, X, Y ). Hence every singular point of V is also a singular point of the curve U defined by U . By calculation,
It follows that every affine singular point (x, y) of U belongs to F q 2 × F q 2 . When α, β ∈ F q , by (21) , (α, β) is not a point on V. We only have to consider the points (α,
.
βX −ᾱY are both polynomials.
Let U * be the curve defined by the polynomial U * (X + α, Y + β). Assume that U * splits into two components X and Y. It is clear thatβX −ᾱY does not divide
which is the term of the second lowest degree of U * (X + α, Y + β).
By Lemma 4.2, the intersection number
Next we investigate the singular points of V at infinity. By (22) the points of V at infinity are R γ for γ ∈ F q 2 \ F q . To determine the intersection number of A and B at each R γ , we consider −H(Y, X + γ, 1)/Y =(X According to our previous calculation, the right-hand side of it equals 0, whence one of d 1 and d 2 has to be 0. Therefore, V is absolutely irreducible and this completes the proof.
4.2.
Further results and open problems. We investigate further the curves of the previous part in order to show that C n is an MRD code if and only if a certain rank-metric code of dimension 2n over F q in F Hence, H contains no F q n -rational points besides those on W if and only if every F q n -rational point (1, x, y) on the curve defined by the affine equation (25) satisfies (x q − x) q−1 = (y q − y) q−1 . Assume that (25) equals −t for some t ∈ F q n . It follows that X and Y are both roots of (26) Z q Proof. Suppose that the condition holds for the codes defined by (27) . Let z denote the multiplicative inverse of s modulo n, let m and t be any positive integers with gcd(t, n) = 1. By our assumption (29) {a 0 X σ t 0 + a 1 X σ t 1 + . . . + a k−1 X σ t k−1 : a 0 , a 1 , . . . , a k−1 ∈ F q nztm } with σ = q sztm , is an F q ztm -linear MRD code. Equivalently, the elements of (29) have kernels of dimension at most k − 1 over F q ztm . Let U be the F q ztm -subspace of the roots in F q nztm of f (X) := a 0 X σ t 0 + a 1 X σ t 1 + . . . + a k−1 X σ t k−1 for some a 0 , a 1 , . . . , a k−1 ∈ F q nm . The polynomial f is in (29) , thus the dimension of U over F q ztm is at most k − 1. The F q m -subspace of the roots of f in the field F q nm is U ∩ F q nm . Since gcd(zt, n) = 1, according to [31, Lemma 3.1] , the dimension over F q m of U ∩ F q nm is at most k − 1 and hence {a 0 X τ t 0 + a 1 X τ t 1 + . . . + a k−1 X τ t k−1 : a 0 , a 1 , . . . , a k−1 ∈ F q nm } with τ = q sztm is an F q m -linear MRD code. Since sz ≡ 1 (mod n) this is the same code as the one defined in (28) .
It is easy to see that for generalized Gabidulin codes and for C 7 and C 8 , the condition in Proposition 4.4 holds. If we apply Proposition 4.4 to C 7 or C 8 , the resulting codes can be obtained also via the adjoint operation. If the answer to Question 4.6 is negative, then it is natural to ask the following, weaker question. 
