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ABSTRACT 
In this paper we study n X n Hermitian semidefinite positive matrices which are 
infinitely divisible in a sense that we define in Sec. 1. We establish (Theorem 2.2) a 
stability property for the rank of the “Hadamard power matrices” of such a matrix. 
INTRODUCTION 
Dans ce papier, nous donnons quelques nouvelles proprietes des matrices 
hermitiennes semi-definies positives indefiniment divisibles (au sens de Horn 
[31). 
Plus precisement, dans la Sec. 1 nous montrons que les notions de 
matrice indefiniment divisible et de matrice Levy-Khintchine indefiniment 
divisible sont equivalentes; ce resultat, bien connu si tous les elements de la 
matrice sont positifs [l], peut se deduire, dans le cas general, de resultats de 
[31 ou [41. 
La Sec. 2 etablit que les “matrices puissances de Hadamard” A, (0 > 0) 
associees de fayon naturelle a une matrice indefiniment divisible A, ont 
mime rang qu’elle. C’est ce que nous avons appele le “Theo&me du rang”. 
La Sec. 3 enfin traite le cas particulier des matrices indefiniment divisi- 
bles qui sont indefiniment divisibles dans R, c’est-i-dire dont les matrices 
puissances de Hadamard associees peuvent etre prises a elements reels. 
1. DEFINITIONS ET NOTATIONS 
Dans toute la suite nous designerons par T l’ensemble fini { 1, 2,. . . , n}, 
par A=(a(i,j)) une matrice n X n i elements complexes, par d&A le 
determinant d’une telle matrice, par M(A) = ( p (i, i)) la matrice d’incidence 
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de A i.e. (cf. [3]) la matrice definie par p(i,j)=O si a(i,j)=O et /.L (i,j)=l si 
a(i,i)#O; et si B=(b (i,j)) es une autre matrice n x n, nous noterons A*B t 
le produit de Hadamurd de A et B, i.e. la matrice (a (i,i) b (i, j)). 
La terminologie employee est usuelle: une matrice n x n hermitienne 
A = (u (i,i)) est rhductible s’il existe une partition {T,, T2} de T telle que 
pour tout i, dans T,, pour tout i, dans T,, a (il,iJ =O, et irkductible dans le 
cas contraire; elle est semi-dhfinie positive si, pour tout entier p > 1, pour 
tout (a,, * . .) ap) de CP, pour tout (t,, . . . , tJ de Tp, 
5 apiu(ti,ti) >o, 
i,i=l 
et dkfinie positive si l’inegalite precedente est stricte pour tout (a r, . . . , a,,) de 
CP non nul; enfin, l’espace auto-reproduisant associi: i la matrice 
hermitienne semi-definie positive A est l’espace de Hilbert (complexe) H de 
fonctions definies sur T et i valeurs complexes, tel que: 
(1) les vecteurs lignes {a (i, .); i E T} de A engendrent H; 
(2) pour tout h de H, pour tout i de T, 
h(i)=(ku(i, .)),, 
06 ( , )H designe le produit scalaire de H. 
REMARQUE 1.1. Si A=(a (i,j)) t es une matrice n X n hermitienne semi- 
definie positive d’espace auto-reproduisant associe H, on a la propriete 
suivante dite d’ “auto-reproduction”: 
(a(& .),a( i, *)&=a(iTi), pour tout (i,i) de TX T; 
et par suite, en ecrivant l’inegalite de Schwarz dans H: 
lu(i,f)l” G u(i,i)u( i,j), pour tout (i,j) de TX T, (*) 
avec l’egalite dans la relation (*) si et seulement si les vecteurs lignes a(& .) 
et a( j, *) de A sont lineairement dependants. 
Rappelons les deux definitions suivantes: 
DEFINITION 1.1. Une matrice n X n hermitienne semi-definie positive A 
est dite L&y-Khintchine indkfiniment divisible si, pour tout entier m > 1, il 
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existe une matrice n X n hermitienne semi-definie positive A (mj = (a(,) (i, j)) 
telle que, pour tout (i,j) de TX T, (a(,,,) (i,j))m=a(i,j). 
D~~FINITION 1.2 [3]. Une matrice n x n hermitienne semi-definie positive 
A sera dite indkfiniment divisible s’il existe une matrice n x n hermitienne 
U = (u (i, i)) verifiant les deux conditions suivantes: 
(1) pour tout (i,j) de TX T tel que u(i,j)#O, U(i,j)=e”(‘3i); 
(2) pour tout reel 0 > 0, la matrice n x n A, = (a, (i, j)) definie par: 
i 
eSu(i.j) 
u&j)= o 
si a(i,j)#O, 
si u(i,j)=O, 
est hermitienne semi-definie positive 
(done A,=A si Q=l). 
Exemples de M&rices lndkfiniment Dioisibles 
1. Si n < 2, il est facile de voir que toute matrice n X n hermitienne 
semi-definie positive est indefiniment divisible. 
2. Pour tout choix de (h,, . . . , A,) dans C”, l’application 
(i,j)+U(i,j)=&Xj (1) 
definit une matrice indefiniment divisible A = (a (i, i)). Et toute matrice n X n 
hermitienne semi-definie positive dont tous les elements sont de module 1 
est, compte tenu de la remarque 1.1, de la forme (1) (et par consequent est 
indefiniment divisible). * 
3. Si 0 < (Y < 271, la matrice 
! 
1 re ia 
A= r I r 
reeia r 1 
est indefiniment divisible si et seulement si 0 < T < e 
-(va /3)min (~,%-a) 
4. Le produit de Hadamard de deux matrices indefiniment divisibles est 
indefiniment divisible; cela resulte immediatement de la definition et du fait 
que la matrice produit de Hadamard de dew matrices hermitiennes semi- 
definies positives est hermitienne semi-definie positive (cf. [4] ou [5]). 
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REMARQUE 1.2. Si A est une matrice n X n indefiniment divisible, si U 
est une matrice hermitienne satisfaisant i la definition 1.2, U n’est pas 
necessairement l’unique matrice n X n hermitienne verifiant les conditions 
(1) et (2), m6me si tous les elements de A sont non nuls. En effet, l’exemple 2 
ci-dessus montre que U+ iU’ verifie encore les conditions (1) et (2) si U’ est 
de la forme (2 (k, - $)T), 06 k,, . . . , k, sont des entiers. L’exemple 3 montre 
que si A est la matrice indefiniment divisible 
( avec OGrTl) 
alors U et U + iU’ verifient les conditions (1) et (2) si on prend 
et si de plus r < e ~ (6 13177. (D ans ce dernier exemple U’ n’est pas de la 
forme (2( ki - k,)v)). 
Nous etudierons dans la suite la famille des “matrices puissances de 
Hadamard” A, (0 > 0) de A correspondant i un choix de matrice U, les 
resultats obtenus ne dependant pas du choix de U. 
Nous montrons qu’il y a equivalence des definitions 1.1 et 1.2: 
TH~OR~ME 1.1. Si A est une matrice n X n hermitienne semi-dhfinie 
positive, les propri&!s suivantes sont 65quivalentes: 
(1) A est L&y-Khintchine in&finiment divisible; 
(2) A est indkfiniment divisible. 
Preuve. (2)*(l) t rivialement. Nous allons done montrer que (l)=+(2). 
Supposons d’abord A, et done M(A), irreductible. I1 existe une suite 
croissante (nk)k E N d’entiers telle que (A(,)) converge (au sens “element par 
element”); soit B la limite. On a M(A) = B*B. Les A(,) &ant par hypothese 
des matrices semi-definies positives, il en est de m&me de M(A). D’apres le 
theoreme 1.13 de [3] nous en deduisons que M(A) a tous ses elements Bgaux 
i 1, c’est-a-dire que tous les elements de A sont non nuls. Le theoreme 
resulte alors immediatement d’un resultat de Parthasarathy et Schmidt [4, p. 
581. Si A est reductible, il est immediat que l’on peut trouver un entier p 
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unique (1 < p < n) et une matrice de permutation P tels que PAP-’ = diag 
(A r, . . . ,A,), tableau diagonal de matrices semi-definies positives Levy- 
Khintchine indefiniment divisibles et irrkductibles. D’apres ce qui precede 
chaque Ai est done indefiniment divisible et par suite A l’est aussi. n 
Le lecteur pourra trouver de nombreuses proprietes des matrices inde- 
finiment divisibles irreductibles dans [3] et [4]. 
2. THEOREME DU RANG 
Enonqons d’abord le lemme suivant, qui exprime des rCsultats contenus 
par exemple dans [5]: 
LEMME 2.1. Soit A une matrice n X n hermitienne definie positive et 
soit B une matrice n x n hermitienne semi-definie positive dont tous les 
elements diagonaux sont non nub. Alors A* B est une matrice n X n 
hermitienne definie positive. 
Etablissons ensuite le theoreme suivant: 
TH~OR~ME 2.1. Soit A une matrice n X n hermitienne sem-definie 
positive. Si n > 2 et si A est indefiniment divisible, alors les conditions 
suivantes sont eyuicalentes: 
(1) A est definie positive; 
(2) les mineurs principaux d’ordre 2 cle A sont strictement positifs; 
(2’) les vecteurs lignes de A sont deux ri deux lineairement indepen- 
dants. 
Preuve. (2) et (2’) sont equivalentes d’apres la remarque 1.1. 
(1) implique (2) car si A est reguliere, tous ses mineurs principaux sont 
strictement positifs (cf. [2]), u fortiori ceux d’ordre 2. 
(2) implique (1). En effet, supposons que, pour tout (i, j) de T X T tel 
que i#j on ait lu(i,#<a(i,i) a( j,j). T ous les elements diagonaux de A sont 
alors non nuls. S’il existait un /I,, > 0 tel que d&A,, = 0, comme A,” = 
AB*AB,_O pour tout 8 de]O, 0,[, on aurait d&A, = 0 pour tout 0 de IO, Q,[ en 
vertu du lemme 2.1; et par analycite de d&A,, on aurait d&A, =0 pour tout 
B > 0. Or on a suppose que la(i, j)/” < u(i, i) a( j, j) pour tout i # j et done, 
pour 6 assez grand, d&A, > 0. Contradiction. Par suite d&A, > 0 pour tout 
0 > 0 et en particulier pour 0 = 1. n 
Enonqons maintenant le resultat fondamental de cette section: 
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TH~OR~ME 2.2 (Theo&me du Rang). Si A est une matrice nX n 
hermitienne semi-difinie positive indhfiniment divisible, alors pour tout 
6 > 0, A, a m2me rang que A. 
Pour dimontrer ce resultat, nous utiliserons le lemme suivant (cf. par 
exemple [2]): 
LEMME 2.2. Soit A une m&rice n X n hermitienne semi-d&finie positive. 
Alors 
(i) si dCtA > 0, tous les mineurs principaux de A sont strictement 
positifs; 
(ii) si rangA = q < n, il existe un mineur principal d’ordre q strictement 
positif, et tous les mineurs principaux d’ordre r sont nuls, pour tout r> q. 
Preuve du thkorgme 2.2. Posons rangA = q. Si q = n le resultat de’ 
coule immediatement du theoreme 2.1. Si q < n, en utilisant le lemme 2.2 et 
en procedant comme dans la preuve du theoreme 2.1, on voit facilement que 
rangd, = q pour tout f? > 0. n 
3. MATRICES INDEFINIMENT DIVISIBLES DANS R 
Toutes les matrices qui interviennent dans cette section sont supposees a 
elements reels; toutefois, lorsque nous voudrons leur appliquer les resultats 
obtenus dans les sections precedentes, nous les considererons comme des 
matrices a elements dans C. 
DEFINITION 3.1. Une matrice n X n symetrique semi-definie positive 
A = (a (i, i)) sera dite indkfiniment divisible dans R si les dew conditions 
suivantes sont satisfaites: 
(1) A consider&e comme matrice a elements dans C est indefiniment 
divisible au sens de la definition 1.2; 
(2) la matrice U= (u (i, j)) de la definition 1.2 peut &re choisie a 
elements reels. 
REMARQUE 3.1. Si A est une matrice n X n indefiniment divisible, elle 
est indefiniment divisible dans R si et seulement si tous ses elements sont 
reels > 0. 
Nous retrouvons ainsi un rbsultat bien connu: 
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TH~OR~ME 3.1 [I]. Si n > 2, si A = (a (i, j)) est une matrice n X n 
in&finiment dicisible dans R et ir&ductihle, il existe une matrice &elle 
symhique unique U, = (u, (i,i)) telle que A = (e”l(z,i)) et telle yue, pour tout 
Gel 13 > 0, la mat&e (e s”l(i,i)) soit semi-dkfinie positice. 
Preuue. De faGon evidente ur (i, j) = log a (i, j), pour tout (i, j) de T X T. n 
Les resultats obtenus dans les sections precedentes &ant a fortiori vrais 
pour une matrice indefiniment divisible dans R, I’etude du rang d’une telle 
matrice (qui est done aussi le rang de ses puissances de Hadamard) se 
ram&e a l’etude du rang des matrices indefiniment divisibles dans R qui 
sont irreductibles. Et nous pouvons enoncer le theoreme suivant: 
TH~OR~ME 3.2. Soit n>2, soit A=(a (i,j)) une matrice n X n indbfini- 
ment divisible a&s R ir&ductible. Soit B = (b (i, j)) la matrice difinie par: 
b(i,j)=a(i,i)/dam, p our tout (i,j) de T x T. Soit y le rang de A 
(1 Q q < n). Alors il existe une matrice de permutation P et y entiers i,, . . . , i, 
de T tels que P B P - ’ se dhwnpose en y2 blocs B,, (1 < k, 1 G y), avec Bkl 
mutrice dont tous les Gments sont Bgaux 13 b (ik, il) (done pour tout 
k=l , . . . , y, Bkk a tous ses 616ments 6gaux ci 1); 
PBP-‘= --+_-c__+__. 
Preuve. Considerons la relation 9% definie sur T par “i$Lj si et seule- 
ment si b(i, j) = 1” (c’est-i-dire si et seulement si les vecteurs lignes a(i, *) et 
a( 1, .) sont proportionnels), et soient T,, . . . , Tp les classes d’equivalence 
associees. Pour tout k = 1 , . . , , q, soit ik un element quelconque de la classe Tk. 
11 nous suffit de montrer que pour tout (k, k’) (1~ k, k’ < q), b (i, i’) = b (i,, iF) 
si i est dans Tk et i’ dans TV. Comme on a b(i,i,)=l=b(i,i)b(i,,i,), les 
vecteurs b(i, .) et b (ik, .) sont proportionnels et le coefficient de pro- 
portionnalite vaut necessairement 1. Done b (i, i’) = b (ik, i’) et de me^me 
b (i’, ik) = b ( ik,, iJ. D’oti le resultat. n 
R~MARQUE 3.2. On en deduit facilement que, avec les notations du 
theoreme 3.2, tous les espaces auto-reproduisants reels H, (0 >0) associks 
aw matrices puissances de Hadamard %, = (e 810gb(i,i)) de B, comcident (et 
sont de dimension q). 
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