In previous work, Dietz and Sethuraman (2005) , large deviations with respect to additive functionals were established for a class of finite-state time-nonhomogeneous Markov chains whose connecting transition matrices {P n } converge to a general limit matrix P which includes some stochastic optimization algorithms. In this note, large deviations at the next level, that is with respect to K-word empirical measures for K ≥ 1, are established. The rate functions found connect the "K-word landscape" to features of the base convergence P n → P in terms of an optimization over certain "routing" and "resting" costs which gives insight into how deviations are achieved.
Introduction and Results
Recently, some large deviations principles and bounds were proved with respect to additive functionals for a class of finite state time-nonhomogeneous Markov chains [2] . The purpose of this note is to extend these results to K-word empirical distributions (Theorem 1.2) with a view toward applications, and also to explore more conceptually the notion of "entropy" in these models (cf. Ch. 3, 6 [1] ). The rate functions found connect certain "K-word landscapes" to the 1-word or "scalar" setting, and describe an optimization over certain "routing" and "resting costs" which, as in the "scalar" case in [2] , illuminates how deviations typically arise, and helps "categorize" different large deviation behaviors depending on the "strength" of nonhomogenity in the system.
We recall now the setting in [2] . Let Σ = {1, 2, . . . , r} be a finite space of r ≥ 1 states, and let π and P n = {p n (i, j)} for n ≥ 1 be a distribution and a sequence of stochastic matrices on Σ. Define P π = P {Pn} π as the (nonhomogeneous) Markov measure on the sequence space Σ ∞ with Borel sets B(Σ ∞ ) corresponding to initial distribution π and transition kernels {P n }. That is, with respect to the coordinate process, X 0 , X 1 , . . ., the Markov property holds, P π (X n+1 = j|X 0 , X 1 , . . . , X n−1 , X n = i) = p n+1 (i, j) for all i, j ∈ Σ and n ≥ 0. In this context, P n+1 controls "transitions" between times n and n + 1.
Let now P = {p(i, j)} be a general stochastic matrix on Σ, and consider the collection A(P ) = {P {Pn} π : P n → P } where the convergence P n → P is elementwise, that is lim n→∞ p n (i, j) = p(i, j) for all i, j ∈ Σ. The collection A can be thought of as perturbations of the time-homogeneous Markov chain run with P , and is a natural class in which to study how "nonhomogeneity" enters the large deviation picture. A basic question is whether and in what sense the large deviations differ from that under the P -time-homogeneous chain. The class A includes many stochastic optimizations which involve reducible limits P such as simulated annealing and Metropolis procedures. For instance, in the Metropolis algorithm, P n (i, j) = g(i, j) exp{−β n (H(j) − H(i)) + } for j = i 1 − l =i P n (i, l) for j = i where g is an irreducible transition function, and β n represents an "inverse temperature" parameter which diverges, β n → ∞. Here, the limit kernel P = lim n P n corresponds to steepest descent or "greedy" dynamics in that jumps from i to j when H(j) > H(i) are not allowed. We refer to [2] for more discussion and associated references. Let now K ≥ 1 be an integer. The K-word empirical process lives on the space of K-tuples or K-words Σ K and are the induced distributions of {L (K) n : n ≥ 1} on Σ K with respect to P π where
where δ a (·) is the indicator of a. Let us enumerate Σ K = {ω 1 , . . . , ω r K }, and let Ω (K) be the collection of probability vectors on Σ K . There is a 1 − 1 correspondence of L (K) n with an element in Ω (K) , namely the "vector form" of L
In turn, Z (K) n can be identified with the following additive sum. That is, let
Then,
We now discuss the underlying K-word process X (K) n = X n , . . . , X n+K−1 for n ≥ 0 on Σ K . It is simple to verify that this process is a nonhomogeneous Markov chain associated with transition kernels P
The matrices {P (K) n } converge to the limit P (K) = {p (K) ( x, y)} where
Therefore, the process measure P (K)
with respect to π (K) and connecting
π (1) = P π and so in this case we will suppress the superscript " (1) ." We discuss now some results in [2] . Let d ≥ 1 be an integer and h : Σ → R d be a function. Let also Z n (h) = n i=1 h(X i ) for n ≥ 1. Under an "initial ergodicity" Condition (SIE-1), and a combination of regularity Assumptions A,B and C on the initial measure π and approach P n → P , a large deviation principle for {Z n (h)} under P π was proved with respect to a certain rate function J in Theorem 3.3 [2] . Also, depending on the decay of certain "P n -connection" probabilities which "bridge" Preducible and other sets, three regimes of large deviation behavior were identified in Corollary 3.1 [2] . Roughly, given that the limit P is reducible, if the decay is too fast, too slow, or in an intermediate range, the large deviations are the same as under the time-homogeneous chain run with P , trivial, or non-trivial and involve the decay rates in terms of "routing costs." We also remark some systems-"geometric" cooling algorithms and glassy physics dynamics-in which the "intermediate" speed results apply are mentioned in [2] .
Certainly, by setting d = r K and h = f (K) , and interpreting Conditions and Assumptions (SIE-1) and A,B and C in terms of {P (K) n } and π (K) in place of {P n } and π, we do obtain a large deviation principle for {Z
π (K) and in turn the empirical measures {L (K) n } under P π as a simple application of [2] . However, for such a result to be useful, the relations between Condition (SIE-1), Assumptions A,B and C, and rate function J with respect to h = f (K) , {P (K) n } and π (K) , and the base measure π and base convergence P n → P should be understood. In particular, how does the K-word process "landscape" relate to the 1-word or "scalar" process? In fact, the key contribution of this article is to make concrete these connections (Proposition 1.1), and to write the rate function in terms of "routing" and "resting" costs with respect to the "scalar" convergence P n → P (cf. near Theorem 1.2).
We now state explicitly these conditions, assumptions, rate function J and Theorem 3.3 [2] . First, we recall some terms and definitions (cf. sections 2,3 [2] ).
Canonical Form for P . By reordering Σ if necessary, the stochastic matrix P may be put in form
where 1 ≤ M 0 ≤ r, and S (1) 
The canonical decomposition of P then is the following:
Let C i ⊂ Σ be the subset which corresponds to P (i) so that
Define also the sets
and let N = |D|, M = |G|. It will also be convenient to enumerate
Resting Costs. For i ∈ G and λ ∈ R d , let ρ(C i , λ, h) be the Perron-Frobenius eigenvalue of the tilted matrix Π C i ,λ,h = {p(x, y)e λh(y) : x, y ∈ C i }, and define
From Proposition 2.1 [2] , the function I i is the rate function for {Z n (h)} with respect to the time-homogeneous process run under P restricted to C i , and represents a certain "resting" cost of being in C i .
. . , N + M }, and define the "routing" cost matrix U 0 by
Rate Function J. Let S M and Ω M be the set of permutations, and collection of probability vectors on {1, 2, . . . , M }.
It is shown in Proposition 4.1 [2] that J is a good rate function. The form of J suggests when M ≥ 2 that Z n (h) deviates to z when X n typically visits sets {C i : i ∈ G} in a certain order σ according to certain time-lengths v so that the average z is achieved and "resting" and "routing" costs are minimized.
"Initial Ergodicity" Condition. The following condition prevents "blocking." Condition (SIE-1). Suppose π(C i ) > 0 for i ∈ G, and when p(s, t) > 0 for s, t ∈ C i and i ∈ G then also p n (s, t) > 0 for n ≥ 1.
"Regularity" Assumptions on Convergence P n → P . Assumption A specifies that maximal "connection" probabilities in the "(1/n) log" sense have limits. Assumption B states that lim n→∞ 1 n log t(n, (i, j)) can be achieved in a systematic manner. Assumption C covers the case when P governs periodic motion but the P n approach is slow enough to give a sense of "primitivity." We note Assumptions A and B include the case all limits exist lim(1/n) log p n (x, y) for x ∈ C i , y ∈ C j and distinct 1 ≤ i, j ≤ N + M ; also Assumption C includes the case that all P (i) for i ∈ G are positive submatrices (cf. Proposition 3.1 [2] ). See [2] for more discussion and some counter-examples.
Assumption A. Suppose lim n→∞
Suppose that P * (i) is primitive for i ∈ G, that is for some power k ≥ 1, (P * (i)) k is composed of all positive entries.
We now state Theorem 3.3 in [2] . Theorem 1.1 Suppose {P n } and π satisfy Condition (SIE-1) and Assumption A, and also either Assumptions B or C. Then, with respect to good rate function J, and Borel
We remark, following Corollary 3.1 [2] , in the case M ≥ 2, when "routing cost" U 0 ≡ −∞ or U 0 ≡ 0, that is when the P n -connection probabilities decay "too fast" or "too slow," the rate function J reduces to that under the time-homogeneous chain run with P or a trivial one. When −∞ < U 0 < 0, J nontrivially includes the values U 0 .
To extend Theorem 1.1 to the K-word process, we now "lift" to the K-word level several of the "scalar" or K = 1 definitions and quantities.
K-word Canonical Form. We put P (K) in canonical form 
is the total number of "degenerate" and "nondegenerate" blocks in the decomposition. Analogous to the "scalar" case K = 1, let D (K) , N (K) , and M (K) denote degenerate transient, nondegenerate transient, and stochastic subblocks respectively, and
0 . We say elements of C 
When K ≥ 2, although the structure of P (K) seems involved, it turns out that the K-word non-degenerate sets {C
A simplifying case is when P (i) is positive in which caseC
In section 3, we prove the following "P (K) -landscape" proposition. Proposition 1.1 (I) A K-word x = x 1 , . . . , x K is degenerate transient exactly when x s does not lead to x t for some 1 ≤ s, t ≤ K with respect to the time-homogeneous process with transition matrix P .
(II) The sets G (K) and G are in 1 : 1 correspondence and |G (K) | = M , and in particular, when K ≥ 2, for each i ∈ G (K) there is a unique j ∈ G where
We now enumerate G (K) = {ζ ⊂ (C j ) K for some j ∈ G, noting Proposition 1.1 (II). We also observe that φ restricted to G (K) is a bijection onto G, and when K = 1 is simply the identity function.
K-Word Resting Costs. We apply the definition (2) with h = f (K) and denote by
As in the "scalar" case, I
(K) i is the rate function for {Z (K)
n } with respect to the P (K) -time-homogeneous process restricted to C
φ(i) is (1) P (K) -transient to which returns are impossible (Lemma 3.1), and (2) leads, as C φ(i) is P -irreducible, toC
i (x) can be cast as a relative entropy of x with respect to
consists of P (K) -transient states and P (K) (i) is irreducible but strictly substochastic, and so ρ(C
takes strictly positive values.
Following the definition of the "scalar" cost
and also importantly the "scalar" cost associated in a sense to "last letter evolution,"
K-Word Rate Functions. We now define a rate function J (K) U with respect to a non-positive cost matrix U = {U (i, j)}. For probability vector v ∈ Ω M , permutation σ ∈ S M , x ∈ (Ω (K) ) M and cost U , let
Let now
. As in the "scalar" case, J (K) (z) is a good rate function and when M ≥ 2 represents a certain optimization over "routing costs"Ũ (K) 0 and "resting costs" or relative entropies {I (K) i : i ∈ G (K) } given to K-word paths, whose empirical distribution is z, which visit sets {C (K) i : G (K) } in order σ according to timelengths v. When M = 1, the K-word evolution spends most of its time in the single P (K) -stochastic set, and J (K) , not involving "routing costs," reduces to I ζ
Our main result is the following. Theorem 1.2 Suppose the base sequence {P n } and initial distribution π satisfy Condition (SIE-1) and Assumption A, and also either Assumption B or C. Then, for Borel sets Γ ⊂ Ω (K) , we have
We remark, by the form of J (K) , which involves "scalar routing cost" U 0 (φ(i), φ(j)), one can deduce three types of large deviation behaviors in the same way as discussed earlier after Theorem 1.1 for the "scalar" process. Namely, in the case M ≥ 2, when U 0 ≡ −∞, U 0 ≡ 0 or −∞ < U 0 < 0, one obtains the same behavior as under the time-homogeneous chain run with P (K) , a trivial behavior, or non-trivial deviations involving the values of U 0 . We note also Condition (SIE-1) may be relaxed to a more general Condition (SIE) (cf. section 3 [2] ) with some modifications.
In addition, we remark that it is an exercise to obtain process level large deviations for
,··· from the K-word deviations through a "projective limit approach" along the same lines as discussed in section 6.5.2 [1] for timehomogenous Markov chains.
We now comment on the structure of the article. In the next section, we outline the proof of Theorem 1.2. In section 3, the P (K) landscape Proposition 1.1 is proved. In sections 4 and 5, we give proof for certain steps in the outline.
2 Proof-Outline of Theorem 1.2
Step 1. The following addresses when Condition (SIE-1) holds for the K-word process and is proved in section 4. Proposition 2.1 Suppose {P n } and π satisfy (SIE-1). Then, {P (K) n } and π (K) also satisfy (SIE-1).
Step 2. We now extend the definition of "scalar routing" cost T 1 to the K-word process (cf. near (2.10) [2] ). Following the definition of γ 1 (n, (i, j)) (cf. (2.10) [2] ),
and call
where
for l ≤ m and w, w 0 , . . . , w m−l ∈ Σ K . Let also 1 (n, (i, j) ). The following is Theorems 3.1 and 3.2 (i) [2] with respect to h = f (K) and
n } and π (K) satisfy Condition (SIE-1), we have with respect to Borel sets
Step 3. It will now be helpful, for technical reasons, to define a new "scalar routing" cost T 2 . Indeed, the only difference with T 1 = T (1) 1 , in the case K = 1, is that the vectors x i = x i 1 , . . . , x i q i of elements in C l i for 1 ≤ i ≤ k which form V k must now consist of distinct elements. Denote by γ 2 (n, y, z), γ 2 (n, (i, j)) and T 2 (i, j) = lim(1/n) log γ 2 (n, (i, j)) the corresponding quantities made with this change.
As T 1 is a maximization over more choices, T 1 ≥ T 2 . The following bounds of K-level costs in terms of "scalar" costs is proved in section 5.
Step 4. The cost T 2 is only a small perturbation of T 1 . In fact, the exact same proof of Proposition 4.10 [2] with respect to T 1 , gives the same bounds with respect to T 2 , namely under Assumptions B or C we have T 2 ≥ T 0 where T 0 is another "lower" cost defined as U 0 (cf. (3)) except with lim(1/n) log t(n, (i, j)) in place of lim(1/n) log t(n, (i, j)). When in addition Assumption A holds, by definition T 0 = U 0 , and the next result follows.
Proposition 2.4 When {P n } satisfies Assumption A, and either Assumptions B or C, and M ≥ 2, we have for distinct s, t ∈ G, that T 2 (s, t) ≥ U 0 (s, t).
Hence, under Assumption A and either Assumptions B or C, when M ≥ 2, by Propositions 2.3 and 2.4, substituting into the definition of J
Then, Theorem 1.2 follows in the case M ≥ 2, and also trvially when M = 1, from Propositions 2.1 and 2.2.
P (K)
Landscape: Proof of Proposition 1.1
Proof of Proposition 1.1 (I). Suppose K ≥ 2 as the claim is just the definition when K = 1. Now, by definition, x is not degenerate transient exactly when x leads to itself with respect to the time-homogeneous process run with P (K) , or in other words exactly when there is a sequence x = y 0 , y 1 , . . . , y l , y l+1 = x such that
all the way to y l = y l 1 , x 1 , . . . , x K−1 and p(x K−2 , x K−1 ) > 0, and also p(x K−1 , x K ) > 0. Hence, when x is not degenerate transient, x s leads to x t for all 1 ≤ s, t ≤ K with respect to the P -time-homogeneous evolution. Conversely, if x s does not lead to x t for some 1 ≤ s, t ≤ K under P , we cannot construct a path with positive probability from x to itself under P (K) .
Before proving part (II), we need the following statement.
is an irreducible set with respect to P (K) , and, if non-empty,
consists of degenerate transient vectors.
l , x u l+1 ) > 0 for u = 1, 2. Also, as P (i) is irreducible, x 1 K leads to x 2 1 under the time-homogeneous process run with P . Hence, x 1 leads to x 2 under the time-homogeneous process run with P (K) , and soC
, we have x cannot lead to itself through any path y 1 , . . . , y l as
p(x i , x i+1 ) = 0, and so is degenerate transient.
Proof of Proposition 1.1 (II). Suppose K ≥ 2 as the 1 : 1 correspondence is trivial for K = 1. Let i ∈ G (K) , and first observe C
does not contain any degenerate transient words. And, any x ∈ Σ K for which x s ∈ C u and x t ∈ C v for 1 ≤ u < v ≤ N + M and some 1 ≤ s, t ≤ K is such that x s does not lead to x t under the P -time-homogeneous evolution by inspecting the canonical decomposition of P . Hence, by Proposition 1.1 (I), x is P (K) -degenerate transient, and so cannot belong to C (K) i . Next, sets (C j ) K for j ∈ D are singletons concentrated on words of form x, x . . . , x , where x does not lead to itself under P , and so are
4 Condition (SIE-1): Proof of Proposition 2.1 Suppose K ≥ 2 as the claim follows by assumption when K = 1. We now show that
For the second part of Condition (SIE-1), let i ∈ G (K) , and x, y ∈ C
Routing Costs: Proof of Proposition 2.3
Proof of Proposition 2.
1. As i, j ∈ G (K) are distinct, we have φ(i) = φ(j), and so there exists a largest integer 0 < s ≤ k + 1 such that φ(l s ) = φ(l 0 ) but φ(l s−1 ) = φ(l 0 ). Let s(0) = s, and denote l 0 = φ(l 0 ) and l 1 = φ(l s(0) ). If φ(l s(0) ) = φ(j), we stop the process.
2. For i ≥ 1, let s(i) be the largest integer s(i − 1) < s ≤ l k+1 such that φ(l s ) = φ(l s(i−1) ) but φ(l s−1 ) = φ(l s(i−1) ). Let l i+1 = φ(l s(i) ). If φ(l s(i) ) = φ(j), we stop, and otherwise we repeat step 2.
This algorithm stops at index l k +1 = φ(l k+1 ) = φ(j) with k ≤ k, and selects distinct indices φ(i) = l 0 , . . . , l k +1 = φ(j) in the range of φ so that also 0 ≤ k ≤ N + M − 2. Now, for 0 ≤ i ≤ k , let t (K) (n, (l s(i)−1 , l s(i) )) be evaluated on some vectors x ∈ C (K) l s(i)−1
and y ∈ C (K) l s(i)
, and so x K ∈ C l i and y K ∈ C l i+1 , where
n ( x, y) ≤ p n+K−1 (x K , y K ) ≤ t(n + K − 1, (l i , l i+1 )).
Thus, lim(1/n) log t (K) (n, (l s(i)−1 , l s(i) )) ≤ lim(1/n) log t(n, (l i , l i+1 )) and hence after noting definition (3).
Proof of Proposition 2.3 (II).
When K = 1, the bound follows as T 1 ≥ T 2 (cf. step 3, section 2) and φ is the identity. Also, as M ≥ 2 by assumption, it will be useful to note necessarily the number of states r ≥ 2. Suppose now K ≥ 2, and let p min = min{p(s, t) : p(s, t) > 0, s, t ∈ C l , l ∈ G} be the minimum positive transition probability within nondegenerate P -sets. Let y ∈ C (K) i =C (K) φ(i) and z ∈ C (K) j =C (K) φ(j) . As C φ(i) , C φ(j) are irreducible, we can find y ∈ C φ(i) and z ∈ C φ(j) where p(y K , y) > 0 and p(z, z 1 ) > 0. It will be enough to show for all large n that γ (K),1 (n, y, z) ≥ (p min /2) K+1 γ 2 (n + K, y, z)
as then γ (K),1 (n, y, z) ≥ (p min /2) K+1 γ 2 (n+K, (φ(i), φ(j))), and the result would follow by taking an appropriate infimum and limit. Applying the definition in section 2, let 0 ≤ k ≤ N + M − 2, L k = φ(i) = l 0 , l 1 , . . . , l k , l k+1 = φ(j) be distinct indices in {1, . . . , N + M }, Q k = q 0 , . . . , q k+1 satisfy (5) with K = 1, and V k = x 0 , x 1 , . . . , x k+1 with vectors x i of distinct elements x i 1 , . . . , x i q i ∈ C l i such that γ 2 (n + K, y, z) = P (n+K−1,y) ( X n+K+r(k+1) n+K
where X m l = X l,m = X l , . . . , X m for l ≤ m makes the notation compact. We now form a path from y to z, with respect to the K-word chain, denoted by V : , z, z 1 , . . . , z K−2 , x (K),k = z, z 1 , . . . , z K−1
