Classical discrete-time adaptive controllers provide asymptotic stabilization. While the original adaptive controllers did not handle noise or unmodelled dynamics well, redesigned versions were proven to have some tolerance; however, exponential stabilization and a bounded gain on the noise was rarely proven. Here we consider a classical pole placement adaptive controller using the original projection algorithm rather than the commonly modifed version; we impose the assumption that the plant parameters lie in a convex, compact set and that the parameter estimates are projected onto that set at every step. We demonstrate that the closed-loop system exhibits very desireable closed-loop behaviour: there are linear-like convolution bounds on the closed loop behaviour, which confers exponential stability and a bounded noise gain. We emphasize that there is no persistent excitation requirement of any sort.
I. INTRODUCTION
The idea of adaptive control is for the controller to adapt to the plant being controlled. The first general proofs that adaptive controllers could work came around 1980, e.g. see [2] , [12] , [3] , [14] , and [15] . However, such controllers were typically not robust to unmodelled dynamics, did not tolerate time-variations, had poor transient behaviour, and did not handle noise well, e.g. see [16] .
During the 1980's a great deal of effort was made to address these shortcomings. The most common approach was to make small changes to the adaptive control laws in use at that time so that the resulting controllers tolerated a small amount of unmodelled dynamics and/or noise and often slow time-variations, e.g. see [9] , [8] , [17] , [7] , [6] ; common modifications include the use of signal normalization and dead zones. Indeed, simply using projection (onto a convex set of admissible parameters) has proved quite powerful, and the resulting controllers typically provide a boundednoise bounded-state property, as well as tolerance of some degree of unmodelled dynamics and/or time-variations, e.g. see [20] , [21] , [13] , [19] , [18] and [5] . However, as far as the author is aware, a bounded gain on the noise is proven only in [21] ; that being said, a crisp bound on the effect of the initial condition is not provided, and a minimum phase assumption is imposed.
In this paper we propose an approach to adaptive control which yields linear-like convolution bounds on the closed-loop behaviour; this not only guarantees exponential stability and a bounded gain on the noise, but also can be leveraged to prove a degree of tolerance to parameter variation as well as unmodelled dynamics. We return to a common approach in classical adaptive control -the use of the projection algorithm together with the Certainty Equivalence Principle. In the literature it is the norm to use a modified version of the ideal Projection Algorithm in order to avoid division by zero; it turns out that an unexpected consequence of this minor adjustment is that some inherent properties of the scheme are destroyed. Here we use the original version of the Projection Algorithm coupled with a pole placement Certainty Equivalence based controller; we prove that it has all of the properties discussed above. Indeed, we can also make a small modification to this controller to alleviate concerns about a large gain, while at the same time maintaining all of these nice features. As far as we are aware, this is the first time that linear-like convolution bounds have been proven in the adaptive control context. In a recent short paper we consider the first order case [10] ; here we use much more sophisticated analysis and tools, and provide a more general estimation algorithm.
We use standard notation throughout the paper. We let D 0 denote the open unit disk of the complex plane. We use the Euclidean 2-norm for vectors and the corresponding induced norm for matrices, and denote the norm of a vector or matrix by · . We let l ∞ denote the set of real-valued bounded sequences. If S ⊂ R p is a convex and compact set, we define S := max x∈S x and the function π S : R p → S denotes the projection onto S; it is well-known that π S is well-defined.
II. THE SETUP
In this paper we start with an n th order linear timeinvariant discrete-time plant given by
. . .
with y(t) ∈ R the measured output, u(t) ∈ R the control input, and d(t) ∈ R is the disturbance (or noise) input. We assume that θ * is unknown but belongs to a set S ⊂ R 2n . Associated with this plant model are the polynomials A(z −1 ) := 1 + a 1 z −1 + · · · + a n z −n , B(z −1 ) := b 1 z −1 + · · · + b n z −n and the transfer function B(z −1 ) A(z −1 ) . Remark 1: It turns out that if the system has a disturbance at both the input and output, then it can be easily converted to a system of the above form.
We impose an assumption on the set of admissible plant parameters.
Assumption 1: S is convex and compact, and for each θ ∈ S, the corresponding pair of polynomials A(z −1 ) and B(z −1 ) are coprime. The convexity part of the above assumption is common in a branch of the adaptive control literature -it is used to facilitate parameter projection -see [4] . The boundedness part is less common, but it is quite reasonable in practical situations; it is used here to ensure that we can prove uniform bounds and delay rates on the closed-loop behaviour.
The main goal here is to prove a form of stability, with a secondary goal that of asymptotic tracking of an exogenous reference signal y * (t); since the plant may be non-minimum phase, there are limits on how well the plant can be made to track y * (t). To proceed we use a parameter estimator together with an adaptive pole placement control law. At this point, we discuss the most critical aspect -the parameter estimator.
A. Parameter Estimation
We can write the plant as
Given an estimateθ(t) of θ * at time t, we define the prediction error by
this is a measure of the error inθ(t). The common way to obtain a new estimate is from the optimization problem
yielding the ideal (projection) algorithm
is close to zero, numerical problems can occur, so it is the norm in the literature (e.g. [3] and [4] ) to replace this by the following classical algorithm: with 0 < α < 2 and β > 0, definê
This latter algorithm is widely used, and plays a role in many discrete-time adaptive control algorithms; however, when this algorithm is used, all of the results are asymptotic, and exponential stability and a bounded gain on the noise are never proven. It is not hard to guess why -a careful look at the estimator shows that the gain on the update law is small if φ(t) is small. We will be using the ideal algorithm with projection to ensure that the estimate remains in S for all time. With initial conditions ofθ
which we then project onto S:
Because of the closed and convex property of S, the projection function is well-defined; furthermore, it has the nice property that, for every θ ∈ R 2n and every θ * ∈ S,
i.e. projecting θ onto S never makes it further away from the quantity θ * .
B. Revised Parameter Estimation
Some readers may be concerned that the original problem of dividing by a number close to zero, which motivates the use of the classical algorithm, remains. Of course, this is balanced against the soon-to-be-proved benefit of using (4)- (5) . We propose a middle ground as follows. A straightforward analysis of e(t + 1) reveals that
which means that
Therefore, if
then the update toθ(t) will be greater than 2 S , which means that there is little information content in e(t + 1)it is dominated by the disturbance. With this as motivation, and with δ ∈ (0, ∞], let us replace (4) witȟ
otherwise; (6) in the case of δ = ∞, we will adopt the understanding that ∞ × 0 = 0, in which case the above formula collapses into the original one (4). In the case that δ < ∞, we can be assured that the update term is bounded above by 2 S + δ, which should alleviate concern about having infinite gain.
We would now like to rewrite the update equation to make it more concise. To this end, we now define ρ δ :
otherwise, yielding a more concise way to write the estimation algorithm update:
e(t + 1); (7) once again, we project this onto S:
C. Properties of the Estimation Algorithm
Analysing the closed-loop system will require a careful analysis of the estimation algorithm. We define the parameter estimation error byθ(t) :=θ(t) − θ * , and the corresponding Lyapunov function associated withθ(t):
In the following result we list a property of V (t); it is a generalization of what is well-known for the classical algorithm (3).
Proposition 1:
, when the estimator (7) and (8) is applied to the plant (1), the following holds:
D. The Control Law
The elements ofθ(t) are partitioned in a natural way aŝ
While we can use an n−1 th order proper controller to carry out pole placement, it will be convenient to follow the lead of [19] and use an n th order strictly proper controller. In particular, we first choose a 2n th order monic polynomial A * (z −1 ) = 1 + a * 1 z −1 + · · · + a * 2n z −2n so that z 2n A * (z −1 ) has all of its zeros in D o . Next, we choose two polynomial
which satisfy the equation
) given the assumption that theÂ(t, z −1 ) andB(t, z −1 ) are coprime, it is well known that there exist uniqueL(t, z −1 ) andP (t, z −1 ) which satisfy this equation. Indeed, it is easy to prove that the coefficients ofL(t, z −1 ) andP (t, z −1 ) are analytic functions ofθ(t) ∈ S.
In our setup we have an exogenous signal y * (t). At time t we choose u(t) so that
So the overall controller consists of the estimator (7)- (8) together with (11) . 2 It turns out that we can write down a state-space model of our closed-loop system with φ(t) as the state. We have
With e i denoting the i th normal vector in R 2n , it follows that we can define a highly structured matrixĀ(t) which depends solely on the plant parameter and controller parameter estimates at time t (and whose characteristic polynomial is always z 2n A * (z −1 )) so that with
the following key equation holds:
Before proceeding, definē a := max{ Ā (θ) :θ ∈ S}.
III. PRELIMINARY ANALYSIS
The closed-loop system given in (13) arises in classical adaptive control approaches in a slightly modified fashion, so we will borrow some tools from there. The following result was proven by Kreisselmeir [6] in the context of proving that a slowly time-varying adaptive control system is stable (in a weak sense); we are providing a special case of his technical lemma to minimize complexity.
Proposition 2: Consider the discrete-time system
with Φ(t, τ ) denoting the corresponding state transition matrix. Suppose that there exist constants σ ∈ (0, 1), γ 1 > 1, α i ≥ 0, and β i ≥ 0 so that
(iii) there exists a µ ∈ (σ, 1) and n ∈ N satisfying
Then there exists a constant γ 2 so that the transition matrix satisfies
We apply this proposition as follows. Suppose that σ ∈ (0, 1), γ 1 > 1, α i ≥ 0, β i ≥ 0 are such conditions (i) and (ii) hold. If µ > σ, then it follows that µ γ 1/N 1 − σ > 0 for large enough N ∈ N, so condition (iii) will hold as well as long as α 2 and β 2 are small enough.
In applying Proposition 1, the matrixĀ(t) will play the role of A nom (t). A key requirement is that Condition (i) holds: to this end, define λ := max{|λ| : λ is a root of z 2n A * (z −1 )}.
Lemma 1: For every δ ∈ (0, ∞] and σ ∈ (λ, 1) there exists a constant γ ≥ 1 so that for every t 0 ∈ Z, θ 0 ∈ S, θ * ∈ S, and y * , d ∈ l ∞ , when the controller (7), (8) and (11) is applied to the plant (1), the matrixĀ(t) satisfies,
and for every t ≥ k ≥ t 0 :
Proof: The proof is based on [1] and Proposition 1; the details are omitted due to space considerations.
IV. THE MAIN RESULT
Theorem 1: For every δ ∈ (0, ∞] and λ ∈ (λ, 1) there exists a c > 0 so that for every t 0 ∈ Z, θ 0 ∈ S, θ * ∈ S, φ 0 ∈ R 2n , and y * , d ∈ ∞ , when the adaptive controller (7) , (8) and (11) is applied to the plant (1), the following bound holds:
Remark 3: Most adaptive controllers are proven to yield a weak form of stability, such as boundedness (in the presence of a non-zero disturbance) or asymptotic stability (in the case of a zero disturbance), which means that details surrounding initial conditions can be ignored. Here the goal is to prove a stronger, linear-like, convolution bound, so it requires a more detailed analysis, and the approach provided here uses a new proof technique.
Proof: Fix δ ∈ (0, ∞] and λ ∈ (λ, 1). Let t 0 ∈ Z, θ 0 ∈ S, θ * ∈ S, φ 0 ∈ R 2n , and y * , d ∈ l ∞ be arbitrary. Define r via (12) . Now choose λ i , i = 1, 2, satisfying
We have to be careful in how to apply Proposition 2 to (13) -we need the ∆(t) term to be something which we can bound using Proposition 1. So define ∆(t) := ρ δ (φ(t), e(t + 1)) e(t + 1)
it is easy to check that ∆(t)φ(t) = ρ δ (φ(t), e(t + 1))B 1 e(t + 1)
which is a term which plays a key role in Proposition 1.
We can now rewrite (13) as
, e(t + 1))]e(t + 1)
A careful analysis shows that even when δ = ∞, we have
We now analyse (15) . We let Φ(t, τ ) denote the transition matrix associated withĀ(t) + ∆(t); this matrix clearly implicitly depends on θ 0 , θ * , d and r. From Lemma 1 there exists a constant γ 1 so that
and for every t ≥ k ≥ t 0 , we have
and from the definition of ∆ given in (14) and the Cauchy-Schwarz inequality we have
At this point we consider two cases: the easier case in which there is no noise, and the harder case in which there is noise.
In this case (15) becomes
the noise no longer plays a role. The bound on V (t) given by Proposition 1 simplifies to
Since V (·) ≥ 0 and V (t 0 ) = θ 0 − θ * 2 ≤ 4 S 2 , this means that
Hence, from (18) and (19) we can conclude that
for t ≥ k ≥ t 0 . Now we apply Proposition 2: we set α 0 = β 0 = α 2 = β 2 = 0,
Following Remark 2 it is now trivial to choose N ∈ N so that λ2
ln(λ2)−ln(λ1) ] + 1, which means that
From Proposition 2 we see that there exists a constant γ 2 so that the state transition matrix corresponding toĀ(t)+∆(t) satisfies
If we now apply this to (20) , we end up with
for k ≥ t 0 , as desired. Case 2: d(t) = 0 for some t ≥ t 0 . This part of the proof is omitted for space considerations; the details can be found in [11] .
Remark 4:
We can leverage the linear-like convolution bounds provided by Theorem 1 to prove that similar bounds hold in the presence of a large class of parameter variations as well as a large class of unmodelled dynamics. The details cannot be provided because of space limitations.
V. A SIMULATION EXAMPLE
Here we provide an example to illustrate the benefit of the proposed adaptive controller. To this end, consider the second order plant
. So if the parameters are time-invariant, every admissible model is unstable and non-minimum phase, which makes this a challenging plant to control.
Here we set y * = 0 and δ = ∞. First we compare the ideal algorithm (4)-(5) with the classical one (3) (suitably modified to have projection onto S); in both cases we couple the estimator with the adaptive pole placement controller (11); we place all closed-loop poles at zero. In the case of the classical estimator (3) we arbitrarily set α = β = 1. Suppose that the actual value of (a 1 , a 2 , b 1 , b 2 ) is (2, 3, 1, −2) and the initial estimate is set to the midpoint of the interval, so it is very poor -namely (1, 2, 0.5, −3.5).
In the first simulation we set y(0) = y(−1) = 0.01, u(−1) = 0, and the noise d(t) to zero -see the top plot of Figure 1 . In the second simulation we set y(0) = y(−1) = u(−1) = 0 and the noise to d(t) = 0.01 * sin(10t) -see the bottom plot of Figure 1 . In both cases the controller based on the ideal algorithm (4)-(5) is clearly superior to the one based on the revised classical algorithm (3). Now we further examine the case of the proposed controller when it is applied to the time-varying plant with a zero initial condition, a non-zero noise and a reference signal of zero. More specifically, we set a 1 (t) = 1 + sin(.001t), a 2 (t) = 2 + cos(.001t), b 1 (t) = 0.5 + 0.5 sin(.005t), b 2 (t) = −3.5 − 1.5 sin(.005t), d(t) = 0.01 sin(t). We plot the result in Figure 2 ; we see that the parameter estimator approximately follows the system parameters, and the effect of the noise is small on average. 
VI. SUMMARY AND CONCLUSIONS
Here we show that if the original, ideal, projection algorithm is used in the estimation process (subject to the common assumption that the plant parameters lie in a convex, compact set and that the parameter estimates are restricted to that set), then the corresponding pole placement adaptive controller guarantees linear-like convolution bounds on the closed loop behaviour, which confers exponential stability and a bounded noise gain, unlike almost all other parameter adaptive controllers. This can be leveraged to prove tolerance to unmodelled dynamics and plant parameter variation. We emphasize that there is no persistent excitation requirement of any sort.
As far as the author is aware, the linear-like convolution bound proven here is a first in parameter adaptive control. It allows a modular approach to be used in analysing time-varying parameters and unmodelled dynamics. It will be interesting to see if the convexity assumption can be removed by using multiple estimators.
