On $2k$-Variable Symmetric Boolean Functions with Maximum Algebraic
  Immunity $k$ by Wang, Hui et al.
ar
X
iv
:1
11
1.
21
21
v2
  [
cs
.C
R]
  5
 Fe
b 2
01
2
1
On 2k-Variable Symmetric Boolean Functions with
Maximum Algebraic Immunity k
Hui Wang, Jie Peng, Yuan Li, and Haibin Kan
Abstract—Algebraic immunity of Boolean function f is defined
as the minimal degree of a nonzero g such that fg = 0 or
(f + 1)g = 0. Given a positive even integer n, it is found that
the weight distribution of any n-variable symmetric Boolean
function with maximum algebraic immunity n
2
is determined by
the binary expansion of n. Based on the foregoing, all n-variable
symmetric Boolean functions with maximum algebraic immunity
are constructed. The amount is (2wt(n) + 1)2⌊log2 n⌋.
Index Terms—Algebraic attack, algebraic immunity, symmet-
ric Boolean function.
I. INTRODUCTION
ALGEBRAIC attacks have received much attention incryptographic analyzing stream and block cipher systems
[1], [6], [18], which try to recover the secret key by solv-
ing overdefined systems of multivariate equations. Therefore,
algebraic immunity (AI), a new cryptographic property for
designing Boolean functions, was proposed by W. Meier et
al. [14]. Algebraic immunity of the Boolean function used
in a cryptosystem should be high enough to resist algebraic
attacks. The upper bound of the algebraic immunity of an n-
variable Boolean function is ⌈n2 ⌉ [6], [14]. Several theoretical
constructions of Boolean functions with optimal AI have been
presented in the literature [5], [8], [10], [15].
Symmetric Boolean functions are of great interest from a
cryptographic point of view. An n-variable symmetric Boolean
function can be identified by an (n + 1)-bit vector, so sym-
metric Boolean functions have smaller hardware size than
average Boolean functions. They allow the computation of
values for functions with more variables than general ones.
For this reason, symmetric Boolean functions have been paid
particular attention.
For an odd integer n, Dalai et al. showed that a Boolean
function with maximum AI should be balanced [8]. In [13], it
was proved that the majority function Majn and its comple-
ment Majn + 1 are the only two trivially balanced symmetric
Boolean functions with maximum AI. It also has been proven
that the number of symmetric Boolean functions with maxi-
mum AI is exactly two [16].
For the case where n is even, the situation becomes
very complicated. A few classes of even-variable symmetric
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Boolean functions with maximum AI have been constructed in
[15], [3]. However, only the number and form of 2m-variable
symmetric Boolean functions with maximum algebraic im-
munity have been solved by introducing the weight support
technique [10]. This method has also been used to determine
the number of (2m+1)-variable symmetric Boolean functions
with submaximum algebraic immunity 2m−1 [12].
In this paper, we first study the weight distribution of
those n-variable symmetric Boolean functions achieving max-
imum algebraic immunity with n even. We find that the set
N = {0, 1, . . . , n} can be divided into some particular
subsets according to the binary expansion of n, on which the
Boolean functions should be constant. Meanwhile, the values
of the functions on these subsets should satisfy some strict
conditions. Furthermore, we continue to prove that all the
symmetric Boolean functions constructed following the above
laws indeed achieve maximum algebraic immunity. Thus, we
construct all the even-variable symmetric Boolean functions
with maximum algebraic immunity. The number of these
functions and their corresponding hamming weights are also
obtained.
The organization of the paper is as follows. In the following
section, we present some basic notations and knowledge about
Boolean functions. In section 3, we obtain some necessary
conditions for an even-variable symmetric Boolean function
to reach maximum algebraic immunity. In the next two sec-
tions, we prove that these conditions are sufficient. The main
theorem of this paper is given in section 6. Section 7 concludes
the paper.
II. PRELIMINARIES
Let Fn2 be the n-dimensional vector space over the finite
field F2, and en0 , en1 , . . . , enn−1 be its normal basis,
en0 = (1, 0, . . . , 0), e
n
1 = (0, 1, . . . , 0), ..., e
n
n−1 = (0, 0, . . . , 1).
The superscript n may be omitted if there is no confusion.
An n-variable Boolean function is a function from Fn2 into
F2. Let Bn be the ring of Boolean functions on n variables
x1, x2, . . . , xn, then
Bn = F2[x1, . . . , xn]/(x21 + x1, . . . , x2n + xn),
and every f ∈ Bn can be uniquely written in the polynomial
form f =
∑
I∈Fn
2
aIx
I
, where xI = xi11 x
i2
2 · · ·x
in
n , which is
called the algebraic normal form (ANF) of f . The algebraic
degree of f , denoted by deg(f), is the degree of the polyno-
mial.
2For f ∈ Bn, the algebraic immunity of f , denoted by AI(f)
is defined to be the lowest degree of nonzero annihilators of
f or f + 1, i.e.,
AI(f) = min{deg(g) | g 6= 0, fg = 0 or (f + 1)g = 0}.
Two Boolean functions f and g are called to be affine
equivalent if there exist A ∈ GLn(F2) and ϕ ∈ Fn2 such that
g(x) = f(xA + ϕ). Clearly, algebraic degree and algebraic
immunity are both affine invariant.
Let α = (α1, α2, . . . , αn) ∈ Fn2 , the Hamming weight of α,
denoted by wt(α), is the number of 1’s in {α1, α2, . . . , αn}.
For an integer i > 0 with 2-adic expansion i =
∑m
j=0 ij2
j
,
wt(i) represents the Hamming weight of its binary expansion
(im, . . . , i1, i0)2.
Let supp(f) = {x ∈ Fn2 | f(x) = 1}, the cardinality of
supp(f), denoted by wt(f), is called the Hamming weight of
f . We say that an n-variable Boolean function f is balanced
if wt(f) = 2n−1. The weight support [10] of f , denoted by
WS(f), is defined to be
WS(f) = {i | ∃ x ∈ supp(f) such that wt(x) = i}.
We will use Pb to represent the polynomial
(x1 + x2)(x3 + x4) · · · (x2b−1 + x2b).
Note that Pb is a (2b)-variable polynomial with deg(Pb) = b
and WS(Pb) = {b}.
A Boolean function f is symmetric if its output is invariant
under any permutation of its input bits, i.e.,
f(x1, x2, . . . , xn) = f(xσ(1), xσ(2), . . . , xσ(n))
for any permutation σ of {1, 2, . . . , n}.
Let SBn be the ring of symmetric Boolean functions on
n variables x1, x2, . . . , xn, then every f ∈ SBn can be
represented by a vector
vf = (vf (0), vf (1), . . . , vf (n)) ∈ Fn+12 ,
where the component vf (i) represents the function value for
vectors of weight i. The vector vf is called the simplified
value vector (SVV) of f . If f ∈ SBn and f ′(x1, . . . , xn) =
f(x1 + 1, . . . , xn + 1), then f ′ ∈ SBn is affine equivalent to
f , and vf ′(i) = vf (n− i), for any 0 ≤ i ≤ n.
On the other hand, the ANF of f can be written as
f(x1, x2, . . . , xn) =
n∑
i=0
λf (i)σ
n
i ,
where σni is the homogeneous symmetric Boolean function on
n variables which consists of all the terms of degree i. The
vector
λf = (λ(0), λ(1), . . . , λ(n)) ∈ Fn+12
is called the simplified algebraic normal form (SANF) vector
of f . Both vf and λf can be regarded as mappings from
{0, 1, . . . , n} to F2.
Let a and b be two nonnegative integers with 2-adic expan-
sions
a =
m∑
j=0
aj2
j , b =
m∑
j=0
bj2
j .
We say a  b if aj ≤ bj for any 0 ≤ j ≤ m and a ≺ b if
a  b and a 6= b. Using the Lucas formula which states that(
a
b
)
= 1 ∈ F2 if and only if b  a, we can derive the following
two lemmas:
Lemma 2.1: [4] Let f be an n-variable symmetric Boolean
function. Then
λf (i) =
∑
ki
vf (k), vf (i) =
∑
ki
λf (k).
Lemma 2.2: [4] For ℓ ≥ 1, suppose f ∈ SBn and deg(f) <
2ℓ, then vf has period 2ℓ, which means vf (i) = vf (i + 2ℓ)
for 0 ≤ i ≤ n− 2ℓ.
Lemma 2.2 can be derived easily from Lemma 2.1.
Lemma 2.3: [9] Let n = 2k and Gn be an n-variable
symmetric Boolean function. If its simplified value vector vGn
satisfies
vGn(i) =
{
0, for i ≤ k,
1, for i > k,
then AI(Gn) = k. Function Gn is called the majority function.
Lemma 2.4: [10] Suppose that n ≥ 2 and f ∈ SBn. If
there exists 0 6= g ∈ Bn, such that fg = 0, then there exists b,
0 ≤ b ≤ ⌊n2 ⌋ and 0 6= h(x2b+1, . . . , xn) ∈ SBn−2b, deg(h) ≤
deg(g)− b, such that fhPb = 0.
Lemma 2.5: Suppose n = 2k and f ∈ SBn. If AI(f) = k,
then wt(vf ) ∈ {k, k + 1}.
Proof: It is sufficient to prove that when wt(vf ) < k or
wt(f) > k+1, f or f+1 has a nonzero symmetric annihilator
with degree less than k. Without loss of generality, we consider
that wt(vf ) < k. Otherwise, we can replace f by f + 1.
Let g =
∑k−1
i=0 λg(i)σi be a symmetric annihilator of f .
Hence, fg = 0 if and only if for all vf (i) = 1, vg(i) = 0
holds. Thus, by Lemma 2.1, wt(vf ) equations on k variables
λg(0), . . . , λg(k − 1) are obtained, where the number of
equations is less than the number of unknowns. Therefore, at
least one nonzero solution exists, which implies the existence
of such an annihilator.
III. NECESSARY CONDITIONS FOR EVEN-VARIABLE
SYMMETRIC BOOLEAN FUNCTIONS WITH MAXIMUM AI
We always assume n = 2k. In this section, we will
present the constraints on the simplified value vector for
an n-variable symmetric Boolean function f with maximum
algebraic immunity k step by step. First, we present Lemma
3.1 and Theorem 3.1, where Lemma 3.1 is a special case
of Theorem 3.1. According to Lemma 3.1 and Theorem 3.1,
several notations and definitions are given. Based on them,
we present Corollary 3.1, Theorem 3.2, Theorem 3.3, and
Theorem 3.4, which are the main results of this section.
Theorem 3.5 concludes this section by showing two classes
of symmetric Boolean functions satisfying all the necessary
conditions. The following lemma is very important.
3Lemma 3.1: Let n = 2p+1µ with p, µ ≥ 1, and f ∈ SBn.
If AI(f) = k, then
vf (2
pµ− 2pi+ 2p−1) = vf (2
pµ+ 2pj − 2p−1) + 1 (1)
for any 1 ≤ i, j ≤ µ.
Proof: We will prove this theorem by induction on
parameter µ.
Basis: When µ = 1, it is true due to Theorem 2.2 of [17].
Induction: Assuming the theorem is true for µ = ℓ ≥ 1,
we claim that it is also true for µ = ℓ + 1. Now, let n =
2k = 2p+1(ℓ+ 1) and f ∈ SBn with AI(f) = k = 2p(ℓ+ 1).
We will prove that the Boolean function f satisfies vf (2p(ℓ+
1) − 2pi + 2p−1) = vf (2p(ℓ + 1) + 2pj − 2p−1) + 1 for any
1 ≤ i, j ≤ ℓ+ 1 in the following four steps.
In step 1, we prove (1) for 1 ≤ i, j ≤ ℓ; in step 2, for
1 ≤ j ≤ ℓ and i = ℓ + 1; in step 3, for 1 ≤ i ≤ ℓ and
j = ℓ+ 1; and in step 4, for i = ℓ+ 1 and j = ℓ+ 1.
Step 1 Assume to the contrary that vf (2p(ℓ + 1) − 2pi +
2p−1) = vf (2
p(ℓ + 1) + 2pj − 2p−1) for some 1 ≤ i, j ≤
ℓ, letting f ′ ∈ SB2p+1ℓ on variables x2p+1+1, x2p+1+2, . . .,
x2p+1(ℓ+1), be defined as
vf ′ = (vf (2
p), vf (2
p + 1), . . . , vf (2
p+1ℓ+ 2p)).
Then we have vf ′(2pℓ−2pi+2p−1) = vf ′(2pℓ+2pj−2p−1).
By induction hypothesis, there exists 0 6= h ∈ B2p+1ℓ on
variables x2p+1+1, x2p+1+2, . . ., x2p+1(ℓ+1) with deg(h) <
2pℓ, such that hf ′ = 0 or h(f ′ + 1) = 0.
For the case hf ′ = 0, let g = hP2p . Then, we claim that
fg = 0. To prove the foregoing, we study the weight supports
of g and f . First, by WS(P2p) = {2p} and the fact that P2p
and h deal with different variables, we know that WS(g) =
{i + 2p|i ∈ WS(h)} and WS(g) ∩ {i|0 ≤ i < 2p, n − 2p <
i ≤ n} = ∅. Second, we know that WS(f) = {i + 2p|i ∈
WS(f ′)} ∪ {i|0 ≤ i < 2p, n − 2p < i ≤ n, vf (i) = 1} by
the definition of f ′. Third, we have WS(f ′) ∩ WS(h) = ∅
because f ′h = 0. Thus, we have WS(f) ∩ WS(g) = {i +
2p|i ∈ WS(f ′)} ∩ {i + 2p|i ∈ WS(h)} = ∅, which means
fg = 0. For the case h(f ′+1) = 0, we can prove similarly that
(f+1)g = 0. This contradictsAI(f) = k because deg(g) < k.
Therefore,
vf (2
p(ℓ+1)−2pi+2p−1) = vf (2
p(ℓ+1)+2pj−2p−1)+1 (2)
for any 1 ≤ i, j ≤ ℓ.
Step 2 Assume to the contrary that vf (2p−1) = vf (2p(ℓ +
1) + 2pj − 2p−1) for 1 ≤ j ≤ ℓ. To deduce a contradiction,
we construct an annihilator g of f or f + 1 as follows.
Define g ∈ SB2p+1(ℓ+1) by
λg(ψ) =
{
0, if ψ ≥ k or 2p−1 6 ψ,
1, if ψ < k and 2p−1  ψ.
We claim that g is an annihilator of f or f + 1. To prove the
claim, we study the weight support of g. Let ω ∈ WS(g), then
vg(ω) = 1. By Lemma 2.1, we have
vg(ω) =
∑
ψω
λg(ψ) =
∑
2p−1  ψ  ω,
ψ < k
1.
Let
Sω = {ψ|2
p−1  ψ  ω, ψ < k = 2p(l + 1)},
then vg(ω) = |Sω| mod 2, which means vg(ω) = 1 if and
only if |Sω| is odd. Let ω = (ωmωm−1 · · ·ω0)2 be the binary
expansion of ω.
i) If ω < k, we claim that |Sω| is odd if and only if ω =
2p−1. For 2p−1 6 ω, there is no ψ satisfying 2p−1  ψ 
ω, which means Sω = ∅. For 2p−1  ω, the number of ψ
such that 2p−1  ψ  ω is 2wt(ω)−wt(2p−1) = 2wt(ω)−1,
which is odd only when ω = 2p−1.
ii) If ω ≥ k, we claim that |Sω| is odd only if ωp−1 = 1 and
ωt = 0 for all 0 ≤ t < p−1. Otherwise, if ωp−1 = 0, then
2p−1 6 ω and there is no ψ, such that 2p−1  ψ  ω,
which implies that Sω = ∅. If ωt0 = 1 for some 0 ≤ t0 <
p− 1, and ψ = (ψmψm−1 · · ·ψ0)2 is an element of Sω,
then it is clear that ψ′ = (ψm · · ·ψt0+1ψt0ψt0−1 · · ·ψ0)2
also satisfies 2p−1  ψ′  ω and ψ′ < k = 2p(ℓ + 1),
where ψt0 = ψt0 + 1. Thus, ψ′ is also an element of
Sω, which means the elements in Sω come into pairs.
Thus, |Sω| is even, which is a contradiction. Therefore,
if vg(ω) = 1, then ωp−1 = 1 and ωt = 0 for all 0 ≤ t <
p− 1.
Combining the results of i) and ii), we have
WS(g) ⊆ {2p−1, 2p(ℓ+ 1) + 2pj − 2p−1, 1 ≤ j ≤ ℓ+ 1}.
Note that vf (2p−1) = vf (2p(ℓ+1)+ 2pj− 2p−1), 1 ≤ j ≤ ℓ,
if we can prove that 2p(ℓ+1)+2p(ℓ+1)− 2p−1 = n− 2p−1
is not in WS(g), then we have fg = 0 or (1 + f)g = 0 since
f is constant on the support of g. Since deg(g) < k, we have
AI(f) < k. It is a contradiction, and will end the proof of
this part. Therefore, we will prove vg(n − 2p−1) = 0. Note
that once it is proved, we finish the proof of this part.
Let ω = n−2p−1 = 2p+1ℓ+2p+2p−1, ψ be an element of
Sω. According to the definition of Sω, we can see that there
exists some integer 0 ≤ s ≤ ℓ, such that ψ = 2ps+2p−1. Let
Tℓ = {s|s  2ℓ+ 1, 0 ≤ s ≤ ℓ}. Hence we have |Sω| = |Tℓ|
by the definition of Sω. What we need is to prove that |Tℓ| is
even for all ℓ ≥ 1. It is not a difficult task, and the reader can
give a proof by himself/herself, or follow the proof below.
If ℓ = 2r − 1 for some positive integer r, then 2ℓ + 1 =
2r+1 − 1. Thus, s  2ℓ + 1 for every 0 ≤ s ≤ ℓ, which
means |Tℓ| = ℓ + 1 = 2r. It is in contradiction with that
|Sω| = |Tℓ| is odd. Otherwise, let ℓ = (ℓmℓm−1 · · · ℓ0)2 be
the binary expansion of ℓ, then there exists some integer 1 ≤
t ≤ m such that ℓm = ℓm−1 = · · · = ℓm−(t−1) = 1 and
ℓm−t = 0, namely ℓ = (11 · · · 1︸ ︷︷ ︸
t
0ℓm−t−1 · · · ℓ0)2. Then 2ℓ +
1 = (11 · · · 1︸ ︷︷ ︸
t
0ℓm−t−1 · · · ℓ01)2. Let s = (smsm−1 · · · s0)2,
then s  2ℓ+ 1 implies sm−t+1 = 0, which means s < ℓ by
the structure of ℓ. Thus, by the definition of Tℓ, s ∈ Tℓ if and
only if s  2ℓ + 1. Since s < 2m+1 and (2ℓ + 1)m+1 = 1,
where (2ℓ + 1)m+1 denotes the (m + 1)th bit in its binary
expansion, we have |Tℓ| = 2wt(2ℓ+1)−1. Since ℓ ≥ 1, we have
wt(2ℓ+1)− 1 > 0 which means |Sω| = |Tℓ| also even. Thus,
we finish the proof of this step, i.e.,
vf (2
p−1) = vf (2
p(ℓ + 1) + 2pj − 2p−1) + 1 (3)
4for 1 ≤ j ≤ ℓ.
Step 3 Assume to the contrary that vf (2p(ℓ + 1) − 2pi +
2p−1) = vf (2
p+1(ℓ + 1) − 2p−1), for 1 ≤ i ≤ ℓ. Similar
with step 2, by using g′ instead of g, where g′(x1, . . . , xn) =
g(x1 + 1, . . . , xn + 1), we can get fg′ = 0 or (f + 1)g′ = 0,
which contradicts AI(f) = k. Thus,
vf (2
p(ℓ+1)−2pi+2p−1) = vf (2
p+1(ℓ+1)−2p−1)+1 (4)
for any 1 ≤ i ≤ ℓ.
Step 4 Combining the above three steps, we have
vf (2
p−1)
= vf (2
p(ℓ+ 1) + 2pj − 2p−1) + 1 by (3)
= vf (2
p(ℓ+ 1)− 2pi+ 2p−1) by (2)
= vf (2
p+1(ℓ+ 1)− 2p−1) + 1 by (4)
for any 1 ≤ i, j ≤ ℓ. Thus, vf (2p(ℓ + 1) − 2pi + 2p−1) =
vf (2
p(ℓ + 1) + 2pj − 2p−1) + 1 for i = j = ℓ+ 1.
Combining the above four steps, vf (2p(ℓ + 1) − 2pi +
2p−1) = vf (2
p(ℓ + 1) + 2pj − 2p−1) + 1 holds for any
1 ≤ i, j ≤ ℓ + 1. Therefore, the theorem is also true for
µ = ℓ+ 1. This completes the proof.
In Lemma 3.1, n should be a multiple of 4. The following
theorem generalizes Lemma 3.1 to a wider situation, where n
can be any even number.
Theorem 3.1: Let n = 2p+1µ + 2m with p, µ ≥ 1 and
0 ≤ m < 2p, f ∈ SBn. If AI(f) = k, then
vf (2
pµ+m− 2pi+ 2p−1) = vf (2
pµ+m+ 2pj − 2p−1) + 1
for any 1 ≤ i, j ≤ µ.
Proof: Assume to the contrary that vf (2pµ+m− 2pi+
2p−1) = vf (2
pµ+m+2pj−2p−1) for some 1 ≤ i, j ≤ µ. Let
f ′ ∈ SB2p+1µ on variables x2m+1, x2m+2, . . ., x2p+1µ+2m, be
defined as
vf ′ = (vf (m), vf (m+ 1), . . . , vf (2
p+1µ+m)).
Then we have vf ′(2pµ−2pi+2p−1) = vf ′(2pµ+2pj−2p−1).
By Lemma 3.1, AI(f ′) < 2pµ, thus there exists 0 6= h ∈
B2p+1µ with deg(h) < 2pµ such that f ′h = 0 or (f ′+1)h = 0.
Let g = hPm. Following the argument of step 1 in Lemma 3.1,
we claim that fg = 0 or (f + 1)g = 0 with deg(g) < 2pµ+
m = k, which contradicts AI(f) = k. Therefore, vf (2pµ +
m − 2pi + 2p−1) = vf (2pµ +m + 2pj − 2p−1) + 1 for any
1 ≤ i, j ≤ µ.
For example, when n = 2k = 14, we have
• if p = 1, µ = 3, m = 1, then {2pµ+m−2pi+2p−1, 2pµ+
m+ 2pj − 2p−1|1 ≤ i, j ≤ µ} = {2, 4, 6, 8, 10, 12},
• if p = 2, µ = 1, m = 3, then {2pµ+m−2pi+2p−1, 2pµ+
m+ 2pj − 2p−1|1 ≤ i, j ≤ µ} = {5, 9}.
Theorem 3.1 sets constraints on vf (ω) for ω ∈ {2, 4, 5, 6, 8, 9,
10, 12}.
For convenience of description, we introduce a partial order
on nonnegative integers denoted as ′.
Definition 3.1: Given two binary expansions of nonnegative
integers a = (as, as−1, . . . , a0)2, b = (bℓ, bℓ−1, . . . , b0)2, 1 ≤
ℓ ≤ s, we define
b ′ a⇔ b = 0 or bi = ai for all 0 ≤ i ≤ ℓ;
b ≺′ a⇔ b ′ a and b 6= a.
For example, we have 3 ≺′ 7 because 7 = (111)2 and 3 =
(11)2.
For any nonnegative integer k, let Bk = {i, 2k− i | i ≺′ k}.
By the definition of ≺′, |Bk| = 2wt(k).
Definition 3.2: For any positive integer n = 2k, we divide
the set {0, 1, . . . , n} into a series of subsets Aki , where
Ak0 = {k},
Aki = {k − (2j + 1)2i−1, k + (2j + 1)2i−1 | 0 ≤ j ≤
⌊ k
2i−1
⌋−1
2 },
for 1 ≤ i ≤ ⌊log2 n⌋. The superscript k may be omitted if
there is no confusion.
The union of sets {(2j + 1)2i−1 | j ∈ N} over all i ∈ N+ is
a partition of N+, so these subsets have no intersection with
each other, and {0, 1, . . . , n} =
⋃⌊log2 n⌋
i=0 Ai.
For example, when n = 2k = 14, we have A70 = {7}, A71 =
{0, 2, 4, 6, 8, 10, 12, 14}, A72 = {1, 5, 9, 13}, A
7
3 = {3, 11}.
The main intuition of sets Aki and ≺′ could be explained
by the binary expansion of k, where k = (km, ..., k0)2
with km 6= 0. For any a ≺′ k, it is easy to verify that
a = (kj , kj−1, ..., k0)2, where kj = 1 and kj = kj + 1 = 0.
And for every ω ∈ Aki , the binary expansion of ω is
(∗, ki−1, ki−2, ..., k0)2, where ∗ is an arbitrary binary string,
which means the right-most i bits of the binary expansion of
ω are exactly ki−1, ki−2, ..., k0.
The following Lemma contains some properties of Aki , as
well as the partial order ≺′.
Lemma 3.2: Supposing k = (km, . . . , k1, k0)2, by the def-
inition of Aki , a simple calculation gives the following:
1) if j ∈ Aki , then 2k − j ∈ Aki ;
2) for any 0 ≤ j ≤ 2k, j = (jm, . . . , j1, j0)2, j ∈ Aki if and
only if (ji−1, ji−2, . . . , j1, j0)=(ki−1, ki−2, . . . , k1, k0), in
particular, Ak0 = {k}, Ak⌊log2 k⌋+1={k−2
⌊log2 k⌋, k+2⌊log2 k⌋};
3) Aki contains an element (ki−1, ki−2, . . . , k1, k0)2 ≺′ k
in Bk if and only if ki−1 = 1.
We explain the reason why we define the sets Aki and Bk.
Given n = 2k = 2p+1µ + 2m (p, µ ≥ 1, 0 ≤ m < 2p), it is
easy to verify that
Akp ⊇ {2pµ+m−2pi+2p−1, 2pµ+m+2pj−2p−1|1 ≤ i, j ≤ µ},
which means the ω of vf (ω) from the same equation defined
by Theorem 3.1 are all included in the same Akp . But Akp may
contain two extra elements, which are
Akp−{2pµ+m−2pi+2p−1, 2pµ+m+2pj−2p−1|1 ≤ i, j ≤ µ}
=
{
{m− 2p−1, n−m+ 2p−1}, m− 2p−1 ≥ 0,
∅, m− 2p−1 < 0.
5For the case m − 2p−1 ≥ 0, since m < 2p, we have m =
2p−1+ s (0 ≤ s < 2p−1), which means m− 2p−1 ≺′ m ≺′ k.
Besides, by the definition of partial order ≺′, if m+2pµ = k
(m < 2p, µ > 1), then 2pµ + m − 2pi + 2p−1 6′ k for
1 ≤ i ≤ µ. Thus, Theorem 3.1 shows constraints on vf (ω) if
and only if ω 6′ k, namely ω ∈ {0, 1, ..., n} − Bk − {k}.
Equipped with these notations and basic properties, we can
restate Theorem 3.1 concisely.
Corollary 3.1: Let n = 2k and f ∈ SBn. If AI(f) = k,
then for any 1 ≤ p ≤ ⌊log2 k⌋ and i, j ∈ Akp −Bk −{k} with
i ≤ j < k, we have vf (i)=vf (j)=vf (n− j)+1=vf (n− i)+1.
Corollary 3.1 shows the constraints related to the values
of vf on {0, 1, . . . , n} − Bk − {k}. In what follows, we will
discuss vf on Bk ∪ {k}.
Theorem 3.2: Let f ∈ SBn. For any t ≺′ k, t 6= k −
2⌊log2 k⌋, assume t ∈ Ap. If
vf (t) + 1 = vf (t+ 2
p) = · · · = vf (k − 2
p−1)
= vf (k + 2
p−1) + 1 = · · · = vf (n− t− 2
p) + 1
= vf (n− t), (5)
then AI(f) < k.
Proof: Notice that Ap = {t, t+2p, . . . , k−2p−1, k+2p−1,
. . . , n− t−2p−1, n− t}. If k = 2q for some q, then only one
i (i = 0) satisfies i ≺′ k and 0 = k − 2⌊log2 k⌋. It contradicts
the conditions in this theorem. Therefore, we have k 6= 2q
for any integer q. We only need to consider wt(vf ) = k or
k+1. Otherwise, we have AI(f) < k by Lemma 2.5. Without
loss of generality, we assume wt(vf ) = k. Otherwise when
wt(vf ) = k + 1, we can replace f by f + 1 instead.
We will prove that there exists a nonzero symmetric Boolean
function g with degree less than k, such that fg = 0 which
implies AI(f) < 0. Let g =
∑k−1
i=0 λg(i)σi. Notice that fg =
0 if and only if for every vf (i) = 1 we have
vg(i) =
∑
ji
0≤j≤k−1
λg(j) = 0
by Lemma 2.1. Then, we can get a system of homoge-
neous linear equations on variables λg(0), . . . , λg(k − 1)
with wt(vf ) = k equations. The number of equations and
unknowns of the equation system are both k. In what follows,
we will show that there are two same equations. Thus there
must exist a nonzero solution of λg(0), . . . , λg(k − 1), which
implies the existence of g.
Since k 6= 2q for any integer q, we assume 2ℓ−1 < k < 2ℓ.
Thus, we have t < 2ℓ−1 and ⌊log2 k⌋ = ℓ − 1. Since t 6=
k − 2⌊log2 k⌋, we have 2t 6= n − 2ℓ ⇒ n − t 6= t + 2ℓ ⇒
n − t − 2ℓ 6= t. According to the definition of Ap, we have
t+ 2ℓ, n− t− 2ℓ ∈ Ap.
For the case vf (t) = 1, since t + 2ℓ ∈ Ap, t + 2ℓ > k
and n− t 6= t + 2ℓ, we have vf (t + 2ℓ) = vf (t) = 1 by (5).
Consider the equations
vg(t) =
∑
it
0≤i<k
λg(i) = 0
and
vg(t+ 2
ℓ) =
∑
it+2ℓ
0≤i<k
λg(i) = 0.
It is easy to see that i  t is equivalent to i  t + 2ℓ for
0 ≤ i < k; thus, the two equations above are exactly the
same.
For the case vf (t) = 0, we could prove vf (n− t) = vf (n−
t − 2ℓ) = 1 similar to the case vf (t) = 1. It is similar to
verify that equations vg(n − t) = 0 and vg(n − t − 2ℓ) = 0
are exactly the same.
Therefore, the nonzero symmetric annihilator with degree
less than k always exists, and AI(f) < k.
For a given k, the values t and n− t such that t ≺′ k and
t 6= k − 2⌊log2 k⌋ can occur in Theorem 3.2, but are excluded
in Corollary 3.1. Theorem 3.2 focuses on the relationship
between vf (ω) where ω ∈ {t, n − t}, and vf (ω) where
ω ∈ Ap−{t, n−t}. In the following theorem, we will consider
vf (k−2⌊log2 k⌋) and vf (n−k+2⌊log2 k⌋), which are excluded
in Theorem 3.2.
Theorem 3.3: Let n = 2k and f ∈ SBn. If AI(f) = k,
then there does not exist more than one integer i, such that
i ≺′ k and vf (i) = vf (n− i).
Proof: When k = 2q and q is an integer, there is only one
i(i = 0) satisfying i ≺′ k. The conclusion is trivial. Therefore,
we only need to consider the case k 6= 2q for any integer q.
By Lemma 2.5, we only need to consider wt(vf ) = k or k+1.
Without loss of generality, we assume wt(vf ) = k. Otherwise,
when wt(vf ) = k + 1, we can replace f by f + 1 instead.
Assume to the contrary that there exist more than one i
such that i ≺′ k and vf (i) = vf (n − i). We will show the
existence of a nonzero symmetric Boolean function g with
degree less than k such that fg = 0, which is contradicted
with AI(f) = k.
Let g =
∑k−1
i=0 λg(i)σi. Notice that fg = 0 if and only if
for every vf (i) = 1 we have
vg(i) =
∑
ji
0≤j≤k−1
λg(j) = 0
by Lemma 2.1. Then, we can get a system of homoge-
neous linear equations on variables λg(0), . . . , λg(k− 1) with
wt(vf ) = k equations. Notice the number of equations and
unknowns are both k. In what follows, we will show that
there are two same equations; thus, there must exist a nonzero
solution of λg(0), . . . , λg(k− 1), which implies the existence
of g.
We claim that there exists at least one i1 such that i1 ≺′ k
and vf (i1) = vf (n− i1) = 1 under our assumption that more
than one i ≺′ k exist s.t. vf (i) = vf (n − i). Else, suppose
vf (i) = vf (n − i) = 0 for all i ≺′ k and vf (i) = vf (n − i).
It is easy to verify that wt(f) < k, because vf (i) = vf (n −
i) + 1 for other i ≺′ k and vf (ψ) = vf (n − ψ) + 1 for
all ψ ∈ {0, 1, ..., n} − Bk − {k} due to Corollary 3.1. This
is contradicted with wt(f) = k. Thus the existence of i1 is
guaranteed. Since k 6= 2q for any q, we assume 2ℓ−1 < k <
2ℓ.
6Case 1: If i1 6= k − 2⌊log2 k⌋, assume i1 ∈ Akp . Since
AI(f) = k, according to Corollary 3.1, we have
vf (i1) = vf (i1 + 2
p) = · · · = vf (k − 2
p−1)
= vf (k + 2
p−1) + 1 = · · · = vf (n− i1 − 2
p) + 1
= vf (n− i1) = 1, (6)
or
vf (i1) = vf (i1 + 2
p) + 1 = · · · = vf (k − 2
p−1) + 1
= vf (k + 2
p−1) = · · · = vf (n− i1 − 2
p)
= vf (n− i1) = 1. (7)
By the definition of Akp , we have i1 + 2ℓ, n − i1 − 2ℓ ∈ Akp .
Since i1+2ℓ > k and n− i1− 2ℓ < k, we have vf (n− i1) =
vf (n − i1 − 2ℓ) = 1 for (6) and vf (i1) = vf (i1 + 2ℓ) = 1
for (7). Then, similar with the proof in Theorem 3.2, we can
prove that they are two same equations in both cases, i.e.,
vg(n − i1) = 0 is equivalent to vg(n − i1 − 2ℓ) = 0 and
vg(i1) = 0 equivalent to vg(i1 + 2ℓ) = 0.
Case 2: For i1 = k − 2⌊log2 k⌋, we have i1 = k − 2ℓ−1 ⇒
2i1 = n − 2ℓ ⇒ n − i1 = 2ℓ + i1. Thus, we have vf (i1) =
vf (n − i1) = vf (i1 + 2
ℓ) = 1. Consider the following two
equations,
vg(n− i1) = vg(2
ℓ + i1)
=
∑
i2ℓ+i1
0≤i<k
λg(i) = 0,
and
vg(i1) =
∑
ii1
0≤i<k
λg(i) = 0.
For 0 ≤ i < k, we have i  2ℓ + i1 if and only if i  i1.
Thus, the above two equations are equivalent.
Therefore, the nonzero symmetric annihilator with degree
less than k always exists, which is contradictory to AI(f) = k.
Thus, there cannot exist more than one integer i, such that
i ≺′ k and vf (i) = vf (n− i).
For the case one t exists such that t ≺′ k and vf (t) =
vf (n−t), there exists another constraint, namely Theorem 3.4.
This theorem is the last necessary condition for even-variable
symmetric Boolean functions to reach maximum algebraic im-
munity, which considers all the triples (vf (t), vf (k), vf (n−t))
when t ≺′ k.
Theorem 3.4: Let n = 2k, f ∈ SBn. If AI(f) = k, then for
any t ≺′ k, (vf (t), vf (k), vf (n− t)) 6∈ {(0, 0, 0), (1, 1, 1)}.
Proof: According to Corollary 3.1, for any i and any p
such that i ∈ Ap−Bk−{k}, we have vf (i) = vf (n−i)+1. By
Theorem 3.3, for all elements of Bk, at most one t could exist
such that t ≺′ k and vf (t) = vf (n− t). Therefore, wt(vf ) =
k − 1 if (vf (t), vf (k), vf (n − t)) = (0, 0, 0) for some t ≺′ k
and wt(vf ) = k + 2 if (vf (t), vf (k), vf (n − t)) = (1, 1, 1)
for some t ≺′ k. By Lemma 2.5, we know either case is
impossible.
In the end of this section, we take out all even-variable
symmetric Boolean functions satisfying all the necessary
conditions to achieve maximum algebraic immunity into the
following two classes.
Definition 3.3: Define two classes of symmetric Boolean
functions on n variable, n = 2k, as follows.
Class 1: For any Ap, 1 ≤ p ≤ ⌊log2 n⌋, and i, j ∈ Ap,
vf (i) =
{
vf (j) + 1, if i < k < j or j < k < i,
vf (j), otherwise.
Class 2: There is a function g contained in Class 1 and
an integer t ≺′ k such that
vf = vg + et + δek, or
vf = vg + en−t + δ
′ek,
where
δ = vg(t) + vg(k),
and
δ′ = vg(n− t) + vg(k).
If there is no t such that t ≺′ k and vf (t) = vf (n− t), then
f is contained in Class 1. If such t exists, f is contained in
Class 2. Class 2 is defined based on Class 1.
Theorem 3.5: Suppose f ∈ SBn, n = 2k. If AI(f) = k,
then f is in Class 1 or 2.
Proof: If for any t ≺′ k, vf (t) 6= vf (n−t), we will prove
f is in Class 1. By Theorem 3.1 and Theorem 3.2, we know
that vf (i) = vf (j) + 1 for all i, j ∈ Akp and i < k < j, which
satisfies the definition of Class 1 functions.
If there is some t ≺′ k, vf (t) = vf (n − t). By Theorem
3.3, we know at most one such t can exist.
When vf (t) = vf (n − t) = 0, by Theorem 3.4, we know
vf (k) = 1. Let vg1 = vf + et and vg2 = vf + en−t. By
Theorem 3.1 and Theorem 3.2, g1, g2 are in Class 1 and vf =
vg + et + δek and vf = vg + en−t + δ′ek, where δ, δ′ are in
Definition 3.3. When vf (t) = vf (n− t) = 1, the proof is the
same.
Classes 1 and 2 consist of all functions satisfying the
necessary conditions to reach maximum algebraic immunity.
In the following sequel, we will prove that they do reach
maximum AI, i.e., the necessary conditions are sufficient.
IV. FUNCTIONS IN CLASS 1 HAVE MAXIMUM ALGEBRAIC
IMMUNITY
Given a positive integer k = (km, . . . , k1, k0)2 and any
nonnegative integer i, we denote the vector
(εi,0, . . . , εi,k−2, εi,k−1) ∈ Fk2
by εki or simply εi if there is no confusion, where
εi,j =
{
1, if j  i,
0, otherwise.
7Equivalently,
εi =
∑
ji
0≤j≤k−1
ej.
Furthermore, the inverse representation is easy to obtain,
namely,
ei =
∑
ji
0≤j≤k−1
εj. (8)
Therefore, {ε0, ε1, . . . , εk−1} is a basis of Fk2 . Moreover,
{εk+1, εk+2, . . . , ε2k} is also a basis of Fk2 , as the following
lemma states.
Lemma 4.1: {ε0, ε1, . . . , εk−1} and {εk+1, εk+2, . . . , ε2k}
are two bases of Fk2 .
Proof: By (8), we claim {ε0, ε1, ..., εk−1} is a basis
of Fk2 . For {εk+1, εk+2, ..., ε2k}, let’s consider a system of
homogeneous equation on variables x0, x1, ..., xk−1:

εk+1
εk+2
.
.
.
ε2k

XT = 0,
where X = (x0, x1, ..., xk−1) ∈ Fk2 . We assume that this
equation system has a nonzero solution λ=(λ0, λ1, . . . ,
λk−1) ∈ Fk2 . Let g(x) =
∑k−1
i=0 λiσi ∈ SBn, then λg =
(λ0, λ1, ..., λk−1, 0, 0, ..., 0) ∈ F2k+12 . According to the as-
sumption, for k + 1 ≤ i ≤ 2k,
vg(i) =
∑
ji
λg(j) =
∑
ji
0≤j≤k
λj = εiλ
T = 0,
which means vg(i) = 0 holds for k+1 ≤ i ≤ 2k. Let f ∈ SBn
be the function in Lemma 2.3. Thus, fg = 0 and deg(g) < k.
However, by Lemma 2.3, AI(f) = k. Therefore, we have
g = 0, so the above system can have only one solution X = 0.
Thus, {εk+1, εk+2, . . . , ε2k} is a basis of Fk2 .
For any 0 ≤ i ≤ ⌊log2 k⌋, let
Ui = {εj | j ∈ Aki+1, 0 ≤ j ≤ k − 1},
Vi = {εj | j ∈ Aki+1, k + 1 ≤ j ≤ 2k},
and
Wi ∈ {Ui,Vi}.
Lemma 4.2: U0 or V0, union U1 or V1, . . ., union U⌊log2 k⌋
or V⌊log2 k⌋, denoted by
⋃⌊log2 k⌋
i=0 Wi, is a basis of F
k
2 .
Proof: First, we prove that all vectors in Vp can be
written as linear combinations of vectors in
⋃p
i=0 Ui, i.e.,
Vp ⊆ span(
⋃p
i=0 Ui). Take an arbitrary vector in Vp, denoted
by εt, for some t ∈ Ap+1 and k + 1 ≤ t ≤ 2k. Then, t = (∗,
kp, . . . , k1, k0)2 by Lemma 3.2, where ∗ is a binary string of
arbitrary length. We can expand εt as follows:
εt =
∑
it
0≤i≤k−1
ei =
∑
it
0≤i≤k−1
∑
ji
εj
=
∑
jt
0≤j≤k−1
εj
∑
jit
0≤i≤k−1
1.
Therefore, εt can be written as a linear combination of
vectors in
⋃⌊log2 k⌋
i=0 Ui. For any εj 6∈
⋃p
i=0 Ui, i.e., j =
(∗, kp, . . . , k1, k0)2 and j ≤ k−1, we calculate the coefficient
of εj , which is∑
jit
0≤i≤k−1
1 =
∑
(∗,kp,...,k1,k0)2i(∗,kp,...,k1,k0)2
0≤i≤k−1
1. (9)
When kp = 1, there is no i that satisfies the con-
straints; thus, equation (9) is 0. When kp = 0, if there
is an i = (∗, 0, ip−1, . . . , i2, i1, i0)2 that satisfies constraints
(∗, kp, . . . , k1, k0)2  i  (∗, kp, . . . , k1, k0)2 and i ≤ k − 1,
it’s not hard to see i + 2p = (∗, 1, ip−1, . . . , i2, i1, i0)2 also
satisfies the above constraints and vice versa. Therefore, all
1s counted in equation (9) are in pairs; thus, equation (9) is
0. Since all εj 6∈
⋃p
i=0 Ui will not exist in the expansion of
εt ∈ Vp, we conclude that Vp ⊆ span(
⋃p
i=0 Ui).
Second, we use math induction to prove that the vector
space spanned by
⋃p
i=0 Ui is that spanned by
⋃p
i=0 Wi, for
p = 0, 1, . . ., ⌊log2 k⌋. The induction parameter is p.
Basis: We claim that span(U0) = span(V0).
By Lemma 4.1, there is no linear dependence in U0 and
V0, so dim span(U0) = |U0| = |V0| = dim span(V0). Having
considered that V0 ⊆ span(U0) and both U0 and V0 are finite,
we claim span(U0) = span(V0).
Induction: Assume it is true for p = 0, 1, . . . , q− 1. Claim
it is also true for p = q.
Since Vq ⊆ span(
⋃q
i=0 Ui), we have
span(
q⋃
i=0
Ui) = span(
q⋃
i=0
Ui ∪ Vq)
= span(
q−1⋃
i=0
Ui ∪ Uq ∪ Vq)
= span(
q−1⋃
i=0
Vi ∪ Uq ∪ Vq)
⊇ span(
q⋃
i=0
Vi)
Notice that
⋃q
i=0 Ui ⊆ {ε0, ..., εk−1} and
⋃q
i=0 Vi ⊆
{εk+1, ..., εn−1} due to the definition of Ui and Vi. By
Lemma 4.1, there is no linear dependence in
⋃q
i=0 Ui and⋃q
i=0 Vi , which means dim span(
⋃q
i=0 Ui) =
∑q
i=0 |Ui|
=
∑q
i=0 |Vi| = dim span (
⋃q
i=0 Vi). Thus, we have
span(
⋃q
i=0 Ui) = span(
⋃q
i=0 Vi) = span(
⋃q−1
i=0 Wi ∪ Uq)
= span(
⋃q−1
i=0 Wi ∪ Vq), which completes the induction.
Therefore, span(
⋃⌊log2 k⌋
i=0 Wi) = span(
⋃⌊log2 k⌋
i=0 Ui). By
Lemma 4.1, we know
⋃⌊log2 k⌋
i=0 Ui is a basis of F
k
2 . Therefore,⋃⌊log2 k⌋
i=0 Wi is also a basis of F
k
2 .
In Theorem 4.1, we consider the symmetric annihilators
of Boolean functions in Class 1. We show that all Boolean
functions in Class 1 have no symmetric annihilator with
degree less than k. In Theorem 4.2, we show that all Boolean
functions in Class 1 have maximum AI.
Theorem 4.1: Let n = 2k and f ∈ SBn. If vf (i) = vf (j)+
1, for any i, j ∈ Akt with 0 ≤ i < k < j ≤ 2k and any
81 ≤ t ≤ ⌊log2 n⌋, then there does not exist any nonzero n-
variable symmetric Boolean function g with degree less than
k, such that fg = 0 or (f + 1)g = 0.
Proof: Let g(x) = ∑0≤i<k λiσi ∈ SBn and λ=(λ0, λ1,
. . . , λk−1) ∈ Fk2 . If fg = 0, then vg(i) = εiλT = 0 holds
when vf (i) = 1. According to the condition of this theorem
that vf (i) = vf (j) + 1, for any i, j ∈ At with 0 ≤ i < k <
j ≤ 2k and any 1 ≤ t ≤ ⌊log2 n⌋, we can obtain a system
of homogeneous linear equations on variables λ0, . . . , λk−1 of
the form 

α0
α1
.
.
.
αk−1
β

λ
T = 0,
where α0, α1, . . . , αk−1, β ∈ Fn2 , {α0, α1, . . . ,
αk−1}=
⋃⌊log2 k⌋
i=0 Wi and
β =
{
0, if vf (k) = 0,
εk, otherwise.
However, by Lemma 4.2, matrices of this kind have full rank.
So we have λ = 0; thus, g = 0.
Denote the system of homogeneous linear equations ob-
tained by the condition fg = 0 by
MfλT = 0, (10)
i.e., let Mf be the coefficient matrix of the system. Formally,
coefficient matrix Mf is defined as follows:
Mf =


εi1
εi2
.
.
.
εim

 , (11)
where εj is a row vector of Mf if and only if vf (j) = 1. The
row vectors of Mf are ordered by 0 ≤ i1 < i2 < · · · < im ≤
2k.
Similarly, if (f +1)g = 0, then the coefficient matrix Mf+1
of the system of homogeneous linear equations
Mf+1λT = 0
also has full rank. Therefore, g = 0.
In the following sequel, we only consider the rank of Mf ,
which means the order of the row vectors of Mf is not
important. From the definition of Mf , we know εω is a row
vector of Mf if and only if vf (ω) = 1.
Theorem 4.2: Let n = 2k and f ∈ SBn. If vf (i) = vf (j)+
1, for any i, j ∈ Akt with 0 ≤ i < k < j ≤ 2k and any
1 ≤ t ≤ ⌊log2 n⌋, then AI(f) = k.
Proof: Assume to the contrary that AI(f) < k. Then,
there exists a Boolean function 0 6= g ∈ Bn with degree less
than k, such that fg = 0 or (f + 1)g = 0.
For the case fg = 0, by Lemma 2.4, there exists a
symmetric Boolean function 0 6= h ∈ SBn−2b with deg(h) ≤
deg(g) − b < k − b for some integer 0 ≤ b ≤ k, such that
fhPb = 0. Let f1 ∈ SBn−2b, be defined as
f1(x2b+1, . . . , xn) = f(0, 1, . . . , 0, 1, x2b+1, . . . , xn).
Then
vf1(i) = vf (i+ b) (12)
for any 0 ≤ i ≤ n− 2b.
i) On one hand, we claim that f1h = 0. If f1h 6= 0, then
there exists an i such that i ∈ WS(f1) ∩ WS(h), where
i ∈ WS(f1) implies i + b ∈ WS(f) by (12) and i ∈
WS(h) implies i+ b ∈ WS(hPb) by the definition of Pb.
Thus, i+ b ∈ WS(f) ∩ WS(hPb), which is contradicted
with fhPb = 0.
ii) On the other hand, we will show a contradiction by
proving f1 and f1+1 do not have symmetric annihilators
with degree less than k−b. For any i, j ∈ Ak−bt , 1 ≤ t ≤
⌊log2(n− 2b)⌋, i < k− b < j, we have i+ b, j+ b ∈ Akt
and i+b < k < j+b by Definition 3.2. By the conditions
in this theorem, we have vf (i+b) = vf (j+b)+1, which
implies vf1(i) = vf1(j)+1 by (12). Then f1 is contained
in Class 1. According to Theorem 4.1, f1 or f1 + 1 do
not have symmetric annihilators with degree less than k,
which is contradicted with the existence of h.
Therefore, f does not have nonzero annihilators with degree
less than k.
For the case (f+1)g = 0, we can consider f1+1 instead. By
the same argument above, we can prove that if f +1 does not
have nonzero annihilator with degree less than k. Therefore,
we have AI(f) = k.
V. FUNCTIONS IN CLASS 2 HAVE MAXIMUM ALGEBRAIC
IMMUNITY
In this section, we will use the same notations as the last
section, such as εk, Mf , and so on. We always assume n = 2k
and k = (km, . . . , k1, k0)2, where m = ⌊log2 k⌋. We denote
by supp(k) = {p|kp = 1}, then m ∈ supp(k).
We first present Lemmas 5.1, 5.2, 5.3, and 5.4. With these
lemmas, we study the annihilator of Boolean functions in Class
2. In Theorem 5.1, the symmetric annihilators of Boolean
functions in Class 2 are studied. In Theorem 5.2, all the
annihilators of Boolean functions are studied.
The following Lemma plays an important role in the proof
of Lemma 5.2.
Lemma 5.1: Given three constants a, b, c ∈ F2, consider the
following system of inequalities on variable t ∈ F2{
a ≤ b + t
t ≤ c,
(13)
we have
(1) If a = c, or (a, b, c)=(1, 1, 0), then equations (13) have
one solution.
(2) If a = 0 and c = 1, then equations (13) have two
solutions.
9(3) If (a, b, c)=(1, 0, 0), then equations (13) do not have
any solution.
Proof: It is easy to obtain the conclusions.
Lemma 5.2: For any 0 ≤ p ≤ m+ 1, we have∑
j∈Ap,jk
εj =
∑
j∈Ap,jk
εn−j. (14)
Proof: When p = 0, equation (14) holds because both
sides are εk. Moreover, if kp−1 = 0, i.e., p−1 6∈ supp(k), then
{j | j ∈ Ap, j  k}=∅, equation (14) also holds. Therefore,
in what follows, we always assume p 6= 0 and kp−1 = 1.
For the left-hand side of equation (14), we have∑
j∈Ap,jk
εj =
∑
j∈Ap,j≺k
∑
ij
ei
=
∑
i≺k
ei
∑
j∈Ap,ij≺k
1.
Let i = (im, . . . , i1, i0)2, j = (jm, . . . , j1, j0)2. By Lemma
3.2, if j ∈ Ap and j  k, then we have
(jp−1, jp−2, . . . , j1, j0) = (kp−1, kp−2, . . . , k1, k0).
Therefore, ∑
ij≺k
j∈Ap
1 = 2wt(km,...,kp)−wt(im,...,ip).
Thus ∑
ij≺k
j∈Ap
1 = 1
if and only if
i = (km, . . . , kp, kp−1, ip−2, . . . , i1, i0)2
with (ip−2, . . . , i1, i0)  (kp−2, . . . , k1, k0). Hence, we have∑
j∈Ap,jk
εj =
∑
i=(km,...,kp,kp−1,ip−2,...,i1,i0)2
(ip−2,...,i1,i0)(kp−2,...,k1,k0)
ei.
For the right-hand side of equation (14), we have∑
j≺k,
j∈Ap
ε2k−j =
∑
j≺k,
j∈Ap
∑
i2k−j
0≤i≤k−1
ei
=
∑
0≤i≤k−1
ei
∑
i2k−j
j≺k,j∈Ap
1.
If j ∈ Ap, then the last p bits of j and 2k− j are both (kp−1,
kp−2, . . . , k1, k0). Hence,
k − j = (km + jm, . . . , kp + jp, 1, 0, . . . , 0)2
and we can write 2k−j = (km+sm, km−1+jm+sm−1, . . . ,
kp+1 + jp+2 + sp+1, kp+ jp+1, jp, 0, kp−2, . . . , k0)2, where
for any q > p, sq = 1 if and only if (kq−1, jq, sq−1)=(1, 1, 1)
or, kq−1 = 0 and (jq, sq−1) 6= (0, 0). Note that the additions
are in F2.
If
(ip−1, ip−2, . . . , i1, i0) 6 (kp−1, kp−2, . . . , k1, k0),
then {j | i  2k − j, j ≺ k, j ∈ Ap} = ∅; thus,∑
i2k−j
j≺k,j∈Ap
1 = 0.
Now assume
(ip−1, ip−2, . . . , i1, i0)  (kp−1, kp−2, . . . , k1, k0),
then i  2k − j, j ≺ k, j ∈ Ap if and only if
(jp−1, jp−2, . . . , j0) = (kp−1, kp−2, . . . , k0)
and{
(im, . . . , ip)  (km−1 + jm + sm−1, . . . , kp + jp+1, jp),
(jm, . . . , jx)  (km, . . . , kp).
(15)
Equations (15) are equivalent to the intersections of a series
of systems of inequalities as follows:{
ip ≤ 1 + jp
jp ≤ kp
,
{
ip+1 ≤ kp + jp+1
jp+1 ≤ kp+1
, . . . ,
{
im ≤ km−1 + jm + sm−1
jm ≤ km
.
If (im, . . . , ip) = (km, . . . , kp), by Lemma 5.1, each system
of inequalities has one and only one solution with respect
to jq . Thus, we can conclude that there is one and only one
solution of (jm, . . . , j0)2 satisfying i  2k−j, j ≺ k, j ∈ Ap.
Therefore, the coefficient of ei, where i = (km, . . . , kp, kp−1,
ip−2, . . . , i1, i0)2, equals 1.
Else if (im, . . . , ip) 6= (km, . . . , kp), then the set {q | kq =
1, iq = 0} is not empty. For any such q, the corresponding
system of inequalities with respect to jq has two solutions,
according to Lemma 5.1. While for any other systems, either
one solution or no solution exists. Therefore, the number of j’s
satisfying i  2k − j, j ≺ k, and j ∈ Ap is even. Therefore,
the coefficient of ei equals 0. As a result, we have∑
j≺k,j∈Ap
ε2k−j =
∑
i=(km,...,kp,kp−1,ip−2,...,i1,i0)2
(ip−2,...,i1,i0)(kp−2,...,k1,k0)
ei.
So equation (14) holds. This finishes the proof of this theorem.
Lemma 5.3: For any positive integer k, we have
εk =
∑
j≺k
εj .
Proof: Let i = (im, ..., i0)2, j = (jm, ..., j0)2 and k =
(km, ..., k0)2. Consider the equation∑
jk
εj =
∑
jk
∑
ij
0≤i≤k−1
ei =
∑
0≤i≤k−1
ei
∑
ijk
1.
Notice here, i 6= k. By the definition of , for each i  k,
the number of j such that i  j  k is∑
ijk
1 = 2wt(km,...,k0)−wt(im,...,i0).
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Then, we have
∑
ijk 1 is always even because i 6= k, which
means
∑
jk εj = 0. Thus, we have εk =
∑
j≺k εj .
Lemma 5.4: For any positive integer k, we have
εk =
∑
j≺k
εn−j .
Proof: According to Lemma 5.3, we have
εk =
∑
j≺k
εj =
∑
0≤p≤m+1
∑
j∈Ap,j≺k
εj
because Ap for all 0 ≤ p ≤ m+1 is a partition of {0, 1, ..., n}.
By applying Lemma 5.2 to the right-hand side of the equation
above, we have
εk =
∑
0≤p≤m+1
∑
j∈Ap,j≺k
εn−j =
∑
j≺k
εn−j.
With these lemmas above, we have
Theorem 5.1: Suppose f ∈ SBn such that there exists a
function f ′ in Class 1 and an integer t ≺′ k such that
vf = vf ′ + et + δek, or
vf = vf ′ + en−t + δ
′ek,
where
δ = vf ′(t) + vf ′(k),
and
δ′ = vf ′(n− t) + vf ′(k).
Then both f and f+1 have no nonzero symmetric annihilators
with degree less than k.
Proof: Any n-variable symmetric Boolean function g with
degree less than k can be written as g =
∑
0≤i<k λiσi. If
fg = 0 or (f + 1)g = 0, similar to the proof of Theorem
4.1, we can set up a system of homogeneous linear equations
on variables λi’s. If we can show that the coefficient matrix
Mf has full rank, then the equation system has only zero
solution which means λg = 0; thus, g = 0. By the definition
of coefficient matrix (11), Mf is only slightly different from
that of equation Mf ′ , because vf (i) = vf ′(i) holds except for
i = t, k, n− t. Notice that we only care about the rank of Mf
and Mf ′ . Since f ′ is in Class 1, we have vf ′(t)=vf ′ (n−t)+1
and Mf ′ , Mf ′+1 both have full rank by the proof of Theorem
4.1. Let a ∈ F2, if
(vf ′ (t), vf ′(k), vf ′(n− t)) = (a, a, a+ 1),
then
(vf (t), vf (k), vf (n− t)) = (a+ 1, a, a+ 1) or (a, a+ 1, a).
Case 1: a=0.
(vf ′(t), vf ′(k), vf ′(n− t)) = (0, 0, 1).
Let p1 be the integer satisfying t ∈ Ap1 , then for any i > k
and i ∈ Ap1 , we have vf ′(i) = 1 for the reason f ′ belongs to
Class 1. Consider the difference between the coefficient matrix
Mf and Mf ′ . By the definition of coefficient matrix (11), since
vf ′(n− t) = 1 and vf ′(t) = vf ′(k) = 0, εn−t is a row vector
of Mf ′ but εt and εk are not.
When (vf (t), vf (k), vf (n− t)) = (1, 0, 1), the row vectors
of Mf and Mf ′ are all the same except that an extra εt is a
row vector of Mf by the definition of coefficient matrix (11).
Then, Mf has full rank as Mf ′ has full rank.
When (vf (t), vf (k), vf (n− t)) = (0, 1, 0), the only differ-
ence with Mf ′ is that εk is a row vector of Mf but εn−t is not
by the definition of coefficient matrix (11). If we can prove
that εn−t is a linear combination of εk and other row vectors
in Mf , then Mf also has full rank. In the next paragraph, we
will complete this proof.
By Lemma 5.4 and the fact that Ap for all 0 ≤ p ≤ m+ 1
is a partition of {0, 1, ..., n}, we have∑
j∈Ap1 ,jk
εn−j = εk +
∑
p6=p1
0≤p≤m+1
∑
j∈Ap
j≺k
εn−j . (16)
Since t ∈ Ap1 and t ≺′ k which means t  k, then εn−t
appears on the left-hand side of (16). Remember that for any
i > k where i ∈ Ap1 , we have vf ′(i) = 1. Thus, we have
vf (i) = 1 for any such i with i 6= n − t, which means all
vectors in the left-hand side of (16) are row vectors of Mf
except εn−t by the definition of (12). While for the right-
hand side of (16), notice that since f ′ is contained in Class
1. Then if one element ω in the set {j|j ∈ Ap, j ≺ k} (or
{n− i|j ∈ Ap, j ≺ k}) satisfies vf ′(ω) = 1, so do the other
elements in the set. By the definition of(11), if one term in∑
j∈Ap,j≺k
εj ( or
∑
j∈Ap,j≺k
εn−j) is a row vector of Mf ′ ,
so are the other terms. By the definition of Mf , we can see
Mf also has this property as Mf ′ for any p 6= p1. Then, we
can turn all terms on the right-hand side of (16) into the row
vectors of Mf by Lemma 5.2 as follows. If
∑
j∈Ap,j≺k
εn−j
with p 6= p1 appears but not row vectors of Mf , then we apply
Lemma 5.2 to replace
∑
j∈Ap,j≺k
εn−j by
∑
j∈Ap,j≺k
εj . We
can continue this procedure until that any vector that appears
in the right-hand side also appears as a row vector of Mf .
After this, both sides of (16) become row vectors of Mf ′
except εn−t. Thus we can conclude that εn−t is a linear
combination of row vectors of Mf . Therefore, Mf has full
rank because Mf ′ has full rank.
Consider the difference between Mf+1 and Mf ′+1. Since
(vf ′+1(t), vf ′+1(k), vf ′+1(n− t)) = (1, 1, 0),
and recalling the definition of coefficient matrix (11), εt
and εk are row vectors of Mf ′+1. While for Mf+1, if
(vf+1(t), vf+1(k), vf+1(n−t)) = (0, 1, 0), the only difference
is that εt is not a row vector of Mf+1. By the same argument
above using Lemmas 5.2 and 5.3, εt is a linear combination
of row vectors of Mf+1. This has no influence to the rank of
Mf+1. Therefore, Mf+1 also has full rank because Mf ′+1 has
full rank.
Otherwise, if (vf+1(t), vf+1(k), vf+1(n − t)) = (1, 0, 1),
according to the definition of coefficient matrix (11), the
difference is that εn−t is a row vector of Mf+1 but εk is not.
This matrix is also full rank because εk is a linear combination
of other row vectors in Mf ′ due to Lemma 4.2.
Case 2: a=1.
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We can reach the conclusion that the matrices Mf and
Mf+1 always have full rank in the same way of Case 1.
Else if
(vf ′(t), vf ′(k), vf ′(n− t)) = (a, a+ 1, a+ 1),
then
(vf (t), vf (k), vf (n− t)) = (a+ 1, a, a+ 1) or (a, a+ 1, a).
In a similar way to the discussion as above, no matter a = 0
or 1 and no matter what f ′ is, the coefficient matrices Mf and
Mf+1 always have full rank, which implies λ = 0; thus, g = 0.
Therefore, both f and f+1 have no symmetric annihilators
with degree less than k.
Theorem 5.2: Suppose f ∈ SBn such that there exists a
function f ′ in Class 1 and an integer t ≺′ k, such that
vf = vf ′ + et + δek, or
vf = vf ′ + en−t + δ
′ek,
where
δ = vf ′(t) + vf ′(k),
and
δ′ = vf ′(n− t) + vf ′(k).
Then AI(f) = k.
Proof: Assume to the contrary that AI(f) < k. Then,
there exists a Boolean function 0 6= g ∈ Bn with degree less
than k, such that fg = 0 or (f + 1)g = 0.
For the case fg = 0, by Lemma 2.4, there exists a
symmetric Boolean function 0 6= h ∈ SBn−2b with deg(h)
≤ deg(g)− b < k − b for some integer 0 ≤ b ≤ k, such that
fhPb = 0.
Let f1 ∈ SBn−2b be defined as
f1(x2b+1, . . . , xn) = f(0, 1, . . . , 0, 1, x2b+1, . . . , xn).
Then
vf1(i) = vf (i+ b) (17)
for any 0 ≤ i ≤ n− 2b.
On one hand, by following the same argument of i) in the
proof of Theorem 4.2, we have f1h = 0 because fhPb = 0.
On the other hand, we will show a contradiction by proving
f1 and f1+1 do not have symmetric annihilators with degree
less than k− b. For any i, j ∈ Ak−bp , 1 ≤ p ≤ ⌊log2(n− 2b)⌋,
i < k−b < j, we have i+b, j+b ∈ Akp and i+b < k < j+b
by Definition 3.2.
If t < b, then t − b, n − (t − b) 6∈ Ak−bp for any 1 ≤ p ≤
⌊log2(n − 2b)⌋. Then, by the conditions of this theorem, we
have vf (i+b) = vf (j+b)+1, which implies vf1 (i) = vf1 (j)+
1 by (17). Then, f1 is contained in Class 1. According to
Theorem 4.1, f1 and f1+1 do not have symmetric annihilators
with degree less than k, which contradicts the existence of h.
If t ≥ b, then t−b ≺′ k−b by the definition of ≺′ and t−b,
n−(t−b) ∈ Ak−bp for some 1 ≤ p ≤ ⌊log2(n−2b)⌋. Then, by
the conditions of this theorem, we have vf (t) = vf (n− t) =
vf (k)+1 and vf (i+b) = vf (j+b)+1 for i+b 6= t and j+b 6=
n−t, which implies vf1 (t−b) = vf1(n−(t−b)) = vf1(k)+1
and vf1(i) = vf1 (j) + 1 for i 6= t − b and j 6= n − (t − b).
Then, f1 is contained in Class 2. According to Theorem 5.1,
f1 and f1+1 do not have symmetric annihilators with degree
less than k, which contradicts the existence of h.
Therefore, f does not have nonzero annihilators with degree
less than k.
For the case (f+1)g = 0, we can consider f1+1 instead. By
the same argument above, we can prove that if f +1 does not
have nonzero annihilator with degree less than k. Therefore,
we have AI(f) = k.
VI. MAIN RESULT
Finally, we obtain the following main result.
Theorem 6.1: Let n = 2k, k = (km, . . . , k1, k0)2, where
m = ⌊log2 k⌋. Let supp(k) = {p | kp = 1}. Given f ∈ SBn,
then AI(f) = k if and only if vf satisfies one of the following
three cases:
1) There exist a0, a1, a2, . . . , am, am+1 ∈ F2, such that
for any 1 ≤ t ≤ m + 1 and i, j ∈ At, 0 ≤ i < k < j ≤
2k, vf(i) = vf (j) + 1 =at holds, and vf (k) = a0.
2) There exist a1, a2, . . . , am, am+1 ∈ F2, such that for
any 1 ≤ t ≤ m and i, j ∈ At, 0 ≤ i < k < j ≤ 2k, vf(i) =
vf (j) + 1=at holds, and
(vf (k−2
m), vf (k), vf (k+2
m))) = (am+1, am+1+1, am+1);
3) There exists an integer p0 ∈ supp(k), p0 6= m, and a1,
a2, . . . , am, am+1, bp0 ∈ F2 such that for any 1 ≤ t ≤ m+1,
i, j ∈ At, 0 ≤ i < k < j ≤ 2k, i 6= i0 and j 6= n − i0,
vf (i) = vf (j) + 1=at holds, and
(vf (i0), vf (k), vf (n− i0)) = (bp0 , bp0 , bp0), or
(vf (i0), vf (k), vf (n− i0)) = (bp0 , bp0 , bp0),
where i0=(kp0−1, . . . , k1, k0) ≺′ k.
The total number is (2wt(n)+1)2⌊log2 n⌋. And the values of
their Hamming weight are {2n−1± 12
(
n
n/2
)
, 2n−1+ 12
(
n
n/2
)
-
(
n
i
)
,
2n−1- 12
(
n
n/2
)
+
(
n
i
)
, for any i ≺′ k}.
Proof: Notice that vf satisfies item 1 if and only if f
belongs to Class 1, vf satisfies items 2 or 3 if and only if f
belongs to Class 2. Then, the necessity is proved by Theorem
3.5, while the sufficiency is proved by Theorems 4.2 and 5.2.
The number of functions satisfying item 1 is 2m+2, the
number of functions satisfying item 2 is 2m+1, and the number
of functions satisfying item 3 is (wt(n) − 1)2m+2, because
different choices of ai’s, bp0 and i0 will generate different
functions. Therefore, the total number is (2wt(n) + 1)2m+1.
The corresponding values of Hamming weight are also easy
to calculate.
For example, when n = 14, we have k = 7, m = ⌊log2 7⌋ =
2 and supp(7)={0, 1, 2}.
There are 16 functions satisfying the conditions of item 1).
Among them, the simplified value vectors of those satisfying
vf (7) = 1 are as follows:
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f SVV:vf (0)...vf (14)
1 000000011111111
2 000100011110111
3 010001011011101
4 101010110101010
5 010101011010101
6 101110110100010
7 111011110001000
8 111111110000000
All of them have the same Hamming weight
213+ 12
(
14
7
)
=9908, whereas all of their complements have the
same Hamming weight 213- 12
(
14
7
)
=6476.
There are 8 functions satisfying the conditions of item 2.
Among them, the simplified value vectors of those satisfying
vf (7) = 1 are as follows:
f SVV:vf (0)...vf (14)
1 000000011110111
2 010001011010101
3 101010110100010
4 111011110000000
All of them have the same Hamming weight 213+ 12
(
14
7
)
-(
14
3
)
=9544, whereas all of their complements have the same
Hamming weight 213- 12
(
14
7
)
+
(
14
3
)
=6840.
There are 32 functions satisfying the conditions of item 3
because wt(14) = 3 and i0 can be 0 or 1. When i0 = 0,
among such functions, the simplified value vectors of those
satisfying vf (7) = 1 are as follows:
f SVV:vf (0)...vf (14)
1 000000011111110
2 010001011011100
3 001010110101010
4 011011110001000
5 000100011110110
6 010101011010100
7 001110110100010
8 011111110000000
All of them have the same Hamming weight 213+ 12
(
14
7
)
-(
14
0
)
=9907, whereas all of their complements have the same
Hamming weight 213- 12
(
14
7
)
+
(
14
0
)
=6477.
When i0 = 1, among such functions, the simplified value
vectors of those satisfying vf (7) = 1 are as follows:
f SVV:vf (0)...vf (14)
1 000000011111101
2 000001011011101
3 101010110101000
4 101011110001000
5 000100011110101
6 000101011010101
7 101110110100000
8 101111110000000
All of them have the same Hamming weight 213+ 12
(
14
7
)
-(
14
1
)
=9894, whereas all their complements have the same
Hamming weight 213- 12
(
14
7
)
+
(
14
1
)
=6490.
VII. CONCLUSION
In this paper, we give a necessary and sufficient condition
for an even-variable symmetric Boolean function to reach
maximum algebraic immunity for the first time.
We first study the weight supports of low-degree symmetric
Boolean functions and use some linear algebras to obtain
some necessary conditions for an even-variable symmetric
Boolean function to reach maximum algebraic immunity, then
we divide the functions satisfying these conditions into two
classes. Finally, we proved that functions of either class indeed
have maximum algebraic immunity. Thus, the problem of
finding all even-variable symmetric Boolean functions with
maximum algebraic immunity is solved.
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