We often fail to see something that at other times is readily detectable. Because the visual stimulus itself is unchanged, this variability in conscious awareness is likely related to changes in the brain. Here we show that the phase of EEG ␣ rhythm measured over posterior brain regions can reliably predict both subsequent visual detection and stimulus-elicited cortical activation levels in a metacontrast masking paradigm. When a visual target presentation coincides with the trough of an ␣ wave, cortical activation is suppressed as early as 100 ms after stimulus onset, and observers are less likely to detect the target. Thus, during one ␣ cycle lasting 100 ms, the human brain goes through a rapid oscillation in excitability, which directly influences the probability that an environmental stimulus will reach conscious awareness. Moreover, ERPs to the appearance of a fixation cross before the target predict its detection, further suggesting that cortical excitability level may mediate target detection. A novel theory of cortical inhibition is proposed in which increased ␣ power represents a "pulsed inhibition" of cortical activity that affects visual awareness.
Introduction
Given a constant set of stimulus parameters, visual perception can be highly variable, for reasons that are poorly understood. For instance, at a maximally effective masking stimulus onset asynchrony (SOA) of 50 ms, a metacontrast backwards mask is not always effective in diminishing the visibility of a preceding target (Breitmeyer and Ogmen, 2000; Di Lollo et al., 2000) . Presumably, this variability in visual perception is a consequence of different brain states and resultant responsiveness to the visual targets. Whereas much research has investigated the differential neural activity elicited by detected and undetected targets, and by masks of variable efficacy (Lau and Passingham, 2002; Haynes et al., 2005; van Aalderen-Smeets et al., 2006; Del Cul et al., 2007; Fahrenfort et al., 2007) , few investigations have specifically examined the differential prestimulus electrophysiological activity that leads observers to detect or not detect targets on any given trial.
Several studies have shown that both top-down (Ramachandran and Cobb, 1995; Tata, 2002; Boyer and Ro, 2007) and stimulus-driven (Shelley-Tremblay and Mack, 1999) attention play an important role in the effectiveness of visual masking. Other studies have suggested the possible instantiation of attentional influences on visual processing by suppression of rhythmic oscillations in the electroencephalogram (EEG) ␣ frequency range (8 -12 Hz) (Worden et al., 2000; Fries et al., 2001; Sauseng et al., 2005; Thut et al., 2006; Romei et al., 2008) . For example, Ergenoglu et al. (2004) found that decreases in ␣ power before target onset are associated with increases in visual target detection. Based on these results, we hypothesized that changes in ␣ may be associated with the variability in detectability observed in metacontrast masking. Lindsley (1952) proposed that the phase of ␣ might represent oscillations in cortical excitability. This hypothesis is consistent with recent evidence showing relationships between EEG slowwave's phase and increases in cortical excitability (Lakatos et al., 2008) , between ␣ phase and increases in event-related potential (ERP) amplitude (Trimble and Potts, 1975; Jansen and Brandt, 1991; Haig and Gordon, 1998; Barry et al., 2003 Barry et al., , 2004 Kruglikov and Schiff, 2003) , and faster responses to phase-locked stimuli (Callaway and Yeager, 1960) . Despite this evidence, no studies have directly examined the influences of the phase of ␣ on awareness of a visual stimulus.
Here, we investigated the neural activity associated with increased target detectability in a backwards metacontrast masking paradigm. Using constant stimulus parameters, we examined both the ERPs elicited by a fixation cross signaling the beginning of each trial, as well as the power and phase of the ␣ activity in the period after fixation and before the onset of the masked targets. Additionally, we assessed how the ERP activity elicited by the detected and undetected targets and masks relates to both these prestimulus differences in neural activity and to visual awareness.
Materials and Methods
Subjects. Eighteen subjects (13 females; age range 18 -30) gave informed consent as approved by the Institutional Review Board at the University of Illinois at Urbana-Champaign. Six subjects were not included in the analysis because their target detection rate was Ͼ90% or Ͻ10% and thus did not have enough trials in one of the two critical conditions. A seventh subject was excluded because of an extremely high false alarm rate (85%). Thus the behavioral and electrophysiological (EEG and ERP) data from 11 subjects (8 females; age range 18 -29) were considered.
Stimuli and procedures. Subjects were comfortably seated 57 cm away from and at eye level with a 20-inch Sony Trinitron CRT monitor, with a refresh rate of 85 Hz. Figure 1 shows the stimulus dimensions and a typical trial sequence presented to each subject using E-prime presentation software (Psychology Software Tools). Each trial began with a black fixation cross presented at the center of the monitor for 247 ms. The fixation cross was followed by a blank screen lasting 400 ms. The dark gray target disk was then centrally presented for 11.7 ms with a 47.0 ms interstimulus interval (ISI) before the dark gray annulus mask appeared for 23.4 ms (these timings represent multiples of 11.7 ms, which is the duration of one frame at an 85Hz refresh rate). All stimuli were presented on a light gray background. Subjects then had 1500 ms before the next trial began, during which a response was made to indicate whether or not they had seen the target. Responses were made on an E-prime button box (1, detected; 5, undetected) and subjects received no feedback regarding their accuracy. On average, subjects failed to respond on 1% of trials, which were excluded from further analysis.
Each subject completed 16 blocks, each consisting of 72 trials. Short rest breaks, the duration of which was controlled by the subjects, were given between blocks. Trial types were randomly intermixed with the restriction that half of the trials (576) contained both the target and mask, whereas on one quarter of the trials (288) the masks appeared with a blank screen in place of the target and on the remaining quarter (288 trials) the target appeared with a blank screen in place of the mask. Subjects were given both visual and verbal instructions and performed a practice block consisting of 40 trials before the 16 experimental blocks began.
EEG and ERP recording and analysis. The EEG was recorded from 21 Ag/AgCl electrodes using an electrode cap with a standard 10/20 system layout. Electrodes were referenced to the left mastoid online, and were re-referenced to an arithmetically derived average mastoid reference offline. Electrodes above and below the left eye, and on the outer canthi of each eye, measured the subject's bipolar vertical and horizontal EOG activity. Electrode impedance was kept at Ͻ10 k⍀.
The EEG was first filtered online with a 0.01-30 Hz bandpass and sampled at 200 Hz. Off line, the EEG was again low-pass filtered at 25 Hz. The data were then segmented into 2223 ms epochs, time-locked to the onset of the initial fixation for each trial. After removing trials with A/D saturation, ocular artifacts were detected and corrected (Gratton et al., 1983) and trials with artifacts Ͼ250 V were discarded. In total, Ͻ4% of the trials were discarded because of artifacts. The proportion of recording time points classified as eye blinks in the 650 ms period before the onset of the target did not differ between undetected (M ϭ 0.0022) and detected targets (M ϭ 0.0023, t (10) ϭ 0.21, n.s.).
Separate grand average waveforms were computed for detected and undetected target trials. The waveforms were baseline corrected using the activity during the 200 ms before fixation onset to derive fixation ERPs. Time windows for the P1 (90 -160 ms), N1 (150 -230 ms), and P2 (200 -250 ms) components were chosen to be centered around visually identified component peaks in the grand average waveforms across conditions. For each component the mean voltage within the corresponding time window was computed for each subject, separately for detected and undetected trials.
To remove the activity elicited by the mask without removing activity resulting from the interaction of mask and target, the mask-only average was subtracted from each target-plus-mask average (see Del Cul et al., 2007 for a justification of this procedure). These waveforms were then time-locked to the onset of the target and baseline-corrected to the 200 ms preceding its onset. For this analysis, the same time windows mentioned above for the fixation were used for the target P1, N1, P2. An additional time window (300 -500 ms) was chosen to analyze the P3. For each of these time windows the mean voltages for detected and undetected targets were then computed. For both fixation and target waveforms, the mean voltages for each time window for detected and undetected targets were compared using paired one-tailed t tests because previous studies (Del Cul et al., 2007; Pourtois et al., 2006) have shown larger ERP components for detected compared with undetected stimuli (i.e., H 0 : V Detected Յ V Undetected ). The test of each component was performed at a single electrode site chosen based on extant literature (e.g., P3 was tested at Pz, N1 at Fz).
␣ Power and phase analysis. A discrete Fourier Transform with no taper was applied to the raw EEG data from the 200 ms period preceding target onset for the detected and undetected trials at electrode Pz. This time window was chosen because initial analyses suggested that the fixation offset affected EEG activity for ϳ200 ms. This electrode was chosen based on where ␣ effects have been maximal in previous studies (Ergenoglu et al., 2004) . Both the power and the phase (in degrees) at a frequency of 10 Hz were extracted from the transformed data for each trial, condition, and subject. With this interval duration only frequencies that are multiples of 5 Hz can be measured; hence the choice of 10 Hz, which could not be varied across individuals. For each subject, all trials were then divided into quartile bins of log-transformed power at electrode Pz. The detection rate in each of these bins was computed separately for each subject. A test of linear trend in detection across bins was run using a repeatedmeasure ANOVA.
For an additional test of the robustness of this finding, the average ␣ power for detected targets was directly compared with that for undetected targets using a two-tailed t test. To test for changes in ␣ power over the course of a block, the average log-transformed ␣ power for the 200 ms period before target onset was separately computed for all trials in the first half and second half of each block. These measures were obtained for each subject, collapsed across conditions, and submitted to a paired twotailed t test at the Pz electrode.
For analysis of the phase of ␣, trials were sorted based on the phase of ␣ activity at electrode Pz at target onset into two opposite bins (225-45°a nd 45-225°). These bins were chosen to be orthogonal to the mean phases for undetected (134.6°) and detected targets (345.9°) for the high Figure 1 . A, Spatial dimensions of the stimuli, which were presented to subjects at the center of the screen. B, Individual trial timeline with durations of each screen presentation. Note that on 25% of the trials the target was replaced with a blank screen to create a mask-only condition and on 25% of the trials the mask was replaced by a blank screen to create a target-only condition.
␣ power trials. For each of these bins, the average detection rate was calculated for each subject. Because any effect of phase should only be present in trials with sufficient ␣ power, trials were further divided into high-and low-power bins using a median split. The main effects of power and phase, as well as their interaction, were then tested using a two-way repeated-measures ANOVA.
An additional analysis of the phase data was run using the Cartesian coordinates in the complex space in a multivariate approach. This approach was chosen because it combines analysis of phase and amplitude: this is crucial to prevent trials with small ␣ amplitude (and therefore substantially random phase) from exerting an undue influence on the results. Furthermore, only when ␣ reaches sufficient amplitude can its phase be expected to be of any significance. Practically, for each trial we evaluated the complex values derived from the Fourier transform at 10 Hz using Cartesian coordinates rather than the polar coordinates (distance from origin, or amplitude, and angle, or phase). Differences between the average coordinates for detected and undetected trials were then computed for each subject. The resultant X and Y components were then submitted to a Hotelling's bivariate F test for a difference from zero, with a significant difference from zero indicating that the bivariate distributions differed between detected and undetected trials.
All processing and analyses were performed using custom scripts written in Matlab (The MathWorks) and with the EEGLAB toolbox (Delorme and Makeig, 2004) . Apart from the detected vs undetected ERP comparisons, in which we indicate the use of one-tailed statistical comparisons based on previous findings (Pourtois et al., 2006; Del Cul et al., 2007) , all other statistics were conducted using two-tailed tests.
Results

Behavior
The 11 subjects had an average detection rate of 70% on the target-plus-mask trials (SD ϭ 14%; range ϭ 46 -82%). On the mask-only trials, the average false alarm rate was 14% (SD ϭ 7%; range ϭ 3-24%). Signal detection analyses yielded an average criterion of 0.51 (SD ϭ 0.63; range ϭ Ϫ0.36 to 1.64) and an average dЈ of 1.74 (SD ϭ 0.41; range ϭ 1.47-2.82), indicating that all subjects, including those with high false alarm rates, were nonetheless able to differentiate targets from noise.
No significant decreases in detection rate were measured over the course of the experiment (␤ 1 ϭ Ϫ0.06, n.s.). However, there was evidence of changes in performance within a block (Fig. 2 A) . Hit rates decreased from an average of 80% for the first trial in a block to 63% for the final trial. This slope, reflecting change in performance within a block, was statistically significant (␤ 1 ϭ Ϫ0.46, t (10) ϭ 3.07, p Ͻ 0.05), whereas the average false alarm rate did not change significantly during a block (␤ 1 ϭ 0.03, t (10) ϭ 0.16, n.s.). A decrease in dЈ over the course of a block was observed (␤ 1 ϭ Ϫ0.032, t (10) ϭ 4.13, p Ͻ 0.01), along with a concurrent increase in criterion (␤ 1 ϭ 0.015, t (10) ϭ 2.51, p Ͻ 0.05).
We also analyzed the effect of previous trial type and accuracy on the target detection on subsequent trials. Compared with the overall detection rate of 70%, subjects were reliably more likely to detect a target when the target was detected on the previous target-plus-mask trial (not necessarily the immediately preceding trial because a target-only or mask-only trial could have intervened) (Fig. 2 B; M ϭ 77%, t (10) ϭ 3.28, p Ͻ 0.01), and were less likely to detect a target when the previous target was also undetected (M ϭ 53%, t (10) ϭ 3.91, p Ͻ 0.01). The effect of the immediately preceding trial type (Target-Only, Mask-Only, TargetPlus-Mask) on subsequent detection was then considered. A repeated-measures ANOVA on the current trial detection rate as a function of the preceding trial type was not significant (F (2,10) ϭ 0.344, n.s.). Table 1 shows the time-window, analyzed electrode location, and mean voltages for detected and undetected targets for each of the ERP components investigated for the fixation and target intervals. Figure 3 depicts the fixation-locked ERPs for detected and undetected target-plus-mask trials. Both the P1 component (t (10) ϭ 2.76, p Ͻ 0.025, one-tailed) and the P2 component (t (10) ϭ 2.48, p Ͻ 0.05, one-tailed) were reliably larger on trials in which the target would later be detected than when it was subsequently undetected. There was no reliable difference in the mean amplitude of the N1 component elicited by fixation for detected compared with undetected targets (t (10) ϭ 1.37, n.s., one-tailed).
Electrophysiology
We next assessed the effect of ␣ power and phase on target detection. Figure 4 A shows the decrease in detection performance as a function of increased ␣ power, with the linear trend being significant (F (1,10) ϭ 16.43, p Ͻ 0.005). This finding was corroborated by a direct comparison of the ␣ power in the period preceding target onset for detected and undetected targets. There was significantly more ␣ power for undetected targets (M ϭ 2.74) than for detected targets (M ϭ 2.63; t (10) ϭ 2.67, p Ͻ 0.025). In addition, there was a numerical increase in ␣ power from the first (M ϭ 2.64) to the second (M ϭ 2.74) half of the block, consistent with the observed decrease in performance over the block, but this effect did not achieve significance (t (10) ϭ 1.94, p Ͻ 0.10).
Figure 4 B shows the difference in detection rate as a function of the phase of ␣ activity at target onset, for both high-and low-␣ power trials. There were significant main effects of power (F (1,10) ϭ 9.15, p Ͻ 0.05) and phase of ␣ (F (1,10) ϭ 6.48, p Ͻ 0.05). Furthermore, to examine simple main effects, we ran paired twotailed t tests comparing the detection rate for each phase bin, separately for high-and low-␣ power. They showed, as predicted, that the effect of phase was only reliable for high-␣ power trials. For low-␣ power trials, there was no effect of ␣ phase (45-225°ϭ 0.73, 225-45°ϭ 0.73, t (10) ϭ 0.35, n.s.), whereas at high levels of ␣ power, there was a significant effect of phase (45-225 ϭ 0.67, 225-45°ϭ 0.71, t (10) ϭ 4.53, p Ͻ 0.005). Finally, the average ␣ differences (combining phase and amplitude using the Cartesian coordinates of the complex space) were directly compared between detected and undetected trials using a Hotelling's bivariate F test. There was a significant difference in ␣ between detected (circular grand mean (CGM) ϭ 273.5°) and undetected target conditions (CGM ϭ 96.4°; F (2,9) ϭ 22.00, p Ͻ 0.001). Although this effect may have also been influenced by differences in ␣ power, Figure 4C and the above-mentioned analysis presented in 4 B clearly show an effect of phase. Figure 4C shows a circular histogram of the difference between each subject's average phase for detected and undetected trials, illustrating that the difference in phase fell between 225 and 315°for the majority of subjects.
Figure 4 D shows two overlaid circular histograms of each subject's mean phase for detected and undetected targets. A nonparametric Monte-Carlo test compared the distribution of mean phases between the detected and undetected conditions. To test the hypothesis that the undetected targets had a reliably different distribution of phase of ␣ at their onset than the detected targets, the observed frequency of mean phases before detected targets falling in each of four bins (45-115°, 115-225°, 225-315°, 315-45°) was computed and used to create a polynomial distribution from which 10,000 random samples of 'observed' distributions were created. An uncorrected 2 statistic comparing the true observed distribution of mean ␣ phase for undetected targets to the mean phase distribution for detected targets ( 2 ϭ 7.58) was Ͼ9568 of the 2 statistics calculated from the randomly generated detected phase distribution ( p(H 0 ) Ͻ 0.05).
To ensure that the greater number of trials present in the detected target condition was not affecting the measures of phase, a bootstrap procedure (Efron, 1979) was used, matching the number of trials in the two conditions. For each subject, trials were selected randomly with replacement from the detected trials, such that they matched the number of undetected trials for that subject (except for one subject who had more undetected trials, in which the processes was reversed). Each subject's mean phase in each condition was then computed, and the grand average over subjects was determined. Figure 4 E shows the results of this process being iterated 10,000 times, creating a distribution of sample means for each condition. A clear separation between the mean phases for detected and undetected targets is apparent even when equal numbers of trials between the conditions are used. To quantify the results of this analysis, we measured, for each iteration, whether the mean phase for undetected targets had a greater X component than the mean phase for detected targets. Of the 10,000 samples, 9787 showed this pattern ( p(H 0 ) Ͻ 0.05). Additionally, the detection rate for the two opposite phase bins was computed for each iteration. On 9835 of the iterations, the detection rate for 225-45°was greater than for 45-225 ( p(H 0 ) Ͻ 0.05). Thus, these phase differences are reliable and cannot be attributed to the uneven number of trials in each condition or to amplitude differences that might have influenced the Hotelling test.
It should be noted that although the phase of ␣ was predictive of target detection (Fig. 4 F) , there was on average no phase-locking to the expected onset of the target from the onset of the fixation cross. This was demonstrated in the following way. For each subject, an average was computed across all trials (disregarding whether they were trials in which the target was detected or undetected). The resulting grand average is shown as a gray line in Figure 4 F. As can be seen from this figure, this average produces a flat line during the pretarget period, demonstrating that, on average, the phase of ␣ in the period immediately preceding the target appearance was random. This indicates that the phase of ␣ per se is unrelated to the presentation of the fixation stimulus, and therefore its relationship with detection accuracy is not a spurious correlation between ␣ phase at fixation onset and detection accuracy. Figure 5 shows the ERPs for detected and undetected targets, which were obtained by subtracting the mask-only condition from the corresponding target-plus-mask condition. The mean amplitudes of the P1 (t (10) ϭ 3.10, p Ͻ 0.01, one tailed), N1 (t (10) ϭ 2.66, p Ͻ 0.025, one-tailed), P2 (t (10) ϭ 2.24, p Ͻ 0.05, onetailed), and P3 (t (10) ϭ 2.45, p Ͻ 0.05, one-tailed) were all reliably greater for detected compared with undetected masked targets. There were no differences between the mean voltage in the baseline period for detected (M ϭ 0.32 V) compared with undetected (M ϭ 0.10 V; t (10) ϭ 1.13, n.s.) targets.
Finally, to test the direct effects of the phase of ␣ on the ERPs elicited by targets, trials were resorted based on the phase of ␣ at the onset of the stimulus. The peak amplitude and latency of the N1 component were then measured in the window between 50 and 170 ms after target onset (to replicate Barry et al., 2004) . When the phase of ␣ was between 45 and 225°(and detection was worse), the N1 component was reliably smaller in peak amplitude (M ϭ Ϫ0.14 V vs Ϫ1.42 V, t (10) ϭ 3.89, p Ͻ 0.005) and had a longer latency (M ϭ 100 ms vs 66 ms, t (10) ϭ 7.21, p Ͻ 0.0001) than when the phase of ␣ was between 225 and 45°. ␣ phase did not systematically affect any of the other ERP components.
Discussion
We assessed the relationship between prestimulus electrophysiological activity and subsequent target detection in a metacontrast masking paradigm. Behavioral results indicated that targets were successfully masked on a moderate proportion of trials, in line with past evidence of similar metacontrast masking effects using comparable stimuli at analogous SOAs (Boyer and Ro, 2007) . Importantly, the moderate detection rates allowed us to assess patterns in behavior and differences in neural activity for detected compared with undetected targets under identical stimulus conditions.
The observed decreases in detectability and ␣ power across the course of a block (as manifest in both decreased detection rate and dЈ) suggest that fluctuations in behavioral and corresponding neural states play a role in visual awareness. Our data indicate systematic increases in target detection when the previous target was detected and corresponding decreases when the previous target was undetected. These results suggest that subjects' performance fluctuates over time, presumably reflecting variations in brain states related to priming, vigilance, preparation, or levels of fatigue, and that by knowing these states at a given point of time, one can predict visual performance and awareness of subsequent events.
We also observed P1 and P2 amplitude increases in response to the fixation cross for trials on which the target was later detected, suggesting that specific state changes occurring before the target appears can influence its detection. These phenomena resemble the upregulation of these visual ERP components by attention (Luck et al., 2000) and are consistent with a brain state Figure 4 . A, Detection rate plotted as a function of prestimulus log-transformed ␣ power quartiles revealing a significant decrease in target detection with increased power; *p Ͻ 0.05. B, Detection rate plotted as a function of opposite phases of prestimulus ␣ phase, comparing high-and low-power trials. The effect of phase was only present for high power trials. **p Ͻ 0.005; n.s., not significant at ␣ ϭ 0.05; error bars represent within-subject SE. C, Circular histogram of the difference in mean phase of ␣ activity between detected and undetected targets indicating a non-zero difference in phase. Distance from origin reflects the number of subjects whose difference vector falls within each phase quadrant, indicated by dashed gray lines. The blue arrow represents the average difference in mean phase across subjects. D, Two overlaid circular histograms of the mean phase of ␣ activity preceding both detected (blue) and undetected (red) targets. Arrows represent the average phase of ␣ across subjects for each condition. E, Results of a bootstrap analysis of the mean phase of ␣ activity preceding detected and undetected targets. An equal number of trials were randomly sampled from each condition with replacement for each subject. The grand average phase of each of these samples was obtained for each condition and plotted on the chart. Vectors represent the mean across all bootstrapped samples. There is a clear separation of the mean phase of ␣ between the two conditions, equating trial numbers. F, Grand average ERP at channel Pz in the 100 ms preceding and after the onset of the target. Note the opposite phase for the undetected (dashed) and detected (solid) targets. When collapsed across all targets, no phase-locking is apparent (gray).
geared for enhanced processing that is maintained until target onset. Similarly, Pourtois et al. (2006) , using a task in which subjects must detect changes between pairs of images, reported that the ERPs evoked by the first stimulus of the pair (i.e., before the change) were larger for trials on which the change would be subsequently detected. These results make intuitive sense in that enhanced processing of the first stimulus should lead to an improved comparison with the second. However, in our case, there is no reason to expect that increased processing of the fixation cross itself, which is not predictive of target presence, should lead to enhanced performance. In fact, one might expect that increased processing at fixation would lead to reduced target visibility attributable to forward masking. Instead, we show that target processing is enhanced when previous fixation processing is upregulated, suggesting that the same enhanced brain state influences both fixation processing and target detection.
The possibility that brain state plays an important role in target detection is further corroborated by the analyses of ␣ power and phase in the period preceding target onset. Specifically, we found decreased detection as a function of increased power, in line with past evidence (Ergenoglu et al., 2004; Thut et al., 2006; Hanslmayr et al., 2007; van Dijk et al., 2008; but see LinkenkaerHansen et al., 2004; Babiloni et al., 2006) . We also found increases in ␣ power over the course of a block, concomitant with decreases in detection. Crucially, we show for the first time that the phase of ␣ systematically influences whether a visual stimulus will reach awareness. Detection rate reliably differed between opposite phases of ␣, but only for trials with high ␣ power. This finding provides evidence that oscillations of ␣ activity represent oscillations in cortical excitability (Lindsley, 1952) .
A "pulsed inhibition" account of ␣ Our results demonstrate that both ␣ power and phase differences contribute to conscious target detection. ␣ power suppression has been proposed to be a manifestation of controlled enhancements in attention (Worden et al., 2000; Fries et al., 2001; Sauseng et al., 2005) . However, the oscillatory nature of ␣ suggests that attention level is not static but oscillates between cortical excitability and inhibition at a frequency of ϳ10 times/s (which we label "microstate"). In fact, our data suggest that inhibition is not equal across the ␣ cycle, but only manifests its effects on behavior during part of the cycle, generating a form of "pulsed inhibition." This "pulsed inhibition" would only occur when ␣ is present, leading to oscillations of cortical inhibition which, averaged over time, appear as more static inhibitory states. In contrast, the controlled or spontaneous suppression of ␣ would diminish these periods of cortical inhibition, leading to more prolonged periods of excitation. In other words, we are proposing two routes to detection: 1) during controlled suppression of ␣, and 2) during the excitatory phase of ␣, when ␣ is not suppressed. In this "pulsed inhibition" framework (which we label the "␣ braking system," or ABS, for analogy to the servo-mechanisms controlling car breaks), the power of ␣ activity is controlled, whereas the pulsating inhibition it entails operates largely on its own. Similar to a car's anti-lock brake system, this mechanism would allow contact with the environment even when inhibition is engaged. This proposed oscillatory mechanism by which ␣ exerts its inhibitory influence is compatible with the inhibition-timing hypothesis of ␣ (Klimesh et al., 2007) , in which ␣ represents a mechanism of top-down inhibitory and temporal control. However, our account emphasizes the oscillatory nature of ␣ in the attentional domain as useful for continued yet reduced contact with the inhibited modality.
A complementary role of ␣ oscillations as representing perceptual packets of information has been recently summarized by Van Rullen and Koch (2003) . Among the evidence for this account is a study by Gho and Varela (1988) , indicating that if two flashes of light are presented in close temporal succession, at one particular ␣ phase they are interpreted as occurring simultaneously, whereas in the opposite phase they are reported as occurring in succession. Our results could be interpreted under this account in that at a certain ␣ phase the target and mask would be fused, diminishing target detectability.
Recently, Lakatos et al. (2008) showed that the phase of ␦-band oscillations can be controlled to increase cortical excitability at attended stimulus onset. However, our data do not support the proposal that the phase of ␣ can be similarly controlled because, across all trials, the phase of ␣ was random, even though the interval between the onset of fixation and that of the Figure 5 . Difference waves created by subtracting ERPs on mask-only trials from masked target trials, yielding waveforms representing the activity resulting from the detected (solid) and undetected (dashed) targets, plotted at three locations (Fz, Pz, Oz) along the midline. Shaded waveform regions represent analyzed time windows in which the mean voltage was reliably greater for detected targets than for undetected targets. Stars represent channels from which analysis measurements were taken for each component. Interpolated scalp voltage maps of the difference between detected and undetected trials at the peak difference for components P1, N1, P2, and P3.
target was constant (Fig. 4 F) . Instead, these data support the notion of a dual route to detection: a more controlled route, via ␣ suppression, and a less controlled route, determined by the timing of the stimulus relative to the "pulsed inhibition."
These findings demonstrate that the phase of ␣ at stimulus onset can also influence subsequent ERPs (also see Trimble and Potts, 1975; Jansen and Brandt, 1991; Haig and Gordon, 1998; Kruglikov and Schiff, 2003; Barry et al., 2003 Barry et al., , 2004 Becker et al., 2008) . The reduced brain activation manifested by the reduced and delayed N1 amplitude may be the ultimate factor affecting the probability of stimulus detection. Our data reveal that undetected targets (which were below the threshold for awareness) elicited an analogous, albeit smaller, electrophysiological response than did targets for which subjects reported awareness. This result is consistent with the finding by Wyart and TallonBaudry (2008) of a dissociation between anticipatory top-down activity and awareness itself. Modulations of ␣ phase and power, which are associated with cortical excitability, may merely enhance or suppress visual processing. However, visual awareness may only occur when, based in part on the modulatory top-down activity, the brain response exceeds a given activation threshold. In other words, it seems that the qualitative behavioral difference between detected and undetected trials depends on whether the amplitude of the modulated neural response exceeds an internal threshold. Such a model also allows for subthreshold processing of undetected visual events (Ro, 2005) .
Reentrant processing
The observed differences in the P1 time-range, purportedly associated with extrastriate and fusiform areas (Clark and Hillyard, 1996) , indicate that neural processes as early as 100 ms poststimulus reflect differences in visual target detection and awareness, echoing the finding by Pins and Ffytche (2003) that the first correlates of consciousness occur in the 100 ms time range. In a previous study using single-pulse transcranial magnetic stimulation, it was shown that feedback activity to primary visual cortex within the time frame of the target-to-mask SOA (i.e., 42 ms) is important for metacontrast masking effectiveness and visual awareness (Ro et al., 2003) . These findings are consistent with the computational model of object substitution (CMOS) (Di Lollo et al., 2000) , implicating reentrant connections into early visual areas as important for visual awareness.
Conclusions
This study reveals the influence of oscillatory microstates of cortical activity, manifested by ␣ phase, on subsequent neural activity and visual awareness. In addition, both ␣ power and larger fixation-locked ERPs are predictive of the detectability of masked visual targets. A "pulsed inhibition" (or ABS) theory of cortical ␣-band activity can account for the observed results. When ␣ power is large its phase can influence some ERP components and reduce detection rates, consistent with a framework in which visual awareness arises when a particular threshold for neural activity is surpassed.
