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In practical applicaitons, it is important to reduce the function evaluations in the simulation, and obtain the
approximate optimum with high accuracy. To achieve these objectives, the integrative optimization system
using the RBF Network (RBFN) and the Generalized Random Tunneling Algorithm (GRTA) is proposed
in this paper. This system consists of three parts. (1) Construction of the response surface, (2) Optimiza-
tion by the GRTA, and (3) Adding the sampling points. The RBFN is used to construct the response
surface. The radius on RBFN, which affects the accuracy of response surface, is an important parameter.
Firstly new equation for the radius is proposed, based on the examination of existing equation. Secondly a
simple sampling strategy to obtain an optimum with high accuracy is also proposed. In general, the
objective function and the constraints are approximated, separately. However, the optimum of response
surface will often violate the constraints. To avoid such situations, the augmented objective function is
utilized in this paper. Then the proposed sampling strategy is applied. Through typical benchmark prob-
lems, the validity and effectiveness are examined.
Satoshi KITAYAMA, Masao ARAKAWA, Koetsu YAMAZAKI
Department of Human & Mechanical Systems Engineering, Kanazawa University
Kakuma-machi, Kanazawa, 920-1192, Japan
Global Optimization by Generalized Random Tunneling Algorithm





Key Words :  Optimum Design, Global Optimization, RBF Network,  Engineering Optimization,






























































































( )jh x ??????????????????
2
( ) ( )









x x x x
x ???
?????? jx ? jr ????? j?????????
?????????????? ix ?????????




( ( )) min
p m
i i j j
i j
E y O wλ
= =









1( )T T−= +w H H Λ H y ???
?????? H ? Λ? y?????
1 1 2 1 1
1 2 2 2 2
1 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
m
m




   


















   




? ? ? ? ???
1 2( , , , )
T
py y y=y ? ???
???????????????????
T














Fig.1 The integrative optimization system
Input the initial data
Construction of the response surface by RBF network
Optimization by the GRTA
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Fig.6 Feasible region and global minimum
????????? (3.271,0.0496)TG =x ??????
















?????? (3.273,0.105)TG =x? ??????????
?????????????????????
( ) 267.125Gf = −x? ????

















Fig.7 The distribution of sample points
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Fig.8 History of objective function at approximate optimum
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Fig.10 Comparison of radius
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Fig.11 The distribution of optimum on response surface
in feasible domain
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Trial x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 x 10 obj.
1 -2.6590 -2.7695 -2.1054 3.0079 -3.2740 -2.7108 -2.6121 -2.3852 2.7003 -0.9410 -314.1416
2 -2.0759 -2.7692 2.2905 -1.9245 2.7989 -2.6619 1.9850 -2.0531 2.4101 -1.4912 -273.9235
3 -2.9410 -2.8063 -3.0479 -2.6390 -2.9142 -2.8250 -2.8031 0.9497 -2.7844 0.7700 -318.2305
4 -2.8926 -2.9712 -2.0732 -3.2507 -2.8878 -2.7514 -3.3558 -1.2210 -2.2069 -1.5235 -324.6039
5 -2.9462 2.5448 -2.9124 -2.7911 -3.0628 2.3251 0.6797 -2.9464 -2.9779 2.7018 -308.3509
6 2.4241 -0.3086 3.1126 -3.6446 -1.6238 -2.6086 -3.4843 1.1949 -0.0281 1.9153 -192.1104
7 -2.8263 -2.9896 2.7270 -3.1419 -2.6376 -2.6945 -2.4389 -3.2174 -1.6055 -3.3261 -347.9492
8 -2.9634 -2.7063 2.5490 -2.6656 -2.5071 -2.9957 -2.9850 2.8242 -3.0073 2.2608 -341.3516
9 -2.6664 2.4891 -2.7121 -2.2098 -2.7480 -0.1432 1.5402 -2.7654 -3.2011 -3.0773 -300.2067
10 -2.3563 -2.7148 -2.7854 -2.6837 2.3436 -1.2683 2.4122 -2.6995 -2.7142 -2.1761 -321.3327
Table 1 The result using Eq. (9)
Trial x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 x 10 obj.
1 -2.8096 -2.8428 -2.8138 -2.8923 -2.9249 -2.8322 -2.7792 -2.9189 -2.9251 -2.8174 -390.8271
2 -2.8796 -2.7992 -2.9779 -2.9068 -2.8315 -2.9377 -2.9344 -2.9574 -2.9395 -2.8551 -391.1336
3 -2.9828 -2.8559 -2.8442 -2.7923 -2.8739 -2.9228 -2.7560 -2.9362 -2.9070 -2.8233 -390.7393
4 -2.8815 -2.8551 -2.9466 -2.8876 -2.8993 -2.8246 -2.8708 -2.8602 -2.8473 -2.8967 -391.3663
5 -2.9453 -2.9166 -2.7878 -2.8491 -2.8713 -2.7786 -2.9730 -2.7636 -2.9755 -2.9006 -390.5783
6 -2.9192 -2.8345 -2.9351 -2.8462 -2.9019 -2.8998 -2.8975 -2.9197 2.6884 -2.8685 -377.2915
7 -2.9376 2.6801 -2.8858 -2.8898 -2.8615 -2.8626 -2.9049 -2.8773 -2.8294 -2.8921 -377.2669
8 2.6569 -2.9470 -2.9554 -2.8557 -2.8986 -2.9416 -2.8419 -2.8627 -2.9532 -2.8738 -377.1143
9 -2.9211 -2.8614 2.7425 -2.9349 -2.8388 -2.8856 -2.8809 -2.8981 -2.9182 -2.8922 -377.3801
10 -2.8901 -2.8468 -2.8828 -2.9049 -2.9252 2.6898 -2.8235 -2.9735 -2.8813 -2.8938 -377.2004
Table 2 The result using Eq. (15)
Table 3 Comparison of result
Arora(18) Coello(19) Ray(20) Hu(21) This paper
x 1 (d ) 0.053396 0.051480 0.050417 0.051466 0.052062
x 2 (D ) 0.399180 0.351661 0.321532 0.351384 0.337205
x 3 (N ) 9.185400 11.632201 13.979915 11.608659 13.831074
g 1(x ) 0.000019 -0.002080 -0.001926 -0.003336 -0.005994
g 2(x ) -0.000018 -0.000110 -0.012944 -0.000110 -0.062925
g 3(x ) -4.123832 -4.026318 -3.899430 -4.026318 -3.649392
g 4(x ) -0.698283 -0.731239 -0.752034 -0.731324 -0.740489
f (x ) 0.012730 0.012705 0.013060 0.012667 0.014469
Function Call N/A 900000 1291 N/A 82
Averege of f (x ) N/A 0.012769 0.013436 0.012719 0.016013
Worst of f (x ) N/A 0.012822 0.013580 N/A 0.017655
Best solutions found
Design Variables
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