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Uniqueness in inverse cavity scattering problems
with phaseless near-field data
Deyue Zhang∗, Yinglin Wang†, Yukun Guo‡ and Jingzhi Li§
Abstract
This paper is concerned with the uniqueness of inverse acoustic scat-
tering problem for cavities with the modulus of the near-fields. With the
aid of the reference ball technique and the superpositions of two point
sources as the incident waves, we rigorously prove that the location and
shape of the cavity as well as its boundary condition can be uniquely de-
termined by the modulus of near-fields at an admissible surface. To our
knowledge, this is the first uniqueness result in inverse cavity scattering
problems with phaseless near-field data. In this paper, we make use of
the phaseless near-field data incurred by the cavity and the point sources,
and thus the configuration is more feasible in practice.
Keywords: uniqueness, inverse scattering, phaseless near field, cavity, reference
ball
1 Introduction
The inverse obstacle scattering problems are of significant importance in diverse
areas of sciences and technology such as non-destructive testing, radar sensing,
sonar detection and biomedical imaging (see, e.g. [12]), which are typical exte-
rior inverse scattering problems. However, the interior inverse scattering prob-
lems for determining the shape of cavities arise in many practical applications
of radar sensing and non-destructive testing (see, e.g. [19, 41]). In contrast to
the typical exterior inverse scattering problems, the interior inverse scattering
problems are more complicated to some extent due to the repeated reflections
of the scattered waves, and some mathematical studies have been made. In
[41, 55, 32], the uniqueness of the inverse cavity scattering with the Dirichlet
boundary condition has been established. For the the impedance boundary
condition and the mixed boundary condition, the uniqueness results have been
given in [42, 32] and [15], respectively. In [43], the authors proposed the method
of adding an artificial obstacle to avoid the interior eigenvalues and gave a new
proof for the uniqueness of the inverse problems. There have also been some
numerical reconstruction algorithms for solving the inverse cavity problems. We
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refer to [41, 42, 15, 54, 40, 55, 32, 46] for the linear sampling method, the regu-
larized Newton iterative method, the decomposition method, the factorization
method and the reciprocity gap functional method.
The above theories and numerical methods are based on the full data (both
the intensity and phase). However, in many situations, one can measure only the
intensity/magnitude of the data, which leads to the study of inverse scattering
problems with phaseless or intensity-only data.
The exterior inverse scattering problems with phaseless near-field data have
been studied numerically (see, e.g. [4, 5, 6, 7, 8, 34, 35, 39, 44]), and few results
have been done on the theory of uniqueness for the inverse scattering problems.
A recent result on uniqueness in [23] was related to the reconstruction of a po-
tential with the phaseless near-field data for point sources on a spherical surface
and an interval of wave-numbers, which was extended in [24] for determining
the wave speed in generalized 3-D Helmholtz equation. The uniqueness of a
coefficient inverse scattering problem with phaseless near-field data has been
established in [26]. We also refer to [25, 37, 38] for some recovery algorithms
for the inverse medium scattering problems with phaseless near-field data. The
stability analysis for linearized near-field phase retrieval in X-ray phase contrast
imaging can be found in [36].
For exterior inverse scattering problems with phaseless far-field data, several
uniqueness results have been established. With a priori information, uniqueness
on determining the radius of a sound-soft ball was given in [33]. A method of
superposition of incident waves was proposed in [49], which led to the multi-
frequency Newton iteration algorithm [49, 50] and the fast imaging algorithm
[51]. Moreover, uniqueness results were established in [47] under some a priori
assumptions. Recently, the idea of resorting to the reference ball technique
(see, e.g. [9, 10, 31]) in phaseless inverse scattering problems was proposed by
Zhang and Guo in [52], and the uniqueness results were established by utilizing
the reference ball technique in conjunction with the superposition of incident
waves. With the aid of the reference ball technique, the a priori assumptions
in [47] can be removed, see [48] for the details. Similar strategies of adding
reference objects or sources to the scattering system for different models of
phaseless inverse scattering problems can be found in [13, 14, 20, 21, 22, 53].
For the numerical algorithms for the shape reconstruction from phaseless data,
we refer to [1, 2, 7, 16, 17, 18, 25, 27, 28, 29, 30, 45].
In this paper, we consider the incident point sources and deal with the
uniqueness issue concerning the inverse cavity scattering problems with phase-
less total field data. We rigorously prove in this paper that the location and
shape of the obstacle as well as its boundary condition can be uniquely deter-
mined by the modulus of total fields at an admissible surface. To the best of our
knowledge, this is a first uniqueness result in inverse cavity scattering problems
with phaseless near-field data. The main idea here is the utilization of the ref-
erence ball technique, superpositions of point sources, the reciprocity relations
and the singularity of the total fields. We emphasize that the reference ball
technique should be necessary for the phaseless inverse scattering problems for
cavities owing to lack of the far-field pattern, and the reference ball can provide
some information on the location of the cavity in devising effective numerical
inversion schemes in comparison with the exterior inverse scattering problems
(see, e.g. [13]), which will be our future work.
The rest of this paper is arranged as follows. In the next section, we present
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an introduction to the model problem. Section 3 is devoted to the uniqueness
results on phaseless inverse cavity scattering problem.
2 Problem setting
We begin this section with the precise formulations of the model cavity scatter-
ing problem. Assume D ⊂ R3 is an open and simply connected domain with
C2 boundary ∂D. Denote by ui the incident field. Then, the interior scattering
problem for cavities can be formulated as: to find the scattered field us which
satisfies the following boundary value problem:
∆us + k2us =0 in D, (1)
Bu =0 on ∂D, (2)
where u = ui + us denotes the total field and k > 0 is the wavenumber. Here
B in (2) is the boundary operator defined by

Bu = u, for a sound-soft cavity,
Bu =
∂u
∂ν
+ λu, for an impedance cavity,
(3)
where ν is the unit outward normal to ∂D, and λ ∈ C(∂D) is the impedance
function satisfying ℑ(λ) ≥ 0. This boundary condition (3) covers the Dirichlet/sound-
soft boundary condition, the Neumann/sound-hard boundary condition (λ = 0),
and the impedance boundary condition (λ 6= 0). The existence of a solution to
the direct scattering problem (1)–(2) is well known (see, e.g. [3, 11, 12]).
Now, we turn to introducing the interior inverse scattering problem for inci-
dent point sources with limited-aperture phaseless near-field data. To this end,
we first introduce a reference ball B as an extra artificial object to the scattering
system such that B ⊂⊂ D with the impedance boundary condition
∂u
∂ν
+ iλ0u = 0 on ∂B, (4)
where λ0 is a positive constant, and the following definition of admissible sur-
faces.
Definition 2.1 (Admissible surface). An open surface Γ is called an admissible
surface with respect to domain Ω if
(i) Ω ⊂ R3\D is bounded and simply-connected;
(ii) ∂Ω is analytic homeomorphic to S2;
(iii) k2 is not a Dirichlet eigenvalue of −∆ in Ω;
(iv) Γ ⊂ ∂Ω is a two-dimensional analytic manifold with nonvanishing measure.
Remark 2.1. The artificial obstacle with impedance boundary condition (4)
can also be founded in [43] to remove the interior eigenvalues for the direct
scattering problems and the reference ball technique has been used in [31, 9, 10]
for the exterior inverse scattering problems.
Remark 2.2. We would like to point out that this requirement for the admis-
sibility of Γ is quite mild and thus can be easily fulfilled. For instance, Ω can be
chosen as a ball whose radius is less than pi/k and Γ is chosen as an arbitrary
corresponding semisphere.
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For a generic point z ∈ D\B, the incident field ui due to the point source
located at z is given by
ui(x, z) :=
eik|x−z|
4pi|x− z|
, x ∈ D\(B ∪ {z}),
which is also known as the fundamental solution to the Helmholtz equation.
Denote by us(x, z) the near-field generated by D and B corresponding to the
incident field ui(x, z). Let u(x, z) = us(x, z) + ui(x, z), x ∈ D\(B ∪ {z}) be the
total field.
For two generic and distinct source points z1, z2 ∈ D\B, we denote by
ui(x; z1, z2) := u
i(x, z1) + u
i(x, z2), x ∈ D\(B ∪ {z1} ∪ {z2}), (5)
the superposition of these point sources. Then, by the linearity of direct scat-
tering problem, the near-field co-produced by D, B and the incident wave
ui(x; z1, z2) is given by
u(x; z1, z2) := u(x, z1) + u(x, z2), x ∈ D\(B ∪ {z1} ∪ {z2}).
With these preparations, we formulate the phaseless inverse scattering prob-
lems as the following.
Problem 2.1 (Phaseless inverse scattering). Let D be the impenetrable cavity
with boundary condition B. Assume that Γ and Σ are admissible surfaces with
respect to Ω and G, respectively, such that Ω ⊂⊂ G and G ⊂⊂ D\B. Given the
phaseless near-field data
{|u(x, z0)| : x ∈ Σ},
{|u(x, z)| : x ∈ Σ, z ∈ Γ},
{|u(x, z0) + u(x, z)| : x ∈ Σ, z ∈ Γ}
for a fixed wavenumber k > 0 and a fixed z0 ∈ D\(B ∪ Γ ∪ Σ), determine the
location and shape ∂D as well as the boundary condition B for the cavity.
We refer to Figure 1 for an illustration of the geometry setting of Problem
2.1. The uniqueness of this problem will be analyzed in the next section.
3 Uniqueness for the phaseless inverse scatter-
ing
Now we present the uniqueness results on phaseless inverse scattering. The fol-
lowing theorem shows that Problem 2.1 admits a unique solution, namely, the
geometrical and physical information of the scatterer boundary can be simulta-
neously and uniquely determined from the modulus of near-fields.
Theorem 3.1. Let D1 and D2 be two impenetrable cavities with boundary con-
ditions B1 and B2, respectively. Assume that Γ and Σ are admissible surfaces
with respect to Ω and G, respectively, such that Ω ⊂⊂ G and G ⊂⊂ (D1∩D2)\B.
Suppose that the corresponding near-fields satisfy that
|u1(x, z0)| =|u2(x, z0)|, ∀x ∈ Σ, (6)
|u1(x, z)| =|u2(x, z)|, ∀(x, z) ∈ Σ× Γ (7)
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Figure 1: An illustration of the phaseless inverse scattering problem.
and
|u1(x, z0) + u1(x, z)| = |u2(x, z0) + u2(x, z)|, ∀(x, z) ∈ Σ× Γ (8)
for an arbitrarily fixed z0 ∈ (D1 ∩ D2)\(B ∪ Γ ∪ Σ). Then we have D1 = D2
and B1 = B2.
Proof. From (6), (7) and (8), we have for all x ∈ Σ, z ∈ Γ
Re
{
u1(x, z0)u1(x, z)
}
= Re
{
u2(x, z0)u2(x, z)
}
, (9)
where the overline denotes the complex conjugate. According to (6) and (7), we
denote
uj(x, z0) = r(x, z0)e
iαj(x,z0), uj(x, z) = s(x, z)e
iβj(x,z), j = 1, 2,
where r(x, z0) = |uj(x, z0)|, s(x, z) = |uj(x, z)|, αj(x, z0) and βj(x, z), are real-
valued functions, j = 1, 2.
Since Σ is an admissible surface of G, by definition 2.1 and the analyticity
of uj(x, z) with respect to x, we have s(x, z) 6≡ 0 for x ∈ Σ, z ∈ Γ. Further,
the continuity yields that there exists open sets Σ˜ ⊂ Σ and Γ0 ⊂ Γ such that
s(x, z) 6= 0, ∀(x, z) ∈ Σ˜ × Γ0. Similarly, we have r(x, z0) 6≡ 0 on Σ˜. Again,
the continuity leads to r(x, z0) 6= 0 on an open set Σ0 ⊂ Σ˜. Therefore, we have
r(x, z0) 6= 0, s(x, z) 6= 0, ∀(x, z) ∈ Σ0×Γ0. In addition, taking (9) into account,
we derive that
cos[α1(x, z0)− β1(x, z)] = cos[α2(x, z0)− β2(x, z)], ∀(x, z) ∈ Σ0 × Γ0.
Hence, either
α1(x, z0)− α2(x, z0) = β1(x, z)− β2(x, z) + 2mpi, ∀(x, z) ∈ Σ0 × Γ0 (10)
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or
α1(x, z0) + α2(x, z0) = β1(x, z) + β2(x, z) + 2mpi, ∀(x, z) ∈ Σ0 × Γ0 (11)
holds with some m ∈ Z.
First, we shall consider the case (10). Since z0 is fixed, let us define γ(x) :=
α1(x, z0)−α2(x, z0)−2mpi for x ∈ Σ0, and then, we deduce for all (x, z) ∈ Σ0×Γ0
u1(x, z) = s(x, z)e
iβ1(x,z) = s(x, z)eiβ2(x,z)+iγ(x) = u2(x, z)e
iγ(x).
From the reciprocity relation [43, Theorem 2.1] for point sources, we have
u1(z, x) = e
iγ(x)u2(z, x), ∀(x, z) ∈ Σ0 × Γ0.
Then, for every x ∈ Σ0, by using the analyticity of uj(z, x)(j = 1, 2) with
respect to z, we have u1(z, x) = e
iγ(x)u2(z, x), ∀z ∈ ∂Ω. Let w(z, x) = u1(z, x)−
eiγ(x)u2(z, x) and D0 = D1 ∩D2, then{
∆w + k2w = 0 in Ω,
w = 0 on ∂Ω.
By the assumption of Ω that k2 is not a Dirichlet eigenvalue of −∆ in Ω,
we find w = 0 in Ω. Now, the analyticity of uj(z, x)(j = 1, 2) with respect to z
yields
u1(z, x) = e
iγ(x)u2(z, x), ∀z ∈ D0\(B ∪ {x}).
i.e., for all z ∈ D0\(B ∪ {x}),
us1(z, x) + Φ(z, x) = e
iγ(x) [us2(z, x) + Φ(z, x)] . (12)
By the Green’s formula [12, Theorem 2.5], one can readily deduce that usj(z, x)
is bounded for z ∈ Dj\B (j = 1, 2), which, together with (12), implies that
(1 − eiγ(x))Φ(z, x) is bounded for z ∈ D0\(B ∪ {x}). Hence, by letting z → x,
we obtain eiγ(x) = 1, and again the reciprocity relation [43, Theorem 2.1] leads
to
us1(x, z) = u
s
2(x, z), ∀(x, z) ∈ Σ0 × ∂Ω.
By a similar discussion of (12) for us1(x, z)− u
s
2(x, z) on G, we have
us1(x, z) = u
s
2(x, z), ∀(x, z) ∈ (D0\B)× ∂Ω. (13)
Next we are going to show that the case (11) does not hold. Suppose that
(11) is true, then following a similar argument, we see that for every x ∈ Σ0,
there exists η(x) such that u1(z, x) = e
iη(x)u2(z, x) for all z ∈ D0\(B∪{x}), i.e.
us1(z, x) + Φ(z, x) = e
iη(x)[us2(z, x) + Φ(z, x)].
Then, from the boundedness of usj(z, x), it can be seen that Φ(z, x)−e
iη(x)Φ(z, x)
is bounded for all z ∈ D0\(B ∪ {x}). Since
Φ(z, x)− eiη(x)Φ(z, x) =
[
1− eiη(x)
] cos(k|z − x|)
4pi|z − x|
+ i
[
1 + eiη(x)
] sin(k|z − x|)
4pi|z − x|
,
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by letting z → x, we deduce eiη(x) = 1, and thus, u1(z, x) = u2(z, x) for z ∈
D0\(B ∪ {x}). Further, by using the impedance boundary condition
∂uj(z,x)
∂ν
+
iλ0uj(z, x) = 0, z ∈ ∂B(j = 1, 2), we have
∂u2(z, x)
∂ν
+ iλ0u2(z, x) =
∂u1(z, x)
∂ν
+ iλ0u1(z, x) = 0, z ∈ ∂B,
which yields
∂u2(z, x)
∂ν
− iλ0u2(z, x) = 0, z ∈ ∂B.
This is a contradiction. Hence, the case (11) does not hold.
Having verified (13), we complete our proof as the consequences of two ex-
isting uniqueness results, Theorem 2.1 in [41] and Theorem 3.1 in [42].
Remark 3.1. We would like to point out that an analogous uniqueness result in
two dimensions remains valid after appropriate modifications of the fundamental
solution and the admissible surface. So we omit the 2D details.
Acknowledgements
D. Zhang and Y. Wang were supported by NSF of China under the grant
11671170. Y. Guo was supported by NSF of China under the grant 11601107,
41474102 and 11671111. The work of J. Li was partially supported by the
NSF of China under the grant No. 11571161 and the Shenzhen Sci-Tech Fund
No. JCYJ20170818153840322.
References
[1] Bao G, Li P and Lv J 2013 Numerical solution of an inverse diffraction
grating problem from phaseless data J. Opt. Soc. Am. A 30 293–299
[2] Bao G and Zhang L 2016 Shape reconstruction of the multi-scale rough
surface from multi-frequency phaseless data Inverse Problems 32 085002
[3] Cakoni F and Colton D 2006 Qualitative Methods in Inverse Scattering
Theory (Berlin: Springer-Verlag)
[4] Candes E J, Strohmer T and Voroninski V 2013 PhaseLift: Exact and stable
signal recovery from magnitude measurements via convex programming
Commun. Pure Appl.Math. 66 1241-1274.
[5] Candes E J, Li X and Soltanolkotabi M 2015 Phase retrieval via Wirtinger
flow: Theory and algorithms IEEE Trans. Information Theory 61 1985-
2007
[6] Caorsi S, Massa A, Pastorino M and Randazzo A 2003 Electromagnetic
detection of dielectric scatterers using phaseless synthetic and real data
and the memetic algorithm IEEE Trans. Geosci. Remote Sensing 41 2745-
2753
[7] Chen Z and Huang G 2017 Phaseless imaging by reverse time migration:
acoustic waves Numer. Math. Theor. Meth. Appl. 10 1–21
7
[8] Chen Z, Fang S and Huang G 2017 A direct imaging method for the half-
space inverse scattering problem with phaseless data Inverse Probl. Imaging
11 901–916
[9] Colton D, Coyle J and Monk P 2000 Recent developments in inverse acous-
tic scattering theory SIAM Rev. 42 369–414
[10] Colton D, Giebermann K and Monk P 2000 A regularized sampling method
for solving three-dimensional inverse scattering problems SIAM J. Sci.
Comput. 21 2316–2330
[11] Colton D and Kress R 1983 Integral Equation Methods in Scattering Theory
(New York: John Wiley & Sons Inc.)
[12] Colton D and Kress R 2013 Inverse Acoustic and Electromagnetic Scatter-
ing Theory 3rd ed. (New York: Springer-Verlag)
[13] Dong H, Zhang D and Guo Y 2018 A reference ball based iterative algorithm
for imaging acoustic obstacle from phaseless far-field data Inverse Problems
and Imaging doi:10.3934/ipi.2019010
[14] Dong H, Lai J and Li P 2018 Inverse obstacle scattering problem for elastic
waves with phased or phaseless far-field data. arXiv:1811.12579v1
[15] Hu Y Q, Cakoni F and Liu J J 2014 The inverse scattering problem for a
partially coated cavity with interior measurements Appl. Anal. 93 936–956
[16] Ivanyshyn O 2007 Shape reconstruction of acoustic obstacles from the mod-
ulus of the far field pattern Inverse Probl. Imaging 1 609–622
[17] Ivanyshyn O and Kress R 2010 Identification of sound-soft 3D obstacles
from phaseless data Inverse Probl. Imaging 4 131–149
[18] Ivanyshyn O and Kress R 2011 Inverse scattering for surface impedance
from phaseless far field data J. Comput. Phys. 230 3443–3452
[19] Jakubik P and Potthast R 2008 Testing the integrity of some cavity-the
Cauchy problem and the range test Appl. Numer. Math. 58 899–914
[20] Ji X and Liu X 2018 Inverse elastic scattering problems with phaseless far
field data arXiv:1812.02359v1
[21] Ji X, Liu X and Zhang B 2018 Target reconstruction with a reference point
scatterer using phaseless far field patterns arXiv:1805.08035v3
[22] Ji X, Liu X and Zhang B 2018 Phaseless inverse source scatter-
ing problem: phase retrieval, uniqueness and direct sampling methods
arXiv:1808.02385v1
[23] Klibanov M V 2014 Phaseless inverse scattering problems in three dimen-
sions SIAM J. Appl. Math. 74 392–410
[24] Klibanov M V 2017 A phaseless inverse scattering problem for the 3-D
Helmholtz equation Inverse Probl. Imaging 11 263–276
8
[25] Klibanov M V and Romanov V G 2016 Reconstruction procedures for two
inverse scattering problems without the phase information SIAM J. Appl.
Math. 76 178–196
[26] Klibanov M V and Romanov V G 2017 Uniqueness of a 3-D coefficient
inverse scattering problem without the phase information Inverse Problems
33 095007
[27] Kress R and Rundell W 1997 Inverse obstacle scattering with modulus
of the far field pattern as data Inverse Problems in Medical Imaging and
Nondestructive Testing (Oberwolfach, 1996) 75–92
[28] Lee K M 2016 Shape reconstructions from phaseless data, Eng. Anal.
Bound. Elem. 71 174–178
[29] Li J and Liu H 2015 Recovering a polyhedral obstacle by a few backscat-
tering measurements J. Differential Equat. 259 2101–2120
[30] Li J, Liu H and Wang Y 2017 Recovering an electromagnetic obstacle by
a few phaseless backscattering measurements Inverse Problems 33 035001
[31] Li J, Liu H and Zou J 2009 Strengthened linear sampling method with a
reference ball SIAM J. Sci. Comput. 31(6) 4013–4040
[32] Liu X 2014 The factorization method for cavities Inverse Problems 30
015006
[33] Liu X and Zhang B 2009 Unique determination of a sound soft ball by the
modulus of a single far field datum J. Math. Anal. Appl. 365 619–624
[34] Maleki M H, Devaney A J and Schatzberg A 1992 Tomographic reconstruc-
tion from optical scattered intensities J. Opt. Soc. Am. A 9 1356–1363
[35] Maleki M H and Devaney A J 1993 Phase-retrieval and intensity-only re-
construction algorithms for optical diffraction tomography J. Opt. Soc. Am.
A 10 1086-1092
[36] Maretzke S and Hohage T 2017 Stability estimates for linearized near-field
phase retrieval in X-ray phase contrast imaging SIAM J. Appl. Math. 77
384-408
[37] Novikov R G 2015 Formulas for phase recovering from phaseless scattering
data at fixed frequency Bull. Sci. Math. 139 923-936
[38] Novikov R G 2016 Explicit formulas and global uniqueness for phaseless
inverse scattering in multidimensions J. Geom. Anal. 26 346-359
[39] Pan L, Zhong Y, Chen X and Yeo S P 2011 Subspace-based optimization
method for inverse scattering problems utilizing phaseless data IEEE Trans.
Geosci. Remote Sensing 49 981–987
[40] Qin H and Cakoni F 2011 Nonlinear integral equations for shape recon-
struction in the inverse interior scattering problem Inverse Problems 27
035005
9
[41] Qin H and Colton D 2012 The inverse scattering problem for cavities Appl.
Numer. Math. 62 699–708
[42] Qin H and Colton D 2012 The inverse scattering problem for cavities with
impedance boundary condition Adv. Comput. Math. 36 157–174
[43] Qin H and Liu X 2015 The interior inverse scattering problem for cavities
with an artificial obstacle Appl. Numer. Math. 88 18–30
[44] Takenaka T, Wall D J N, Harada H and Tanaka M 1997 Reconstruction
algorithm of the refractive index of a cylindrical object from the intensity
measurements of the total field Microwave Opt. Tech. Lett. 14 139–197
[45] Shin J 2016 Inverse obstacle backscattering problems with phaseless data
Euro. J. Appl. Math. 27 111–130
[46] Sun Y, Guo Y and Ma F 2016 The reciprocity gap functional method for the
inverse scattering problem for cavities Applicable Analysis 95(6) 1327–1346
[47] Xu X, Zhang B and Zhang H 2018 Uniqueness in inverse scattering prob-
lems with phaseless far-field data at a fixed frequency SIAM J. Appl. Math.
78 1737–1753
[48] Xu X, Zhang B and Zhang H 2018 Uniqueness in inverse scattering prob-
lems with phaseless far-field data at a fixed frequency II SIAM J. Appl.
Math. 78 3024–3039.
[49] Zhang B and Zhang H 2017 Recovering scattering obstacles by multi-
frequency phaseless far-field data Journal of Computational Physics 345
58–73
[50] Zhang B and Zhang H 2017 Imaging of locally rough surfaces from intensity-
only far-field or near-field data Inverse Problems 33 055001
[51] Zhang B and Zhang H 2018 Fast imaging of scattering obstacles from phase-
less far-field measurements at a fixed frequency Inverse Problems 34 104005
[52] Zhang D and Guo Y 2018 Uniqueness results on phaseless inverse scattering
with a reference ball Inverse Problems 34 085002
[53] Zhang D, Guo Y, Li J and Liu H 2018 Retrieval of acoustic sources from
multi-frequency phaseless data Inverse Problems 34 094001
[54] Zeng F, Cakoni F and Sun J 2011 An inverse electromagnetic scattering
problem for a cavity Inverse Problems 27 125002
[55] Zeng F, Suarez P and Sun J 2013 A decomposition method for an interior
inverse scattering problem, Inverse Probl. Imaging 77 291–303
10
