Enhanced CO2 Storage in Confined Geologic Formations by Okwen, Roland Tenjoh
University of South Florida
Scholar Commons
Graduate Theses and Dissertations Graduate School
9-30-2009
Enhanced CO2 Storage in Confined Geologic
Formations
Roland Tenjoh Okwen
University of South Florida
Follow this and additional works at: http://scholarcommons.usf.edu/etd
Part of the American Studies Commons
This Dissertation is brought to you for free and open access by the Graduate School at Scholar Commons. It has been accepted for inclusion in
Graduate Theses and Dissertations by an authorized administrator of Scholar Commons. For more information, please contact
scholarcommons@usf.edu.
Scholar Commons Citation
Okwen, Roland Tenjoh, "Enhanced CO2 Storage in Confined Geologic Formations" (2009). Graduate Theses and Dissertations.
http://scholarcommons.usf.edu/etd/3683
Enhanced CO2 Storage in Confined Geologic Formations
by
Roland Tenjoh Okwen
A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
Department of Civil and Environmental Engineering
College of Engineering
University of South Florida
Major Professor: Jeffrey A. Cunningham, Ph.D.
Alexander Domijan, Jr, Ph.D.
Mark Ross, Ph.D.
Mark Stewart, Ph.D.
Maya Trotz, Ph.D.
Date of Approval:
September 30, 2009
Keywords: Greenhouse gas, Horizontal wells, Carbon Capture and Storage (CCS), Global
climate change, Deep saline aquifer
c© Copyright 2009, Roland Tenjoh Okwen
Dedication
To my grandmother,
Comfort Engwari,
for showing me the value
of education as a kid.
And to my parents,
James and Pauline Tenjoh
for their encouragements and
commitment in educating their children.
Acknowledgements
I wish to thank my committee members for their time and contributions on the devel-
opment and completion of this dissertation. Many thanks to Dr. Alexander Shapiro, at
the Technical University of Denmark for encouraging me to pursue a Ph.D. I also wish
to express my immeasurable gratitude to Dr. Jeffrey Cunningham, my major advisor, for
giving me a great deal of freedom to explore different ideas and providing constructive
suggestions and guidance in this new and challenging area of research. I am also thankful
to Dr. Monica Gray for introducing me to Dr. Cunningham, when she was still a graduate
student, for without her help I may have missed this life-changing opportunity. My sincere
gratitude also goes to Professor Mark Stewart for exposing me to industry related research.
I sincerely appreciate Professor Mark Ross for treating me as one of his graduate students.
Thanks to Dr. Jan Nordbotten, at the University of Bergen, Norway, for his many helpful
discussions on analytical modeling of CO2 storage in deep saline aquifers.
It would be unfair not to acknowledge the unending assistance from Mr. Bernard Batson
(Mr. B). Mr. B is everything, his endless assistance in helping me overcome academic,
social, and financial hurdles is highly appreciated.
“The greatest social support mechanism one can have is ‘people’.”
I give credit to my wife, Beryl Forewah, my boys Okwen Okwen, Tangoh Okwen, and Tebit
Okwen for their moral support and understanding. The social support from the Cameroo-
nian community in Tampa Bay is also greatly appreciated.
This material is based on work supported by the Florida Energy Systems Consortium
(FESC). Financial support has been provided to Roland Okwen by the Alfred P. Sloan
Foundation via the National Action Council for Minorities in Engineering (NACME), Na-
tional Science Foundation (NSF) S-STEM grants (DUE # 0807023 & 0324117), and Di-
verse Student Success (DSS) scholarship at the University of South Florida. Any opinions,
findings, conclusions, or recommendations expressed in this dissertation are those of the
author and do not necessarily reflect the views of FESC, NSF, USF, or the Alfred P. Sloan
Foundation.
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Geologic Sequestration of CO2 . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Chapter 2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 Conceptual Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Storage Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Formation Anisotropy . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3 Trapping Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3.1 Physical Trapping . . . . . . . . . . . . . . . . . . . . . 14
2.1.3.2 Residual Trapping . . . . . . . . . . . . . . . . . . . . . 14
2.1.3.3 Solubility Trapping . . . . . . . . . . . . . . . . . . . . 15
2.1.3.4 Mineral Trapping . . . . . . . . . . . . . . . . . . . . . 16
2.2 Vertical vs Horizontal Wells . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Multiphase Flow Equations (TOUGH2) . . . . . . . . . . . . . . . . . . . 17
2.3.1 Development of Flow Equations . . . . . . . . . . . . . . . . . . . 17
2.3.2 Mass Transport and Mass Balance . . . . . . . . . . . . . . . . . . 18
2.4 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Numerical Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6 Mass Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
i
2.7 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Chapter 3 Analytical Solution for Estimating CO2 Storage Efficiency 2 . . . . . . 28
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Model Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.1 Conceptual Model . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.2 Mathematical Model . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.7 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Chapter 4 Analytical Model for Screening Potential CO2 Repositories . . . . . . . 41
4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3 Model Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.1 Conceptual Model . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.2 Current Form of Analytical Model . . . . . . . . . . . . . . . . . . 44
4.3.3 Development of Boundary Condition to Predict Formation Pressure 46
4.3.4 Brine Saturation Profile . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 Test Cases for Comparison to TOUGH2 . . . . . . . . . . . . . . . . . . . 48
4.5 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5.1 Validation of Analytical Model . . . . . . . . . . . . . . . . . . . . 51
4.5.2 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.5.2.1 Effect of Pcap . . . . . . . . . . . . . . . . . . . . . . . 54
4.5.2.2 Effect of krβ . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5.2.3 Gravity or Buoyancy Effect . . . . . . . . . . . . . . . . 54
4.5.2.4 CO2 Plume Extent, rmax . . . . . . . . . . . . . . . . . 57
4.5.2.5 Storage Efficiency, εs . . . . . . . . . . . . . . . . . . . 57
4.5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.7 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2Okwen, R.T., Stewart, M., and Cunningham, J.A.,(2009), Accepted on August 27, 2009: International
Journal of Greenhouse Gas Control
ii
Chapter 5 Storage of CO2 in Isotropic Aquifers via Horizontal Injection Wells . . 64
5.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4.1 Analysis of the Metrics . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4.2 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.6 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Chapter 6 Storage of CO2 in Anisotropic Aquifers via Horizontal Wells . . . . . . 82
6.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4.1 Analysis of the Metrics . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4.2 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.4.3 Empirical Relationships Between ∆P , Q, and kvh . . . . . . . . . 93
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.6 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Chapter 7 Storage of CO2 in Anisotropic Aquifers via Joint Injection Wells . . . . 101
7.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3.1 CO2 Distribution Between Injection Well Segments . . . . . . . . . 103
7.3.2 Description of Simulations . . . . . . . . . . . . . . . . . . . . . . 104
7.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.4.1 Analysis of the Metrics . . . . . . . . . . . . . . . . . . . . . . . . 107
7.4.2 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.4.2.1 Injectivity . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.4.2.2 Comparison of Well Performances . . . . . . . . . . . . 109
7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.6 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
iii
Chapter 8 Temporal Variations in Near-wellbore Pressures During CO2 Injection . 115
8.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.4 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.5 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.5.1 Density Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.5.2 Effect of Vertical Permeability . . . . . . . . . . . . . . . . . . . . 121
8.5.3 Effect of CO2 Mass Injection Rate (Q ) . . . . . . . . . . . . . . . 121
8.5.4 Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.7 References Cited . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Chapter 9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Appendix A: Validation of Grid Mesh . . . . . . . . . . . . . . . . . . . . . . . 140
Appendix B: Derivation of Formation Pressure Equations . . . . . . . . . . . . . 141
Appendix C: Fortran Code for Analytical Model . . . . . . . . . . . . . . . . . . 148
Appendix D: Empirical Relationships Between ∆P , Q, and kvh . . . . . . . . . 169
About the Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . End Page
iv
List of Tables
Table 1 List of current CO2 storage projects. . . . . . . . . . . . . . . . . . . . . . 2
Table 2 Density and viscosity of CO2 and brine in cold and warm basins. . . . . . 13
Table 3 CO2 mass balance on test problem 3 of the code intercomparison project. . 24
Table 4 Conditions for a realistic injection scenario. . . . . . . . . . . . . . . . . . 36
Table 5 Aquifer properties employed in all simulations. . . . . . . . . . . . . . . . 48
Table 6 Input parameters and conditions used in TOUGH2 simulations. . . . . . . 50
Table 7 Estimates of CO2 storage efficiencies from analytical model and TOUGH2. 52
Table 8 Estimates of rmax from analytical model and TOUGH2 simulations. . . . . 57
Table 9 Comparison of εs under different physical conditions. . . . . . . . . . . . 58
Table 10 Relative difference in Pwell(t) at aquifer bottom. . . . . . . . . . . . . . . 59
Table 11 Hydrogeologic and numerical parameters applied in all simulations. . . . 68
Table 12 Variations of Pw, MCO2,aq, and εs with Q at t equal to 50 years. . . . . . . 71
Table 13 Performances of simulations using vertical and horizontal wells. . . . . . 71
Table 14 Comparison of pressures predicted. . . . . . . . . . . . . . . . . . . . . 75
Table 15 Qmax, MCO2,aq, and εs at different values of Lw. . . . . . . . . . . . . . . 76
Table 16 Matrix of simulations that will be conducted in phase 3. . . . . . . . . . . 84
Table 17 Input parameters applied in all simulations (chapter 6). . . . . . . . . . . 86
Table 18 Variations of Pw and MCO2,aq with kvh at t equal to 50 years. . . . . . . . 91
Table 19 Variations of ζ and εs with kvh at t equal to 50 years. . . . . . . . . . . . 93
Table 20 Values of ∆P (bar) for different values of kvh and Lw at 50 years. . . . . 93
v
Table 21 Values of P ′ for different values of kvh and Lw at 50 years. . . . . . . . . 94
Table 22 Values of coefficients Aχ and Bχ as functions of χ. . . . . . . . . . . . . 95
Table 23 Values of ∆P for different values of kvh and well length at 50 years. . . . 96
Table 24 Simulation matrix (Q = 200 kg/s). . . . . . . . . . . . . . . . . . . . . . 105
Table 25 Input conditions applied in all simulations(chapter 7). . . . . . . . . . . . 106
Table 26 Comparison of performances of CO2 injection strategies. . . . . . . . . . 112
Table 27 Input parameters applied in all simulations (chapter 8). . . . . . . . . . . 119
Table 28 Sensitivity of Pw on hydrogeologic parameters (Q = 100 kg/s). . . . . . 126
Table 29 ∆Pw(t) (bar) as a function of permeability reduction (kvh = 1.0). . . . . . 126
Table 30 ∆Pw(t) (bar) as a function of permeability reduction (kvh = 0.001). . . . 127
Table 31 Comparison of Pw (bar) between 10 and 20 layer 2D mesh grids. . . . . . 140
Table 32 Comparison of Pw (bar) between 10 and 20 layer 3D mesh grids. . . . . . 140
Table 33 Values of Aχ for χ equal to 1–40. . . . . . . . . . . . . . . . . . . . . . 169
Table 34 Values of Bχ for χ equal to 1–40. . . . . . . . . . . . . . . . . . . . . . 169
vi
List of Figures
Figure 1 Conceptual model (adapted from Nordbotten et al. (2005)). . . . . . . . . 12
Figure 2 Time scales of CO2 trapping mechanisms (adapted from IPCC (2005)). . . 15
Figure 3 Schematic representation of CO2 injection into a confined aquifer. . . . . 31
Figure 4 Storage efficiency (ε) vs mobility ratio (λ). . . . . . . . . . . . . . . . . . 35
Figure 5 Storage efficiency (ε) vs. gravity factor (Γ). . . . . . . . . . . . . . . . . 35
Figure 6 Schematic representation of CO2-brine interface during injection. . . . . . 44
Figure 7 Results obtained from analytical model and Sim 1A. . . . . . . . . . . . 52
Figure 8 Comparison of pressure profiles from analytical model. . . . . . . . . . . 53
Figure 9 Comparison of P (r, t) and Sw(r, t) profiles. . . . . . . . . . . . . . . . . 55
Figure 10 Schematic representation of mesh grid. . . . . . . . . . . . . . . . . . . 68
Figure 11 Schematic representation of CO2 injection via a horizontal well. . . . . . 69
Figure 12 Sg spatial distributions after 50 years (chapter 5). . . . . . . . . . . . . . 72
Figure 13 P spatial distributions after 50 years. . . . . . . . . . . . . . . . . . . . 73
Figure 14 Additional mass of CO2 that can be stored. . . . . . . . . . . . . . . . . 77
Figure 15 Sg spatial distributions after 50 years (chapter 6). . . . . . . . . . . . . . 88
Figure 16 XCO2 spatial distributions after 50 years. . . . . . . . . . . . . . . . . . 89
Figure 17 Graphs of Ψ, Ω, ϕ, and η against χ. . . . . . . . . . . . . . . . . . . . . 92
Figure 18 Qmax as a function of Lw and kvh for ∆Paniso equal to 200 bar. . . . . . 96
Figure 19 Qmax as a function of kvh for ∆Paniso equal to 200 bar. . . . . . . . . . 97
Figure 20 A 2D schematic representation of CO2 injection. . . . . . . . . . . . . . 102
vii
Figure 21 Gas saturation distribution (t = 50 years) (chapter 7). . . . . . . . . . . 108
Figure 22 Effects of Ivh on (a) Pw, (b) MCO2,aq, and (c) εs. . . . . . . . . . . . . . 110
Figure 23 ζ at bottom of wellbore as a function of Ivh . . . . . . . . . . . . . . . . 111
Figure 24 Effect of density on near-wellbore pressures. . . . . . . . . . . . . . . . 122
Figure 25 Effect of kv on near-wellbore pressures. . . . . . . . . . . . . . . . . . . 123
Figure 26 Gas saturation distribution over time at kvh equal to 0.01. . . . . . . . . 124
Figure 27 Effect of Q per unit well length on near-wellbore pressures. . . . . . . . 125
Figure 28 Proposed mechanism depicting major forces acting on a CO2 bubble. . . 128
viii
Enhanced CO2 Storage in Confined Geologic Formations
Roland Tenjoh Okwen
ABSTRACT
Many geoscientists endorse Carbon Capture and Storage (CCS) as a potential strategy
for mitigating emissions of greenhouse gases. Deep saline aquifers have been reported to
have larger CO2 storage capacity than other formation types because of their availability
worldwide and less competitive usage. This work proposes an analytical model for screen-
ing potential CO2 storage sites and investigates injection strategies that can be employed to
enhance CO2 storage.
The analytical model provides of estimates CO2 storage efficiency, formation pressure
profiles, and CO2–brine interface location. The results from the analytical model were
compared to those from a sophisticated and reliable numerical model (TOUGH2). The
models showed excellent agreement when input conditions applied in both were similar.
Results from sensitivity studies indicate that the agreement between the analytical model
and TOUGH2 strongly depends on irreducible brine saturation, gravity and on the relation-
ship between relative permeability and brine saturation.
A series of numerical experiments have been conducted to study the pros and cons of
different injection strategies for CO2 storage in confined saline aquifers. Vertical, horizon-
tal, and joint vertical and horizontal injection wells were considered. Simulations results
show that horizontal wells could be utilized to improve CO2 storage capacity and effi-
ciency in confined aquifers under pressure-limited conditions with relative permeability
ratios greater than or equal to 0.01. In addition, joint wells are more efficient than single
vertical wells and less efficient than single horizontal wells for CO2 storage in anisotropic
aquifers.
ix
Chapter 1
Introduction
This dissertation addresses issues related to storage of carbon dioxide (CO2) in deep
saline aquifers. Special emphases are given to (1) analytical methods for screening po-
tential storage sites and (2) injection strategies to enhance CO2 storage. These require
understanding of the physics of fluid flow in brine-saturated porous formations and the be-
havior of injected CO2. Issues concerning CO2-induced geochemical and geomechanical
effects are beyond the scope of this work.
This chapter begins with a brief overview of geologic sequestration of CO2, followed by
descriptions of the motivation and resulting objectives of this work. The chapter ends with
a section on the scope and outline of this dissertation.
1.1 Geologic Sequestration of CO2
Geologic sequestration of CO2 can be defined as the isolation of CO2 from the atmo-
sphere for long periods of time (up to centuries or millennia) via injection into deep con-
fined formations (Bachu, 2008). CO2 is generally separated from an emission stream, cap-
tured, and transported from large point sources to storage sites prior to injection. The
combination of these procedures (CO2 separation, capture, transportation, and injection) is
generally referred to as Carbon Capture and Storage (CCS). CCS has been recommended
as a method of reducing anthropogenic CO2 emissions and thereby mitigating global cli-
mate change (Koide et al., 1992; Bachu, 2000; Holloway, 2001; Bruant et al., 2002; Ennis-
King and Paterson, 2002; Pruess and Garcı´a, 2002; Bachu and Adams, 2003; White et al.,
2003; IEA, 2004; IPCC, 2005). Examples of large point sources include fossil-fueled
power power plants, cement factories, and refineries (IPCC, 2005; Bachu, 2008). Geologic
analogs, like natural CO2 reservoirs, serve as proof of the viability of deep geologic for-
mations to sequester large quantities of CO2 over very long periods (Benson et al., 2000).
Candidate formations for CO2 storage include saline aquifers, depleted oil reservoirs, and
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natural gas reservoirs (Falkowski et al., 2000; IPCC, 2005; Kristian et al., 2005; Nordbot-
ten and Celia, 2006; Pruess and Spycher, 2006). Deep confined saline aquifers have been
proposed to have the largest capacity to sequester CO2 than the other geologic formations
because of their availability worldwide and proximity to localized large point sources like
fossil-fueled power plants, cement factories and oil refineries (IPCC, 2005). As a result, the
emergence of CCS has made the location of new fossil-fueled power plants to be more crit-
ical than before (Stanislaw, 2008). Examples of current CO2 capture and storage projects
include the Sleipner project in the Norwegian sector of the North Sea, the Weyburn field in
Canada, the In-Salah project in Algeria (IPCC, 2005), and the Snøhvit project in Norway
(Forward, 2008a). Table 1 presents list of current full scale and pilot CO2 storage projects.
Table 1: List of current CO2 storage projects. Full scale and pilot (IPCC, 2005;
Forward, 2008a;b; NETL, 2008; Forward, 2009; Estublier and Lack-
ner, 2009).
Project Depth Rate Well Formation Start
or company Location (m) (Mtons/year) type type date
Sleipner Norway 800–1000 1.0 horizontal sandstone 1996
In-Salah Algeria 1870 1.2 horizontal sandstone 2004
Snøhvit Norway 2600z 0.7 – sandstone 2007
Ketzin Germany 600 0.03 – sandstone 2008
West unmineable 2009
Consol’s Virginia 366–549 0.01 horizontal coal seams or later
z beneath sea bed
Candidate formations are generally required to satisfy the following criteria:
1. the formation must be permeable;
2. the formation must be located at a depth at which CO2 is supercritical to enhance
storativity and abate viscous flow instabilities (viscous fingering) (Garcı´a, 2003; Pruess
et al., 2004);
3. the formation must be separated from surface and potable underground water supplies
by a low-permeability confining unit;
4. the formation should have adequate capacity to store significant quantities of CO2 with
minimal increase in pressure;
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5. the maximum pressure within the formation should not exceed 90 % of its lithostatic
(fracturing) pressure (Bachu and Adams, 2003) to avoid disintegration of the confining
layers; and
6. the injected CO2 plume must not extend to an unacceptable distance.
A formation may be considered suitable for CO2 storage if it has sufficient capacity to
accommodate significantly large volumes of CO2 for a very long period of time (millennia
to millions of years). Candidate repositories at depths greater than 738 m are generally
preferable since the conditions at such depths are above the supercritical temperature and
pressure of CO2 (i.e. ≈ 31.1 oC and ≈ 73.8 bar, respectively (Bachu, 2008)). CO2 is sig-
nificantly denser under supercritical conditions (>800 kg/m3) than at standard conditions
(1.872 kg/m3) (Bachu, 2003). Therefore, an increase in the mass of CO2 stored per unit
volume of porous medium is achieved under supercritical conditions. The risk of contami-
nation of potable water aquifers located at shallower depths is reduced so long as the upper
confining layer of the formation (caprock or seal) is intact.
1.2 Motivation
Many geoscientists agree that the adverse impacts of anthropogenic activities on global
climate change can be avoided only if net annual CO2 emissions are significantly reduced
(more than 50%) within this century (IPCC, 2005; AGU, 2007). CCS has been reported to
be an effective method of reducing CO2 emissions (IPCC, 2005; IEA, 2004; Bruant et al.,
2002; Ennis-King and Paterson, 2002; Pruess et al., 2001). Research at the Electric Power
Research Institute (EPRI) indicates that CO2 emissions in the US electricity sector can
be reduced by 45% through aggressive development and deployment of several advanced
technologies by the year 2030 (EPRI, 2007b). These technologies include carbon capture
and storage (CCS), energy efficiency improvements, renewable energy, nuclear energy,
advanced coal generation, plug-in hybrid electric vehicles, and distributed energy resources
(EPRI, 2007b). The need for advancement is immediate and must be conducted in parallel
in order to deploy a full portfolio of the technologies. CCS accounts for about 40% of
EPRI’s projected reductions in CO2 emission in the US electricity sector, making it the
biggest contributor (EPRI, 2007b). Failure to sufficiently demonstrate the viability of CCS
could be the showstopper for future use of coal (EPRI, 2007a). However, CCS does not
currently demonstrate the viability to offer such significant contribution for various reasons
including low storage efficiency (van der Meer, 1995; Obi and Blunt, 2006; EPRI, 2007b).
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Storage efficiency is defined as the ratio between the actual injected volume of a fluid and
the maximum storage volume of a repository (van der Meer, 1995).
Injection strategies currently employed to sequester CO2 in saline aquifers are expected
to achieve storage efficiencies between 2 and 6% (van der Meer, 1995; IPCC, 2005). A
conservative estimate of global storage capacity of saline aquifers is about 1000 Gigatons
(Gtons) of CO2 (IPCC, 2005). Thus, if we are able to increase the storage efficiency from
6% to 10%, this will mean an additional 40 billion tons of CO2 storage capacity. This
payoff is equivalent to CO2 emitted by fifty 1000-MW coal-fired power plants for a period
of 60 years (Pruess et al., 2003). Furthermore, the additional storage capacity will help
buy more time to achieve significant advances in the development and deployment of less
carbon-intensive technologies such as renewable energy, energy efficient technologies, and
distributed energy resources, which guarantee the sustainability of future energy supplies.
This will also add more time to develop and redevelop population centers (urban design)
and human consumption patterns.
1.3 Objectives
The long-term goal of this line of research is to develop CO2 sequestration in deep saline
aquifers as a viable technology to mitigate global climate change. The overall objective
of this dissertation is to develop a methodology to maximize CO2 storage in deep saline
aquifers via improved repository selection and injection strategies. The central hypothesis
of this project is that a combination of vertical and horizontal injection wells will increase
CO2 storage in moderately anisotropic formations. The rationale for this project is that
optimal injection techniques will allow for efficient utilization of repositories, thereby pro-
viding a significant avenue for reduction of CO2 emission over long periods of time.
The overall objective of this project is accomplished through achievement of the four
following specific goals:
1. Develop and validate an easy-to-use analytical model for screening potential CO2 repos-
itories (Chapters 3 and 4). Such a model could serve as a screening tool to determine if
candidate repositories are worth further investigation. The working hypothesis of this
goal is that the analytical model can suitably describe the response of deep confined
aquifers to steady CO2 injection under certain physical conditions.
2. Quantify effects of horizontal well length on formation pressure, amount of dissolved
CO2, and storage efficiency under isotropic conditions (Chapter 5). The working hy-
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pothesis of this goal is that utilization of horizontal injection wells will increase the
amount of CO2 stored per unit area of aquifer as compared to vertical injection wells.
3. Quantify effects of horizontal well length on formation pressure, amount of dissolved
CO2, and storage efficiency under anisotropic conditions (Chapter 6). The working
hypothesis of this goal is that the benefits of utilizing horizontal injection wells will be
reduced in highly anisotropic formations.
4. Quantify the effects of anisotropy ratio on CO2 storage efficiency, amount of dissolved
CO2, and formation pressure when a combination of horizontal and vertical injection
wells is employed (Chapter 7). The working hypothesis of this goal is that a combina-
tion of vertical and horizontal injection wells is more beneficial than a single vertical or
horizontal injection well in anisotropic aquifers.
Taken together, these four specific goals will address issues related to locating potential
repositories and will test the central hypothesis that a combination of vertical and hori-
zontal injection wells can be utilized to increase CO2 storage in moderately anisotropic
formations.
1.4 Overview
The investigations in this dissertation are directed toward the physical processes that
occur during CO2 storage in brine-saturated aquifers. Consequently, the effects of CO2-
induced geochemical reactions and mechanical stress are beyond the scope of this study.
Spatial variations in temperature within the formation are also assumed negligible (isother-
mal). It is also important to underscore that field data on CO2 injection in geologic for-
mations are almost unavailable or very difficult to obtain. As a result, predictions from
established numerical simulators are considered reliable. Examples of numerical simula-
tors generally employed to predict CO2 plume flow dynamics in porous formations include
TOUGH2/ECO2N, GEM, FLOTRAN, and Eclipse 300. The advantage of utilizing analyt-
ical or numerical models to study flow dynamics in porous media is that they can simulate
fluid injection and/or production at significantly lower costs and times than in actual field
operations. In addition, analytical and numerical formulations can be carried out many
times while actual field tests are typically carried out once (Coats, 1992). The numerical
simulator employed in this study is TOUGH2. Results from the Code Intercomparison
Project (Pruess et al., 2004) show TOUGH2 to be robust and to have the capabilities of
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simulating CO2 storage in geologic formations. This is supported by the growing use of
TOUGH2 by researchers within the country and worldwide 1.
This dissertation is can be viewed to consist of four parts. The first part consists of this
chapter and the next. Chapter 2 gives an overview of pivotal physical processes that take
place during CO2 storage. It also elucidates the formulation and methods of solving mathe-
matical equations that describe these processes. The second part consists of two chapters (3
and 4) which together attempt to describe CO2 plume behavior in confined, homogeneous,
saline aquifers using analytical solutions. Chapter 3 focuses on the derivation of analyt-
ical and semi-analytical equations (formulations) for estimating CO2 storage efficiency.
Chapter 4 proposes analytical equations for estimating pivotal parameters which could be
utilized to screen potential CO2 repositories, and compares the analytical results to those
predicted by TOUGH2 numerical simulator. The third part involves the study of different
injection strategies for improving CO2 storage efficiency and security. It consists of four
chapters (5—8). The first and second chapters of this segment study the effects of hori-
zontal well length on CO2 storage under isotropic and anisotropic conditions, respectively.
The third chapter of this segment considers effects of utilizing a combination of vertical
and horizontal wells on CO2 storage under anisotropic conditions. The last chapter of the
third part discusses effects of gravity segregation between CO2 and brine and permeability
anisotropy on changes in near-wellbore pressure during CO2 injection. This dissertation is
completed with a conclusion chapter. The chapter gives general discussions on the findings
in the second and third parts and an overall summary of the results achieved in this study.
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Chapter 2
Background
There has been a growing interest in CO2 injection into deep saline formations because
of their potential to sequester significantly large quantities of CO2. This interest is marked
by a number of CO2 injection pilot projects (Riddiford et al., 2003; IPCC, 2005; Forward,
2008b;a) as a result of increased commitment of industries and governments, especially in
North America, Europe, and Australia (Forward, 2008b; 2009). However, the knowledge
gap hindering full-scale development and deployment of CO2 sequestration technology is
considerable. Understanding the physical and chemical processes that take place during
the injection and post-injection phases are pivotal prerequisites in advancing CO2 seques-
tration technology. The objective of this chapter is to give an overview of important phys-
ical processes that take place during CO2 injection in confined geologic formations and
mathematical methods used to solve the equations that describe them.
This chapter begins with a section that uses a conceptual model to describe important
physical processes that occur during CO2 injection into a confined saline aquifer. It also
introduces different mechanisms through which CO2 is trapped within the aquifer. Sec-
tion 2.2 discusses different orientations for injection wells and how those orientations may
influence CO2 flow patterns within a confined aquifer. Section 2.3 gives an overview of
the mathematical formulation of two-phase flow equations that describe the physical pro-
cesses that take place during and after CO2 injection. Section 2.4 addresses the numerical
methods employed by TOUGH2 to solve the resulting mathematical equations formulated
in section 2.3. Section 2.5 discusses possible numerical errors associated with numeri-
cal methods employed in section 2.4. The validity of the TOUGH2 numerical simulator
is investigated in section 2.6 by conducting a mass balance on a sample problem of CO2
injection into a confined aquifer.
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2.1 Conceptual Model
Figure 1 shows a schematic of CO2 injection into a confined aquifer via a fully perforated
vertical well. CO2 is assumed to migrate radially away from the well (Nordbotten et al.,
2005). This problem is similar in setting to a radial flow problem described by Pruess
and Garcı´a (2002). In order for CO2 to displace the resident brine, it must be injected
at a pressure greater than the initial pressure of the aquifer (injection pressure). As CO2
is injected into the aquifer, it radially displaces brine away from the well due to viscous
flow while moving upwards due to buoyancy. This is because CO2 is less viscous and less
dense than brine or water under high temperature and high pressure (reservoir) conditions
(Bachu and Adams, 2003). As a result, the CO2 plume will overlie brine with its radial
extent at the top (rmax) being greater than that at the bottom (rmin) of the aquifer (Figure
1) (Nordbotten et al., 2005; Nordbotten and Celia, 2006). Table 2 presents estimates of the
densities and viscosities of CO2 and brine at different different geothermal gradients, land
surface temperature and depth (1000 m and 3000 m) (Nordbotten et al., 2005).
In Figure 1, rmin represents the minimum radial extent of a CO2 plume during injection,
rmax represents the maximum radial extent of the CO2 plume during injection,B represents
the aquifer thickness, and b(r, t) represents the thickness of the CO2 plume as a function of
space and time. The aquifer shown in Figure 1 was partitioned into three distinct regions
namely: Region 1, Region 2, and Region 3. Region 1, which ranges from the injection well
to rmin, is assumed to be saturated with CO2. Region 2, which ranges from rmin to rmax, is
assumed to consist of both CO2 and brine separated by a sharp interface. Lastly, Region 3,
which spans from rmax to beyond, is assumed to be fully saturated with brine. The interface
between CO2 and brine shifts away from the injection well as more CO2 is injected into
the aquifer. Based on the above-mentioned assumptions, the thickness of the gas plume
at a given time (b(r, t)) in Figure 1 is equal to the thickness of the confined formation
(B) at rmin and zero at rmax. These relationships will be employed in the derivation of
mathematical expressions for estimating rmin and rmax in chapters 3 and 4.
2.1.1 Storage Efficiency
CO2 storage efficiency is a measure of the fraction of available porous volume that is
occupied by injected CO2. Due to differences in viscosity and density between CO2 and
brine, the shape of the CO2-brine interface will assume a shape similar to that depicted in
Figure 1 (Nordbotten et al., 2005; Nordbotten and Celia, 2006) under conditions of negli-
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gible mass transfer between the fluid phases. Storage efficiency is defined in the literature
as the ratio between the actual injected volume of a fluid and the maximum storage volume
of a repository (van der Meer, 1995). Based on Figure 1, CO2 storage efficiency can be
defined as the ratio between the volume occupied by the CO2 plume and the cylindrical
volume of the aquifer with radius equivalent to rmax (which is the volume available for gas
storage). This is mathematically described as follows:
εs =
Vinjected
Vaquifer
=
Qwellt
φBpi(rmax)2
(2.1)
where εs, φ, Qwell, and t, are the storage efficiency, average porosity, volumetric flow rate,
and injection time, respectively.
Details on the derivation of an analytical expression for estimating εs are addressed in
chapter 3. Typical estimates of CO2 storage efficiency described in the literature range
between 2% and 6% (Obi and Blunt, 2006; van der Meer, 1995).
Figure 1.: Conceptual model (adapted from Nordbotten et al. (2005)).
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Table 2: Density and viscosity of CO2 and brine in cold and warm basins. Tem-
perature gradient used in cold and warm basins were 25 ◦C/km and 45
◦C/km, respectively; the surface temperature in cold and warm basins
used were 10 ◦C and 20 ◦C, respectively (Nordbotten et al., 2005).
Density (kg/m3) Viscosity (Pa·s)
Depth (m) CO2 brine CO2 brine Comment
1000 714 1012–1230 5.77×10−5 7.95×10−4–1.58×10−3 cold
3000 733 995–1202 6.11×10−5 3.78×10−4–6.44×10−4 basin
1000 266 998–1210 2.30×10−5 4.91×10−4–8.83×10−4 warm
3000 479 945–1145 3.95×10−5 1.95×10−4–3.12×10−4 basin
2.1.2 Formation Anisotropy
The ratio between the vertical and horizontal permeabilities of a formation is the termed
anisotropy ratio (kvh), i.e.
kvh =
kv
kh
(2.2)
where kv and kh are the aquifer’s permeabilities in the vertical and directions, respectively.
If the kv and kh of the saline aquifer depicted in Figure 1 are equal, it is considered
isotropic. On the other hand, an aquifer is termed anisotropic when kvh is different from
unity. Typical values of anisotropy ratio for sedimentary formations (mostly sandstone and
limestone) given in the literature range between 0.001 and 1 in deep saline aquifers (Kumar
et al., 2005; van der Meer, 1995). One may consider a formation to be strongly anisotropic
when kvh < 0.01, and moderately anisotropic when 0.01 ≤ kvh < 0.1.
2.1.3 Trapping Mechanisms
If CO2 and brine are assumed immiscible as depicted in Figure 1, CO2 will be stored in
the confined aquifer as a supercritical fluid or gas depending on the depth. Consequently,
the length of time it will be isolated from the environment will strongly depend on the
integrity of the confining layers, especially the upper seal. The temperature and pressure
conditions in sedimentary basins are generally suitable for supercritical injection of CO2
(Bachu and Adams, 2003). The supercritical temperature and pressure of CO2 are about
31.1 oC and 7.38 MPa (73.8 bar), respectively (Vargaftik, 1975; Vargaftik et al., 1996).
A significant increase in density from about 1.87 kg/m3 at normal conditions to over 800
kg/m3 under supercritical conditions (Bachu, 2003) will be achieved when CO2 is injected
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as a supercritical fluid. As a result, injecting CO2 as a supercritical fluid will increase the
mass of CO2 stored per unit volume of an aquifer.
Conversely, when CO2 and brine are considered miscible, interphase mass transfer be-
tween CO2 and brine will occur, even though both fluids are sparingly soluble (Pruess
and Garcı´a, 2002). The dissolution of CO2 into brine is a very important mechanism of
trapping CO2 because it serves as a gateway for CO2 to be permanently sequestered in
carbonate minerals via geochemical reactions with divalent cations in solution.
Four major mechanisms have been identified by which CO2 may be sequestered in saline
aquifers. They include physical (hydrodynamic, structural, or stratigraphic) trapping, resid-
ual trapping, solubility trapping, and mineral trapping (Bachu and Adams, 2003; IPCC,
2005; Oelkers and Schott, 2005). These trapping mechanisms do have different time scale
contributions to CO2 sequestration (Figure 2). Physical trapping is most significant during
the injection phase. Contributions from residual trapping and solubility trapping increase
over time (after the injection phase is over). Contribution from mineral trapping becomes
significant only after about 1000 years (IPCC, 2005).
2.1.3.1 Physical Trapping
Physical trapping involves the storage of CO2 as a gas or supercritical fluid below low
permeability seals. Physical trapping is most predominant or important during the injec-
tion phase of a CO2 sequestration project (Ennis-King and Paterson, 2002). This trapping
mechanism allows for storage of significant quantities of CO2. Vertical flow of the plume
is inhibited due to the presence of an impermeable barrier at the top (Friedmann, 2007). As
a result, physical trapping is highly dependent on the integrity of the upper confining layer
(IPCC, 2005).
2.1.3.2 Residual Trapping
Residual trapping refers to residual saturations of CO2 trapped as bubbles of gas or su-
percritical fluid surrounded by brine (liquid phase) within the porous medium. When the
injection well is turned off, the flow of CO2 and brine will be controlled by buoyancy forces
as a result of their differences in density (Doughty, 2007; Bachu, 2008). As a result an up-
ward movement of the CO2 plume will be initiated. Consequently, as CO2 (non-wetting
phase) moves upwards, brine (wetting phase) re-occupies the pore spaces that were occu-
pied by CO2. The residual saturation of CO2 left behind the rising plume will be trapped by
invading brine and is immobilized by its interfacial tension with brine. This phenomenon
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is predominant at the trailing edge of the CO2 plume and is reported to be more significant
in the post-injection phase (Bachu, 2008).
Figure 2.: Time scales of CO2 trapping mechanisms (adapted from IPCC
(2005)).
2.1.3.3 Solubility Trapping
Solubility trapping refers to the dissolution of CO2 into brine within a porous forma-
tion. Solubility trapping is a very important trapping mechanism because it diminishes or
reverses buoyancy effects from rising CO2 (IPCC, 2005) and also makes CO2 available
for geochemical reactions with chemical species in solution (brine). The amount of CO2
stored through solubility trapping can be quantified as a dissolved gas mass fraction (XCO2)
in solution and total mass of dissolved gas (MCO2,aq) as follows:
XCO2 =
nMCO2
1000 +mMNaCl + nMCO2
(2.3)
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MCO2,aq =
∫ ∫ ∫
XCO2ρbdV (2.4)
where n, m, MCO2 , MNaCl, ρb, and V are the molality of dissolved CO2 in brine, molality
of dissolved salt, molar mass of CO2 , molar mass of salt, brine density and porous volume
of aquifer, respectively. The molality of a chemical species in solution is generally defined
as the number of moles of the chemical species per kilogram of solution.
2.1.3.4 Mineral Trapping
Mineral trapping involves the incorporation of CO2 into the solid phase. This mecha-
nism of CO2 trapping is very attractive because it immobilizes the former on a permanent
basis (Pruess et al., 2003). Mineral trapping takes place through precipitation reactions be-
tween aqueous CO2 (mostly likely in the form of bicarbonate, HCO3−) (Bachu, 2008) and
multivalent cations like Ca2+, Mg2+, Mn2+, Fe2+, Sr2+, and Ba2+ in formation brine
(Pruess et al., 2003).
2.2 Vertical vs Horizontal Wells
For a given formation with a horizontal bedding plane, a well is considered vertical if
it is drilled perpendicular (90◦) or horizontal when drilled parallel (180◦) to the formation
plane (Joshi, 1991). A slanted well will be at angle, θ, between 0◦ and 90◦ (i.e. 0◦ < θ <
90◦) from the bedding plane. However, the scope of this study is limited to vertical and
horizontal injection wells.
Geologic storage can provide a significant reduction in CO2 emissions over long peri-
ods only if repositories are utilized efficiently by implementing better injection strategies.
However, CO2 injected via vertical wells has been reported to occupy about 3% of the pore
volume available for storage (numerical simulations) (van der Meer, 1995). On the other
hand, research related to CO2 storage in geologic formations using horizontal injection
wells are few e.g. (Jikich et al., 2003; Ozah et al., 2005). A practical example of a CO2
injection via horizontal wells is the In-Salah CO2 storage project. The project has three
long-reach horizontal wells with lengths up to 1500 m. CO2 is injected into a 20 m thick
sandstone formation with permeability as low as 5 mD (≈ 4.9 × 10−15 m2). The top seal
of the aquifer consists of a mudstone layer with a thickness of 950 m. The In-Salah project
has a storage capacity of about 1.2 million tons per annum (Riddiford et al., 2003; IPCC,
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2005). Other CO2 capture and storage projects currently under operation include the Sleip-
ner project in the Norwegian sector of the North Sea, the Weyburn field in Canada, (IPCC,
2005), and the Snøhvit project in Norway (Forward, 2008a).
Horizontal well technology is extensively employed in the oil and gas industry to in-
crease crude oil production. However, horizontal wells are about 1.4 to 3 times more
expensive than a vertical well (Joshi, 1991). As a result the decision on which injection
strategy to implement in a CO2 capture and storage project should consider the cost factor.
This may vary from one candidate CO2 repository to another.
2.3 Multiphase Flow Equations (TOUGH2)
Since the scope of this study is limited to physical processes that occur during CO2 in-
jection into a confined saline aquifer, only two phase fluid flow (CO2 and brine) will be
discussed in this section. As a result, the system under consideration consists of a homoge-
neous confined aquifer, brine, and CO2. The aquifer is considered to be located at a depth
of at least 800 m and initially saturated with brine. A minimum depth of approximately
800 m is reported to be favorable for injection of supercritical CO2 (Garcı´a, 2003; Doughty,
2007; Marini, 2007). The thermophysical properties of CO2 and brine (density, viscosity,
and specific enthalpy) will vary spatially during and after CO2 injection (Pruess et al., 1999;
Pruess and Garcı´a, 2002; Pruess et al., 2003; 2004; Pruess, 2005). Phase change or inter-
phase mass transfer of CO2 into the aqueous phase and water vapor into the gaseous phase
may occur, since both fluids are sparingly soluble. However, the dissolution of CO2 into
brine is adversely affected by the salinity of brine (Pruess et al., 2003). Other chemical
species may be present in the aqueous phase (brine) i.e. dissolved CO2 and cations and
anions from dissolved minerals like carbonates, silicates, and sulfates (Marini, 2007).
2.3.1 Development of Flow Equations
The flow of fluids in porous media is generally depicted using Darcy’s law (Darcy, 1856)
i.e.
~F =
~Q
A
= ρ~u = −k ρ
µ
(∇~P − ρ~g)
∇~P =
(
∂P
∂x
∂P
∂y
∂P
∂z
)
(2.5)
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~u = −k
µ
(∇~P − ρ~g)
~g = (0.0, 0.0, 9.81)T
In equation 2.5 ~F is the mass flux (kg/s-m2), ~Q is the mass flow rate (kg/s), A is the cross-
sectional area (m2), k is the intrinsic permeability (m2), ρ is fluid density (kg/m3), µ is fluid
viscosity (Pa·s), ∇~P is pressure difference (Pa), ~g is gravity (m/s2), and ~u is the Darcy
velocity (m/s).
Equation 2.5 can also be extended to account for the presence of multiple fluid phases as
follows (Pruess et al., 1999; Pruess and Garcı´a, 2002):
~Fβ = ~uβρβ = −kkrβρβ
µβ
(∇~Pβ − ρ~g)
~Pβ = ~Pref − ~Pcap (2.6)
~Pcap = ~Pgas − ~Pliq
where β represents a fluid phase, krβ is the relative permeability of a fluid phase β, ~Pβ is
the pressure of fluid phase β, ~Pref is a reference pressure, ~Pcap is the capillary or suction
pressure, ~Pgas is pressure of gaseous phase, and ~Pliq is pressure of liquid phase.
2.3.2 Mass Transport and Mass Balance
Mass is transported within a porous medium via advection, molecular diffusion and hy-
drodynamic dispersion. The advective mass flux of a component κ in a fluid phase β is
described mathematically as follows (Pruess et al., 1999; Pruess and Garcı´a, 2002):
~F κadv =
∑
β
Xκβ ~Fβ (2.7)
The mass transport of component, κ, in a fluid phase via hydrodynamic dispersion and
molecular diffusion of a fluid phase, β, is mathematically described as follows (de Marsily,
1986; Pruess and Garcı´a, 2002):
~F κdis = −
∑
β
ρβ ~D
κ
β∇Xκβ
~Dκβ = D
κ
β,T
~I +
(Dκβ,L −Dκβ,T )
u2β
~uβ~uβ (2.8)
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Dκβ,L = −φτ0τβdκβ + αβ,L~uβ
Dκβ,T = −φτ0τβdκβ + αβ,T~uβ
In equations 2.7 and 2.8 κ represents a component in a fluid phase β, ~F κadv is the advective
mass flux of component κ in all fluid phases, Xκg is the mass fraction of component κ in
the gaseous phase, Xκl is the mass fraction of component κ in the liquid phase, ~Fg is the
advective flux of the gaseous phase, ~Fl is the advective flux of the liquid phase, ~F κdis is the
diffusive-dispersive flux of component κ in all fluid phases, ρβ is the density of fluid phase
β, ~Dκβ,T is the hydrodynamic dispersion tensor, X
κ
β is the mass fraction of component κ in
fluid phase β, Dκβ,T is the transverse dispersion coefficient (perpendicular to direction of
flow), Dκβ,L is the longitudinal dispersion coefficient (in the direction of flow), ~I is a unit
tensor, φ is the average porosity, τ0 is the tortuosity coefficient of the porous medium, τβ is
the tortuosity coefficient of fluid phase β (dependent on fluid phase saturation (Sβ), dκβ is
the molecular diffusion coefficient of component κ in fluid phase β, αβ,L is the longitudinal
dispersivity,and αβ,T is the transverse dispersivity (Pruess and Garcı´a, 2002).
The coefficient of hydrodynamic dispersion, Dκβ (longitudinal and transverse), accounts
for contributions from both hydrodynamic dispersion and molecular diffusion (Bear, 1972).
Dκβ is function of Peclet number (Pe). Pe is the ratio of the rate of transport by convection
(hydrodynamic dispersion) to the rate of transport by molecular diffusion (Bear, 1972).
Molecular diffusion predominates at small values of Pe (Pe < 0.4 (Bear, 1972)) i.e., when
rate of transport by convection (advective velocity) is small (Pruess et al., 1999). For values
of Pe ranging between 0.4 and 5 both molecular diffusion and hydrodynamic dispersion
are important. However, for Pe significantly greater than 5 molecular diffusion becomes
less important compared to hydrodynamic dispersion (Bear, 1972).
The total mass flux of a component ~F κ will be the sum of the advective and diffusive-
dispersive mass fluxes (Pruess and Garcı´a, 2002) i.e.
~F κ = ~F κadv + ~F
κ
dis (2.9)
A mass balance across an arbitrary volume of confined aquifer or porous medium (V ), can
be represented as follows (Pruess et al., 1999; Pruess and Garcı´a, 2002):
d
dt
∫
V
MκdV =
∫
Γ
~F κ · ~ndΓ +
∫
V
qκdV (2.10)
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The left hand side of equation 2.10 is the rate of change of mass of component κ in
V . The first term on the right hand side of equation 2.10 is the mass flux of component
κ over the surface Γ. Lastly, the second term on the right hand side of equation 2.10 is
the mass flux into (sources) or out (sinks) of V . The mass flux term in equation 2.10 can
be converted to represent mass flux through the volume of the aquifer using Gauss’ or
divergence theorem as follows (Bear and Bachmat, 1991):
∫
Γ
~F κ · ~ndΓ = −
∫
V
div ~F κdV (2.11)
Substitution of equation 2.11 into equation 2.10 yields a general equation for multiphase
flow in porous media (Pruess et al., 1999; Pruess and Garcı´a, 2002) i.e.
∫
V
[
d
dt
Mκ + div ~F κ
]
dV =
∫
V
qκdV (2.12)
where Mκ = φΣ
β
SβρβX
κ
β , M
κ is mass of component κ in all phases, and Sβ is saturation
of fluid phase β.
The total mass of component κ in a system of two phases (g, l) is given by the following
(Pruess et al., 1999; Pruess and Garcı´a, 2002):
Mκ = φ
[
SgρgX
κ
g + SlρlX
κ
l
]
(2.13)
2.4 Numerical Methods
TOUGH2 employs the “Integral Finite Difference” (IFD) method (Narasimhan and With-
erspoon, 1976) and a fully implicit first-order backward finite difference method to dis-
cretize equation 2.10 in space and time respectively (Pruess and Garcı´a, 2002). The IFD
method was selected to discretize in space because it has the capability of representing ir-
regular geologic features (Wu et al., 1999). The spatially discretized form of each term in
equation 2.10 is as follows (Pruess and Garcı´a, 2002):
∫
V n
MκdV = VnM
κ
n (2.14)
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∫
Γn
~F κ · ~ndΓ = ∑
m
AnmF
κ
nm (2.15)
∫
V n
qκdV = Vnq
κ (2.16)
where Mn is average of M over a subdomain Vn, Fnm is the average value of the inward or
normal component of ~F over a portion of a surface Anm between volume elements Vn and
Vm.
Substituting equations 2.14, 2.15, and 2.16 into equation 2.10 yield the following:
Vn
dMκ
dt
=
∑
m
AnmF
κ
nm + Vnq
κ (2.17)
Discretizing equation 2.17 implicity in time using the backward finite difference method
and rearranging gives the following:
Mκ,k+1n −Mκ,kn =
∆t
Vn
[∑
m
AnmF
κ,k+1
nm + Vnq
κ,k+1
]
(2.18)
Equation 2.18 can be further rearranged as follows:
Rκ,k+1n = M
κ,k+1
n −Mκ,kn −
∆t
Vn
[∑
m
AnmF
κ,k+1
nm + Vnq
κ,k+1
]
= 0 (2.19)
where Rκ,k+1n represent residuals of κ equations. Equation 2.19 is a set of N nonlinear
algebraic equations which can only be solved numerically. TOUGH2 employs the Newton-
Raphson iteration method to solve equation 2.19 (Pruess and Garcı´a, 2002).
The iteration process continues until a predefined convergence criteria is met as follows:∣∣∣∣∣ Rκ,k+1nMκ,k+1n
∣∣∣∣∣ ≤  (2.20)
where  is a very small number (usually 10−5 or less).
The set of linear algebraic equations that arise at each iteration step are solved using
the preconditioned conjugate gradient methods (Moridis and Pruess, 1998). Details on the
discretization of equation 2.10 on a term by term basis is described in Pruess et al. (1999);
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Pruess and Garcı´a (2002). The default value of  in TOUGH2 numerical simulations is
10−5 (Pruess et al., 1999; Pruess and Garcı´a, 2002). However, the total number of iter-
ations required to achieve convergence depend on the dominance of the leading diagonal
coefficients, the iterative method employed, initial solution vector (guess), and the speci-
fied convergence criterion. An increase in dominance of the leading diagonal coefficients
causes a reduction in the number of iterations required to achieve convergence. The closer
the initial guess of the solution vector to the actual solution vector, the lesser the number of
iterations to achieve convergence. On the contrary, the smaller the convergence criterion the
larger the number of required iterations (Hoffman, 2001; Coats, 1992). Newton-Raphson
iteration method and other iterative methods are discussed in detail in applied mathematics
textbooks e.g., Hoffman (2001).
2.5 Numerical Errors
Numerical solutions approximate real solutions by implementing appropriate approx-
imation techniques. In this case, continuous space and time variable discretization are
required to approximate the real solution. However, discretization introduces errors in the
process of approximating the real solution of a problem (Pruess et al., 1999; Pruess and
Garcı´a, 2002). In other words, truncation error due to spatial and time discretization is
introduced by replacing the differential equations of the numerical model by integral finite
difference approximations (Pruess and Garcı´a, 2002) and finite difference approximations
(Coats, 1992), respectively. Round-off error is also introduced during evaluation of the inte-
gral finite and finite difference approximations of the difference equations by the computer.
However, round-off error is negligible compared to truncation error (Coats, 1992).
Other potential sources of error in numerical simulations include: (1) wrong assump-
tions and/or omitted description of phenomena in the differential form of a model and (2)
insufficient description of rock and/or fluid properties (Coats, 1992). These forms of er-
ror are also significant compared to round-off errors. Spatial and time truncation errors
can be minimized via appropriate reduction in grid block and time step sizes, respectively.
However, there should be a balance between reducing grid block or time step sizes with
computer memory storage and execution time, since these increase with the total number
of grid blocks and time-steps in a numerical simulation (Coats, 1992; Hoffman, 2001).
Nonetheless, a reduction in grid block sizes is necessary in regions within a formation to
study detailed fluid flow dynamics, for example the study of fluid flow instabilities in the
vicinity of an injection well (Pruess and Garcı´a, 2002; Garcı´a, 2003).
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In most cases the mitigation of time truncation error is hindered by effects of model
stability, changes in flow rate, and printout frequencies on time-step size (Coats, 1992;
Hoffman, 2001). Some models are sensitive to changes in time-step size while others are
not. Generally, models which are less sensitive to changes in time-step size have low time
truncation errors (Coats, 1992).
The spatial truncation errors in numerical models emanate from numerical dispersion
(Ewing et al., 1983; Carr and Christie, 1983) and grid-orientation effects (Todd et al., 1972;
Yanosik and McCraken, 1979). Grid-orientation effect can be defined as a false dependence
of simulation results on a model’s grid (Pruess, 1992). It is caused by a combination of hy-
drodynamic instability and anisotropic numerical diffusion (Brand et al., 1991). However,
grid-orientation effect can be significantly mitigated by employing higher-order difference
methods in order to achieve isotropic numerical dispersion in simulated results (Pruess,
1992). Numerical dispersion increases with grid block size as such can be mitigated by
reducing grid block size (Ewing et al., 1983; Carr and Christie, 1983), especially near the
injection well where detailed description of well behavior is required (Coats, 1992).
2.6 Mass Balance
A mass balance analysis was conducted to validate the selected numerical simulator for
this work (Table 3). The test problem 3 of the code intercomparison project (Pruess et al.,
2004) was used. It is a basic problem of CO2 injection into a homogeneous, isotropic,
infinite-acting, saline aquifer. The aquifer is 100 m thick and its depth is in the order of
1200 m. The initial pressure, temperature and salinity (conditions) used are 120 bar, 45◦C,
and 15% by weight, respectively. CO2 is uniformly injected into the aquifer at a constant
rate of 100 kg/s and gravity and inertia effects are assumed negligible. The flow of fluid
within the aquifer is assumed to be 1-D radial (line source) (Pruess, 2005). TOUGH2 was
validated by comparing the total mass present in the aquifer (MCO2,T ) to the total mass of
CO2 injected (MCO2,inj) as a function of time (Table 3). MCO2,T is equivalent to the sum of
the mass of gaseous or supercritical CO2 (MCO2,g) and the mass of CO2 dissolved in brine
(MCO2,aq). MCO2,g and MCO2,aq were obtained as output from TOUGH2 and added to get
MCO2,T . MCO2,inj was calculated as the product of the mass injection rate and time.
Results from Table 3 show excellent accountability on amount of CO2 injected into the
aquifer by TOUGH2. Therefore, TOUGH2 can be used with high level of confidence as a
surrogate of field data due to scarcity of the latter.
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Table 3: CO2 mass balance on test problem 3 of the code intercomparison
project.
Time (years) MCO2,inj (kg) MCO2,T (kg) Relative error
0 0.0 0.0 0.0%
1 3.15× 109 3.15× 109 0.0%
3 9.46× 109 9.46× 109 0.0%
10 3.16× 1010 3.16× 1010 0.0%
30 9.46× 1010 9.46× 1010 0.0%
100 3.15× 1011 3.15× 1011 0.0%
The simulations conducted herein used grids with 10 layers in the vertical direction. The
validity of the results predicted by the simulations was tested by comparing its results to
those of simulations with 20 vertical layers. The differences between predictions of the
maximum pressures at the bottom and top layers from the simulations using 2D and 3D
mesh geometry are negligible (less than 1% relative error). See Appendix A.
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Chapter 3
Analytical Solution for Estimating CO2 Storage Efficiency 2
3.1 Abstract
During injection of carbon dioxide (CO2) into deep saline aquifers, the available pore
volume of the aquifer may be used inefficiently, thereby decreasing the effective capacity
of the repository for CO2 storage. Storage efficiency is the fraction of the available pore
space that is utilized for CO2 storage, or, in other words, it is the ratio between the volume
of stored CO2 and the maximum available pore volume. In this chapter, I derive and present
simple analytical expressions for estimating CO2 storage efficiency under the scenario of a
constant-rate injection of CO2 into a confined, homogeneous, isotropic, saline aquifer. The
expressions for storage efficiency are derived from models developed previously by other
researchers describing the shape of the CO2-brine interface. The storage efficiency of CO2
is found to depend on three dimensionless groups, namely: (1) the residual saturation of
brine after displacement by CO2; (2) the ratio of CO2 viscosity to brine viscosity; and (3)
a dimensionless group (which I call a “gravity factor”) that quantifies the importance of
CO2 buoyancy relative to CO2 injection rate. The theoretical maximum storage efficiency
is equal to the ratio of the CO2 viscosity to the brine viscosity; this would be achieved
in the case of negligible residual brine saturation and negligible buoyancy effects. Storage
efficiency decreases as the gravity factor increases, because the buoyancy of the CO2 causes
it to occupy a thin layer at the top of the confined formation, while leaving the lower part
of the aquifer under-utilized. Estimates of storage efficiency from my simple analytical
expressions are in reasonable agreement with values calculated from simulations performed
with more complicated multi-phase-flow simulation software. Therefore, I suggest that the
analytical expressions presented herein could be used as a simple and rapid tool to screen
the technical or economic feasibility of a proposed CO2 injection scenario.
2Okwen, R.T., Stewart, M., and Cunningham, J.A.,(2009), Accepted on August 27, 2009: International
Journal of Greenhouse Gas Control
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3.2 Introduction
Among the challenges associated with carbon dioxide (CO2) storage in deep saline
aquifers is estimating the capacity of a candidate repository for CO2 storage (van der Meer,
1995; Kopp et al., 2009). Because supercritical CO2 is both less viscous and less dense
than the brine found in saline aquifers, the injected CO2 does not displace resident brine
in a “piston” or plug-flow fashion. Instead, the CO2 tends to ride over the brine as it is
injected, forming a layer of CO2 at the top of the confined formation (Nordbotten et al.,
2005). Thus, even if the overall pore volume of a confined aquifer can be estimated accu-
rately, the fraction of that volume that is available for CO2 storage is not likely to be known
a priori.
Storage efficiency can be defined as the ratio between the amount of CO2 stored in an
aquifer and the maximum amount of CO2 that could theoretically be stored in the same
aquifer volume (van der Meer, 1995). Previous estimates of CO2 storage efficiency have
often been based on complicated numerical simulations (e.g., van der Meer (1995); Obi
and Blunt (2006)) that can be time-consuming or costly to perform. At present, a simple
analytical method for estimating CO2 storage efficiency is lacking. Therefore, the main
objective of this chapter is to develop a simple analytical equation for estimating storage
efficiency during CO2 injection. The rationale for this study is that a fast and easy method of
estimating CO2 storage efficiency may facilitate the prediction of the total amount of CO2
a given repository can sequester, and/or may indicate if more detailed numerical modeling
or geologic investigation is warranted.
3.3 Model Development
3.3.1 Conceptual Model
In this chapter, we consider the injection of CO2 at a constant injection rate into a con-
fined, homogeneous, and isotropic saline aquifer via a single vertical well. Figure 3 is a
cartoon illustrating such an injection scheme.
In developing an expression for the storage efficiency, I also make the following assump-
tions or simplifications.
1. The porous medium is homogeneous, isotropic, inert, non-deformable, and initially
saturated with brine;
2. The radial extent of the confined aquifer is very large compared to its thickness;
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3. Temperature, fluid densities, and fluid viscosities within the aquifer can be assumed
constant over both space and time;
4. The gas and liquid phases are immiscible, i.e., there is a sharp interface between the
two fluids and we can neglect inter-phase mass transfer;
5. The injection well is perforated across the entire thickness of the aquifer, which is a
constant value B;
6. CO2 is injected at a constant volumetric rate Qwell;
7. As brine is displaced by injected CO2, a residual saturation of brine Slr is left behind
the advancing front of CO2;
8. There is negligible dip or incline in the top and bottom confining units, i.e., these units
are parallel and effectively horizontal;
9. Flow in the formation is predominantly horizontal, which means that the pressure dis-
tribution in the vertical direction can be described as hydrostatic.
Of course, no actual geologic formation would adhere to all of these assumed condi-
tions. However, most of the assumptions and simplifications are not particularly restrictive,
and therefore the analysis that follows would be expected to be approximately valid at a
relatively large number of potential CO2 repositories. It can be noted that simplifications
or assumptions similar to those listed above have been invoked previously in a number of
studies where CO2 movement has been modeled analytically (e.g., Nordbotten et al. (2005);
Nordbotten and Celia (2006); Hesse et al. (2007; 2008); Juanes et al. (2009)).
Under this conceptual framework, the CO2 plume migrates radially from the injection
well during injection, and the thickness (b) of the region occupied by CO2 is a function
of time (t) and of radial distance (r) from the injection well. The aquifer can thus be
partitioned into three regions, as shown in Figure 3. Region 1 contains only CO2 and
residual brine, and extends from the injection well to a radius rmin, which denotes the
minimum radial distance of the CO2-brine interface. Thus, in region 1, the thickness of
the CO2 layer, b(r, t), is equal to B, the full thickness of the aquifer. Region 2 contains
CO2 overlying brine, separated by a sharp interface. In other words, region 2 is the portion
of the aquifer in which the thickness of the CO2 layer obeys 0 < b(r, t) < B. Region 2
extends from rmin to the maximum radial distance of the CO2-brine interface, rmax. Region
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3 contains solely brine and occupies the region beyond rmax. In this region, there is no CO2,
i.e., b(r, t) = 0.
As stated previously, the definition of storage efficiency is the ratio between the amount
of CO2 stored in an aquifer and the maximum amount of CO2 that could theoretically be
stored in the same aquifer volume (van der Meer, 1995). Thus, for the scenario depicted in
Figure 3, we may estimate the storage efficiency ε according to
ε =
Vinjected
Vformation
=
Qwellt
φBpi(rmax)2
(3.1)
where φ is the porosity of the formation.
Figure 3.: Schematic representation of CO2 injection into a confined aquifer.
Via a single vertical injection well (Adapted from Nordbotten et al.
(2005)).
The storage efficiency might be significantly less than 1 because the CO2 rides over the
brine, leaving a “wasted” aquifer volume that remains filled with brine. The purpose of this
chapter is to derive simple expressions for estimating ε.
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3.3.2 Mathematical Model
Nordbotten and co-workers (Nordbotten et al., 2005; Nordbotten and Celia, 2006) have
developed analytical expressions for the shape of the CO2-brine interface under the con-
ditions and simplifications described above. Following Nordbotten and co-workers, I here
define a dimensionless group that quantifies the importance of CO2 buoyancy relative to
the CO2 injection rate:
Γ =
2pi∆ρgkλbB
2
Qwell
(3.2)
where k is the intrinsic permeability of the geologic repository, λb is the mobility of the
brine in the formation (equal to the inverse of the viscosity of the brine), g is the gravita-
tional acceleration constant, and ∆ρ is the difference in density between the brine and the
CO2 .
When Γ is small enough, meaning that the flow of CO2 is dominated by the injection
rate rather than the buoyancy, Nordbotten and co-workers have shown that
rmax =
√
λQwellt
piBφ(1− Slr) (3.3)
where λ is the ratio of mobilities of the two fluids, i.e., λ = λc/λb = µb/µc, where the
subscript b denotes brine and the subscript c denotes CO2 , and µ is viscosity. Substituting
equation (3.3) into equation (3.1) yields the simple result that, when Γ is sufficiently small,
ε = (1− Slr)µc
µb
= (1− Slr) 1
λ
(3.4)
Nordbotten and co-workers (Nordbotten et al., 2005; Nordbotten and Celia, 2006) have
argued that the effect of gravity can be neglected when Γ is less than about 1.
When Γ is larger than about 0.5 or 1, the buoyancy of the CO2 has a significant effect on
the shape of the CO2-brine interface, and equations (3.3) and (3.4) are not expected to be
valid. In that case, I proceed as follows. Again following Nordbotten and Celia (2006), I
non-dimensionalize the variables r and t according to
η =
r√
k
τ =
Qwellt
2piBφk(1− Slr) (3.5)
and I also define the similarity variable χ = η2/τ .
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Substituting these definitions into equation (3.1) produces the following:
ε =
2(1− Slr)
χmax
(3.6)
where χmax corresponds to the non-dimensionalized value of rmax.
Equation (3.6) is a simple expression for the storage efficiency in the saline aquifer.
However, computation of the storage efficiency with equation (3.6) requires us to be able
to estimate χmax, which is not simple. When buoyancy is negligible, i.e., when Γ is suffi-
ciently small, then χmax = 2 λ, and we recover equation (3.4); but when buoyancy cannot
be neglected, i.e., when Γ is greater than about 0.5 or 1, then χmax is a complicated function
of Γ and of the mobility ratio λ. As described by Nordbotten and Celia (2006), computation
of χmax (which they call χ0,h) requires solution of a nonlinear ordinary differential equa-
tion subject to volume balance constraints. Nordbotten and Celia (2006) show contours of
√
χmax in their Figure 3(c).
Under realistic conditions, I would expect the viscosity of brine in a deep saline aquifer
to be about 5–20 times the viscosity of supercritical CO2 (Suekane et al., 2005; Nordbotten
et al., 2005). Therefore, I solved for χmax for different values of λ between 5 and 20, and
for different values of Γ between 0.3 and 50. Based on the acquired values of χmax, I
determined that, for 5 ≤ λ ≤ 20 and 0.5 ≤ Γ ≤ 50, the following equation is a suitable
approximation to χmax.
χmax ≈ (0.0324λ− 0.0952)Γ + (0.1778λ+ 5.9682)Γ1/2 + 1.6962λ− 3.0472. (3.7)
This empirical equation yields estimates of χmax that are accurate to within 10% when 0.5
≤ Γ ≤ 1 and to better than 5% when 1 ≤ Γ ≤ 50.
Finally, I can present the following equation that enables me to estimate the storage
efficiency of the saline aquifer.
ε ≈ (1− Slr) 1
λ
= (1− Slr)µc
µb
0 ≤ Γ < 0.5
ε ≈ 2(1− Slr)
(0.0324λ− 0.0952)Γ + (0.1778λ+ 5.9682)Γ1/2 + 1.6962λ− 3.0472
0.5 ≤ Γ ≤ 50 (3.8)
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The expected range of applicability of equation (3.8) is 5 ≤ λ ≤ 20 and 0 ≤ Γ ≤ 50, which
spans a realistic range of conditions that might be encountered in practice.
3.4 Results
It can be seen from equation (3.8) that the storage efficiency depends on three dimen-
sionless groups: Slr, the residual brine saturation following displacement of brine by CO2 ;
λ, the ratio of brine viscosity to CO2 viscosity; and Γ, a dimensionless group that quantifies
the importance of CO2 buoyancy relative to flow rate. In this section, I investigate further
the dependence of storage efficiency on each of these variables. The first important point
to notice is that the theoretical upper limit of storage efficiency (based on a single vertical
injection well, as considered in this chapter) is equal to the ratio of fluid viscosities, εmax
= 1/λ = µc/µb. This would be the efficiency when there is negligible residual brine satu-
ration (Slr ≈ 0) and the effect of gravity is also negligible (Γ≤ 0.5, which corresponds to a
high injection rate). As either Slr or Γ increases, the storage efficiency will decrease below
its limiting value of εmax = µc/µb. Considering a “typical” deep saline aquifer (Pruess
et al., 2004) of temperature near 45 ◦C, pressure near 120 bar (12 MPa), and salinity near
15%, we would expect supercritical CO2 to have a viscosity of approximately 5.0 × 10−5
Pa·s (McHugh and Krukonis, 1986; Vesovic et al., 1990) and brine to have a viscosity of
approximately 8.0 × 10−4 Pa·s (Palliser and McKibbin, 1998; Adams and Bachu, 2002).
This yields a value of λ = 16; the upper limit of storage efficiency in such a formation
would be about (5.0 × 10−5)/(8.0 × 10−4) or about 6.3%.
If the CO2 injection rate (Qwell) is high enough that buoyancy effects can be neglected
(i.e., Γ < 0.5), then the storage efficiency ε depends only on the mobility ratio λ and
the residual brine saturation Slr. Figure 4 shows the dependence of storage efficiency
on mobility ratio for three different values of Slr under the case of negligible buoyancy.
Under these conditions, the possible range of storage efficiencies is from about 3% to about
20%. However, under most realistic aquifer conditions, we might expect a residual brine
saturation of at least 0.15 and a mobility ratio of at least 10; thus we might expect storage
efficiency to reach a maximum value of about 8.5% even if buoyancy effects are negligible.
As the effect of CO2 buoyancy increases (Γ > 0.5), the storage efficiency decreases.
This is because the shape of the CO2 plume in the formation changes. Buoyancy drives
the CO2 upwards so that it occupies a relatively thin section at the top of the confined
formation. Thus the CO2 plume is thinner but extends farther (rmax increases), and there is
more “wasted” volume below the CO2 plume, resulting in a decrease in storage efficiency.
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Figure 4.: Storage efficiency (ε) vs mobility ratio (λ). When the effect of grav-
ity is negligible (small Γ).
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Figure 5.: Storage efficiency (ε) vs. gravity factor (Γ). The curves shown were
generated assuming a value of residual brine saturation Slr = 0.15.
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Table 4: Conditions for a realistic injection scenario.
Parameter or condition Value
Temperature in aquifer (◦C) 45
Pressure in aquifer (bar) 120
Salinity 15%
Aquifer thickness, B (m) 100
Aquifer permeability, k (m2) 10−13
Residual brine saturation, Slr 0.30
CO2 injection rate, Q (kg/s) 100
Figure 5 shows the dependence of storage efficiency on the gravity factor Γ for the range
0.1 < Γ < 100. (Note that the equation for ε was developed only for the range Γ ≤ 50,
so there may be some error in the estimates of ε in the range 50 < Γ ≤ 100.) Figure 5
considers different values of mobility ratio λ, but was generated assuming a single value
of Slr equal to 0.15. As expected, the figure shows a decrease in storage efficiency as Γ
increases. In the extreme case of a high mobility ratio (λ = 20) and a high gravity factor (Γ
> 20), the storage efficiency is expected to be less than 2%.
Finally, I consider again a “typical” CO2 injection scenario. Conditions for this injection
scenario are taken from an example problem described by Pruess (2005) and by Pruess and
Spycher (2007), and are summarized in Table 4. At these conditions, the fluid viscosities
would be approximately µb = 8.0 × 10−4 Pa·s and µc = 5.0 × 10−5 Pa·s, as noted pre-
viously. Also, the fluid densities would be approximately ρb = 1100 kg/m3 (McCutcheon
et al., 1993) and ρc = 660 kg/m3 (Bachu and Adams, 2003). The injection rate of 100 kg/s
is equivalent to 0.15 m3/s assuming a CO2 density of 660 kg/m3. A CO2 mass injection
rate of 100 kg/s is equivalent to CO2 emissions from a 288 MWe coal-fired power plant
(Hitchon, 1996). Thus, the calculated value of Γ (according to equation (3.2)) is 0.226,
meaning that the effect of buoyancy is essentially negligible under these conditions. There-
fore, the estimated storage efficiency for CO2 injection via a single vertical injection well
is, according to equation (3.4) or (3.8), ε = 0.044 = 4.4%.
3.5 Discussion
It must be noted that a number of potentially important factors are not included in this
analysis. For instance: (1) As CO2 is injected into the aquifer, the pressure in the formation
will increase, which will in turn cause the densities and viscosities of the fluids to change.
36
Both density and viscosity of supercritical CO2 are relatively strong functions of pressure
near 45 ◦C and 120 bar. However, the analysis presented above assumes that fluid properties
are constant, i.e., do not change during the injection. (2) It is likely that a real aquifer would
exhibit heterogeneity, perhaps in the form of layers or facies of different permeability, or
perhaps in the form of fractures that can act as preferential conduits for fluid flow. Either of
these situations would alter the shape of the CO2 plume from that shown in Figure 3, with
the result that the CO2 storage efficiency would also be different from that predicted here.
(3) The analysis presented here does not account for the process of “dry-out,” in which
residual brine saturation is eventually evaporated by injected CO2 (Nordbotten and Celia,
2006; Pruess and Mu¨ller, 2009).
Other complicating factors not considered in this analysis are also certain to exist. How-
ever, the purpose of this chapter is to present a rapid, simple, easy-to-use method for esti-
mating storage efficiency within a reasonable degree of uncertainty. To that end, I expect
that the analysis presented herein is acceptable despite the neglect of certain complicating
factors. I note, for instance, that the estimates of ε made above (approximately 4–6%)
for “typical” injection scenarios are in reasonable agreement with estimates made by other
researchers using sophisticated numerical simulation software (e.g., van der Meer (1995);
Obi and Blunt (2006)). Thus, estimates of ε made with equation (3.8) would likely be
suitable, for instance, in a preliminary screening of the technical or economic feasibility
of a proposed CO2 injection project. More robust predictions of CO2 behavior, accounting
for some or all of the factors mentioned above, would require numerical simulation with a
multi-phase flow and transport model such as TOUGHREACT (Xu et al., 2006).
3.6 Summary and Conclusions
The objective of this chapter is to develop a simple analytical equation for estimating
storage efficiency during CO2 injection. Based on analytical models for CO2 plume shape
developed previously by other researchers (Nordbotten et al., 2005; Nordbotten and Celia,
2006), a simple equation for the storage efficiency, ε, was derived. The derivation included
some significant assumptions and simplifications, which will result in some uncertainty in
estimates of ε; however, calculated values of ε are likely to be suitable for, say, a prelimi-
nary screening of the technical or economic feasibility of a proposed CO2 injection project.
A preliminary estimate of CO2 storage efficiency may be used, for instance, to determine
if more detailed numerical modeling or geologic investigation are warranted.
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The storage efficiency of CO2 is found to depend on three dimensionless groups, namely:
(1) Slr, the residual saturation of brine after displacement by CO2 ; (2) λ, the ratio of brine
viscosity to CO2 viscosity; and (3) a dimensionless group Γ that quantifies the importance
of CO2 buoyancy relative to CO2 injection rate. Dependence of storage efficiency on the
three dimensionless groups is shown graphically in Figures 4 and 5. The theoretical max-
imum storage efficiency is εmax = 1/λ = µc/µb, which would be achieved in the case of
negligible residual brine saturation (Slr ≈ 0) and negligible buoyancy effects (Γ < 0.5).
Storage efficiency decreases as Γ increases, because the buoyancy of the CO2 causes it to
occupy a thin layer at the top of the confined formation, while leaving the lower part of the
aquifer under-utilized.
It is worth noting that I estimated likely storage efficiencies of only 4–6% under a set
of assumed but realistic conditions, and that these estimates are even slightly higher than
other estimates made using numerical models (van der Meer, 1995; Obi and Blunt, 2006).
These low storage efficiencies are one of the potential drawbacks to the technology of
geologic CO2 sequestration. If storage efficiencies could be raised to even as high as 10%,
it could double the worldwide capacity for CO2 storage in deep saline aquifers. Therefore,
we suggest in conclusion that developing strategies or technologies for increasing CO2
storage efficiency should be a significant priority during our ongoing development of CO2
sequestration.
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Chapter 4
Analytical Model for Screening Potential CO2 Repositories
4.1 Abstract
Assessing potential repositories for subsurface sequestration of carbon dioxide (CO2) us-
ing numerical models is complicated, costly, and time consuming, especially in instances
where the suitability of a multitude of geologic formations must be evaluated. This chapter
presents a screening tool for assessing the suitability of candidate repositories for sub-
surface sequestration of carbon dioxide (CO2), using a set of simple analytical equations
(model). I considered the injection of CO2 at a constant rate into a confined saline aquifer
via a fully perforated vertical injection well. The validity of the analytical model was as-
sessed via comparison with the TOUGH2 numerical model. The metrics used in compar-
ing the two models include: (1) spatial variations in formation pressure, (2) brine saturation
profile, and (3) storage efficiency. When the input conditions and assumptions in TOUGH2
were chosen to be similar to those of the analytical model, the two models showed excellent
agreement. The analytical model neglects capillary pressure and the pressure dependence
of fluid properties. However, simulations in TOUGH2 indicate that little error is introduced
by these simplifications. Sensitivity studies showed that the agreement between the analyt-
ical model and TOUGH2 depends strongly on (1) the residual brine saturation, (2) gravity
(g), and (3) the relationship between relative permeability and brine saturation (krβ(Sw)).
The results obtained suggest that the analytical model is valid when krβ(Sw) is linear or
quasi-linear and when the irreducible saturations of brine is zero or very small.
4.2 Introduction
Complex numerical simulators, like TOUGH2/ECO2N, GEM, FLOTRAN, Eclipse 300,
and CSIRO (Pruess et al., 2004), are currently used to study and predict CO2 plume behav-
ior in confined geologic formations. The outputs from these simulators include estimates
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of the values of pivotal parameters that can be used to determine the suitability of geologic
formations. However, these numerical simulators are expensive, have significantly long
execution times, and require a large number of input parameters. Therefore, an analyti-
cal model that is rapid and uses fewer input parameters to predict pivotal parameters may
serve as a cost-effective surrogate to numerical simulators for screening candidate reposi-
tories prior to detailed site-specific feasibility studies and design of CO2 injection systems.
Nordbotten and co-workers (Nordbotten et al., 2005; Nordbotten and Celia, 2006) pre-
viously developed analytical solutions (model) for predicting CO2 behavior in confined
aquifers. They considered CO2 injection via a vertical well into a confined saline aquifer
of infinite radial extent. The model predicts the location of the CO2-brine interface and
presents a pressure derivative i.e., equation 7 in Nordbotten and Celia (2006). However, in
its current form, the model does not predict pressure variations. The model also ignores
capillary pressure effects and considers CO2 and brine to be incompressible and immiscible
with each other (i.e., no inter-phase mass transfer). An evaluation of the analytical model
is required to verify if the above-mentioned assumptions are too limiting.
The objectives of this chapter are to:
1. extend the analytical model developed by Nordbotten et al. (2005) and by Nordbotten
and Celia (2006) to be able to predict pressure changes within the formation
2. assess conditions under which the model can be considered valid.
The rationale for this study is that the extended-analytical model can be a useful tool for
“screening” potential repositories (storage sites) for CO2 storage. The extended-analytical
model will also facilitate prediction of pressure variations within the aquifer, especially at
the injection well, where pressure is highest.
Equations that constitute the extended-analytical model were derived by defining a mov-
ing pressure boundary (Dirichlet) condition. The conditions under which the analytical
model is valid were determined via comparison with a more sophisticated numerical model.
Pivotal parameters (metrics) used in comparing both models include the following:
1. spatial variations of pressure (P (r, t)) within a confined formation;
2. the brine saturation profile (Sw(t)) within a confined formation; and
3. temporal variation in CO2 storage efficiency (εs(t)).
These parameters were used as metrics for comparing the performance of the analytical
model to that of the numerical model.
42
4.3 Model Development
4.3.1 Conceptual Model
The following assumptions were made in the development of the analytical model:
1. the porous medium is inert, non-deformable, and initially saturated with brine;
2. the radial extent of the confined aquifer is infinite compared to its thickness;
3. changes in temperature, fluid densities, and fluid viscosities within the formation are
negligible;
4. the gas and liquid phases are immiscible (negligible inter-phase mass transfer);
5. capillary forces and hysteretic effects are negligible;
6. the gas plume migrates radially from the injection well during injection and the thick-
ness of the region occupied by CO2 is a function of time and radial extent;
7. for a given point in time, there exists a location within the formation sufficiently distant
from the injection well where the pressure is equivalent to its initial value (background
pressure); and
8. the dip angle of the aquifer is zero or negligible i.e. Aquifer is perfectly horizontal.
The assumption of no inter-phase mass transfer between the fluid phases (immiscible
fluids) may be rather rigid. However, with this assumption, the resulting equations can be
easily solved by hand or using spreadsheet. Assumption of constant fluid properties in the
analytical model may introduce error near the wellbore. However, this approximation is
reasonable for the remainder of an aquifer since pressure build-up due to fluid injection
quickly diminishes with distance from the wellbore (Bachu et al., 2004). A schematic
representation of CO2 injection into a homogeneous confined aquifer is shown in Figure 6.
To extend the analytical model, the formation was partitioned into three regions i.e.,
regions 1, 2, and 3 (Figure 6). Region 1 contains only CO2, and extends from the injection
well to the minimum radial distance of the CO2-brine interface from the injection well,
rmin. Region 2 contains CO2 overlying brine, separated by a sharp interface and extends
from rmin to the maximum radial distance of the CO2-brine interface from the injection
well, rmax. Lastly, region 3 contains solely brine and occupies the region beyond rmax.
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Figure 6.: Schematic representation of CO2-brine interface during injection.
Into a confined aquifer via a single vertical well. Adapted from Nord-
botten et al. (2005).
4.3.2 Current Form of Analytical Model
The analytical equation for estimating the CO2 plume thickness or location of CO2-brine
interface location derived by Nordbotten et al. (2005); Nordbotten and Celia (2006) is as
follows:
b′ =
1
λ− 1
√
2λ
χ
(4.1)
where b′ is the dimensionless thickness of the gas plume, i.e., b′ = b(r, t)/B, B is the
aquifer’s thickness ([L]), λ is the ratio between the mobilities of CO2 and brine, i.e., λ =
λc/λw, λc is the mobility of CO2 ([LTM−1]), and λw is the mobility of brine ([LTM−1]).
In equation (4.1) χ represents a scaling variable which is mathematically defined as
follows (Nordbotten and Celia, 2006):
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χ =
η2
τ
(4.2)
where the variables η and τ are the dimensionless radius and time, respectively, i.e. η =
r/
√
k and τ = Qwell t/(piBφk(1 − Slr)). In addition, r is the radius from injection well
([L]); k is the intrinsic permeability of the formation ([L2]);Qwell is the volumetric injection
rate ([L3T−1]); t is the time of injection ([T]); φ is average porosity of the aquifer; and Slr
is the residual brine saturation;
A dimensional version of equation (4.1) can be obtained by substituting the b′ and χ,
which is as follows:
b(r, t) =
B
λ− 1
[√
λQwellt
φpi(1− Slr)Br2 − 1
]
(4.3)
Analytical expressions for estimating rmin and rmax when gravity is ignored (Nordbotten
et al., 2005), are as follows:
rmin =
√
Qwellt
λpiBφ(1− Slr) rmax =
√
λQwellt
piBφ(1− Slr) (4.4)
The pressure derivation derived by Nordbotten and Celia (2006) (equation 7) is as fol-
lows:
∂P
∂r
= [λch+ λw(H − h)]−1
[
λch
∂(∆ρgh)
∂r
− Qwell
2pirk
]
(4.5)
The terms h andH in equation (4.5) are identical to b andB, respectively, in equation (4.3).
With this equation (4.5) can be written as follows:
∂P
∂r
=
λcb∆ρg
∂b
∂r
− Qwell
2pirk
[λcb+ λw(B − b)] (4.6)
At its current form, equation (4.6) requires a well defined Dirichlet boundary condition
in order to be solved analytically. In other words, the pressure, P must be specified at a
location r in order to solve equation 4.6.
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4.3.3 Development of Boundary Condition to Predict Formation Pressure
The analytical equations that constitute the model were developed by extending the
semi-analytical equations derived by Nordbotten and Celia (2006) to account for a moving
boundary condition (Dirichlet) and to also estimate CO2 storage efficiency. A Dirichlet
boundary condition is essential in determining analytical equations for the pressure within
the aquifer. The boundary condition was defined by deriving an equation for estimating the
radial distance from the injection well (R∞) at which the formation pressure is equivalent
to its background or initial pressure (Pinit).
Analytical equations for pressure variations within the confined aquifer were obtained
by deriving analytical expressions for pressure changes in regions 3, 2, and 1 of Figure
6, respectively. The equation for pressure changes in region 3 was first derived since it is
dependent on a moving Dirichlet boundary defined atR∞ ([L]) (external boundary). Again,
R∞ is the radial distance from the injection well at which the pressure within an aquifer is
approximately equivalent to its initial or background pressure (Pinit) i.e., P (r = R∞) =
Pinit. However, R∞ is difficult to estimate since it moves with time (moving boundary).
R∞ was estimated by employing the Cooper-Jacob approximation (Cooper and Jacob,
1946) of the Theis solution (Theis, 1935) for pressure change in response to injection and
by accounting for the presence of a second fluid phase (CO2 in this case), which extends
from the injection well to rmax (Figure 6).
R∞ = e−
γ
2
√
4Tt
S
+ rmax (4.7)
where γ(≈ 0.58), T , and S are Euler’s constant, formation transmissivity ([L2T−1]), and
formation storativity ([L]), respectively.
The first and second terms on the right-hand-side of equation 4.7 are estimates of R∞
using Theis solution and correction due to the presence of a second fluid phase, respec-
tively (see derivation in Appendix B). Formation pressure at R∞ as a function of time
(P (r = R∞) = Pinit) was used as the moving Dirichlet boundary condition in predicting
the pressure response in region 3 (Figure 6). Formation pressure at rmax (Prmax(t)) was
employed as boundary condition between regions 3 and 2. Lastly, formation pressure at
rmin (Prmin(t)) was applied as a boundary condition between regions 2 and 1.
The following equations for pressure profiles in regions 1, 2, and 3 were obtained (see
derivation in appendix):
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P (r, t) = Pinit +

Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− 1
λ
+ 1
λ
ln
(
rmin
r
)]
(region 1)
−∆ρgλB
(λ−1)2
[
λ− ln(λ)− 1
]
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− r
rmax
]
(region 2)
−∆ρgλB
(λ−1)2
[
ln
(
r
rmax
)
+ rmax
r
− 1
]
Qwell
2pikλwB
[
ln
(
R∞
r
)]
(region 3)
(4.8)
where P (r, t) is the formation pressure ([ML−1T−2]); and Pinit is the initial formation
pressure ([ML−1T−2]).
Pressure at the injection well can be estimated by substituting r with the wellbore radius
rwell ([L]) in equation 4.8 (region 1). In conditions where ∆ρ << λ− 1 (negligible buoy-
ancy) the third term on the right hand side of equation 4.8 (regions 1 and 2) approaches
zero i.e., ∆ρgλB/(λ − 1)2 → 0. The third term on the right hand side of equation (4.8)
accounts for gravity effect. As a result the analytical model is capable of estimating pres-
sures when gravity is included (turned on) and when gravity is ignored. Gravity is ignored
by eliminating the third term on the right hand side of equation (4.8).
4.3.4 Brine Saturation Profile
In region 3 of Figure 6, the thickness of the CO2-rich phase (“gas plume”), b(r, t), is
considered to be zero function the aquifer is assumed to be fully saturated with brine in this
region. Equation 4.3 was assumed to provide a good estimate of b(r, t) in region 2. Re-
sults from the literature indicate that this assumption is valid for values of a dimensionless
gravity factor (Γ) less than 0.5 (Nordbotten et al., 2005; Nordbotten and Celia, 2006). Γ
quantifies the importance of CO2 buoyancy relative to the CO2 volumetric injection rate,
i.e.;
Γ =
2pi∆ρgλwkB
2
Qwell
(4.9)
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Lastly, in region 1, b(r, t) was assumed to be equivalent to B, because it is saturated with
CO2. The equations employed to estimate brine saturation profile at a given point in time,
Sw(r, t), in regions 1, 2, and 3 (Figure 6) are as follows:
Sw(r, t) =

Slr (region 1)
1.0− b(r,t)
B
(region 2)
1.0 (region 3)
(4.10)
4.4 Test Cases for Comparison to TOUGH2
The analytical model was applied on a problem similar to “Problem 3” of the code in-
tercomparison project (Pruess et al., 2004). The problem involved CO2 injection into a
confined saline aquifer via a fully perforated vertical well (Figure 6) at a constant rate. Ta-
ble 5 presents the hydrogeologic parameters applied in the model. The CO2 mass injection
rate of 100 kg/s employed herein is equivalent to CO2 emissions from a 288 MWe coal-
fired power plant (Hitchon, 1996). The TOUGH2 numerical simulator was also applied on
the problem and its results compared to those from the analytical model in order to validate
the latter, based on the metrics.
Table 5: Aquifer properties employed in all simulations.
Physical parameters Values
Depth (m) 1200
Aquifer thickness (m) 100
Formation bulk density (kg/m3) 2600
Pore compressibility (m2/N) 4.5 × 10−10
Rock compressibility (m2/N) 6.5 × 10−11
Initial pressure at bottom of formation (bar) 131
Temperature (◦C) 45
Average porosity 0.12
Average permeability (m2) 10−13
Gas injection rate (kg/s) 100
TOUGH2 is a general-purpose numerical simulation program for multiphase flow in
porous and fractured media, developed in the Lawrence Berkeley National Laboratory, Cal-
ifornia, USA (Pruess et al., 1999). When coupled with the ECO2N fluid property module,
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TOUGH2 can simulate CO2 plume behavior in deep saline aquifers (Pruess and Spycher,
2006). TOUGH2 has also been successfully used in modeling CO2 injection in hetero-
geneous formations (Doughty and Pruess, 2004) and to study CO2 plume flow dynamics
within the Utsira formation (Sleipner Project) in the Norwegian sector of the North Sea
(Garcı´a, 2003; Pruess and Mu¨ller, 2009). Most of all, a comparison of TOUGH2 with
nine other simulation tools based on their performance on eight test problems showed good
agreement in their predictions (Pruess et al., 2004). These factors qualify TOUGH2 as a
reliable or viable numerical model. Therefore, agreement in the predictions of the ana-
lytical model and TOUGH2 validates the former. Table 6 presents the different numerical
simulations conducted to evaluate the validity of the analytical model.
The input conditions in Sim 1A were set to match the simplifications invoked in the ana-
lytical model i.e. constant fluid properties, negligible capillary pressure, and no interphase
mass transfer. The fluid properties of CO2 at all pressures were assigned values equal to
the initial condition of the formation (Sim 1A in Table 6). This was achieved by editing the
“CO2TAB” file in TOUGH2, which contains tabular data of CO2 density, viscosity and spe-
cific heat enthalpy at different temperatures and pressures (Altunin, 1975; Pruess, 2005).
The fluid properties of brine were allowed to vary with pressure since it is significantly less
compressible than CO2. The only difference between the input conditions in the analytical
model and Sim 1A is that fluid relative permeability is not considered in the former while
a linear relationship between fluid relative permeability (krβ) and brine or liquid phase sat-
uration (Sw) is applied in the latter. Therefore, comparison of the analytical model with
Sim 1A will first determine whether the proposed boundary condition is acceptable and if
the assumption of no fluid relative permeability (immiscible fluids) relative to linear fluid
relative permeability is very limiting. The input conditions in Sim 1B are similar to those
of Sim 1A except that the constant fluid properties assumption was relaxed, the residual
brine saturation value was increased from 0.0 to 0.3, the brine salinity was increased from
0.0 to 0.3, and nonlinear relationship between brine capillary pressure and brine saturation,
developed by van Genuchten (1980) was applied. Therefore, the differences in the input
conditions between the analytical model and Sim 1B are in fluid properties, brine salinity,
and capillary pressure function (Pcap). A comparison of the predictions of the analytical
model and Sim 1B will evaluate the effects fluid properties, brine salinity and most espe-
cially brine capillary pressure.
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Differences in the input conditions of Sim 1C and Sim 1B is solely in fluid relative per-
meability function. The nonlinear relationship between the relative permeabilities of water
(brine) and gas (CO2) and brine saturation developed by van Genuchten (1980) and Corey
(1954), respectively, were applied in Sim 1C. As a result, the differences in the input con-
ditions of the analytical model and Sim 1C are similar to those between the former and Sim
1B, except that a nonlinear relative permeability function was applied in Sim 1C. Therefore,
the variable investigated in this case is the relative permeability function (krβ). Comparison
of the results predicted by analytical model, Sim 1B, and Sim 1C (especially pressure and
brine saturation distributions) will show differences between effects of using a; (1) no fluid
relative permeability (analytical model), (2) linear relative permeability function (Sim 1B),
and (3) nonlinear relative permeability function (Sim 1C).
Table 6: Input parameters and conditions used in TOUGH2 simulations.
Variables Sim 1A Sim 1B Sim 1C
Fluid Properties Constant Vary Vary
Brine salinity 0.0 0.15 0.15
Slr 0.0 0.3 0.3
Pcap 0.0 nonlinear nonlinear
krw(Sw) Linear Linear nonlinear†
krg(Sw) Linear Linear nonlinear‡
m∗ - - 0.457
g (m/s2) 0.0 0.0 0.0
Variables Sim 1D Sim 1E Sim 1F
Fluid Properties Vary Vary Vary
Brine salinity 0.15 0.15 0.15
Slr 0.3 0.3 0.3
Pcap nonlinear nonlinear† nonlinear
krw(Sw) Linear nonlinear† nonlinear
krg(Sw) Linear nonlinear‡ nonlinear
m∗ - 0.457 Pcap: 0.457, krβ(Sw):1.0
g (m/s2) 9.81 9.81 9.81
∗(m = pore size distribution index (van Genuchten, 1980))
†van Genuchten (1980)
‡Corey (1954)
Sim 1D, Sim 1E, and Sim 1F were designed to test for the effects of gravity (buoyancy)
at different fluid relative permeability functions (krβ). Sim 1D and Sim 1E are simply dif-
ferent versions Sim 1B and Sim 1C, respectively, with gravity included. Sim 1F is similar
to Sim 1E except that a quasi-linear relationship between krβ and Sw was applied in the
Sim 1F. Comparison of the results predicted by analytical model, Sim 1D, Sim 1E, and
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Sim 1F will evaluate the importance of gravity effects for different scenarios of the relative
permeability functions, i.e., none, linear, nonlinear, and quasi-linear relative permeability
functions. The predicted P (r, t) and Sw(r, t) profiles from the analytical model and Sim
1A, Sim 1B, Sim 1C, Sim 1D, Sim 1E, and Sim 1F were plotted as a function of a similarity
variable (ξ = r2/t) i.e. partial differential equations in r and P are transformed into ordi-
nary differential equations in ξ (O’Sullivan, 1981; Doughty and Pruess, 1992). The storage
efficiencies of the simulations was estimated using equations (3.4) or (3.4) depending on
the value of Γ.
4.5 Results and Discussions
Results obtained from both the analytical model and TOUGH2 predicted formation pres-
sure to be highest at the injection well (region 1) and the lowest at r = R∞ (region 3). The
predicted pressure profiles of the analytical model reduced logarithmically in regions 1 and
3 and linearly in region 2. Plots of vertically integrated brine saturation (Sw(r, t)) show
brine saturation to be zero or at residual value (Slr) in region 1 and increase farther from
the injection well and reach a value of 1.0 at rmax. As mentioned earlier, rmax is a pre-
sumed maximum extent of CO2 plume from the injection well. Based on the relationship
described in equation (4.6) the brine saturation profile (Sw(r, t)) for the analytical model in
regions 1 (Figure 6) is constant, i.e., equal to Slr, while the Sw(r, t) profile in region 1 of
Sim 1B—Sim 1F are less than Slr. This is because the analytical model does not account
for the “dry-out” of brine in the vicinity of the injection well (Pruess and Garcı´a, 2002;
Fuller et al., 2006).
4.5.1 Validation of Analytical Model
In order to assess if the pressure boundary condition applied in the analytical model is
acceptable, results from the analytical model were compared to those from Sim 1A (Table
6). This is because they both have similar input conditions. A comparison of the predicted
P (r, t), Sw(r, t) profiles, and storage efficiencies (εs) of the analytical model and Sim 1A
show excellent agreement (Figure 7 (a) and (b) and Table 7). It may be concluded that that
analytical model predicts results similar to those predicted by TOUGH2 when the input
parameters and physical conditions chosen in both models are the same. This also suggests
that the boundary condition used in solving the pressure derivative (equation (4.5) or (4.6))
is acceptable.
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Figure 7.: Results obtained from analytical model and Sim 1A. Both models
have similar input conditions (t = 10 years); (a) pressure profiles and
(b) brine saturation profiles.
Table 7: Estimates of CO2 storage efficiencies from analytical model and
TOUGH2. Input conditions in both models were similar.
Time (years) Analytical model Sim 1A
1 9.5 % 9.2 %
10 9.5 % 9.6 %
100 9.5 % 9.7 %
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Figure 8.: Comparison of pressure profiles from analytical model. When grav-
ity is turned on and off (t = 10 years).
From a conservative point of view, higher estimates of formation pressure are generally
preferred over lower estimates in order to reduce chances of formation pressure surpass-
ing overburden pressure. As a result pressure profiles predicted by the analytical model
with gravity turned on and off were compared to determine which was greater. The pres-
sure profiles P (r, t) predicted by the analytical model with gravity or buoyancy turned on
and off indicate that buoyancy effect causes the formation pressure to decrease (Figure 8).
The predicted pressure profiles of the analytical model with gravity ignored was used for
comparison with pressure profiles obtained from the remaining numerical simulations.
4.5.2 Sensitivity Analysis
Sensitivity of the metrics to changes in brine capillary pressure (Pcap), fluid relative
permeabilities (krβ), and buoyancy was analyzed based on predictions from the numerical
simulations i.e., Sim 1B—Sim 1F. Results from the sensitivity studies were compared to
those from the analytical model to assess when predictions from the analytical model are
acceptable or valid.
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4.5.2.1 Effect of Pcap
Fluid properties in Sim 1B were set to vary with formation pressure and a nonlinear
capillary pressure function (Pcap(Sw)) was applied. Comparison of the predicted P (r, t)
profiles from the analytical model and Sim 1B showed the former slightly lower than the
latter (Figure 9 (a)). A good agreement in the predicted Sw(r, t) profiles of the analyti-
cal model and Sim 1B was also obtained (Figure 9 (b)), except that the analytical model
does not account for brine dry-out in the vicinity of the wellbore as a result of continu-
ous injection of dry CO2 (Pruess and Garcı´a, 2002; Fuller et al., 2006). This indicates
that considering capillary pressure to be negligible in the analytical model is an acceptable
simplification since its effect on pressure and brine saturation profile is minimal.
4.5.2.2 Effect of krβ
Both Sim 1B and Sim 1C differed from the analytical model on the choices of fluid prop-
erties (density and viscosity) and Pcap(Sw) function applied. However, the input conditions
applied in Sim 1C were similar to those of Sim 1B but for the krw(Sw) function (Table 6).
The contrast between the predicted P (r, t) profiles of the analytical model and Sim 1C was
noticeably significant than that with the former and Sim 1B (Figure 9 (a)). Similarly, the
contrast in the Sw(r, t) profiles of the analytical model and Sim 1C was worse than that
between the former and Sim 1B (Figure 9 (b)). In addition, pressures close to the injec-
tion well in Sim 1C were significantly greater than that in Sim 1B. It can be inferred that
the contrasts in the predicted P (r, t) profiles and Sw(r, t) profiles between the analytical
model, Sim 1B, and Sim 1C in Figure 9 (a) and (b) are due to disparities in input conditions
applied in each. Since the sole difference in the input conditions applied in Sim 1B and Sim
1C is in the degree of nonlinearity of the krw(Sw) function (Table 6), it can be concluded
that relative permeability has a significantly larger effect compared to capillarity and fluid
properties on the predicted formation pressure and brine or fluid saturation distributions
(when gravity is turned off).
4.5.2.3 Gravity or Buoyancy Effect
The effect of gravity on CO2 storage (metrics) was investigated using results from Sim
1D, Sim 1E, and Sim 1F. The input conditions applied in Sim 1D and Sim 1E are similar to
those of Sim 1B and Sim 1C, respectively, except that gravity is turned on in Sim 1D and
Sim 1E. The average value of Γ for Sim 1D, Sim 1E, and Sim 1F is 0.2.
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Figure 9.: Comparison of P (r, t) and Sw(r, t) profiles. Between analytical
model (gravity ignored) and Sim 1B—Sim 1F, (t = 10 years).
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Γ in these simulations are similar because the Q applied is constant and changes in fluid
densities and viscosities may be too small to a cause a significant change in the value of
Γ. The major difference between the input conditions in Sim 1D and Sim 1E is that the
krw(Sw) function applied in the former is linear while that of the latter was nonlinear.
Comparison of the predicted P (r, t) profiles from the analytical model and Sim 1D
showed good agreement (Figure 9 (c)). Generally, the contrast between the Sw(r, t) pro-
files of the analytical model and Sim 1D was similar to that between the former and Sim 1B
(Figure 9 (b) and (d)). The agreement between the predicted P (r, t) and Sw(r, t) profiles
of the analytical model and Sim 1E was worse than those between the former and Sim 1D
(Figure 9 (c) and (d), respectively).
The input conditions applied in Sim 1F were similar to those in Sim 1E except that a
quasi-linear krw(Sw) function was employed in the former (Table 6). Results in Figure 9 (e)
and (f) show good agreement between the P (r, t) and Sw(r, t) profiles from the analytical
model and Sim 1F.
The predicted P (r, t) profiles in Figure 9 (a), (c), and (e) from TOUGH2 show significant
contrasts in pressure close to the injection well (Pwell(t)), especially between Sim 1C and
Sim 1E. Since the input conditions in Sim 1C and Sim 1E differ only in gravity, it may
be concluded that the pressure within the aquifer reduces when the effect of gravity force
acting on the formation fluids (buoyancy) is significant.
Comparison of the Sw(r, t) profiles predicted by the analytical model and the numerical
simulations conducted herein (Figure 4.3 (b), (d), and (f)) indicate that the analytical model
predict constant brine saturations near the injection while the numerical do not. This is
because the assumption of CO2 and brine to be immiscible in the analytical model prevents
it from accounting for interphase mass transfer between the CO2-rich “gas” phase and
the liquid phase (brine). On the contrary, brine saturations near the injection well in the
numerical simulations are very low or zero because they account for brine dry-out by dry
CO2 (Pruess and Garcı´a, 2002). Preliminary studies showed that the contrast in the Sw(r, t)
profiles of the analytical model and the numerical simulations near the wellbore decreases
with Slr. This suggest that the analytical model give better predictions of the Sw(r, t)
profiles as the residual brine saturation diminishes (Slr → 0.0). It can also be concluded
that the assumption of CO2 and brine being immiscible made in the analytical model limits
its capability to give good predictions of fluid saturations (CO2 and brine) in the vicinity of
the injection (region 1 of Figure 6) as the irreducible saturation of brine increases.
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Table 8: Estimates of rmax from analytical model and TOUGH2 simulations.
1 Year 10 Years 100 Years
Analytical model 1448 4580 14482
Sim 1B 644 2045 6471
Sim 1C 644 2045 6471
Sim 1D 955 3104 9878
Sim 1E 675 2224 8079
Sim 1F 725 2685 8756
4.5.2.4 CO2 Plume Extent, rmax
Results in Figure 9 (b) and (d) also indicate that the gas plume in Sim 1D and Sim 1E
extends farther away from the injection well than in Sim 1B and Sim 1C, respectively.
This is supported by the results presented in Table 8, in which indicate that values of rmax
obtained in Sim 1D and Sim 1E are greater than those in Sim 1B and Sim 1C. This implies
that gravity or buoyancy causes the CO2 plume to migrate further away from the injection
well. Predictions of rmax in Sim 1D and Sim 1F were greater than those of Sim 1E while
those of Sim 1D were greater than those of Sim 1F (Table 8). Predicted values of rmax
from the analytical model were obtained using equation 4.4 while values of rmax from the
numerical simulations were estimated as the distance between the wellbore and the first grid
block at the top layer of the aquifer with Sw(r, t) equal to zero. It should be underscored
that analytical model developed by Nordbotten and Celia (2006) accounts for gravity but
requires a numerical solution. As a result, gravity was ignored in this analysis.
Results presented in Table 8 indicate that CO2 plume extent from the injection well
(rmax) decreases as the degree of nonlinearity of the krw(Sw) function increases. It can
be deduced from these analysis that buoyancy enhances lateral migration of the gas plume
beneath the upper confining bed of an aquifer. Conversely, capillarity prevents outward mi-
gration of the gas plume, especially when the relationship between fluid relative permeabil-
ities and brine saturation are nonlinear. Overall, the analytical model is more conservative
in estimating rmax than Sim 1B—Sim 1F, which is advantageous from regulative point of
view.
4.5.2.5 Storage Efficiency, εs
Equation 3.8 (Γ ≤ 0.5) of Chapter 3 was used to estimate the CO2 storage efficiency
(εs) of the analytical model while those of the numerical simulations were numerically
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determined as the ratio of aquifer pore volume occupied by injected CO2 (Vinjected) and the
utilized aquifer volume (Vformation), i.e.,
εs =
Vinjected
Vformation
(4.11)
It should be underscored that Vformation considered herein is the porous volume of the
aquifer with radius equivalent to rmax because it represents aquifer volume that is used-up
for storage. Vformation is available for CO2 storage but it is not fully utilized principally
because of disparities in the physical properties of CO2 and brine e.g. viscosity and density
as described in the previous chapter. Vinjected was estimated as the product of CO2 mass
injection rate (Q) and injection time (t). Efforts to minimize truncation errors were made
by using very small steps in space (∆r). Table 9 presents estimates of εs predicted by the
analytical model and the numerical simulations (Sim 1B–1F). These results suggest that
the εs of the analytical are lower than those of the numerical simulations. This is because
for a given mass of injected CO2 the rmax predicted by the former is greater than those of
the numerical simulations (Table 4.4).
Results in Tables 8 and 9 suggest an inverse relationship between εs and rmax. εs de-
creases as rmax is increased. The reason being that, for a specified amount of CO2 injected
into an aquifer, Vformation increases as rmax is increased while Vinjected remain relatively
constant, thereby leading to a corresponding decrease in εs. For example, the estimated
values of εs in Sim 1B and Sim 1C are similar because differences in their estimated rmax
are insignificant (Table 4.4). On the other, estimated values of εs in Sim 1E are greater than
those of Sim 1D and Sim 1F because the former has the smallest rmax value (Table 4.4).
Table 9: Comparison of εs under different physical conditions. At Slr = 0.3.
Gravity off Gravity on
Time Analytical model Sim 1B Sim 1C Sim 1D Sim 1E Sim 1F
1 year 6.3 % 15.9 % 16.3% 7.8% 14.4 % 13.4 %
10 years 6.3 % 16.4 % 16.1% 7.4% 14.0 % 10.0 %
100 years 6.3 % 16.4% 16.0% 7.3% 10.9 % 9.4 %
Taking note of the input conditions applied in the numerical simulations, the results
presented in Table 9 suggest that simulations with gravity ignored (i.e., Sim 1B and Sim
1C) are more efficient than simulations with gravity turned on. This is most probably
because buoyancy enhances lateral migration of the gas plume and as a result causes the
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plume to spread beneath the upper confining bed of an aquifer (Weir et al., 1995; Ennis-
King and Paterson, 2002; Nordbotten et al., 2005). Consequently, numerical simulations
in which gravity effects are significant (Γ ≥ 0.5) tend to have higher rmax values and
subsequently high values of Vformation which causes a decrease in εs. It can also be deduced
from Table 9 that εs increases as the expression describing the relationship between fluid
relative permeability and brine saturation (krβ(sw)) changes from a linear to a nonlinear
form. This is because the εs in Sim 1E, which used a nonlinear krβ(sw) function, is greater
than those of Sim 1F and Sim 1D which used quasi-linear and linear krβ(sw) functions,
respectively.
4.5.3 Summary
Sensitivity analyses on the effect of capillarity, relative permeability and buoyancy (grav-
ity) on the metrics were conducted to determine conditions under which the analytical
model is valid. Overall, the ability of the analytical model developed herein to predict
results similar to those of a sophisticated numerical simulator like TOUGH2 improves as
the number of simplifications made in the latter is increased. Table 10 presents relative
differences in wellbore pressures over time (Pwell(t)) between the analytical model and the
numerical simulations conducted herein. Except for Sim 1A, the analytical model under-
predicts the Pwell(t) of Sim 1B–Sim 1F. These results suggest that differences in Pwell(t)
are most significant in Sim 1C and Sim 1E, which used a nonlinear relationship between
fluid relative permeability and brine saturation.
The analytical model generally underestimates the εs of all the numerical simulations
except Sim 1A (Tables 8 and Table 9). However, the εs predicted by the analytical model
are in good agreement with results reported in the literature (van der Meer, 1995; Ennis-
King and Paterson, 2002; Obi and Blunt, 2006).
Table 10: Relative difference in Pwell(t) at aquifer bottom. Overall average is
approximately 7.2 %.
Time (years) Sim 1A Sim 1B Sim 1C Sim 1D Sim 1E Sim 1F
1 0.30 % -4.08 % -21.38 % -2.90 % -18.50 % -4.45 %
3 0.28 % -4.14 % -21.41 % -2.83 % -14.36 % -3.32 %
10 0.26 % -4.39 % -21.50 % -2.87 % -9.84 % -2.25 %
30 0.25 % -4.43 % -21.61 % -2.90 % -7.23 % -2.57 %
100 0.23 % -4.53 % -21.53 % -2.94 % -5.67 % -2.50 %
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The significant differences in the values of εs predicted by the TOUGH2 numerical sim-
ulations and those reported in the literature are probably because the following factors were
not considered in this study:
1. formation anisotropy;
2. formation heterogeneity; and
3. changes in temperature within formation.
Nevertheless, the estimates of εs from the numerical simulations were successfully em-
ployed to qualitatively evaluate the effects of capillarity, relative permeability, and gravity
on formation pressure, CO2-brine interface location, maximum extent of the CO2 plume
from the wellbore and storage efficiency during CO2 injection.
Considering the differences in the input conditions applied in the numerical simulations
the following important points were extracted from an analysis of their results:
1. formation pressure changes are strongly dependent on buoyancy and on the relationship
between fluid relative permeability and brine saturation, in conditions of negligible
gravity effects (Figure 9);
2. the CO2 plume extent from the injection well is also dependent on brine capillarity,
buoyancy and the degree of nonlinearity of the krw(Sw) function; and
3. buoyancy causes CO2 plume to migrate upwards and enhances lateral migration of the
plume farther from the injection well.
The analytical model developed herein can be utilized by both policy makers and CO2
sequestration project engineers in permit approvals and/or deciding on the viability of a
given repository from a technological standpoint. For a given aquifer of known surface
area, thickness, porosity, depth, and average temperature, located near a fossil-fueled power
plant, regulators could draft policies related to the maximum quantity of CO2 to inject in
the formation. Also, the maximum injection time can be determined based on estimates
of rmax, P (r, t) at the top and bottom of a formation, and εs produced by the analytical
model. In addition, CO2 sequestration project engineers could use the same information
to determine if a potential repository can hold CO2 emitted from the power plant over its
lifetime. The distance at which there will be appreciable impact of the resultant pressure
perturbations (R∞) can also be estimated.
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An additional information that can be extract from the predictions of the analytical model
is pressure at the injection. It is very important to know injection pressure during CO2
injection in order to make sure the pressure within the formation, which is highest at the
injection well, does not surpass the overburden pressure. Thereby avoiding risk of possible
formation fracturing.
Simulations conducted in this study did not take into consideration the effects of for-
mation heterogeneity, natural background flow gradient, aquifer dip, well stimulation, and
possible geochemical reactions between CO2, brine, and formation minerals.
4.6 Conclusions
This chapter proposes an analytical model that uses significantly fewer input parameters
than are required by numerical models to predict the metrics and pressure at the injection
well. These metrics can be utilized as indicators in determining the suitability of deep ge-
ologic sedimentary formations as potential CO2 storage sites. The analytical model also
requires very short execution times compared to current numerical simulators. Some theo-
retical conclusions that may be drawn based on findings in this study include the following:
1. the analytical model and TOUGH2 predict the same formation pressure profiles, brine
saturation profiles and CO2 storage efficiencies when similar input conditions and as-
sumptions are applied in both models;
2. relative permeability has the most significant effect on predictions of formation pressure
changes, especially when gravity is ignored;
3. εs increases with nonlinearity of the relative permeability and capillary pressure func-
tions since they impede lateral migration of CO2 plume; and
4. the analytical model can be considered conservative in estimating the maximum radial
extent of CO2 plume during injection.
The results obtained in this study validate the first hypothesis (see chapter 1) that the an-
alytical model can suitably describe the response of deep confined aquifers to steady CO2
injection under certain physical conditions, which include:
1. zero or very small values of irreducible brine saturations (Slr); and
2. linear and/or quasi-linear relationship between fluid relative permeability and brine sat-
uration.
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This model could be utilized by both regulators, CO2 sequestration project engineers and
project managers to facilitate decision making related to permitting, suitability of potential
repository sites and locations of new industrial facilities, which emit large quantities of
carbon dioxide.
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Chapter 5
Storage of CO2 in Isotropic Aquifers via Horizontal Injection Wells
5.1 Abstract
Effects of well orientation and length on the storage of carbon dioxide (CO2) in deep
saline aquifers were evaluated and quantified by conducting numerical simulations with
TOUGH2. Simulations of CO2 injection into confined, homogeneous, isotropic, saline
aquifers were conducted for both vertical and horizontal wells. The metrics used in quan-
tifying the performances of different strategies included changes in pressure near the well,
mass of CO2 dissolved into brine, fraction of injected CO2 dissolved into brine and storage
efficiency, all evaluated over a simulated injection period of 50 years. These metrics were
quantified as functions of well length and CO2 injection rate. When equal injection rates
and well lengths were compared, there was not a significant difference between the per-
formances of horizontal wells and vertical wells. However, the length of a horizontal well
may exceed the length of a vertical well because the length of the horizontal well is not con-
strained to the vertical thickness of the geologic formation. As the length of the horizontal
well was allowed to increase, the geologic formation could receive a significantly higher
injection rate of CO2 without exceeding a maximum allowable pressure. This results in a
higher CO2 storage efficiency in the formation, because storage efficiency increases with
injection rate. These results suggest that horizontal wells could be utilized to improve CO2
storage capacity in confined aquifers, especially under pressure-limited conditions.
5.2 Introduction
Deep cuts in carbon dioxide (CO2) emissions from anthropogenic sources have been
proposed as a means of mitigating risks of adverse interference with global climate (Law
and Bachu, 1996; Wigley et al., 1996; Holloway, 1997; IPCC, 2005). CO2 emitted into the
atmosphere principally emanates from combustion of fossil fuels, which supply over 80%
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of global energy demands (IPCC, 2005). As a result, CO2 concentrations in the atmosphere
have increased from pre-industrial levels of about 280 parts per million (ppm) to 380 ppm
in 2005 (IPCC, 2007). Subsurface injection of CO2 from large point sources has been
recommended as a potential strategy for isolating significant quantities of CO2 from the
atmosphere (Pruess et al., 2001; Ennis-King and Paterson, 2002; Bruant et al., 2002; IEA,
2004; IPCC, 2005) Potential deep geologic formation types for CO2 sequestration include
abandoned oil and gas fields, unminable coal-bed seams, and saline aquifers (Bruant et al.,
2002; IPCC, 2005; Kovscek and Cakici, 2005; Kristian et al., 2005; Pruess and Spycher,
2006). The latter formation type (saline aquifers) is reported to have the largest storage
capacity due to its worldwide availability and lack of competitive uses (Law and Bachu,
1996; Holloway, 2001; Pruess and Garcı´a, 2002; Bachu and Adams, 2003; Obi and Blunt,
2006).
Previous works on numerical simulations of CO2 injection into confined saline aquifers
via fully perforated vertical wells showed the CO2-rich (‘gas’) phase to migrate radially
from the injection well. The gas phase was also reported to overlie resident brine and rise
until it reaches the upper confining layer of formation due to differences in density and
viscosity between CO2 and brine (van der Meer, 1993; Law and Bachu, 1996; Nordbotten
et al., 2005). The tendency of CO2 to simultaneously migrate laterally at a faster rate than
brine while rising to the upper section of a formation has a negative effect on the quantity
of CO2 stored per unit volume of aquifer (storage efficiency). As a result, the injection
strategy adopted in a CO2 storage project must take into consideration differences in the
physical properties of CO2 and resident formation fluid(s) in order to enhance storage.
The injection strategies considered in this study were based on well orientation and well
length. The orientation of an injection well can be horizontal, vertical, or slanted. The
completed length of vertical wells is limited to the aquifer’s thickness while those of hor-
izontal wells can be as long as current technology permits. Horizontal wells can now be
drilled to lengths up to 9–11 km (Donnelly, 2008).
Research in the oil and gas industry have shown that a vertical well drains a cylindrical
volume of formation while a horizontal well drains an ellipsoid volume of formation (Joshi,
1991). As a result, the latter generally produces larger volumes of natural gas and/or crude
oil than the former. Preliminary numerical simulations of CO2 injection via vertical and
horizontal wells suggest the latter to be more efficient than the former based on injectivity
and storage potential (Jikich et al., 2003; Ozah et al., 2005). However, the conditions under
which these predictions are valid are unknown.
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This study evaluates and quantifies the effects of well orientation and length on CO2
storage potential of saline aquifers under isotropic conditions. It also addresses condi-
tions under which horizontal injection wells may be technologically more viable than their
vertical counterparts for CO2 storage. The objectives of this chapter were achieved via con-
ducting a series of numerical simulations of CO2 injection via vertical and horizontal wells
to quantify the effects of well orientation and length on CO2 storage. The metrics used
to quantify performances of the different injection strategies include the maximum pres-
sure near the injection well (Pw), total mass of CO2 dissolved in the brine after 50 years
(MCO2,aq), fraction of injected CO2 into brine (fc), and storage efficiency (εs). Comparison
of the results based on the metrics predict that CO2 injection via horizontal wells of length
greater than the vertical thickness of an aquifer is a more efficient injection strategy than
utilizing fully perforated vertical wells.
In order to avoid risks of fracture the pressure within a formation must be less than its
fracturing pressure. The fracturing pressure of a rock is dependent on its tensile strength
and the stresses on it. The tensile strength of a rock is also dependent on its structure,
compaction, and level of cementation (Martinez et al., 1992). Any instance of formation
fracturing may hamper the integrity of the upper confining bed, leading to escape of CO2
from the repository. As a result, Pw could serve as a maximum allowable pressure within a
repository in order to avoid any risk of fracturing.
MCO2,aq is a measure of the total mass of CO2 dissolved in resident brine as a func-
tion of time. The amount of dissolved CO2 in brine is highly dependent on the volume
of CO2 plume in contact with resident brine (Ozah et al., 2005). However, the mass frac-
tion of dissolved CO2 (XCO2) is also dependent on the salinity of resident brine and for-
mation temperature and pressure (Pruess and Garcı´a, 2002; Spycher et al., 2003; Marini,
2007). Results from the technical literature indicate that XCO2 increases with pressure but
decreases with increasing salinity and/or temperature (Spycher et al., 2003; Spycher and
Pruess, 2005). Nevertheless, dissolution of CO2 into brine enhances the sequestration pro-
cess in that (1) it reduces chances of possible leakage of CO2 ; (2) it serves as a gateway
for interaction of CO2 with chemical species in solution; and (3) it may eventually lead to
formation of secondary precipitates (Xu et al., 2003; Kumar et al., 2005).
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5.3 Approach
A series of numerical simulations of CO2 injection into a homogeneous, isotropic con-
fined saline aquifer, using the TOUGH2 numerical software, was conducted by varying
well orientation and well length (Lw) while keeping other parameters constant in order to
quantify the effects of well length on CO2 storage. Additional TOUGH2 numerical sim-
ulations were also conducted to study the effects of CO2 injection rate (Q) on the storage
performance. The input parameters applied in all the simulations are presented in Table
11. In all simulations, the relationships developed by van Genuchten (1980) were used to
describe the fluid relative permeabilities and brine capillary pressure (Pcap) as functions of
the liquid phase saturation. An Slr value of 0.0 in the relationship between Pcap and brine
saturation was used in order for the former to be finite at all saturations (Pruess, 1997). The
dependence of permeability on pore space was ignored or assumed negligible.
The completed portions of vertical wells extended across the vertical thickness of the
aquifer while those of horizontal wells were varied between 100 m and 3000 m. The sim-
ulations were conducted using a 3D grid of dimension 100 km by 100 km by 100 m, with
the injection wells positioned at the center (vertical well) or at the bottom of the central
portion of the formation along the x-axis (horizontal wells) (Figure 10). Figure 11 also
shows a 2D schematic representation of CO2 injection into a confined aquifer via a hor-
izontal well. Horizontal wells were positioned at the bottom of the aquifer to maximize
the contact between CO2 and the aquifer, since the former will rise due to buoyancy. The
mesh grid was refined close to the injection well and at the upper portion of the forma-
tion in order to closely study fluid flow dynamics in these regions. Grid refinement was
concentrated around the central portion of the mesh, extending up to 20 kilometers or 10
kilometers from its center. This was predetermined by conducting trial simulations to en-
sure that the CO2 plume extent in all simulations was within the above-mentioned range.
Constant pressures were imposed at the boundaries of the formation by setting very large
volume factors (> 1.0 × 1030 m3) to grid blocks at the boundaries. As a result, any flow
into the grid blocks at the boundaries will have negligible impact on their pressures. CO2
was continuously injected for up to 50 years in all simulations. Results obtained from the
numerical simulations were compared and analyzed based on the metrics listed previously.
Values of near-wellbore pressures (Pw) and total mass of dissolved CO2 (MCO2,aq) were
obtained directly from the simulation results. The fraction of injected CO2 dissolved into
brine (fc) was calculated by dividing MCO2,aq by the total mass of CO2 injected, which is
a product of the mass injection rate (Q) and time of continuous injection (t).
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Table 11: Hydrogeologic and numerical parameters applied in all
simulations.
Parameter Value
Dimension (L : W : H), m 105:105:100
Grid blocks (X : Y : Z) 65: 65:10
Aquifer depth (top - bottom), m 1200—1300
Rock compressibility (c), m2/N 4.5 × 10−10
Initial pressure (Pinit), bar 12.0—130
Temperature, (◦C) 45.0
Average porosity (φ) 0.12
Average permeability (k), m2 1.0× 10−13
Residual brine saturation (Slr) 0.3
Residual gas saturation (Sgr) 0.05
Figure 10.: Schematic representation of mesh grid.
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Figure 11.: Schematic representation of CO2 injection via a horizontal well.
Cross-sectional view. Adapted from Nordbotten et al. (2005).
The CO2 storage efficiencies (εs) of the simulations were estimated from their gas sat-
uration (Sg) distributions within the confined aquifer. εs is calculated as the ratio between
volume of CO2 injected (Vinj) and the utilized porous volume of aquifer (Vmax). Vinj is
calculated as the product of Q and injection time (t) divided by the average density of CO2
(ρc,av). We estimated Vmax based on the CO2 plume shape. Depending on the well orien-
tation and injection time, the plume extent in the X and Y directions may be similar or
different. When the plume extent in the X and Y directions are equal, the plume occupies
a cylindrical volume of the aquifer. Otherwise, the plume occupies an ellipsoidal volume
of the aquifer when the plume extents in the X and Y directions are different. The former
is generally encountered in vertical wells and the latter in horizontal wells (Joshi, 1991).
The mathematical expressions for calculating cylindrical (Vmax,c) and ellipsoidal (Vmax,e)
plume volumes are as follows:
Vmax,c = φpi(rmax)
2B (5.1)
Vmax,e = φpiabB (5.2)
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where φ is the average porosity of the formation, rmax is the radius (maximum radial extent)
of the cylindrical gas plume, a and b are the equatorial radii of the ellipsoid-shaped gas
plume along the X- and Y -axes, respectively.
5.4 Results and Discussions
5.4.1 Analysis of the Metrics
Results show saturations of CO2-rich (‘gas’) phase (Sg) to be maximum near injection
wells and vanish far from the wells (Figure 12). Maximum values of Sg were greater in
simulations using vertical injectors than those using horizontal injectors (Figure 12 (a) and
(b)). It can be viewed in Figure 12 (a) and (b) that Sg in the former extends from top
to bottom of aquifer while that of the simulation using a horizontal injector is highest at
the lower section of the aquifer. The diameters of the gas plume in all simulations were
less than 20 kilometers, indicating that the plume did not migrate beyond the region of
high-resolution grid. Detailed analysis of these results is discussed subsequently.
Results from the simulations conducted herein predict pressures to be highest at the
injection well and lowest at the boundaries of the aquifers. For specified CO2 mass injection
rate (Q), the pressures in simulations using vertical injectors were generally greater than
those using horizontal injectors (Figure 13 (a) and (b)). Results from the simulations also
predict increases in pressure as CO2 mass injection rate (Q) is increased. This phenomenon
was most pronounced near the injection wells (Table 12). TheQ values of 50 kg/s, 100 kg/s,
and 200 kg/s applied in the simulations herein are equivalent to CO2 emissions from a 144
MWe, 288 MWe, and 576 MWe coal-fired power plant, respectively (Hitchon, 1996).
For a fixed well length, the total mass of CO2 dissolved in brine (MCO2,aq) increased
with CO2 mass injection rate (Q) (Table 12). This is because of a corresponding increase
in formation pressure as more CO2 is injected per unit length of well. Results reported in
previous studies on CO2 solubility in water also indicate that the amount of dissolved CO2
in solution increases with pressure (Kohl and Nielsen, 1997; Spycher and Pruess, 2005).
However, the fraction of the injected CO2 that dissolves (fc) slightly decreased as Q is
decreased.
The CO2 storage efficiencies (εs) estimated from the Sg profiles of the simulations in-
dicate that εs also increases with Q for fixed well length (Table 12). Similar observations
have been reported in the technical literature in which increases in εs with Q were also
achieved (van der Meer, 1995).
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Table 12: Variations of Pw, MCO2,aq, and εs with Q at t equal to 50
years.
Injection well Pw (bar) MCO2,aq(Mtons) εs (%)
Q (kg/s) Q (kg/s) Q (kg/s)
Orientation Lw (m) 50 100 200 50 100 200 50 100 200
Vertical 100 163 195 248 6.1 11.5 22.1 10.5 12.0 13.7
Horizontal 100 164 196 247 6.1 11.5 21.4 10.5 12.0 13.5
Horizontal 1000 159 184 230 5.8 10.9 20.9 9.7 12.3 14.7
Horizontal 2000 158 182 225 5.8 10.9 20.9 9.7 12.7 14.4
Horizontal 3000 157 180 222 5.9 10.9 20.9 10.0 12.6 15.2
Table 13: Performances of simulations using vertical and horizontal
wells. With equal length (100 m) for 50 years injection.
Well Q (kg/s)
Metrics orientation 50 100 200
Pw (bar) vertical 163 195 248
horizontal 164 196 247
MCO2,aq vertical 6.1 11.5 22.1
(Mtons) horizontal 6.1 11.5 21.4
fc vertical 0.077 0.073 0.070
horizontal 0.077 0.073 0.068
εs (%) vertical 10.5 12.0 13.7
horizontal 10.5 12.0 13.5
As Q decreases, gravity becomes relatively more dominant. This causes the gas plume
(CO2) to occupy a thin but broad region at the top of the formation, leading to a decrease
in εs.
The results presented in Table 12 also indicate that for a specified Q, Pw and MCO2,aq
generally decrease as Lw is increased, especially at small values of Q. However, this was
not the case with εs for values of Q greater than 50 kg/s. The εs slightly increased with Lw
for Q equal to 100 and 200 kg/s because the former generally increases as Q is increased
(van der Meer, 1995). The changes in Q, MCO2,aq and εs as Lw is increased, at specified
values of Pw will be addressed in the subsequent sub-section on sensitivity analysis.
5.4.2 Sensitivity Analysis
The effects of injection well orientation were determined by comparing the performances
of CO2 injection simulations using a vertical well and a horizontal well of equal length at
a constant mass injection rate (Q).
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Figure 12.: Sg spatial distributions after 50 years (chapter 5). CO2 was contin-
uously injected at a rate of 100 kg/s. (a) Sg distribution of vertical
well simulation (Sg,max = 0.962); (b)Sg distribution of the horizon-
tal well simulation (2000 m long) (Sg,max = 0.697).
72
Figure 13.: P spatial distributions after 50 years. CO2 was continuously in-
jected at a rate of 100 kg/s. (a) P distribution of vertical well
simulation (Pw ≈ 191 bar); (b) P distribution of horizontal well
simulation (2000 m) (Pw ≈ 182 bar).
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Results in Table 13 indicate that no significant difference in the performances of both
simulations was achieved. Therefore, it can be concluded that CO2 injection via a vertical
well or a horizontal well of equal length have similar performances. Results in Table 13
also support the arguments made in the previous subsection that MCO2,aq and εs increase
with CO2 mass injection rate (Q) for a fixed well length.
When the length of the horizontal well (Lw) was systematically increased from 100—
3000 m while keeping Q constant, Pw decreased. It can be deduced that Pw decreases
with increasing well length due to reduction in the mass of CO2 injected per unit well
length. The average density of the gas phase also decreased as a result. These indicate that
additional quantities of CO2 can be injected into the aquifer without exceeding a limiting
pressure as Lw is increased.
However, in order to avoid risk of possible CO2 leakage, Pw must not surpass the fractur-
ing pressure of the aquifer. Therefore, evaluating the performances of the simulations under
pressure-limiting conditions is warranted. The performances of simulations using vertical
injection wells and horizontal injection wells were evaluated and compared by estimating
a maximum CO2 injection rate (Qmax) at specified maximum pressure increases (∆P ) for
different well lengths. An empirical relationship between ∆P and Qmax was achieved by
fitting Pw data points as functions of Q, with a straight line passing through the origin. The
relationships were made at 50 years of CO2 injection, which roughly corresponds to the
average lifespan of heavy-duty industrial facilities that emit large quantities of CO2. The
resulting linear equations depicting the relationship between Pw and Q are as follows:
∆P = 0.59Q Lw = 100 m (vertical) (5.3)
∆P = 0.59Q Lw = 100 m (horizontal) (5.4)
∆P = 0.50Q Lw = 1000 m (horizontal) (5.5)
∆P = 0.48Q Lw = 2000 m (horizontal) (5.6)
∆P = 0.46Q Lw = 3000 m (horizontal) (5.7)
where ∆P = Pw − Pinit and Pinit is the initial pressure.
In these equations, ∆P and Q are in bar and kg/s, respectively. These relationships were
determined by using TOUGH2 simulation results to determine maximum values of Pw at
different values of Q. Results showed excellent agreement between pressures estimated
using the above equations and those predicted by TOUGH2 with relative errors of less than
2 % as presented in Table 14.
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Table 14: Comparison of pressures predicted. Using equations (5.3)–(5.7) and
TOUGH2 after 50 years.
Q Well Well Pressure (bar) Relative
(kg/s) Orientation length (m) Analytical TOUGH2 error
170 horizontal 100 230.5 230.9 -0.2%
200 vertical 100 249.0 248.5 0.2%
201 horizontal 1000 230.5 229.9 0.3%
211 horizontal 2000 230.5 229.9 0.3%
217 horizontal 3000 230.5 229.1 0.6%
248 horizontal 2000 248.5 245.0 1.4%
250 vertical 100 278.6 275.5 1.1%
250 horizontal 1000 255.0 251.1 1.5%
256 horizontal 3000 248.5 244.4 1.7%
At a given maximum allowable pressure (∆Pmax), the required CO2 mass injection rate
(Qmax) using vertical or horizontal injection wells can be estimated using equations (3)—
(7) based on the well orientation or length. Table 15 present results of Qmax, MCO2,aq, and
εs at different well lengths for a value of ∆Pmax equal to 100 bar. It can be deduced from
Table 15 that at any specified ∆Pmax, the maximum allowable CO2 mass injection rate
(Qmax) increases with well length and subsequently the storage efficiencies (εs). MCO2,aq
also increased as Q was increased because horizontal wells are reported to sweep a greater
cross-sectional area of a formation than vertical wells (Joshi, 1991). This also indicates that
horizontal wells have better vertical sweep than vertical wells thereby enhancing mixing
between CO2 and brine as the former rises to the top of the aquifer (Ozah et al., 2005).
Despite increases in εs and MCO2,aq with increases Q, the fraction of CO2 dissolved in
brine (fc) slightly decreased as Q is increased (Table 15). This may be because as Q
increases there is a decrease in the ratio of CO2-brine interfacial area in relation to CO2
plume volume.
These indicate that horizontal injection wells can be used to improve the CO2 storage
capacity of a confined aquifer under pressure-limited conditions.
Figure 14 shows the estimated additional mass of CO2 that can be stored using horizontal
injection wells of different lengths as opposed to a vertical injection at different values of
∆Pmax. The results in Figure 14 indicate that the additional mass of CO2 that can be stored
via horizontal injectors increases with well length and the maximum allowable pressure
increase (∆Pmax) within an aquifer.
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Table 15: Qmax, MCO2,aq, and εs at different values of Lw. For
∆Pmax = 100 bar and after 50 years injection.
Lw Qmax MCO2,aq fc εs
(m) (kg/s) (Mtons) (%)
100 170 18.4 0.0686 13.0
1000 201 21.0 0.0662 14.7
2000 211 22.0 0.0660 15.1
3000 217 22.6 0.0660 15.5
For example, at ∆Pmax equal to 300 bar, an additional 228 million tons (Mtons) of
CO2 can be stored in a confined aquifer using a horizontal injector of length 30 times the
thickness of the aquifer. This can accommodate CO2 emissions from a 1000 MWe (electric)
coal-fired plant for over 20 years (Pruess et al., 2003). It can be concluded that significantly
large quantities of CO2 could be stored using long horizontal wells at little or no change in
pressure as reported in previous works by Jikich et al. (2003) and Ozah et al. (2005).
Results from simulations conducted herein indicate that a decline in pressure as a result
of well length increment at constant injection rates subsequently leads to corresponding
reductions in the average density and solubility of CO2. However, the pressure decay also
leads to reductions in the amount of solids (NaCl in this study) precipitated and an increase
in injectivity.
Sensitivity studies on the effect of injection rate on the flow dynamics and storage of
CO2 indicate that pressure, average density, mass of CO2 dissolved, and storage efficiency
generally increase as the CO2 mass injection rate is increased. It can be deduced from the
results presented in Table 15 that the mass of CO2 dissolved in formation brine increases
with CO2 injection rate. Results from the simulations conducted herein suggest that sub-
stantial quantities of additional CO2 could be sequestered using horizontal wells of lengths
at least ten times the aquifer’s thickness. Based on the results achieved in this study, the
appropriate horizontal wells of length required to improve or enhance CO2 storage capacity
in an isotropic saline aquifer should be greater than 1000 m (i.e., 10 times the thickness of
the aquifer considered herein). This is because under pressure-limited conditions, aquifers
using horizontal wells of length 1000 m or more can store and sequester larger quantities
of CO2 than aquifers using vertical injection wells of length 100 m. In addition, under
pressure-limiting conditions, CO2 injection via horizontal wells is more efficient since the
maximum allowable injection rate increases with well length (Table 15).
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Figure 14.: Additional mass of CO2 that can be stored. Using horizontal injec-
tors for 50 years.
This study addresses only the technical feasibilities of using vertical and horizontal wells
for CO2 sequestration. Economic and technical aspects related to drilling and completion
of horizontal and vertical wells are beyond the scope of this study.
5.5 Conclusions
This study was conducted to evaluate and quantify the effects of well orientation and
well length on the storage of CO2 under isotropic conditions. Our findings show horizontal
injection wells to be viable under certain conditions. Under isotropic conditions, CO2
storage efficiencies in simulations using horizontal injectors are greater than those of their
vertical counterparts. Horizontal wells of lengths at least ten times the aquifer’s thickness
could be used to significantly improve the storage capacity of an aquifer under pressure-
limited conditions. These findings suggest that horizontal injection wells could be utilized
to significantly improve CO2 storage capacities in confined aquifers, under pressure-limited
conditions.
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The following additional conclusions were arrived at based on analyses of the results
obtained from the simulations conducted in this study:
1. The pressure at the injection well decreases with well length but increases with CO2
injection rate.
2. Pressures at vertical injection wells are higher than those of long horizontal wells be-
cause completion lengths of the former are limited to the aquifer’s thickness.
3. The average CO2 density increases with injection rate but decreases with increasing
well length. CO2 densities in simulations using horizontal injectors are generally lower
than those using vertical injectors because pressures encountered in the former are
lower than those in the latter.
4. The CO2 plume in simulations using long horizontal and vertical injection wells are
generally ellipsoidal and cylindrical in shape, respectively.
To enhance CO2 storage, the injection strategy should account for the differences in
physical properties of CO2 and the resident fluid at conditions suitable for deep geologic
storage. The effects of permeability anisotropy or/and aquifer heterogeneity coupled with
changes in well length on CO2 flow dynamics and storage will be addressed in subsequent
chapters.
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Chapter 6
Storage of CO2 in Anisotropic Aquifers via Horizontal Wells
6.1 Abstract
This chapter investigates the viability of horizontal injection wells for deep geologic
storage of carbon dioxide. Numerical simulations of carbon dioxide into homogeneous
confined saline aquifers were conducted at different values of permeability anisotropy ratio
(PAR) and well length. Carbon dioxide was continuously injected for up 50 years at a fixed
rate. PAR represents the ratio of the vertical to the horizontal permeability of a formation.
The maximum pressure at the wellbore, total mass of dissolved carbon dioxide, well injec-
tivity at the location of maximum pressure, and storage efficiency were used as metrics for
evaluating the performances of the simulations. Carbon dioxide injection via long horizon-
tal injection wells was found to be a viable technique for improving the storage capacities
of aquifers with PAR greater than or equal to 0.01. Conversely, vertical injection wells are
more efficient for carbon dioxide storage than horizontal injection wells in aquifers with
permeability anisotropy ratio equal to 0.001. In addition, empirical relationships between
the maximum pressure at the wellbore, mass injection rate of carbon dioxide, and PAR sug-
gest that horizontal wells can be used to significantly increase the carbon dioxide storage
capacity in anisotropic aquifers under pressure-limited conditions as compared to vertical
wells.
6.2 Introduction
The spatial distribution of the CO2 plume within a confined formation is reported to
highly depend on permeability anisotropy (Kumar et al., 2005; Pruess and Mu¨ller, 2009).
Permeability anisotropy ratio (kvh) is the ratio of the vertical to the horizontal permeability
i.e. kvh = kv/kh. Horizontal movement of the plume is favored while vertical flow is less
significant at low values of kvh (Kumar et al., 2005). However, vertical migration of CO2
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may become significant at average to high kvh values. Values of kvh generally used in the
technical literature range from 0.001 to 1.0 (e.g., Pruess et al. (2003); Gupta et al. (2004);
Kumar et al. (2005); Obi and Blunt (2006); Pruess and Mu¨ller (2009)).
The objective of this chapter is to evaluate and quantify the effects (or the benefits) of
using horizontal injectors in storing CO2 in a confined, homogenous, anisotropic saline
aquifers. TOUGH2 numerical simulations were conducted to achieved the following:
1. study the effects horizontal injection well length on CO2 storage capacity in anisotropic
saline aquifers;
2. study effects of permeability anisotropy on CO2 storage capacity; and
3. test the hypothesis that the benefits of utilizing horizontal injection wells are reduced
in highly anisotropic formations.
The metrics used in quantifying the performances of the numerical simulations included
maximum pressure at the well (Pw), mass of CO2 dissolved into brine (MCO2,aq), injectivity
(ζ), and storage efficiency (εs), all evaluated over a simulated injection period of 50 years.
These metrics were quantified as functions of well length and permeability anisotropy ratio
(kvh).
6.3 Approach
Five sets of numerical experiments of CO2 injection into a homogeneous, anisotropic,
confined saline aquifer were conducted. Each set consisted of five numerical simulations;
one using a vertical injector and four utilizing horizontal injectors of lengths 1000 m, 2000
m, 3000 m, and 4000 m, respectively. A minimum horizontal length of 1000 m was con-
sidered based on findings in a previous study (Chapter 5) which indicated that significantly
larger quantities of CO2 can be stored in isotropic confined saline aquifers using horizontal
wells of length at least ten times the aquifer’s thickness as opposed to utilizing vertical wells
under pressure-limited conditions (Chapter 5). It should be underscored that the length or
height of a vertical well is limited to the aquifer’s thickness.
CO2 was continuously injected for 50 years via vertical or horizontal wells. An injection
time of 50 years was selected because it coincides with the lifespan of most coal-fired power
plants or heavy-duty industrial facilities like oil refineries and cement factories. The sets of
numerical experiments differed in permeability anisotropy ratio (kvh). The kvh values used
in this study ranged between 0.001 and 1.0.
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Table 16: Matrix of simulations that will be conducted in phase 3.
Injection well Anisotropy ratio, kvh
Orientation Lw (m) 0.001 0.01 0.1 0.5 1.0
Vertical∗ 100 Sim 3A1 Sim 3B1 Sim 3C1 Sim 3D1 Sim 3E1
Horizontal 1000 Sim 3A2 Sim 3B2 Sim 3C2 Sim 3D2 Sim 3E2
Horizontal 2000 Sim 3A3 Sim 3B3 Sim 3C3 Sim 3D3 Sim 3E3
Horizontal 3000 Sim 3A4 Sim 3B4 Sim 3C4 Sim 3D4 Sim 3E4
Horizontal 4000 Sim 3A5 Sim 3B5 Sim 3C5 Sim 3D5 Sim 3E5
∗Base case simulations
Table 16 presents the different sets of numerical experiments and the simulations con-
ducted in each based on well length and orientation. For each value of kvh, a simulation
using a vertical injection well was used as the base case.
The simulations were conducted using a 3D grid similar in dimension to that described
in chapter 5. The TOUGH2 numerical simulation software was used in conducting the sim-
ulations herein. Details on the description of TOUGH2 and governing equations solved in
TOUGH2 is presented in (Pruess et al., 1999; Pruess and Garcı´a, 2002) (see Chapter 2 for
a distilled version). Table 17 present the input conditions applied in the simulations con-
ducted in this chapter. Equations for relative permeabilities of the liquid phase (klr)and cap-
illary pressure (Pcap) as functions of fluid saturations developed by van Genuchten (1980)
were applied in all simulations (Table 17). The relative permeability function developed by
Corey (1954) was used to estimate the relative permeability of the gas phase (kgr).
In Table 17, Slr, Sgr, Sl, λ, Po, and Sls denote the residual or irreducible liquid satura-
tion, irreducible gas saturation, liquid saturation, pore geometry parameter (van Genuchten,
1980), strength coefficient, and liquid saturation at which Pcap vanishes (Pruess and Garcı´a,
2002). The value of Sls generally used in the technical literature is 1.0 (Ennis-King and Pa-
terson, 2002; Pruess et al., 2003; Kumar et al., 2005; Ozah et al., 2005; Pruess and Mu¨ller,
2009). The CO2 mass injection rate of 100 kg/s applied in the simulations herein is equiv-
alent to CO2 emissions from a 288 MWe coal-fired power plant (Hitchon, 1996).
Results from the simulations within and between the sets of numerical experiments were
compared to determine the effects of well length (Lw) and permeability anisotropy (kvh)
on the metrics i.e. Pw, MCO2,T , ζ , and εs. The values of Pw and MCO2,aq were directly
obtained from the simulation results. εs was calculated as the ratio between volume of CO2
injected (Vinj) and the utilized porous volume of aquifer (Vmax). The approach or method
used in calculating Vinj and Vmax herein are similar to those described in chapter 5. Again,
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injectivity (ζ) is the mass injection rate per unit thickness per unit pressure change between
the injection well and the aquifer (Law and Bachu, 1996). In other words, it measures
the ease with which a fluid can be injected into a geologic formation per unit height or
thickness of the formation (Kovscek, 2002; IPCC, 2005). Injectivity (ζ) is mathematically
defined as follows (Dake, 1978; Law and Bachu, 1996):
ζ =
Q
B∆P
(6.1)
whereQ is the mass flow rate (kg/s),B is the formation thickness (m), and ∆P (Pw−Pinit)
is the difference between pressure at the well and its initial pressure.
The Pw data from the numerical simulations were fitted as functions of Q and kvh with a
straight line passing through the origin to obtained empirical relationships between pressure
changes near the injection well (∆P ), Q, and kvh for vertical wells and horizontal wells.
The relationships were made at 50 years of CO2 injection, which roughly corresponds to
the average lifespan of heavy-duty industrial facilities that emit large quantities of CO2.
The following dimensionless parameters were used to evaluate the effects of well length
and kvh on the metrics:
χ =
Lw
B
(6.2)
Ψ =
P hw − P vw
P vw
(6.3)
Ω =
MhCO2,aq −M vCO2,aq
M vCO2,aq
(6.4)
η =
εhs − εvs
εvs
(6.5)
ϕ =
ζh − ζv
ζv
(6.6)
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Table 17: Input parameters applied in all simulations (chapter 6).
Parameter Value
Dimension (L ×W × H) m 105 ×105 × 100
Grid blocks (X : Y : Z) 65 × 65 × 10
Depth (top—bottom) (D), m 1200—1300
Pore compressibility,(c), m2/N 4.5 × 10−10
Initial pressure (top:bottom) (Pinit), MPa 12.0 : 13.1
Temperature (T ), ◦C 45.0
Average porosity, φ 0.12
Average permeability (k), m2 1.0 × 10−13
Permeability anisotropy ratio (kvh) 0.001—1.0
Mass injection rate (Q), kg/s 100
Injection time (t), years 50
Relative permeability
Brine℘
krl =
√
S∗{1− (1− [S∗] 1λ )λ}2 S∗ = Sl−Slr
1−Slr
Residual brine saturation Slr = 0.3
Exponent λ = 0.457
Gas (CO2)~
krg = (1− Sˆ)2(1− Sˆ2) Sˆ = Sl−Slr1−Slr−Sgr
Residual gas saturation Sgr = 0.05
Capillary pressure℘
Pcap = −Po([S∗]− 1λ − 1)1−λ S∗ = Sl−SlrSls−Slr
Residual brine saturation Slr = 0.0
Strength coefficient (bar) Po = 1.0× 107
Exponent λ = 0.457
℘van Genuchten (1980)
~Corey (1954)
where P hw and P
v
w are maximum pressures at the horizontal and vertical wells, M
h
CO2,aq
and
M vCO2,aq are the total masses of dissolved CO2 for simulations using horizontal and vertical
wells, εhs and ε
v
s are the CO2 storage efficiencies for simulations with horizontal and vertical
injection wells, and ζh and ζv are injectivities of simulations using horizontal and vertical
injection wells, respectively.
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6.4 Results and Discussions
6.4.1 Analysis of the Metrics
Results from the simulations conducted herein show CO2 plume to take longer times to
reach the upper confining layer as kvh is reduced, for simulations using horizontal injec-
tors. The time after which the CO2 plume hits the upper confining layer also increases
with the length of horizontal injection well. The CO2-rich (“gas”) phase saturations (Sg)
were greatest at the bottom section of the aquifer for simulations using horizontal injectors.
However, the mass fraction of CO2 dissolved in formation brine (XCO2) was lower at the
bottom of the aquifer, in the region near the horizontal well. This is because this region is
closest to the CO2 source (horizontal well). Significant difference between the densities of
CO2 and resident brine causes a countercurrent flow as CO2 rises due to buoyancy while
CO2-saturated-brine sinks to the bottom of the aquifer (Ozah et al., 2005).
Tables 18 and 19 present values of Pw, MCO2,aq, ζ , and ε, respectively, after 50 years of
continuous CO2 injection via vertical and horizontal injectors at kvh equal to 0.001, 0.01,
0.1, 0.5, and 1.0. The results presented in the above-mentioned tables indicate that for a
specified value of Q, k, kh, and Lw:
1. Pw decreases as kvh is increased from 0.001 to 1.0. This is because as kvh → 1.0, kv
increases and resistance to fluid flow in the vertical direction reduces.
2. MCO2,aq also decreases as kvh is increased because of a corresponding drop in Pw.
This is in accordance with findings in the technical literature which indicate that CO2
solubility (MCO2,aq) increases with pressure (Spycher et al., 2003; Spycher and Pruess,
2005).
3. ζ increases with increasing kvh due to a corresponding decrease in Pw at the fixed
value of Q. This is in agreement with equation 6.1 which depict an inverse relationship
between ζ and ∆P .
4. εs increases as kvh is decreased. This may be because the gas plume migrates more
slowly in vertical direction as kvh decreases. As a result, it also takes a longer time
to reach the upper confining bed prior to forming a thin layer, thereby minimizing the
under-utilized porous volume of the aquifer.
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Figure 15.: Sg spatial distributions after 50 years (chapter 6). CO2 was contin-
uously injected at a rate of 100 kg/s (kvh = 0.01). (a) vertical well
simulation (Sg,max = 0.954); (b) horizontal well simulation (3000
m long) (Sg,max = 0.931).
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Figure 16.: XCO2 spatial distributions after 50 years. CO2 was continuously
injected at a rate of 100 kg/s (kvh = 0.001). (a) vertical well sim-
ulation (XCO2 = 0.0288); (b) horizontal well simulation (3000 m)
(XCO2 = 0.0288).
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6.4.2 Sensitivity Analysis
Analyses of the results from the simulations conducted herein based on the dimension-
less parameters defined in equations 6.2—6.6 are presented in Figure 17. Figure 17 show
dimensionless plots of Ψ, Ω, ϕ, and η as functions of kvh and χ.
Results showed Ψ to generally decrease with increasing χ as a result of reduction in mass
of CO2 injected per unit well length (Figure 17 (a)). It can also be deduced from Figure
17 (a) that Ψ increases as kvh decreases. These indicate that pressures near CO2 injection
wells diminish with increasing well length but increase as kvh is decreased or as vertical
permeability is reduced. This is in agreement with the pressure data presented in Table 18.
The observed increase in pressure near the injectors with decreasing values of kvh is most
probably because of increased resistance to fluid flow in the vertical direction (low vertical
permeability) (Bachu et al., 1994; Kumar et al., 2005).
Changes in Ω as a function of χ are very small (Figure 17 (b)). However, the variation
of Ω as a function of kvh did not follow a uniform trend. Ω at kvh equal to 1 was the lowest
followed by that at the kvh value of 0.5. However, values of Ω at kvh equal to 0.01 was
highest, followed by those at kvh equal to 0.1 and 0.001 respectively. Since Ω represents
the relative change in MCO2,aq in using a horizontal injector as oppose to vertical injector,
it can be inferred from Figure 17 (b) that the most favorable gain or change in MCO2,aq was
achieved at kvh equal to 0.01.
Results in Figure 17(c) show ϕ to increase with χ and kvh. This indicates that injectivity
(ζ) increases with well length but decline with decreasing kvh. Similar results on the vari-
ability of ζ as a function of kvh have been reported in the technical literature (Jikich et al.,
2003; Ozah et al., 2005). This analogy is in agreement with the results presented in Figure
17 (a) in which Ψ declined with increasing χ and kvh, since pressure changes within the
aquifer is inversely proportional to injectivity when Q and B are constant.
The variability of η as a function of χ was minimal (Figure 17 (d)). However, values
of η at kvh equal to 0.001 was negative while those of kvh equal to 0.01, 0.1, 0.5, and 1.0
were positive but less than 20%. The greatest values of η were obtained at kvh equal to 0.1,
followed by 0.01, 0.5 and 1.0 respectively. These indicate that the relative gain in εs using
horizontal wells rather than vertical well to inject CO2 in confined aquifers is greatest at
kvh equal to 0.1 and least at 0.001.
In Figure 17 (b) values of Ω are positive only for kvh equal 0.01 followed by those of kvh
equal to 0.1, which is just below the zero mark. The values of Ω for the remaining values
of kvh, i.e., 0.001, 0.5, and 1.0, are more negative than those of kvh equal to 0.1. Values of
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η for kvh equal to 0.01 and 0.1 in Figure 17 (b) are greater than zero while those for kvh
equal to 0.001, 0.5, and 1.0 are negative especially at kvh equal to 0.001. For a given value
of χ, (1) a positive Ω signifies that more mass of CO2 dissolves in brine when injected via
horizontal wells than vertical wells and (2) a positive η indicates that horizontal wells are
more efficient than vertical wells and vice versa. Therefore, the results in Figure 17 (b)
and (d) suggest that long horizontal injectors (i.e., χ ≥ 10) are more efficient than vertical
injectors for CO2 storage in confined aquifers with kvh ≥ 0.01.
Table 18: Variations of Pw and MCO2,aq with kvh at t equal to 50 years.
Injection well Pw (bar)
Orientation Lw (m) kvh:0.001 0.01 0.1 0.5 1.0
Vertical 100 235 229 205 195 193
Horizontal 1000 245 227 198 186 184
Horizontal 2000 236 222 194 184 182
Horizontal 3000 231 218 192 182 180
Horizontal 4000 226 216 189 181 179
MCO2,aq (Mtons)
Orientation Lw (m) kvh:0.001 0.01 0.1 0.5 1.0
Vertical 100 20.9 20.3 15.5 12.2 11.5
Horizontal 1000 20.5 20.2 15.3 11.7 10.9
Horizontal 2000 20.5 20.4 15.4 11.8 10.9
Horizontal 3000 20.6 20.6 15.4 11.8 10.9
Horizontal 4000 20.7 20.6 15.5 11.8 11.0
The results presented in Tables 18 and 19 indicate that at values of kvh equal to 0.001,
the usage of vertical injectors to store CO2 may be a more viable injection strategy than
using horizontal injectors. This is because at kvh equal to 0.001 the simulation using a
vertical injector has a comparatively low Pw and greater values of MCO2,aq and εs than the
simulations using horizontal injection wells.
Results in table 18 indicate that MCO2,aq increases as kvh is decreased. This indicates
that variations in vertical permeability has a significant impact on solubility of CO2 during
injection phase as reported by Ennis-King and Paterson (2002). Results of εs at different
values of kvh presented in Table 19 show that the negative values of η obtained at kvh equal
to 0.001 (Figure 17 (d)) is because εhs − εvs (equation (6.6)) is negative.
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Figure 17.: Graphs of Ψ, Ω, ϕ, and η against χ. At different values of perme-
ability anisotropy ratio (Q = 100 kg/s).
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Table 19: Variations of ζ and εs with kvh at t equal to 50 years.
Injection well ζ (tons/d/m/bar)
Orientation Lw (m) kvh:0.001 0.01 0.1 0.5 1.0
Vertical 100 0.83 0.87 1.16 1.33 1.38
Horizontal 1000 0.82 0.89 1.29 1.55 1.62
Horizontal 2000 0.82 0.94 1.36 1.62 1.69
Horizontal 3000 0.86 0.98 1.41 1.68 1.74
Horizontal 4000 0.90 1.02 1.47 1.72 1.78
εs
Orientation Lw (m) kvh:0.001 0.01 0.1 0.5 1.0
Vertical 100 35.0% 19.6% 14.1% 12.0% 12.0%
Horizontal 1000 21.3% 21.5% 15.7% 13.2% 12.8%
Horizontal 2000 21.3% 21.6% 15.7% 12.7% 12.7%
Horizontal 3000 19.6% 21.8% 16.5% 13.2% 12.6%
Horizontal 4000 21.5% 21.8% 16.0% 13.5% 12.1%
Table 20: Values of ∆P (bar) for different values of kvh and Lw at 50 years. Q
= 100 kg/s.
Injection well Anisotropy ratio, kvh
Orientation Lw (m) 0.001 0.01 0.1 0.5 1.0
Vertical 100 104 99 75 65 62
Horizontal 1000 114 97 67 56 53
Horizontal 2000 105 91 63 53 51
Horizontal 3000 100 88 61 51 49
Horizontal 4000 95 85 59 50 48
6.4.3 Empirical Relationships Between ∆P , Q, and kvh
Table 20 shows the values of ∆P for kvh equal to 0.001, 0.01, 0.1 and 1.0. ∆P at kvh
equal to 1.0 is equivalent to changes in pressure under isotropic conditions (addressed in
Chapter 5). For the purpose of clarity, let ∆Piso and ∆Paniso represent ∆P in an isotropic
and anisotropic aquifer, respectively. We defined a new parameter P ′ as the ratio between
∆Paniso and ∆Piso as follows:
P ′ =
∆Paniso
∆Piso
(6.7)
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Table 21: Values of P ′ for different values of kvh and Lw at 50 years.
Injection well Anisotropy ratio, kvh
Orientation Lw (m) 0.001 0.01 0.1 0.5
Vertical 100 1.67 1.58 1.20 1.04
Horizontal 1000 2.15 1.82 1.26 1.05
Horizontal 2000 2.07 1.80 1.25 1.04
Horizontal 3000 2.03 1.78 1.23 1.04
Horizontal 4000 1.98 1.76 1.22 1.03
Values of P ′ at different kvh and well lengths (Lw) are presented in Table 21. The em-
pirical relationships between P ′ and kvh for different well lengths and orientations were
obtained by fitting the data present in Table 21. The resulting logarithmic equations de-
scribing the relationship between ∆P and kvh are as follows:
P ′ = −0.24519 log(kvh) + 1 R2 = 0.96 Lw = 100 m (vertical) (6.8)
P ′ = −0.38370 log(kvh) + 1 R2 = 0.98 Lw = 1000 m (horizontal) (6.9)
P ′ = −0.36324 log(kvh) + 1 R2 = 0.97 Lw = 2000 m (horizontal) (6.10)
P ′ = −0.35133 log(kvh) + 1 R2 = 0.97 Lw = 3000 m (horizontal) (6.11)
P ′ = −0.33792 log(kvh) + 1 R2 = 0.96 Lw = 4000 m (horizontal) (6.12)
Equations (6.8)—(6.12) depict changes in P ′ as a function of kvh in a vertical injection
well and horizontal injection wells of lengths 1000 m, 2000 m, 3000 m, and 4000 m, respec-
tively, for values of Q equal to 100 kg/s. To estimate ∆Paniso at values of Q different from
100 kg/s, the empirical relationships between ∆Piso and Q obtained in Chapter 5 (equa-
tions (5.3)—(5.7)) were combined accordingly with equations (6.8)—(6.12) to obtain the
following generalize empirical relationship between P ′, ∆Piso, ∆Paniso, Q, and kvh (see
appendix for detailed derivation):
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P ′ =
∆Paniso
∆Piso
= Bχlog(kvh ) + 1 (6.13)
∆Paniso = AχQ (Bχlog(kvh ) + 1) (6.14)
∆Piso = AχQ
where Aχ and Bχ are coefficients at different values of χ (Table 22).
Table 22: Values of coefficients Aχ and Bχ as functions of χ.
χ Aχ Bχ
1 0.5911 -0.24519
10 0.4967 -0.38370
20 0.4753 -0.36324
30 0.4602 -0.35133
40 0.4566 -0.34904
The validity of equation 6.14 was verified by comparing its predictions to those of
TOUGH2 simulations at different values of Q and kvh (Table 23). Results in Table 23
show excellent agreement between pressures estimated using equation (6.14) and those
predicted by TOUGH2 with relative errors within ±4%. The validity of these equations
was tested for values of Q ranging from 50 to 255 kg/s and kvh ranging from 0.001 to 1.0.
Equation (6.14) can be used to get rough estimates of the maximum pressure during CO2
injection in confined saline formations.
In pressure-limited scenarios, equation (6.14) can also be used to estimate the maximum
allowable CO2 mass injection rate (Qmax) in an anisotropic formation, for 50 years of
continuous CO2 injection, i.e.,
Qmax =
∆Paniso,max
Aχ[Bχlog(kvh) + 1]
(6.15)
where ∆Paniso,max is the maximum change in pressure within an anisotropic confined
aquifer.
Figure 18 show variations in Qmax as a function of Lw at different values of kvh, for
∆Paniso equal to 200 bar. Figure 19 also show variations in Qmax as a function of kvh at
different values of Lw, for ∆Paniso equal to 200 bar.
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Table 23: Values of ∆P for different values of kvh and well length at 50 years.
Injection well Parameters Pw (bar)
Orientation Lw (m) Q kvh Analytical TOUGH2 Relative error
Vertical 100 50 0.001 182 186 -2.29 %
Horizontal 1000 100 0.01 219 227 -3.84 %
Horizontal 2000 248 0.1 291 282 3.32 %
Horizontal 3000 256 0.5 261 251 4.00 %
Horizontal 4000 200 0.001 312 307 1.41 %
Results in Figure 18 indicate that Qmax increases as Lw is increased. The results in
Figure 19 suggest that for a specified value of ∆Paniso,max, Qmax increases as as the the
aquifer becomes more isotropic i.e. kvh→ 1.0.
Figure 18.: Qmax as a function of Lw and kvh for ∆Paniso equal to 200 bar. t =
50 years.
For example, for ∆Paniso,max equal to 200 bar, the Qmax using a 4000 m long horizontal
well in a highly anisotropic aquifer with a kvh value of 0.001 is about 221 kg/s as opposed
to 195 kg/s using a vertical well (100 m) (Figure 18). On the other hand, the Qmax using a
4000 m long horizontal well in a less anisotropic aquifer with kvh equal to 0.5 is about 409
kg/s while that for using a vertical well is 315 kg/s.
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Figure 19.: Qmax as a function of kvh for ∆Paniso equal to 200 bar. t = 50
years.
This indicates that the aquifer with kvh equal to 0.001 could store an additional 26 Mtons
of CO2 while the other aquifer with kvh equal to 0.5 could store additional 95 Mtons of
CO2 using a 4000 m long horizontal well after 50 years of continuous injection. 26 Mtons
and 95 Mtons of CO2 is equivalent to CO2 emissions from a 1000 MWe coal-fired power
for over 2 and 9 years, respectively. Results from this example suggest that kvh has a more
significant effect on an aquifers storage capacity than horizontal well length.
It should be underscored that equations (6.8)—(6.15) are valid only for the specified
values of k and φ used in this study. This is because formation pressure depends strongly
on the above-mentioned hydrogeologic parameters, especially the formation permeability
(k). However, they can be employed to carry out qualitative analyses to determine the best
injection strategy for CO2 storage to apply on a case by case basis.
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6.5 Conclusions
The utilization of horizontal injection wells to booster the CO2 storage capacity of
anisotropic aquifers was evaluated by conducting a series of numerical simulations. The
simulations were conducted at different well lengths and permeability anisotropy. The
performances of the numerical simulations were compared to determine the benefits and
limitations of using horizontal injection wells as a viable CO2 injection strategy based on
a metrics, which include: maximum pressure near the injection well, mass of CO2 dis-
solved in brine, injectivity, and storage efficiency. Results obtained from the simulations
suggest that for a specified CO2 mass injection rate, well length, and average permeability
in the horizontal direction, the pressure near an injection well decreases as the permeability
anisotropy ratio is increased. In addition, the decline in near wellbore pressure also causes
the total amount of CO2 dissolved in brine to decrease. The near wellbore pressure also
decreased as the length of the injection well is increased due to a corresponding decline in
the mass of CO2 injected per unit well length.
Analyses of the results using a group of dimensionless parameters suggest that CO2 stor-
age via horizontal injection wells could be a viable injection strategy in enhancing storage
capacity in formations or aquifers with permeability anisotropy ratio ranging between 0.01
and 1.0. Vertical injection wells were found to be more efficient than horizontal injec-
tion wells for CO2 storage in confined aquifers with permeability anisotropy ratio less than
0.01 i.e. kvh equal to 0.001. This conforms with the hypothesis that benefits of utilizing
horizontal injection wells reduces in highly anisotropic formations e.g., kvh equal to 0.001.
Empirical relationships between changes in near wellbore pressure, CO2 mass injection
rate and permeability anisotropy ratio after 50 years indicate that under pressure-limited
conditions, horizontal injection wells can be used to significantly increase CO2 storage
capacity of aquifers and minimized risk of CO2 leakage.
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Chapter 7
Storage of CO2 in Anisotropic Aquifers via Joint Injection Wells
7.1 Abstract
Numerical simulations of carbon dioxide (CO2) injection in confined saline aquifers
were conducted to evaluate the benefits of using a combination of vertical and horizon-
tal wells (“joint well”) for geologic storage. This as achieved by (1) developing analytical
relationships to determine the distribution of CO2 between the vertical and horizontal seg-
ments of a joint injection well and how it affects the storage capacity of an anisotropic
aquifer and (2) compare the performances of the numerical simulations of CO2 injection
via a joint, vertical, and horizontal injection to determine conditions under which joint wells
are efficient than vertical or horizontal wells. The metrics used to evaluate performances
of the numerical simulations include; maximum pressure at the injection well, total mass
of CO2 dissolved in brine, and storage efficiency. It was found that more CO2 distributes
to the horizontal segment of joint well in less anisotropic aquifers and as the length of the
horizontal segment increases. Under pressure-limited conditions, simulations with most of
the injected CO2 distributed to the horizontal segment of the joint are more efficient than
those in which most of the CO2 is channeled into the aquifer via the vertical segment. A
Comparison of the performances of the joint, vertical, and horizontal injection wells sug-
gest that joint wells are more efficient than vertical wells and less efficient than horizontal
wells in anisotropic confined aquifers.
7.2 Introduction
The storage of carbon dioxide (CO2) in candidate confined aquifers requires drilling of
wells. The wells can be vertical, horizontal, or slanted. Based on lessons learned from
previous studies, the choice of well orientation depends on the hydrogeologic properties of
aquifers, especially their permeabilities and to a lesser extent on the physical properties of
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CO2 relative to those of the resident fluid (see Chapters 6). In strongly anisotropic aquifers
with permeability anisotropy ratio (kvh) equal to 0.001 or less, the use of vertical injection
wells for CO2 storage is favored. kvh is the ratio of the vertical to the horizontal perme-
ability of a formation. Conversely, when the kvh of an aquifer is equal to 0.01 or greater,
long horizontal injection wells are preferable for CO2 storage. It should be underscored
that under field conditions, vertical wells are more easy to drill than horizontal wells. This
is because in drilling the latter, the former is drilled prior to drilling at an angle parallel
to the bedding of the aquifer. In addition, under field conditions the horizontal section or
segment of a well is hardly parallel to the bedding of an aquifer (Joshi, 1991).
When only the horizontal segment of the drilled well is completed or perforated, CO2
will enter the formation via that section of the well, and the well termed a horizontal well.
On the other hand, if the entire section of the well located within the aquifer is completed,
CO2 will enter the formation via both the vertical and horizontal segments of the well.
This is termed a joint injection well. Figure 20 shows a schematic representation of CO2
injection into a confined saline aquifer via a joint injection well. However, an understanding
of how CO2 will be distributed within a joint well and the effects it may have on the storage
capacity of an anisotropic aquifer is warranted.
Figure 20.: A 2D schematic representation of CO2 injection. Into a confined
aquifer via a joint well.
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This chapter evaluates the benefits of using a joint vertical and horizontal (‘joint’) injec-
tion well for CO2 storage in an anisotropic, homogeneous, confined aquifer via achieve-
ment of the following sub-objectives:
1. estimate the distribution of injected CO2 along a joint well;
2. study effects of CO2 distribution between the vertical and horizontal segments of a joint
injection well on storage in an anisotropic aquifer; and
3. test the hypothesis that a combination of vertical and horizontal injection wells (joint
well) is more beneficial than a single vertical or horizontal injection well in anisotropic
aquifers.
The distribution of CO2 between the vertical and horizontal segments of a joint well was
estimated based on the lengths of the segments, permeability anisotropy ratio (kvh), and
the CO2 mass injection rate (Q). The metrics used in evaluating the benefits of utilizing
a joint injection well for CO2 storage include: maximum pressure at the wellbore (Pw),
total mass of CO2 dissolved in brine (MCO2,aq), and storage efficiency (εs). Effects of CO2
distribution along the segments of a joint injection well on the metrics were studied via
numerical simulations. Results from the simulations were also used to determine conditions
under which usage of joint injection wells could be beneficial in enhancing CO2 storage.
7.3 Approach
7.3.1 CO2 Distribution Between Injection Well Segments
As noted above, the distribution of injected CO2 between the vertical and horizontal
segments of a joint well was assumed to depend on the CO2 mass injection rate (Q), per-
meability anisotropy ratio (kvh), and lengths of the segments (i.e. lengths of vertical well
(Lv) and horizontal well (Lh)). Let Ivh, referred herein as CO2 mass injection ratio, repre-
sent the ratio of the mass injection rate of the vertical segment (Qv) to the mass injection
rate of the horizontal segment (Qh) of a joint injection well i.e.
Ivh =
Qv
Qh
(7.1)
In an isotropic aquifer, Ivh can be assumed to be equivalent the ratio of the length of the
vertical to the horizontal segments of a joint well i.e.,
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Ivh = Iv=h =
Lv
Lh
(7.2)
In an anisotropic aquifer, Qh will be strongly dependent on kv and Lh while Qv will be
a function of kh and Lv . Therefore, I make the following assumptions:
Ivh =
Qv
Qh
≈ Lvkh
Lhkv
=
Lv
Lhkvh
=
Lv/Lh
Ivh
(7.3)
where Lv, Lh, and kvh are the vertical well length, horizontal well length, and permeability
anisotropy ratio, i.e., kvh = kv/kh, respectively.
This indicates that the injection rate of the horizontal segment increases as Lh and kvh
increase. Expressions for CO2 mass injection rates in the vertical (Qv) and horizontal
(Qh) segments of the joint well are as follows from equation 7.1 and from realizing that
Q = Qv +Qh :
Qv =
QIvh
1 + Ivh
(7.4)
Qh =
Q
1 + Ivh
(7.5)
where Q is the total CO2 mass injection rate.
Therefore, for a specified Q, Lv, Lh, and kvh, Ivh and subsequently Qv and Qh can be
estimated using equations 7.3, 7.4, and 7.5, respectively.
7.3.2 Description of Simulations
Eight numerical simulations of CO2 injection into a deep saline aquifer via a joint well
were conducted for a period of 50 years (Table 24). The simulations presented in Table
24 can be classified into two groups based on the value of kvh used, i.e., kvh equal to 0.1
and 0.01. In each group of numerical simulations, Q and Lv were held constant at 200 kg/s
and 100 m, respectively, while Lh was varied from 1000 m to 4000 m. Equations 7.3, 7.4,
and 7.5 were used to estimate Ivh, Qv and Qh, respectively. The values of Qv and Qh were
subsequently used as inputs in the numerical simulations.
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Table 24: Simulation matrix (Q = 200 kg/s).
Case Lv (m) Lh (m) kvh Ivh Qv (kg/s) Qh (kg/s)
1 100 1000 0.10 1.00 100.00 100.00
2 100 2000 0.10 0.50 66.67 133.33
3 100 3000 0.10 0.33 49.62 150.38
4 100 4000 0.10 0.25 40.00 160.00
5 100 1000 0.01 10.00 181.82 18.18
6 100 2000 0.01 5.00 166.67 33.33
7 100 3000 0.01 3.33 153.81 46.19
8 100 4000 0.01 2.50 142.86 57.14
The input conditions applied in the simulations conducted herein are presented in Table
25. In Table 25, Slr, Sgr, Sl, λ, Po, and Sls denote the irreducible liquid saturation, irre-
ducible gas saturation, liquid saturation, pore geometry parameter, strength coefficient, and
liquid saturation at which Pcap vanishes (Pruess and Garcı´a, 2002). The value of Sls gen-
erally used in the technical literature is 1.0 (e.g., Ennis-King and Paterson (2002); Pruess
et al. (2003); Kumar et al. (2005); Ozah et al. (2005); Pruess and Mu¨ller (2009)). The value
of Slr in estimation of capillary pressure (Pcap) was set to 0.0 to avoid unphysical behavior
of the van Genuchten function in which as klr → 0, Pcap → −∞ (Pruess, 1997; Pruess and
Garcı´a, 2002). Lastly, the dependence of permeability on porosity was ignored or assumed
negligible.
The simulations were conducted using a 3D grid similar in dimension to that described
chapter 5. The TOUGH2 numerical simulation software was used in conducting simula-
tions in this study. Details on the description of TOUGH2 and governing equations solved
in TOUGH2 are presented by Pruess et al. (1999) and by Pruess and Garcı´a (2002), see
Chapter 2 for a distilled version. The performances of the different injection scenarios
were evaluated based on the metrics (Pw, MCO2,aq, and εs) to determine the effects of kvh
on CO2 storage when a joint well is used for CO2 injection into a confined aquifer.
The hypothesis stated in section 7.1 was tested by conducting Two additional joint injec-
tion well simulations with input conditions similar to those of case 2 (Ivh = 0.5) and case
6 (Ivh = 5) of Table 24 except that a CO2 mass injection (Q) was used in both simulations.
The performances of the two joint well simulations were compared to those of two single
vertical well and two single horizontal well simulations to the hypothesis that a combina-
tion of vertical and horizontal injection wells (joint well) is more beneficial than a single
vertical or horizontal injection well in anisotropic aquifers.
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Table 25: Input conditions applied in all simulations(chapter 7).
Parameter Value
Dimension (L : W : H) (m) 105 : 105 : 100
Grid blocks (X : Y : Z) 65 : 65 : 10
Depth (top—bottom), D, (m) 1200—1300
Pore compressibility, c, (m2/N) 4.5 × 10−10
Initial pressure, Pinit, (top—bottom, MPa) 12.0—13.1
Temperature, T , (◦C) 45.0
Average porosity, φ 0.12
Average permeability, k, (m2) 1.0 ×10−13
Permeability anisotropy ratio, kvh 0.01—0.1
Injection time, t, (years) 50
Relative permeability
Brine: van Genuchten (1980)
krl =
√
S∗{1− (1− [S∗] 1λ )λ}2 S∗ = Sl−Slr
1−Slr
Residual brine saturation Slr = 0.3
Exponent λ = 0.457
Gas (CO2): Corey (1954)
krg = (1− Sˆ)2(1− Sˆ2) Sˆ = Sl−Slr1−Slr−Sgr
Residual gas saturation Sgr = 0.05
Capillary pressure: van Genuchten (1980)
Pcap = −Po([S∗]− 1λ − 1)1−λ S∗ = Sl−SlrSls−Slr
Residual brine saturation Slr = 0.0
Strength coefficient (bar) Po = 1.96× 104
Exponent λ = 0.457
7.4 Results and Discussion
TOUGH2 numerical simulations of CO2 injection into a joint well with a vertical seg-
ment of constant length and a longer horizontal segment of varying lengths, were conducted
to evaluate the benefits of using a joint injection well for CO2 storage.
Pressures within the aquifer were highest at the injection well and lowest at its outer
boundaries. In this study Ivh with values ≤ 1.0 were considered low while those with
values ≥ 2.5 were considered high. In simulations with low Ivh, pressures were greatest
along the horizontal segment of the joint injection wells. On the other hand, pressures were
greatest at the bottom of the vertical segments of joint wells in simulations with high values
of Ivh. This is because in simulations having low values of Ivh most of the CO2 is injected
via the horizontal segment of the joint well while most of the CO2 injected in the aquifer
passes through the vertical segment of the joint well for simulations having high Ivh values.
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The CO2-rich (‘gas’) phase saturations (Sg) predicted by the simulations were greatest
near injection wells. The diameters of the gas plume in all simulations were less than 20
kilometers, indicating that the plume did not migrate beyond the region of high-resolution
grid. Maximum values of Sg were greater in simulations with high values of Ivh than in
those with lower Ivh values (Figure 21 (a) and (b)). It can be viewed in Figure 21 (a) and
(b) that the Sg in simulations with high values of Ivh extend from the top to the bottom of
aquifer. On the other hand, the Sg in simulations with low values of Ivh are highest at the
lower portion of the aquifer.
7.4.1 Analysis of the Metrics
Results show Pw, MCO2,aq, and εs to generally increase with Ivh (Figure 22). Results in
Figure 22 (a) indicate that Pw increases with Ivh. This implies that formation pressures are
low when more CO2 is injected via the horizontal segment of a joint well and vice versa.
As was expected, Pw at the bottom of the formation was higher than at the top. However,
the difference between Pw at the bottom and top of the formation increased as Ivh was
increased.
Two important phenomena can be identified from Figure 22 (b). First, MCO2,aq at low
and high values of Ivh i.e. Ivh ≤ 1.0 and Ivh ≥ 2.5, respectively. The MCO2,aq in
simulations with high Ivh were greater than those of simulations with low Ivh (Figure 22
(b)). However, the MCO2,aq for a given kvh was relatively constant.
Secondly, εs slightly increased with increasing Ivh, i.e., εs is greater in simulations or
situations where most of the CO2 is injected via the vertical segment of the joint well.
However, this conclusion is valid in situations where there is no limitation on the maximum
pressure within a formation. Under pressure-limited conditions, the above conclusion is
not true because Pw from simulations with high values of Ivh are greater than those from
simulations with low Ivh values (Figure 23 (a)).
At a specified value of Pw the maximum allowable mass injection rate (Qmax) in simula-
tions with low Ivh is greater than those in simulations with high Ivh values. As a result, εs
in the former will be at least equal to or greater than those of the latter, because εs increases
with CO2 mass injection rate (van der Meer, 1995).
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Figure 21.: Gas saturation distribution (t = 50 years) (chapter 7). (a) Ivh equal
to 0.25, Pmax equal to 242 bar, and plume extents along X and Y
axes are 16731 m and 13385 m, respectively; (b) Ivh equal to 10,
Pmax equal to 318 bar, and plume extents along X and Y axes are
13385 m and 13385 m, respectively.
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7.4.2 Sensitivity Analysis
7.4.2.1 Injectivity
The injectivities at the bottom of the aquifer for simulations conducted herein after 50
years of continuous injection were compared to determine which simulation can accom-
modate the greatest quantity of CO2. Injectivity (ζ) is defined as the mass injection rate per
unit thickness per unit pressure change between the injection well and the aquifer (Law and
Bachu, 1996). It represents a measure of the ease with which a fluid can be injected into a
geologic formation per unit height or thickness of a formation or aquifer (Kovscek, 2002;
IPCC, 2005). This implies that as ζ is reduced, the additional quantity of CO2 a repository
can accommodate decreases. Injectivity (ζ) is mathematically defined as follows (Dake,
1978; Law and Bachu, 1996):
ζ =
Q
B∆P
(7.6)
where Q is the mass flow rate (kg/s), B is the formation thickness (m), and ∆P is the
difference between the pressure at the well and the initial pressure of the aquifer at the
well’s location, i.e., ∆P = Pw − Pinit.
Results in Figure 23 indicate that ζ decreases as Ivh is increased. This may be because
wellbore pressures are significantly higher for high than low values of Ivh (Figure 22).
Based on equation 7.6, a high value of Pw leads to a decrease in ζ . This also supports the
suggestion that the maximum allowable mass injection rate (Qmax) in simulations having
low values of Ivh will be greater than those of simulations having high values of Ivh, under
pressure-limited conditions.
7.4.2.2 Comparison of Well Performances
Numerical simulations of CO2 into an anisotropic confined aquifer via vertical, horizon-
tal, and joint injection wells were conducted to evaluate the performances of the injection
wells based on the metrics so as to verify the hypothesis in section 7.2. An aquifer of
similar dimension and input conditions as described in Table 25 was used in all three sim-
ulations. The length of the single vertical well simulations was 100 m and the length the
single horizontal well simulations was 2000 m. CO2 was continuously injected at a rate of
100 kg/s for a period of 50 years. Results from the simulations are presented in Table 26.
109
Figure 22.: Effects of Ivh on on (a) Pw, (b) MCO2,aq, and (c) εs. After 50 years
of continuous injection.
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Figure 23.: ζ at bottom of wellbore as a function of Ivh . t = 50 years.
The results in Table 26 suggest that the joint injection well performs better than the
vertical injection well but is less efficient than the horizontal injection well, especially
under highly anisotropic (kvh = 0.01) conditions. This indicates that the hypothesis that a
combination of vertical and horizontal injection wells (joint well) is more beneficial than
a single vertical or horizontal injection well in anisotropic aquifers (section 7.2) is not
valid. However, it can be rephrased by stating that, a joint injection well can store a greater
quantity of CO2 and is more efficient than a single vertical injection well in anisotropic
aquifers with permeability anisotropy ratio greater than or equal to 0.01.
Based on the assumptions I made in equations (7.2)—(7.5), a greater proportion of in-
jected CO2 enters an aquifer via the vertical segment of a joint well as the values of kvh and
Lh decline i.e., Ivh > 1. On the other, most of the injected CO2 enters an aquifer through
the horizontal segment of a joint well as kvh and Lh increase i.e., Ivh < 1. Under pressure-
limited conditions simulations with low Ivh will store more mass of CO2 than those with
high Ivh. This is because the injectivities (ζ) of the former are greater than those of the
latter as depicted in Figure 23. Therefore, more CO2 can be injected into an aquifer if a
greater portion of the gas enters the formation via the horizontal segment of the formation.
This conclusion is valid for kvh ranging from 0.01–0.1, inclusive.
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Table 26: Comparison of performances of CO2 injection strategies. Via joint,
vertical, and horizontal injection wells(Q = 100 kg/s).
Well type kvh Lh (m) Lv (m) Pw (bar) MCO2,aq (Mtons) εs
Joint 0.1 2000 100 195.1 15.7 15.4%
Vertical 0.1 – 100 205.3 15.5 14.1%
Horizontal 0.1 2000 – 194.2 15.4 15.7%
Joint 0.01 2000 100 226.4 20.5 18.8%
Vertical 0.01 – 100 229.3 20.3 19.6%
Horizontal 0.01 2000 – 222.1 20.4 21.6%
7.5 Conclusions
The objectives of this chapter are to (1) estimate the distribution of CO2 between the
vertical and horizontal segments of a joint injection well, (2) study effects of CO2 distribu-
tion between the vertical and horizontal segments of a joint injection well on storage in an
anisotropic aquifer, and (3) test the hypothesis that a combination of vertical and horizontal
injection wells (joint well) is more beneficial than a single vertical or horizontal injection
well in anisotropic aquifers.
The assumptions made herein suggest that the CO2 mass injection ratio (Ivh) is a function
of the permeability anisotropy ratio (kvh) and the lengths of the vertical (Lv) and horizontal
(Lh) segments of a joint well. According to the assumed relationship between Ivh, kvh, Lv,
and Lh, most of the injected CO2 enters the aquifer via the horizontal segment when CO2
mass injection ratio (Ivh) is less than or equal to 1.0. Conversely, most of the injected CO2
enters the aquifer via the vertical segment of the joint well when CO2 mass injection ratio is
greater than 1.0. Under-pressure limited conditions, simulations with CO2 mass injection
ratios less than or equal to 1.0 have the potential of storing more mass of CO2 than those
with CO2 mass injection ratio greater than 1.0 because the former have greater injectivities.
Comparison of the performances of simulations using a vertical injection, a horizontal
injection and a joint injection well suggest that joint injection wells can store a greater
quantity of CO2 and is more efficient than single vertical injection wells for storage in
confined aquifers with permeability anisotropy ratio greater than or equal to 0.01.
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Chapter 8
Temporal Variations in Near-wellbore Pressures During CO2 Injection
8.1 Abstract
Numerical simulations of CO2 injection in homogeneous confined saline aquifers were
conducted to study temporal variations in near-wellbore pressures. The major physical fac-
tors affecting near-wellbore pressure considered in this study include: density difference
between CO2 and brine, permeability anisotropy, and injection rate. Effect of fluid density
difference was investigated by comparing results from simulations of CO2 injection to re-
sults of water injection in a confined aquifer. Contributions from permeability anisotropy,
aquifer thickness, and injection rate were studied by conducting numerical simulations of
CO2 injection at different permeability anisotropy ratio and aquifer thickness, respectively.
Permeability anisotropy ratio is the ratio of the vertical permeability to the horizontal per-
meability. Results show temporal variations in near-wellbore pressures to be strongly de-
pendent on permeability anisotropy and the difference in density between CO2 and brine.
Pressures in the vicinity of the wellbore are not expected to decline over time as CO2 or
water (fluid) is injected into the aquifer. Pressures near the injection well were found to de-
cline more over time as CO2 injection rate is increased. Findings of this study suggest that
reductions in near-wellbore pressures over time during CO2 injection in isotropic confined
aquifers are as a result of gravity segregation between the less dense CO2-rich (“gas”) phase
and brine. Sensitivity analyses also suggest that the temporal variations in near-wellbore
pressures depend strongly on permeability anisotropy and the contrast in density between
CO2 and brine. Near wellbore pressures did not decline over time when the ratio of the
vertical to the horizontal permeability is very small (0.001) due to increase in resistance to
fluid flow in the vertical direction.
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8.2 Introduction
During carbon dioxide (CO2) injection in confined formations, the integrity of the seals,
especially the upper confining bed, is pivotal in minimizing risk of potential leakage into
potable water aquifers and subsequently the atmosphere. CO2 leakage from targeted stor-
age formations during the injection phase could be from existing fractures, leakages at
the wellbore due improper installation, abandoned well or induced fracturing (Nordbotten
et al., 2004). Induced fracturing refers to fracturing of a formation due to excessive in-
crease in fluid pressure via injection (Martinez et al., 1992). Assuming the risks of CO2
leakage from all possible causes except induced fracturing to be negligible, the temporal
variations in the maximum pressure within an aquifer is very important in determining the
likelihood of fracturing a formation during injection. Since formation pressures are high-
est at injection wells the study of temporal variations in pressure near injection wells is
warranted.
Previous studies have indicated that formation fracturing is caused by fluid pressure ex-
ceeding the overburden pressure of the formation (Dake, 1978; Martinez et al., 1992). Over-
burden pressure Poverburden is the sum of fluid pressure Pfluid and grain pressure Pgrain ,
i.e.,
Poverburden = Pfluid + Pgrain (8.1)
Grain pressure is the pressure acting between rock grains within a formation (Dake,
1978). As fluid pressure increases, the grain pressure decreases and vice versa. When the
grain pressure is zero, the fluid pressure becomes equivalent to the overburden pressure and
further increase in fluid pressure will initiate formation fracturing (Martinez et al., 1992).
Injection of CO2 into a confined formation will cause pressure increases especially close to
the well where it is maximum. A rule of thumb generally employed is that the maximum
fluid pressure should not exceed 90 % of the overburden pressure in order to avoid risk of
formation fracture (Bachu and Adams, 2003).
Simulations of continuous CO2 injection into a homogeneous confined saline aquifer
via vertical wells using a 1-D radial geometry predict increases in near-wellbore pressures
over time (Pw(t)) (Pruess et al., 2004). However, a similar simulation using 2D radial
geometry (r,z) predict a decline in Pw(t) with time. The major difference between the
above-mentioned simulations is that the former neglects gravity segregation as a result of
the difference in density between brine and CO2 (Pruess et al., 2004) while the latter does
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not. As a result one may be tempted to conclude that the differences in the near-wellbore
pressure profiles between the two simulations is due to gravity segregation or buoyancy.
However, verification of why continuous injection of CO2 into a confined saline aquifer
does not lead to pressure build-up over time as encountered in underground waste water
injection (Hickey and Vecchioli, 1986), for example, is warranted.
This chapter investigates temporal variations in near-wellbore pressures during CO2 in-
jection in confined aquifers of infinite radial extents. A series of numerical experiments
were conducted to achieve the following:
1. test the hypothesis that the decline in near-wellbore pressures during CO2 injection in
isotropic confined aquifers is principally due to contrast in density between CO2-rich
(“gas”) and resident brine, referred to as gravity segregation (phase separation); and
2. study the effects of vertical permeability, aquifer thickness, and CO2 injection rate on
changes in near-wellbore pressures over time.
The hypothesis was validated by comparing predicted near-wellbore pressures from nu-
merical simulations of CO2 injection to those from simulations of water injection in saline
aquifers with similar input conditions. Effects of permeability anisotropy and mass in-
jection rate on near-wellbore pressure were studied by conducting numerical simulations
of continuous CO2 injection at different values of kvh and aquifer thickness, respectively.
Results obtained predict that temporal variations in near-wellbore pressure are strongly
depend on the difference in density between CO2 and brine (’density difference’) and on
formation anisotropy.
8.3 Background
The tendency of injected CO2 to migrate upwards in confined aquifers under reservoir
conditions has been attributed to the contrast in density between CO2-rich (“gas”) phase
and formation brine (Arts et al., 2004; Torp and Dale, 2004; Nordbotten et al., 2005). The
effects of gravity segregation or buoyancy on CO2 sweep efficiency, storage capacity, sol-
ubility in brine and fluid flow dynamics within a confined aquifer have been extensively
addressed in the technical literature (van der Meer, 1995; 1996; Ennis-King and Paterson,
2002; Bachu and Adams, 2003; Nordbotten et al., 2005; IPCC, 2005; Ozah et al., 2005;
Nordbotten and Celia, 2006; Doughty, 2007; Friedmann, 2007; Bachu, 2008). However,
the effects of gravity segregation (phase separation) on temporal variations of formation
pressure near injection wells have not been fully addressed.
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Gravity segregation between CO2 and brine is reported to be more pronounced with in-
creasing temperature because CO2 density is further reduced at high temperatures, thereby
increasing the contrast in density between CO2 and brine. Consequently, the CO2 bubble
will rapidly move upwards to the top of the aquifer (Kumar et al., 2005) and accumulate
beneath the upper confining bed or top seal (Ennis-King and Paterson, 2001; 2002). How-
ever, spatial variations in temperature were considered negligible because the simulations
conducted herein were at constant temperature (isothermal).
The length of time a CO2 bubble at the bottom of an aquifer can take to reach the top
increases with decreasing vertical permeability and vice versa (Kumar et al., 2005). This
indicates that gravity segregation between CO2 and brine reduces as vertical permeability
is decreased. Low vertical permeabilities also inhibit the CO2-saturated brine at the CO2-
brine interface from sink to the bottom of the aquifer (van der Meer, 1996; Kumar et al.,
2005). In addition, the magnitude of gravity segregation between CO2 and brine is also
dependent on the pressure gradient between the top and bottom of the aquifer. As a result,
the pressure gradient in the vertical direction increases with the thickness of an aquifer.
8.4 Approach
The TOUGH2 general-purpose numerical simulator (Pruess et al., 1999; Pruess and
Garcı´a, 2002; Pruess, 2004) because of its widespread usage by many research groups
worldwide to solve CO2 geological sequestration problems (Weir et al., 1995; McPherson
and Lichtner, 2001; Ennis-King and Paterson, 2002; Pruess et al., 2003).
The hydrogeologic parameters used in the simulations are listed in Table 27. The sym-
bols Slr, Sgr, Sl, λ, Po, and Sls in Table 27, denote the residual liquid saturation, resid-
ual gas saturation, liquid phase saturation, pore geometry parameter, strength coefficient
(van Genuchten, 1980), and liquid phase saturation at which Pcap vanishes (Pruess and
Garcı´a, 2002). The value of Slr in estimation of capillary pressure (Pcap) was set to 0.0 to
avoid unphysical behavior of the van Genuchten (1980); Mu¨ller et al. function in which as
klr −→ 0, Pcap −→ −∞ (Pruess, 1997; Pruess and Garcı´a, 2002). Detailed explanation
of the rationale to use a zero residual liquid phase saturation in estimating capillary pres-
sure is given by Pruess (1997). The tubes-in-series model developed by Verma and Pruess
(1988) was used to account for permeability reduction due to salt (NaCl) precipitation. ΓL
represents fractional length of pore bodiesVerma and Pruess (1988) and φr is the fraction
of the original porosity at which permeability is reduced to zero (Verma and Pruess, 1988;
Pruess and Mu¨ller, 2009). ΓL and φr were both assigned a value of 0.8 in all simulations,
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similar to what was employed in code intercomparison problem 3 (Pruess et al., 2004). A
CO2 mass injection rate of 100 kg/s was applied in all simulations. This is equivalent to
CO2 emissions from a 288 MWe coal-fired power plant (Hitchon, 1996).
Table 27: Input parameters applied in all simulations (chapter 8).
Parameter Value
Dimension (R × H) m 105 × 100
Grid blocks (X : Z) 435 × 20
Wellbore radius (m) r = 0.3
Depth (top - bottom) (m) D = 1200 -1300
Pore compressibility (Pa−1) c = 4.5 × 10−10
Initial pressure (top:bottom MPa) Pinit ≈ 12.0:13.1
Temperature (◦C) T = 45.0
Average porosity φ = 0.12
Average horizontal permeability (m2) k = 1.0× 10−13
Permeability anisotropy ratio kvh = 0.001− 1.0
Injection time (years) t = 50
Relative permeability
Brine: van Genuchten (1980)
krl =
√
S∗{1− (1− [S∗] 1λ )λ}2 S∗ = Sl−Slr
1−Slr
Residual brine saturation Slr = 0.3
Exponent λ = 0.457
Gas (CO2): Corey (1954)
krg = (1− Sˆ)2(1− Sˆ2) Sˆ = Sl−Slr1−Slr−Sgr
Residual gas saturation Sgr = 0.05
Capillary pressure: van Genuchten (1980)
Pcap = −Po([S∗]− 1λ − 1)1−λ S∗ = Sl−SlrSls−Slr
Residual brine saturation Slr = 0.0
Strength coefficient (bar) Po = 1.96× 104
Exponent λ = 0.457
The hypothesis of this work was tested by conducting two numerical simulations with
similar aquifer dimensions and input conditions but with different injectants under isotropic
conditions. CO2 and water were separately used in each simulation and their temporal
changes in near-wellbore pressures (Pw(t)) for periods up to 200 years were compared.
Water was chosen as an alternate injectant because the difference between its density and
that of brine is significantly small compared to CO2. The simulation using CO2 as the
injectant was considered as the base case simulation in this study.
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Effects of vertical permeability on Pw(t) during CO2 injection were investigated by con-
ducting three additional numerical experiments which differed from the base case simula-
tions by the value of kvh applied. The kvh values used were 0.1, 0.01, and 0.001. kvh is
the ratio of the vertical to the horizontal permeability of an aquifer. Results of Pw(t) for
all three simulations plus the base case simulation (kvh = 1.0) were compared to determine
the effect of vertical permeability on changes in near-wellbore pressures over time. Lastly,
the effect of CO2 mass injection rate (Q) on Pw(t) was studied by conducting two numer-
ical simulations similar to the base case simulation except for aquifer thickness. This was
achieved by changing the values of B (25 m and 50 m, respectively) while keeping the
Q constant thereby increasing the mass of injected CO2 per unit thickness of aquifer. Re-
sults from these simulations and the base case simulations were compared to determine the
effects of CO2 mass injection rate on changes in near-wellbore pressures over time (Pw(t)).
8.5 Results and Discussions
8.5.1 Density Effect
Effect of the contrast in fluid density on temporal variations in pressure close to the in-
jection well (Pw(t)) was investigated by comparing results of CO2 and water injection into
a confined saline aquifer. Both simulations predicted a pressure jump at the beginning of
injection but predicted different pressure histories over time. Figure 24 (a) and (b) show
pressure changes near the injection well (Pw(t)) over time at the top and bottom of the
aquifer, respectively. Pw(t) increased over time in the simulation using water as injectant.
On the other hand, the CO2 injection simulation predicted an initial jump in Pw(t) followed
by a decline for up to 30 years after which it stabilizes and increases thereafter (t > 100
years). Since the only difference in the input conditions of both simulations was their injec-
tants, it can be deduced that the difference in the Pw(t) profile depicted in Figure24 (a) and
(b) is due to differences between the physical properties of CO2, water, and brine. How-
ever, the differences in the physical properties of water and brine (viscosity and density)
are negligible compared to that between CO2 and brine. Thus, the drop in Pw(t) at early
times of CO2 injection can be attributed to differences in density and viscosity between
CO2 and brine. A similar study of CO2 injection into a confined aquifer of infinite radial
extent in which gravity was considered negligible (1D radial mesh) showed Pw(t) to in-
crease over time (Pruess and Garcı´a, 2002; Pruess et al., 2004), indicating that difference
in viscosity between CO2 and brine has a negligible contribution. Therefore, the decline
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in Pw(t) predicted at early times (< 30 years) of CO2 injection into a homogeneous and
isotropic confined saline aquifer is due to density difference between CO2 and brine. This
validates the hypothesis stated in section 8.2.
8.5.2 Effect of Vertical Permeability
The effect of vertical permeability on Pw(t) during CO2 injection was investigated by
comparing Pw(t) profiles from simulations with different values of permeability anisotropy
ratio (kvh) as a function of time. Values of kvh used in simulations ranged between 0.001
and 1.0. A small value of kvh indicates that an aquifer’s vertical permeability (kv) is small
compared to its permeability in the horizontal direction (kh). When kvh is very small, fluids
in the aquifer will preferentially flow in the horizontal direction. Results in Figure 25 (a)
and (b) show Pw(t) to decrease over time for simulations that used kvh values of 1.0 and 0.1
with the gradient of the former being steeper. Pw(t) initially increased at early times and
subsequently declined for the simulation that used a kvh value of 0.01. Only the simulation
with kvh equal to 0.001 predicted values of Pw(t) that increased monotonically over time.
These indicate that the buoyancy effect decreases as kv is reduced.
A possible cause of the unusual trend in Pw(t) obtained in the simulation with kvh equal
to 0.01 was looked upon by studying the CO2 bubble migration over time. Figure 26 show
CO2 bubble distribution at selected times for up 100 years. This figure depicts a piston-
like flow at early times (1 and 10 years) during which gravity effect is negligible. At large
times (e.g. ≥ 30 years), when the CO2-brine interface is far from the injection well, gravity
segregation becomes significant, after which a “tongue” or thin layer of CO2 bubble begins
to develop beneath the upper confining bed (Figure 26 (c) and (d)). In addition, gravity
segregation between CO2-saturated brine and brine, at the CO2-brine interface (van der
Meer, 1996) is also dominant during this period. These are agreement with findings of
Ennis-King and Paterson (2001) that gravity segregation is significant far from the injection
well.
8.5.3 Effect of CO2 Mass Injection Rate (Q )
Reducing the aquifer thickness (B) while keeping the injection rate (Q) constant in-
creases the quantity of CO2 injected per unit aquifer thickness or well length. When B is
reduced by a factor of 2 or 4, Q/B is doubled or quadruple, respectively. It should be un-
derscored that Q/B is inversely proportional to the gravity factor (Γ) discussed in chapters
3 and 4.
121
Figure 24.: Effect of density on near-wellbore pressures. As a function of
time.(a) top and (b) bottom (Q = 100 kg/s).
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Figure 25.: Effect of kv on near-wellbore pressures. As a function of time. (a)
top and (b) bottom (Q = 100 kg/s).
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Figure 26.: Gas saturation distribution over time at kvh equal to 0.01. (a) 1
year, (b) 10 years, (c) 30 years, and (d) 100 years.
The numerical simulations in which the thickness of the aquifer was reduced by a fac-
tor of two and four predicted Pw(t) to increase in magnitude with increasing CO2 mass
injection rate per unit thickness of aquifer (Q/B). However, changes in Pw(t) over time
followed a trend similar to that of the base case simulation. In addition, the rate of decline
in Pw(t) increases with Q/B or mass injection per unit length of injection well (Figure 27
(a) and (b)). Therefore, it can be concluded that increasing CO2 injection rate intensifies
the effect of gravity segregation on Pw(t) in isotropic formations.
The first three simulations listed in Table 28 and Figure 24 (a) and (b) demonstrate that
the initial decline in pressure in the vicinity of the injection well is due to difference in den-
sity between CO2 and brine (buoyancy) and thereby validating the hypothesis of this study.
Cases 4—6 in Table 28 and Figure 25 (a) and (b) also demonstrate that temporal changes in
near-wellbore pressures strongly depend on kvh. The dependence of near-wellbore pressure
on buoyancy over time diminishes as permeability anisotropy ratio decreases until a critical
point is reached where buoyancy effects become negligible. For the simulations conducted
herein the critical point is reached at a kvh value of 0.001.
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Figure 27.: Effect of Q per unit well length on near-wellbore pressures. As a
function of time. (a) top and (b) bottom (Q = 100 kg/s).
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Buoyancy and permeability anisotropy can be viewed to compete over control of tem-
poral changes in near-wellbore pressure during CO2 injection. However, buoyancy will
eventually predominate CO2 plume migration far from the injection well (Ennis-King and
Paterson, 2002) especially in aquifers having moderately low permeability anisotropy i.e.
kvh value of 0.01 in this study.
Table 28: Sensitivity of Pw on hydrogeologic parameters (Q = 100 kg/s).
Case Fluid B (m) kvh Variation Results
1 CO2 100 1.0 1D Pw increased monotonically♣
2 CO2 100 1.0 2D♠ Pw declined at early times§
3 H2O 100 1.0 density Pw increased monotonically
4 CO2 100 0.1 kvh Pw declined at early times
5 CO2 100 0.01 kvh Pw declined at early times
6 CO2 100 0.001 kvh Pw increased monotonically
7 CO2 50 1.0 Thickness Pw declined at early times
8 CO2 25 1.0 Thickness Pw declined at early times
♣ Pruess et al. (2004)
♠ base case simulation
§ at least 20 years (t¿ 20)
To confirm that increases in near-wellbore pressures over time in highly anisotropic
aquifers (kvh = 0.001) is due to a corresponding increase in the resistance to fluid flow
in the vertical direction and not as a result of the dry-out effect (Pruess and Garcı´a, 2002;
Garcı´a, 2003), we conducted control simulations in which permeability and porosity reduc-
tions due to salt precipitation are ignored. These simulations were conducted for kvh equal
to 0.001 and 1.0. Results of the near-wellbore pressures (Pw) at the bottom of the aquifer
for up to 100 years are presented in Tables 29 and 30.
Table 29: ∆Pw(t) (bar) as a function of permeability reduction (kvh
= 1.0). At the bottom of the formation.
Permeability reduction
Time (years) Considered Not considered Difference
1 94.1 91.0 3.1
3 93.9 80.5 3.4
10 74.7 71.0 3.7
30 70.3 66.2 4.1
100 69.8 65.3 4.5
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Table 30: ∆Pw(t) (bar) as a function permeability reduction (kvh =
0.001). At the bottom of the formation.
Permeability reduction
Time (years) Considered Not considered Difference
1 234.3 231.2 3.1
3 235.3 231.8 3.5
10 236.3 232.4 3.9
30 237.3 233.1 4.2
100 239.5 234.8 4.7
Results in Tables 29 and 30 show pressures to be slightly greater in simulations that
account for permeability reductions due to salt precipitation (dry-out effect) than in those
which neglected permeability reductions. These suggest that the effect permeability re-
ductions due to salt precipitation in the vicinity of the wellbore, may have on the temporal
variations in near-wellbore pressure is negligible compared to permeability anisotropy. The
salinity used in the simulations conducted herein is 15%. Pressure increases due to salt
precipitation may increase at higher values of brine salinity as it is the case in Pruess and
Mu¨ller (2009), where 25% brine salinity was employed.
8.5.4 Mechanism
A cartoon showing the major forces acting on a CO2 bubble in the vicinity of a well-
bore is presented in Figure 28. This mechanism is based on results obtained in this study.
Figure 28 depicts CO2 injection into a confined saline aquifer initially saturated with brine.
The extract (region-of-interest) from the figure shows a CO2 bubble with density ρc and
an aqueous phase with density ρw. ρc is considered to be significantly less than ρw. Brine
capillary forces were considered negligible compared to viscous and buoyancy forces dur-
ing CO2 injection since its effects are small at large spatial scales (Nordbotten et al., 2009).
The major forces acting on the CO2 bubble (~F ) include viscous force, ~Fv, and buoyancy
force, ~Fb. ~Fv can be resolved in cartesian coordinates into Fvx , Fvy , and Fvz , representing
the X, Y, and Z components, respectively. The magnitude of ~Fb is zero in the X and Y di-
rections but negative in the Z direction because gravity segregation between CO2 and brine
will cause the former to move upwards against direction of gravity. Therefore, the total
force acting on the CO2 bubble, ~F , can be mathematically described as follows:
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~F = [Fvx , Fvy , (Fvz − Fbz)] (8.2)
It can be deduced from equation (8.2) that the magnitude of the resultant or total force
acting on the CO2 bubble, |~F |, increases as Fbz → 0 and diminishes as ~Fb→ ~Fv. However,
under conditions at which CO2 is injected in deep geologic formations both ~Fb and ~Fv have
been reported to be important (Ennis-King and Paterson, 2002; Nordbotten et al., 2005).
Factors affecting ~Fb that were considered in this work include: vertical permeability or
anisotropy ratio, density difference, and mass injection rate per unit aquifer thickness.
Figure 28.: Proposed mechanism depicting major forces acting on a CO2 bub-
ble. Adapted from Nordbotten et al. (2005).
8.6 Conclusions
Numerical simulations of CO2 injection into a homogeneous confined saline aquifer
were conducted to investigate the root cause or causes of changes in near-wellbore pres-
sures over time. Results from the simulations suggest that temporal changes in near-
wellbore pressure during CO2 injection in isotropic aquifers are due to contrast in den-
sity between CO2 and brine. In addition, temporal changes in near-wellbore pressures in
anisotropic aquifers were found to strongly depend on permeability anisotropy and gravity
segregation.
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The difference in density between CO2 and brine (buoyancy) affects multiphase flow dy-
namics in aquifers as well as changes in pressure in the vicinity of the injection well. Buoy-
ancy effect was found to diminish with decreasing permeability anisotropy ratio or vertical
permeability. In isotropic saline aquifers, temporal variations in near-wellbore pressures
is highly dependent on buoyancy. However, its dependency on buoyancy decreases in
anisotropic aquifers and eventually vanishes when a critical permeability anisotropy ratio
is reached after which viscous flow predominates. Based on results from the simulations
conducted herein, a critical permeability anisotropy ratio of 0.001. This may not be a uni-
versal value since critical permeability anisotropy ratio may vary with CO2 mass injection
rate, aquifer thickness and most importantly the absolute permeability of an aquifer.
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Chapter 9
Conclusions
This dissertation explores both analytical methods for evaluating the viability of po-
tential CO2 repositories and injection strategies for enhancing storage capacity. Injection
strategies for improving CO2 storage were evaluated via numerical experiments using the
TOUGH2 general-purpose numerical simulator. This work was motivated by the need to
develop and (1) a rapid and easy-to-use analytical model that can be utilized to screen
potential CO2 repositories; and (2) techniques for enhancing CO2 storage capacity and
security, especially under pressure-limited conditions.
The first part of this work (chapters 1 and 2) gives a brief introduction to CO2 sequestra-
tion in geologic formations and background knowledge on concepts and theories generally
employed to describe the behavior of CO2 in deep geologic formations, with emphasis on
the physical processes that occur during CO2 injection and numerical methods for solving
equations that depict the processes.
The second part presents a set of analytical equations for estimating CO2 storage ef-
ficiency (chapter 3), brine saturation profile, and pressure profile (chapter 4) during CO2
injection into an isotropic, homogeneous, confined aquifer. These equations were consid-
ered to constitute an extended-analytical model capable of estimating the following:
1. pressure variations within an aquifer;
2. pressure at the injection well;
3. variations in brine saturation within an aquifer;
4. radial extent of CO2 plume; and
5. storage efficiency.
Estimates of CO2 storage efficiency from the analytical model are in good agreement
with values calculated from multi-phase-flow numerical simulators. Sensitivity analyses
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indicate that the analytical model is considered a valid and easy-to-use screening tool for
assessing suitability of potential CO2 repositories, when the relationship between fluid rel-
ative permeability and brine saturation is linear or slightly nonlinear and when the irre-
ducible brine saturation of the formation is sufficiently low.
In the third part different injection techniques were evaluated via numerical simulations
based on their capabilities to enhance CO2 storage capacity and security in confined saline
aquifers. Simulation results suggest that under isotropic conditions (chapter 5), the differ-
ence between the performances of a vertical well and a horizontal well of same length is
negligible. However, horizontal wells tend to out-perform vertical wells under pressure-
limited conditions as their lengths were increased, since the length of the latter is con-
strained to the aquifer’s thickness. Thus, significantly large quantities (mass) of CO2 can
be stored in a homogeneous, isotropic aquifer using long horizontal wells compared to
vertical wells, under pressure-limited conditions.
Chapter 6 investigates the benefits of using horizontal injection wells to store CO2 in
anisotropic saline aquifers. The variables investigated in this chapter were horizontal well
length and permeability anisotropy ratio. Analyses of the results from numerical simu-
lations conducted therein suggest that CO2 storage via horizontal injection wells could
be a viable injection strategy in enhancing storage capacity in aquifers with permeability
anisotropy ratio ranging between 0.01 and 1.0. In addition, in pressure-constrained situa-
tions, horizontal injection wells can be used to increase the CO2 storage capacity of aquifers
and also minimize risk of CO2 leakage.
In chapter 7 the benefits of using a joint (vertical and horizontal) well for CO2 storage
in an anisotropic aquifer was evaluated; since the vertical well is indirectly drilled prior to
drilling in the lateral direction of a formation, in practice. The findings in this chapter sug-
gest that joint wells are more beneficial than vertical wells but less efficient than horizontal
wells for CO2 injection into an anisotropic, confined aquifer.
Overall, results from the simulations conducted in chapters 5, 6, and 7 suggest that long
horizontal injection wells or joint wells with long horizontal segments wells are viable for
CO2 storage in aquifers with permeability anisotropy ratios greater than or equal to 0.01.
Vertical injection wells are more efficient for CO2 storage in aquifers with permeability
anisotropy ratios less than 0.01. Additional studies on the changes in pressure at the in-
jection well during CO2 injection (chapter 8) suggest that near-wellbore pressures decrease
over time in isotropic aquifers due to contrast in density between CO2 and brine (gravity
segregation).
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However, gravity segregation becomes less significant as the permeability anisotropy
ratio of the aquifer decreases due to increased resistance to vertical flow.
The following topics are recommended for future studies:
1. CO2 injection in multi-layer anisotropic aquifers using a case study.
2. Using multiple horizontal wells for CO2 storage in deep geologic formations.
3. Injecting mixtures of CO2 and brine as a technique to minimize gravity segregation.
4. Effects of brine salinity on near-wellbore pressures at different scenarios of kvh and Q.
5. CO2-induced geochemical and geomechanical effects.
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Nomenclature
Subscripts and superscripts
β fluid phase (gas, liquid)
κ component in a fluid phase β
Variables
Γ gravity factor
λ mobility ratio
γ Euler’s constant (≈ 0.58)
φ average porosity
η dimensionless radius
τ dimensionless time
χmax dimensionless rmax
A cross-sectional area (m2)
αβ,L longitudinal dispersivity
αβ,T transverse dispersivity
α matrix compressibility
B thickness of confined aquifer
b(r, t) thickness or height of CO2 plume
b′ dimensionless thickness of gas plume, b′ = b(r, t)/B
β fluid compressibility
Dκβ,T transverse dispersion coefficient (perpendicular to direction of flow)
Dκβ,L longitudinal dispersion coefficient (in the direction of flow)
dκβ molecular diffusion coefficient of component κ in fluid phase β
εs CO2 storage efficiency
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fc mass fraction of injected CO2 that is dissolved in brine
Fnm average value of the inward or normal component of ~F over a portion of a surface
Anm between volume elements Vn and Vm
h hydraulic head
hinit initial hydraulic head
Ivh CO2 mass injection ratio, Ivh = Iv/Ih
k intrinsic permeability
kv permeability in vertical direction
kh permeability in horizontal direction
kvh permeability anisotropy ratio, kvh = kv/kh
K hydraulic conductivity
krβ relative permeability of fluid phase β
Lw length of injection well
Lh length of horizontal segment of a joint well
Lv length of vertical segment of a joint well
λβ mobility of fluid phase β
µ fluid viscosity
m molality of dissolved salt
MCO2 molar mass of CO2
MNaCl molar mass of salt
MCO2,aq total mass of dissolved CO2
Mn average of M over a subdomain Vn
n molality of dissolved CO2 in brine
P (r, t) pressure
Pinit initial pressure
Pcap brine capillary pressure
Qwell mass injection rate
Qv CO2 mass injection rate of the vertical segment of a joint well
Qh CO2 mass injection rate of the horizontal segment of a joint well
r radial distance from injection well
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rwell injection well radius
rmin minimum radial extent of gas plume
rmax maximum radial extent of gas plume
ρ fluid density
ρb brine density
ρβ density of fluid phase β
R∞ radial distance from injection well at which P (r, t) = Pinit
Slr irreducible saturation of liquid phase
Sgr irreducible saturation of gas phase
Sw saturation of liquid phase
S storativity
Ss Specific capacity
Sβ saturation of fluid phase β
t time
T transmissivity
ρβ density of fluid phase β
τ0 tortuosity coefficient of the porous medium
τβ tortuosity coefficient of fluid phase β
u dimensionless parameter
V volume
W (u) well function
XCO2 mass fraction of dissolved CO2
Xκβ mass fraction of component κ in fluid phase β
Xκg mass fraction of component κ in the gaseous phase
Xκl mass fraction of component κ in the liquid phase
Xκβ mass fraction of component κ in fluid phase β
Xκg mass fraction of component κ in the gaseous phase
Xκl mass fraction of component κ in the liquid phase
ζ well injectivity
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Vectors
~Dκβ,T hydrodynamic dispersion tensor
~Fg advective flux of the gaseous phase
~Fl advective flux of the liquid phase
~F κdis diffusive-dispersive flux of component κ in all fluid phases
~F κadv advective mass flux of component κ in all fluid phases
~g acceleration due to gravity
~I unit tensor
∇~P pressure difference
~Q is the mass flow rate
~u Darcy velocity
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Appendix A: Validation of Grid Mesh
Table 31: Comparison of Pw (bar) between 10 and 20 layer 2D mesh grids. At
Q = 100 kg/s (mesh radius = 106 m).
Bottom layer Top layer
Time (years) 10 layers 20 layers Rel. error 10 layers 20 layers Rel. error
1 218.2 216.8 0.7% 210.7 209.2 0.7%
10 198.7 197.6 0.6% 191.4 190.3 0.6%
30 194.0 193.4 0.3% 186.9 186.1 0.4%
50 192.8 192.3 0.2% 185.7 185.2 0.3%
Table 32: Comparison of Pw (bar) between 10 and 20 layer 3D mesh grids. At
Q = 100 kg/s (mesh length or width = 105 m).
Bottom layer Top layer
Time (years) 10 layers 20 layers Rel. error 10 layers 20 layers Rel. error
1 228.5 228.3 0.1% 220.4 220.2 0.1%
10 203.3 202.6 0.4% 195.7 195.0 0.4%
30 197.2 195.8 0.7% 189.7 188.3 0.7%
50 193.1 191.3 0.9% 185.6 183.9 0.9%
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Appendix B: Derivation of Formation Pressure Equations
From Figure 6 of chapter 4, pressure changes at the wellbore and within the aquifer or
formation can be estimated by analyzing from the single phase region (Region 3) towards
the wellbore.
B.1: Region 3
Boundaries: rmax and r < (0.12Tt/S)1/2 or u = (r2S)/(4Tt) < 0.03
Range: rmax ≤ r ≤ R∞
The boundary condition in this region is that at a sufficiently far distance from the in-
jection well (R∞), the formation pressure is equivalent to its background pressure. Since
this region is a single-phase region with no presence of CO2, the Theis analytical solution
is valid in this region. The Theis analytical solution for injection of a fluid into a confined
homogeneous aquifer is given by the expression,
h− hinit = Qwell
4piT
W (u) (1)
However, T = kρgB/µ, λ = k/µ (single phase λ = λw) and W (u) = −γ− ln(u) for very
small values of u . Substituting the above expressions into equation (1) gives;
ρg(h− hinit) = Qwell
4piB k
µ
[−γ − ln(u)] (2)
Rearranging
P (r, t)− Pinit = Qwell
4pikλwB
[−γ − ln(u)] = Qwell
2pikλwB
[
− γ
2
− ln(u1/2)
]
(3)
Substituting the expression for u into equation (3) and rearranging gives,
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(√
4Tt/S
r
)
− γ
2
]
(4)
Let d =
√
4Tt
S
exp−γ
2
, so that equation (4) can be simplified into the following,
P (r, t) = Pinit +
Qwell
2pikλwB
ln
(
d
r
)
(5)
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However, the Theis solution is only valid for single-phase fluid flow in porous media. To
account for a second phase within a confined formation (CO2 or gaseous phase in regions
1 and 2), the value of the maximum radial extent of the gas plume, (rmax), is added to d i.e.
R∞ = rmax + d. Substituting this expression into A6 yields the following,
P (r, t) = Pinit +
Qwell
2pikλwB
ln
(
R∞
r
)
(6)
rmax serves as boundary between region 3 and region 2. At rmax formation pressure in
both regions are equal (boundary condition). Substituting rmax into equation (6) yields the
following:
P (r, t) = Pinit +
Qwell
2pikλwB
ln
(
R∞
rmax
)
(7)
B.2: Region 2
Boundaries: rmin and rmax
Range: rmin ≤ r ≤ rmax
From equation (7) in Nordbotten et al. (2006)
∂P
∂r
=
λch
∂(∆ρgh)
∂r
− Qwell
2pirk
λch+ λw(H − h) (8)
Letting b = h and B = H and assuming constant fluid properties and gravity yield the
following equation:
∂P
∂r
=
λcb∆ρg
∂(b)
∂r
− Qwell
2pirk
λcb+ λw(B − b) (9)
The denominator on the R.H.S. of equation (9) and can rearranged as follows,
λcb+ λw(B − b) = λw[(λ− 1)b+B] (10)
where λ = λc/λw
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Substituting equation (10) into equation (9) gives,
∂P
∂r
=
λb∆ρg ∂(b)
∂r
− Qwell
2pirkλw
(λ− 1)b+B (11)
Dividing the numerator and denominator of the R.H.S. of equation (11) by r yields the
following equation,
∂P
∂r
=
∆ρgλrb∂(b)
∂r
− Qwell
2pikλw
r[(λ− 1)b+B] (12)
Assuming that equation (8) derived by Nordbotten et al. (2005) is valid, it can rearrange
and substituted into equation 12 as follows,
b(r, t) =
B
λ− 1
(√
λQwellt
φ(1− Slr)piBr2 − 1
)
=
B
λ− 1
(
rmax
r
− 1
)
(13)
Rearranging equation (13)
r[(λ− 1)b+B] = B
(
λQwellt
φ(1− Slr)piB
)1/2
= Brmax (14)
Differentiating equation (13) yields the following equation,
∂b(r, t)
∂r
∣∣∣∣∣
t
=
B
λ− 1
[
− rmax
r2
]
(15)
Multiplying equation (13) and equation (15 yields),
b(r, t)× ∂b(r, t)
∂r
∣∣∣∣∣
t
=
B
λ− 1
(
rmax
r
− 1
)
× B
λ− 1
[
− rmax
r2
]
(16)
=
(
B
λ− 1
)2
rmax
[
1
r2
− rmax
r3
]
Substituting equations (14) and (16) into equation (12) and rearranging gives the follow-
ing equation,
dP
dr
=
∆ρgλB
(λ− 1)2
(
1
r
− rmax
r2
)
− Qwell
2pikλwB
1
rmax
(17)
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Integrating equation (17) gives
P (r, t) = − Qwell
2pikλwB
r
rmax
+
∆ρgλB
(λ− 1)2
(
ln(r) +
rmax
r
)
+ C (18)
The expression for the integration constant, C was obtained by applying equation 7 as
boundary condition between region 2 and region 3. The resulting expression for C is as
follows,
C = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1
]
− ∆ρgλB
(λ− 1)2
(
ln(rmax) + 1
)
(19)
Substituting equation (19) into equation (18) gives the equation for formation pressure in
region 2, which is as follows,
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− r
rmax
]
+ (20)
∆ρgλB
(λ− 1)2
[
ln
(
r
rmax
)
+
rmax
r
− 1
]
rmin serves as boundary between region 2 and region 1. At rmin formation pressure in
both regions are equal (boundary condition). Substituting rmin into equation (20) gives;
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− rmin
rmax
]
+ (21)
∆ρgλB
(λ− 1)2
[
ln
(
rmin
rmax
)
+
rmax
rmin
− 1
]
B.3: Region 1
Boundaries: rwell and rmin
Range: rwell ≤ r ≤ rmin As shown in Figure 1, region 1 is predominantly
occupied by the gaseous phase (assumption) i.e. b(r, t) ≈ B. With this assumption, equa-
tion (9) can be simplified into the following:
∂P
∂r
=
λcB∆ρg
∂(B)
∂r
− Qwell
2pirk
λcB + λw(B −B) = −
Qwell
2pirk
1
λcB
= − Qwell
2pikλwB
1
rλ
(22)
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Integrating equation (22) yields the following
P (r, t) = − Qwell
2pikλwB
1
λ
ln(r) + C1 (23)
The expression for the integration constant,C1 was obtained by applying equation 21 as
boundary condition between region 1 and region 2. The resulting expression for C1 is as
follows,
C1 = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− rmin
rmax
+
1
λ
ln(rmin)
]
+ (24)
∆ρgλB
(λ− 1)2
[
ln
(
rmin
rmax
)
+
rmax
rmin
− 1
]
Substituting equation (24) into equation (23) and rearranging terms will give the equation
for formation pressure in region 1, which is as follows,
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− rmin
rmax
+
1
λ
ln
(
rmin
r
)]
+ (25)
∆ρgλB
(λ− 1)2
[
ln
(
rmin
rmax
)
+
rmax
rmin
− 1
]
But rmin
rmax
= 1
λ
and rmax
rmin
= λ
This simplifies equation (25) as follows,
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− 1
λ
+
1
λ
ln
(
rmin
r
)]
+ (26)
∆ρgλB
(λ− 1)2
[
λ− ln(λ)− 1
]
The pressure at the injection well is estimated by substituting r in equation (26) with
rwell as follows,
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P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− 1
λ
+
1
λ
ln
(
rmin
rwell
)]
+ (27)
∆ρgλB
(λ− 1)2
[
λ− ln(λ)− 1
]
B.4: Summary
The sign of g in equations 18 through 27 is negative because buoyancy effect causes
CO2 plume to rise upwards (against direction of gravity). As a result the sign of the term
containing the gravity parameter in equations (20), (21),(26), and (27) become negative.
Therefore, the pressure equations for regions 1, 2, and 3 are as follows:
Region 1:
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− 1
λ
+
1
λ
ln
(
rmin
r
)]
− (28)
∆ρgλB
(λ− 1)2
[
λ− ln(λ)− 1
]
Region 2:
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− r
rmax
]
− (29)
∆ρgλB
(λ− 1)2
[
ln
(
r
rmax
)
+
rmax
r
− 1
]
Region 3:
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
r
)]
(30)
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Lastly, equation for pressure at the injection is a follows:
P (r, t) = Pinit +
Qwell
2pikλwB
[
ln
(
R∞
rmax
)
+ 1− 1
λ
+
1
λ
ln
(
rmin
rwell
)]
− (31)
∆ρgλB
(λ− 1)2
[
λ− ln(λ)− 1
]
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Appendix C: Fortran Code for Analytical Model
PROGRAM analytical_model
!=====================================================
!This program estimates pivotal parameters that can be
!used to screen potential storage sites for carbon
!dioxide sequestration.
!This model predicts the behavior of carbon dioxide in
!confined saline aquifers during injection.
!Pivotal parameters predicted by the model include the
!following:
!(1) Pressure at injection well as a function of time
!(2) Minimum plume extent at bottom of aquifer
!(3) Maximum plume extent at the top of a confined
!aquifer
!(4) CO2-brine interface location as a function of time
!(5) Pressure as a function of space and time (P(r,t))
!(6)CO2 storage efficiency as a function of time.
!=======================================================
! Definition of parameters
!r = radius from injection well in m
!t_s = time (s)
!t = time in years
!B = thickness of formation
!phi = average porosity
!d = depth at top of formation
!temp = temperature in degree Celsius
!rho_c = density of carbon dioxide in kg/mˆ3
!rho_w = density of brine in kg/mˆ3
!delta_rho = rho_w - rho_c
!mu_c = viscosity of carbon dioxide in Pa.s
!mu_w = viscosity of brine in Pa.s
!lambda_c = mobility of carbon dioxide in (Pa.s)ˆ-1
!lambda_w = mobility of brine in (Pa.s)ˆ-1
!lambda = mobility ratio (lambda_c/lambda_w)
!b = thickness of gas plume
!b_prime = b/B, dimensionless thickness of gas plume
!r_prime = dimensionless radius
!V_inj = carbon dioxide injection rate in kg/s
!Q_well = carbon dioxide injection rate in mˆ3/s
!Q = carbon dioxide injection rate in mˆ3/year
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!gamma = Euler’s constant (0.5772157)
!alpha = rock compressibility (6.5 e-11 Paˆ-1)
!beta = pore compressibility (4.5 e-10 Paˆ-1)
!R_inf = radial distance at which formation pressure
!is equivalent to its initial pressure
!P_init = initial pressure in Pa
!P = pressure at the bottom layer of a formation
! in Pa
!P_well = pressure at the bottom portion of well
!Gamm = dimensionless gravity factor
!delta_r = spatial step in the radial direction
!delta-z = spatial step in the z-diection
!ss = specific storativity [-]
!s = storativity in m
!Tr = transmissivity (mˆ2/s)
!V_p = available pore volume
!r_min = minimum radial extent of gas plume in m
!r_max = maximum radial extent of gas plume in m
!S_r = residual brine saturation
!epsilon_s = storage efficiency
!g = acceleration due to gravity (9.81 m/sˆ2)
!pi = constant
!k = intrinsic permeability (mˆ2)
!K_w = conductivity of brine = rho_w*g*k/mu_w (mˆ2/year)
!V_waste = wasted aquifer volume
!Rm = Radial extent of formation (m)
!Sim = similarity variable (rˆ2/t) (mˆ2/s)
!tau = dimensionless time (eq. 5 in chapter 3)
!eta = dimensionless radius (eq. 5 in chapter 3)
!chi = eta*eta/tau
!chi_max = maximum value of chi
USE input_data
IMPLICIT NONE
OPEN(UNIT=6, FILE=’RO_MODEL.DAT’,STATUS=’REPLACE’)
WRITE(6,*) ’’
WRITE(6,*) ’&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
&&&&&&&&&&&&&&&&
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&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
&&&&&&&&’
WRITE(6,*) ’ &
& ’
WRITE(6,4)
4 FORMAT(4X,’& THIS ANALYTICAL MODEL DEPICTS CARBON
DIOXIDE PLUME BEHAVIOR IN A HOMOGENEOUS,
ISOTROPIC, AND & ’/4X,&
’& CONFINED AQUIFER. IT IS AN EXTENSION OF THE
SEMI-ANALYTICAL EQUATION DERIVED BY NORDBOTTEN
& ’/4X,&
’& ET AL. (2005, 2006). THIS MODEL CAN BE
EMPLOYED TO SCREEN POTENTIAL REPOSITORIES FOR
GEOLOGIC& ’/4X,&’
& SEQUESTRATION OF CARBON DIOXIDE.
& ’)
WRITE(6,*) ’ &
& ’
WRITE(6,5)
5 FORMAT(4X,"&
THIS MODEL WAS DEVELOPED IN THE DEPARTMENT OF CIVIL
AND ENVIRONMENTAL ENGINEERING AT THE
& "/ 4X &
& "& UNIVERSITY OF SOUTH FLORIDA.
& " /4X &
& "& DATE : NOVEMBER 30, 2008
& " /4X &
&"
& AUTHORS:
ROLAND T. OKWEN AND JEFFREY A. CUNNINGHAM
& ")
WRITE(6,*) ’
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&’
WRITE(6,*) ’’
WRITE(6,*) ’’
WRITE(6,*) ’
@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@&
@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@’
WRITE(6,*)" @
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THE FOLLOWING ASSUMPTIONS WERE MADE IN THIS MODEL:&
@"
WRITE(6,*)" @ (1) CONSTANT INJECTION RATE
@"
WRITE(6,*)" @
(2) CONSTANT TEMPERATURE (ISOTHERMAL CONDITION) &
@"
WRITE(6,*)" @
(3) NEGLIGIBLE CAPILLARY EFFECT &
@"
WRITE(6,*)" @
(4) NO INTERPHASE MASS TRANSFER BETWEEN CO2&
AND BRINE @"
WRITE(6,*)" @
(5) CONSTANT FLUID PROPERTIES (DENSITY AND&
VISCOSITY @"
WRITE(6,*) ’
@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@&
@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@’
WRITE(6,*) ’’
!Read input parameters
PRINT*,"Enter thickness of aquifer in meters"
!B=100.0
READ*,B
IF(B<0.0) THEN
PRINT*,"The thickness should be a positive number"
STOP
ELSE
CONTINUE
END IF
PRINT*,"Enter radial extent of aquifer in meters &
(Should be greater than thickness)"
!Rm = 100000.0
READ*,Rm
IF(Rm<B) THEN
PRINT*,
"The radial extent must be greater than the thickness of&
the aquifer"
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STOP
ELSE
CONTINUE
END IF
PRINT*,
"Enter value of residual brine saturation,
between 0.0 and 1.0" !S_r = 0.3
READ*,S_r
IF(S<0.0) THEN
PRINT*,"S_r should be greater than or equal to 0.0"
STOP
ELSE
CONTINUE
END IF
PRINT*,
"Enter value of average porosity between 0.0 and 1.0"
READ*,phi
!phi = 0.12
IF(phi<=0.0) THEN
PRINT*,"This formation is impervious "
STOP
ELSEIF(phi>1.0) THEN
PRINT*,"The porosity is unrealistic"
STOP
ELSE
CONTINUE
END IF
PRINT*,
"Enter value for intrinsic permeability in mˆ2"
!READ*,k
k = 1.0e-13
IF(k<=0.0) THEN
PRINT*,"This formation is impervious "
STOP
ELSE
CONTINUE
END IF
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!PRINT*,"Enter depth of aquifer top"
READ*,d
!d = 1200.0
IF(d<=0.0) THEN
d = abs(d)
ELSE
CONTINUE
END IF
PRINT*,
"Enter average formation temperature in degree Celsius"
READ*,temp
!temp = 45.0
PRINT*,
"Enter average density (kg/mˆ3) of carbon dioxide and
viscosity (Pa.s) of carbon dioxide"
READ*,rho_c,mu_c
!rho_c = 700.48
!mu_c = 5.0e-5
IF(rho_c <=0.0 .OR. mu_c <= 0.0) THEN
PRINT*,"Error!! Values must be positive "
STOP
ELSE
CONTINUE
END IF
lambda_c = 1.0/mu_c
PRINT*,
"Enter average density (kg/mˆ3) and viscosity (Pa.s)
of brine"
READ*,rho_w,mu_w
!rho_w = 1176.00
!mu_w = 8.0e-4
IF(rho_w <=0.0 .OR. mu_w <= 0.0) THEN
PRINT*,"Error!! Values must be positive"
STOP
ELSE
CONTINUE
END IF
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! Calculate density difference between brine and CO2
delta_rho = rho_w - rho_c
!Calculate mobility of brine
lambda_w = 1.0/mu_w
! Mobility ratio between CO2 and brine
lambda = lambda_c/lambda_w
!lambda = 10.0
PRINT*,"Mobility ratio = ", lambda
!Calculate transmissivity of brine
Tr = k_c(rho_w,mu_w,g,k)*B ! units (mˆ2/year)
PRINT*,"Transmissivity =",Tr
! Calculate storativity of brine
S = ss(rho_w,g,phi)*B ! Unit (m)
PRINT*,"Storativity =",S
PRINT*,
"Enter carbon dioxide injection rate in kg/s"
READ*,V_inj
!V_inj = 100.0
!convert CO2 injection rate from mass/s to volume/s
Q_well = V_inj/rho_c
!convert injection rate from volume/sec to volume/year
Q = Q_well*60.0*60.0*24.0*365.0
PRINT*,
"How many points in time do you wish to evaluate?"
READ*,num
!num = 4
!PRINT*,
"Enter number of desired data points in radial axis?"
!READ*,n
n= 400
!Calculate pivotal parameters
! calculate Gravity factor Gamm
!Gamm = 6.0
Gamm = 2.0*pi*delta_rho*g*lambda_w*k*B*B/Q_well
PRINT*,"Gravity Factor = ", Gamm
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!Approach: make the fluids Prop subroutine more general.
!distinguish between cases of gravity off or on based
!on the value or expression of Big_lambda
IF(Gamm<0.5) THEN
!Assumption: Gravity factor (Gamm)˜= 0 and the Lagrange
!Multiplier (Big_lambda)= (lambda-1)/(2*lambda)
!Big_lambda = (lambda - 1.0)/(2.0*lambda)
CALL gravity_off(lambda,Q,Q_well,phi,S_r,B,pi,gamma,mu_c&
,mu_w,S,Tr,V_p,Rm,g,delta_rho,k,lambda_w,P,d,rho_w,n,&
num,Gamm)
ELSEIF(Gamm >= 0.2) THEN
PRINT’(A)’," This problem requires inclusion of gravity"
CALL gravity_on(lambda,Q,Q_well,phi,S_r,B,pi,gamma,mu_c&
,mu_w,S,Tr,V_p,Rm,g,delta_rho,k,lambda_w,P,d,rho_w,n,&
num,Gamm,Big_lambda)
!CONTINUE!STOP
END IF
END PROGRAM analytical_model
! %%%%%%%%%%%%%%%%%%%%%%MODULE input data %%%%%%%%%%%%%
MODULE input_data
IMPLICIT NONE
! Variables declaration
INTEGER::max_iter,err1,n,num !i,j,
REAL, EXTERNAL:: f
REAL:: start1,start2,tolerance,root
REAL, PARAMETER:: gamma=0.5772157,pi=3.1415926, g=9.81
REAL:: B,t_s,t,phi,d,temp,rho_c,rho_w,mu_c,mu_w,V_inj,&
S_r,k,Rm,chi_max
REAL, EXTERNAL:: k_c,ss
REAL:: Q_well,Q,lambda_c,lambda_w,lambda,Tr,S,Gamm,&
delta_rho,b_r,P
REAL::r_max,r_min,V_p,R_inf,epsilon_s,V_waste,Big_lambda
END MODULE input_data
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!%%%%%%%%%%%%%%%%SUBROUTINE gravity_off%%%%%%%%%%%%%%%
SUBROUTINE gravity_off(lambda,Q,Q_well,phi,S_r,B,pi,&
gamma,mu_c,mu_w,S,Tr,V_p,Rm,g,delta_rho,k,lambda_w,&
P,d,rho_w,n,num,Gamm)
IMPLICIT NONE
!Dummy argument
REAL, INTENT(OUT)::V_p,P
REAL, INTENT(IN):: lambda,Q,phi,S_r,B,pi,gamma,mu_c,&
mu_w,S,Tr,Rm,delta_rho,g,k,lambda_w,Q_well,d,rho_w
INTEGER, INTENT(IN):: n,num
REAL:: u,r,B_eff!=0.3 ! all in meters
REAL:: S_w,S_eff,points,t,delta_r,Gamm,P_init,P1,P2,&
P3,Sim,t_s,b_r, r_min,r_max,epsilon_s,R_inf
INTEGER:: i,j
!Calculate initial pressure
P_init = rho_w*g*(d + B)
!P_init = 1.3079e7
u = lambda - 1.0
!Loop to read time and calculate corresponding
!parameters at a point in time
delta_r = 1.0
S_eff = 1.0 - S_r
OUTER: DO i=1,num
IF(i==1) THEN
PRINT*,"Please enter the first point in time &
in years:(time)"
READ *,t
ElSEIF(i>1.AND.i<num) THEN
PRINT*,"Please enter the next point in time"
READ *,t
ELSEIF(i==num) THEN
PRINT*,"Please enter your last point in time"
READ *,t
ENDIF
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!Calculate time in seconds
t_s = t*60.0*60.0*24.0*365.0
! Calculate r_min, r_max at this time
r_min = sqrt((Q*t)/pi/lambda/B/phi/S_eff)
r_max = sqrt((lambda*Q*t)/pi/B/phi/S_eff)
V_p = pi*r_max*r_max*B
epsilon_s = 100.0*(mu_c*S_eff)/mu_w
!V_waste = (1.0-(epsilon_s/100.0))*V_p
R_inf = (exp(-gamma*0.5)*sqrt(4.0*Tr*t/S)) + r_max
!100 FORMAT (A,F6.0,1X,A,4X,A,F6.2,A,4X,A,F6.2,A)
PRINT "(3x’Time in years = ’,F6.2)",t
PRINT "(3x’r_min in meters =’,F10.2)",r_min
PRINT "(3x’r_max in meters’,F10.2)",r_max
PRINT "(3x’storage efficiency in % =’,F6.2)",epsilon_s
PRINT "(3x’R_inf =’,F12.2)",R_inf
!PRINT 101,"CO2 storage efficiency at",t,"years:",,"%"
WRITE (UNIT=6,FMT=98) "Time =",t,"year(s)",&
"r_min =",r_min,"m","r_max =",r_max,"m"
98 FORMAT(3x,A,F10.2,A,3x,A,F10.2,A,3x,A,F10.2,A)
WRITE(UNIT=6,FMT=99)"Storage effciency",epsilon_s,"%",&
"R_inf",R_inf,"m"
99 FORMAT (3x,A,F6.2,A,3x,A,F12.2,A)
WRITE(6,*) ’’
WRITE(6,*) ’=========================================&
=====================================================&
====’
WRITE(UNIT=6,FMT=102)"r(m)","b(r,t)(m)","P(r,t)(Pa)",&
"rˆ2/t(mˆ2/s)","Sw"
102 FORMAT (11x,A,12x,A,10x,A,11x,A,12x,A)
WRITE(6,*) ’=========================================&
=====================================================&
====’
!WRITE(6,*) ’’
!PRINT 102,"r","b(r,t)","P(r,t)"
INNER: DO j = 1,n
!create radial points
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IF(j<11) THEN
r = FLOAT(j)*0.3
ELSEIF(j<=20)THEN
r = FLOAT(j)/5.0*3.0
ELSEIF(j<=30)THEN
r = FLOAT(j)*2.0
ELSEIF(j<=40) THEN
r =FLOAT(j)*5.0
ELSEIF(j<=60)THEN
r = FLOAT(j)*10.0
ELSEIF(j<=70)THEN
r = FLOAT(j)*20.0
ELSEIF(j<=80)THEN
r = FLOAT(j)*40.0
ELSEIF(j<=90)THEN
r = FLOAT(j)*100.0
ELSEIF(j<=100)THEN
r = FLOAT(j)*200.0
ELSE
r = FLOAT(j)*500.0
ENDIF
! Calculate similarity variable
Sim = r*r/t_s
!Estimate CO2 plume thickness calculation
b_r = (B/u)*(sqrt(lambda*Q*t/pi/phi/S_eff/B/r/r) - 1.0)
B_eff = B*S_eff
IF (b_r>=B) THEN
b_r = B!*S_eff
S_w = S_r
ELSEIF (b_r>=B_eff) THEN
b_r = b_r!*S_eff
S_w = S_r
ELSEIF (b_r<=0.0) THEN
b_r = 0.0
S_w = 1.0
ELSE!IF (r>r_min.AND.r<r_max) THEN
b_r = b_r
S_w = 1.0 - (b_r/B)
END IF
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! Pressure calculation
P1 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r_max)&
+ 1.0 - (1.0/lambda) + (1.0/lambda)*&
log(r_min/r))
P2 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r_max)&
+ 1.0 - (r/r_max))
P3 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r))
IF (r<r_min) THEN
P = P1
ELSEIF (r>=r_min.AND.r<r_max) THEN
P = P2
ELSEIF(r>=r_max.AND.r<R_inf) THEN
P = P3 !region 3
ELSEIF(r>=R_inf) THEN
P = P_init !!Boundary condition at r = R_inf
END IF
!Print results
!WRITE(6,*) ’’
WRITE(UNIT=6,FMT=104)r,b_r,P,Sim,S_w
104 FORMAT (1x,F15.2,6x,F15.6,6x,E15.6,6x,E15.6,6x,&
F12.4)
!WRITE(6,*) ’’
!PRINT 104,r,b_r,P
END DO INNER
WRITE(6,*) ’=========================================&
=====&
====================================================’
END DO OUTER
END SUBROUTINE gravity_off
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!%%%%%%%%%%%%%%%%%%%%%%SUBROUTINE gravity_on%%%%%%%%%%
SUBROUTINE gravity_on(lambda,Q,Q_well,phi,S_r,B,pi,&
gamma,mu_c,&
mu_w,S,Tr,V_p,Rm,g,delta_rho,k,lambda_w,P,d,rho_w,&
n,num,Gamm,Big_lambda)
IMPLICIT NONE
!Dummy argument
REAL, INTENT(OUT)::V_p,P
REAL, INTENT(IN):: lambda,Q,Q_well,phi,S_r,B,pi,gamma,&
mu_c,mu_w,&
S,Tr,Rm, delta_rho,g,k,lambda_w
REAL, INTENT(IN):: Gamm,d,rho_w,Big_lambda
INTEGER, INTENT(IN):: n,num
REAL:: r ! all in meters
REAL:: S_w,B_eff,points,t,delta_r,P_init,P1,P2,P3,Sim,&
t_s,b_r,r_min,r_max,epsilon_s,R_inf
INTEGER::i,j,option
!Local variable
REAL :: b_prime,u,db,S_eff,g1,g2,chi_max,tau,eta,r_max1,&
rmax_diff,r_min1,rmin_diff
!Calculate initial pressure
P_init = rho_w*g*(d + B)
!P_init = 1.31e7
S_eff = 1.0 - S_r
B_eff = B*S_eff
! Calculate chi_max using equation 7 of Chapter 3
chi_max = (0.0324*lambda - 0.0952)*Gamm + &
(0.1778*lambda + 5.9682)&
*Gamm**0.5 + 1.6962*lambda - 3.0472
PRINT*,"chi_max =",chi_max
db = B/n
u = lambda - 1.0
PRINT*,"Do you want to include gravity effects &
in your pressure calculations?"
PRINT*,"Note: Calculations with gravity turned &
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on predict lower pressures "
PRINT*,"Enter 1 for exclusion of gravity or 2 &
for inclusion of gravity in pressure calculations"
READ*,option
! Loop to read time and calculate corresponding
!parameters at the point in time
OUTER: DO i=1,num
IF(i==1) THEN
PRINT*,"Please enter the first point in time in &
years:(time)"
READ *,t
!Calculate time in seconds
!t_s = t*60.0*60.0*24.0*365.25
ElSEIF(i>1.AND.i<num) THEN
PRINT*,"Please enter the next point in time"
READ *,t
ELSEIF(i==num) THEN
PRINT*,"Please enter your last point in time"
READ *,t
ENDIF
!Calculate time in seconds
t_s = t*60.0*60.0*24.0*365.0
! Calculate tau,r_min, r_max at this time
tau = Q*t/2.0/pi/B/phi/k/S_eff
r_min = sqrt((Q*t)/pi/lambda/B/phi/S_eff)
!r_max1 = sqrt((lambda*Q*t)/pi/B/phi/S_eff)
r_max = sqrt(chi_max*tau*k)
!rmax_diff = r_max-r_max1
!PRINT*,"rmax_diff =",rmax_diff
V_p = pi*r_max*r_max*B
! Calculate Storage efficiency
epsilon_s = 100.0*2.0* S_eff/chi_max
!V_waste = (1.0-(epsilon_s/100.0))*V_p
R_inf = (exp(-gamma*0.5)*sqrt(4.0*Tr*t/S)) + &
r_max
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!100 FORMAT (A,F6.0,1X,A,4X,A,F6.2,A,4X,A,F6.2,A)
PRINT "(3x’Time in years = ’,F6.2)",t
PRINT "(3x’r_min in meters =’,F10.2)",r_min
PRINT "(3x’r_max in meters’,F10.2)",r_max
PRINT "(3x’storage efficiency in % =’,F6.2)",epsilon_s
PRINT "(3x’R_inf =’,F12.2)",R_inf
!PRINT 101,"CO2 storage efficiency after",t,"years:",,"%"
WRITE (UNIT=6,FMT=98) "Time =",t,"year(s)","r_min =",&
r_min,"m","r_max =",r_max,"m"
98 FORMAT(3x,A,F10.2,A,3x,A,F10.2,A,3x,A,F10.2,A)
WRITE(UNIT=6,FMT=99)"Storage effciency",epsilon_s,"%",&
"R_inf",R_inf,"m"
99 FORMAT (3x,A,F6.2,A,3x,A,F12.2,A)
! Choice of pressure estimation approach
!(gravity turned on or off)
!!!Option 1 +++++++++++++++++++++++++++++++++++++++++++
!Pressure calculations
SELECT CASE (option)
CASE (1)
WRITE(UNIT=6,FMT=1020)"You choose the option of &
estimating &
pressure with gravity turned off."
WRITE(6,*) ’’
WRITE(6,*) ’=========================================&
=========================’
WRITE(UNIT=6,FMT=102)"r(m)","rˆ2/t(mˆ2/s)","P(r,t)(Pa)"
102 FORMAT (10x,A,9x,A,7x,A)
WRITE(6,*) ’===========================================&
=======================’
1020 FORMAT (8x,A)
!IF (option == 1) THEN
! Pressure with Gravity turned off
INNER: DO j = 1,n
!create radial points
IF(j<11) THEN
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r = FLOAT(j)*0.3
ELSEIF(j<=20)THEN
r = FLOAT(j)/5.0*3.0
ELSEIF(j<=30)THEN
r = FLOAT(j)*2.0
ELSEIF(j<=40) THEN
r =FLOAT(j)*5.0
ELSEIF(j<=60)THEN
r = FLOAT(j)*10.0
ELSEIF(j<=70)THEN
r = FLOAT(j)*20.0
ELSEIF(j<=80)THEN
r = FLOAT(j)*40.0
ELSEIF(j<=90)THEN
r = FLOAT(j)*100.0
ELSEIF(j<=100)THEN
r = FLOAT(j)*200.0
ELSE
r = FLOAT(j)*500.0
ENDIF
! Calculate similarity variable
Sim = r*r/t_s
! Pressure calculation
P1 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r_max)+&
1.0 - (1.0/lambda) + (1.0/lambda)*log(r_min/r))
P2 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r_max)+ &
1.0 - (r/r_max))
P3 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r))
!Print*,"Pressure in region 1; g excluded:", P1
IF (r>=R_inf) THEN
P = P_init !!Boundary condition at r = R_inf
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ELSEIF(r>=r_max) THEN
P = P3 !region 3
! ELSEIF(r==r_max) THEN
! P = P3 !Boundary condition at r = r_max
ELSEIF (r>=r_min.AND.r<r_max) THEN
P = P2 ! region 2
!ELSEIF(r==r_min) THEN
!P = P2 !Boundary condition at r = r_min
ELSEIF (r<r_min.AND.r>0.0) THEN
!region 1 and boundary condition at r=r_min
P = P1
END IF
!Print results
WRITE(UNIT=6,FMT=104)r,Sim,P
104 FORMAT (1x,F16.4,6x,E12.6,6x,E15.8)
!PRINT 104,r,b_r,P
END DO INNER
!!!Option 2 !++++++++++++++++++++++++++++++++++++++++
Print*,"Option 2 selected"
CASE (2)
WRITE(UNIT=6,FMT=1021)"You choose the option of &
estimating pressure with gravity turned on."
WRITE(6,*) ’’
WRITE(6,*) ’========================================&
==========================’
WRITE(UNIT=6,FMT=1012)"r(m)","rˆ2/t(mˆ2/s)","P(r,t)(Pa)"
1012 FORMAT (10x,A,9x,A,7x,A)
WRITE(6,*) ’===========================================&
=======================’
WRITE(6,*) ’’
1021 FORMAT (8x,A)
INNER1: DO j = 1,n
!create radial points
IF(j<11) THEN
r = FLOAT(j)*0.3
ELSEIF(j<=20)THEN
r = FLOAT(j)/5.0*3.0
ELSEIF(j<=30)THEN
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r = FLOAT(j)*2.0
ELSEIF(j<=40) THEN
r =FLOAT(j)*5.0
ELSEIF(j<=60)THEN
r = FLOAT(j)*10.0
ELSEIF(j<=70)THEN
r = FLOAT(j)*20.0
ELSEIF(j<=80)THEN
r = FLOAT(j)*40.0
ELSEIF(j<=90)THEN
r = FLOAT(j)*100.0
ELSEIF(j<=100)THEN
r = FLOAT(j)*200.0
ELSE
r = FLOAT(j)*500.0
ENDIF
! Calculate similarity variable
Sim = r*r/t_s
g1 = (delta_rho*g*lambda*B/u/u)*&
(Lambda - log(lambda) - 1.0)
g2 = (delta_rho*g*lambda*B/(u*u))*(log(r/r_max) + &
(r_max/r) - 1.0)
!Print*,"Gravity in region 1:",g1
!Print*,"Gravity in region 1:",g2
! Pressure calculation
P1 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r_max)+&
1.0 - (1.0/lambda) + (1.0/lambda)*log(r_min/r)) - g1
P2 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r_max)+ 1.0 - (r/r_max))- g2
P3 = P_init + (Q_well/2.0/pi/k/lambda_w/B)*&
(log(R_inf/r))
!Print*,"Pressure in region1:",P1
IF (r>=R_inf) THEN
P = P_init !!Boundary condition at r = R_inf
ELSEIF(r>=r_max) THEN
P = P3 !region 3
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! ELSEIF(r==r_max) THEN
! P = P3 !Boundary condition at r = r_max
ELSEIF (r>=r_min.AND.r<r_max) THEN
P = P2 ! region 2
!ELSEIF(r==r_min) THEN
! P = P2 !Boundary condition at r = r_min
ELSEIF (r<r_min.AND.r>0.0) THEN
!region 1 and boundary condition at r=r_min
P = P1
END IF
!Print results
!WRITE(6,*) ’’
WRITE(UNIT=6,FMT=114)r,Sim,P
114 FORMAT (1x,F16.4,6x,E12.6,6x,E15.8)
!WRITE(6,*) ’’
END DO INNER1
END SELECT !IF
! Calculation of CO2-brine interface location
WRITE(6,*) ’’
WRITE(6,*) ’========================================&
====================================================&
===================’
WRITE(UNIT=6,FMT=111)"r(m)","rˆ2/t(mˆ2/s)",&
"b(r,t)(m)","Sw"
111 FORMAT (10x,A,9x,A,8x,A,15x,A)
WRITE(6,*) ’===========================================&
=======================================================&
=============’
INNER2: DO j = 1,n
!create radial points
IF(j<11) THEN
r = FLOAT(j)*0.3
ELSEIF(j<=20)THEN
r = FLOAT(j)/5.0*3.0
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ELSEIF(j<=30)THEN
r = FLOAT(j)*2.0
ELSEIF(j<=40) THEN
r =FLOAT(j)*5.0
ELSEIF(j<=60)THEN
r = FLOAT(j)*10.0
ELSEIF(j<=70)THEN
r = FLOAT(j)*20.0
ELSEIF(j<=80)THEN
r = FLOAT(j)*40.0
ELSEIF(j<=90)THEN
r = FLOAT(j)*100.0
ELSEIF(j<=100)THEN
r = FLOAT(j)*200.0
ELSE
r = FLOAT(j)*500.0
ENDIF
! Calculate similarity variable
Sim = r*r/t_s
IF (b_r>=B) THEN
b_r = B!*S_eff
S_w = S_r
ELSEIF (b_r>=B_eff) THEN
b_r = b_r!*S_eff
S_w = S_r
ELSEIF (b_r<=0.0) THEN
b_r = 0.0
S_w = 1.0
ELSE!IF (r>r_min.AND.r<r_max) THEN
b_r = b_r
S_w = 1.0 - (b_r/B)
END IF
!Print results
!WRITE(6,*) ’’ !SPACE
WRITE(UNIT=6,FMT=112)r,Sim,b_r,S_w
112 FORMAT (1x,F16.4,6x,E12.6,6x,E15.8,6x,F12.4)
!WRITE(6,*) ’’
END DO INNER2
WRITE(6,*) ’=====================================&
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==================================================&
========================’
END DO OUTER
END SUBROUTINE gravity_on
!%%%%%%%%%%%%%%%%FUNCTION ss%%%%%%%%%%%%%%%%%%%%%
REAL FUNCTION ss(rho_w,g,phi)
!Function to calculate the storativity of brine
! Dummy argument declaration
REAL, INTENT(IN):: rho_w,g,phi
! Declaration of local variables
REAL, PARAMETER:: alpha=6.5e-11,beta=4.5e-10
!calculate ss
ss = rho_w*g*(phi*beta + alpha)
END FUNCTION ss
!%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
!%%%%%%%%%%%%%%%%%%%%%%FUNCTION k_c%%%%%%%%%%%%%%%
REAL FUNCTION k_c(rho_w,mu_w,g,k)
!Function to calculate the conductivity of brine
! Dummy argument declaration
REAL, INTENT(IN):: rho_w,mu_w,g,k
!calculate conductivity in m/year
k_c = (rho_w*g*k/mu_w)*60.0*60.0*24.0*365.25
END FUNCTION k_c
!%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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A general equation depicting the relationship between ∆P andQ for an isotropic aquifer
is as follows:
∆P = Pw − Pinit = AχQ (32)
where Aχ represent a constant and also vary with well orientation or length. Values Aχ for
the various well types and length used in this study are presented in Table 33.
Table 33: Values of Aχ for χ equal to 1–40.
χ Aχ R2
1 0.5911 0.99
10 0.4967 0.99
20 0.4753 0.99
30 0.4602 0.99
40 0.4566 0.99
Equation (32) estimates pressure changes near horizontal injection wells of lengths up
to 3000 m in isotropic confined aquifers. The equation for estimating the ratio of the
near-wellbore pressures in an anisotropic aquifers (∆Paniso) to that of an isotropic aquifer
(∆Piso) as functions of kvh passing through the origin can be generally described as fol-
lows:
P ′ =
∆Paniso
∆Piso
= Bχlog(kvh) + 1 (33)
Where Bχ are constants for different values of χ as presented in Table 34.
Table 34: Values of Bχ for χ equal to 1–40.
χ Bχ R2
1 -0.24519 0.96
10 -0.38370 0.98
20 -0.36324 0.97
30 -0.35133 0.97
40 -0.33792 0.96
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Equation (33) can be rearranged as follows:
∆Paniso = ∆Piso[Bχlog(kvh) + 1] (34)
Substituting equation (32) into equation (33) gives an equation for estimating ∆Paniso as
a function of Q and kvh which is as follows:
∆Paniso = AχQ[Bχlog(kvh) + 1] (35)
For a given maximum change in pressure within an anisotropic confined formation
(∆Paniso,max), the maximum allowable CO2 mass injection rate (Qmax) can be estimated
by rearranging equation (35) as follows:
Qmax =
∆Paniso,max
Aχ[Bχlog(kvh) + 1]
(36)
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