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The main goal of this work is a fundamental analysis of the impact of building design
parameters on the potential of structural thermal energy storage (STES) for active demand
response (ADR). The scope of the work is on residential buildings – both new and existing –
in the heating dominated context of Belgium.
To evaluate the ADR potential, firstly a quantification method is developed based on 4
performance indicators: the available storage capacity, storage efficiency, power shifting
capability and state of charge. This method not only enables an inter-building comparison,
but also allows for a generic comparison of ADR technologies. An evaluation of the indicators
shows that although they depend on dynamic boundary conditions, and are hence time-
dependent, the available capacity and storage efficiency provide valuable input to f.i. building
designers and grid operators in a design phase. Additionally, the power shifting capability
and state of charge quantify the instantaneous flexibility in an operational phase.
Secondly, a grey-box modelling framework is established for the characterization of the
thermal properties that govern the ADR potential and the dynamic thermal behaviour of
dwellings using on-site measurements. The main added value of this work lays in the
simulation-based approach used to examine the relation between the design of experiment,
the proposed model structure and the performance of the obtained model.
Finally, both tools are combined to assess the ADR potential for the Belgian residential
building stock, showing that intelligent use of STES can reduce the required peak power
capacity associated with a wide-spread integration of heat pumps, while increasing the
penetration of renewables and reducing CO2-emissions. For Belgian dwellings, the available
storage capacity – obtained for simplified boundary conditions, an ADR-event of 4 h and
comfort range of 2 ◦C– is estimated between 12-30 kWh for the radiator heated buildings
and 16-66 kWh for the floor heating. The corresponding efficiencies vary between 66-85 %
for radiator heating and above 90 % for floor heated buildings and are mainly governed by




Het doel van dit onderzoek is om fundamenteel inzicht te krijgen in de relatie tussen
thermische gebouwparameters en het potentieel van structurele thermische opslag voor
vraagsturing. De focus van het werk ligt daarbij op residentiële gebouwen – zowel nieuwe als
bestaande – in een verwarmingsgedomineerde Belgische context.
Om het potentieel voor thermische opslag te evalueren, is in een eerste luik een bereke-
ningsmethode ontwikkeld gebaseerd op 4 indicatoren: de beschikbare opslagcapaciteit, de
efficiëntie, de laadtoestand en de toelaatbare vermogensvariatie. De ontwikkelde methode
laat daarbij niet enkel een onderlinge vergelijk van gebouwen toe, maar eveneens van
opslagtechnologieën in het algemeen. Ondanks de tijdsafhankelijkheid van de indicatoren –
ten gevolge van de invloed van dynamische randvoorwaarden – toont een parameterstudie
dat de beschikbare opslagcapaciteit en de efficiëntie belangrijke informatie bevatten in een
ontwerpstadium voor o.a. gebouwontwerpers of netwerkoperatoren. Aanvullend, geven de
toelaatbare vermogensvariatie en laadtoestand informatie over de ogenblikkelijke flexibiliteit
van een gebouw in een operationeel stadium.
In het tweede luik is een ‘grey-box modelling’ methode voorgesteld voor het karakteriseren
van de dynamische eigenschappen van gebouwen die een impact hebben op het potentieel
voor vraagsturing, alsook voor het identificeren van de dynamische response van bestaande
gebouwen op basis van in-situ metingen. De belangrijkste bijdrage van dit werk ligt bij
het gebruik van een simulatiegebaseerde methode om het verband tussen experiment,
modelstructuur en performantie van het model te analyseren.
Ten slotte, zijn de ontwikkelde methodes gecombineerd om het potentieel van structurele
thermische opslag in het Belgische gebouwbestand te bepalen. De resultaten tonen
dat intelligent gebruik van thermische opslag toelaat om de bijkomende piekcapaciteit
alsook de CO2 uitstoot te reduceren en tegelijk het aandeel aan hernieuwbare energie
te verhogen. Voor Belgische woningen varieert de geschatte, beschikbare opslagcapaciteit
– op basis van vereenvoudigde randvoorwaarden, een duurtijd van 4 u en toelaatbare
v
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temperatuurschommeling van 2 ◦C– tussen 12-30 kWh bij radiatoren en tussen 16-66 kWh
bij vloerverwarming. De overeenkomstige efficiënties liggen tussen 66-85 % bij radiatoren en
boven 90 % bij vloerverwarming. De variatie wordt daarbij hoofdzakelijk veroorzaakt door de
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1.1 Background and problem statement
Large-scale integration of decentralized electricity production from renewable energy sources
is often suggested as a key technology to counter fuel poverty and climate change. Statistics
show how the potential production from renewable sources may outgrow the demand by
far [1, 2]. However, an important bottleneck is, amongst others, the strong intermittency of
electricity production from renewable sources such as solar or wind energy. Because of the
stochastic nature of both the electricity demand and the renewable electricity production, a
mismatch may occur between demand and supply [3, 4, 5]. Currently, the electricity grid is
used as a virtual storage to overcome this mismatch between local electricity production and
demand [6, 7]. With an increasing penetration of renewable energy sources this approach
may in the current infrastructure no longer be sustainable, resulting in grid instability problems
and decreasing efficiencies of large power plants [8, 9, 10].
In this context buildings play a significant role. Today, buildings in Europe represent 40%
of the energy use, hence they account for an important share in the electricity demand
(19.8 % of the annual electricity use in Belgium [11]) and CO2-emission worldwide [12]. In
residential buildings 54% of the energy end-use or 42% of the primary energy is used for
space heating and domestic hot water production. In order to reduce this share, the European
Commission imposes, in the “European Performance of Buildings Directive” (EPBD), that
all new buildings should be nearly zero energy buildings (nZEB) by 2021 [13]. Thereby, an
1
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nZEB combines the minimization of the energy demand by an adequate building envelope
and efficient heating and ventilation systems, with the integration of local renewable energy
sources. Whereas the annual net energy demand of nZEB’s is to be nearly zero, research
shows that as a consequence of the intermittent and stochastic nature of both demand and
supply a significant mismatch exists between the instantaneous local demand and production
[14, 3, 15]. Consequently, when no active measures are taken to match the energy demand
and the production from renewable sources, a high penetration of nZEB’s may result in grid
stability problems and efficiency losses [9, 10, 3, 16].
To overcome the imbalance between demand and supply, guarantee the stability of the
electricity network and optimize the use of renewable energy sources, a decentralization
of the energy market with an increased participation of the consumer is often suggested
[17, 18, 19]. Whereas, the energy market in Belgium – as in most countries – is currently
organized in a load-driven structure whereby the production side is controlled in order to
meet the demand at all times, new market structures, e.g. Smart Grids [20], are suggested.
In these Smart Grids, the grid operators can give incentives such as time-of-use prices to
consumers to adapt their energy use.
Similar demand-response programs are also explored in the context of 4th generation
district heating systems, where local storage and demand-side management are proposed
to increase the efficiency of the district thermal system and increase the penetration of













Figure 1.1: Conceptual daily load profile with (blue)
and without (red) active demand response.
In these active demand response (ADR)
programs, the available flexibility at the
demand-side is exploited to temporary
reduce the peak in the energy demand
(peak-clipping), shift demand in time (load-
shifting) or temporary increase the load
when the incentives are high (valley-filling),
as demonstrated in Figure 1.1. Note that
the general term ’incentive’ is used here
as a source to stimulate the change in
demand since different methods are still
being explored to organize these demand
response programs, such as time-of-use-
pricing, flexibility markets or direct load control [22, 23, 24, 25]. Although a unified framework
is not yet established, these demand response programs have been shown to reduce the
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required investment in grid capacity, large-scale storage systems and peak production units,
while increasing the penetration of renewable sources and the overall energy efficiency on
an aggregated district or even national level [26, 27, 28, 29].
In a residential context multiple studies [15, 30, 31, 32, 33] demonstrate a significant potential
of ADR using thermostatic loads, i.e. heating, cooling and domestic hot water [34] in
addition to white-goods, such as dish-washers or refrigerators, and electric vehicles. Thereby
the available thermal energy storage capacity in buildings is used to pre-heat or pre-cool
buildings when the incentives for ADR are high, e.g. when time-of-use prices are low or (local)
renewable production is high. The goal thereby is to enable a reduction of the energy demand
during periods with high incentives for demand-reduction, e.g. high energy prices, without
jeopardizing the comfort requirements. For ADR using the structural thermal energy storage
capacity the latter imposes that the indoor temperature fluctuations, needed to activate the
storage capacity, may not comprimize thermal comfort [35, 36] and occupant satisfaction.
The use of thermal energy storage to enable these demand response mechanisms is thereby
shown to be a cost effective storage technology compared to f.i. battery storage or chemical
batteries (Figure 1.2) [37]. Moreover, in the context of thermal energy storage in buildings,
this storage capacity is already available today on a large scale in the form of e.g. sanitary
hot water tanks and the massive building structure. Investments to integrate this storage
capacity in a demand-response market would thus be limited to an upgrade of the control and
ICT systems. An important down-side of thermal energy storage, in contrast to f.i. batteries
or pumped hydro, is that an efficient reconversion from the stored heat to electricity is in
general not possible. Thermal storage can as such only be used when heating or cooling are
the required end-uses.
An exploratory study [15], in which a rule-based control strategy was used to shift the peak
demand of a heat-pump and increase the self-consumption of renewable electricity from
a photo-voltaic (PV) system, showed that by activating the structural thermal mass of a
residential building up to 90% of the electricity demand during the peak demand periods can
be shifted. Nevertheless, the impact on the self-consumption of the PV system was found
limited, since periods with high PV-production coincide with low heat demands, due to the
use of passive solar gains in the buildings. Consequently, the potential for load-shifting using
the heating system is limited. Moreover, in line with results found in literature [30, 31, 32],
an important down-side of the activation of the structural thermal energy storage capacity
is the increase in the annual energy use on a building level. This increase was found
to depend upon the thermal properties of the dwelling, the type of heat emission system
and the efficiency of the control strategy and was explained by the higher thermal losses















































Figure 1.2: Comparison of capital cost of different storage technologies as presented by Sabihuddin et.
al [37]
Consequently, the optimal use of structural thermal energy storage in a demand-response
context requires an optimization of the thermal characteristics of the building as well as the
thermal systems and the control strategies.
For the latter, state-of-the-art control strategies take into account predictions of the future
heat demand, comfort requirements and the incentives for demand-response, f.i. time-of-use
energy prices provided by smart meters, to optimize the energy use or the energy cost
for heating or cooling [38, 39, 40]. Simulation-based and experimental results show that
model predictive control (MPC) strategies which take into account both the structural storage
capacity of the building, i.e. the thermal mass embedded in the building structure, and the
non-structural storage capacity, i.e. the storage capacity embedded in the thermal systems,
may result in energy cost savings of 26 % up to 40 %, while maintaining or even improving
thermal comfort [41, 42, 43, 34, 44]. These savings mostly result from the free cooling
potential (eg. through night ventilation) [45], a higher contribution of solar and internal gains
for passive heating [46] and the price differences between peak to off-peak periods [47].
Although the studies above demonstrate that MPC can maximize these benefits and minimize
the storage losses, Privara et al. [48] emphasize that – due to the fact that each building is
unique – one of the key challenges for MPC is the development of robust control models which
accurately capture the dynamic response of the structural thermal energy storage capacity.
Therefore the use of statistical models that have self-learning capabilities is suggested
[49, 50, 51].
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Moreover, the studies indicate that savings strongly depend on the coupling of the building to
the outdoor environment, since the activation of the structural storage increases transmission
and ventilation losses. Nevertheless, the literature review revealed that fundamental research
on the link between the thermal properties of the building – including its thermal systems
– and the availability and efficiency of thermal energy storage capacity for active demand
response is missing. Such an analysis may on the one hand provide valuable information
for grid operators and aggregators on the level of flexibility that may be expected from the
different buildings that are linked to the energy grid. On the other hand it can support building
designers in optimizing the energy efficiency of buildings taking into account the requirements
of the energy grid.
The main goal of this work is therefore to analyse how the design of the building may affect
its suitability for active demand response. Thereby, it should be explicitly emphasized that the
scope of the analysis covers both new and existing buildings, since given the low replacement
rate of existing buildings (0.2-0.5% per year [52]) the latter group is expected to play a
dominant role in the structural storage potential.
1.2 Scope of the work
Since active demand response using structural thermal energy storage is linked to a wide
range of research areas – from the impact of variations in the indoor temperature set-point
on the efficiency of thermal systems to the assessment of the occupant acceptance of these
temperature fluctuations – it is necessary to limit the scope of this work. Based on the gaps
identified in the problem statement as well as my personal background in civil engineering
and building physics, the focus of this work is on the assessment of the relation between the
thermal design of residential building and the suitability for active demand response.
Studies on demand response in literature are mostly focused on office buildings, whereby
applications typically assess the potential for reducing peak cooling loads [53, 54, 55, 56, 34].
This work analyses the potential of residential buildings in the heating dominated climate
of Belgium. With an expected increase in the penetration of energy efficient heat pump
systems for residential space heating [57], residential buildings will play an important role in
the electrification of the energy market. Consequently, demand response using residential
heat pumps by activating the structural storage capacity may result in substantial operational
savings, CO2-emission reductions and support the integration of renewable energy sources.
In addition, it was found that the assessment of the potential for structural storage in literature
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is mainly covered from a system and control perspective. Studies on optimal control strategies
or model predictive control strategies, which take into account predictions of the future heat
demand and ADR incentives, are used to demonstrate peak load reductions on the electricity
grid level, improve the efficiency of heating systems or optimize the use of passive gains.
Nonetheless, a systematic analysis of the impact of the building design parameters on the
identified benefits has not been found. To facilitate such a comparison, simplifications to
the thermal systems and control strategies are introduced.
Rule-based control strategies will be used in contrast to state-of-the-art model predictive
control. Although optimal control strategies, such as MPC, show clear benefits in real
applications due to the complexity and high amount of control variables in complex thermal
systems, for this research the use of rule-based control is found to improve interpretability of
the results [58].
Moreover, the impact of ADR on the efficiency of the thermal production and distribution
systems, such as a reduced production efficiency due to more frequent on/off-cycling,
is not explicitly taken into account. While different studies show that ADR may have a
significant impact on the efficiency of these systems, both in positive and negative sense
[59, 60, 61, 62, 31], it is assumed here that the overall efficiency of buildings for ADR can
be split into the storage efficiency of the structural thermal mass and the efficiency of the
heating system.
In contrast to the simplified heat production system, the relation between the heat
emission system and the activation of the thermal mass is thereby analysed in more detail.
Therefore, two types of hydronic heat emission systems, i.e. radiators and floor heating
systems, are considered as they are commonly used in Belgium and fundamentally differ in
the way they activate the structural storage capacity.
Moreover, it is emphasized here that although the presented methodologies can be readily
extrapolated to cooling applications, only heating is considered in this work , since active
cooling applications are not common in the Belgian residential context and can mostly be
avoided by a proper passive cooling design.
Finally, the potential for active demand response is in general limited by the range of deviations
from normal operation that are acceptable for the user [63, 64, 65, 66]. In the context of
structural thermal energy storage, thermal comfort plays an important role in the potential
of structural storage as it imposes limits to the allowable temperature fluctuations when the
building is occupied. In literature, two general approaches are found to take into account the
thermal comfort limits into ADR control strategies. A first approach introduces thermal comfort
into the cost function that is optimized to calculate the temperature set-points [46, 67]. As
such, the cost for deviations from the comfort temperature should be defined and evaluated
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against the energy cost for heating. Specifying the cost for comfort violations proves difficult
due to the subjective nature of thermal comfort sensation [68]. Therefore, the second
approach uses thermal comfort criteria to impose constraints to the optimization problem.
The level of allowed temperature fluctuations is then based on thermal comfort standards.
Commonly thermal comfort criteria are specified in steady state using the PMV-PPD method
introduced by Fanger [69] and employed in the comfort standards such as ISO 7730 standard
[70] and EN 15251 [71]. However, Humphreys and Nicol [35] show that due to the flexibility
of users in residential buildings, steady state comfort models are no longer valid. Over the
last decades the use of adaptive thermal comfort criteria has been suggested in residential
buildings to account for the wide range of possibilities to adapt to the thermal environment
[72, 73]. Nonetheless, no empirical results are found on the validity of these comfort models
in the context of ADR where user requirements may be influenced by incentives from the
grid operator. Therefore, in this work the allowed amplitude for temperature fluctuations is
added as an additional model parameter to limit the level of temperature variations allowed
for activating the structural storage capacity. In addition to the range of temperatures that is
available for ADR, also the rate of change is an important factor. According to the ASHRAE
standard 55-2004 the indoor temperature should for instance not increase more than 1.1°C
in 0.25 h or 2.1 ◦C in 1 h, although higher values may be allowed if this change is the result
of control or adjustments by the user [74]. It may be argued that adjustments for demand
response can be considered to fall within the latter category. Therefore, these constraints are
not included explicitly in this study.
1.3 Research questions
Whereas, multiple studies have demonstrated that structural thermal energy storage can
be a cost effective and efficient technology for demand response, a fundamental study on
the relation between the thermal properties of buildings and the potential for active demand
response is currently missing. The main research question is therefore formulated as:
"How do building design parameters of new and existing residential buildings
influence the potential for active demand response using structural thermal
energy storage?"
Three main aspects are embedded in this question. First, a framework needs to be
established that allows a quantitative comparison of the ADR potential and flexibility of
structural storage. Secondly, we need to understand how the thermal mass is activated and
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establish a methodology that allows to identify the active structural storage capacity in new
and existing dwellings. Finally, the impact of building design parameters can be evaluated.
In order to cover the different aspects, three groups of additional research questions are
formulated. The first group of questions aims to develop a methodology to quantify the
suitability of a building and its structural storage capacity for active demand response, as
such translating flexibility into a quantitative indicator. The main research questions in this
part are:
• How to quantify the availability of the structural storage capacity for active demand
response?
• How to quantify the amount of heat that is currently stored in the structural storage
capacity?
• How to quantify the efficiency of the storage process?
The second group of research questions deals with the analysis and quantification of the
activation of the structural storage capacity in dwellings:
• How is the structural storage capacity activated?
• To what extent does the thermal mass of different components contributes to the active
storage capacity?
• How to quantify the active thermal mass in new and existing buildings?
Finally, the third group of research questions aims at providing general design guidelines for
new buildings and renovation from the perspective of improving the usability of the structural
thermal energy storage capacity in a demand response context. The research questions are
therefore formulated as:
• Which buildings are best suited for demand-side management using the structural
thermal energy storage capacity?
• Which thermal properties have a significant contribution to the demand-side
management potential?
• What is the link of the usability of structural thermal energy storage with the type and
properties of the heating systems?
1.4 Overview of the dissertation
To answer the research questions, two main tools are presented in this work. On the one hand
a simulation-based framework for the quantification of the ADR potential is established. On
OVERVIEW OF THE DISSERTATION 9
the other hand, a grey-box modelling framework is presented to enable the characterisation
of the main thermal properties – related to the ADR potential – in existing buildings where
these properties are often unknown.
These frameworks are derived using a simulation-based approach to enable a quantitative
assessment of the ADR potential of the structural thermal energy storage in new and existing
residential buildings. Both frameworks are combined and applied in parameter studies
and scenario analyses to quantify the relation between the demand response potential of
dwellings and the building design parameters.
Based on this global methodology, the dissertation is organised in 4 main chapters as shown
in Figure 1.3.
In Chapter 2, the building energy simulation models used to provide a detailed framework
for the analysis of structural thermal energy storage are presented. The building models are
implemented in Modelica using the IDEAS-library developed at KU Leuven [3]. In addition
to a description of the most important models, an assessment of the model accuracy is
presented. Thereby a sensitivity analysis on the main numerical aspects is carried out as
well as a verification against on-site measurements.
In Chapter 3, a generic framework is established that allows for a quantitative comparison
of the ADR potential of buildings as function of the building design parameters. As pointed
out in Section 1.1, a unified framework – that allows for a comparison of the flexibility of
different buildings and even between different storage technologies – was not yet established.
However, as explained in the review of the state-of-the-art presented in Chapter 3, recent
studies have, during the process of this PhD, developed comparable frameworks based on
an optimal control formulation [75, 76]. While such a formulation shows important benefits
in practical applications – since it allows to evaluate an aggregated flexibility of different
subsystems – a more analytical and rule-based approach is used in this work in order to
quantify the fundamental impact of the building design on the ADR potential.
The available storage capacity, the storage efficiency, the power-shift capability and the
state-of-charge, are defined as performance indicators to quantify the flexibility of ADR
technologies. In the second part of this chapter, a parameter study is carried out to evaluate
these performance indicators as a function of the thermal properties of the dwelling.
The parameter study in Chapter 3, shows that the potential of structural storage depends,
amongst others, on the type of the heat emission system, the available thermal mass of
the dwelling and the heat loss coefficient. While these properties can be readily derived
from the building design parameters, one of the goals of this work is to assess the ADR
characteristics and related thermal properties of existing buildings. Therefore, a methodology
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Chapter 2:  
Detailed simulations using IDEAS  
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∙ Verification (numerical settings and verification against measured data) 
Chapter 4:  
Identification of grey-box models 
∙ Accurate prediction and simulation  
of dynamic response 
∙ Physical interpretability of the 
parameters 
 
Chapter 3:  
Definition and quantification 
of ADR characteristics 
∙ Available storage capacity 
∙ Storage efficiency 
∙ State of charge 
∙ Power-shift capability 
Chapter 5:  
Quantifying active demand response potential of Belgian building stock  
∙ Development of reduced-order building stock model 
∙ Contrasting ADR potential of different building typologies 
∙ Potential operational and CO2-emission savings   
Figure 1.3: Guide to the reader
to find the main dynamic thermal parameters of existing buildings is presented in Chapter 4.
The methodology is based on system identification and more specific grey-box modelling.
Grey-box modelling is a system identification technique whereby the model structure is based
on physical knowledge about the system – here the heat balance equations – while the
model parameters are estimated using statistical tools on measurement data of the dwelling.
While the concept of grey-box modelling is not new and has been applied to buildings in
other studies, those applications were mainly focussed on the development of reduced-order
models for prediction and control applications. In this work, the main benefit of grey-box
models compared to black-box techniques, i.e. the physical interpretability of the model
parameters, is evaluated. Thereby, an in-depth analysis of the relation between the design
of experiment, the model structure and the model accuracy is carried out, since a literature
review demonstrated that due to extensive simplifications this direct physical interpretation is
often jeopardized.
In Chapter 5 the quantification methods for the ADR characteristics developed in Chapter 3
and grey-box modelling framework presented in Chapter 4 are applied to quantify the potential
of structural storage in the Belgian residential building stock. Therefore a reduced-order,
dynamic, bottom-up building stock model is developed for the single-family dwellings in
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the Belgian residential building stock. This model is then used to calculate the available
storage capacity and storage efficiency as presented in Chapter 4, contrasting the different
typologies in terms of suitability for ADR. Finally, the operational savings, reductions in CO2-
emissions and peak demand reductions that may be expected from a large scale integration
of ADR in residential buildings are demonstrated. Therefore, the reduced-order building stock
model is implemented in an integrated operational model, which optimizes both demand and
production of electricity on a national level taking into account the flexibility of both structural
and non-structural thermal energy storage.
Finally, in Chapter 6 the main conclusions of this work are summarized and suggestions for




Simulation of structural thermal
energy storage using IDEAS
2.1 Introduction
To assess the impact of building design parameters on the potential of structural thermal
energy storage in an active-demand response context, this work relies mainly on a simulation
based approach. This chapter presents the building energy simulation models that are used
to simulate the dynamic thermal response of buildings. Based on the focus (Section 1.2)
and research questions (Section 1.3) of this work, the main model requirements can be
formulated as:
• The model should enable the analysis of the impact of the properties of building
components on the heat demand, indoor temperature and activation of the thermal
mass on a whole-building level.
• The model should capture dynamic effects due to heating, ventilation, climate and
occupancy on a high time resolution1.
Given these requirements a multi-zone nodal modelling approach has been selected for
this work. This type of building energy simulation (BES) models is encountered in many
commercial and research oriented software packages and is widely used in research and
1Typically, 15 min time steps are used for demand response studies as this is the resolution which is also used at
the electricity market.
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engineering applications [77]. Although more detailed models – using f.i. computational fluid
dynamics – are acknowledged to give important insight into the detailed physical phenomena
that govern the activation of the thermal mass [78, 79], the zonal approach is selected as the
scope of this work is not on the analysis of local effects, such as radiator placement or local
convective heat transfer problems, but on an evaluation of the overall potential for structural
storage on a building level.
In this work, the BES model from the IDEAS-library (Integrated District Energy Assessment
by Simulations) is used. This model is found to be competitive with current state-of-the-art
building energy simulation tools in a BESTEST verification [80], while the library has the
added value of using the Modelica modelling language2. Thereby, the library is built on
equation-based, object-oriented models which are relatively easy to interpret and can be
readily adapted to the specific requirements of the study. Moreover, the IDEAS-library is
specifically designed for energy assessment on a district level. As such, the models developed
and used in this work can be readily extended to an evaluation of demand response on a
district level.
Layout of the chapter Section 2.2 presents the IDEAS-library focussing on the zone and
component models relevant for this work as well as the models used for the heating systems.
The accuracy of the building models is evaluated in Section 2.3, showing a sensitivity analysis
on the relevant numerical aspects as well as the verification of the model accuracy with
on-site measurements.
2.2 Building model implementation in IDEAS
The IDEAS-library3 is a multi-domain modelling library that enables an integrated dynamic
simulation of buildings, thermal systems and electrical systems on a district level using
a bottom-up, object-oriented approach. Bottom-up modelling thereby points to the
hierarchical modelling approach whereby aggregated models are composed of physics-
based implementations of subcomponents. This bottom-up approach is facilitated by the
object-oriented framework realised in Modelica, whereby instances (objects) of submodels
with unique functions are assembled using a connector-concept to form a high-level model.
The paragraphs below summarise the physical equations of the relevant submodels that are
available in the IDEAS-library and used in this work, i.e. the zone model (Section 2.2.1),
2Modelica is an open-source object oriented and equation based modelling language [81]
3The IDEAS-library is publicly available at: https://github.com/open-ideas/IDEAS.
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opaque components model (Section 2.2.2), transparent components model (Section 2.2.3)
and heating system models (Section 2.2.4). Moreover, the implementation of the climate and
occupant related boundary conditions are summarised in Section 2.2.5. A more detailed
description is found in [82].
2.2.1 Zone model
The zone model implemented in the IDEAS-library consists of both the dynamic heat balance
equation for the indoor air and the distribution of long- and short-wave radiation.
The heat balance equation of the indoor air is based on the assumption that the air within the







hc,iAi (Ts,i − Tair) + Q˙inf + Q˙vent + Q˙g,c + Q˙sys,c (2.1)
In this equation Tair is the indoor air temperature and Ca the heat capacity of the indoor
air calculated as facaρaVa, where ca is the specific heat capacity of the air at constant
pressure, ρa is the density of the indoor air, Va is the zone air volume and fa is a correction
factor. The latter can be set greater than 1 to account for the additional thermal mass in the
zone, f.i. to include furniture. Unless stated otherwise, the default value (fa = 5) is used as
suggested by [83, 84].
The first term of equation 2.1 represents the convective heat transfer between the Ns
surrounding components, whereby Ts,i is the interior surface temperature of component i
with a surface area Ai . hc,i is the convective heat transfer coefficient between the air and
surface i as described in Section 2.2.2.
The terms Q˙inf and Q˙vent , in Eq. 2.1, represent the heat flow due to respectively natural
air infiltration and the ventilation flow induced by the ventilation system. Note that airflow
between different zones is, unless explicitly mentioned in the text, not included in the models.
Moreover, the mass flow rates are assumed constant and balanced, meaning that the supply
and exhaust mass flow rates are equal within each zone. Q˙g,c and Q˙sys,c are the convective
fractions of respectively the internal gains – due to occupants and appliances – and the heat
emitted by the thermal systems.
Long-wave radiation in the zone is modelled by a delta-star transformation and the definition
of a fictional star temperature (Tr) [85]. This implementation avoids the need for a detailed
geometric description of the room and is shown to not significantly affect the overall model
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accuracy [86]. Short-wave radiation transmitted through the windows as well as the radiative
fractions of the internal gains (Q˙g,r) and the heat emitted by the thermal systems (Q˙sys,r),
is distributed to the different surfaces surrounding the zone using constant weight-factors.
For the distribution coefficients of the direct solar gains an area weighted average is used,
the other radiative gains are distributed by an area and emissivity weighted average. Note
that as such, the distribution of the solar gains within the zone does not depend on the time of
day and thus of the position of the sun. Nevertheless, [86] shows that, with a deviation on the
maximum cooling load of 0.1-3 %, the overall model is not sensitive to this assumption. Similar
deviations were obtained for the average indoor temperature for the different distribution
scenarios used in the model verification described in Section 2.3
2.2.2 Opaque components
The model for the opaque components consists of three parts, i.e. the heat balance equations
for the interior (i) and exterior surfaces (ii) and the heat conduction between both surfaces
(iii).
For both the interior and exterior surfaces the heat balance equation is given by:
q˙T + q˙c + q˙sw + q˙lw = 0 (2.2)
where q˙T represents the conductive heat flux into the wall, q˙c is the heat flux by convection,
q˙sw the incident direct and diffuse solar radiation and q˙lw the long wave radiant heat
exchange to the environment.
At the inner surface, convective heat transfer is modelled using buoyancy driven, temperature
dependent, convection correlations defined by Khalifa et al. [87] and Awbi et al. [88], while
short- and long-wave radiation are modelled using the distribution coefficients and star
network approach described in the previous section. At the outer surface, the convection
correlations presented by Defraeye et. al. [89] are implemented and the long-wave heat
transfer model is derived from the Stefan-Boltzmann law using the celestial dome temperature
Tsky [90]. A detailed description of all terms is given in [80, 82].
Thermal conduction within the building components is simplified to a one-dimensional ordinary
differential equation using a control volume representation. Thereby the thermal mass of
each material layer in a multilayer wall is lumped to n discrete thermal capacities and the
heat conduction is modelled as a series of thermal resistances (Rn) and capacities (Cn).
Rn and Cn are calculated by dividing the total thermal mass and thermal resistance of the
material layer by the number of elements (n), corresponding to a uniform discretisation as
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Figure 2.1: RC representation of the one-dimensional control volume method used to simulate thermal
conduction for an insulated cavity wall
shown in Figure 2.1. Note that for the boundary elements only half of the thermal resistance
is used, conform with the control volume approach. The heat balance equation for the jth




= Tj−1 − Tj
Rn
+ Tj+1 − Tj
Rn
+ Q˙source,j (2.3)
In this equation Q˙source,j is a source term that may be used for e.g. embedded heating
systems. For the remainder of this work, the number of states per material layer is fixed to 8
which is found to be a good compromise between accuracy and calculation time (see Section
2.3).
2.2.3 Transparent components
The thermal model for transparent components is similar to that of the exterior walls but
includes the absorption of solar irradiation by the different glass panes, the heat transfer
through the gas gaps between the glass panes and the transmission of solar irradiation to
the adjacent indoor zone. A detailed description of all terms is given in [80, 82].
The properties for absorption of short wave irradiation by and transmission through the
transparent components are taken into account depending on the angle of incidence of solar
irradiation and are based on the output of the WINDOW 4.0 software [91] as validated by
Aresteh [92] and Furler [93]. The output from WINDOW 4.0 consists of a matrix with angular
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dependent transmittances and absorbtances for each glass pane. Similar to other dynamic
simulation tools, e.g. TRNSYS, values for different angles are obtained by interpolation.
2.2.4 Heating system model
While component-based dynamic heating system models are available in the IDEAS-library
allowing for a detailed simulation of both thermal and hydraulic aspects, a simplified
implementation of the heating systems is used for this work. This choice is based on
the focus of the work which is on the evaluation of thermal properties of the building on the
potential of structural storage in an active demand response context. It should be emphasized,
as demonstrated in Chapter 5, that the efficiency of the heat production unit has an important
impact on the potential CO2-emissions and operational savings that can be achieved by
ADR. Moreover, multiple studies demonstrate that – using optimal control strategies – the
use of thermal energy storage can be optimised in order to increase the system efficiency
[59, 60, 61, 62, 31]. Nonetheless, given the scope of this work, we assume that the overall
efficiency (ηADR,tot) for thermal energy storage can be split into the storage efficiency of
the building structure (ηADR,STES) and the efficiency of the heating system (ηADR,sys).
The latter includes the production efficiency as well as distribution and control efficiencies.
The overall efficiency of a building for ADR is then given by:
ηADR,tot = ηADR,sysηADR,STES (2.4)
The thermal production unit is modelled as a power limited, ideal heat source and is controlled
by a thermostat comparing the operative zone temperature (Top) to the temperature set-point
(Tset) . Unless stated otherwise, the operative temperature is used as control variable as it
is directly linked to thermal comfort [69].
Two types of heat emission systems are considered in this work, i.e. radiators and floor
heating, as they on the one hand are two commonly used systems in Belgium and on the
other hand fundamentally differ in the way they activate the thermal mass of the building (see
Chapter 3).
The radiators are modelled as a thermal capacity which exchanges heat by radiation and
convection with the zone, as presented by equation 2.5. Crad and Hrad are the thermal
capacity and heat transfer coefficients of the radiator – obtained by linearising the radiator
formula around the design supply temperature. Both properties are based on product data
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Figure 2.2: Schematic representation of the floor heating model




= fradHrad(Tr − Trad) + (1− frad)Hrad(Tair − Trad) + Q˙prod (2.5)
The design fraction of heat that is emitted by radiation (frad) is assumed to be 0.3. Trad, Tr
and Tair are respectively the radiator temperature and the star and air temperatures of the
zone. Q˙prod is output of the ideal heat source. The floor heating system is modelled as a
1D-model with a prescribed heat flow. The heat flow is uniformly imposed at the bottom node
of the screed layer in the ground floor using the source term Q˙source,j in Eq. 2.3. Note that,
based on the sensitivity analysis presented in Section 2.3, each material layer is subdivided
into 8 control volumes. As such, the size of the control volumes varies between 0.1 and 1.5
cm. A schematic representation of the floor heating model is shown in Figure 2.2.
Finally, it is noted that although the indoor temperature profiles obtained by this simplified
emission system models showed good agreement with more detailed models in IDEAS,
they are evidently not suited to accurately predict the return water temperature which is a
prerequisite for a detailed calculation of the system efficiency. Nevertheless, since this work
focusses on the efficiency of the building, the simplifications are considered acceptable.
2.2.5 Boundary conditions
The boundary conditions can be divided into two groups, i.e. climate and occupant behaviour.
The simulations are carried out for the heating dominated climate of Belgium. Thereby TMY3
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data of Uccle are used with a 10-minutes resolution4 [94].
Occupant related internal gains are implemented using a stochastic user model developed
by Baetens and Saelens [95]. In contrast, unless stated otherwise, fixed schedules for the
temperature set-point for heating are used to allow a scenario analysis. The specific settings
for the schedules will be presented in the different chapters.
Finally, the comfort requirements are specified by minimum and maximum temperatures,
limiting the allowed temperature fluctuations for activating the thermal energy storage capacity.
As explained in Section 1.2, the allowed comfort range is used as a model parameter in order
to estimate the impact of user acceptance on the potential of structural storage for ADR.
2.3 Evaluation of model accuracy
In this section, the accuracy of the models presented above is verified. Since the accuracy of
the building model is already shown to be comparable with state-of-the-art building simulation
software in a BESTEST-validation [80]. The discussion here is on the one hand limited to
an assessment of the impact of the solver settings used to simulate the model in Dymola
[96] and the discretisation used for the thermal conduction (Eq. 2.3). On the other hand, the
model accuracy is verified in Section 2.3.2 using on-site full-scale measurements of the Twin
Houses. These measurements have been collected in the IEA EBC Annex 58 project [97]
and provide a high-qualitative data set that allows both a verification of detailed simulation
models and the identification of reduced-order building models. The latter will be shown in
Chapter 4.
2.3.1 Sensitivity to numerical settings
Before presenting the verification of the model accuracy using measured data, the impact
of the solver settings and the discretisation for the conduction equation (Eq. 2.3) is
analysed. The analysis is carried out in two steps. First an inter-model comparison for
the heat transmission through an insulated cavity wall is given to assess the impact of the
number of states in the discretisation of the thermal conduction equations. In the second
step, a sensitivity analysis of the solver settings is carried out on a single zone dwelling,
4A resolution of 10 minutes for the boundary conditions is used since ADR is typically evaluated at a 15 min
resolution.























Figure 2.3: Normalised RMSE-value [%] of the difference in heat flux between the simulations using
the IDEAS-library model and a detailed simulation in HAMFEM in contrast to the CPU time [s]. The
results show the average nRMSE value of the interior and exterior surface as a function of the number
of states in each material layer used for the discretisation of the thermal conduction equation.
corresponding to a typical Belgian detached dwelling built before 19455, which is chosen as
it shows high indoor temperature variations in a day-night heating schedule.
Discretisation of the thermal conduction through a cavity wall The impact of the
number of states used to model each material layer in a multi-layer wall is assessed by
an inter-model comparison. Thereby a cavity wall is modelled consisting of an outer brick (8
cm), mineral wool insulation (12 cm), an internal brick (14 cm) and an interior plaster finishing
layer (1.5 cm). The example of an insulated cavity wall is shown here as it is current practice
in Belgian residential buildings and as it shows high temperature gradients over the wall.
As a reference, the model is implemented in HAMFEM [98] which uses a finite element method
to simulate heat and mass transfer in building components. Based on a grid-sensitivity study,
200 elements are used to model the wall in HAMFEM, showing a difference in heat flow of
less than 1 % compared to a model with 100 elements. The simulations are carried out for a
whole year using the outdoor climate of Belgium and a constant indoor air temperature of
20 ◦C as model inputs. The surface temperatures and heat fluxes on both the indoor and
outdoor surface are used as an output and simulated with a time resolution of 1 min.
In IDEAS, the cavity wall is simulated6 using the surface temperatures obtained by HAMFEM
as input signals. The heat flux at the interior and exterior surfaces are selected as model
outputs and compared to the HAMFEM results.
5The building model is part of the dynamic building stock model developed in Chapter 5. Since for this analysis
only the relative impact of solver settings and the discretisation of opaque components is evaluated, we do not
include the building description here, but refer to Section 5.1
6The simulations are conducted in Dymola [96] using the DASSL-solver with a tolerance of 10−12.
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Figure 2.3 shows the normalised RMSE values7 (nRMSE) of the difference in heat flux
between the IDEAS-library and HAMFEM models, averaged for the interior and exterior
surface.
A comparison of the model scenarios – using 2 - 16 states for each material layer – shows
a significant reduction in the nRMSE values when the number of states increases from 2
to 8. For the latter an nRMSE value for the minutely heat flux of 0.63 % is obtained. At
the same time the total annual heat absorbed by the wall is underestimated by 0.18 %.
Further increasing the model order does not significantly reduce the nRMSE values which is
considered not to outweigh the increase in calculation time. Consequently, for the remainder
of the work 8 states are used per material layer. The same number of states is used for every
layer to simplify the model implementation, even though less states may be used for thin
layers to reduce the simulation time.
Solver settings The impact of the solver settings on the obtained simulation accuracy is
quantified for the simulation of a single zone dwelling. This is one of the typical model cases
used in this work.
The building is implemented as a single zone model and simulated for a simulation period
in spring (April 15th - May 30th) for the Belgian climate. The spring period is chosen as it
is characterized by both high dynamic excitation at the exterior surface due to solar gains
and at the interior surface due to the heating system. As such, it represents a worst case
scenario. The simulations are carried out in Dymola [96] using the radiator heating systems
described in Section 2.2.4. Two simulations are carried out for each of the solver settings,
corresponding to the two simulations that are used in Chapter 3 to quantify the ADR potential
(Figure 3.2). The first simulation, denoted as ‘Ref’, uses a thermostatic control with a fixed
occupant schedule. The second simulation, referred to as ‘ADR’, includes in addition to the
occupant schedule a period of 8 h in which the thermostat set point is increased by 3◦C.
The temperature increase starts on April 15th at 11 AM, the occupied period is set from 8
AM to 10 PM. This latter simulation represents an active demand response event in which
the heating system is used to activate the thermal mass of the dwelling. Note however that
the settings of the duration and the temperature increase for the ADR event represent an
extreme case.
For the sensitivity study, the difference between the two simulations in the total heat produced
by the ideal heating system (δQ) is calculated at the end of the 8 h ADR-event (t1) and at
the end of the simulation period (t2). Both results play an important role in the quantification




(yˆ(t)− y(t))2/(ymax − ymin), with yˆ(t)
and y(t) respectively the simulated and measured signals and n the length of the number of samples



















Output at time: l t1 t2
solver l lDASSL LSODAR
Figure 2.4: Impact of solver settings on the relative simulation error of output δQ [%] and on the CPU
time [s]. For both solvers, the markers represent from left to right the tolerances settings, which are set
to respectively 10−3, 10−6, 10−9 and 10−12.








where ti refers to either the end of the ADR event (t1) or the end of the simulation period
(t2). Q˙sys is heating power emitted by the ideal heating system.
The sensitivity of the results to the solver settings is analysed by comparing two of the
commonly used solvers in Dymola, i.e. DASSL and LSODAR, for a range of solver tolerances
varying between 10−3 and 10−12. For both solvers a variable step-size is used and the
output is in double precision.
Figure 2.4 shows the impact of the solver type and tolerance on the relative error on δQ and
on the cpu time. The simulations are run on an Intel(R) Xeon(R) CPU E5-1620v2 processor
(3.7 GHz) with 16.0 GB RAM. The error is estimated by comparing the output for each case
to the simulated results with the DASSL solver and a solver tolerance of 10−12.
Thereby it is shown that up to t1, i.e. the end of the ADR period, both solvers show a
comparable accuracy and simulation time. Nevertheless, for the output at the end of the
dataset a significant difference is found between the LSODAR and DASSL solver. This
difference is caused by errors in the event detection for the LSODAR-solver which did not
switch off the heating at the end of the ADR period. Consequently, the additional heat
delivered by the system at the end of the simulation period (t2) is an order of magnitude
higher.
Based on the results of Figure 2.4, the DASSL solver with a tolerance of 10−9 will be used.
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For this setting a relative error of 0.001-0.01% was found. Further reducing the tolerances
does not compensate for the increased calculation time.
2.3.2 Verification with on-site measurements
Description of the building
In this section the verification of the model with on-site, full-scale measurement data for a
multi-zone building is presented. The measurements were conducted – in the framework
of the IEA EBC Annex 58 project – in the Twin houses (the O5-building) at the Fraunhofer
institute in Holzkirchen (Figure 2.5). The O5-building is one of two identical, single-family
houses that have been constructed to allow comparative, full-scale experiments of building
components and technical systems with the aim of analysing the energy efficiency under
identical weather conditions. A full description of the test facility as well as the experiment
design is given in [99].
For the experiment only the ground floor of the building is used, while the attic and cellar
are kept at a constant temperature. The ground floor consists of 7 zones (Figure 2.5) and is
divided in 2 parts, i.e. the controlled zones and the boundary zones. The controlled zones
consist of the 4 south-oriented rooms: the living room (1), the corridor (2), the bathroom (3)
and the bedroom (4). They are referred to as controlled zones because in these zones a
dynamic heating experiment is carried out which will also be used for the identification of
reduced-order building models (Chapter 4). The North-oriented rooms, i.e. the kitchen (5),
the doorway (6) and the parent bedroom (7) are referred to as the boundary zones since they
are heated to a constant set-point equal to that of the attic and the cellar. To separate both
parts the doors between the controlled and boundary zones have been sealed. In contrast,
the doors between the controlled zones are open to allow for a strong mixing of the indoor air.
The building has a ground floor area of 100 m2 and is constructed and insulated in line with
the German energy code (EnEV 2009). The outer walls are exterior insulated brick walls with
U-values between 0.20 W/(m2K) and 0.27 W/(m2K). The windows have double-pane
thermal insulated glazing with a U-value of 1.2 W/(m2K). The ceiling has a concrete
structure with 2 insulation layers respectively at the inner surface adjacent to the controlled
zone, and between the concrete structure and the screed top layer. The resulting U-value
of the ceiling is 0.17 W/(m2K). The floor has a concrete layer of 6.5 cm adjacent to the
controlled zone and a U-value of 0.26 W/(m2K). A balanced ventilation system is used for
the controlled zones. The flow rate is kept constant at 60 m3/h with supply in the living room
and the exhaust equally distributed over the bathroom and the bedroom. The supply and







Figure 2.5: Image (left) and floor plan (right) of the Twin Houses
return air temperatures are measured respectively after and before the fan to account for the
heat of the fan which is transferred to the air. No ventilation is used in the boundary zones.
The air-tightness of the dwelling was measured before the start of the experiment using a
blower-door test, resulting in an n50-value of 1.67 ACH.
An overview of the building components and the building geometry is given in Table 2.1. Note
that in addition to the surface areas and UA-values the table also shows the total thermal
capacity (Ctot) and specific effective thermal capacity (Ceff ), as well as their corresponding
area weighted averaged values: U , ctot, ceff . A physical explanation of these capacities is
given in Chapter 4.
The data sets and detailed model specifications used to perform the presented validation
exercise are accessible from the website of the IEA EBC Annex-58 project [97].
Experiment design and measured data
The experiment consists of three phases in order to enable both detailed building model
validation as well as identification of reduced-order models and characterisation of the thermal
properties – as was aimed for in the IEA EBC Annex 58 project. The full sequence is shown
in Figure 2.6. For the controlled zones the sequence consists of 3 periods with a constant
temperature period used as initialisation (init 1, 2 and 3), a free-floating period (free-float)
during which the heating is switched off and a period with dynamic heat input (ROLBS).
During this dynamic heating period a ROLBS sequence, or Randomly Ordered Logarithmically
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Ext. Walls A 18.62 0.27 308 288 5.04 5737 5363
Ext. Walls B 39.34 0.20 305 288 7.85 12012 11329
Int. Walls A 10.89 1.09 264 264 11.88 2874 2874
Int. Walls B 13.89 1.79 163 163 24.87 2264 2264
Ceiling 69.91 0.17 629 6.72 11.62 44000 470
Floor 69.91 0.28 664 130 19.40 46431 9088
Boun. Walls A 8.77 1.09 264 264 9.58 2317 2317
Bound. Walls B 7.48 1.79 163 163 13.40 1219 1219
Bound. Doors 5.47 1.97 24 24 10.77 131 131
Windows 15.08 1.12 16.93
Theoretic value Heat transfer coefficient Effective capacity
W/K MJ/K
Ventilation/Indoor air capacity 31.8 0.17
Envelope total 36.6 16.7
Envelope opaque 12.3 16.7
Boundary walls 67.77 13.1
Internal walls 5.1
Table 2.1: Insulation and thermal mass properties of Twin House
Controlled zones
Boundary zones

















Zone 1 3 4 5 6 7Figure 2.6: Temperature measurements for controlled and boundary zones for the whole test period.
distributed Binary Sequence8, is applied as control signal for the electric radiators in the
controlled zones, while the boundary zones have a constant temperature set point of 22 ◦C.
8ROLBS is a pseudo-random sequence that ensures that the heat input is uncorrelated to the other boundary
conditions. As such, a persistent excitation is generated to improve the identifiability of grey-box models as shown in
Chapter 4.

































Mai 02 Mai 04 Mai 06 Mai 08 Mai 10 Mai 12 Mai 14
data source measuredFigure 2.7: Measured input signals. From top to bottom th outdoor air temperature (Te [◦C]) ,
direct (Qsol_dir [W/m2]) and diffuse (Qsol_dif [W/m2]) horizontal solar irradiation, heating power
(Qsys [W]) and supply air temperature (Tsup [◦C]) are shown.
An extensive set of data is collected of which the indoor (Ti) and outdoor (Te) air
temperatures, solar irradiation (Q˙sol) , ventilation rate (V˙ ) and supply temperature (Tsup) ,
heating power (Q˙sys) and heat flux measurements have been used in this work. Figure 2.7
illustrates a subset of the input measurements during the period with the ROLBS input signal
for the heating system. From top to bottom the outdoor air temperature, direct and diffuse
solar irradiation, heating power and supply air temperature are shown. The measurements
are collected by a central PLC system that also controls all heaters, thereby avoiding possible
synchronisation problems. All sensors are read at a 1 second interval and re-sampled with a
60 second interval. A more detailed description of the measurement set up as well as an
assessment of the accuracy is found in [99].
Model implementation
The building is implemented using a 7 zone model, i.e. one zone for each room. The thermal
properties and building geometry are implemented according to the modelling specifications
provided in the common exercise of Subtask 4 of the IEA EBC Annex 58 [97]. Nevertheless,
some additional assumptions were needed since some of the physical phenomena, such as
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thermal bridges and inter-zone airflow through open doors, are not yet available in the IDEAS-
library. In the context of subtask 4 of the IEA EBC Annex 58 project, different assumptions
have been tested in a scenario analysis to estimate the sensitivity of the results [100, 101].
For the results shown in this section, thermal bridges are – as a simplification – included
directly as a loss term (Q˙TB) in the heat balance of the zone (Eq. 2.1). The loss term is
given by:
Q˙TB = (Tair − Te)
∑
ΨeLe + (Tair − Tatt)
∑




where Tatt, Tcel and Te are respectively the temperatures of the attic, cellar and outdoor air,
Ψc , Ψf and Ψe are the linear thermal bridge coefficients in the ceiling, floor and envelope
with corresponding lengths Lc, Lf and Le . Note that the attic and cellar have not been
modelled. Instead, the measured temperatures are used as boundary conditions for the floor
and ceiling of the zones on the ground-floor.
To account for the high coupling – as a result of the open doors – between zone 2 and
respectively zones 1, 3 and 4, an additional term (Q˙δ,i,j) is included in the heat balance
equation of the zones (Eq. 2.1):
Q˙δ,i,j = Hδ,i,j(Tair,i − Tair,j) (2.8)
where Tair,i and Tair,j are the air temperature of room i and j, and Hδ,i,j is the coupling
coefficient. Based on a qualitative (visual) analysis of the data, a high coupling coefficient of
50 W/K is implemented.
The heating system consists of electric resistance radiators, modelled using the ideal radiator
heating system presented in Section 2.2.4. Thereby the production efficiency is assumed to
be 100% and the radiant fraction (frad) is set to 0.3, according to the IEA EBC Annex-58
modelling specifications [97].
The control of the heating system for the controlled zones is split into 4 periods in which
alternatively the indoor temperature and the heat input are controlled. Between April 9th and
18th and between April 23rd and 27th the heating system is controlled with a thermostat set
point equal to the measured air temperature. As such, the measured and simulated heating
powers can be compared as an output during these periods (indicated by the grey area in
Figure 2.8). Alternatively, during the other periods the measured heating power is used as an
input for the model while the indoor air temperatures are used as the model output. Note
that for the north zones (zone 5-7) the thermostatic control is used throughout the entire
simulation with a set-point temperature of 22 ◦C.




































Zone 1 3 4
Figure 2.8: Comparison of measured and simulated heating power (top) and air temperature (bottom)
for the living room (zone 1), the bathroom (zone 3) and the south bedroom (zone 4). The grey areas
indicate the periods where a thermostatic control is used in contrast to a prescribed heating power.
Verification results
The simulated indoor air temperature and heating power for zones 1, 3 and 4 are shown
in Figure 2.8. The figure shows a slight underestimation of the heating power, especially
for the living room (zone 1), when the thermostat control is used (grey areas in Figure 2.8).
Based on the first initialisation period RMSE values of 168 W (11 %), 46 W (15 %) and 55 W
(14 %) are found for respectively zone 1, 3 and 4. The highest deviations are thereby found
(Figure 2.8) during periods with high solar gains, where high frequent peaks in the residuals
are found. Moreover, for zone 3 and 4 the residuals decrease significantly near the end of
the initialisation period, from 680 W to 12 W for zone 3 and from 870 W to 18 W for zone 4,
indicating that the errors are mainly caused by the initialisation at the start of the simulation.
More important differences are found for the indoor temperature during the ROLBS periods
(April 29th - May 13th). Since during this period the heat input is controlled to match the
measured heating power, an underestimation of the thermal losses or an overestimation of
the gains, will result in a systematic deviation of the simulated indoor air temperature from the





























Figure 2.9: Comparison of measured and simulated surface temperatures (top) and heat flux
measurement (bottom) at the inner surface of the west wall in the living room.
measured values. Figure 2.8 shows maximum temperature deviations of 3.57 ◦C (19.6 %),
4.57 ◦C (29.1 %) and 3.18 ◦C (23.8 %) for respectively zone 1, 3 and 4. The nRMSE values
for the indoor temperature during the ROLBS period and the final constant temperature period
(April 29th to May 13th) are 1.0 ◦C (5.5 %), 0.8 ◦C (5.1 %) and 0.6 ◦C (4.5 %) for zone 1, 3
and 4. It should however be noted that the main differences are found during the periods
where the measurements showed significant stratification in the rooms (see further in Fig.
4.25). During the cool-down and constant temperature periods, the temperature differences
are less pronounced. Moreover, during the last constant temperature period (May 14th-19th)
– in which the heating power is used as the input and not the thermostat set point – the air
temperature in the simulation is on average 0.5-0.7 ◦C higher than the measured values.
Finally, Figure 2.9 shows the comparison of the simulated and measured surface temperature
and heat flux at the west wall of the living room. The simulated flux is obtained from the
model using the term qT from Eq. 2.2. As for the air temperature (Figure 2.8(bottom))
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a significant overestimation of the surface temperature is shown in Figure 2.9(top) during
the period with the heating power as input signal, i.e. from April 29th until the end of the
experiment. Nevertheless, during this period the simulated heat flux corresponds well to the
measured data.
At the same time, an overestimation of the measured surface temperature is also found during
the period where the thermostatic control is applied (April 9-18 and 23-27). The flux through
the wall is underestimated during this period. Both results point to an underestimation of the
transmission losses. This underestimation may result from model errors, but given the level of
accuracy found in Section 2.3.1, the results are likely to be caused by discrepancies between
the specification of the construction properties provided in the modelling specifications and
the as-built values.
2.4 Conclusions
This chapter describes the building energy simulation models that are the basis for the
remainder of this work. The models extend from the IDEAS-library in Modelica. Thereby
the choice for the IDEAS-library was based on the equation-based and object-oriented
framework in Modelica which were found to be strong assets which significantly simplify the
implementation of new models and the adaptation of existing components to the specific
needs of the study. Moreover, given the district oriented, bottom-up modelling approach that
is used in the IDEAS-library, the models and quantification frameworks developed in this
dissertation can be readily extended to district energy assessments.
Both the numerical and physical accuracy of the simulations have been analysed. Thereby it
was found that the DASSL-solver in Dymola needs more calculation time but is more robust
than the LSODAR-solver. Therefore the former will be used in the remainder of the work
with a tolerance of 10−9. Moreover, the simulation results were found to depend significantly
on the number of states used to discretise the thermal conduction equation. Thereby, a
minimum of 8 states per layer was needed to reduce the normalised RMSE-value of the heat
flux through a multi-layer wall to less than 1 % for the comparison between a detailed finite
element model in HAMFEM and the IDEAS-library model. Consequently at least 8 states per
material layer are used for the remainder of the work.
In addition, the model is validated against on-site measurements. A comparison of the indoor
air temperature and the heating power showed that on average the model underestimates the
thermal losses by 10-15 %. Moreover, a comparison of the heat flux and surface temperature
at the inner surface of the outer walls indicated that even in the constant temperature periods,
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the losses through the wall are underestimated. As such, part of the deviations between the
simulations and the measurements are likely to be caused by discrepancies between the
material properties provided in the modelling specifications and the as-built values.
Additional, more detailed measurements are needed to prove these hypotheses. Nonetheless,
given the complexity of the experiment, a 10-15 % deviation on the heating power and a
temperature deviation of 0.5-0.8 ◦C during the final constant temperature period are deemed
to be acceptable.
Chapter 3
Flexibility for active demand
response using structural thermal
energy storage
3.1 Introduction
As presented in Section 1.1, multiple studies are found in literature which demonstrate the
potential of the structural thermal mass of dwellings for active demand response [102, 44, 47,
43, 46, 56]. A systematic analysis of the relation between the building design parameters
and the flexibility of the structural storage capacity for active demand response has not yet
been established.
The goal of this chapter is therefore in a first step to develop a generic set of key performance
indicators that allows the quantification of the ADR potential of a building. These performance
indicators should not only enable a quantitative comparison of the flexibility of different
buildings, but also facilitate a comparison with other storage technologies in a Smart Grid
context. Therefore this chapter presents a definition and quantification method for these
storage metrics that is independent of the energy market structure or demand response
mechanism.
In a second step, this chapter aims at quantifying the impact of building design parameters on
the suitability of buildings for structural thermal energy storage in an ADR context. Thereby it
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should be emphasized that although different studies show that the efficiency of the thermal
systems used to activate the structural storage capacity, such as heat pumps or combined
heat and power units, is a key parameter in the suitability of a building for ADR, the focus
of this work is, as presented in Section 1.2, on the impact of the thermal properties of the
building, and its interaction with the thermal emission system, on the ADR potential of the
structural storage capacity.
Layout of the chapter Based on the literature study (Section 3.2), the available storage
capacity, the efficiency of the storage process, the power shifting capability and the state of
charge are identified as key performance indicators for the quantification of the ADR potential
of structural thermal energy storage.
In Section 3.3, the definitions of these generic performance indicators and the corresponding
quantification methodologies are presented. Thereby, simulation-based quantification
methods are developed using a simple rule-based approach. Although, in practice – especially
for complex systems – a quantification method using an optimal control approach [75, 76] has
important benefits, the rule-based approach is used in this work from a research perspective
as it enabled a comprehensive, fundamental comparison of the impact of building design
parameters.
In the second part of this chapter, the evaluation of these performance indicators as a function
of the building design parameters is presented by means of an extensive parameter study.
Given the distinct nature of the defined performance indicators, the analysis and discussion
of the results are split into two parts. Section 3.4 presents the parameter study using building
energy simulations to evaluate the impact of the building design parameters on the available
storage capacity and the storage efficiency. Section 3.5 demonstrates the methodology to
quantify the state of charge and the power shifting capability.
Finally, based on the analysis in this chapter, conclusions and suggestions for building and
control design are formulated in Section 3.6.
3.2 State of the art in quantification of ADR potential
The potential of structural thermal energy storage for active demand response is commonly
evaluated in the context of case studies. These studies can be grouped into two categories:
(i) a top-down analysis focusing on the macro-economic benefits of activating flexibility and (ii)
a bottom-up evaluation of active demand response focusing on the technological aspects of
ADR and storage. The latter starts from an analysis on a technology or component level and
STATE OF THE ART IN QUANTIFICATION OF ADR POTENTIAL 35
aggregates the results, based on estimates of the impact of individual technologies and the
distribution in the total population, to quantify the impact on an aggregated level. In contrast,
a top-down approach starts from observations on the aggregated level, typically consisting of
historical data, to identify the inter-relations of technological or economical changes in the
lower level [103].
In the first group, top-down approaches mostly analyse the macro-economic impact of
ADR by taking into account the flexibility of different storage technologies and demand-side
management strategies in the energy market. The flexibility for ADR is thereby typically
presented as the percentage of the total load profile that can be shifted in a certain time frame,
typically 24 h [104]. Alternatively, the flexibility may be implemented by price elasticities1
[27, 105]. This price-elasticity for demand can then for example be included in a unit
commitment problem to optimise the electricity production taking into account the flexible
load. Nonetheless, [106] argues that in these studies the physical aspects of the demand-
side are often not well represented, eliminating the capability of identifying key areas for
improvements for the reduction of energy use. Moreover, [103] emphasizes that the reliance
on historical data is also a drawback as top-down models have no inherent capability to
model discontinuous advances in technology.
In the second group, bottom-up studies found in literature mostly use case-studies to
demonstrate the impact using the flexibility of thermal energy storage on the peak heating
and cooling demand, the use of passive gains, the benefits of time of use pricing
[102, 44, 47, 43, 46, 56, 58]. Typically optimal control strategies are developed and evaluated
for their potential to activate the structural storage capacity of buildings for active demand
response. Thereby, the reduction of the energy cost, the shift of peak electricity use or the
increased use of local renewable electricity production are used as performance criteria,
showing the potential of structural storage for active demand response. In these studies,
the flexibility of demand response technologies is often not explicitly defined and the term
may refer to various aspects ranging from the response time or the power capacity to the
degree of robustness in a given energy market scenario, such as the ability to increase
self-consumption or reduce peak demand [107]. However, these performance indicators are
found to not reflect the actual flexibility of a building but instead they demonstrate the result
of using this flexibility in an optimal control strategy. Consequently, the obtained performance
indicators for buildings properties are not only function of the building design but also of the
implemented market or control scenario.
1In economics, price elasticity of demand is used as a measure to indicate the change in the quantity demanded
of a good in response to a price change.
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In contrast, Oldewurtel et al. [76] propose a standardised, bottom-up quantification method
for the ADR potential based on the definition of the power shifting capability and the power
shifting efficiency. The power shifting capability is defined as the maximum upward or
downward power shift that is obtained by active demand response. This shift is quantified by
performing an optimal control problem with a short, but high, block pulse in the energy price.
The corresponding efficiency is defined as the additional energy use compared to the shifted
power. A similar formulation is proposed by De Coninck [75], quantifying the flexibility of a
building and the associated cost by calculating the activated flexibility as a deviation from
the optimal control solution, f.i. minimum energy use or minimum energy cost. While these
studies also use optimal control strategies to quantify the buildings flexibility, the optimal
control problem is formulated in a generic way – unrelated to a specific market scenario.
Consequently, both approaches allow to quantify the generic flexibility of the building for
active demand response. The resulting power shifting capability and the power shifting
efficiency [76] or the flexible capacity vs. cost relation [75] can be therefore interpreted
as a property of the building and its system rather than the result of a scenario-specific
optimisation. Nonetheless, it is found that although the use of optimal control provides a
strong tool for quantifying the flexibility of complex systems, the interpretation of the results as
a function of the contribution of specific building aspects to the flexibility is found to be difficult.
For example, it is not always clear whether the increased energy use due to activating the
flexibility results from a change in the production efficiency of the heating system, a reduced
usability of passive solar gains or increased thermal losses due to higher indoor temperatures.
Whereas these studies demonstrate the potential of ADR, mostly in a specific energy
market context, an in-depth analysis of the impact of the building design parameters on
the demand-side management potential, taking into account e.g. the insulation quality, the
compactness, the infiltration rate is not found in literature. Moreover, unified performance
criteria that allow for a systematic comparison of storage and demand response technologies
in a general demand response context is not yet established. Such a framework should
specify performance indicators that quantify the techno-economic performance of storage
technologies, considering both the perspective of the grid developer and the end-user.
Thereby the term grid developer is used here as a general term for all stakeholders involved
in developing, operating and maintaining energy distribution systems, such as transmission
and distribution system operators. Thereby also the government may be considered as a
stakeholder which is interested in reducing the CO2-emissions. These stakeholders are in
addition to economic and safety parameters, interested in (i) the total amount of energy that
can be stored in the structural storage capacity, (ii) the amount of energy that is currently
stored within this capacity and (iii) the additional storage losses that are introduced by
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activating the thermal mass. In the case of structural storage for ADR the end-user, i.e. the
building owner, is interested in (i) maintaining a comfortable indoor environment and (ii) the
potential profit that could result from making the storage capacity of the building available for
ADR. Thereby the latter not only refers to monetary savings but also security of supply may
be an important factor.
In order to develop such a framework, Ibrahim et al. [108] summarise the techno-
economical characteristics of storage systems to establish comparison criteria for selecting
the appropriate technology. They state that in addition to operational requirements such
as reliability, safety and environmental impact, the main characteristics needed to compare
storage technologies are:
• storage capacity: amount of energy that can be stored [kWh]
• energy density: amount of energy that can be stored per unit of mass [kWh/kg] or
volume [kWh/m3]
• autonomy: maximum time the system can continuously release energy [s]
• efficiency: 1 - ratio between self-discharge and stored energy [-]
• available power: maximum power of charge and discharge [W]
• ramp rate: ability to change the power demand or supply [W/s]
• response time: time needed before technology is available [s]
• costs: investment and operational costs of storage [euro]
• durability: maximum number of cycles [-]
Similar performance criteria are used by the International Renewable Energy Agency in a
technology assessment report for battery storage [109]. However, it is evident that whereas
these properties may be readily available for traditional storage systems, such as battery
storage systems or thermal water storage tanks, no literature was that quantifies these
properties for structural thermal energy storage in buildings. Nonetheless, it is expected that
the first 3 characteristics, i.e. the storage capacity, energy density and autonomy, are closely
linked to the available thermal mass of the building. In contrast, the available power, the
ramp rate and response time may be linked to the heating system. The storage efficiency is
expected to depend both on system characteristics and the building design, since it may be
related to the production and distribution efficiency of the system as well as the increased
transmission and ventilation losses.
In an ADR context, Oldewurtel et al. [110] extend the use of these performance criteria for
storage systems to demand response technologies, contrasting amongst others the power
capacity [W], energy capacity [kWh], ramp rate [W/s] and response time [s] of both storage
and DR technologies. Heussen et al. [111] present a similar approach, i.e. the “power node
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Figure 3.1: Representation of a ‘power node’ (Heussen et. al [111])
framework”, that models demand response technologies as virtual storage units, allowing
a comparison with other storage technologies. In the “power node framework” any power
source or sink connected to the electric power system enables the conversion of a certain
energy vector into electric power and vice versa. From a grid perspective each supply-
or sink-process is lumped into a single “power node”, making abstraction of the physical
properties and internal composition of the process. A representation of a power node is given
in Figure 3.1. As indicated in Figure 3.1, the storage capacity of the power node (C), together
with the state of charge (x) and the storage losses (v) are used as main characteristics of
the storage technology.
Similar to the ‘power node’ framework the concept of ‘Energy Hubs’ is introduced in the ‘Vision
of Future Energy Networks’ project. The Energy Hub is defined as a unit where multiple
energy carriers can be converted, conditioned and stored [112]. The framework presents a
model that links input and output energy vectors of a hub by using coupling matrices that
represent the energy conversion and storage structures and their corresponding efficiencies.
Both frameworks have shown a strong potential to simulate and assess the operational
flexibility in power systems [113, 114, 115, 116]. Their main strength thereby is found in the
generic description of demand-side management and storage technologies, allowing for a
combined evaluation of a large mix of technologies. Nonetheless, a challenge still lays in a
detailed and accurate specification and quantification of the flexibility characteristics needed
for the integration of structural thermal energy storage in these generic frameworks.
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3.3 Definitions and quantification
In this section the generic key performance indicators for active demand response are defined
and quantification methods for the ADR potential of structural thermal energy storage are
presented. Based on the literature review presented in Section 3.2, the available storage
capacity, the efficiency of the storage process, the power shifting capability and state of
charge are defined as main characteristics needed for an energy-related evaluation of a
storage technology in an ADR context. Similar parameters were suggested, although the
exact definitions may differ from the ones presented here, in the ‘power node’ and ‘energy
hub’ frameworks [111, 112], as well as in the quantification method for flexibility developed in
[110]. Thereby, it is evident that in each of these frameworks 4 aspects are important for the
energetic evaluation of the ADR potential of a storage technology, i.e. the maximum energy
content, the storage losses, the current energy content and the power at which energy can
be exchanged.
Thereby, it will be shown that the available storage capacity for ADR and the storage efficiency
– although they vary as a function of the climatic conditions, occupant behaviour and comfort
requirements – can be interpreted as performance characteristics of the building in a similar
way as f.i. the total heat loss coefficient. As such, they may provide interesting information
already in a design phase. In contrast, the power shifting capability and state of charge
are characteristics that describe the instantaneous available flexibility for ADR. They are
therefore mainly interesting in the operational phase.
3.3.1 Available structural storage capacity for ADR
The first performance indicator quantifies the maximum amount of heat2 that can be added
to the structural storage capacity during the timespan of an ADR-event. An ADR-event is
defined as an active, temporary deviation from normal behaviour without violating comfort
requirements. In the context of structural thermal energy storage this can be interpreted as
a short-term increase of the indoor temperature set-point for heating, compared to normal
behaviour (as shown further in Figure 3.2). Note that, this definition can be readily extended
to cooling applications as well, but the latter is not explicitly considered here. Moreover, only
sensible thermal loads are considered.
In the context of sensible structural storage, which is the focus of this work, the amount of
heat that can be stored during an ADR-event is limited by the temperature variations in the
2As shown in Section 1.2, only heating is considered in this work as the focus is on the Belgian residential sector.
Nonetheless, definitions are readily extended to (sensible) cooling applications.
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dwelling and thus depends on the comfort requirements, as well as on the thermal properties
of the building and the heating system, the climatic conditions and occupant behaviour. In
contrast to typical storage media, such as batteries or water storage tanks, the available
structural storage capacity for ADR may thus vary significantly in time.
Definition The available structural storage capacity for active demand response (CADR
[kWh]) is defined as the amount of heat that can be added to the structural mass of a
dwelling, without jeopardising thermal comfort, in the time-frame of an ADR-event and given
the dynamic boundary conditions.
Quantification methodology To quantify the available storage capacity – as well as the
storage efficiency shown in the following paragraph – two scenarios are simulated as
demonstrated in Figure 3.2. A first simulation (black line) represents the reference scenario
whereby the heating system is controlled to maintain the minimum comfort temperature,
resulting in the reference heat demand of the dwelling (Q˙Ref ). The second simulation (grey
line) represents an ADR-event whereby, starting from a building with an indoor temperature
equal to the minimum comfort temperature (Fig. 3.2), the temperature set-point for the
heating systems is increased by dTcomf [
◦C ] for the duration lADR [s] .
The available storage capacity is then given by the integral of the difference between the
heat input during this ADR-event (Q˙ADR[W ]) and the heat input in normal operation
(Q˙Ref [W ]), represented by the dark grey area in Figure 3.2:
CADR(t, lADR, U(t), dTcomf (t), θ) =
∫ lADR
0
(Q˙ADR − Q˙Ref )dt (3.1)
Q˙ADR = f(t, lADR, U(t), dTcomf (t), θ) (3.2)
Q˙Ref = g(t, U(t), θ) (3.3)
with lADR the duration of the ADR-event, U(t) the dynamic boundary conditions such as
climate and occupant behaviour, dTcomf (t) the comfort range available for ADR which may
vary in time, and θ the building and system design parameters.
As discussed in Section 1.2, the comfort range that is available for ADR (dTcomf ) is treated
as a parameter in the analysis. This is done because the aim of this work is to demonstrate
the potential of structural storage given the comfort range, i.e. the difference between
maximum and minimum operative temperature, rather than attempt to quantify the comfort
range, since the latter depends strongly on personal preference and local phenomena that
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Reference heating power 
(𝑄𝑅𝑒𝑓 [𝑊])  
+ 
ADR heating power 
(𝑄𝐴𝐷𝑅 [𝑊])  
𝑡 =0 
Figure 3.2: Scheme of the simulation experiment used to quantify the available storage capacity and
the storage efficiency
are not included in the models.
Note that in this work the duration of ADR-events is varied from 15 min to 12 h, which is
expected to be the application range when the thermal mass of the building is activated for
ADR.
3.3.2 Efficiency of the storage process
In this section the efficiency of the storage process is defined. As shown in an exploratory
study [15], the activation of the storage capacity results in an increased temperature within
the building and thus the transmission and ventilation losses increase. As a consequence,
only a part of the heat that is stored during an ADR-event, can be used effectively to maintain
thermal comfort and reduce the heating power in the period after the ADR-event.
Definition The storage efficiency (ηADR [-]) is defined as the fraction of the heat that is
stored during the ADR-event that can be used subsequently to reduce the heating power
needed to maintain thermal comfort.
Quantification methodology The efficiency can be calculated using the same set of
simulations that are used to quantify the storage capacity. Given the 2 simulations for the
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heating power in respectively the ADR scenario (Q˙ADR) and the reference scenario (Q˙Ref ),
the efficiency is calculated as:













The integral in the denominator is equal to the heat stored in the ADR-event or the available
storage capacity (CADR), shown as the dark grey area in Figure 3.2. A part of this heat
can be used after the ADR-event to reduce the heating power needed to guarantee thermal
comfort as indicated by the light grey area in Figure 3.2. The storage losses induced by
activating the thermal mass – used as the numerator in equation 3.4 – thus correspond to
the fraction of the heat stored during the ADR-event that is not recovered after a long period.
Note that since this study focusses on the performance of the building rather than the heating
system, the heat supplied by the emission system to the building and not the energy use
of the heating system is used to quantify the efficiency. Nevertheless, the method can be
readily extended to include thermal systems.
3.3.3 Power shifting capability
Whereas, CADR and ηADR can be considered as characteristic properties of the building,
the power shifting capability is a measure for the instantaneous flexibility that can be delivered
by using the structural storage capacity. The power shifting capability gives the relation
between the shift in power that can be obtained and the duration this shift can be maintained.
The amplitude of the power shift (Qδ) [W] is a function of the instantaneous heat demand of
the dwelling and the nominal power of the system and can be both positive and negative as
the heating power might be increased or decreased compared to the current state. A similar
definition was presented in [110]. However, in this thesis, an additional dimension is included
in this metric by not only quantifying the range in which the heating power can be varied but
also quantifying the time such a deviation can be maintained without jeopardising thermal
comfort.
Definition The power shifting capability (PSC [s]) is the duration during which a change
in heating power (Qδ) can be maintained, given the dynamic boundary conditions and the
current state of charge, before the comfort requirements are jeopardized:
PSC = f(Q˙δ, dTcomf , U(t), θ) (3.5)
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with dTcomf the comfort range as described above, and U(t) the dynamic boundary
conditions for the outdoor climate and occupant behaviour and θ the building and system
design parameters.
Quantification method Given the current state of the building, a set of dynamic simulations
is carried out for a prediction horizon Ht, in practice 48 h. For each simulation, the heating
power is kept constant to a fraction (fmod) of the nominal power. The duration for which
this heating power can be maintained is quantified by the time until the comfort bounds,
either Tmax or Tmin are reached. The power shifting capability is then expressed as the
duration as a function of the amplitude of the power shift. The latter (Qδ [W]) is defined
as the difference between the heating power during the ADR-event (Q˙ADR [W]) and the
current heating power (Q˙Ref [W]).
Q˙δ(t, U(t), dTcomf , θ) = Q˙ADR − Q˙Ref (3.6)
A distinction is made between the upward and downward shifting capability, representing
respectively an increase or a decrease of the heating power compared to the current state.
3.3.4 State of charge
As mentioned above, the power shifting capability of a building depends on the current state
of the building. The more energy is already stored within the structural mass of the building,
the longer a reduction of the heating power can be maintained. This state is not only given by
the current indoor temperature, but also depends on the history of the temperature profile.
The state of charge (SOC) of a storage system is commonly used in battery storage or water
storage tanks and relates the current energy content of the storage medium to the minimum
and maximum energy content that can be achieved without effecting normal operation.
For buildings the latter corresponds to thermal comfort criteria. The maximum energy
content (Eth,max) of the dwelling is obtained by the energy content of the building that is
consistently heated to the maximum comfort temperature. Similarly, the minimum energy
content (Eth,min) is obtained when the building is consistently heated to the minimum
comfort temperature. Thereby both Eth,min and Eth,max – and consequently the SOC –
depend on the comfort requirements, occupant behaviour and outdoor climate. It is thus
important to note that the SOC will therefore vary in time even when the energy content of
the building Eth(t) is kept constant.
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Definition The state of charge (SOC [-]) is defined as the fraction of the energy content of
the storage medium at time t compared to the total storage capacity.
Quantification method Following the definition the state of charge is calculated using
equation 3.7.





In this definition Eth(t) is the energy content of the storage system, Eth,max(t) and
Eth,min(t) are the time-dependent energy contents of the storage when the system is
respectively fully charged or discharged. Note that in practice these values are difficult to
quantify. Therefore, in Section 3.5 an alternative quantification method (SOCT ) is evaluated.
In this method the indoor temperature is used as an alternative for Eth(t) since it is easy to
measure in practice and has a close link to the control of the heating system, i.e. when the
lower comfort limit is reached the SOCT is zero and the heating should be switched on.
3.4 Parameter study on the available storage capacity and
efficiency
In this section an extensive parameter study is carried out to quantify the impact of the main
building design parameters on the available storage capacity and storage efficiency. The
power shifting capability and state of charge will be discussed in the Section 3.5, since these
properties are more related to the instantaneous flexibility rather than the intrinsic suitability
of structural thermal energy storage for ADR.
The parameter study aims at understanding how the usability of structural thermal energy
storage is affected by building design parameters. As such, the results may be used as
guidelines for grid operators on how they can obtain the most efficient portfolio of buildings
that can be used to provide operational flexibility. At the same time the results can be used
by building designers to optimize the design of dwellings from an ADR perspective.
Three types of design parameters are analysed in this work: (i) geometric properties of the
building, (ii) thermal properties of the components and (iii) type and specifications of the heat
emission and ventilation system. Table 3.1 gives an overview of the properties and the range
of values that are analysed. Note that the evaluation of building parameters is not limited to
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new buildings, since the main potential of structural storage is expected from the thermal
mass that is already available in existing buildings.
The following paragraph (§3.4.1) first describes the detailed building model that is used
to develop and demonstrate the framework as well as the investigated design and model
parameters. Note that, whereas the theoretic example used in this chapter is chosen to cover
a wide range of building design parameters, the methodology will be applied to quantify the
ADR potential of the structural thermal energy storage capacity in the Belgian residential
building stock in Chapter 5.
Paragraphs 3.4.2 and 3.4.3 show the results of the parameter study obtained by respectively
a uni- and multivariate analysis. For these analyses simplified theoretical boundary conditions
have been used in a first step to facilitate a comprehensive interpretation of the results. A
constant outdoor temperature and set point for the operative indoor temperature are applied
and neither internal nor solar gains are included. In paragraph 3.4.4 the impact of these
simplifications and the generality of the results are discussed on the basis of a step-wise
increase of the complexity of the simulation model and the boundary condition.
3.4.1 Model description and parameter definition
The parameter study is carried out on a single-zone building, simulated using the IDEAS-
library presented in Chapter 2. Although, the concepts and methodologies presented in
this study can also be used for multi-zone buildings, a single-zone model was chosen to
simplify the interpretability of the results. Moreover, in order to improve the interpretability
of the results, the boundary conditions are in a first step simplified to a constant outdoor
temperature and solar and internal gains are not included.
A simplified semi-detached building is implemented as an example comparing both radiator
and floor heating systems. The floor is modelled in contact with the ground. The roof is a flat
roof adjacent to the outdoor environment. A single window, oriented South, is placed in the
wall opposite to the common wall.
The parameters evaluated in the study (Table 3.1) are chosen to cover a wide range of typical
construction types found in the Belgian residential stock [117, 118, 119]. They have been
selected to allow an evaluation of the impact of the building geometry and thermal properties
as well as the type of heat emission systems and control settings used to activate the thermal
mass.
The geometric properties are calculated by a parametric building design using only the ground
floor area, the ceiling height, the compactness, window to wall ratio and interior wall ratio as
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Table 3.1: Overview of the selected parameters and range of values selected for the parameter study











compactness [m] 0.75, 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5
interior wall ratio [−] 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2.0
window to wall ratio [−] 0, 0.25, 0.5, 0.75
dinsul,roof [cm] 0, 2, 5, 8, 12, 15, 20, 25
dinsul,walle [cm] 0, 2, 5, 8, 12, 15, 20, 25
dbrick,walle [cm] 0, 2, 5, 8, 12, 20
dwalli [cm] 5, 10, 15, 20, 25, 30
nvent [ACH] 0, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8
system sizing factor [−] 0.8, 0.9, 1, 1.1, 1.25, 1.5, 2
ADR duration [min] 15, 30, 45, 60, 120, 180, 240, 480
ADR comfort range [◦C ] 1, 2, 3, 4
input parameters3 (Table 3.1). Thereby, the surface areas of the exterior walls are calculated
based on the floor area, the height and the compactness of the building. The area of the
roof is equal to the floor area, the area of the common wall is based on the floor area and
the height. The area of the window and the interior walls are each specified as a fraction of
the exterior wall area. The interior wall ratio is the area of interior walls divided by the total
exterior wall area, the window to wall ratio is the fraction of the window area to the area of the
front facade.
The thermal properties of the dwelling are based on typical construction methods found in
the Belgium residential sector [117]. The exterior walls are modelled as cavity walls which
is a common construction method in Belgium. Both the insulation thickness (dinsul,walle)
as the thickness of the inner brick layer (dbrick,walle) are varied. The former is varied to
influence the overall heat loss coefficient. The latter is varied to analyse the impact of the
available thermal mass. Thereby an inner brick thickness of 0-2 cm is used to represent
light-weight cases, e.g. a building with interior insulation as can be found in renovation
projects. Additionally, the available thermal mass is varied by changing the interior wall ratio
and the thickness of the massive interior walls (dwalli). A specific light-weight structure,
timber or steel-frame, has not been evaluated since it is not commonly used in the Belgian
residential sector. However, a case with an interior wall thickness of 5 cm and an inner brick
of 0 cm can be considered as representative for a light-weight building. In contrast, the
high values for the interior wall thickness (25-30 cm) are used to assess whether drastically
3These geometric input parameters have been selected since they are also available from the building descriptions
in the TABULA project [117] which will be used in Chapter 5 to develop a reduced-order building stock model.
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increasing the thickness of massive layers, to increase the thermal mass of the building for
active storage, has a significant impact on the resulting available storage capacity for ADR.
The ventilation system and the infiltration losses are combined and implemented as a constant
air flow. Thereby the ventilation and infiltration rates are fixed and the efficiency of the heat
recovery is assumed constant. Both air flows are combined in the analysis using the effective
air change rate (nvent) as parameter.
For the evaluation of the impact of the heating system, the scope of this work (Section 1.2) is
limited to the analysis of the relation between the heat emission system and the activation of
the structural thermal energy storage capacity. Although, active demand response is found to
influence the overall efficiency of thermal systems [59, 60, 61, 62, 31], it is assumed that the
overall efficiency of buildings for ADR can be split into the storage efficiency of the structural
thermal mass and the efficiency of the heating system.
Consequently only the impact of the type of heat emission system and the nominal power of
the production and emission systems are included in the parameter study. The production
side is modelled, according to Section 2.2.4, as an ideal heat source with a maximum heating
power equal to the nominal power calculated according to EN12831 [120]. For the design
of the heating system a system sizing factor is included which is defined as the ratio of the
implemented heating power to the nominal power based on EN12831 [120].
Two types of heat emission systems are modelled: (i) a radiator heating system and (ii) a
floor heating system. These emission systems are common in the Belgian residential sector
and represent respectively a responsive, mostly convective, emission system and a slow
radiant system, resulting in a fundamentally different activation of the thermal mass.
Finally the parameters for the rule-based ADR control strategy are implemented. Although
state-of-the-art studies suggest the use of optimal control or model predictive control (MPC)
strategies for the practical, real-time quantification of flexibility [76, 75], the simplicity of the
presented quantification framework allows for a rule based control strategy. This choice is
additionally supported by the fact that the rule based control allows for the analysis of the
impact of control choices and identify the framework in which an optimal control strategy
would function. More specifically, the duration (lADR) and the starting time (t0) of the
ADR-event and the allowed comfort range (dTcomf ) are evaluated in this work. For the latter
a constant comfort range is assumed for the theoretic evaluation presented below. Note that,
in practice the comfort range, similar to the other boundary conditions, may vary in time as a
consequence of occupancy profiles or even occupant preference.
Using these parameter variations, two samples are selected. A first sample is generated
in a deterministic way by changing one parameter at the time for a univariate parameter
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study. The univariate analysis is used to estimate the impact of the individual building design
parameters allowing for an in-depth physical interpretation of the results.
For the multivariate regression analysis, a second sample is generated using a uniform
sampling method to generate 2500 data points for both the radiator heating and floor heating
cases. The required number of samples was validated by analyzing the convergence of the
first and second order moments of the sampled distribution of the building parameters to
those of the original distribution from Table 3.1.
3.4.2 Univariate parameter analysis
In this section the results of the univariate parameter study are shown, quantifying the impact
of the building design parameters on the available storage capacity and the storage efficiency,
defined in Section 3.3. These two ADR characteristics are discussed together since they are
closely linked and are calculated using the same simulation procedure, i.e. the simulation of
an ADR-event as described in Section 3.3 (Figure 3.2).
Before going into detail on the individual parameters, Figure 3.3 shows an overview of the
available storage capacity (top) and the efficiency of the storage process (bottom) as a
function of the duration of the ADR-event for the total set of 2500 simulations.
The boxplots in the top graphs of Figure 3.3 demonstrate a wide spread on the available
storage capacity obtained for both the radiator (left) and the floor heating system (right).
Obtained values vary from near zero up to 800 kWh when the ADR-event lasts for 12 h. The
extreme low values occur when the simulated outdoor temperature is equal to the design
outdoor temperature of -10 ◦C that is used for the sizing of the heating system. Consequently,
the heating system already operates close to its maximum power and thus no additional
flexibility is available for activating the storage capacity.
When the duration of the ADR-event increases, Figure 3.3(top) shows that the rate of increase
of the available storage capacity is reduced. During the first minutes the heating system is
able to increase its heating power from the level needed to maintain the constant minimum
indoor temperature to the nominal power of the system. This increase can be maintained
until the upper comfort bound is reached. Afterwards the heating power needs to be reduced
to avoid overheating, consequently reducing the rate of increase.
A slight deviation in the available storage capacity for both heat emission systems is observed.
Due to its large time constant, the floor heating system is able to maintain the maximum
heating power longer than the radiator system. The median capacities available for storage
over a 12 h period differ from 90 kWh (2-1050 kWh) to 130 kWh (11-1260 kWh) for respectively
the radiator and floor heating systems.
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Figure 3.3: Overview of the available storage capacity (top) and storage efficiency (bottom) obtained
for the parameter study on 2500 runs for both the radiator (left) and floor (right) heating system.
The boxplots indicate the spread on the results due to the variation of building, system and control
parameters.
The boxplots in the bottom graphs of Figure 3.3 show two significant trends for the storage
efficiency. Firstly, the efficiency decreases with increasing duration of the ADR-event.
Secondly, higher storage efficiencies are obtained for the floor heating cases compared
to the radiator heating systems. Although a significant spread on the storage efficiency is
shown, values above 60 % are obtained for all cases. When ADR-events are limited to a
charging time of 3 h, a median value for the efficiency of 93 % (71-97 %) and 96 % (75-97
%) is obtained for buildings with respectively the radiator and floor heating systems. For the
radiators, the drop in efficiency as a function of the duration of the ADR-event is sharpest.
The floor heating system directly activates the thermal mass of the floor, which results in a
higher thermal capacity and relatively small losses to the ground. The heat stored within the
floor is released at a low rate, resulting in a less sharp increase of the zone temperature and
therefore less thermal losses compared to the radiator heating systems.
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Although the average storage efficiency is found to be high, the spread on the results indicates
the sensitivity of the storage efficiency to the evaluated design parameters. Moreover, the
spread becomes more important for longer ADR-events. In the following paragraphs the
impact of the building, system and control design parameters as well as the impact of the
boundary conditions are evaluated in a univariate parameter study.
Impact of insulation quality and ventilation rate
The first set of parameters that is considered in this analysis consists of the insulation quality
and ventilation rate of the dwellings, defining the thermal losses. Whereas these parameters
have a significant impact on the overall energy efficiency of a building, a higher storage
efficiency is also expected for increasing insulation levels and lower effective ventilation rates.
To analyse these hypotheses, Figure 3.4 shows the impact of the insulation thickness on
the available storage capacity (top) and the resulting storage losses (bottom). In addition to
the influence of the duration of the ADR-event discussed above, two important trends are
found for the available storage capacity. Firstly, as a result of the higher thermal power of
the heating system that is available for ADR, the available storage capacity is higher for the
uninsulated buildings. Secondly, the comfort range has a significant impact on the available
storage capacity for the radiator heating. Due to the rapid response of the indoor temperature,
the maximum comfort level is reached after 30 min. After that time, the heating power is
reduced in order to avoid a violation of the comfort limit. The floor heating systems allow to
maintain the high heating power for longer periods. Since the heat is directly introduced in
the high thermal mass of the floor, the increase of the indoor temperature is less sharp. A
clear deviation between the available storage capacity for a comfort range of 1 ◦C and 4 ◦C
is shown after 3 h, which is in line with the time constant4 of the floor heating (2.8 h). When
a 4 ◦C temperature variation is allowed, a linear increase of the available capacity is found
for both systems since the system is able to operate at its maximum power for the whole
period. As a result of the constant boundary conditions a linear increase is obtained with a
slope equal to: Q˙Nom − Q˙Ref , with Q˙Nom the nominal power of the system and Q˙Ref
the reference heating power without ADR. Note that, as both the radiator and floor heating
systems have the same nominal power, the differences between both systems disappear. In
case of the non-insulated dwelling the available storage capacity obtained for the floor heating
4The time constant of the floor heating (τFH) is calculated as τFH = Rfh,sCfh,s, with Rfh,s the thermal
resistance of the material layer between the floor heating and the interior surface of the floor and Cfh,s the
corresponding thermal capacity of this layer
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Insulation thickness [cm] 0 5 12 20
Figure 3.4: Available storage capacity (top) and storage losses (bottom) as a function of the insulation
thickness of the exterior walls for both the radiator (left) and floor heating system (right). The results
are shown for varying duration of the ADR-event, an outdoor temperature of 0 ◦C and a comfort range
(dTcomf ) of 1 ◦C and 4 ◦C
building (180 kWh) is even slightly lower than the one obtained for the radiator building (194
kWh), since Q˙Ref is slightly higher for the floor heated building due to increased losses to
the ground.
The bottom graphs of Figure 3.4 show the corresponding storage losses, which correspond
to the numerator of Eq. 3.4. Thereby a linear increase of the storage losses is found as a
function of the duration of the ADR-event when the comfort range is limited to 1 ◦C. Taking
into account the constant boundary conditions, the heat loss is a linear function of the indoor
temperature. As such, after Tmax is reached, a constant heat loss rate and a linear increase
of the storage losses are obtained. For the comfort range of 4 ◦C, the comfort limit has not
been reached, resulting in an exponential increase of storage losses.
As defined in Section 3.3, the storage capacity and corresponding losses can be combined
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Figure 3.5: Storage efficiency as a function of the insulation thickness of the exterior walls for both
the radiator (left) and floor heating system (right). The results are shown for varying duration of the
ADR-event, an outdoor temperature of 0 ◦C and a comfort range (dTcomf ) of 1 ◦C and 4 ◦C
to quantify the efficiency of the storage process. The resulting efficiencies are demonstrated
in Figure 3.5 as a function of the thickness of the insulation layer in the exterior walls. In
the absence of insulation in the cavity wall (dinsul,walle = 0), the storage efficiency for
the radiator heating system (left) is shown to drop below 85 % for an ADR-event of 480
min, or 8 h, and below 90 % for the floor heating cases (right). Moreover, it is shown that
the increase in storage efficiency is sharpest for the first centimetres and for longer storage
periods. Moreover, for the floor heating cases, the sensitivity of the storage efficiency to the
insulation level of the exterior walls is negligible when the ADR-event is limited to 90 min,
since for these short events the heat is mainly stored within the floor itself.
Consequently, in order to guarantee high storage efficiencies, the best performance is found
for short ADR-events and high levels of insulation. This is in contrast to the trends shown for
the available storage capacity where the highest available capacity is found for uninsulated
dwellings and long ADR-events. As such, from a grid perspective an optimum may be
expected for average insulation levels whereby a balance is found between a high available
capacity and an acceptable storage efficiency. In Chapter 5 this hypothesis will be analysed
for the Belgian residential housing stock in a high renewable energy context. Nevertheless,
the value of this optimum will strongly depend upon the energy market context.
For the variation of the effective ventilation rate, similar trends are found. Figure 3.6 shows
the obtained storage efficiency for both the radiator and floor heating systems, confirming the
decreasing efficiencies for increasing ventilation rates. However, due to the smaller share in
the overall heat demand, compared to the insulation level, the storage efficiency reductions
are found to be smaller, i.e a decrease from 92 % to 88 % and 93 % to 91 % for respectively
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Figure 3.6: Storage efficiency as a function of the ventilation rate for both the radiator (left) and floor
heating system (right). The results are shown for varying duration of the ADR-event, an outdoor
temperature of 0 ◦C and a comfort range (dTcomf ) of 1 ◦C and 4 ◦C
the radiator and floor heating cases, assuming an ADR-event of 8 h and a constant outdoor
temperature of 0 ◦C. In line with Figure 3.3, the storage efficiency is found to be significantly
higher for the floor heating system especially for shorter ADR-events. This was explained by
the fact that most of the heat is stored within the available storage capacity of the heated floor,
resulting in only a mild temperature increase and a negligible increase in the transmission
and ventilation losses. As a consequence, the impact of an increased ventilation rate on
the storage efficiency is less apparent for the floor heating system. Note that for longer
ADR-events, the difference in efficiency between floor heating and radiators decreases, due
to the fact that the duration of the ADR-event is comparable or even greater than the time
constant of the floor heating system. As such, the buffering effect diminishes.
In addition to the overall storage efficiency and available storage capacity, Figure 3.7 shows
the contribution of the different components in the available storage capacity for the radiator
cases (top) and floor heating cases (bottom) for increasing effective ventilation rates. As
such, these figures give an important insight in how the thermal energy storage capacity is
activated by the different heat emission systems. For short ADR-events the radiator system is
found to mainly activate the indoor air for thermal energy storage, as demonstrated in Figure
3.7. When the duration of the ADR-event is limited to 30 minutes, the thermal mass of the
indoor air and furniture5 represents up to 50 % of the available storage capacity6, explaining
the significant impact of the ventilation rate on the storage losses and corresponding the
system efficiency. It takes up to 90 min until the share of the exterior walls in the total storage
5As stated in Section 2.2.1 the thermal mass of the air is multiplied by a factor 5 to include furniture.
6The heat stored in each component is calculated by integrating the difference between the heat flows at the
interior and exterior surfaces. These flows are obtained from the detailed model using the terms qT in Equation 2.2.
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capacity equals that of the indoor air. Moreover, due to the high surface area and thermal
mass of the interior walls, they are found to have the highest share in the available storage
capacity for ADR-events longer than 1 h.
The share of the indoor air in the available storage capacity is not influenced by the air
change rate and decreases significantly when the duration of the ADR-event increases. In
contrast, the contribution of the ventilation losses in the overall storage losses (Figure 3.8)
increases for both heat emission systems from 0 % to 40 % when the effective ventilation
rate increases from 0 to 0.8 ACH.
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Figure 3.7: Heat stored in different building components as a function of the ventilation rate for both
the radiator (top) and floor heating system (bottom). The results are shown for varying duration of the
ADR-event, an outdoor temperature of 0 ◦C and a comfort range (dTcomf ) of 1 ◦C
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Figure 3.8: Storage losses by different building components as a function of the ventilation rate for both
the radiator (top) and floor heating system(bottom). The results are shown for varying duration of the
ADR-event, an outdoor temperature of 0 ◦C and a comfort range (dTcomf ) of 1 ◦C
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Figure 3.9: Storage efficiency as a function of the total heat loss coefficient for both the radiator (left)
and floor heating system (right). The results are shown for varying duration of the ADR-event, an
outdoor temperature of 0 ◦C and a comfort range (dTcomf ) of 1 ◦C and 4 ◦C
Based on the analysis of the ventilation rate and the insulation level, it is concluded that a
linear relation exists between the heat loss coefficient of a dwelling and the storage efficiency
(Figure 3.9). The heat loss coefficient (HLC [W/K]) is thereby defined as the sum of the
total heat transfer coefficient for transmission and ventilation, calculated according to ISO
6946:2007[121]. The buildings equipped with floor heating show both a higher efficiency and
storage capacity compared to the radiator system. The reduction in efficiency for increasing
heat loss coefficients becomes more important as the duration of the ADR-event is longer.
When the heat loss coefficient increases from 200 W/K to 950 W/K the storage efficiency
is reduced from 93 % to 84 % for an ADR-event of 8 h and radiator heating. For the floor
heating system the efficiency reduces from respectively 95 % to 87 %. When the duration of
the ADR-event is limited to 90 min, an efficiency of respectively 90 % and 97% is obtained
even for the cases with a high HLC.
As for the overall energy efficiency of buildings, increasing the insulation quality and reducing
the infiltration and ventilation losses have a strong positive impact on the storage efficiency.
For less insulated buildings it is important to limit the length of the ADR-event.
Impact of thermal mass
To assess the impact of thermal mass properties on the available storage capacity and the
storage efficiency, three important aspects are analysed. Firstly, the thickness of the interior
walls is varied. Figure 3.7 already demonstrated that the interior walls have a significant
contribution to the total structural storage capacity. Thus, varying the interior wall thickness
allows to evaluate the impact of increasing thermal mass as well as the concept of the
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effective thermal capacity. The latter is defined – as shown further in Chapter 4 – as the
fraction of the thermal mass of a component that is activated by the heating system and
is limited by the penetration depth of the heat front. As such, the impact of increasing the
wall thickness on the available storage capacity is expected to be non-linear with a sharper
increase when the thickness is varied from 5 cm to 10 cm as compared to an increase from
10 cm to 30 cm. Moreover, it is expected to depend on the duration of the ADR-event as for
longer durations, the penetration depth of the heat front will increase.
Secondly, the thickness of the inner leaf of the cavity wall is varied between 0 cm and 20 cm.
A thickness of 0 cm is included as it corresponds to a situation with interior wall insulation
where the thermal mass of the envelope is shielded from the inside by an insulation layer. A
thickness of 20 cm shows a dynamic response that is close to that of a massive wall with
outer insulation, since the thermal mass of the outer leaf becomes less important for the
dynamics at the indoor environment.
Finally, the interior wall ratio is increased. Thereby in contrast to increasing the thickness,
a linear relation between the available surface area and the structural storage capacity is
expected since changing the surface area of a component does not affect its time constant.
In this paragraph specific attention is therefore put to the interior wall ratio, defined as the
fraction of the interior wall area to the envelope surface area. An evaluation of the impact of
the overall geometry of the dwelling is discussed in the next paragraph.
The results of Figure 3.10(top) confirm the expected non-linear relation between the thickness
of the interior walls and the available storage capacity. Nevertheless, the impact is negligible
for the high comfort range of 4 ◦C, since regardless of the interior wall thickness the maximum
comfort limit (Tmax) is not reached. Moreover, for the floor heating cases even with a comfort
range of 1 ◦C the impact of increasing the interior wall thickness is only visible for event
durations longer than 240 min. Again for shorter periods, i.e. less than 2 h and 4 h for
respectively the radiator and floor heating systems, the rate of thermal energy storage is thus
governed by the difference between the nominal power of the heating system and the heat
demand at the minimum comfort range.
The corresponding storage efficiencies are shown in Figure 3.10(bottom), demonstrating the
minimal impact on the efficiency when the thickness of the interior walls increases from 5 cm
to 30 cm as long as the storage period is limited to 90 min. For a duration of 480 min (8 h),
storage efficiencies of 86 % and 92 % are found for respectively an interior wall thickness
of 5 cm and 30 cm in case of radiator heating and respectively 90 % and 94% in case of
floor heating. Note again that for an 8 h ADR-event the difference in efficiency between the
radiator and floor heating case is strongly reduced.
The impact of increasing the thickness of the exterior wall is less pronounced (Figure 3.11).
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Figure 3.10: Available storage capacity (top) and corresponding efficiency (bottom) as a function of the
thickness of the interior walls for both the radiator (left) and floor heating system (right). The results
are shown for varying duration of the ADR-event, an outdoor temperature of 0 ◦C and a comfort range
(dTcomf ) of 1 ◦C and 4 ◦C
No significant difference is observed for buildings with inner, cavity or outer insulation, given
the thermal capacity of the other structural components is adequate. Reducing the thickness
of the inner leaf of the cavity wall to 0 cm, corresponding to an interior insulation scenario,
reduced the storage efficiency for an ADR-event of 8 h by 1.5 %, i.e. from 92.5 % to 91 %
for the radiator cases and from 94 % to 92.5 % for the floor heating buildings. The reason
for this is two-fold. Firstly, due to the lower heat exchanging surface area for thermal energy
storage of the exterior walls compared to the interior walls, the contribution of the storage
capacity of the exterior walls in the total storage capacity is lower. Secondly, the interior walls
are available from both sides. As such, the time constant of a material layer of 10 cm in the
exterior wall corresponds to that of 20 cm of interior wall.
Finally, the impact of the interior wall ratio on the storage efficiency and storage capacity is
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Figure 3.11: Available storage capacity (top) and storage efficiency (bottom) as a function of the
thickness of the inner leaf of the exterior walls for both the radiator (left) and floor heating system (right).
The results are shown for varying duration of the ADR-event, an outdoor temperature of 0 ◦C and a
comfort range (dTcomf ) of 1 ◦C and 4 ◦C
shown in Figure 3.12. Thereby for a given duration of the ADR-event the expected linear
relation between the available storage capacity and the interior wall ratio is again only
apparent for the limited comfort range of 1 ◦C and radiator heating. This linear increase
is expected since a uniform surface temperature is assumed in the model and all other
parameters are kept constant in the univariate analysis, an increase of the surface area of a
component results in a linear increase of the available storage capacity for a given change in
indoor temperature. Nevertheless, a clear increase of the storage efficiency with increasing
interior wall ratio is observed for all cases. In case of radiator heating, the efficiency varies
between 89 % and 93 % for respectively a building with an interior wall ratio of 0.75 and 2
and an ADR period of 8 h. For buildings with floor heating, corresponding efficiencies of 92 %
and 95 % are found. Again, the impact of the design parameter is less important for shorter
ADR-events, especially for floor heating as the heat is mainly stored inside the floor itself.
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Figure 3.12: Available storage capacity (top) and storage efficiency (bottom) as a function of the interior
wall ratio for both the radiator (left) and floor heating system (right). The results are shown for varying
duration of the ADR-event, an outdoor temperature of 0 ◦C and a comfort range (dTcomf ) of 1 ◦C
and 4 ◦C
Based on this evaluation, it is concluded that the available surface area of the massive
components is significantly more important than the thickness of the component. Especially
when the comfort range is limited to 1 ◦C, increasing the interior wall ratio from 0.75 to 2
results in a 50-80 % increase of the available storage capacity for ADR-events longer than 2
h for the radiator cases and 4 h for the floor heating cases. Consequently, given the higher
available surface area, the impact of increasing the thickness of the massive interior walls is
higher than for increasing the thickness of the inner leaf of the exterior walls.
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Figure 3.13: Available storage capacity (top) and storage efficiency (bottom) as a function of the ground
floor area for both the radiator (left) and floor heating system (right). The results are shown for varying
duration of the ADR-event, an outdoor temperature of 0 ◦C and a comfort range (dTcomf ) of 1 ◦C
and 4 ◦C
Impact of geometry
To evaluate the impact of the geometric building parameters, the compactness, floor area,
ceiling height and interior wall ratio of the building are varied. Whereas the latter was
discussed in the previous paragraph, showing a positive impact of the interior wall ratio on
both the available storage capacity and the storage efficiency, the results of the remaining
parameters are shown in this paragraph.
Firstly, Figure 3.13 shows an important increase of the available storage capacity when
increasing the floor area of the dwelling. The same trend is observed for an increasing
ceiling height and can be explained by the parametric design of the geometry of the building.
As explained in Section 3.4.1, the floor area and ceiling height of the dwelling are used to
calculate the volume of the building and together with the compactness used to calculate the
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Figure 3.14: Available storage capacity (top) and storage efficiency (bottom) as a function of the
compactness of the building for both the radiator (left) and floor heating system (right). The results are
shown for varying duration of the ADR-event, an outdoor temperature of 0 ◦C and a comfort range
(dTcomf ) of 1 ◦C and 4 ◦C
surface areas of the exterior walls. When respectively the floor area and the ceiling height are
increased in the parametric study, keeping the compactness, interior wall ratio and window to
wall ratio constant, the volume of the building is scaled uniformly. As a result of this uniform
scaling, the efficiency of the storage process does not depend on the floor area and the
ceiling height. As such, it can be concluded that although the available capacity is a function
of the dwelling size, the efficiency is only dependent on dimensionless parameters. Evidently,
the available storage capacity increases linearly when the building is scaled uniformly.
In contrast to changes in the size of the building, the compactness has a significant effect on
the storage efficiency (Figure. 3.14). Changing the compactness from 0.75 m to 2.5 m for
the buildings with a radiator system, reduces the storage efficiency from 93 % to 86 % for a
comfort range of 4 ◦C and a duration of the ADR-event of 8 h. For the floor heating a similar
decrease, from 95% to 89% is found.
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Note that not only the storage efficiency but also the available storage capacity reduces with
increasing compactness. Both results are explained by the parametric implementation of the
geometry. For this implementation, increasing the compactness results in a reduction of the
envelope surface area, while keeping the volume constant. Since the interior wall area is
based on the envelope area, by means of the interior wall ratio, increasing the compactness
drastically reduces the available thermal energy storage capacity. Consequently the indoor
air temperature and the resulting thermal losses increase more rapidly during the charging
process since a higher compactness results in a higher ratio of indoor air to structural thermal
mass.
Impact of boundary conditions
As explained in Section 3.4.1, the climatic boundary conditions and occupant behaviour
have been drastically simplified in this parameter study to improve the interpretability of
the results. Thereby, the outdoor temperature as well as the temperature set point for the
heating systems are assumed to be constant. At the same time solar gains and the impact of
occupancy profiles on the internal gains and the set-points for the heating system are ignored.
Consequently, the whole dynamic excitation of the building results from the change in the
heat input by the heat emissions system during the ADR-event.
In this section, the impact of the outdoor temperature and the comfort range is analysed
by including them as independent parameters in the univariate analysis in order to quantify
their impact on the available storage capacity and the efficiency of the storage process.
Moreover, the sensitivity of these performance indicators to occupant behaviour and solar
gains will be analysed. Thereby, the main focus is on investigating how the daily variations
introduced by these boundary conditions influence the potential for structural thermal storage,
keeping in mind that currently the main peaks in the Belgian electricity demand are located in
the morning and evening periods (Figure 3.15). The impact of realistic, dynamic boundary
conditions is presented further in Section 3.4.4. The impact of the comfort range has already
been handled throughout the section. Thereby it was shown that the comfort range has
a significant impact on the available storage capacity for buildings equipped with radiator
heating. In contrast for buildings equipped with floor heating, thermal comfort only plays a
role for long ADR-events (more than 3 h), since for shorter ADR-events the high thermal
mass of the floor was found to limit the temperature increase and corresponding thermal
losses.
The impact of the outdoor temperature on the available storage capacity and the































































































Figure 3.15: Averaged daily electricity load profile (left) and daily demand profile (right) for Belgian
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Figure 3.16: Available storage capacity (top) and storage efficiency (bottom) as a function of the
stationary outdoor temperature for both the radiator (left) and floor heating system (right). The results
are shown for varying duration of the ADR-event, an outdoor temperature of 0 ◦C and a comfort range
(dTcomf ) of 1 ◦C and 4 ◦C
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corresponding efficiency is shown in Figure 3.16. The figure demonstrates that neither the
available storage capacity nor the efficiency are constant, but depend on the climatic boundary
conditions. The top panes demonstrate an increasing storage capacity for increasing outdoor
temperatures. The increase results from the excess heating power that becomes available
for increasing outdoor temperatures and the corresponding decrease in heat demand. Note
that for radiator heating, the effect is only apparent for higher comfort ranges, since for a
comfort range of 1°C the increase of the heating power and the corresponding available
storage capacity is governed by the maximum indoor temperature. For floor heating, the
limitation of the available storage capacity is only visible after 4 h.
Note that the results for the efficiency should be handled carefully as they are counter-intuitive.
Since the thermal loss of the building decreases with increasing outdoor temperatures, a
similar increase in the storage efficiency was expected. The bottom graphs of Figure 3.16
however show that the storage efficiency significantly decreases as the outdoor temperature
rises. This is explained by the fact that due to the extra thermal power that becomes available
for ADR, the indoor temperature and the corresponding losses increase faster, resulting in
decreasing storage efficiencies. Due to this excessive temperature increase, the storage
efficiency for the radiator heated buildings with a comfort range of 4◦C drops from 91% to
83%, when the ambient temperature increases from -10◦C to 10◦C.
Up to this point, no solar gains have been included in the simulations. To assess the impact
of solar gains, a periodic solar input is modelled using the parameter Sunamp as a scaling











The input signal assumes the sun rises at 06:00, peaks at 14:00 and sets at 22:00, and is
used for the direct gains on the plain perpendicular to the sun, no diffuse gains are included.
Yet, since both gains are distributed in the room using an area weighted method and only a
single window for a single orientation is used for this analysis, this simplification is justified.
Figure 3.17 shows the efficiency and available storage capacity for the radiator heating
system as a function of the time of the day the ADR-event starts. The different panes show
the impact of the duration of the ADR-event, while the line-type and marker show respectively
the comfort range and the window to wall ratio. Note that the latter is specified as the ratio of
the window to the front wall, where the window is located.
Firstly, the results show an overall decrease (6-16 %) of the storage efficiency for increasing
window to wall ratio, as a consequence of both the decrease of the available thermal mass
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Figure 3.17: Impact of solar gains on the storage efficiency (left) and available storage capacity (right)
for increasing window to wall ratio. The results are shown as a function of the starting time of the
ADR-event for varying duration of the ADR-event, an outdoor temperature of 5 ◦C and a comfort range
(dTcomf ) of 1 ◦C and 4 ◦C
– due to the reduced exterior wall area – and the reduction of the heat demand when
introducing solar gains. In addition to the overall reduction a significant temporary reduction
of the efficiency is found when the storage capacity is activated just before and during the
period of high solar gains. For longer ADR-events, this reduction starts earlier compared
to the short ADR-events because preheating the building for a short period at night will not
affect what happens during the period with high solar gains.
The right-hand side of Figure 3.17 shows the corresponding storage capacity. Again a
reduction of the available storage capacity for ADR is found due to the fact that the solar
gains will cover part of the heat load limiting the potential increase of the heating power
for ADR. The figure also demonstrates a phase-shift between the reduction of the storage
efficiency and the decrease of the available storage capacity. This is a consequence of the
fact that by charging the structural storage capacity before the solar peak occurs, results in
a lower heat demand in the period after the ADR-event. Consequently, the solar gains that
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Zone Setpoint high Setpoint low High setpoint period
Day-zone 22◦C 16◦C 07:00–22:00
Night-zone 18◦C 16◦C 21:00–09:00
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Figure 3.18: Impact of occupant behaviour on the storage efficiency (left) and available storage capacity
(right) as a function of the starting time of the ADR-event. The results are shown for varying duration of
the ADR-event, outdoor temperature and a comfort range (dTcomf ) of 1 ◦C and 4 ◦C
enter the building may become higher than the heating demand of the building, resulting in
higher indoor temperatures in the afternoon and may even lead to overheating problems. In
contrast, in the afternoon the building will already be heated by the solar gains, consequently
the potential to increase the heating power for ADR and thus the available storage capacity
reduces. An efficient control strategy should thus avoid excessive storage prior to periods
where high solar gains are predicted, since during these periods the passive gains may be
used to charge the storage capacity.
Finally, Figure 3.18 shows the impact of occupant behaviour, and more specific the heating
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schedule, on the storage efficiency. The implemented heating schedule imposes a minimum
temperature set point of 20°C during the occupied period (between 08:00 and 22:00) and 12
◦C during the unoccupied period. The latter is used assuming that heating will not be used
at night. The maximum set point for ADR is set to 20 ◦C +δTcomf throughout the entire day.
As for the solar gains, Figure 3.18 shows a significant variation of the storage efficiency and
the available capacity as a function of the time of day on which the ADR-event starts. Due to
the night setback, a higher available storage capacity is found for ADR-events which start
during the night, f.i. because of high available wind power, since the temperature increase
compared to the reference heating scenario is higher at night. Nevertheless, from the left
hand plots of Figure 3.18, it is shown that activating the structural thermal energy storage
capacity is best done between 6AM and 12AM, immediately before or at the beginning of
the occupied period. The fraction of the heat that can be recuperated to reduce the heat
demand during the occupied period, decreases as the time between the ADR-event and the
start of the occupied period increases. Moreover, it is shown that for longer ADR-events, the
efficiency starts to decrease in the late afternoon, as the stored heat cannot be recovered the
same day. The highest potential for ADR using the structural storage capacity is thus found
in the few hours before the occupied period. This is an interesting result as this demonstrates
that the start-up peaks that are typically found at the start of the occupied period [15], can
be efficiently shifted and spread over the early morning (eg. 04:00 - 06:00) during which the
overall electricity demand is typically low (Figure 3.15). However it should be noted that even
for short ADR periods the daily averaged efficiency is always lower in case of the occupancy
schedule compared to a constant indoor temperature.
3.4.3 Multivariate parameter analysis
In the second phase of the parameter study, a multivariate regression analysis is carried out
for the impact of the building design parameters on the storage efficiency. As observed in
the univariate analysis, a significant variation is found on the storage efficiency as a function
of the building design parameters and the duration of the ADR-event. However, the impact
on the efficiency was not equally large for all parameters. Moreover, it was shown that the
impact of the building design, e.g. the heat loss coefficient (Figure 3.9), changes when
the duration of the ADR-event increases. Therefore, the multivariate regression model for
the prediction of the storage efficiency of a building is calculated in 2 steps, discussed in
the following paragraphs. In a first step the dominant parameters are identified for different
durations of the ADR-event in order to define a general multivariate regression model for the
storage efficiency. In the second step, an additional regression step is used to capture the
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time and temperature dependence of the regression coefficients obtained from the first step.
As such, a non-linear multivariate model is obtained to predict the storage efficiency based
on input data for the general thermal properties of the dwelling, the outdoor temperature
and the duration of the ADR-event. Note that, given the fundamental differences that were
shown in the univariate analysis, the cases with floor heating and radiators are separated in
individual models.
Step 1: multivariate regression for different durations of the ADR-event In the first
step, a linear multivariate regression is carried out for the different durations of the ADR-event
(0-12 h), using standardised building parameters7 as inputs. The use of standardised inputs
allows for the comparison of the relative importance of the regression coefficients. The
building parameters presented in Table 3.3 are used as model inputs. These parameters are
a combination of the parameters in Table 3.1 and the resulting aggregated building design
properties, such as the HLC. The model is given by equation 3.9,
ηˆADR,j =
∑
θixi,j + j (3.9)
with θi the regression coefficients, xi,j the j
th observation of the ith building parameters,
ηˆADR,j is the estimated storage efficiency for observation j and j ∼ N(0, σ2).
The regression is carried out using least square estimation in R. A backward selection
procedure using the Akaike information criterion (AIC) [122] is used to select the model with
the optimal set of building parameters for each duration8.
As a result of the backward selection process, different models with a different number of
significant input parameters are obtained for each duration. These results are compared in
order to find a general model with the minimum set of building parameters that is required to
get a reliable prediction of the efficiency over the time domain. Parameters with only a small
contribution to the model for all durations, i.e. the standardised regression coefficients are
of a lower order of magnitude, are excluded from the general model even though the AIC
showed they should be included. Thereby some input parameters that may not be significant
for short-term ADR-events are kept in the general model when they significantly contribute for
7standardised building parameter (z) is obtained as z = (x − x¯)/σ, with x¯ the mean and σ the standard
deviation of building parameter x as obtained from Table 3.1.
8A priori, the correlation matrix of the different inputs was analysed to identify correlated building parameters.
When high correlations (ρ > 0.9) are found only 1 of the parameters is maintained in order to avoid co-linearity
problems. High correlations are for example found between the height of the building, the capacity of the indoor air
and the area of the common wall. While these correlations are likely to also occur in a real building stock, the high
correlations found here are the consequence of the parametric design method that is used to generate the building
models.
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Table 3.3: Input parameters for multi-variate regression coefficients. The underlined parameters have
been maintained based on the backward selection procedure.
Paramater Definition unit
Afloor Ground floor area m2
hceil Ceiling height m
int. wall ratio Ratio of the internal over exterior wall areas -
compactness Compactness of the dwelling m
Awall,i Surface area of interior walls m2
Awall,e Surface area of exterior walls m2
Awall,c Surface area of common walls m2
dbrick,walle Thickness of inner leaf of exterior walls m
dwalli Thickness of interior wall m
Uwalle U-value of exterior wall W/(m2K)
Uroof U-value of roof W/(m2K)
nvent Effective air change rate h−1
HLC Total heat loss coefficient (incl. ventilation) W/K
HLCperAfloor HLC/Afloor W/(mK)
CTOT Total thermal capacity of building components J
Cair Thermal capacity of indoor air J
HLCparCTOT HLC/CTOT W/(m2KJ)
system sizing factor QNom,installed/QNom,EN12831 -
long-term events, and vice versa. When the structure of the general model is established, an
additional regression step is then carried out for each duration using the established general
model structure. Figure 3.19 shows the impact on the adjusted R2 (R2adj)9 of replacing
the optimal model structure obtained by the backward selection process by the established
general model. The deviations are found to be largest for short durations, especially for
the radiator heating cases the R2adj is on average 0.03 lower for the general model for
ADR-events limited to 2 h. Nonetheless, during these short events the storage efficiency is
high for all cases and the spread is limited (Figure 3.3). Consequently, the absolute error
introduced by the general model is found acceptable.
Figure 3.20 shows the standardised regression coefficients for the obtained general models
allowing to compare the relative importance of the building parameters on the storage
efficiency. The figure shows for each model parameter the standardised regression
coefficients as a function of the duration of the ADR-event (indicated by the grey scale). The
shape of the markers indicates a confidence level of the estimate10.
Firstly, it should be pointed out that for the floor heating case the UA-value of the ground
floor is not included in the heat loss coefficient (HLCe) but as an individual input in the
9The adjusted R2 is a modified version of R2 that account for the number of model parameters – hence
penalizing a high amount of parameters – and is given by: R2adj = 1− (1−R2) n−1n−p−1 with n the number of
samples and p the number of parameters in the model
10The confidence level is quantified as 1− | Std.Error(θ¯) | /θ¯
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Figure 3.19: Comparison of R2adj for each duration of the ADR-event the regression models obtained
after the backward selection process and for the established general model. The different points for
each duration represent different outdoor temperatures.
regression model. For the radiator model, this distinction was not required to improve the
model accuracy and thus the UA-value of the floor is included directly in the HLC .
Analysing the standardised regression coefficients shows that for both heating systems the
HLC (and HLCe) and HLCperCTOT parameters are the most important regression
coefficients. The latter is defined as the fraction of the heat loss coefficient of the building
divided by the total thermal mass of the building fabric. Thereby it is interesting to see that
for short ADR-events - less than 60 min. - the HLC is the dominant coefficient, while for
longer periods its contribution to the model decreases and the HLCperCTOT becomes
dominant. This can be explained by the findings of the univariate analysis (Figures 3.10-3.12)
which show that the storage efficiency is influenced by the structural thermal mass (CTOT )
for long-term ADR-events (longer than 2 h). For short-term events the impact of increasing
the thickness is found to be marginal.
Shown by the positive regression coefficient, the thermal capacity of the indoor air (Cair)
has a positive impact on the storage efficiency. For dwellings with radiator heating, the
contribution is however only important for short ADR-events. A similar positive correlation is
found for the floor heating case. However, the uncertainty on the regression coefficients for
Cair is high and also the link with the ADR duration is less pronounced.
Both the interior wall ratio and the thickness of the interior walls (dwalli), have a significant
positive contribution to the storage efficiency in case of longer ADR periods. The availability
of thermal mass at the inside of the exterior walls (dbrick,walle) shows to be insignificant
and even a negative correlation is found. The total structural thermal mass (CTOT ) has, at
least for long ADR-events, a significant positive contribution to the model. Nevertheless, for
short-term ADR-events, in case of floor heating, the standard deviation for this coefficient is
higher, as demonstrated by the low reliability.
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Figure 3.20: Standardized regression coefficients for the general multiple regression model of the
storage efficiency for the radiator (top) and floor heating system (bottom) estimated for different durations
of the ADR-events. The colour-scale indicates the duration of the ADR-event, the shape of the markers
indicates the confidence level of the estimates.
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Finally, Figure 3.20 shows that oversizing of the heating system has a significant negative
correlation with the efficiency of structural storage for floor heating for ADR periods between
30 and 240 minutes, while for radiator heating the effect is only shown for short periods.
Since oversizing results in a higher additional power that is available for charging the thermal
capacity of the dwelling, the indoor temperature and the corresponding thermal losses will
rise faster. Once the maximum comfort temperature is reached the power of the system
is reduced to maintain this temperature, and the effect of oversizing is eliminated. Given
the slow thermal response of floor heating systems, it takes longer before this maximum
temperature is reached and thus the effect of oversizing lasts longer.
Step 2: identify time and temperature dependent regression coefficients Figure 3.20
shows a clear dependence of the regression coefficients on the duration of the ADR-event.
Moreover, the coefficients are found to be influenced by the outdoor temperature. Therefore,
in this second step individual models are identified for each regression coefficient θi from
equation 3.9. As initial model structure, a higher order polynomial for lADR, Te and the
combined effect of lADRTe and l
2
ADRTe is constructed for each coefficient θi(lADR, Te)
as given by equation 3.10.
θˆi(t, Te) = α0 + α1l−2ADR + α2l
−1
ADR + α3lADR + α4l2ADR
+α5l3ADR + α6l4ADR + α7Te + α8(lADRTe) + α9(l2ADRTe) + 
(3.10)
with t and Te respectively the ADR duration in minutes and the outdoor temperature in
K. The regression coefficients αi are again estimated using least squares estimation with
a backward selection process using the AIC. The resulting general prediction model for
the storage efficiency as a function of the building properties, the duration of the storage
event and the outdoor temperature is then given by combining equations 3.9 and 3.10. The
regression coefficients (αj) defining this model are summarised in Table 3.4 for both the
floor heating and radiator cases.
Figure 3.21 shows the prediction accuracy of the resulting models by contrasting the
calculated storage efficiency using the detailed building energy simulations with the predicted
efficiency using the regression model. Thereby higher residuals are found for the floor heating
than for the radiator cases. For the latter, the model error is limited to 5 % and increases
slightly with decreasing efficiencies, resulting in an R2-value of 95 %. For the floor heating
system deviations up to 15 % are found (R2 = 94.8 %). As such, it is concluded that
the established multivariate model is able to accurately predict the storage efficiency, for
the simplified boundary conditions, given information is provided about the general thermal
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Figure 3.21: Predicted storage efficiency using the general multiple regression models as a function of
the outdoor temperature and the considered comfort range for the radiator (left) and floor heating (right)
cases.
characteristics of the dwelling, the outdoor temperature and the duration of the ADR-event.
3.4.4 Quantification for realistic boundary conditions
For the multiple regression analysis strong simplifications have been introduced in the
simulation model. The climate and minimum indoor temperature are kept constant, while
solar gains are not included. As such, a theoretic analysis of the impact of building design
parameters on the available storage capacity for ADR and the efficiency of the storage
process was possible. Nevertheless, the obtained storage efficiencies and available storage
capacities should be interpreted as a theoretic flexibility signature of the dwelling that can
support design decisions, rather than instantaneous performance indicators.
In Section 3.4.2 a parametric assessment of the impact of the boundary conditions was
already shown for the univariate case. In this section, the potential and limitations of the
obtained multivariate regression model are shown in a simulation for a winter period given
the climate conditions of Belgium (Uccle). This period has been chosen as it has both cold
cloudy days (before Jan 25th) and warmer sunny days (after Jan 28th).
To calculate the available storage capacities (CADR) and the corresponding efficiencies,
the step-up heating experiment (Figure 3.2) has been repeated for each hour of the analysed
periods. Figure 3.22 shows the results obtained for ADR-events of 1, 4 and 8 h (60, 240
and 480 min) and a comfort range of 2 ◦C for both the radiator (left) and floor-heating cases
(right). Figures 3.22(a-b) show the resulting indoor temperature at the end of the ADR-events,
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Figure 3.22: Instantaneous storage capacity and efficiency for dynamic boundary conditions for radiators
(left) and floor heating (right). (a, b) show the temperature at the end of the ADR event, the ambient
and minimum (reference) indoor temperature. (c,d) and (e,f) show respectively the available storage
capacity and corresponding efficiency as function of the start time of the ADR event. The colour scale
indicates the duration lADR. The dotted lines in e and f show the efficiency calculated from the detailed
simulations, the full lines are the predicted results by Eq. 3.9. (g,h) demonstrate the solar gains.
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in addition to the outdoor temperature and the reference temperature profile following the
occupancy schedule of Table 4.4. For the radiator heating cases (Fig. 3.22(a)) it is shown
that for short ADR-events (60 min and less), the maximum comfort temperature (22 ◦C) is
not reached at the end of the ADR-event. Note that the ADR-event always starts from a state
equal to the reference scenario (shown by the dotted line). As the duration of the ADR-event
increases or the outdoor temperature rises, it is clear that the amount of heat that can be
stored within the thermal mass of a building, i.e. the available storage capacity, is limited by
the comfort range. For the floor heating cases, as shown on the top-right graph, the maximum
temperature is only reached for ADR-events longer than 4 h (240 min) or for days with high
solar gains (Fig. 3.22(g-h)). During the latter, the indoor temperature may become higher
than the upper bound for ADR (here 22 ◦C). This effect is more pronounced for the floor
heating buildings since the thermostat control reacts too late. This is a well-known problem
for slow thermal systems such as floor heating, that may be overcome by model predictive
control [123]. Since this is not implemented in this work, it is thus important to note that the
quantified available storage capacity should be interpreted as upper limits.
The obtained values for the available storage capacity for ADR are shown in Fig. 3.22(c-d),
clearly illustrating the day-night fluctuations as a result of the occupancy schedule and – to a
limited extent – to the outdoor temperature variations. In addition to the peaks in the available
capacity at night, as a result of the larger temperature range when the ADR-events start
at a moment where the building has already cooled down in night set-back operation, the
figures also show a significant reduction of the available capacity in the early morning. These
reductions correspond to a start time of the ADR-event when the building is reheating from
the night set-back. During this period, the system already operates at its maximum power
and thus no additional increase for ADR is possible.
In addition to the daily variation in the available capacity, the profiles also show a negative
correlation with the solar gains. This decrease in capacity with increasing solar radiation
directly follows from the increased temperature in the reference profile observed in Fig. 3.22(a-
b) and the resulting reduction in the temperature range available for ADR. Corresponding to
this reduction in the available storage capacity, a strong reduction in the storage efficiency is
demonstrated in Fig. 3.22(e-f).
On Fig. 3.22(e-f), the storage efficiency obtained by the detailed simulation model – which
is also used for the other sub-figures – is demonstrated by the dotted lines. For the daily
variations, the storage efficiency is shown to be negatively correlated to the available capacity,
i.e. low values of the storage efficiency are found at night when the peak in CADR were
found. This result is in line with the findings of Fig. 3.18 and demonstrates that from the
perspective of storage efficiency, activating the storage capacity for ADR is best limited to
the period just before or at the start of the occupancy period. Moreover, in line with Fig. 3.17,
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a strong reduction of the storage efficiency (by 30 % and more) is found for ADR-events
during sunny periods. Evidently, from a storage-efficiency perspective, the use of structural
storage for ADR (in heating regime) should be avoided on warm and sunny days. To avoid
this reduction in efficiency, model predictive control strategies may be used, since using
predicted weather data they can f.i. avoid overcharging of the storage capacity by increasing
the heat input for ADR in the hours prior to high solar gains.
Finally, the storage efficiencies predicted by the multivariate regression model, taking into
account the dynamic outdoor temperature, are shown by the solid lines in Figures 3.22(e-f).
Since the regression model is fitted on simulations of a constant indoor temperature, the
daily variations in the storage efficiency as a result of the occupancy schedule are evidently
not captured by the regression model. Moreover, the regression model does not show the
reduction in efficiency due to the high solar gains. Consequently, during the cold cloudy days,
the regression model shows an average overestimation of the storage efficiency of 7 %, 5 %
and 2 % for respectively the 1, 4 and 8 h ADR-events as a result of the day-night variations
and 30 % and more during periods with high solar gains.
In conclusion, it is evident that whereas the identified regression model can be successfully
applied to analyse and compare the impact of building, emission system and control design
parameters on the suitability of using the structural thermal mass of dwellings for ADR, making
it an interesting tool during the building design phase, the absolute and instantaneous values
of efficiencies should be handled carefully. The time-dependent solar gains and occupant
behaviour have a significant impact on the instantaneous available storage capacity for ADR
and the corresponding storage efficiency. As such, for application in grid operation models or
control applications on building level, a dynamic evaluation of these performance indicators,
using the simulation-based methodology presented in this chapter, is a prerequisite.
3.5 Quantifying the state of charge and power shifting
capability
In the previous section, two quantitative performance indicators, i.e. the available storage
capacity and the storage efficiency were discussed. These two indicators have been
developed and used for the evaluation of the impact of building design parameter on the
suitability of structural thermal energy storage for ADR in a more fundamental and theoretic
framework. Additionally this section demonstrates the quantification methods, presented in
3.3, for the state of charge and the power shifting capability of a building. These properties
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can be interpreted as a momentary snapshot of the flexibility that is available in a building
and are therefore useful for control strategies on a local and district level.
3.5.1 State of charge
It is evident that the state of charge is an important property in the control of the storage
medium, as it informs the controller about the flexibility that is still available in the system. In
the case of thermal energy storage, a state of charge of 0 corresponds to a situation where
no heat can be subtracted from the storage medium, while no heat can be added to the
storage capacity for a state of charge of 1 without influencing the normal operation of the
storage capacity. For structural thermal energy storage the latter corresponds to thermal
comfort violations.
In the definition of Section 3.3, the state of charge is defined as the ratio of the instantaneous
energy content of a system compared to its total storage capacity and calculated based on
the energy content E(t) of the dwelling. Only considering the sensible heat balance, the







In this equation, Ti(x, t) is the temperature of component i at a depth x within the wall
and Ci(x) the thermal capacity of the corresponding material layer. The integral over the
total thickness of a component (d) gives the energy content of a single building component.
Summation over all components, whereby the indoor air is included as an additional term,
gives the total energy content of the dwelling. Note that the internal mass of furniture is
not included explicitly in this work, but rather as in a simplified manner by increasing the
thermal mass of the indoor air by a factor 5. Nonetheless, it may be included explicitly as an
additional term in Eq. 3.11 as well.
Application of this formula requires knowledge of the temperature distribution within
each building component and is therefore infeasible in practical applications. Although
measurements of the heat flowing in and out each component may be used to quantify
the amount of heat stored within the structural storage capacity, an alternative definition is
found in literature based on indoor temperature of a dwelling [31]. Thereby the clear link with
thermal comfort is used to formulate the state of charge by comparing the indoor temperature
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with Top(t) [◦C ] the time varying operative temperature and Tmax [◦C ] and Tmin [◦C ]
respectively the maximum and minimum comfort temperature. Note that the latter can also
be time varying, depending on occupant behaviour and preference.
Both definitions have been used to demonstrate the evolution of the state of charge when,
starting from a steady state condition, a step function is applied to the heating power. Although
these definitions are widely used for electrical storage in batteries or thermal energy storage
in water tanks, the applicability of both definitions in the context of structural thermal energy
storage is found to be limited. Figure 3.23 shows a comparison for SOCE and SOCT , when
a single zone building is heated from an arbitrary steady state condition with an operative
temperature of 21 ◦C, Tmax equal to 24 ◦C and Tmin equal to 20 ◦C. Simple constant
boundary conditions are considered with a constant outdoor temperature of 0 ◦C and no solar
gains. Both graphs show the simulation of a series of heating experiments where, starting
from the equilibrium steady-state conditions, the modulation rate of the heating systems is
varied to a value between 0 to 100 %.
Although both graphs are based on the same simulation results, the calculated state of
charge significantly differs. Although for both plots the building is initiated with an indoor
temperature of 20.5 ◦C, the calculated SOCT and SOCE are respectively 12.5 % and 20 %.
This difference results from the fact that the temperature increase due to the activation of the
structural thermal mass is not uniform for all components, while both SOCT and SOCE give
a first-order representation of the thermal capacity, i.e. the thermal mass of the building is
lumped to a single state.
Secondly, Figure 3.23 shows that the interpretation of the state of charge depends on the
definition and may be misleading in the context of control design. For example, when the
heating system is shut down (modulation = 0), a control strategy using the state of charge
calculated by the indoor temperatures (Equation 3.12), will decide to restart the heating
system after 30 minutes when the state of charge becomes 0. Nevertheless, the SOC
calculation based on the heat stored in the thermal mass, shows that at this time a significant
amount of heat is still stored within the thermal mass. A similar problem exists at the upper
comfort boundary, indicating that the SOC calculation based on the indoor temperature
would result in an underestimation of the available storage capacity, while a control using the
calculation based on the stored heat results in comfort issues.
Moreover, due to the dynamic boundary conditions also the reference values in the
denominator are not constant. This results in situations where the state of charge varies
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Figure 3.23: Comparison of state of charge (SOC) based on the operative temperature (left) and the
stored heat (right).
even though the control strategy does not alter. Therefore it is concluded that whereas the
state of charge is widely used for battery storage or water storage tanks, it does not provide
the same information and applicability for structural thermal energy storage. The pragmatic
definition of the state of charge based on the indoor temperature tends to underestimate
the available storage capacity, since a state of charge of 1 is obtained whenever the indoor
temperature reaches the maximum comfort temperature. Depending on the heating profile
this situation can occur long before the entire thermal mass of the building is activated. In
contrast, application of the correct definition of the state of charge (3.7), has no direct link
to thermal comfort. Both phenomena can be explained by the fact that the large variations
in time constants of the structural components of a building, including the indoor air, is not
well captured by a first-order metric. In order to overcome this problem, a time dimension
is included in the definition of the power shifting capability, presented as a complementary
metric to the SOC in the following paragraph.
3.5.2 Power shifting capability
In Section 3.3, the power shifting capability is defined as a complementary metric to the state
of charge of the structural storage capacity. In the previous section, the latter is found to be
difficult to interpret in terms of control strategies. Moreover the state of charge only describes
the current energy content of the structural thermal energy storage capacity. In contrast, the
power shifting capability gives information about the extent to which the current operation of
the building can be adapted by ADR in the following period.
Figure 3.24 shows the power shifting capability curves for different initial indoor temperatures.
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Starting from these steady-state conditions, the thermal response of the building to a change
in the heating power is modelled. The duration during which this shift can be maintained
is then calculated as the duration until the thermal comfort boundaries, either Tmax or
Tmin are reached. The power shifting capability is then expressed as the possible power
shift as a function of the duration. The power shift (Q˙δ [W ]) is defined as the difference
between the heating power during the ADR-event (Q˙ADR [W ]) and the current heating
power (Q˙Ref [W ]).
Q˙δ = Q˙ADR − Q˙Ref (3.13)
A distinction is made between the upward and downward shifting capability, representing
respectively an increase or a decrease of the heating power compared to the current
state. Figure 3.24 shows the power shifting capabilities for buildings initialized at an indoor
temperature between 20 ◦C and 22 ◦C. The plots on the left show the relative power shifting
capability. On the right plots the corresponding relative heating power is shown. Both are
calculated by respectively dividing Q˙δ and Q˙ADR by the nominal power of the heating
system. Since the heating system operates on approximately 25 % of its power capacity for
the outdoor temperature of 0 ◦C, the relative upward power shifting capability is limited to
about 75 % for all initial temperatures. Nevertheless, the period for which this shift can be
maintained increases significantly for lower starting temperatures and higher comfort ranges.
For a comfort range of 2 ◦C an increase of the heating power to the nominal power can be
maintained for 3 h when started from the minimum comfort 20 ◦C, or a SOC of 0. Starting
from a steady state condition with an indoor temperature of 21.5 ◦C the maximum comfort
temperature (22 ◦C) is already reached after 30 minutes. For a comfort range of 4 ◦C and
starting from an indoor temperature of 20 ◦C the maximum heating power in this case can
be maintained for almost 18 h.
A similar cooling down period is shown starting from an indoor temperature of 21 ◦C.
Evidently, the possible duration of a negative power shift is found to be zero when starting
from the minimum comfort temperature of 20 ◦C. Note that for the negative flexibility no
difference between the comfort ranges is found, as in both cases the same minimum comfort
temperature is used.
Finally, it should be emphasised that the demonstrated power shifting capabilities are
calculated here for stationary boundary conditions. As such, the duration goes to infinity for
a power shift equal to zero. For dynamic boundary conditions, the required heating power
to maintain a constant temperature will not be constant nor equal to the current state. The
shape of the power shifting capability functions will therefore depend on these boundary
conditions.
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Figure 3.24: Comparison of upward (top) and downward (bottom) relative power shifting capability (left)
and corresponding relative heating power of a dwelling for a constant outdoor temperature of 0 ◦C and
varying initial indoor temperatures (Tstart)
Figure 3.25 shows the impact of the outdoor temperature on the power shifting capability
starting from an indoor temperature of 21 ◦C. Two interesting trends are shown. Firstly,
the relative heating power (right panes) show a clear decrease, for increasing outdoor
temperatures, in the time an upward power shift can be maintained. Likewise, a downward
power shift can be maintained longer for increasing outdoor temperatures.
Secondly, the relative power shift functions (left hand panes) overlap for all outdoor
temperature. The shape of the power shift function is thus defined by the comfort range, the
state of charge and the thermal properties of the building, but independent of the outdoor
temperature.
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Figure 3.25: Comparison of upward (top) and downward (bottom) relative power shifting capability (left)
and corresponding relative heating power of a dwelling for a constant outdoor temperature of 0 ◦C and
varying initial indoor temperatures (Tstart)
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3.6 Conclusions
Although the potential of active demand response using the structural thermal energy storage
capacity of residential buildings shows good potential, a thorough analysis of the impact of
the building design on this potential is found to be missing. Therefore in this chapter the
available storage capacity, the efficiency of the storage process, the power shifting capability
and state of charge are defined and quantified as performance indicators.
The available storage capacity and the corresponding storage efficiency are suggested
as storage characteristic that allow a scenario independent evaluation of the suitability of
structural thermal energy storage for ADR as a function of the buildings thermal properties,
heat emission system and control strategy. Thereby the proposed simplifications in the
quantification methods allow a comprehensive interpretation of these characteristics in terms
of building thermal performance characteristics.
In contrast, the power shifting capability and state of charge of the building are defined and
demonstrated to provide instantaneous knowledge about the available flexibility for ADR. As
such, these indicators are concluded to provide useful information for control applications, but
do not provide important additional information for the quantification of the impact of building
design parameters on the ADR potential.
In order to assess the impact of these building design parameters on the available structural
storage capacity for ADR and the storage efficiency an extensive parameter study, using
a theoretic quantification framework is carried out. Both the univariate and multivariate
parameter study show that high storage efficiencies are obtained for all buildings, assuming
the duration of the ADR-event is limited to 1 h. For constant boundary conditions and
constant comfort requirements, 95% of the buildings in the multivariate study showed a
storage efficiency above 85% for the radiator heated buildings and of more than 93% for
floor heated buildings. Lower values are however found for increasing durations of the ADR-
event. Thereby buildings equipped with floor heating always show higher storage efficiencies,
especially for shorter durations of the ADR-event, since most heat is stored within the heated
floor, resulting in a less sharp increase of the indoor temperature and the corresponding
transmission and ventilation losses.
Additionally, the parameter study reveals that, as for the overall energy efficiency of buildings,
the storage efficiency is strongly correlated to the insulation quality of the dwelling. The
overall heat loss coefficient showed to be the most important regression coefficient in the
multiple regression model. A minimum level of thermal insulation, as well as an airtight
building envelope, are thus a prerequisite for the effective use of structural thermal energy
storage for active demand response. Moreover, the availability of the thermal mass, especially
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the interior wall ratio, has an important positive effect on the storage efficiency. The impact
of the thickness of the interior wall and the inner brick of the exterior cavity wall is found
to be less important, demonstrating that the penetration depth of the heat front during the
ADR-event is limited. Also, in case of radiator heating, most heat is stored in the air, rather
than the building structure if the ADR-event is limited to less than 1 h.
Oversizing of the thermal power of the heating system is found to have a negative impact
on the storage efficiency as it results in a faster increase of the indoor temperature and the
corresponding thermal losses. Increasing the size of heat production systems, purely for the
purpose of ADR, is thus not recommended. This conclusion should however be handled
carefully since the production and distribution efficiencies of the heating system are not
included in this study.
Finally, the impact of the climatic boundary conditions, occupant behaviour and control
parameters were evaluated. Thereby it is shown that due to solar gains and occupancy
schedules the storage efficiency varies as a function of the time of day. More precisely,
preheating the dwelling just before a period with high solar gains or an unoccupied period
results in efficiency reductions of more than 30 %.
In the second part of this section, the calculation method for the state of charge of the
building and the power shifting capability are demonstrated. In contrast to the two previous
storage metrics these two properties cannot be handled as building characteristics, but
provide time-dependent information about the amount of heat that is currently stored within
the structural thermal mass and potential for changing the current heating behaviour.
It is shown that although in control strategies often a state of charge based on the indoor
air temperature or the thermostat temperature is used, this formulation results in an
underestimation of the available storage capacity.
A more correct formulation of the state of charge is based on the actual thermal energy
content of the dwelling. Nevertheless, two problems arise with this formulation. Firstly, the
energy content is difficult to measure in practice as it is infeasible to measure all the required
temperatures. Secondly, the interpretability in terms of thermal comfort and the related control
of the heating system is lost.
To overcome this latter problem, the power shifting flexibility was introduced in this chapter.
Thereby, compared to similar flexibility metrics found in literature, the added value of the
method described in this section lies in the quantification of the relation between the shift in
heating power and the time this shift can be maintained.

Chapter 4
Identification of the active
thermal capacity of buildings
4.1 Introduction
In the previous chapter, a generic methodology was presented to quantify the potential of
structural thermal storage in active demand response programs. Based on prior knowledge of
the dominant thermal properties of a dwelling – such as the heat loss coefficient, the volume,
the total thermal mass of the components, etc. – and simulations of the dynamic response of
the dwelling, the available storage capacity, storage efficiency, state of charge and power
shifting capability have been defined and quantified. Nevertheless, accurate data on these
thermal properties are often not available or highly uncertain in existing building due to f.i.
unknown material properties, partial renovations or bad workmanship. Moreover, the detailed
building models used to predict the power shifting capability are found to be computationally
intensive, reducing the direct applicability of this method in optimal control applications.
Therefore in this chapter a methodology based on system identification, i.e. grey-
box modelling, is introduced to identify reduced-order building models using on-site
measurements. The goal of this framework is on the one hand to establish robust,
computationally efficient models that can simulate the dynamic response of existing dwellings
and on the other hand allowing for the characterisation of the dominant thermal properties.
As explained further, grey-box modelling thereby combines prior knowledge about the
physics of the system – here the buildings thermal dynamics – with statistic parameter
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estimation methods in order to establish accurate and robust reduced-order models using
on-site measurements of existing buildings. Thereby the main benefit of grey-box modelling
compared to pure data-driven models or black-box models, lies in the physical interpretability
of the model parameters.
Given the context of this thesis, the goal of this chapter is to establish a grey-box modelling
framework – including experiment design, parameter estimation and model validation – that
allows for the identification of reduced-order models that are suitable for:
• prediction of the heat demand and thermal response on a short prediction horizon (eg.
for MPC application)
• long-term simulation of the heat demand and thermal response of dwellings (eg. for
implementation in district simulations)
• characterisation of the main thermal properties of dwellings (eg. for the evaluation of
the storage efficiency (see Chapter 3))
For the application in MPC, which requires short-term predictions of the heat demand and
the indoor temperature variations typically in the range of 15 min to 2 days, the modelling
requirements are mainly focussed on capturing the short-term dynamics of the dwelling. In
contrast, when reduced-order models are to be applied in long-term simulations, typically
over a whole year, e.g. for the simulation of the energy use for heating on an aggregated
district or even national level, models should also be able to capture long-term effects such
as the heat transfer to the ground.
Characterisation of the thermal properties goes a step further. In order to estimate f.i. the
contribution of different building components (e.g. roof, windows and exterior walls) in the
effective thermal capacity of the dwelling, the identification process should be able to separate
the thermal dynamics of the different components. In this characterisation the identifiability
of the model parameters is of significant importance. As will be shown further, whether a
parameter can be uniquely estimated – i.e. if a parameter is identifiable – given a certain
data set and model structure, is closely related to the model structure and the design of
experiment.
In contrast to most studies in literature, that start from measured data of existing buildings,
the development of the grey-box modelling framework starts from virtual measurement data
generated by detailed building energy simulations. The main benefits of this approach are (i)
the access to virtual measurements of all possible temperatures and heat flows within the
building, (ii) the absence of measurement noise and (iii) perfect knowledge of the thermal
properties of the identified building. As such, the developed framework allows to analyse and
improve the experiment design. Thereby specific attention is put on the relation between the
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experiment design and modelling approach to the specific application. Nevertheless, as a
down-side the use of detailed simulations, as shown further makes it more difficult to obtain
uncorrelated white-noise residuals due to the absence of random measurement noise and
evidently the detailed models are only an approximation of real behaviour.
Layout of the chapter Firstly, a brief overview of the current state-of-the-art on reduced-
order building models and system identification is presented in Sections 4.2 and 4.3. Secondly,
the identification framework, including the detailed models used to generate the virtual
identification data sets are explained in Section 4.4.
Section 4.5 presents the results of the identification process carried out on the virtual data
set. Both a single-zone as well as a multi-zone approach are demonstrated. For each case,
different reduced-order models are suggested and a model validation process based on
residual analysis of single-step and multi-step predictions, cross-validation by simulation on
new data sets and an analysis of the physical interpretation of the model parameters are
presented. The goal of this analysis is to assess the relation between the model structure,
the available input and output data and the applicability of the model, i.e. for prediction,
simulation or characterisation.
Finally, in Section 4.6 the established methodology is applied to develop a reduced-order
model using on-site measurements.
4.2 State-of-the-art in system identification for building
energy simulation
In general, three approaches are found to derive reduced-order models, referred to as
(i) white-box, (ii) grey-box and (iii) black-box modelling. Although, the definitions of these
techniques found in literature tend to overlap, the distinction between the methods depends
on the balance between the use of prior physical knowledge about the system and the use of
data-driven methods.
The first group are physical white-box models, also known as first principle models, which
start from the (simplified) fundamental equations established on laws of physics, in this case
heat balance equations.
Although in essence all building energy simulations include empirical data for material
properties or equations based on empirical correlations, most state-of-the-art building
performance simulation packages [77] are considered as white-box models. This is also the
case for the building model implemented in the IDEAS-library and used in this thesis.
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The use of these white-box building simulation models is widely excepted in engineering
and research studies and their reliability is demonstrated in multiple validation studies
[124, 125, 126, 99]. In general, the application of these models varies from the preliminary
assessment of the indoor comfort and energy performance of buildings in a design stage to
the detailed evaluation of new building or system components as well as advanced control
strategies. Recently, white-box models have also been applied in the context of demand-side
management and model predictive control. For example, Coffey et al [127] developed a
software framework with GenOpt to facilitate the use of traditional building energy simulation
models for optimization. This framework is however, due to the high computational cost,
mainly interesting for research purposes or to deduce heuristic control strategies for complex
systems. Zhang et al. [128] compared the use of detailed building energy simulations using
TRNSYS with a reduced-order RC model. They showed that the use of detailed models in
MPC delivers significantly higher reductions in power demand during on-peak periods (55
% with detailed model, 33 % with simplified model). However, the calculation time for the
detailed model is more than 2 orders higher. This high computational cost is generally put
forward as the main limitation for their applicability in control applications [129, 51]. Moreover,
these models typically require a large amount of detailed building information, that is often
not available or highly uncertain in existing buildings. Consequently, a model mismatch may
still exist and troublesome model calibration is needed [49].
To overcome the first problem, i.e. the high computational cost, simplified building models
have been introduced. Thereby two important approaches are found in literature, which
are proven to reduce the computational cost significantly while still capturing the important
thermal dynamics of the building and maintaining the physical interpretability. In a first
approach, the model complexity is reduced by simplification of the physical representation of
the building. These models are generally formulated as state-space models, represented
by RC network analogies [130, 131, 84]. Secondly, mathematical model order reduction
techniques can be used such as modal decomposition and state aggregation [132, 133, 134].
Nonetheless for both approaches the need for adequate construction data to describe the
thermal properties is a prerequisite. Moreover, due to unmodelled system inputs or unknown
phenomena a significant bias on the model output may still exist, reducing the practical
applicability of the methods for control strategies in existing buildings.
At the other extreme, the use of black-box models is often suggested for control applications.
Thereby the input-output relation of the systems is identified using system identification
algorithms on measured data. Since no prior knowledge about the system is required, the
identification process can be automated reducing the need for modeller interference which is
one of the main advantages of black-box modelling. A wide range of black-box modelling
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techniques has been applied to identify control models. On the one hand, model-free
methods such as fuzzy-logic [135, 136, 137, 138], reinforcement learning [139, 140] and
artificial neural networks [141, 142, 143, 144] are shown to have a strong potential for optimal
control of complex systems. On the other hand, model-based methods have been applied in
various studies. Typical examples are autoregressive models with exogenous inputs (ARX),
autoregressive moving average with exogenous input (ARMAX), Box-Jenskins models and
subspace identification [145, 146, 147, 148, 129, 149]. Thereby regression based models
or transfer function models are used to describe the system dynamics. The main challenge
thereby lies in finding the appropriate order of the model that allows for an accurate prediction
of the dynamics while maintaining the identifiability of all parameters.
While these black-box methods have shown to accurately predict the input-output relation of
the system during normal operation of the building, the robustness of black-box models is low
when sudden changes in the building operation occur and extrapolation outside the operation
range of the training data needs to be avoided. Moreover, no direct physical interpretation
can be given to the model parameters.
A compromise between both stochastic black-box models and deterministic white-box models
is introduced by grey-box models [150, 151, 152]. In literature the term grey-box models is
used for all reduced-order models that start from a physics-based model structure and use a
parameter estimation technique to estimate unknown model parameters from measurements,
in this work we follow the more strict definition given in [151]. Thereby a grey-box model
is described as a set of stochastic differential equations as explained in Section 4.3. The
specification of the set of stochastic differential equations is based on prior knowledge about
the building physics and is typically formulated in a state space form. The main advantage
of the use of stochastic differential equations lies in the fact that the stochastic framework
allows to accommodate random effects. More specific, they allow for a prediction error
decomposition, separating the noise into system noise and measurement noise. As such, the
unknown model parameters can be estimated using a prediction error method rather than the
output error method that is used for fitting the parameters of ordinary differential equations.
This avoids the absorption of random effects in the model parameters and enables a whole
set of powerful statistical tools [153].
Although grey-box modelling has been used in numerous studies to identify dynamic thermal
models for buildings, the application was mostly restricted to the identification of control-
oriented models that are able to accurately predicted the heat demand or dynamic thermal
response of the building over short prediction horizons [154, 155, 156, 157]. In these studies
the focus is mainly on finding reduced-order models which can be used for short-term
prediction. Only a limited number of studies are found that exploit the physical interpretability
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of the model parameters [154, 158, 159, 160, 161]. Nevertheless, in these studies the
interpretation should be handled carefully since the impact of simplifications to the model
structure are not always translated correctly to the physical interpretation of the parameters.
Moreover, the relation between the model structure, the experiment design and the purpose
of the model, i.e. prediction or simulation of the thermal response or characterisation of the
physical properties, is not well understood in the context of thermal models for buildings.
Recent developments in the thermal characterisation, using the grey-box modelling framework,
of thermal components of buildings as well as whole-building thermal characteristics are
found in the IEA EBC Annex 58 project, in which this PhD research was also involved. In
the remaining part of this chapter the contribution of this research to the identification of
grey-box models for different applications is presented. Thereby specific attention is given to
the understanding of the relation between the experiment design, the model structure and
the interpretability of the model parameters.
4.3 Grey-box modelling - a theoretic background
Before presenting the developed grey-box modelling framework, a brief theoretic background
on grey-box models and the identification process is given in this section. The presented
theory is not new and is mainly based on the work of Melgaard [151] and Madsen [162].
4.3.1 Stochastic differential equations
In this work, grey-box models are defined, consistent with [151] as a set of stochastic
differential equations given by:
dXt = f(Xt, Ut, θt, t)dt+ σ(Xt, Ut, θt, t)dωt (4.1)
with Xt the states of the system, e.g. the temperatures of the building components. Ut are
the measured inputs on time t. These inputs can either be controllable, such as the heating
power or the ventilation rate or uncontrollable such as the outdoor climate or occupant gains.
θt is the set of model parameters.
The main difference between stochastic differential equations and ordinary differential
equations, used in white-box models, is the introduction of a system noise model (σ).
As such a distinction is made between the deterministic part of the model (f) called the drift
term and the system noise model (σ) or diffusion term. Thereby the former includes the
GREY-BOX MODELLING - A THEORETIC BACKGROUND 95
physical relation between the measured system inputs and outputs, while the latter describes
how the system reacts to unmeasured disturbances. These disturbances may result from
unmeasured input signals, e.g. opening of windows or wind effects, as well as from physical
phenomena that are not included in the drift term, such as long-wave radiation or evaporation.
The noise process (ωt) is a Wiener process, or Brownian motion process, describing
Gaussian white noise [151].
Note that although this equation is symbolically written as a differential equation it is
interpreted as an integral equation with stochastic integrals [151]. The solution to this
stochastic differential equation - which can only be found analytically in simple cases - is thus
a stochastic process.
The system is observed through a set of measurements (Y ) which are linked to the states
of the system and the input signals, by a set of observation equations:
Yk = h(Xk, Uk, k, θ) + k (4.2)
Note that where the system of stochastic differential equations is modelled in continuous time
(Eq. 4.1), it is observed in discrete time. k is the measurement noise, which is assumed to
be Gaussian white noise, thus k ∼ N(0,
∑
k).
The grey-box model defined by equations 4.1 and 4.2 is typically formulated in a state-space
form:
dXk = (A(θ)Xt +B(θ)Ut)dt+ σ(Xt, Ut, θ, t)dωt (4.3)
Yk = C(θ)Xk +D(θ)Uk + k (4.4)
with A, B, C and D the system matrices derived from the physical governing equations
in terms of the unknown model parameters θ. Thereby, it should be pointed out that the
dimensions of A and B may differ from those of C and D, since not all states of the system
need to be directly measured. The system equations thus describe the evolution of the
stochastic process while the observation equations describe the part that is directly observed.
For the remainder of the chapter, a special case of stochastic differential equations will be
used known as a linear, time-invariant grey-box model. Thereby time-invariant points to the
fact that the parameters describing the system are assumed constant. The models are said
to be linear since the parameters, of both the drift and diffusion terms, do not depend on the
states. However, it should be noted that the models are typically non-linear in the parameters
as for building simulation often combinations of thermal resistances and capacitors are found.
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4.3.2 The estimation process
The estimation of the unknown model parameters in this work is carried out using the
Continuous Time Stochastic Modelling toolbox in R (CTSM-R). The software incorporates
a maximum likelihood estimation algorithm, which estimates the unknown parameters
θ that maximize the likelihood function of a given sequence of measurements YN =





p(yk | Yk−1, θ)
)
p(y0 | θ) (4.5)
Note that in this formulation, the joint likelihood function of the parameters given the sequence
of measurements, is partitioned into a sequential product of probability densities of one-step-
ahead predictions. The parameters are then found as the result of the following optimisation
problem:
θˆ = arg min{−ln(L(θ;YN ))} (4.6)
An exact evaluation of the likelihood function is, apart from simple cases, practically infeasible.
However, assuming that the diffusion term is independent of the state variables and driven
by a Wiener process, which corresponds to Gaussian noise, the Kalman filter can be used
as presented in [163]. The Kalman filter is a recursive filter used to predict the states of the
system, given the set of measurements, the model and the known inputs and is shown to be
the optimal state estimate under the assumption of Gaussian noise [162]. A full description
of the estimation process is presented in [163].
4.4 Description of the identification framework
As explained in the introduction (Section 4.1), the identification framework developed in this
chapter starts from detailed building simulations to generate virtual experiments. Compared
to the use of experimental data, this approach drastically increases the degrees of freedom
in the experiment design, since all modelled temperatures and heat fluxes can be used as
virtual input or observation measurements. Moreover, both the boundary conditions and
the thermal properties are perfectly known and the impact of measurement noise can be
estimated a posteriori.
The main structure of the methodology is shown in Figure 4.1. In a first step, detailed
building energy simulations are used to simulate a virtual identification experiment. The main
advantage of using simulated data is the high flexibility of possible measurement signals and
designs of experiment that can be simulated. In the second step, the actual grey-box model
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Figure 4.1: Overview of the developed grey-box modelling framework
identification is conducted using the CTSM-R toolbox. Thereby the goal is to evaluate the
relation between the design of experiment and the quality of the obtained models in terms of
prediction accuracy and physical interpretability of the model parameters. Based on these
results guidelines for the design of experiment are deduced, taking into account what signals
can be easily measured in practice. In a final step, the identification process is carried out on
actual on-site measurement data. The following paragraphs elaborate on the different steps.
4.4.1 Virtual measurements using detailed building simulation
In the first step of the framework, a virtual data set is generated using detailed white-box
simulations. The concept and relevant models of the IDEAS-library have already been
presented in Chapter 2. Therefore in this section only the model simplifications that are
expected to have an impact on the identification process are discussed. Moreover, the set of
input and observation variables, that will be used for the identification process, is presented.
The main simplifications that are expected to influence the identification process are:
• Assumption of fully mixed, uniform air temperature for complete zone
• Assumption of 1D-heat transfer through building components, assuming uniform
surface temperatures and ignoring thermal bridging
• Solar gains and radiant components of internal gains and heating are distributed
using area and emissivity weighted distribution factors. Time dependent effects in the
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internal distribution of the solar gains – corresponding to e.g. the incident angle of
solar radiation – are not accounted for.
• The internal mass of furniture is taken into account by increasing thermal capacity of
zone air by a factor 5 [84, 83]
• The infiltration and ventilation rates are constant and not depending on wind conditions
• Internal gains are divided into a radiant and convective component using a constant
fraction of 0.5.
• Temperature dependent convection correlations are used for the convective heat
transfer at both the interior and exterior surface as specified in Chapter 2
The buildings are simulated using TMY3 weather data for Belgium with a time resolution of 10
minutes [94]. Occupant behaviour is implemented using a stochastic framework described in
[3], generating occupancy, thermal gain and electricity demand profiles with a 10 minute time
interval. For all cases, simulations are carried out using the variable time step DASSL-solver
in Dymola. The solver tolerance is set to 10−9 which is found to be a good balance between
model accuracy and simulation speed. An equidistant output interval of 5 minutes is used,
mimicking typical sample intervals for real measurements.
Two types of virtual experiments are implemented. Firstly, a dedicated identification
experiment is simulated for an unoccupied building. Thereby, dedicated input signals are
imposed on the heating system in order to have a persistent excitation of the system. In this
study, pseudo-random binary sequences (PRBS) are used as input signals to guarantee the
input signal is uncorrelated to the climatic boundary conditions. PRBS signals are widely
used in the field of system identification and have already successfully been used for grey-box
modelling of buildings [164, 151, 161]. Recent studies however argue that these signals may
overemphasize the high-frequent response [165, 166], suggesting filtered PRBS signals or
multi-sines as an alternative.
Secondly, simulations of dwellings in-use are used as virtual experiments. Thereby the
heating system is controlled by a room thermostat, simulating the normal use of the occupied
dwelling. The main benefit of this approach, is that the experiments can be carried out in
occupied buildings since the heating system is set to maintain thermal comfort. In contrast
high indoor temperature variations are obtained using PRBS signals. Nonetheless, important
challenges are introduced by the closed-loop control of the heating system and the stochastic
occupant behaviour. Moreover, since the persistent excitation obtained by the PRBS-signal
is not guaranteed and the temperature variations are typically smaller using a thermostatic
control, an important research question is to analyse whether the same model accuracy can
be obtained compared to the dedicated heating experiments.
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As an output of the virtual experiments, 3 types of output measurements are used in this
identification framework. The choice for these signals is based on discussions within the IEA
Annex 58 project and corresponds to typical measurements that are also carried out during
co-heating tests [167]. Firstly, the indoor air temperature is used. This temperature is directly
calculated by the zonal models in IDEAS. Secondly, the surface temperature measurements
are included. The surface temperatures are available – from the heatport of the opaque
and transparent multi-layer heat conduction models – for each component. A surface area
weighted average is used to lump the measurements to the corresponding states when
multiple components are modelled as a single state, e.g. the exterior walls. Finally, the heat
exchanged between the surface of a component and the zone – by convection and radiation –
is extracted from the detailed simulation. The heat flow to each of the states is then obtained
by summation of the heat flows of the corresponding components.
4.4.2 Grey-box identification
The identification process consists of three steps. Firstly, a set of reduced-order models of
increasing complexity is defined based on the RC-analogy of the building. Secondly, the
parameters of the grey-box models are estimated. Thereby the sensitivity to initial values
for the unknown parameters is evaluated by repeating the parameter estimation for different
initial values. Finally, a validation process is carried out in order to select the optimal model for
either short-term prediction, long-term simulation or characterisation of the thermal properties
of the dwelling. Note that although they are shown here as three distinct process, in practice
the outcome of the validation process may be used to update and extend the model structure
in an iterative process, as suggested in [153].
For the first step, generating a set of reduced-order building models, a library of suitable
models has been created in this work. This library is the result of grey-box modelling exercises
performed on dwellings with a wide range of thermal properties, available observation and
input measurements and for the different application purposes. The models are constructed
in a forward selection procedure whereby the model complexity is systematically increased in
order to find suitable reduced-order models. As explained in [153], systematic improvement
of the models is enabled in the grey-box modelling framework by thorough analysis of the
characteristics of the diffusion terms and the residuals.
In this forward selection procedure one of the challenges is to preserve the identifiability of
the individual model parameters, i.e. all estimated parameters should be uniquely defined
in the optimum [168]. Two aspects are important to guarantee the existence of a unique
solution. Firstly, the model should be ‘structural identifiable’, meaning that the model is
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formulated such that the parameters are uniquely defined. Secondly, the problem of ‘practical
identifiability’ arises when for a given structurally identifiable model, the quality of the data
set does not allow to estimate all model parameters. While both problems have not been
formally addressed in this work, different internal checks in the model validation process are
performed in order to identify such ’over-fitting’ problems.
The forward-selection process and the construction of the reduced-order model library, is in
a first phase limited to single zone models. In Section 4.5.4 this framework is extended to
multi-zone buildings by coupling multiple single-zone models obtained from the individual
identification processes. Alternatively, as shown in Section 4.6, zones with a strong thermal
coupling may also be aggregated and modelled as a single zone in a pre-processing step.
As will be shown in the results, a limited set of grey-box models is able to cover a wide variety
of residential buildings. As such, the construction of the model library allows to automate the
identification to some extent. Nonetheless to assure a correct characterisation of the thermal
properties, specific adaptation of the models to the specific properties and dynamics of the
buildings may be needed and modeller judgement is always required.
When the structure of the model is established, the parameter estimation is carried out
using the CTSM-R. Thereby, the solution is shown to be sensitive to the initial values of
the parameters and especially of the initial states. This sensitivity is most pronounced for
higher order models where the global optimum in the likelihood function is often less clear
and the optimizer may converge to local minima. While improvements to the numerical
solver in CTSM-R1 may be considered, it was chosen in this work to check the sensitivity of
the parameter estimates to different initial values. Therefore, multiple runs are carried out
whereby the different initial values are randomly picked from a normal distribution using the
stated minimum and maximum values of the parameters as a 99 % confidence interval.
The final step of the grey-box modelling process is the verification of the accuracy and
robustness of the identified grey-box model or the model validation process. As described in
[158] the validation process should at least cover the following aspects:
• Validation on training data. The 1 step ahead prediction residuals should be ’small’
and ’white noise’. A necessary condition for ’white noise’ is that there should be neither
significant autocorrelation in the residuals nor cross-correlation between the residuals
and the input variables.
• Validation on cross-validation data The model should be able to predict the output for
data that has not been used for the parameter estimation process.
• Identifiability All model parameters should be uniquely determined based on the data.
1CTSM uses a quasi-Newton method based on the BFGS updating formula and a soft line search algorithm [163]
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• Dynamic stability In steady state, the model should provide a steady output after
transient effects have faded.
• External validity The model results should not conflict with previous experience or
other known conditions.
To evaluate these criteria three validation steps are carried out. Firstly, the residuals of the 1
step ahead, 1 day ahead and 1 week ahead predictions are analysed to check the validity
on training data. Secondly, a simulation of the identified model is carried out for a data
period different from the training data, i.e. cross-validation. Finally, the identifiability and
external validity of the model are checked in an analysis of the physical interpretability of
the identified model parameters. Thereby it is important to note that in practice one would
start by specifying minimal model requirements that should be achieved in the validation
process in order to accept a model as a function of the application (Section 4.1). In this
work however the simulation-based virtual experiments are exploited to identify the potential
accuracy that may be expected in ideal circumstances, i.e. noise-less data. Thereby, model
refinements in the forward-selection procedure will not be stopped if a certain level of accuracy
is reached but continue until problems with the identifiability occur. In practice one may f.i.
use likelyhood-ratio tests to decide whether further extending the model is still required [169].
In the residual analysis of step 1, the root mean squared errors (RMSE) as well as the
auto-correlation function of the residuals and the cross-correlation of the residuals to the input
signals are analysed together with a visual check of the prediction results for any systematic
errors.
The RMSE-values quantify the magnitude of the residuals for 1 step ahead, 1 day ahead and
1 week ahead predictions. The 1 step ahead predictions are analysed because they are the
output of the prediction error method used for the parameter estimation. The 1 day ahead
and 1 week ahead predictions have been included because they cover the range of prediction
horizons that may be expected in control applications. As will be shown in the results, a
comparison of the RMSE values for the different prediction steps may reveal systematic
model errors and over-fitting problems. The latter occurs when not all model parameters can
be uniquely estimated given the available data.
The RMSE-values are defined by equation 4.7 with yk and yˆk respectively the true and






(yˆk − yk)2 (4.7)
Note that given equation 4.7 the RMSE-value has the same unit as the observation variable
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y. To compare the model performance for different data-sets and even different observations,
the standardised RMSE-value (sRMSE) is calculated according to equation 4.8 with σy the






(yˆk − yk)2 (4.8)
In addition to the (s)RMSE-values the auto-correlation function of the 1 step ahead predictions
is analysed, together with a visual check of the time series plots of the residuals and the
inputs of the models. The auto-correlation function (ACF) is defined according to [162] as:
ACF (k) = Cor[t, t+k] (4.9)
i.e. the correlation (Cor) of the residuals at time t (t) and the residuals at lag k (t+k). Based
on this definition, white-noise residuals would show an auto-correlation function which is
assymptotically equal to 0 except for k = 0. Since the grey-box models are defined assuming
Gaussian white-noise residuals, it is important to check whether this assumption holds for
the identified models. If this is not the case, other statistical tests such as the calculation
of the estimated uncertainty of the parameters should be handled carefully. Moreover, as
described in [153], the analysis of the auto-correlation function together with correlation of the
residuals and the inputs, can be used to pinpoint model deficiencies. As such, a systematic
improvement of the model structure in a forward selection procedure is possible. Note that
as an alternative to the auto-correlation function, the cumulated periodogram of the 1 step
ahead prediction residuals can be analysed, as presented in [154].
In the second validation step, the performance of the model for long-term simulations is
evaluated. The use of simulations instead of prediction is made to validate the performance
of the model on cross-validation data as well as the dynamic stability of the model. Stability
issues are illustrated by a systematic deviation of the simulation output from the measured
output. Moreover, the use of simulations also allows to analyse both the high- and low-
frequent performance of the model.
Finally, the physical interpretability of the identified parameters is verified. Thereby firstly
the covariance matrix of the estimated parameters is verified, checking for statistically
insignificant parameters and high correlations between the estimated values, indicating
over-fitting problems. Secondly, the identified parameters are compared to the corresponding
thermal properties of the building. Note that the main benefit of using simulated virtual
experiments is evident here, since the true values for the thermal properties are known.
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4.4.3 Application on field measurements
As shown further, the methodology developed in step 1 and 2 of the framework give a
good insight in the relation between the experiment, the available measurements, the model
structure and the accuracy of the model for prediction, simulation or characterisation. In
the third part of the framework, this knowledge is used to apply grey-box modelling on real
buildings. Thereby the goal is twofold. On the one hand, it demonstrates the potential of the
method in real applications. On the other hand, it is used as feedback on the experiment
designs derived from step 2. Where step two demonstrates what should be measured to allow
a robust identification, this step will provide feedback on the feasibility of these measurements
in real life applications.
The full-scale, on-site measurements used in this work have been collected in the Twin
Houses at the Fraunhofer institute in Holzirchen (Germany) in the context of the IEA EBC
Annex 58 project, as presented in Chapter 2.
4.5 Identification on simulated data
In this section the system identification process is presented for virtual experiments obtained
by detailed simulations using the building simulation models presented in Chapter 2. This
section elaborates on the different steps and cases that have been simulated to evaluate the
impact of the experiment design and the model structure on the performance of grey-box
models. The section consists of three parts. Firstly, the identification process is demonstrated
for a single zone dwelling. Thereby both the detailed and grey-box models are modelled
using a uniform indoor temperature for the whole dwelling. While this is a strong simplification
for real buildings, it allows to clearly analyse the relation between the proposed structure
of the grey-box model, the experiment design and the identified thermal properties of the
building. Both floor heating and radiator heating systems are compared in this stage, as they
significantly differ in the way they excite the thermal mass of the building. As such, different
model structures are expected to be optimal for these heat emission systems.
Note that for this first part all input signals are idealised, meaning that the convective and
radiative internal gains, solar gains and the heat emitted by the thermal emissions systems –
obtained from the simulation results – are directly used as input signals rather than common
measurements such as the energy use for heating or the solar irradiation on a horizontal
surface. Even though these idealised signals cannot be directly measured in practice, this
approach allows to identify an ideal experiment design. In the second part of this section,
the translation to realistic measurements is made by analysing the potential of alternative
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measurements as well as the impact of noise on the data.
In the third part, the established identification approach is translated to multi-zone buildings.
Therefore, a step-wise identification method is presented whereby each zone is identified
individually using the temperatures of the adjacent zones as boundary conditions. In Section
4.6, the framework will be demonstrated on actual on-site measurements.
4.5.1 Description of virtual experiments
Simulated buildings and building models The dwellings identified in this section are
based on typical Belgian detached houses from respectively the period before 1945 and
after 2005, as defined in the TABULA-project [117]. These two buildings have been selected
because they represent two extreme cases in terms of insulation level and corresponding
dynamic behaviour. While these two buildings are used to demonstrate the methodology
in this chapter, all other dwelling typologies of the single family houses presented in the
TABULA-project have been analysed as well, resulting in the reduced-order building stock
model presented in Chapter 5.
For these typologies only the static thermal properties, required for the degree-day
calculations and monthly calculations used in the TABULA-project are specified in the
building stock descriptions. In order to evaluate and identify the dynamic thermal properties
of the buildings additional assumptions had to be made to translate the stationary building
typology descriptions to a dynamic building model:
• The difference between the exterior floor on ground, the floor adjacent to outdoor
environment and adjacent to unheated spaces has not been taken into account. The
total ground floor is simulated in contact with the ground.
• All roof surfaces are in direct contact to the outer environment. No attic has been
implemented in this single zone approach.
• TABULA specifies the total surface area of exterior walls. In order to divide this over
the different orientations it is assumed that the front and back wall of the building each
cover 27.5 % of the total area. The left and right walls each cover 22.5 % of the total
area.
• The internal walls and floor have the same surface area as respectively the exterior
walls and the ground floor.
• The building is oriented along the cardinal directions, the facade with the main entrance
is oriented North.
• The U-value of the ground floor for the pre-’45 building has been increased to 2.6
W/(m2K), instead of the value (0.85 W/(m2K)) defined in the TABULA project,
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Table 4.1: Summary of the implemented building properties ( pre-’45 (Uninsulated)/ post-’05 dwelling
(Insulated))
Zone properties
Protected volume 766 / 741 m3
Infiltration (n50-value) 8 / 1 1/h
Ventilation rate 0.5 / 0.5 1/h
Recuperation efficiency 0 / 0.84
Component properties
A U C’ g
[m2] [W/(m2K)] [kJ/(m2K)] [-]
Exterior walls 255.8 / 201.3 2.2 / 0.4 449.9 / 193.2
Ground floor 134.3 / 132.0 2.6 / 0.5 449.6 / 96.8
Roof 158.4 / 152.3 1.7 / 0.3 42.3 /31.9
Windows 41.2 / 44.1 2.8 / 1.4 0.87 / 0.75
North 10.8 / 11.34 2.8 / 1.4 0.87 / 0.75
East 9.3 / 10.3 2.8 / 1.4 0.87 / 0.75
South 12.2 / 14.11 2.8 / 1.4 0.87 / 0.75
West 8.9 / 8.3 2.8 / 1.4 0.87 / 0.75
Internal wall 255.8 / 201.3 2 150.3/150.3
Internal floor 134.3 / 132.0 2 168.3/475.8
since the latter value did not correspond with the suggested floor composition and is
argued to be unrealistic.
The main geometrical and thermal properties of the buildings are summarised in Table 4.1. In
addition to the zone properties, Table 4.1 shows the surface area (A), heat transfer coefficient
(U) , solar transmittance (g) and the effective thermal capacity (C’). The latter, as explained
further, is obtained by including the thermal mass of all material layers inside the insulation
layer.
The ventilation system is modelled as a constant air-flow corresponding to a balanced
ventilation system. Note that this will simplify the identification process since the ventilation
losses are not correlated to wind and stack effects. For the post ’05 dwelling a heat recovery
system is included with a constant efficiency of 84 %. The airflow rate is set to the values
stated in the TABULA-project as representative for standard practice.
In line with the previous chapter, two types of heat emission systems are compared, i.e.
radiator systems and floor heating systems. Note that, as in the previous chapter, the heat
production unit is simplified by an ideal, power limited, heat source. This simplification is
allowed since the focus is on the identification of the thermal response of the thermal mass.
Therefore the supplied heat will be used as an input to the system rather than the energy use,
avoiding the need to include the – mostly non-linear – system efficiency in the identification
process.
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Input signals In the context of system identification the input signals are typically subdivided
in two groups: controllable signals, used in the experiment design to optimally excite the
system and uncontrollable signals often called disturbances.
The data sets used for the identification process are obtained using the detailed building
simulations described in Section 4.4.1. In order to convert these simulation results into input
signals for the identification process, two approaches are compared in this study.
In a first step (Section 4.5.2), idealised input data are used to estimate the maximum
accuracy that can be expected for the grey-box model. Thereby, in addition to the ambient
air temperature, the effective internal and solar gains obtained from the building simulations
are used (Figure 4.2). For the solar gains the effective gains correspond to the calculated
fraction of the solar irradiation that is transmitted through the windows. The effective internal
gains are directly obtained from the user behaviour model of the IDEAS-library.
Whereas these two inputs are generally available in building simulations, these gains are
difficult or even impossible to measure in practice. Therefore in the second step of the
study (Section 4.5.3), a step-wise conversion from the effective gains to more realistic
measurements is carried out to analyse the impact of the quality of the dataset and the
experiment design on the accuracy of the obtained model for simulation and characterisation.
Different scenarios for the alternative input signals are implemented and analysed. As can be
seen in Figure 4.2, the internal gains are strongly correlated to the domestic electricity use.
For the internal gains, measurements of the domestic electricity use is therefore analysed
as an alternative input signal. The latter is selected as it is easy to measure in practice, e.g.
obtained by smart meter readings. In addition the obtained model accuracy is compared to a
scenario where no information about the internal gains is taken into account.
The use of the effective solar gains is compared against measurements of the global
horizontal irradiance, which is relatively easy to measure and often available in local weather
stations. Additionally, the total irradiance on the vertical planes along the four cardinal
directions are used as input signals. These irradiance data can in practice be directly
measured or obtained from the global horizontal irradiance data by preprocessing of the solar
data [170, 171].
Finally, it should be noted that the ground temperature is often not measured and therefore
the use of the effective ground temperature, measured below the ground floor, is compared
against a constant ground temperature of 11 ◦C, i.e. the annual averaged ground temperature
obtained by the IDEAS models at a depth of 2 m below the field. The impact of these different
input scenarios on the model accuracy is assessed in Section 4.5.3.
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Figure 4.2: Input data and observed indoor air temperature used in the identification on in-use data.
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For the controlled input signals, here the heating power, the heat supplied to the emission
system is used as a model input. The shape of the input signal itself is the subject of the
experiment design. As explained in the introduction again two approaches are considered.
Firstly, Section 4.5.2 evaluates a dedicated experiment where a PRBS-signal is used
to activate the heating system. Secondly, Section 4.5.3 applies the methodology on an
experiment of the building in normal operation, where the heating is controlled by a room
thermostat with set point for the operative temperature of 22 ◦C, a dead-band of 1 ◦C and
a setback to 16 ◦C during the un-occupied periods. For the latter, the resulting indoor air
temperature is shown in Figure 4.2. Note however that as an observation in the identification
process this indoor air temperature will be used and not the operative temperature, since the
indoor air temperature is directly linked to the state that represents the thermal capacity of
the indoor air. For both heating experiments the same buildings and climate conditions are
simulated.
As explained in the literature review, it is important to properly design the PRBS-signal in order
to match it with the dominant time constants of the building. For this study, the PRBS-signal
is designed to cover the wide range of frequencies typically encountered in buildings and
has a minimum switching frequency of 1 h and a register length of 11 hours, resulting in a
total period of 85 days. Higher frequencies are not included since a 15-minute sampling time
is used for the identification and since they would be significantly above the dominant time
constants of the building. The input signal for the heating system is obtained by multiplying
this PRBS signal with 30 % of the nominal power of the heating system, to avoid excessive
indoor temperatures when the experiments are carried out in mid-season and summer. Note
that when the PRBS signal is used the building is assumed to be unoccupied.
Observation measurements In addition to the system inputs, a good selection and
accurate measurement of model outputs is a key to robust system identification. Thereby it
should again be emphasised that in the grey-box modelling approach not all states should
be included in the observation equation. So called internal states of the systems, in our
case the temperatures inside the thermal mass of the components, are updated using the
Kalman filter as explained in Section 4.3. Nonetheless, the observability of the system must
be guaranteed to allow an identification of all parameters.
Three types of measurements are included with an increasing complexity of the required
measurement equipment. Firstly, the indoor air temperature is always included as an
observation since it is easy to measure and is an important output for the application in
control strategies. Note that the problems of sensor location and stratification are not explicitly
evaluated in this Section (see Section 4.6), as we start from simulated data that assume
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perfectly mixed zones. To estimate the systematic errors that can result from bad sensor
placement or the use of uncalibrated sensors, Section 4.5.3 discusses the impact of (biased)
measurement noise on the identification process.
Secondly, surface temperature measurements are included as virtual observation measure-
ments. Thereby the surface temperatures are used as direct observations of the states
representing the temperature of the different components. Nevertheless, as will be shown
in Section 4.5.2 the surface temperatures of the components are found to not accurately
represent the state of the thermal mass of this component since the latter corresponds to the
temperature inside the component.
Therefore, as a third alternative, heat flux measurements are included describing the heat
flow between the indoor capacity and the building components. Both the total heat flow to
the component i (Q˙i [W]) and the area averaged heat flux (q˙i [W/m2]) have been used.
For the latter, the area of the component is included as an extra parameter in the grey-box
model. For the former, prior knowledge about the surface area of the components is needed.
Both are compared here to investigate to what extent this prior knowledge about the building
geometry is a prerequisite. Equations 4.10 and 4.11 show the observation equations for
respectively the use of heat flow measurements and heat flux measurements to the exterior
walls. In these equations Ti and Tw are the indoor temperature and the temperature of
the state within the exterior walls, Rw,1 is the thermal resistance between both states and










+ awQ˙s + fwQ˙heat
)
/Aw = Q˙w/Aw (4.11)
Note that whereas the use of the heat flow in the observation has the main advantage that
only a single model parameter is linked to each of the terms, this is no longer true for the use
of the heat flux measurements. As such, difficulties with the identifiability of the model may
arise using the latter as observation measurements, as demonstrated in Sections 4.5.2 and
4.6.3.
4.5.2 Identification of single-zone grey-box models for idealised vir-
tual experiments
In this subsection the identification of single zone models using virtual measurements of a
dedicated dynamic heating experiment is discussed. Thereby the goal is to find robust and
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Figure 4.3: RC representation of the 4th order grey-box model. Ci, Cw , Cwi and Cf are respectively
the indoor air, external wall, internal wall and floor capacity. Te and Tg are the air and ground
temperature used as input for the model. The solar gains and heating input are not shown.
accurate models for the prediction, simulation and characterisation of the dynamic behaviour
of residential buildings. An extension to multi-zone dwellings is shown in Section 4.5.4.
Firstly, the model structures evaluated in a forward selection process are presented for both
the buildings equipped with radiators and floor heating. Secondly, the input and observation
signals used in the identification procedure are presented in the time domain. Note that in
this section idealised input signals will be used for solar and internal gains. The impact of
these simplifications is assessed in Section 4.5.3.
In the third paragraph, the model validation process is discussed, focusing on the accuracy
of the obtained models for short-term predictions as well as simulation. Finally, the physical
interpretability of the estimated parameters is discussed. Throughout this analysis the link
between the experiment design, the model structure and the quality of the obtained grey-box
model is centralised.
Model structures The model structures used to describe the thermal dynamics of the
building are derived from resistance-capacitance (RC) networks analogue to electric circuits.
Thereby, the distributed thermal mass of the dwelling is lumped to a discrete number of
capacitances, depending on the model type. In this work 4 types of models are investigated
ranging from 1st to 4th order models. Higher order models have been considered as well
but are not presented here as they in most cases resulted in over-fitting problems and
thus unreliable results. Figure 4.3 shows the RC representation of the implemented 4th
order model. The states of the model are linked to the capacities Ci, Cw, Cwi and Cf
representing respectively the thermal mass of the indoor air, the envelope, the interior walls
and the ground floor. Each of these capacities has been included individually because they
are linked to different dynamic boundary conditions and thus excite the thermal mass in a
different manner.
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Heat transfer through the building components is modelled by two resistances in series with
a thermal capacity representing the thermal mass of the component. A parallel resistance
(Rvent) is included for the ventilation losses. As shown further in the results, this ventilation
term will also include the transmission losses through windows, as their thermal mass is
negligible to that of the massive exterior and interior walls.
The 4th order model of Figure 4.3 has been established by a forward selection process
whereby the model structure is systematically extended starting from a simple first-order
model, which only includes Ci. The second order model only includes Ci and Cw, making a
distinction between the fast dynamic response of the indoor air and the slower dynamics of the
thermal mass of the building structure. The 3rd order model additionally includes a thermal
capacity (Cwi) for the interior walls to capture the dynamics of the building components are
not linked to the outdoor environment. Finally, the 4th order model is obtained by including
an additional branch for the heat transfer to the ground.
For all model orders the solar gains, internal gains and heating power are distributed over the
capacities, using weight factors that can be specified manually or included in the identification
process.
Table 4.2 gives an overview of the different models analysed in this section, the way the
thermal gains are introduced into these models, and the observation equations that are used
in the identification process. The names of the models are specified by the order of the
model, the observation variables, the heating system they are specified for and an optional
index when different assumptions for a similar model type are assumed. The stochastic state
space equations for each model are found in appendix A.
For the observation variables, the impact of using only indoor air temperature (denoted with
Ti) as observation in the identification process is compared to a case where also heat flow
measurements (denoted as Q when the flows to all components are considered and Qe
when only the flow to the envelope is included) and heat flux measurements (denoted as
q) are included. The same models are used for the two building age classes, but different
specifications of the observation equations and the allocation of the heating input are used
for the floor heating (FH) and radiator systems (Rad). Note however, that for the 1st-, 2nd-
and 3rd-order models, the model structures specified for the radiator cases are by means of
example also applied to the floor heating cases in order to show the impact of a mismatch in
the physics-based model structure.
Models 1_Ti, 2_Ti_Rad_1 and 3_Ti_Rad_1 are respectively the 1st-, 2nd- and 3rd-order
models whereby the solar and heating gains are allocated to the indoor air capacity. For
model 2_Ti_Rad_2, 3_Ti_Rad_2 and 4_Ti_Rad the distribution coefficients for the solar gains
and for the heating power are included in the models estimation process (annotated as ’fitted’
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Table 4.2: Summary of the analysed grey-box models, names of the models, the states that are included,
the type of observation measurements and the way the gains are allocated to the different capacities.
Model name States Observations Gains
1_Ti Ti Tair Ci
2_Ti_Rad_1 Ti, Tw Tair Ci
2_Ti_FH_1 Ti, Tw Tair solar: Ci
heating: Cw
2_Ti_Rad_2 Ti, Tw Tair fitted
3_Ti_Rad_1 Ti, Tw , Twi Tair Ci
3_Ti_FH_1 Ti, Tw , Twi Tair solar: Ci
heating: Cw
3_Ti_Rad_2 Ti, Tw , Twi Tair fitted
3_Ti_FH_2 Ti, Tw , Twi Tair solar: Ci
heating: Cwi
3_TiQe_Rad_1 Ti, Tw , Twi Tair , Qfluxe Cw
3_TiQ_Rad_2 Ti, Tw , Twi Tair , Qflux fitted
4_Ti_Rad Ti, Tw , Twi, Tf Tair fitted
4_Ti_FH Ti, Tw , Twi, Tf Tair solar: fitted
heating: Cf
4_TiQ_Rad Ti, Tw , Twi, Tf Tair , Qflux fitted
4_TiQ_FH Ti, Tw , Twi, Tf Tair , Qflux solar: fitted
heating: Cf
4_TiQe_Rad Ti, Tw , Twi, Tf Tair , Qfluxe fitted
4_TiQe_FH Ti, Tw , Twi, Tf Tair , Qfluxe solar: fitted
heating: Cf
4_Tiq_Rad Ti, Tw , Twi, Tf Tair , qflux fitted
4_Tiq_FH Ti, Tw , Twi, Tf Tair , qflux solar: fitted
heating: Cf
4_TiTs_Rad Ti, Tw , Twi, Tf Tair , Tsurf fitted
4_TiTs_FH Ti, Tw , Twi, Tf Tair , Tsurf solar: fitted
heating: Cf
in Table 4.2). Compared to the other models, model 3_TiQe_Rad_1 is an exception as here
all gains are allocated to the thermal capacity of the exterior walls.
For the buildings equipped with floor heating, additional model structures are proposed, since
in contrast to the radiators the heating power of the floor heating is injected directly into the
thermal mass of the structure. In the 4th-order models, the heating power is thus directly
allocated to the thermal capacity of the floor (Cf ), while the distribution coefficients for solar
gains are fitted. As such, the ‘4_xx_FH’-models are obtained. For the 3rd-order models the
floor capacity is not included individually into the model therefore two cases are evaluated. In
model 3_Ti_FH1 the heating is allocated to the capacity of the exterior walls (Cw) while in
model 3_Ti_FH_2 it is allocated to the inner walls (Cwi).
Finally, the models 4_TiTs_Rad and 4_TiTs_Rad use the measured surface temperatures as
additional observations. Thereby an area weighted average is used to aggregate the surface
temperatures of the individual components to respectively the average surface temperature
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of the exterior walls, the inner walls and the ground floor.
Identification and validation In this section the results of the model validation process
are presented. The validation process is carried out for each of the selected models in order
to find the optimal combination of model structure and observation equations that results in
accurate models for the prediction, simulation and characterisation of the dynamic response
of buildings. This optimal combination is analysed as a function of the building’s insulation
level, ventilation system and heat emission system. Thereby the goal is to analyse whether
the same model structures may be used for different building qualities and heating systems.
Moreover the identification process is repeated for different data periods in order to estimate
the sensitivity of the results to the data set. In practice this type of test could be done by
splitting a measured data set into multiple parts that are alternatively used as training or
validation data. However, given the flexibility of using simulated data in this work, three
distinct periods in winter and mid-season have been selected. Although other sets with
different starting time and duration have been evaluated as well, the results are shown here
for a 2-week and 1-month data set in February (Dat 1 and Dat 2) and a 2-week data set in
April (Dat 3). Where the latter is shown to demonstrate the impact of the outdoor temperature
and more specifically the temperature difference between inside and outside, the former are
shown do demonstrate the impact of drastically increasing the duration of the experiment.
As explained in Section 4.4.2, the validation process consists of an analysis of the root mean
squared error for short-term predictions, the auto-correlation of the 1 step ahead prediction
residuals and the performance of the model for simulation on a cross-validation data set.
Figures 4.4 and 4.5 show the standardised RMSE-values (sRMSE) for both the radiator and
floor heating cases and for the uninsulated and insulated dwellings. Thereby, Figure 4.4
demonstrates the impact of different assumptions used to define the model structure, while
Figure 4.5 compares the impact of different observation measurements for the 3rd- and
4th-order models.
On the one hand, Figure 4.4 shows a systematic decrease of the sRMSE-values for the 1
step ahead predictions for increasing model orders, i.e. from models 1_Ti to sequentially
2_Ti_Rad_1 and 3_Ti_Rad_1. These decreasing RMSE-values result from the increasing
degrees of freedom in the parameter estimation process for increasing model orders when
1 step ahead predictions are carried out on the training data. The decrease is most
pronounced when the model is extended from a single state model (1_Ti) to a two state
model (2_Ti_Rad_1). For the latter a distinction is possible between the fast response of the
indoor air compared to the slower response of the thermal mass of the building structure.
The reduction is strongest for the radiator cases, since the radiator heating system directly
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Figure 4.4: Standardised RMSE values (sRMSE) of the 1 step, 1 day and 1 week ahead predictions for
both building and heating types as a function of the model structure and the prediction step. The model
labels on the x-axis correspond to Table 4.2.
activates both the indoor air and the thermal mass of the structure. Further increasing the
model order has a less significant impact on the sRMSE-values for 1 step ahead predictions.
For the floor heating cases, an important reduction of the level of the 1 step ahead prediction
residuals is also obtained by using the FH-type models whereby the heating power is allocated
directly to the thermal mass of the dwelling rather than to the indoor air.
On the other hand, the analysis of the multiple-step ahead predictions shows a significant
increase of the sRMSE-values when the prediction step is increased to 1 day and 1 week
ahead predictions. Although this increase is expected for all cases due to the propagation
of errors over a longer interval, which results in larger temperature deviations, an excessive
increase, e.g. by more than 100 %, points out that fundamental errors in the model
structure exist or that over-fitting problems occur. This is the case for models 3_TiQe_Rad_1,
3_Ti_Rad_2 and 4_Ti_Rad for the radiator cases and 3_Ti_Rad_1 to 4_Ti_FH_1 for the
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floor heating cases. Thereby, as will be explained further, for both heat emission systems
the 4th order models using only the indoor air temperature as observation, as well as the
3_Ti_Rad_2 model for the radiator heated building, suffer from over-fitting. This means that
inadequate dynamic information is available in the observed signals to estimate all unknown
model parameters.
A comparison of the sRMSE values between the radiator and floor heating cases, shows
some fundamental differences. Firstly, the sRMSE values of the 1 step ahead predictions are
in general lower for the floor heating cases. Due to the thermal mass of the floor which acts
as a low-pass filter, the dynamic variation of the indoor air is smoothed. Consequently, lower-
order models are able to predict the 1 step ahead temperature response more accurate. Note
that the sampling time here is limited to 20 min. In case of floor heating, the ’FH-models’, for
which the heating is allocated to the thermal capacity of the building components show lower
sRMSE values than the models for which the heating power is allocated to Ci, demonstrating
the importance of matching the model structure to the physical behaviour of the system.
This will become even more important for the physical interpretation of the parameters as
discussed further.
Secondly, the significant decrease of the sRMSE values for the long-term predictions that is
found for the radiator case (Figure 4.4 (left)) is less pronounced for the floor heating cases.
For the radiator heated buildings, the sRMSE-values indicate that the first-order model (1_Ti)
is not able to accurately predict the dynamic response of the indoor air to the radiator heating.
For the floor heating cases (Figure 4.4 (right)) the decrease in sRMSE value for increasing
model orders is less significant since the floor in this case acts as a low-pass filter for the
heating system reducing the high-frequent temperature fluctuations. Note that a correct
specification of the observation functions and the distribution of the heat input to the system is
of significant importance, as higher sRMSE-values are observed when applying the models
specified for the radiator heating cases to the floor heated buildings. A similar problem is
observed for model 3_TiQe_Rad_1 whereby the heating power of the radiator system is
allocated to the exterior wall instead of the indoor air, which again demonstrates the need for
a correct physical representation of the system when using
Whereas over-fitting problems are indicated by the sudden increase of the sRMSE values
for long-term predictions in Figure 4.4 – as well as by the autocorrelation function of the
residuals discussed further – for models 3_Ti_Rad_2 and 4_Ti_Rad for the radiator cases and
3_Ti_FH_2 and 4_Ti_FH for the floor heating cases, Figure 4.5 demonstrates the impact of
additional observation equations which are included to increase the identifiability as described
above.
In the most detailed case, heat flow measurements to all components are included in the
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Figure 4.5: Standardised RMSE values (sRMSE), shown on logarithmic scale, of the 1 step, 1 day and
1 week ahead predictions for both building and heating types as a function of the observation variables
and data period. The model labels correspond to Table 4.2.
observation equations (models 4_TiQ_Rad and 4_TiQ_FH). For these models Figure 4.5
shows on the one hand increasing sRMSE values for the 1 step ahead predictions. This
increase results from the reduction in degrees of freedom as the model needs to follow both
the indoor air temperature as the observed heat flows. On the other hand, the difference
between 1 step ahead to 1 week ahead predictions is reduced when heat flow measurements
to all components are included. This indicates that the model is more stable for long-term
simulations.
The same effect is already observed for the radiator cases when only the heat flow
measurements to the exterior walls are included in the observation equations (models
4_TiQe_Rad). Nonetheless, this step is less effective in case of floor heating, as explained
later in the physical interpretation of the model parameters.
When heat flux measurements are used, no effective improvement of the sRMSE values
are apparent since for these heat flux measurement also the surface area of the exterior
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Figure 4.6: Autocorrelation function of the 1 step ahead prediction residuals of the uninsulated building,
identified on the ’Dat 2’ data period for floor heating and radiator cases.
walls needs to be estimated. This introduces a scaling factor in the observation equation,
jeopardizing the identifiability.
Finally, the use of the interior surface temperatures as observation variables (models
4_TiTs_Rad and 4_TiTs_FH) is found to be not effective because the states of the model
represent the temperature inside the thermal mass of the components. Consequently,
forcing the states to follow the surface temperature does not correspond to the physical
representation of the model.
In addition to the size of the residuals, expressed by the (s)RMSE value, Figures 4.6 and
4.7 show the autocorrelation functions (ACF) of the 1 step ahead prediction residuals for
respectively the uninsulated and insulated dwelling. In line with the higher RMSE values,
a significant level of autocorrelation is found for the 1st-order models, since for almost all
lagged time steps the level of the autocorrelation function lays outside the 95 % confidence
intervals. This demonstrates that important dynamic information that is available in the data






















Figure 4.7: Autocorrelation function of the 1 step ahead prediction residuals of the insulated building,
identified on the ’Dat 2’ data period for floor heating and radiator cases.
is not explained by the model, suggesting that further model extensions are required.
Systematically extending the model without including additional measurements results in the
expected reduction of the level of autocorrelation in the 1 step ahead prediction residuals.
Note that although it is not illustrated here, the cross-correlation function of the residuals
and the different inputs has been used together with the estimated scaling factors of the
diffusion term to get insight in the cause of the model errors, as described in [153]. Thereby
for example a high level of cross-correlation between the residuals and the heating power,
together with a high value of the scaling parameter of the noise process for the air capacity
revealed that allocating the heating power of the floor heating to the indoor air capacity does
not correspond to the actual physical behaviour of the system.
For the floor heating cases, an interesting effect is found whereby the level of autocorrelation
of residuals of the models 2_Ti_FH_1 and 3_Ti_FH_1 are higher than those of the
corresponding models 2_Ti_Rad_1 and 3_Ti_Rad_1. In the former the heating power
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is allocated to the capacity of the exterior walls instead of the indoor air. This was done in
order to separate the fast dynamics of the indoor air and the slow dynamics of the thermal
mass of the building components, whereby it is expected that allocating the heating power of
the floor heating to the massive components rather than the indoor air (i.e. models 2_Ti_FH_1
and 3_Ti_FH_1) would improve the model accuracy. Nevertheless, a comparison of the ACF
for models 2_Ti_Rad_1 and 3_Ti_Rad_1 to respectively the ACF for models 2_Ti_FH_1 and
3_Ti_FH_1, reveals that since the floor is in reality not in direct contact to the ambient air
temperature the model structure of 2_Ti_FH_1 and 3_Ti_FH_1 does not correspond to the
actual thermal dynamics of the building.
The low level of autocorrelation found in models 4_Ti_Rad and 4_Ti_FH indicates that
further improvement of the the model structure without including additional information
about the system will be difficult since almost all the dynamic information available in
the observed indoor air temperature is explained by the 4th order model. The effect of
adding heat flow measurements (models 4_Tiq_Rad/FH, 4_TiQe_Rad/FH, 4_TiQ_Rad/FH)
is clearly demonstrated by the increased level of auto-correlation in the residuals of the 1
step ahead predictions of the indoor air temperature. Thereby it is evident that when heat
flow measurements for all components are included, as is done for models 4_TiQ_Rad and
4_TiQ_FH, a significant amount of dynamics available in the data is not yet explained by the
model and further extending the model structure is still possible. Nonetheless, the sRMSE
values for these models are found to be small and – as shown further – the simulation
performance and characterisation of the thermal properties is found to be reliable. Therefore,
it is chosen to stop the forward selection process with the 4th-order models. Moreover, it
should be noted that uncorrelated residuals are more difficult to obtain for simulated data
due to the absence of random measurement noise on the data. The effect of including
measurement noise is illustrated in Section 4.5.3.
In a third step of the model validation process, the performance of the identified models
for long-term simulation on cross-validation data is analysed. Thereby the initial values for
the internal states are estimated followed by a simulation of the model over a period of 6
months. As such, the accuracy of the model to both short-term and long-term dynamics is
evaluated. Moreover, systematic model errors can be easily identified as they will result in a
systematic deviation of the model output compared to the observation measurements. These
systematic errors result from an over-fitted model, whereby due to a high degree of freedom
in the model parameters and inadequate dynamic information in the data, the parameter
estimation method converges to a local minimum even though measures were taken to avoid
the selection of these solutions. Although in such cases the models show good results for
the (s)RMSE values for short-term predictions on the training data, cross-validation is found
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to reveal such problems.
Figure 4.8 shows the simulated indoor air temperature for the analysed heat emission systems
and building qualities. As already suggested by the sRMSE, a high accuracy is obtained
for the 4th order models when heat flux measurements are included (models 4_TiQ_Rad
and 4_TiQ_FH). When only the air temperature is used as observation variable (models
4_Ti_Rad and 4_Ti_FH) the simulation performance is found to be unreliable, especially
for the insulated building equipped with radiators (Figure 4.8.c) a significant bias is shown,
indicating over-fitting problems.
For the lower order models, significant differences exist between the cases. Acceptable
performance of the lower order models is found for the uninsulated building equipped with
floor heating (Figure 4.8.b). Even for the 1st order models the RMSE value for simulation
is limited to 1.1 ◦C while the average temperature variation is 4.8 ◦C (sRMSE = 0.23). In
contrast, significant differences are found between the model structures for the insulated
building (Figure 4.8.d). The residuals for the 1_Ti, 2_Ti_Rad_1 and 3_Ti_FH_1 demonstrate
that as a consequence of the simplicity of the model and the mismatch between the model
and the actual physics of the system, it is no longer able to describe both the fast response of
the indoor air and the long-term dynamics 2 of the thermal mass of the building components.
The difference between the two building qualities in performance of the different model orders
is explained by the higher difference in time constants of the components in the insulated
dwelling on the one hand and to the increasing importance of a correct distribution of the
heating and solar gains as the insulation quality improves on the other hand. As such, it
is concluded that to accurately simulate the dynamic behaviour of a building, the grey-box
model needs to correctly separate heat flow paths that are governed by different boundary
conditions and different time-constants. Thereby the required level of detail in the model for
simulation applications is more strict than what was found for short-term predictions (Figure
4.5).
Another important observation is that although the level of residuals is typically higher
for lower-order models, they are found to be more stable since they show a lower risk for
systematic deviations compared to the 4th order models. For the latter, additional observation
measurements are needed to guarantee the identifiability of the models and avoid over-fitting
problems. This problem of over-fitting is clearly demonstrated for the 4_Ti_Rad model in
Figure 4.8.c. Consequently, to guarantee an accurate simulations and avoid systematic
deviations, heat flow measurements are a prerequisite for higher-order models. Nonetheless,
accurate heat flow measurements may be difficult to obtained on a large scale in practice.
2Long-term dynamics here corresponds to time constants of multiple hours up to days.

























Data 1_Ti 2_Ti_Rad_1 3_Ti_FH_1 4_TiQ_FH 4_Ti_FH

























Data 1_Ti 2_Ti_Rad_1 3_Ti_FH_1 4_TiQ_FH 4_Ti_FH
(d) Insulated: floor heating
Figure 4.8: Simulated indoor air temperatures for respectively from top to bottom, the uninsulated
dwelling equipped with radiators and floor heating, and the insulated dwelling equipped with radiators
and floor heating.
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In absence of these detailed measurements, in-depth model validation tests are required to
identify potential over-fitting problems. Reducing the model-order may thereby be considered.
Physical interpretation of the parameters As explained in the introduction, the physics-
based structure of the grey-box models allows for a direct interpretation of the main thermal
properties of the buildings. In this work, the heat loss coefficient (HLC) and the thermal
storage capacity of the building are used to asses the physical interpretability of the model
parameters. These properties have been chosen as they are closely related to the ADR
potential (Chapter 3).
The heat loss coefficient (HLCe) is defined as the sum of the transmission and ventilation
losses per degree of temperature difference between inside and outside and calculated from







with Rvent the resistance for the ventilation losses
3 and Rw,1 and Rw,2 respectively the
inner and outer thermal resistance of the outer wall, as shown in Figure 4.3. Thereby the roof
has been included in HLCe, as it is subject to the same boundary conditions as the walls.
In contrast, the heat loss through the floor (HLCf ), for the 4th-order model, is not included
but shown independently as it is not in direct contact with the ambient temperature. HLCf





Figure 4.9 shows the impact of the model structure on the estimated heat loss coefficients
for both the insulated and uninsulated dwelling when only the indoor air temperature is used
as observation variable. The figure demonstrates that for both building qualities, reliable
estimates of HLCe are found for the low-order models (1_Ti and 2_Ti_Rad_1) – shown
by the narrow 95 % confidence intervals – with estimated values that lay within the 10 %
accuracy range that has been specified for the theoretical value4. This is also true for the
models 3_Ti_Rad_1 and 3_TiQ_Rad_1 in case of radiator heating. However, the uncertainty
3Note that the equivalent thermal resistance for the ventilation losses can be included directly into the definition
of HLCe, as it is implemented as a constant airflow in the detailed simulations. While this assumption is valid
for most mechanical ventilation systems, one could for instance try to include the dependence on wind speed and
direction to estimate the air flow rate in case of natural ventilated dwellings or high infiltration losses as proposed in
[161].
4This 10 % accuracy level is chosen arbitrary as an accuracy that is expected to be acceptable for practical
applications.
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data set l l l lTheo. Dat 1 Dat 2 Dat 3
heatingType l Theo. Radiators Floor heating
Figure 4.9: Estimated heat loss coefficient as a function of the model structure, with 95% confidence
intervals, to the outdoor environment (HLCe) and to the ground (HLCf ) estimated for the uninsulated
and insulated dwellings as a function of the heating system and the data period. For the theoretical
values (Theo.) the confidence intervals show the 10% deviation.
on the estimates is found to increase as the insulation quality of the building improves, since
the impact of the transmission losses on the dynamic indoor temperature decreases making
it harder to estimate an accurate value for HLCe.
In addition, Figure 4.9 demonstrates that the level of uncertainty drastically increases for
higher-order models (3_Ti_Rad_2, 4_Ti_Rad and 4_Ti_FH) when only the air temperature is
used as observation. This can be explained by the high degree of freedom in these models,
leading to higher levels of correlation between the parameters demonstrating the over-fitting
problem.
Finally, it should be pointed out that except for the models 1_Ti and 2_Ti_Rad_1, the spread
on the estimated HLCe for the different data periods is always high for the floor heating
cases. This results from the fact that except for model 4_Ti_FH, the floor is not explicitly
included in the model. Since the thermal dynamics of the floor are evidently important when
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data set l l l lTheo. Dat 1 Dat 2 Dat 3
heatingType l Theo. Radiators Floor heating
Figure 4.10: Estimated heat loss coefficient as a function of the observation equations, with 95%
confidence intervals, to the outdoor environment (HLCe) and to the ground (HLCf ) estimated for
the uninsulated and insulated dwellings as a function of the heating system and the data period. For
the theoretical values (Theo) the confidence intervals show the 10% deviation.
floor heating is used, the model structures do not correctly represent the physical behaviour
of the dwellings and consequently the model parameters will not have a physical meaning.
To overcome the problem with over-fitting, observed for models 3_TiQ_Rad_1, 4_TiQ_Rad
and 4_TiQ_FH, additional observation equations are included. Figure 4.10 shows the impact
of adding observation variables to the identification process on the estimated heat loss
coefficient. As for the sRMSE-values (Figure 4.5), Figure 4.10 again demonstrates that
when only heat flux measurements to the exterior walls are included (models 4_Tiq_Rad and
4_Tiq_FH), the identifiability of the model parameters does not improve significantly since the
estimated surface area can be used as a scaling factor. When heat flow measurements to all
components are included the level of uncertainty for both the estimated HLCe and HLCf
is drastically reduced. Nonetheless, given the amount of autocorrelation in the residuals the
IDENTIFICATION ON SIMULATED DATA 125
confidence intervals should be interpreted carefully. In line with the (s)RMSE-values and the
simulation performance, the use of the indoor surface temperatures as observation variables
(model 4_TiTs_Rad and 4_TiTs_FH) does not improve the reliability of the estimates.
When the impact of the data period is analysed no significant differences are found between
the estimated parameters for the two periods in February (’Dat 1’ and ’Dat 2’). The standard
deviation of the estimated parameters is however slightly reduced as the length of the data
set increases. Nonetheless, it may be concluded that the 2-week period is adequate for an
accurate characterisation. For the data period in April (’Dat 3’), the estimated HLCe for the
uninsulated dwellings is found to be lower compared to the other data sets. This effect is
likely to be caused by the solar gains on the exterior surface which become important for
uninsulated walls and are not included in the reduced-order models. However, this could not
be proven since the additional parameters needed to include the solar gains on the exterior
surface jeopardised the identifiability of the model.
In order to quantify the ADR potential of dwellings, not only the heat loss coefficient but also
the thermal mass that is activated by the heating system should be characterised. Figure 4.11
shows the estimated thermal capacities for the different building components compared to the
theoretical value. Thereby it is important to note that these capacities should, as presented in
[172, 173], be interpreted as the ‘effective’ thermal capacity, defined as the fraction of the
thermal mass of the structure that is excited by the indoor dynamics induced by the heating
system, solar gains and occupant behaviour. Therefore, in line with the findings of [172, 173]
only the thermal capacity of the material layers inside the insulation layer is included in order
to calculate the theoretical values for the thermal capacities. This assumption is based on
the findings that – as shown in Figure 4.12 – only the inner part of a cavity wall, i.e. within the
insulation layer, is activated by the short-term dynamics induced by the heating system. If
neither insulation nor an air cavity is available, the thermal mass of the entire wall is used to
calculate the theoretic value. This is the case for the exterior walls and ground floor of the
uninsulated building. The results shown in Figure 4.11 demonstrate, as discussed below,
that given a model that is able to capture the dynamics related to the different dominant
time constants and taking into account this rule-of-thumb a good correspondence is found
between the identified ‘effective’ thermal capacity and the theoretical values.
Figure 4.11 shows significant differences in the estimated thermal capacity of the building for
different model structures and different heating systems. In line with the findings of Figure
4.8, the identification of a single state model for the radiator heating case results in estimated
parameters that try to balance the fast dynamics of the indoor air due to the excitation by
the heating systems and the slow dynamics of the structural thermal mass. Consequently,
as shown on Figure 4.11, total estimated thermal capacity of the 1_Ti model is significantly
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Figure 4.11: Estimated thermal capacities of the exterior walls (Cw), the interior walls (Cwi), the ground
floor (Cf ) and the indoor air (Ci) for the uninsulated and insulated dwellings as a function of the
heating system. The theoretical value, shown in the left panes, correspond to the thermal capacity of all
material layers inside the insulation layer.






Figure 4.12: Absolute value of the absorbed heat [W] in each point within a cavity wall as a function of
time. The outer surface is influence by the outdoor climate, while at the inside the indoor air temperature
is controlled by a radiator heating system.
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lower than for the other model structures though significantly higher than the estimated
thermal mass of the indoor air for the other models and for the theoretic calculation. For
the floor heating systems the difference between the total capacity estimated by the 1_Ti
model and the higher order models is less pronounced. As discussed in the analysis of
the prediction and simulation errors, the floor is acting as a low-pass filter for the heating
systems. Consequently, a first-order model is better suited to describe the overall dynamic
behaviour of the dwelling compared to the radiator heating case where at least a 2nd-order
model is required. In both cases the total thermal mass is lower than the theoretical value of
the total thermal mass within the insulation layer and thus also significantly lower than the
total thermal capacity of the building fabric.
Extending the model to a 2nd- or 3rd-order model for the radiator heated dwellings results
in general in an increase of the estimated total effective storage capacity by on average a
factor 3 compared to 1_Ti, resulting in estimated values of the same order of magnitude
between the different models and even between the different heating systems. Nevertheless
as indicated by the colour-scale the distribution of the total thermal mass over the different
components differs significantly between the models. In order to obtain a distribution that
corresponds to the theoretic physical values, a 4th order model in combination with heat flow
measurements to all components is required. When these heat flow measurements are not
available unreliable estimates for the individual thermal capacities are obtained with large
variations between the models as a result of the over-fitting problems – even though the total
capacity may be in the same order of magnitude.
For the floor heated dwellings, an interesting effect should be emphasised. As discussed
in the residual analysis, the low-pass filtering effect of the floor limits the variations in the
dynamic response of the different components. Consequently, for models 1_Ti, 2_Ti_Rad_1
and 3_Ti_Rad_1, for which the heating power is allocated to the air capacity, the estimated
value for this capacity corresponds closely to the total capacity found by the 4th-order models.
This again shows that in case of floor heating, lower order models can be used to accurately
simulate the dynamic response of the building. Nonetheless, to interpret the effective capacity
of the individual components, heat flow measurements are a prerequisite.
Finally, although the same trends are observed when comparing the estimated thermal
capacity for the same models between the insulated and uninsulated dwelling, the estimated
capacity for the uninsulated dwelling is generally significantly lower than the theoretical value.
For the uninsulated building the entire outer wall is included in the theoretic thermal capacity,
which is clearly an overestimation of the effective capacity and demonstrates that not the
entire thickness of the 25 cm outer brick wall is activated by the heating system. For the
insulated dwellings, the use of the material layers within the insulation layer shows to be a
good approximation for the effective thermal storage capacity of the building components.
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The latter is therefore considered to be an acceptable rule of thumb when making an initial
guess for the active structural thermal capacity of a dwelling.
4.5.3 Sensitivity of identification process to the input data and design
of experiment
In the previous section simulated data of a dedicated, dynamic heating experiment were used
for the identification of grey-box models. Thereby a PRBS signal was used to guarantee that
the input signal is uncorrelated to the climate input. Moreover, the building was simulated
without occupants. In this section, the identification process is re-evaluated using virtual
measurements for occupied buildings. As such, this section assesses whether the grey-box
modelling frame-work may be applied in occupied dwellings. This would drastically improve
its practical applicability in both a control and a characterisation context.
Only the radiator heated cases are presented here. Nevertheless the conclusions are also
valid for buildings equipped with floor heating. Note that the results of this section were also
published in the Energy and Buildings paper: “Quality of grey-box models and identified
parameters as a function of the accuracy of input and observation signals [172].”
In contrast to the PRBS-signal of the previous section, normal use of the central thermostat
is assumed here, following a fixed heating schedule. The thermostat is modelled with a
dead-band of 1 ◦C, a temperature set point of 22 ◦C during occupied periods and a set point
of 16 ◦C at night and when the building is unoccupied. The internal gains are modelled using
a stochastic user-behaviour model as already described in Section 4.5.1. The resulting input
signals, as well as the observed indoor air temperatures are shown in Figure 4.2 (see Section
4.5.1).
The following paragraphs firstly describe the results of the identification based on data of the
occupied building using the effective gains as input signals, similar to Section 4.5.2. This
analysis is carried out to investigate if the same level of accuracy can be achieved as for the
dedicated experiment of previous section. Secondly, the impact of replacing the effective
gains by more realistic input signals is quantified. Finally, the influence of noise on the virtual
measurements is discussed.
Identification on idealised in-use data In this paragraph the performance of grey-box
models identified on in-use buildings is verified, analogue to the process discussed in the
previous section. The analysed model structures are the same as those of the previous
section (see Table 4.2).







































































data period l l lDat 1 Dat 2 Dat 3
Prediction step l 1 step 1 day 1 week sim.
Figure 4.13: RMSE-values of the indoor temperature [◦C ] for 1 step, 2-day and 1 week prediction
steps as a function of the data period used to train the model and the model type, for the uninsulated
and insulated dwelling.
In the first model validation step, Figure 4.13 shows the RMSE-value as a function of the
data period, the model structure, the building type and the prediction step. For both the
insulated and uninsulated building it is evident that, as for the PRBS-experiment, a 1st-order
model does not allow for accurate predictions of the thermal dynamics of buildings, even
for small prediction intervals (10 min) RMSE values up to 0.3 ◦C are found. In line with
the results for the PRBS data, the level of the 1 step ahead prediction residuals decreases
significantly when the model is extended to a 2nd-order model. For further extensions of the
model structure, the reduction of the RMSE values is less significant.
For both the insulated and uninsulated building the level of residuals increases as the
prediction window increases from 1 step predictions to week-ahead predictions and
simulations. Compared to the identified models for the PRBS cases (Figure 4.5) where
over-fitting problems only occurred for 3rd and 4th order models, here an increase in the
long-term prediction errors is already shown for the 2nd order model. In other words, this
indicates that it is more difficult to capture the long-term dynamics with in-use data. Due to the
thermostatic control, the indoor temperature is only fluctuating within a narrow band following
the day-night schedule. Consequently, less dynamic information is available in the data. In
order to suppress the increase of the residuals for long-term predictions, additional dynamic
information is added to the identification process by including heat flow measurements, as is
done for models 3_TiQ_Rad_1 and 4_TiQ_Rad.
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Figure 4.14: Cumulated periodogram for the 1st, 2nd and 3rd order models identified using the air
temperature as observation variable.
This need for additional measurements in order to increase the identifiability of the parameters
in the higher order models is also demonstrated by the auto-correlation function of the
residuals. As shown by the cumulated periodogram in Figure 4.14 the level of auto-correlation
in the residuals for the 3rd order model using the air temperature as observation is low.
This indicates that the model is able to explain the dynamics contained in the data set.
In order to further increase the model order, avoiding over-fitting, additional observation
measurements, i.e. heat flow measurements, are required. Note that in the context of
demand-side management in Smart Grids and MPC, these observation measurements will
not commonly be available and the identifiability of higher order models can therefore not be
guaranteed.
Figure 4.13 also demonstrates the influence of the data period on the resulting model quality.
This impact is more pronounced than for the PRBS cases. Since the dynamics induced by
the heating system are less available for the periods in mid-season and the temperature
difference between inside and outside decreases (’Dat 3’) over-fitting is more pronounced for
these periods. Consequently, to assure the accuracy of the identification process, appropriate
climate conditions, i.e. an adequate temperature difference between inside and outside, are
a prerequisite. For the analysis of the more realistic input signals data period 1 will be used.
As for the PRBS cases, the parameters of the grey-box models are compared to the theoretical
physical properties that were implemented in the detailed simulations. Figure 4.15.a shows
the relative estimate of the heat loss coefficient as a function of the ideal input data sets
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building type l Uninsulated Insulated
(c) Capacity of envelope, internal walls and floors (Cwalls)
Figure 4.15: Standardised estimates for the heat loss coefficient of the envelope (HLCe), the indoor air
capacity (Ci) and the sum of the capacities of the exterior walls, interior walls and floor (Cwalls) of the
uninsulated and insulated dwelling. Note that theoretical value for the thermal capacity is corrected to
include only the capacity within the thermal insulation layer.
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and the model order for both the well-insulated and the uninsulated dwellings. The relative
estimate is obtained by dividing the estimated value by the theoretical value calculated based
on the building properties of Table 4.1.
Figure 4.15.a shows a high uncertainty for the estimated HLC when only the air temperature
is used as an observation equation. Whereas these models showed acceptable results
for short-term predictions of the thermal behaviour of the building and may therefore be
applicable in MPC control, additional measurements and higher order models are required
for an accurate characterisation of the physical parameters.
Figure 4.15.b and 4.15.c show the estimated values of respectively the internal air capacity
and the thermal capacity of the opaque components of the building envelope. Thereby the
theoretical values for the capacity of the walls have been corrected to only include the thermal
capacity within the insulation layer. As discussed in the previous section this assumption is
based on the fact that mostly the first few centimetres of the walls are excited by the heating
system and therefore only the effective thermal capacity can be found in the parameter
estimation. Using only the thermal mass of the materials within the insulation layer, good
agreement is found between the estimated and theoretical thermal capacities and heat loss
coefficients.
Moreover, even though large differences exist between the thermal properties of both
buildings, similar model structures could be used to predict their thermal behaviour. Compared
to the identification on the PRBS experiments shown in previous section, the identifiability of
the parameters is found to be less accurate as demonstrated by higher standard deviations
on the estimated values and more over-fitting problems. Nonetheless, the practical benefit
of the fact that this method can be used in occupied buildings may outweigh this higher
uncertainty. Thereby it should be noted that qualitative heat flow measurements may not be
possible in practice.
Identification using realistic input and observation signals In this section the impact
of the alternative input data on the properties of the residuals and the estimated parameters
is evaluated. As explained in Section 4.5.1, alternative input signals are used as an input
for the solar and internal gains. In total, five scenario’s have been implemented and are
compared against the reference scenario using the ideal inputs as discussed above. The
scenario’s are summarised in Table 4.3.
Scenario A is the reference scenario using the effective solar and internal gains as input
signals. In scenario B, the effective solar gains are replaced by the global horizontal solar
irradiance, which is easy to measure in practice. Note that one could think of using the
IDENTIFICATION ON SIMULATED DATA 133
Table 4.3: Scenario’s for the implementation of realistic input signals
Scenario Solar gains Internal gains
A Effective gains Effective gains
B Global horizontal irradiation Effective gains
C Oriented vertical irradiation Effective gains
D Effective gains Domestic electricity
E Oriented vertical irradiation Domestic electricity
















































step l l l1 step 2 days 1 week
Figure 4.16: RMSE-values for the indoor air temperature for the 4th order model for the insulated
dwelling obtained for data period ’Dat 1’ as a function of the input scenario and the noise type applied
on the measurement data
local electricity production of a photovoltaic system as measure of the solar irradiation as
an alternative for the global horizontal irradiation. Scenario C uses the solar irradiance on
the vertical planes along the cardinal directions. As such, the orientation of windows can be
accounted for. In scenario D, virtual measurements of the domestic electricity use is used as
an alternative input for the internal gains. A combination of the alternative inputs for solar and
user gains are used in scenario E. Finally, scenario F shows a case where no information of
the internal gains is used.
The results show the sensitivity analysis for the insulated dwelling using the 4_TiQ_Rad-
model. This 4th order model uses heat flow measurements to all components and is chosen
because it showed the best performance for prediction, simulation and characterisation, as
demonstrated in the previous paragraphs.
The left hand pane of Figure 4.16 shows the RMSE values as a function of the input scenario,
when no measurement noise is added to the simulations. Compared to reference scenario A,
the use of the horizontal global solar irradiance results in a significant increase of the RMSE-
values. This can be explained by the fact that the g-value of the glazing is not constant but
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depends on the incident angle. Also the direct solar gains depend strongly on the orientation
of the windows which is not accounted for in scenario B. In contrast, the influence of using
the total solar irradiance on the vertical planes along the cardinal directions is negligible.
The use of the domestic electricity demand as an input for the internal gains (scenario
D) improves the model accuracy compared to scenario F where no user information is
available, since the time of use of electricity by the occupants is highly correlated to the
moments with high internal gains. Comparing scenario D to the reference scenario shows
no significant increase of the RMSE-values. Moreover, scenario E demonstrates that in
practice a combination of the solar irradiation along the different orientations and the domestic
electricity demand as inputs for respectively the solar and user gains can be used without
jeopardizing the model accuracy for short-term predictions and simulations.
Finally, Figure 4.17 shows the comparison of the estimated model parameters to the
theoretical values. The estimated values have been standardised by dividing the estimated
by the theoretical values. The estimated UA-value and thermal capacity of the walls are
found to be estimated accurately and are insensitive for different data scenarios. In contrast,
the gA-value obtained for scenario C, calculated as the sum of the estimated absorption
coefficients is found to be between 10.3 m2 and 10.8 m2 depending on the data period,
using the solar radiation on the vertical planes as input. The theoretical value, implemented
in the detailed model, is 30.6 m2 with a g-value of 0.75 and a total window area of 40.8 m2.
Therefore the model tends to drastically underestimate the influence of solar radiation. The
estimated ventilation loss and thermal capacity of the indoor air show significant differences
for the different models in case of the insulated building. For scenario B the estimated
ventilation loss is overestimated by 1.4 %. For scenarios C to F an underestimation of 1.8 -
6.7 % is found. The indoor air capacity is overestimated by 1.3 - 6.8 % using the realistic input
signals. A high correlation between both parameters is also shown, indicating over-fitting
problems. Nonetheless, the results are considered to be acceptable for typical engineering
applications and for the identification of the ADR potential of the building using the methods
described in chapter 4.
Influence of noise on the data In this final step of the sensitivity analysis the impact of
noise on the measured data is analysed. Thereby both random unbiased and biased noise
are investigated. The former corresponds to typical readings of calibrated sensors, whereas
the latter emulates un-calibrated sensor or inaccurate sensor placement. For the virtual air
temperature measurements a Gaussian random noise is assumed with a mean bias of 0.25
◦C and a standard deviation of 0.15 ◦C. For the heat flux measurements the Gaussian
random noise term has a mean bias of +10 % of the simulated value and a standard deviation
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(c) Capacity of envelope, internal walls and floors
Figure 4.17: Standardised estimates for the heat loss coefficient of the envelope (HLCe), the indoor air
capacity (Ci) and the sum of the capacities of the exterior walls, interior walls and floor (Cwalls) of the
uninsulated (grey) and insulated dwelling (black). Contrasting the influence of the noise properties and
the input scenario. Note that theoretical value for the thermal capacity is corrected to include only the
capacity within the thermal insulation layer.
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of 10 %. For the other measurements unbiased random noise has been used, similar to the
previous scenario.
The middle and right hand panes of Figure 4.16 demonstrate the impact of the measurement
noise on the RMSE values for short-term predictions. On the one hand the figure shows a
significant increase of the 1 step prediction errors. This increase is directly related to the
fact that the model is logically not able to predict the noise process. On the other hand,
the 2 day ahead and 1 week ahead predictions are not significantly influenced by the fact
that the models are identified on noise data. Since random noise is used, the dynamic
impact of the noise is averaged out when the size of the prediction step increases. Thereby
it is interesting to point out that also in case of biased noise, no significant impact on the
RMSE-values is found. This shows that the level of residuals between the prediction and
simulation results and the measured data is not affected by using biased sensors, since
the dynamics in the signal have not changed. Nonetheless, the biased sensors introduce a
systematic error between the predicted output and the true value of the variable, leading to
biased estimates for the parameters. Note that this is not necessarily a problem for control
applications, where typically relative quantities are used, but are of fundamental importance
for a correct characterisation of the physical properties.
Figure 4.17 shows the resulting estimated HLC and thermal capacities. Compared to the
estimated values on noiseless data, a significant increase of the 95 % confidence intervals
is shown when unbiased random noise on the measurement data is added. Although the
uncertainty on the estimated parameters increases significantly, no significant influence on
the estimated values is found for the insulated building. In contrast, Figure 4.17 shows how
the biased noise terms affect the estimated parameter values, especially for the ventilation
losses and the thermal capacities. This deviation is in line with the findings of the RMSE
values and again demonstrates that whereas the use of biased sensors does not influence the
prediction accuracy, it may jeopardize the physical interpretability of the results. Nevertheless,
the bias on the estimated values is found to be insignificant compared to the uncertainty on
the estimated values induced by the random noise term. Compared to the unbiased noise,
the estimated UA-values have increased with 4 % while the estimated ventilation loss is
reduced with 4 %. Note that this change is a function of the bias level and the signal-to-noise
ratio.
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4.5.4 Multi-zone models
In the final part of this section the applicability of the grey-box model framework is extended
to multi-zone buildings. Therefore the uninsulated and insulated buildings – presented in
the previous parts – have been implemented as 2-zone models by separating the ground
and first floor. The former is assumed to be the day-zone while the latter is modelled as
the night-zone. Note that the same model structure will be used in Chapter 5 to establish
a bottom-up, reduced-order building stock model for the Belgian residential housing stock.
Thereby the same grey-box modelling approach as the one presented in this section is
applied to each of the different typologies of the housing stock.
Two approaches for the model identification are considered. A single identification step
–whereby parameters of the coupled model of both day- and night-zones are estimated
together – is compared to a decoupled estimation of the day- and night-zones whereby the
indoor temperature of the day-zone is used as an input for the identification of the night-zone
and vice versa. The latter, is included since for the coupled approach identifiability problems
occurred, as shown in Section 4.5.4.
In line with the previous subsections, first an overview of the model structures is given,
followed by a brief description of the data used for the parameter estimation. Next, the
model validation process describes the performance of the models for short-term predictions
and long-term simulation. The emphasis is thereby put on the evaluation of the model
performance to capture the dynamic response of the buildings on a high time-resolution,
since these models are to be used in the dynamic reduced-order building stock model
presented in Chapter 5.
In the final paragraph of the section, the physical interpretation of the parameters is
summarised.
Model structures To obtain the adequate model structure a forward selection procedure
has been evaluated. This process has been demonstrated in previous sections and will not
be elaborated here. The resulting model structure is shown in Figure 4.18.
The day-zone is modelled using 4 states corresponding to a thermal capacity for the exterior
walls (Cw), the ground floor (Cf ), the internal walls (Cwi) and the indoor air (Ci). The
thermal mass of the night-zone is lumped to a capacity for the envelope (roof + walls) (Cw),
the internal walls (Cwi) and the indoor air (Ci). Both zones are linked by the internal floor
which is modelled by 2 thermal capacities (Cfi1) and (Cfi2).
The coupled model (Figure 4.18) thus consists of 9 capacities. Nevertheless, problems with
the identifiability of this model were encountered when the model parameters are estimated
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Figure 4.18: Structure of the 2-zone reduced-order models. The day-zone is modelled as a 5-state
model with states for the indoor air (Ti), the exterior walls (Tw), the interior walls (Twi), the ground
floor (Tf ) and the floor between day- and night-zone (Tfi). A 4-state model is used for the night
zone with states for the indoor air (Ti), the exterior walls (Tw), the interior walls (Twi) and the floor
between day- and night-zone (Tfi). Note that the gain inputs and the related parameters are not
shown.
in a combined parameter estimation process. Therefore, a 7th and 8th-order model are used.
The 8th-order model uses only 1 state (Cfi) within the floor between day- and night-zone.
For the 7th-order model the day-zone is further simplified by excluding the capacity for the
ground floor.
As discussed further, an alternative approach for the identification of multi-zone models is
suggested whereby the grey-box models for each zone are identified separately using the
indoor temperature of the adjacent zone as an input signal. Using this approach both 4th-
and 5th-order models are analysed for each zone. For the day-zone the 4th-order model is
obtained by excludingCf from the 5
th shown in Figure 4.18. For the night-zone the 5th-order
model is an extension of the 4th shown in Figure 4.18, including a separate capacity for the
heat transfer through the roof (Cr). Thereby the distinction between Cr and Cw is made to
separate the dynamic behaviour of the massive walls and the light-weight roof structure.
In all models, the outdoor temperature (Te) and ground temperature (Tg) are used as
boundary conditions. The solar gains, internal gains and heating are distributed to the
different capacities using distribution coefficients, which are also estimated in the identification
process. Thereby, in line with the sensitivity study presented in the previous section, the use
of the effective solar gains is compared to measurements for the global horizontal irradiation
and the global irradiation on the vertical planes along the cardinal axes. These alternatives
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are annotated as respectively A, B and C.
Identification and validation data The data set used for identification and validation of
the grey-box models is again obtained by detailed building energy simulations using the
IDEAS-library. The detailed description of the 2-zone implementation of the detailed models
is given in Appendix B. To obtain these model the following assumptions had to be made, in
addition to the ones presented in Section 4.5.1, to complete the geometric description of the
dwellings:
• the total surface of the ground floor is in contact with the ground. The surface areas
of ‘floor in contact with soil’ and ‘floor in contact with unheated space’ have been
combined.
• the ground floor is considered to be used as day-zone. The night-zone is considered
to be on the first floor and covers the remaining useful floor area.
• the averaged ceiling height is calculated using the total volume and usable floor area.
• The volume of the day-zone is calculated as the product of the ground floor area
and the ceiling height. The volume of the night-zone is calculated by subtracting the
volume of the day-zone from the total protected volume.
• a pitched roof is assumed with a North-South orientation. As such, the first floor only
has exterior walls with an East-West orientation.
• the wall and window areas are distributed between day- and night-zones using a
distribution factor of 0.6 for the day-zone and 0.4 for the night-zone.
• the distribution of the windows along the cardinal axes is given in the TABULA data.
This distribution has been maintained for both the day- and night-zone.
In line with the previous subsections, two types of virtual experiments have been carried out.
In the first experiment the data set is generated by simulating a PRBS experiment. Thereby
a pseudo-random binary sequence (PRBS) is implemented on the heating system. Two
uncorrelated signals have been used for the day- and night-zone to facilitate the identifiability.
In the second experiment in-use behaviour with the deterministic thermostatic control of Table
4.4 is simulated. In both cases measurements of the indoor air temperature and the heat
flows to the different components are used as observation variables. Finally, the impact of
the data period is analysed. Thereby ’Dat1’ corresponds to 1 week of measurement data in
April. ’Dat2’ and ’Dat3’ are 2 week observation data in respectively February and April. The
former is chosen to represent a cold winter week with low input for the solar gains, while the
latter is a period with high solar gains. Finally, ’Dat4’ and ’Dat5’ are 1 month data sets for
respectively February and April.
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Zone Setpoint high Setpoint low High setpoint period
Day-zone 21◦C 16◦C 07:00–22:00
Night-zone 18◦C 16◦C 21:00–09:00
Table 4.4: Thermostat schedule
Model validation Similar to previous sections, two steps have been considered to validate
the identified grey-box models. Firstly, an analysis of the residuals has been carried out, taking
into account the RMSE values for 1 step predictions and simulation, the auto-correlation
function and the correlation of the residuals of to the inputs. Secondly, the performance of
the identified grey-box models for long-term simulation is assessed.
Whereas for the models using both the indoor air temperature and heat flow measurements
as observations again no white-noise residuals were obtained, the RMSE values showed
acceptable results and no significant correlation of the residuals to the inputs was found.
Figure 4.19 gives an overview of the RMSE-values for the different models identified for the
insulated building on data for the occupied building following the heating schedule (in-use
data). It is evident that the model quality is significantly higher when the day- and night-
zones are identified separately. For the coupled models the RMSE-values of the indoor air
temperature are an order of magnitude higher compared to the separately identified models.
For the remainder of the section, only the results for the decoupled identification will therefore
be discussed.
In line with previous sections, a comparison is made between models of different order, the
type of data used as observation measurements and the data period. For both the day and
night-zone 4 and 5 state models have been identified. Although the differences in RMSE
value and in the auto-correlation function were marginal, the 4 and 5 state model resulted in
the best results for respectively the night- and day-zone. These models correspond to the
structure shown in Figure 4.18. In addition to a variation of the order of the model also the
impact of the type of input and observation measurements was considered. The variations A,
B and C of each model correspond to respectively an identification with idealised inputs, a
data set where no information of internal gains was available and solar gains are measured
by the global horizontal irradiance and finally a data set that uses the solar irradiance on the
vertical planes and the domestic electricity demand as an input for the internal gains. Similar
to Section 4.5.3, the results show that data set C results in a similar model quality compared
to using idealised inputs, which are often not available in practice.
The impact of the data period on the performance of the identified models shows, as expected,
an improvement of the model performance for longer data-sets. In the remainder of this
section, the data set of 1 month in February (Dat 4) is used with a sample time of 15 minutes.
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Figure 4.19: RMSE-values for the indoor air temperature obtained for 1 step, 2-day and 1 week
predictions (Insulated dwelling with in-use data)
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A: 1 Jan. − 28 Feb. B: 1 Mar. − 30 Apr. C: 1 May − 30 Jun.









0 5 10 15 20 0 5 10 15 20 0 5 10 15 20












Figure 4.20: Averaged air temperature day zones. (Insulated building)
In the second validation step the performance of the models for simulation is assessed. The
focus is thereby on the evaluation of the daily temperature and heat demand profile on a
high time-resolution, since both results will play an important role in the evaluation of the
ADR potential of the building stock (Chapter 5). For this purpose, the models identified on
data of the month February are implemented in the IDEAS-library and simulated for the first
half of the year using the same models for the heating system, occupant behaviour and
system control. Figure 4.20 shows the averaged daily temperature profile and the 95 %
confidence intervals for the insulated building. Thereby, the performance of the grey-box
models identified on PRBS (GBPRBS) and in-use data (GBINUSE) is compared against
the detailed, white-box simulations (WB) on the one hand and the RC-model implemented
using the theoretical values (RC) on the other hand. The different profiles are obtained by
averaging over a two-month period, shown in the different panes.
Firstly, Figure 4.20 shows a less sharp response of the air temperature for the grey-box model
identified on the PRBS data (GBPRBS) compared to the detailed, white-box, simulations
(WB). Consequently the heating system is operated for longer times at high power to provide
thermal comfort (Figure 4.21).
Moreover, Figure 4.21 shows the underestimation of the heat demand during the night, as a
result of the overestimation of the effective thermal capacity for both the theoretical RC model
and the grey-box model fitted on PRBS data (GBPRBS). Secondly, for these model types,
the peak heating power during the day is higher and maintained for a longer period to recover
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Figure 4.21: Averaged heat demand day zones. (Insulated building)
from night setback. Both results indicate an overestimation of the available thermal mass.
In contrast, the grey-box model fitted on the in-use data set is able to capture the sharp
temperature swings in the indoor air temperature at the start and end of the occupied periods.
As shown further (Figure 4.23), using the in-use data, the latter is explained by the smaller
values of the estimated heat transfer coefficient between the indoor air and the building
components, indicating that the thermal mass of the components is less available for storage
and on a short time-scale most heat is stored in the thermal capacity of the indoor air. Figure
4.20 shows that consequently the temperature profile of the reduced-order model fitted on
in-use data (GBINUSE) accurately matches the detailed simulation, especially during winter
and mid-season when the potential for demand-side management is highest.
Finally, it is noted that the level of uncertainty on the night zone (Figure 4.22) is much higher
than for the day zone. This can be explained on the one hand by an overall lower heat
demand of the night-zone compared to the day zone. On the other hand, as shown in Figure
4.23 the identified thermal properties for the internal floor between both zones show a high
level of uncertainty. Consequently, the heat transfer between the warmer day-zone and the
night-zone, which has a significant impact on the heat demand of the night-zone, is uncertain.
Physical interpretation of the parameters Finally, the identified parameters are
compared against the theoretic parameters used for the detailed simulation model and the
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Figure 4.23: Estimated capacities (left) and heat transfer coefficients for the day-zone (right) of the
insulated dwelling.
RC-model. Figure 4.23(left) shows the estimated thermal capacities for the models identified
on PRBS and in-use data compared to the theoretical values implemented in the RC-model.
Firstly, a clear overestimation of the thermal capacity of the floor between day- and night-zone
(Cfi) is found for the models identified on in-use data. This overestimation is caused by the
use of winter data for the identification of the model. For this data, the temperature in both
zones varies within a narrow band as specified by the comfort requirements. Consequently,
the temperature in the centre of the massive floor is almost constant, leading to over-fitting
problems. Thereby, a high correlation is found between the estimated thermal capacities of
the interior floor and the heat transfer coefficients between the floor and the adjacent zone
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air. As such, the overestimation of the thermal capacity is compensated by low values for
the heat transfer coefficients, i.e. 177 W/K and 154 W/K for the heat transfer coefficient
at respectively the day- and night-side, compared to a theoretical value of 988 W/K in the
theoretic model.
Due to these unreliable estimation of the coupling between day- and night-zone, an
overestimation of the heat demand in the night-zone was found in Figure 4.22. In order to
overcome this problem, two independent PRBS signals have been applied to the day- and
night-zone to guarantee a persistent excitation of both zones in the PRBS case (GBPRBS).
Figure 4.23(left) shows, that this approach results in estimates for the effective capacities
which closely correspond to the theoretical values for the day-zone. For the night-zone the
estimated thermal capacity of the floor between day- and night-zone is still significantly higher
than the theoretical values.
In contrast to the internal floor, the estimated effective capacities of the exterior walls, interior
walls, indoor air and ground floor, show similar values for the different methods used to
establish the parameters.
In addition to the estimated capacities, Figure 4.23(right) shows the different heat transfer
coefficients5 corresponding to the different resistances in the RC-analogy of the day-zone.
Note that the theoretical heat transfer coefficients are calculated from the thermal resistance
between the middle of the layers within the insulation barrier and the inner air, taking
into account standard heat transfer coefficients [121]. For the models identified on the
PRBS data, the heat transfer coefficients of the inner walls and the envelope are in the
same order of magnitude as the theoretical value. Nonetheless, the estimated values
significantly decrease when in-use data is used for the identification. The latter is caused
by the temperature dependence of the surface heat transfer coefficients. Given the average
temperature difference between the inner surface of the interior walls and the indoor air of 2-4
◦C, the theoretical value of the convective heat transfer coefficients overestimates the actual
heat transfer by a factor 2-3 compared to the value obtained by the temperature dependent
convective heat transfer model (Section 2.2.2). As such, less heat is absorbed by the building
fabric as the resistance between the indoor air and the fabric increases.
Given these results, it can be concluded that the use of 2 independent PRBS-signals on the
one hand results in better estimates of the effective capacity of the floor between day- and
night-zone. On the other hand, the higher indoor air temperatures result in an over-estimation
of the linearised surface heat transfer coefficients. Consequently the models identified on the
in-use data show better results for simulating in-use behaviour.
5The heat transfer coefficient Hj is defined is: Hj = 1/Rj
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4.6 Identification using on-site measured data of a multi-
zone dwelling
In this section the grey-box modelling framework is demonstrated using the on-site
measurements of the Twin Houses at the Fraunhofer institute in Holzkirchen (Germany)
which were presented in Chapter 2 for the verification of the IDEAS building model. Since
the building description was already presented in Section 2.3.2, the following paragraphs
give a brief summary of the experimental set-up and measured data (§4.6.1) – focussing on
the aspects related to the grey-box modelling – and the analysed grey-box model structures
(§4.6.2). The two final paragraphs of this section elaborate on the identification results,
discussing the model validation process (§4.6.3) and the physical interpretation of the
identified parameters (§4.6.4). Thereby, the identification process on measured data is
compared against identification using simulated data obtained using the IDEAS library (§
2.3.2).
4.6.1 Experiment design and measured data
As described in Section 2.3.2, the experiment consists of three phases in order to enable
both detailed building model validation as well as identification of reduced-order models and
characterisation of the thermal properties – as was aimed for in the IEA EBC Annex 58
project. The full sequence was shown in Figure 2.6. The dynamic heating period (ROLBS)
will be used in this study for the identification process, while the final constant temperature
and free-floating periods (May 15th - June 1st) are used as cross-validation set. For the
identification process the data is averaged with a sample period of 10 min. This sample
period is used for both the simulated and measured data.
Figure 2.7 showed the different input signals included in the identification framework. To
improve readability, the measured and simulated ambient air temperature (Te), heating
power (Q˙heat), and the surface area-weighted temperature of the boundary zones are
summarized in Figure 4.24 for the ROLBS-period. Whereas the outdoor temperature and
heating power during the ROLBS signal are identical for both the simulated and measured
data, significant differences are shown between the simulated and measured temperatures
in the boundary zones (TB) . The latter is calculated as an area-weighted average of the
temperatures in the different boundary zones. Figure 2.7 shows that although in both the
experiments and the simulations a constant temperature set point of 22 ◦C is implemented in
the boundary zones, a significant amount of overheating occurred during the measurement
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Figure 4.24: Overview of the outdoor temperature (Te), heating power (Q˙heat) and temperature in
the boundary zones during ROLBS-period used to train the grey-box models. The measured data are















Zone aggregated bathroom bedroom corridor living
height [m] 0.1 1.1 1.7 aggregated
Figure 4.25: Measured indoor air temperatures for the different zones and on different heights, together
with the aggregated indoor air temperature used as observation measurement.
campaign.
The measured indoor air temperatures are shown in Figure 4.25. It is important to note that
whereas the controlled zones will be modelled with a single-zone grey-box model assuming
uniform indoor air temperatures, the temperature measurements of the 10 sensors show that
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differences up to 5 ◦C exist between the different rooms. Moreover, significant stratification
is found within the rooms, shown (Figure 4.25) by the differences between the temperatures
measured near the floor (height = 0.1 m) and on eye-level (height= 1.7), especially when
the heaters are activated. In order to find the representative air temperature that can be
used as observation for the identification process two steps are followed. Firstly, principal
component analysis is carried out on the air temperature measurements within each zone,
as proposed by [161]. Secondly, a volume weighted averaging method is used to aggregate
the air temperature sensors of the different zones. The resulting, aggregated air temperature
for the controlled zones is shown by the full line in Figure 4.25 and corresponds well to the
zone temperatures measured at the middle of the room at a height of 1.1 m.
As shown in the previous section, the characterisation of the thermal properties may be
improved by including heat flow measurements. Especially in this specific case where both
the heat losses to the outdoor environment and to the boundary zones are important, heat
flow measurements may reduce potential problems with the identifiability of the individual
parameters. Nevertheless, due to practical limitations only heat flux sensors are placed
on the interior surfaces of the south-west exterior wall of the living room, the south and
east walls of the bed room and the windows of the living and bed room. As such, only the
heat flux to the envelope is observed in the measured cases. For the simulated experiment
complementary (virtual) heat flux measurements to the boundary zones and the interior walls
within the controlled zones are included.















location Bedroom East Bedroom South Living West
Figure 4.26: Measured heat flux measurements for the south and west wall of the bed room and the
west wall of the living.
measurement campaign. As for the temperature measurements, significant differences in the
heat fluxes of different rooms are found. This can be explained by the larger temperature
swings in the living room where the ventilation supply is located. Moreover, the glazed area
is higher for the living room. For the identification process the mean of the three signals is
used as observation measurement.










Figure 4.27: RC-network representation of the 4th-order grey-box model established for the Twin House.
Ci, Cw , Cwi and Cwb are the thermal capacities of respectively the indoor air, the exterior walls, the
inner walls and the walls and floors between the controlled zone and the boundary zones, connected by
thermal resistances Ri,j . Te, Tb are measured inputs for respectively the outdoor temperature and the
temperature in the boundary zones. Ti and qi,w are the observed indoor temperature and heat flux.
4.6.2 Model structures
As for the identification on the simulated data (Section 4.3), a forward selection procedure is
followed to find the optimal model structure. Thereby the same principles are followed, but
modifications to the model structures were needed due to the specific requirements of the
building, i.e. the influence of the boundary zones in addition to the outdoor environment.
The most detailed model analysed is the 4th order model shown in Figure 4.27 whereby the
dynamics of the zone is described by a thermal capacity for the exterior envelope (Cw), the
indoor air (Ci), the internal walls (Cwi) and the walls and floors adjacent to the boundary
zones (Cwb). As for the models identified in Section 4.3, the heat transfer through the
components is modelled by two resistances in series with the thermal capacity of the wall. No
symmetric distribution of these resistances is assumed instead the inner resistance (Ri,1)
and outer resistance (Ri,2) of component i can take different values. A parallel resistance
(Rvent) is included for the ventilation losses.
The solar gains and heating power are distributed to each of the capacities by distribution
factors that can be defined a priori by the modeller in order to limit the amount of unknown
parameters in the identification or included in the parameter estimation problem.
The observed indoor air temperature and heat flux measurements are also indicated in Figure
4.27. Thereby it should be noted that only the heat flux for the exterior walls is available in
the measured data. In the analysis this heat flux will also be used as a direct measurement
of the heat flow to the envelope by multiplying the measured flux with the surface area of
the exterior walls. Nonetheless, given the large spread on the measured heat fluxes for the
different locations (Figure 4.26), a higher uncertainty on the estimates may be expected
compared to the simulated data where the heat flow is exactly known.
150 IDENTIFICATION OF THE ACTIVE THERMAL CAPACITY OF BUILDINGS
Table 4.5: Summary of the analysed grey-box models, names of the models, the states that are included,
the type of observation measurements and the way the gains are allocated to the different capacities.
Model States Observations Gains
2A Ti, Tw Tair Ci
3A Ti, Tw , Twi Tair Ci
3B Ti, Tw , Twb Tair heating: Ci
solar: fitted
4A Ti, Tw , Twi, Twb Tair heating: Ci
solar: fitted
3Bq Ti, Tw , Twb Tair , qflux,e heating: Ci
solar: fitted
4Aq1 Ti, Tw , Twi, Twb Tair , qflux,e heating: Ci
solar: fitted
4Aq2 Ti, Tw , Twi, Twb Tair , qflux,e heating: fitted
solar: fitted
3BQ1 Ti, Tw , Twb Tair , Qflux,e heating: Ci
solar: fitted
3BQ2 Ti, Tw , Twb Tair , Qflux heating: fitted
solar: fitted
4AQ1 Ti, Tw , Twi, Twb Tair , Qflux,e heating: Ci
solar: fitted
4AQ2 Ti, Tw , Twi, Twb Tair , Qflux heating: fitted
solar: fitted
As in Section 4.3, the 4th order model of Figure 4.27 has been established in a forward
selection procedure whereby – starting from a simplified 2nd-order model – the model
structure was systematically extended. The initial 2nd-order model uses only the thermal
capacity of the indoor air (Ci) and of the envelope (Cw) to describe the dynamic response
of the building. As such, heat transfer to the boundary zones is not taken into account for this
simple model.
This model is extended by either including the capacity of the internal walls (Cwi), as is done
in model ’3A’ or the capacity of the boundary walls (Cwb) as for model ’3B.’ Finally, these
models are further extended to the 4th-order model of Figure 4.27.
For each model order, different assumptions for the distribution of the solar gains and heating
power are assumed and different observation measurements are compared. As observation
measurements the indoor air temperature (Tair) as well as the heat flux (q˙flux,e), or heat
flow (Q˙flux,e) to the exterior walls are used for the measured data, as explained in the
experiment design. For the simulated data, also a case with heat flow measurements to all
components (Q˙flux) is included. An overview of all identified models is given in Table 4.5.
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4.6.3 Model validation
The model selection and validation approach followed here is the same as for the identification
on simulated results. Three important performance tests are carried out. Firstly, an analysis
of the short-term prediction errors is conducted, focusing on the RMSE values of the 1 step
ahead, 1 day ahead and 1 week ahead predictions as well as on the auto-correlation and
cross-correlation of the residuals for 1 step ahead predictions. Secondly, cross-validation
is carried out by simulating the model output for a validation data set. Note that due to the
limited length of the data set, the validation data is a combination of the training data set
followed by 5 days of the constant temperature period. For the simulated data, also the free
floating period at the end of the experiment has been included. An important down-side of
this short validation data, is that systematic errors due to over-fitting are less likely to show in
the RMSE-values.
The final step in the validation process, i.e. the analysis of the physical interpretability of the
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Figure 4.28: Standardised root mean squared errors (sRMSE) for the 1 step, 1 day and 1 week ahead
predictions of the indoor air temperature as a function of the models structure and the data set.
In the first step of the validation process, Figure 4.28 shows the standardised root mean
squared error (sRMSE) for the 1 step ahead, 1 day ahead and 1 week ahead predictions
obtained for the different model structures. As for the results of the previous sections, the
lowest sRMSE values for 1 step ahead predictions are obtained when only the indoor air
temperature is used as observation variable. Moreover, Figure 4.28 demonstrates that model
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2A and 3A, which do not include a separate term for the heat transfer to the boundary zones,
result in high RMSE-values. To overcome this problem model 3B uses the thermal capacity
of boundary walls (Cwb) instead of that of the inner walls (Cwi). As such, a distinction
between the heat transfer to the outer environment and the boundary zones is possible,
clearly resulting in a better prediction of the dynamic response of the building.
Extending model 3B to 4A by including both Cwi and Cwb has only a minor impact on the
prediction accuracy, demonstrated by the insignificant decrease of the sRMSE-values. An
important increase of the sRMSE-values for 1 day ahead and 1 week ahead predictions
is not shown in the sRMSE-values for model 3B and 4A, suggesting that over-prediction
problems do not occur. Given the short duration of the dataset, these results should however
be handled carefully, since a comparison of the physical properties (Section 4.6.4) does show
unreliable estimates for these models indicating over-fitting problems.
When the observation equations for the measured heat flux (models 3Bq, 4Aq1 and 4Aq2) or
the heat flow (models 3BQ1, 3BQ2, 4AQ1 and 4AQ2) are included, a significant increase
of the long-term prediction residuals is shown (Figure 4.28). Thereby the introduction of the
observation equation for the heat flux (Eq. 4.11) is found to be less efficient than specifying
the equations for the heat flow (Eq. 4.10). This is in line with the findings of Section 4.3 and
can be explained by the fact that for the heat flux measurements the wall area is introduced
as an additional parameter in the identification process, increasing the degrees of freedom.
Finally, it should be pointed out that specifying the heat flow measurements for the measured
data as the product of the averaged heat flux multiplied by the theoretic wall area results
in high RMSE-values for both 1 step ahead and long-term predictions. This confirms the
observations of Figure 4.26 that the heat flow is not uniformly distributed over the outer wall
surface.
In addition to the RMSE-values, Figure 4.29 shows the autocorrelation functions of the 1
step prediction residuals for the different models. In contrast to the high RMSE-values for
the 2A and 3A models, the level of auto-correlation in the residuals is already low for the
models identified on measured data and does not significantly reduce for models 3B and 4A.
As such, it can be concluded that extending the model complexity to 3B and 4A does not
significantly improve the ability of the model to explain the dynamic information available in
the observed air temperature. For the models estimated on the measured data the residuals
show white-noise behaviour indicating that the model is able to predict all the dynamics that
are available in the data. In contrast, a significant level of auto-correlation is still shown for
the models identified on simulated data. This observation is in line with what was shown in
Section 4.5.3 where random measurement noise on the simulated data was added to mimic
real measurements, demonstrating that due to the impact of random measurement noise,
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Figure 4.29: Autocorrelation function of the 1 step ahead prediction residuals of the indoor air
temperature as a function of the model structure and the data set
Finally, Figures 4.30-4.31 show the performance of the models identified for simulation.
Figure 4.30 shows the simulation results for the models identified using only the indoor air
temperature as observation. As already indicated by the low sRMSE-values (Figure 4.28)
both the 3rd and 4th-order models show a high accuracy for simulation. In contrast, model
2A shows an overestimation of the maximum temperature at the end of the long heating
period and an underestimation of the minimum temperature. Both errors can be explained
by the model structure which does not take into account the heat transfer to the boundary
zones.
When heat flux or heat flow measurements are included, the residuals for the indoor air
temperature increase for both the cases identified on simulated and measured data. As
was already indicated in the analysis the RMSE-values, the residuals for the 4Aq1 model
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Figure 4.30: Simulations results for models identified using only the indoor air temperature for the
simulated (top) and measured (bottom) data.
are found to be higher for the case identified on measured data. This can be explained by
the high uncertainty on the heat flux measurement on the one hand and the reduction of
the degrees of freedom in the model on the other hand. The effect becomes even larger
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when the heat flux measurements are used, in combination with the theoretic surface area
of the wall to specify the heat flow through the envelope (model 4AQ1). This demonstrates
that using the average value for the heat flux does not correspond to reality. More detailed
measurements of the heat flux with a higher spatial distribution are required. As shown for
the simulated data (Section 4.3 and model 4AQ2), heat flux measurements to components
with different boundary conditions can significantly improve the identifiability. Nevertheless,
these are difficult to apply in practical on-site tests.
In contrast, for the simulated data where the heat flow measurements correspond exactly to
the heat transfer to the exterior walls, a slight improvement of the model accuracy is found
going from the use of heat flux data (4Aq1) to data on the heat flow (4AQ1). When heat flow
measurements for the heat transfer to all components are included (4AQ2), slightly better
simulation performance is found than when only heat flow measurements to the exterior walls
are included. Nonetheless, the level of the residuals remains higher than for the models
identified using only the indoor air temperature (4A) showing that when only a prediction of
the dynamic behaviour of the building is aimed for, given the complexity of the measurements,
the added value of heat flux measurements is for this case found to be limited. However, as
shown throughout this chapter, one should always test for over-fitting especially if higher-order
models are used. Moreover, as will be shown in the next section, heat flow measurements
have an important impact on the physical interpretability of the model parameters. This
observation is again closely linked to over-fitting problems.
4.6.4 Physical interpretation of the parameters
As a final part of the section, the physical interpretability of the model parameters is analysed.
Thereby the focus is on the overall heat loss coefficient to the outdoor environment (HLCe),
the heat loss coefficient to the boundary zones (HLCb) and the thermal capacities of
indoor air (Ci), the exterior walls (Cw), interior walls (Cwi) and the walls and floors to the
boundary zones (Cwb). The heat loss coefficient to the outdoor environment is defined as
the combination of the heat transfer coefficient of the exterior walls and the ventilation losses.
Consequently, the heat loss coefficient to the boundary zones is defined by the heat transfer
coefficient through the walls and floors between the controlled and boundary zones. They
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Heat transfer coefficient Effective capacity
W/K MJ/K
Ventilation/Indoor air capacity 31.8 0.17
Envelope total 36.6 16.7
Envelope opaque 12.3 16.7
Boundary walls 67.77 13.1
Internal walls 5.1























































l Theo. Simulated Measured
Figure 4.32: Estimated total heat loss coefficient (left) and ventilation loss (right) to the outdoor
environment compared to the theoretical value as a function of the model structure and data set.
The thermal capacities representing the different components are obtained directly from the
grey-box model. Note that HLCe can be split in transmission (HT,e) and ventilation losses
(HV ).
A summary of the relevant thermal properties of the Twin House building is given in Table 4.6.
A detailed description of the building is found in [99, 97]. For this study the total transmission
losses to both the exterior environment (HT,e) and the boundary zones (HT,b), the ventilation
losses (HV ) and the thermal capacities of the indoor air and the construction components
are of interest as these values will be characterised using the grey-box modelling approach.
Figure 4.32 shows the estimated values for HLCe as a function of the model structure
and the data set. Firstly, Figure 4.32 shows that in line with the inaccurate prediction and
simulation results the identified values for HLCe are unreliable for models 2A and 3A. Since
the boundary walls are not included in these models, the values forHLCe are overestimated.
For models 3B and 4A, the heat transfer coefficient is underestimated by respectively 25 %
and 17 %. As demonstrated by Figure 4.33, these models allocate all transmission losses to
boundary zones, resulting inHT,e-values which are close to zero and statistically insignificant
(Fig. 4.33 left) and an overestimation of HLCB (Fig. 4.33 right).

























































l Theo. Simulated Measured
Figure 4.33: Estimated heat transfer coefficient for the transmission losses to the outdoor environment
(left) and to the boundary zones (right) compared to the theoretical value as a function of the model
structure and data set.
In contrast to the high accuracy for prediction and simulation, obtained for the models 3B
and 4A, they prove to be unreliable for characterisation. The latter is caused by identifiability
problems, resulting in high correlation between the parameter estimates.
When heat flux measurements are included, the estimated values forHT,e,HV andHLCB
correspond better to the theoretical values. Nonetheless, an overestimation of HT,e is still
observed for models 3Bq1 and 4Aq1 identified on measured data. Moreover, a high level of
uncertainty is shown for model 4Aq2. This high level of uncertainty can be explained due to
the fact that a scaling factor is applied to both the supplied heat – in terms of the distribution
coefficients – as well as to the observed heat flux – in terms of the wall area (see eq. 4.11).
Consequently, the model is no longer structurally identifiable.
This problem has been overcome by using the heat flow rather than the heat flux as an
observation equation, specifying the surface area manually. Using this method, the estimated
model parameter correspond well to the theoretical value for HLCe. Except for model 3BQ2
the estimated values all are within 10% of the theoretical value for the models identified on
the simulated data.
In contrast, this method demonstrates the problem of unreliable heat flux measurements for
the measured data. Using the average of the heat fluxes measured in the living room and the
bedroom results in an underestimation of the heat loss through the envelope, explaining the
bad performance in simulation and prediction.
Finally, it should be pointed out that the estimated values for HT,e and HV tend to
be respectively lower and higher than the theoretical values. For HT,e the estimates
vary between 10 W/K and 14 W/K, corresponding to the theoretical value of the heat
transfer coefficient for the transmission losses through the opaque components (12.9
















































Ci Cw Cwi Cwb
Figure 4.34: Estimated thermal capacities of the indoor air (Ci), the exterior walls (Cw), the interior
walls (Cwi) and the walls to the boundary zones (Cwb) compared to the theoretical value for the
models identified on the simulated data (left) and measured data (right)
W/K). Simultaneously, the estimated values for HV vary between 46 W/K and 48 W/K
corresponding to the sum of the theoretic ventilation and infiltration losses (31.8 W/K) and the
transmission losses through the windows (15.1 W/K). Since the windows have a negligible
thermal mass compared to the opaque components, they are identified as part of the
ventilation losses. The same phenomena was found for the identification on the theoretic
cases presented in Section 4.3 and should be taken into account when implementing RC-type
building models using a theoretic calculation of the parameters.
Finally, Figure 4.34 shows the estimated values for the different capacities. Thereby, a
significant difference is found between the models identified on the simulated (left) and
measured (right) data. On the one hand a large spread is shown on the estimated values as
a function of the grey-box models when measured data is used. On the other hand, the total
effective capacity is consistently estimated between 25 and 31 MJ/K for the simulated data,
except for model 3BQ2 which for which the model structure is found to not correctly represent
the physics of the dwelling. This value is significantly lower than the theoretical value of
35 MJ/K, corresponding to the thermal mass of the material layers within the insulation
barrier. In addition, the distribution of the total storage capacity over the different components
varies significantly between the different models. In line with the findings of the identification
on simulated data presented in Section 4.3, heat flow measurements (model 4AQ2) to
the different components are a prerequisite to guarantee the physical interpretation of the
individual capacities. Especially the estimated values for Cwi and Cwb vary significantly
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between the different models, due to the minor temperature variations in the boundary zones.
The analysis of the estimated values for the model 4AQ2, which proved to give the most
reliable estimates for the heat loss coefficients, shows that the exterior walls have a lower
contribution to the effective storage capacity than expected by the theoretic calculation. In the
theoretical value, the entire brick layer – with a thickness of 30 cm – is assumed to actively
contribute to the effective storage capacity of the dwelling. The estimated storage capacity
for the exterior walls is a factor 3 smaller, suggesting that only the first 10 cm of the brick
contributes to the active storage capacity. However, it should be noted here that the estimated
value for Cwb is 25 % higher than the theoretical capacity, which shows that despite the heat
flow measurements the parameters are still correlated.
In contrast to the consistent estimates of the total effective storage capacity for the models
identified on the simulated data, a larger spread is shown for the models identified on the
real measurements. Figure 4.34 shows that for models 2A, 3Bq1, 4Aq1 and 3BQ1, the total
estimated effective storage capacity varies between 19 and 22 MJ/K. When the observation
equations are specified as heat flow measurements the estimated total effective storage
capacity of the building is significantly below the theoretical value. This observation is in line
with the unreliable estimates of the heat loss coefficients and the inferior performance for
prediction and simulation. Consequently, it should be concluded that in absence of adequate
heat flux measurements, the characterisation is more reliable if the model order is kept low
and only air temperature measurements are used as observations. In that case one should
however be prudent when interpreting the physical meaning of the individual parameters,
but focus on the overall thermal properties such as the overall heat loss coefficient and total
effective storage capacity.
4.7 Conclusions
This chapter evaluated the potential of grey-box modelling to identify reduced-order models
that are suitable for accurate (i) prediction of the thermal response and heat demand of
dwellings for control applications, (ii) simulation of the dynamic behaviour of buildings for
application in district simulations and (iii) characterisation of the main dynamic thermal
properties of a dwelling. Thereby, a simulation based framework has been developed and is
found useful to asses the link between the model structure, the experiment design and the
performance of the identified models for each of the three applications.
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Based on an analysis of the identification on simulated data, it is concluded that different
model structures and measurement data are required depending on the application of the
model. Thereby in general lower-order models suffice to accurately predict the thermal
response of a building on time-scales that are typically required for control purposes (15 min
up to 1 week). In contrast, higher-order models are required for an accurate simulation of
both the short- and long-term dynamics and the characterisation of the thermal properties.
More precise, a 2nd-order model that distinguishes between the fast thermal dynamics of the
indoor air and the slow dynamics of the structural thermal mass, is found to be adequate for
short-term predictions. When the building is equipped with floor heating, the model may even
be reduced to a 1st-order model, due to the fact that the floor itself acts as a low-pass filter
smoothing out the temperature variations.
In contrast, if the models are to be used for simulations, 3rd or 4th order models are needed
to guarantee accurate simulation of both the short- and long-term dynamics. Thereby, the
main reason to increase the model order is found to be the ability to separate thermal
capacities that are linked to different boundary conditions, such as the capacity of the outer
envelope vs. the capacity of the ground floor. Nevertheless, if only the air temperature is
available as observation these higher order models may suffer from identifiability problems or
over-fitting, jeopardizing the reliability.
To overcome this problem more detailed experiments, including heat flux or heat
flow measurements are required. However, as shown in the identification on on-site
measurements, qualitative heat flux measurements are difficult to obtain in practice due to
non-uniformities. Moreover, the heat flux measurements should be translated to observations
for the heat flow, by including the surface area, in order to avoid problems with over-
parametrisation.
The use of heat flow measurements, in combination with higher-order models, is also a
prerequisite for a detailed characterisation of the dynamic thermal properties of a dwelling.
Thereby the physical interpretability of the parameters is found to be highly sensitive to model
assumptions. Consequently, in order to differentiate between the thermal capacities and
resistances of different components, the model structure should accurately represent the
actual physics of the system. This results in higher-order models and the need for detailed
measurements, which in practice may only be feasible in dedicated experiments.
In contrast, if one is only interested in the overall thermal properties, such as the overall heat
loss coefficient and total effective capacity, and if no heat flux measurements are available,
lower-order models have shown more robust results. Nevertheless, the interpretability of the
individual parameters for this models is lost.
Finally, the analysis of the estimated thermal properties demonstrated that when using
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dynamic heating signals with excitation frequencies in the same order as normal heating
operation or active demand response events, not the entire structural thermal mass but only
the inner massive layer is activated. It was found that as a rule of thumb, the identified thermal
capacity of the envelope shows good correspondence to the thermal mass of all material
layers within the insulation layer. Although, the thickness of this active layer is a function of
the time constant of the excitation signal, the estimated values were found to be insensitive to
input signal for the heating system even when PRBS-signals were compared against in-use
building operation. The obtained estimates for the thermal capacity were therefore defined
as the effective thermal capacity.
Chapter 5
Demonstrating the potential of
active demand response using
structural storage in the Belgian
building stock
In the previous chapters, a methodology has been developed – on a building level – to quantify
the potential of structural thermal energy storage in residential buildings for active-demand
response. In this chapter, the tools developed in the previous chapters are combined and
applied to quantify the potential of ADR using structural thermal energy storage in the Belgian
residential sector. More specific, a case study is used to estimate how structural storage can
support a widespread integration of renewable electricity production and heat pumps in the
Belgian residential sector. Thereby the goal is on the one hand to demonstrate the impact
of active demand response on the CO2-emissions and operational savings of the central
electricity production for the large-scale introduction of residential heat pumps. On the other
hand, given the context of this thesis, the goal is to analyse the suitability of different building
typologies for structural thermal energy storage in an ADR context.
To evaluate the ADR potential of the Belgian building stock, an integrated operational model
has been developed together with colleagues of the department of Mechanical Engineering
of KU Leuven. The model combines detailed operational aspects of both the electricity
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Input INTEGRATED MODEL OUTPUT 
Building stock model 
(36 cases, linear) 
Heating system 
(3 cases, linear) 
Electricity production 

























Figure 5.1: The integrated model which simultaneously dispatches electricity generation units and heat
pumps in order to deliver the total electricity demand and maintain thermal comfort in the buildings.
generation system as well as single-family residential buildings with heat pumps. Figure
5.1 gives a schematic representation of the model, showing that the integrated model is an
optimization problem that simultaneously considers the three subcomponents – i.e. buildings,
heating systems and electricity generation.
The model uses dynamic input data on the climate conditions, occupant behaviour and
comfort requirements to calculate and predict the heat demand of the dwellings and simulate
the indoor air temperature based on the actual heat production by the heat pumps. Thereby
the building model is used to calculate the heat demand, while the heat pump model calculates
the corresponding electricity demand. This electricity demand is then – in combination with
the fixed electricity demand (without heat pumps) and the renewable electricity production
– used as input to optimize the electricity production. When ADR is applied, the control of
the heating system interacts with the electricity generation system. Hence the bold arrows in
Figure 5.1 work in both directions enabling the combined optimization of the electrical demand
of heat pumps and production. Thereby, the main contribution of this work to the integrated
model lies in the modelling of the residential heat demand and the dynamic behaviour of the
structural thermal energy storage capacity.
Layout of the chapter Before explaining and demonstrating the results of the integrated
operational model (Section 5.3.1), Section 5.1 goes into detail on the reduced-order building
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stock model that is developed and implemented in the operational model. This building
stock model is based on the Belgian building stock description presented in the European
TABULA-project [117] and has been used to set up a dynamic reduced-order building stock
model using the grey-box framework presented in Chapter 4. The main research question
thereby is to evaluate whether reduced-order models can provide the required accuracy
needed to evaluate the ADR potential on an aggregate level. Thereby the focus is explicitly
on the ability of the reduced-order models to capture the dynamics of the heat demand
profile and indoor temperature variations at the high time resolution (15 min - 60 min) used to
evaluate ADR.
Using this building stock model the available storage capacity for ADR and storage efficiency
– introduced in Chapter 3 – are evaluated for the different building typologies (Section 5.2).
The goal is thereby to understand how the thermal properties of the different building types,
age classes and renovation levels in the Belgian building stock affect the theoretical potential
for ADR.
In the second part of the chapter, the integrated operational model is presented (Section
5.3.1) and applied (Section 5.3) in order to demonstrate the CO2-emission reduction and
operational savings that can be obtained by active use of the structural thermal energy
storage capacity of the Belgian building stock.
5.1 Building stock model
In this section, a reduced-order, dynamic, bottom-up building stock model is developed
to quantify the demand-side management potential of the structural storage capacity of
the Belgian building stock. A bottom-up framework is used as it enables a physics-based
simulation and evaluation of different building typologies and aggregates the results – based
on the distribution of the individual building typologies [103, 174].
The goal of this model is to enable an accurate simulation of the instantaneous heat demand
and indoor temperatures of buildings with a low computational cost. In the context of ADR,
an accurate simulation of the instantaneous heat demand as well as the indoor temperature
is a prerequisite (Chapter 3) since optimal control strategies optimize the heat demand – e.g.
to reduce the peak demand and increase the match with renewable electricity production –
by adapting the temperature set-point for heating. As such, these control strategies have a
direct impact on the thermal comfort of the occupants. Inadequate prediction of the indoor
temperature and the dynamic response of the building may thus not only influence the
efficiency of smart buildings and districts, it may also jeopardize thermal comfort.
Additionally, since the performance of the electricity production is strongly affected by the
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shape of the load duration curve and the peaks of the instantaneous electricity demand, the
reduced-order building stock model should capture the dynamics in the heat demand at a
high time resolution. For this study hourly data will be used.
Although, a number of studies have been published on the inventory and modelling of the
Belgian housing stock [117, 118, 175, 52], the modelling approaches typically do not support
dynamic simulations needed for this work, but consist of monthly averaged heat balance
and degree-day calculations. Moreover, the available data is mostly focused on geometry,
insulation thickness, ventilation type and glazing properties and does not provide the detailed
information needed for the dynamic modelling of buildings e.g. material properties, properties
of internal walls and floors, etc.
Therefore in this section, the framework and building descriptions obtained from the TABULA-
project are elaborated using engineering assumptions and knowledge about traditional
construction methods to develop suitable dynamic reduced-order models (Section 5.1.1).
To develop this dynamic reduced-order building stock model, the grey-box framework
developed in Chapter 4 is applied. The main research question is thereby formulated
as:
To what extent are reduced-order models suitable for simulation of the
dynamic behaviour and instantaneous heat demand of buildings with the
high temporal resolution needed for the quantification of the demand-side
management potential?
The method used to establish the reduced-order models is evaluated by comparing two
approaches to calculate the model parameters: (1) parameter identification using the grey-
box modelling framework presented in Chapter 4, and (2) a theoretical calculation of the
building parameters based on the building stock data completed by assumptions and the
rules-of-thumb that were deduced from the results of Chapter 4. The performance of the
obtained reduced-order models is evaluated by a quantitative and qualitative comparison of
the instantaneous heat demand and indoor temperature profiles against detailed building
energy simulations. The latter are, in the absence of qualitative time-series data on the heat
demand for the different building typologies, used as a reference case.
In Section 5.1.1 the data and assumptions regarding the Belgian building stock are discussed.
As a basis the TABULA-project is used [117]. Sections 5.1.2 and 5.1.3 describe the detailed
and reduced-order models respectively. Section 5.1.4 shows the verification of the building
models as well as the aggregation of the results to the national level.
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5.1.1 Building stock description
The development of the dynamic building stock model is based on the typology data presented
in the TABULA-project [176]. The TABULA-project is a European project that focuses on the
evolution of energy-related properties of buildings as well as the possibilities for improvement.
The 13 partners and 2 associated partners involved in the European TABULA project have
committed themselves to develop a housing typology for their respective countries. Thereby,
a harmonized framework has been established, which is considered as an added value since
it allows for an extension of the methodology presented in this chapter to other European
countries.
In addition to the TABULA-project, multiple studies have presented and used a description of
the Belgian residential stock [117, 118, 175, 52]. Nevertheless, a literature review revealed
that most studies rely on the same data-bases – such as [52, 177, 178] – to deduce the
building stock descriptions. Thereby most studies define building typologies to categorize
the buildings into different types and age classes. Nevertheless, a significant difference is
found in the way these typologies are defined and how typical buildings for each typology are
composed. For example, Allacker (2010) selected existing buildings which are considered
to represent a specific type and age-class [118]. In contrast, Hens [179] composed fictional
buildings for each age-class and building type based on statistical data of the thermal
characteristics.
The latter approach is also implemented in the TABULA-project and is used in this thesis.
Thereby the use of statistical data on the buildings thermal properties is considered to
give a more representative estimate of the average available storage capacity and storage
efficiencies of the different buildings in the building stock. A comparison of the simulated heat
demand for the TABULA building stock description and the recently developed building stock
model by ULg – which uses the buildings presented in [118] to define the geometry – showed
however a difference of 65 % between the heat demand of the total residential stock. The
difference was mainly caused by the difference in geometry, whereby the TABULA buildings
were on average 175 % larger than the ones in the ULg-building stock. Nevertheless, it was
found that the relative differences between the building types and age classes show the
same trends for both building stock descriptions in [180]. Consequently it should be noted
that although a quantitative methodology will be used in this chapter, the conclusion should
be interpreted qualitatively. Thereby the main goal of the work is to demonstrate the relative
differences between the building typologies.
In the TABULA project, the Belgian residential building stock is represented by 30 typical
dwellings grouped in 5 age classes and 6 types of which only the 3 types of single family
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Figure 5.2: Main matrix of the Belgian housing typology following the harmonized TABULA approach.
The figure shows the three single family building types (detached, semi-detached and terraced) for the
5 age classes [117].
houses are considered in this work (Figure 5.2). The term ‘typical dwelling’ indicates that
these dwellings are fictional houses that are composed of typical elements and technical
installations. In this work only the single family houses are addressed, representing 75 %
of the total building stock [52]. Multi-family houses are not considered since their dynamic
behaviour as well as the required modelling approach significantly differ from single-family
dwellings. Note that two of these single family dwellings, i.e. the detached dwellings from
before 1945 (D1) and after 2005 (D5) have already been presented and used as examples in
Chapter 4.
The geometry and U-values of the envelope components are specified for each dwelling
together with a typical infiltration and ventilation rate. Although the exact material properties
used to calculate the U-values of the envelope components are not specified, a typical
composition of the components is provided for the envelope components. Based on these
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proposed compositions, the material properties used in the detailed model have been
obtained by reverse engineering to match the U-values given in the TABULA specification.
Note that the geometry and material properties of the interior walls and floors have not been
specified. As such, it is evident that whereas the data specified in the TABULA project
suffices for the static calculation methods used in the project, additional assumptions are
required to implement a dynamic building energy simulation model. The main assumptions
are summarized in Appendix B. Since the TABULA project uses a single zone heat balance
calculation, most assumptions are related to convert the geometry description to a two-zone
model.
In addition to the specification of the original building characteristics, 2 renovation scenarios
are implemented in this work. Note that these renovation scenarios differ from those presented
in the TABULA project. In the TABULA renovation case 1, the thermal performance of the
building components is upgraded to the level prescribed in the Flemish energy regulation for
new buildings in 2010. In the second renovation case, presented in TABULA, an advanced
energy upgrade level is proposed, i.e. the Low-Energy level with U-values of 0.25 W/(m2K),
0.15 W/(m2K) and 1.6 W/(m2K) for respectively the exterior walls, roof and windows.
Nevertheless, it is argued that a renovation to the low-energy scenario is not likely to become
standard practice in the Belgian building stock. Therefore, the EPB2010-level used in
TABULA is defined in this work as the thorough renovation scenario, referred to as Ref.
2, and an intermediate scenario (Ref. 1) is defined. For this intermediate level of energy
refurbishment, the windows have been upgraded (U-value = 2 W/(m2K)), the air tightness
is improved (v50 = 6 h−1) and the roof has been insulated to a U-value of 0.3 W/(m2K).
In Ref. 2 the outer walls and floor are also insulated in addition to Ref. 1, to a U-value of
0.3 W/(m2K), which is slightly below the 0.4 W/(m2K) used in the TABULA specification.
Note that the thermal mass of the dwellings is, apart from the added insulation material, not
affected by these renovations.
The aggregation of the heat demand of each building typology to the demand of the entire
stock is not explicitly carried out in the TABULA project for the typical housing approach.
As stated in the introduction the typical housing approach merely presents a set of typical
dwellings for each building type and age class. In order to get an estimate of the heat
demand of the whole stock the heat demand of each dwelling is multiplied by the number of
dwellings of each building typology. The number of dwellings is obtained from the SuFiQuaD
project [52], which is also mentioned as a data source in the TABULA project and is in line
with – though more detailed than – the Belgian land register. However, there exist some
discrepancies between the numbers shown in SuFiQuaD and our implementation for the
TABULA building stock. The 4th period in the SuFiQuaD data ends in 2007 instead of 2005
170 DEMONSTRATING THE POTENTIAL OF ACTIVE DEMAND RESPONSE USING STRUCTURAL STORAGE IN THE
BELGIAN BUILDING STOCK
Table 5.1: Number of buildings used for aggregation of TABULA building stock
Age class D: Detached SD: Semi-detached T: Terraced
A: Pre 1945 269 771 375 000 766 884
B: 1946-1970 309 263 275 838 242 952
C: 1971-1990 446 481 158 123 87 706
C: 1991-2005 266 050 81 677 54 519
D: Post 2005 74 135 29 046 19 388
as for the TABULA project. Moreover, there is no data for period 5 (2005-2012). Therefore
the number of buildings for period 4 (1991-2005) and period 5 (2005-2012) are obtained
by respectively linear interpolation and extrapolation of the SuFiQuaD data for the period of
2005-2007. The results are summarized in Table 5.1.
5.1.2 Detailed building stock energy simulations
In this section the building energy simulations used to generate dynamic heat demand profiles
for the single family houses of the Belgian building stock are presented. Since disaggregated
dynamic measurement data on the energy use for heating are not available for Belgium,
the simulations presented in this section will be used as validation set for the reduced-order
models presented in Section 5.1.3.
The detailed simulations are carried out using the IDEAS-library described in Chapter 2.
According to the simulations in previous chapters, only the heat demand of the building – and
not the energy use – is considered to develop and verify the reduced-order building stock
model (Section 5.1.3) and quantify the theoretic potential of the structural thermal mass for
ADR (Section 5.2). Therefore an ideal heating system is implemented for the development
of the building stock model. In the integrated operational model (Section 5.3.1), the heating
system is included by a separate sub-model, representing air-to-water and ground-to-water
heat pumps (see Section 5.3.1).
The nominal power of the production unit is designed for each building according to EN12831
[120].
As in previous chapters both radiators and floor heating systems have been compared in the
scenario analysis. However, the floor heating is only applied in dwellings constructed after
1990 or after thorough renovations (Ref. 2) have been carried out. This is done since for
the older, un-renovated dwellings the high heat loss coefficient does not allow to apply low
temperature heat emission systems, such as floor heating [181].
Ventilation and infiltration are simplified to a constant airflow model. Hygienic ventilation is
BUILDING STOCK MODEL 171
Table 5.2: Deterministic schedule for indoor temperature setpoints
Zone Setpoint high Setpoint low High setpoint period
Day-zone 21 ◦C 16 ◦C 07:00–22:00
Night-zone 18 ◦C 16 ◦C 21:00–09:00
only implemented after 2005 with a constant ventilation rate of 0.4 ACH, in accordance with
the TABULA report.
To verify the building models, the use of the thermostat is implemented by a deterministic
pattern based on [182] shown in Table 5.2. Note that, as explained further, stochastic user
behaviour is implemented according to [95] in the integrated operational model (Section
5.3.1).
In order to check if the simulation results show the correct order of magnitude, the results
of the detailed simulation using the ‘white-box model’ (WB) are – in absence of adequate
measurement data – compared against the annual heat demand calculated for each typology
in the TABULA-project. The latter was obtained by the monthly-averaged calculation method
implemented in the EPB software [117]. For the total annual heat demand, an average
difference of 13 % is found between the detailed simulation model and the results specified
in the TABULA-report [180]. Given the differences that were found by Protopapadaki et.
al. (2014) for the comparison between the TABULA- and ULg-descriptions of the Belgian
building stock, the accuracy of these detailed simulations is considered to be acceptable.
More important, relative differences for the heat demand of the different typologies show
the same trends for both building stock descriptions confirming the usability of the model
for inter-building comparison. Nevertheless, the absolute value of the heat demand, and
consequently of the available storage capacity of the residential stock, should be handled
carefully in the absence of more reliable statistical data on the Belgian building stock.
5.1.3 Reduced-order building models
In order to reduce the computation time, the grey-box modelling framework presented in
Chapter 4 is applied in this section to develop reduced-order models in the form of lumped-
capacity models for each typology.
The reduced-order model structure is shown in Figure 5.3 and has been established on
a forward selection process as presented in Chapter 4 (Section 4.5.4). For all typologies
the thermal dynamics can be described by 4 thermal capacities for the day-zone, 3 thermal
capacities for the night-zone and 2 thermal capacities for the floor between day- and night-
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Figure 5.3: Structure of the 2-zone reduced-order models, with in each zone states for the indoor air
(Ti), the exterior walls (Tw), the interior walls (Twi) and the floor between day- and night-zone (Tfi).
Tf represents the ground floor in the day-zone. Note that the inputs for the thermal gains and the
related parameters are not shown.
zone. The resulting model structure (Figure 5.3) is thus the same as the model obtained in
Section 4.5.4.
Two approaches are used to calculate the model parameters. Firstly, the parameters are
estimated using the grey-box modelling approach presented in Chapter 4. Thereby the
detailed simulations are used to generate the identification data set. Secondly, theoretical
RC-models are implemented whereby the model parameters are obtained directly from the
building stock description. This approach is included here to analyse whether it is possible
to skip the system identification process by taking into account the findings of the physical
interpretations of the parameters analysed in Chapter 4. Both approaches are presented in
the following paragraphs.
Grey-box modelling The first approach to establish the reduced-order building stock
models is based on the grey-box modelling framework discussed in Chapter 4. In Section
4.5.4, the identification process has already been presented for the multi-zone detached
dwellings from before 1945 (D1) and after 2005 (D5). The same process has been followed
to identify reduced-order models for the other typologies.
The data for the identification process has been generated using the detailed simulation
model described in Section 5.1.2. Two types of virtual experiments have been carried out. In
the first experiment, the dataset is generated by simulating a PRBS experiment. Thereby
a pseudo-random binary sequence (PRBS) is implemented on the heating system. Two
uncorrelated signals have been used for the day- and night-zone. In the second experiment,
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Figure 5.4: Representation of the first order model used for the outer walls. The state of the walls is,
based on Chapter 4, assumed in the middle of the material layers inside the insulation barrier.
in-use behaviour with the deterministic thermostatic control of Table 5.2 is simulated. In
both cases measurements of the indoor air temperature and the heat flows to the different
components are used as observation variables.
The identified models are validated by analysing the residuals for 1-step ahead, 1-day ahead
and 1-week ahead predictions as well as the performance for long term simulation on a cross-
validation set as presented. Thereby, it is found that although minor over-fitting problems
were found for the uninsulated dwellings, the same model structure (Figure 5.3) can be used
for all typologies. The resulting model parameters for each of the building typologies are
summarized in Appendix B. The validation results are briefly discussed in Section 5.1.4.
Theoretical RC model For the theoretical RC model, the lumped parameters are calculated
directly from the building stock specification, taking into account the assumptions presented
in Section 5.1.1 and the rules of thumbs that have been deduced from the identified grey-box
models (Chapter 4). More precise, the identification of the active thermal mass in buildings
showed that the active thermal mass of the envelope can be estimated by the thermal mass
of the material layers within the insulation barrier. This rule of thumb is applied to quantify the
thermal capacities of the envelope and the ground floor.
The thermal resistance for the envelope (Rw) is calculated using the wall compositions
defined for the detailed model. In line with the calculation of the thermal capacity of the
wall, the internal resistance (Rw,1) is defined as the thermal resistance between the indoor
environment and the middle of the material layers within the insulation barrier. Rw,2 is then
defined as the thermal resistance between the middle of the layers within the insulation
barrier and the outdoor environment, as shown in Figure 5.4.
For the internal walls and floor the entire thermal mass has been taken into account, since
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the components are entirely within the insulation barrier. The thermal resistance between the
indoor air and the thermal capacity of the interior walls Rwi is taken equal to 50 % of the
total resistance of the wall. As such, the thermal mass is assumed to be in the centre of the
wall and is accessible from both sides.
In addition, the UA-values of the windows have been combined with the ventilation and
infiltration losses. This is done since the thermal mass of the windows is negligible compared
to the massive building structure and is in line with the results found in Chapter 4.
In all cases, standard surface resistances at the interior surfaces are used according to [121].
The convective and radiative heat flow from the low temperature radiators are combined with
the internal gains as 1 input signal for the model. Since the radiators have a radiative heat
fraction of 0.3, 70 % of the heat input is distributed to the indoor air. The remaining 30 %
is distributed to the capacities of the different components using area weighted distribution
factors, hence assuming that all emissivity factors are equal. Solar gains are, in line with the
approach of the WB model, entirely allocated to the states of the opaque components using
area weighted distribution coefficients.
5.1.4 Comparison of modelling approaches
The following paragraphs present respectively a comparison of the annual heat demand as
well as a verification of the aggregated load-duration curves. Note that the accuracy of the
reduced-order models for simulation of the dynamic behaviour of the dwellings has already
been verified on a building level in Section 4.5.4. The aim of this section is therefore to
analyse the aggregation to the national stock level.
Annual heat demand Figure 5.5 gives an overview of the annual energy demand for the
different model and building types. Comparison of the theoretical RC-model (RC) with
the detailed simulations (WB) shows an overestimation of the energy demand for the
RC-models of on average 20 %. The overestimation is more pronounced for the night-zones
and is mainly caused by an overestimation of the heat transfer coefficient between the indoor
air and the thermal capacities of the components. As shown in Section 4.5.4 the constant,
theoretical heat transfer coefficients implemented in the RC models were up to a factor 2
higher than those obtained by detailed simulations. Consequently, the total thermal resistance
is underestimated compared to the detailed simulations. For the well insulated dwellings
this effect is less pronounced (4-6 %) than for the uninsulated walls (12-31 %), since the
relative impact of the interior heat transfer coefficient in the total thermal resistance of the
wall becomes smaller.

























































































































































































































































































































































































































































































































































































































































































































































Figure 5.5: Calculated annual energy demand [MWh] as a function of the age class and building type
for the radiator heated buildings. ‘WB’ and ‘RC’ correspond to the detailed simulation model and the
theoretical RC-model respectively. The grey-box models estimated on the PRBS data and the in-use
data are referred to as ‘GB PRBS’ and ‘GB INUSE’ respectively.
For the reduced-order models obtained by system identification (GB INUSE and GB PRBS in
Figure 5.5), the difference with the detailed simulation is less pronounced. For the buildings
before ’05 (periods A to D), the average difference is reduced to 7 % and 10 % for respectively
the models identified on in-use and PRBS data. The estimated models for the buildings
after ’05 (period E) show higher deviations. Analysis of the physical parameters showed
that for these buildings, the absorption of solar gains is overestimated. This overestimation
is mainly caused by the fact that the models are trained on winter data, during which the
excitation by solar gains are low, resulting in a high level of uncertainty. Nonetheless, as
shown in Chapter 4, the use of in-use mid-season data or summer data resulted in a higher
uncertainty on the heat loss coefficient due to the decreasing difference between the indoor
and outdoor temperatures. Here, the underestimation of solar gains is considered to be of
lesser importance since the focus of the simulations will be on the heating period.
Comparing the results for the different building types, an overestimation of the heat demand
is generally shown for the identified models. The overestimation is more pronounced for
the semi-detached and terraced buildings (11-23 %) compared to the detached dwellings
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(10-13 %) and is mainly due to an overestimation of the heat demand in the night-zone. As a
result of the high level of uncertainty on the estimated thermal properties of the internal floor
between the day- and night-zone, the identification is found to significantly overestimate the
thermal resistance and thermal capacity of the internal floor. Consequently, the heat transfer
between day- and night-zone for the grey-box models is strongly underestimated, resulting in
lower indoor temperatures and a higher heat demand for the night-zones. These unreliable
estimates result from the almost constant temperature within the centre of the floor due to the
fixed thermostat schedule during the identification process. As a consequence the model is
not able to accurately simulate the heat demand during summer when the mean temperature
in the building rises. A dedicated identification experiment, activating the thermal mass of the
internal floor is therefore necessary.
Regardless of the large deviations in summer, the reduced-order models show acceptable
correspondence to the detailed simulations during the winter period, especially for the day-
zone. As such the models are considered acceptable for the evaluation of the ADR potential,
since as indicated in Chapter 3 and further in Section 5.2.2 the available storage capacity for
ADR decreases significantly in summer, due to the limited thermal losses and higher passive
gains. Moreover, in the integrated model (Section 5.3.1) the heating system is assumed only
to be active during the heating season.
Impact at aggregate level As explained in Section 5.1.1, the aggregation of the heat
demand of each building type to the demand of the entire stock is not explicitly carried out in
the TABULA project for the typical housing approach. As stated in the introduction the typical
housing approach merely presents a set of typical dwellings for each building type and age
class. In order to get an estimate of the heat demand of the whole stock the heat demand of
each dwelling is multiplied by the number of dwellings of each building case (Table 5.1).
Figure 5.6 shows the resulting load duration curve for the aggregated Belgian residential
stock. Although small differences are shown, an acceptable prediction of the load-duration
curve is obtained using the reduced-order models. Where the theoretical reduced-order
models show a more accurate prediction of the peak demand, the grey-box models identified
on the in-use data show good correspondence for medium and lower loads.
Taking into account the uncertainty on the building stock description that was found by
Protopapadaki et. al. [180], the use of both the theoretical and the identified reduced-order
model for building stock simulations is considered as acceptable.
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Figure 5.6: Load duration curve for the aggregated heat demand
5.1.5 Conclusions for the reduced-order building stock model
Reduced-order building models have been evaluated for their application in a dynamic
bottom-up model for the Belgian building stock. In a first phase, detailed building models
were implemented, based on the building stock description of the TABULA project, in the
IDEAS-library in Modelica. Thereby the lack of qualitative statistical data on the building
stock, required a significant amount of assumptions ranging from material properties, wall
compositions to the allocation of the useful area to day- and night-zones. Verification of
the detailed models against the heat demand calculation provided by TABULA showed a
difference of less than 10 % of the annual heat demand of the dwellings. Validation of the
heat demand profile against measured data could not be carried out, since no dynamic data
are available on national level.
In the second part of this section, the accuracy of the reduced-order models is compared
against the detailed simulations. Thereby both the grey-box modelling approach presented
in Chapter 4 and a direct implementation of the physical parameters based on the building
stock data have been compared. The analysis showed that for all cases the simulation of
the heat demand profile during the heating season was acceptable. However the relative
differences in the annual heat demand with the detailed simulations are in general smaller for
the identified grey-box models compared to the theoretical RC-models and increase as the
absolute heat demand decreases. The main differences are found in the night-zone, where
the unreliable estimate of parameters of the floor between day- and night-zone results in an
over-prediction of the heat demand. This is especially the case during the summer period.
During winter season, when the heat demand is high, good agreement is found between the
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reduced-order models identified on in-use data and the detailed simulations.
5.2 Quantifying ADR characteristics of the Belgian resi-
dential stock
In this section the theoretical potential for ADR using the structural storage capacity is
quantified for the different typologies of the Belgian residential building stock. Thereby the
goal is to get insight in the ADR characteristics for the Belgian stock, which will help to
understand the results of the integrated model presented in Section 5.3.
The quantification uses the simulation-based methodology that has been developed in
Chapter 3. More specific, the available storage capacity and the storage efficiency are
discussed here as they can be interpreted as intrinsic building properties. The state-of-charge
and available power flexibility are not presented here, since it was concluded that the latter
only show an instantaneous snapshot of the available flexibility.
The ADR characteristics are calculated using the grey-box models that have been identified in
Section 5.1.3. The results are compared for both simplified static boundary conditions
(Section 5.2.1) as well as dynamic boundary conditions (Section 5.2.2). Thereby the
former correspond to the static approach followed in Section 3.4 and allows for a theoretical
comparison of the potential of different building typologies and renovation levels. The latter
are used to additionally evaluate the impact of the time of use of the storage capacity in
relation to the occupancy schedule and the outdoor climate. Note that in both cases only the
heat delivered by the emission systems is used as an input. As in Chapter 3, the production
efficiency is hence not considered. The impact of the efficiency of the heating system is
discussed further in Section 5.3 using the integrated operational model.
5.2.1 Available storage capacity and storage efficiency for static
boundary conditions
Figure 5.7 shows the available storage capacity (top) and storage efficiency (bottom) as
a function of the building typology and renovation level for the buildings equipped with
radiator heating. Similar trends are found for the floor heating cases, but the results are only
shown for the radiator cases. Although both the available capacity for ADR and the storage
efficiency were found to depend on the outdoor temperature and the comfort range (Chapter
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Figure 5.7: Available storage capacity for ADR (top) and storage efficiency (bottom) for the different
building types, age classes and renovation levels for the radiator heated buildings, a constant outdoor
temperature of 5 ◦C and comfort range of 2 ◦C
3), here only the results for a comfort range of 2 ◦C and an outdoor temperature of 5 ◦C are
shown. Thereby the comfort range is similar to the one used in the operation model (Section
5.3.1), while the outdoor temperature of 5 ◦C is a representative outdoor temperature during
the heating season. Note that the indoor temperature set-points are – except during the
ADR-event – kept constant at 20 ◦C and 18 ◦C for respectively the day- and night-zone.
Figures 5.7 (top) shows a significant increase of the available storage capacity as the age of
the dwelling increases and renovation level decreases. Due to the higher nominal heating
power, the available capacity of the oldest buildings in their original state is about twice the
size of the thoroughly renovated buildings. For the same reason, the available capacity is on
average 20 % higher for detached dwellings than for semi-detached and terraced houses.
When the storage capacity is activated for a period of 4 h, the available capacity varies
between 12 kWh for the thoroughly renovated terraced dwellings and 30 kWh for the original
detached house built before 1945. As a comparison, this is equivalent to a water storage tank
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of respectively 520 l and 1300 l assuming a temperature difference of 20 ◦C in the storage
tank. For the buildings equipped with floor heating similar trends are found. Nevertheless, in
line with the results of Section 3.4.2, the available capacity is in general higher for the floor
heated buildings, ranging from 16 kWh for the thoroughly renovated terraced dwellings and
66 kWh for the original detached house built before 1945, equivalent to water storage tanks
of respectively 690 and 2840 l.
Consistent with the findings of Chapter 3, the available storage capacity increases with
the heat loss coefficient and the size of the dwellings. Consequently, Figure 5.7 (top) also
demonstrates that when the buildings are renovated to a similar insulation level, the relative
differences between the age classes is reduced. An exception to this is found for the buildings
built before 1945 (Age class 1). For these dwellings the outer walls consists of a 25 cm
brick wall, whereas a cavity wall is used for the newer buildings. The thermal mass inside
the insulation layer is thus significantly higher for the oldest period, even though the entire
thickness does not contribute equally to the available capacity as shown in Chapter 4.
The corresponding storage efficiencies are shown in Figure 5.7 (bottom). As in Chapter 3,
the storage efficiency also depends significantly on the heat loss coefficient, as shown by the
increasing efficiencies for increasing renovation levels and decreasing age of the building.
For the uninsulated detached dwellings, the storage efficiencies vary between 66 % and 75
% for an ADR-event of 4 h (81-93 % for floor heating). Thereby it should be noted that as
an exception the detached buildings of Age Class 1 show a slightly higher efficiency (2 %)
compared to the dwellings of Age Class 2, which is linked to the high thermal mass of the
massive outer walls for Age class 1 compared to the uninsulated cavity wall for Age class 2.
A mild renovation (Ref. 1) does not drastically improve the efficiency for the detached
dwellings. Since for these dwellings most heat is stored in the day-zone, improving the
insulation quality of the roof (Ref. 1) does not drastically affect the storage efficiency. For the
terraced and semi-detached dwelling the contribution of the night-zone in the total capacity
for ADR is higher, hence the larger impact of refurbishment scenario 1.
When also the outer walls and floor are insulated (Ref. 2), storage efficiencies above 80 %
(90 % for floor heating) are found for all cases if the duration of the ADR-event is limited
to 4 hours. Moreover, the relative differences between the age classes are reduced after
insulation, with the exception of the oldest dwellings as the ratio of the thermal mass to the
heat loss coefficient is significantly higher for these dwellings.
Finally, comparing the building types, the higher ratio of the thermal mass to the heat loss
coefficient for the terraced buildings results in storage efficiencies that are 5-10% higher
than for the other building types equipped with radiator heating. Moreover the effect of the
mild renovations (Ref. 1) is more pronounced for the terraced buildings. The same level of
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Figure 5.8: Scatter plot of the available storage capacity as a function of the storage efficiency for the
radiator (left) and floor heated building typologies. The shape and size of the markers show respectively
the building type and age class, while the colour indicates the renovation level.
increase in the storage efficiency is not shown for the terraced houses when the insulation
quality is improved further to renovation level 2. Nevertheless, it should be noted here that
for the thoroughly renovated dwellings the remaining differences in the results fall within the
level of uncertainty of the reduced-order models and should be handled carefully.
As a summary, Figure 5.8 shows the relation between the available capacity for ADR and the
storage efficiency for the different buildings in the Belgian building stock for a storage period
of 2 h. Based on these theoretical characteristics, the highest operational savings due to
ADR, when implemented in the integrated operational model of Section 5.3, are expected for
the floor heating buildings since they do not only show higher storage efficiencies, but also
significantly higher available capacities. For the floor heated buildings, except for specific
cases, all efficiencies are above 90 %, compared to variations between 65 % and 91 % for
buildings equipped with radiators.
For the latter, the highest potential for ADR is expected for the mildly renovated terraced
buildings built after 1990, since they show both high efficiencies (87 % - 91 %) and higher
available capacities compared to the thoroughly renovated buildings. For the floor heating
cases the operational savings due to ADR are expected to be less sensitive to the storage
efficiency since high values are obtained for most buildings. Consequently, buildings with a
higher capacity, i.e. the older and mildly renovated dwellings, are expected to have a higher
impact on the operational savings and CO2-emission reductions.
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5.2.2 Impact of dynamic boundary conditions on storage efficiency
and available capacity for ADR
While the results of the previous section – obtained for simplified, static boundary conditions
– allowed to assess and contrast the theoretic potential of dwellings as a function of their
thermal properties, the storage efficiency and available capacity were also shown (Section
3.4) to depend strongly on the starting time of the ADR-event. Thereby, the storage efficiency
was found to decrease up to 10 % when the ADR-event increases the set-point temperature
at night when it would have been reduced in the reference case following the occupancy
schedule. A similar reduction was found when the thermal capacity was activated in an
ADR-event prior to – or during – a period with high solar gains.
In this section, the time-dependency of the ADR properties is assessed for the different
building typologies of the Belgian residential stock. Therefore, the available storage capacity
and storage efficiency are quantified as a function of the start time of the ADR-event. The
simulations are conducted for the Belgian climate and the occupancy schedule shown in
Table 5.2, a duration of the ADR-event of 2 h and a comfort range of 2 ◦C. The duration
of 2 h has been chosen based on the findings of Section 3.4.4. There the dependency of
the efficiency on the start time of the ADR-event was found to be averaged out for longer
ADR-events, since the ADR-event is more likely to cover both occupied and unoccupied
periods.
Figure 5.9 shows the available storage capacity as a function of the start time of the ADR-
event. While similar trends are found for the other building typologies, the figure contrasts
the radiator heated detached (left) and terraced buildings (right) built before 1945 (Age class
1) and between 1990-2005 (Age class 4). They are shown here since they represent two
significantly different cases in terms of insulation quality and heat loss to capacity ratio.
Moreover, the figure shows the available capacity of the original buildings before renovation
(top) and after thorough renovation (bottom). Thereby the available capacity shows significant
variations on two time scales. A long-term variation is found for the available capacity,
showing decreasing values in mid-season when the outdoor temperature rises and solar
gains become important. In addition an important daily variation is shown. An averaged daily
profile is illustrated further in Figure 5.10.
The long-term variations result from the increasing outdoor temperatures and high solar gains
in mid-season. As such, the free-floating indoor temperature will rise above the minimum
comfort temperature, reducing the temperature difference that is available to activate the
structural thermal energy storage capacity. Note that the impact is more pronounced for
the detached dwelling due to the higher glazed area and therefore the higher solar gains.
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Figure 5.9: Available storage capacity as a function of the start time of the ADR-event for an ADR-event
of 2 h with a comfort range of 2 ◦C, contrasting the detached (left) and terraced (right) dwellings for
both the original (top) and thoroughly renovated (bottom) cases. The different colours represent the
buildings built before 1945 (Age class 1) and between 1991-2005 (Age class 4).
In the renovated scenario, the high solar gains for the detached dwelling and the fact that
shading is not included in the model, results in indoor temperatures above 22 ◦C for the
period between April 2nd and April 12th and after May 4th. Consequently, the heating system
can no longer be used to activate the thermal mass and the resulting available capacity for
ADR is 0 kWh. Note that active cooling systems can be considered for ADR at this point,
however this has not been investigated in this Belgian context. Moreover, one may argue
that the use of shading devices may avoid the overheating and prolong the active use of
the structural thermal energy storage capacity. In both cases, it is the authors opinion that
passive strategies should always be given priority to deliver thermal comfort. This statement
is supported by the results of the storage efficiency shown further in Figure 5.11.
In addition to the long-term variations, daily fluctuations induced by the occupancy schedule
are illustrated in Figure 5.10. Since, the maximum temperature in the ADR-event (Tmax,ADR)
is calculated based on the temperature set-point for the occupied period, a larger range of
temperature variations is available during the set-back periods.
To analyse this effect in more detail – keeping in mind the national electricity demand profile
for Belgium (Figure 3.15) – Figure 5.10 shows an average daily profile of the available storage
capacity for the same cases shown in Figure 5.9. Thereby a clear difference is found between
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Figure 5.10: Daily profile of the available storage capacity, contrasting the detached (left) and terraced
(right) dwellings for both the original (top) and thoroughly renovated (bottom) cases. The different
colours represent the buildings built before 1945 (Age class 1) and between 1991-2005 (Age class 4),
for an ADR-event of 2 h with a comfort range of 2°C. The points show the values for each day, while the
curve represents the daily profile averaged over the whole period.
the profile of the terraced and the detached dwelling. Whereas for the detached dwelling the
available capacity is almost 2 times higher between 10 PM and 4 AM, the available capacity
for the terraced building is almost equal during day-time as at night. This can be explained by
the significant difference between the share of the day- and night-zone in the total heating
power. For the detached dwelling the heating power for the day-zone is on average twice
as high as for the night-zone. Consequently, the additional capacity that is available in the
day-zone during the temperature set-back at night, is higher than the additional capacity that
is available in the night-zone between 9 AM and 9 PM. For the terraced buildings, both zones
have an equal share in the heating power.
The reduction in the capacity between 6AM and 8AM and at 8 PM, coincide with the start-up
of respectively the day- and night-zone. During this period the heating in the reference case
already operates at its maximum capacity to recover from the temperature setback and is
therefore not available for ADR.
Complementary to the available storage capacities for ADR, Figure 5.11 shows the evolution
of the storage efficiency. Thereby, a systematic decrease of the efficiency is found as a
function of time, in addition to the daily variations and the significant reduction of the storage
efficiency for periods with high solar gains. While the latter are directly linked to the variations
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Figure 5.11: Storage efficiency as a function of the start time of the ADR-event for an ADR-event of 2 h
with a comfort range of 2 ◦C, contrasting the detached (left) and terraced (right) dwellings for both the
original (top) and thoroughly renovated (bottom) cases. The different colours represent the buildings
built before 1945 (Age class 1) and between 1991-2005 (Age class 4).
found in the available storage capacity (Figure 5.9), the systematic reduction is explained by
the decreasing heat demand of the dwellings as the outdoor temperature rises. To analyse





with QRef the heat demand without ADR. Thereby, a systematic increase of the relative
storage capacity is shown (Figure 5.12) as a function of time – due to the increasing outdoor
temperature – which corresponds to the systematic reduction of the efficiency found in
Figure 5.11. During the winter period, the heat stored during the ADR-event with a duration
of 2 h corresponds on average to 3 % - 10 % of the daily heat demand for the original
dwellings and between 5 % and 20 % for the thoroughly renovated buildings. Moreover, the
relative available capacity increases rapidly in periods with high solar gains, especially for
the detached dwelling given the higher window to floor area ratio. Consequently the storage
efficiency during these periods drops to 0 % as the relative available capacity is close to 100
%. The potential for ADR using the structural storage capacity using only heating systems is
thus clearly limited to the heating season.
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Figure 5.12: Relative available capacity as a function of the start time of the ADR-event for an ADR-event
of 2 h with a comfort range of 2 ◦C, contrasting the detached (left) and terraced (right) dwellings for
both the original (top) and thoroughly renovated (bottom) cases. The different colours represent the
buildings built before 1945 (Age class 1) and between 1991-2005 (Age class 4).
5.2.3 Conclusions of the quantification of ADR characteristics for the
Belgian building stock
In this section the available storage capacity for ADR and the corresponding storage efficiency
were quantified for the different typologies of the Belgian residential building stock. Therefore
the simulation-based quantification method developed in Chapter 3 has been applied using
the reduced-order building stock model developed in Section 5.1.
Firstly, the ADR characteristics were calculated for simplified, static boundary conditions
to allow a comprehensive comparison of the impact of building design properties on the
potential for ADR. The results showed that the highest available capacities for ADR are
obtained for the oldest uninsulated dwellings, since these buildings have the highest heat
loss coefficient and hence the highest installed heating power. Nevertheless, the high heat
loss coefficient also resulted in a significant reduction of the storage efficiencies. On average
storage efficiencies of 66 % to 83 % were found for the original building typologies, for and
ADR-event of 4 h with a comfort range of 2 ◦C. After thorough renovation, the efficiency
increased significantly for the older buildings (80-91 %). At the same time, the reduction
of the nominal power and the fact that the upper comfort boundaries are reached earlier in
an ADR-event for the renovated dwellings resulted in a reduction of the available storage
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capacity for ADR (10-25 %). For both the efficiency and the available storage capacity it
was found that as the buildings were renovated to the same insulation level, the relative
differences between the different age classes became negligible.
Secondly, a quantification of the ADR characteristics using dynamic boundary conditions –
also taking into account the occupancy schedule for the day- and night-zone – revealed that
in practice the storage capacity is reduced with 10-25 % depending on the starting time of
the ADR-event. Thereby the highest potential – showing both a high efficiency and available
capacity – was found in the early morning or late afternoon to preheat the zones right before
the occupied period starts. Moreover, active use of the structural thermal energy storage
capacity should be avoided in mid-season when the outdoor temperature rises and solar
gains become important, since excessive efficiency losses were obtained when the fraction
of the stored heat to the daily demand is higher than 30 %.
5.3 Demonstration of ADR potential in high renewable
scenario using an integrated model
The previous section showed the analysis of the flexibility characteristics, i.e. available
storage capacity for ADR and storage efficiency, for the different building types, age classes
and renovation levels. Thereby the analysis is carried out on a building level. In this section,
the quantification of the potential of using the structural storage capacity for ADR is carried
out on a national level. As such, this final section aims at demonstrating the operational
savings and CO2-reductions that can be expected from ADR using residential heat pumps in
a high RES system.
To evaluate these operational savings, the integrated operational model (Figure 5.1),
developed by Patteeuw et al. (2014), has been extended in collaboration with the authors by
integrating the reduced-order dynamic building stock model presented in Section 5.1.
The results presented below are based on the work carried out for the journal paper submitted
to Applied Energy, titled: "CO2-abatement cost of residential heat pumps with Active Demand
Response: demand- and supply-side effects" [33]. The goal in that paper was mainly to
quantify the CO2-abatement cost
1, taking into account both the operational aspects of the
production side and the physical properties of the demand side. In the discussion of the
results presented in this section, the focus will be on the impact of ADR using the structural
thermal energy storage on: the need for peak production capacity (§ 5.3.3), the operational
1The CO2-abatement cost is defined as the sum of the difference in annual operational costs of the system and
the annuity, of the additional investment, divided by the annual CO2-emission savings
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aspects (§ 5.3.4) and the CO2-emission reductions (§ 5.3.5). Thereby, compared to the
results presented in [33] more emphasis is put on the comparison of the impact of the building
type and renovation level on the potential of ADR.
The following paragraphs first briefly summarize the concepts of the integrated operational
models (§5.3.1). In §5.3.2 different cases are presented that have been simulated in order
to assess the impact of ADR. Finally, §5.3.3, §5.3.4 and §5.3.5 present the results for
respectively the peak production capacity, the operational aspects and the CO2-emission
savings.
5.3.1 Description of the integrated operational model
The general framework of the integrated operational model is formulated as an optimization
problem that optimizes the operational cost for electricity production on the national level
taking into account both the operational aspects of the electricity production system and the
physical behaviour of the demand-side. As such, the main added value of this integrated
operational model lies in the combined optimization of both demand and supply side. The
model structure has already been illustrated in Figure 5.1 and consists of three main parts:
(i) the building stock model, (ii) the heating system models and (iii) the electricity production
system. The building stock model has already been elaborated, as it is my main personal
contribution to the integrated model. The other two parts are briefly summarized below. A
more detailed description can be found in [33].
Electricity generation The electricity generation system is modelled by a merit order, which
considers efficiencies, minimal and maximal power output of power plants and neglects all
other technical constraints. As shown by Patteeuw et al. [183], this approach can approximate
the cost savings determined via a state-of-the-art unit commitment and economic dispatch
model.
For the electricity generation side, data related to the fixed electricity demand and electricity
generation from RES is taken from the Belgian transmission system operator Elia [11] for
the year 2013. A high RES scenario is implemented with 30 % and 10 % of the electricity
use covered by wind and photo-voltaic (PV) systems respectively. The residual demand –
defined as the electricity demand of the heat pumps that is not covered by RES – is assumed
to be fully covered by combined cycle gas turbines (CCGT) and open cycle gas turbines
(OCGT). For RES based electricity generation, it is assumed that the marginal cost is zero.
Curtailment costs are zero since these are assumed to be internal transfers within the model.
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Table 5.3: Range of heat pump SPF for the different building cases.
Renovation Level Mild Thorough Thorough Thorough
Heat pump source Air Air Air Ground
Heat emission Radiator Radiator Floor Floor
Min SPF 1.8 2.3 2.5 3.3
Max SPF 2.1 2.6 3.0 4.0
Note that this is an optimistic scenario for ADR, since excessive use of the storage capacity
to buffer renewable production, is not penalized.
Heating systems For the application of heat pumps, three main cases are considered: (i)
an air coupled heat pump (ACHP) with radiators, (ii) an ACHP combined with floor heating
and (iii) a ground coupled heat pump (GCHP) with floor heating2. In each case, the heat
pump also supplies the domestic hot water demand (DHW). For the lightly renovated building,
depending on the age category, the nominal supply water temperature for zone heating can
be higher than 60 ◦C. This is too high to be supplied by a standard heat pump, in which case
a double-compression, high-temperature air coupled heat pump is considered [184]. The
heat pump’s efficiency is typically expressed by the coefficient of performance (COP). In this
study, the COP is determined according to Bettgenhäuser et al. [185], which results in an
SPF3 as shown in Table 5.3, assuming that the COP is constant during each week and not
effected by ADR.
In addition to space heating, the central heating system also produces domestic hot water.
For the latter a water storage tank of 200 l is included. The water temperature inside this tank
can also be modified for demand response as described in [33].
5.3.2 Definition of the cases
Before the results of the study are presented, this paragraphs briefly summarizes the different
case studies that are used for a step-wise evaluation of the impact of heat pumps and ADR
on the national electricity production.
As it is the aim of this study to identify whether specific building types are better suited for
installing heat pumps with ADR, multiple building typologies (36 cases) and heating system
2The radiators in the thoroughly renovated buildings are assumed to have a nominal supply water temperature of
45 ◦C. For the lightly renovated buildings, the water temperature is adjusted to allow a recuperation of the existing
emission systems, since replacing the heat emission system in a light renovation scenario was found to be not
cost-effective in [184]. GCHPs are in general not combined with this kind of radiators.
3The seasonal performance factor (SPF) is defined as the ratio of the heat delivered throughout the year to the
yearly electricity use of the heat pump.
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Figure 5.13: Flow chart of the scenarios evaluated for each building and heat pump case.
types (3 cases) are considered. Thereby, in contrast to Section 5.2.1, the original buildings
without renovation built before 2005 are not considered since the supply water temperature
for these buildings would be too high to be efficiently supplied by a heat pump. Moreover,
as was shown in Section 5.2.1, the un-insulated dwellings show significantly lower storage
efficiencies.
For every combination of building and heating system, the CO2-emission reduction,
operational cost savings and peak electricity demand are determined. In order to have
a significant impact on the electricity generation side, it is assumed that for each case
(combination of a building case and heating system case) the electricity demand is scaled up
to 250 000 buildings4. According to the study for the European heat pump association [185],
this is the number of heat pumps that is expected to be installed in Belgium by 2030.
Three simulation scenarios are simulated for all building and heating system combinations
(Figure 5.13). First, the CO2-emissions, the electricity use without heat pumps and the
RES curtailment losses are calculated for the reference scenario, assuming all buildings
are heated with gas-boilers. This reference electricity demand covers residential plug-loads,
lighting, etc. but also non-residential electricity use. The RES curtailment losses correspond
to loss of renewable production that occurs when renewable production units need to be shut
down to avoid voltage peaks in the grid. One of the important challenges for ADR is therefore
to reduce these losses.
In the second scenario, heat pumps are introduced and the impact on the total electricity use,
the curtailment losses, peak electricity demand and CO2 emissions is quantified. In this case
4The number of buildings is taken to be identical for all combinations of building types and heating system types,
in order to make the relative comparison between these types independent of the number of buildings. Each case is
calculated separately meaning that the 250 000 buildings are always of one single building type with one single
heating system type. Thereby for the other buildings types no heat pump is implemented and hence no ADR
potential exists.
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without ADR, the consumers minimize their own electricity use regardless of the implications
for the electricity generation side. The electricity generation system then minimizes the cost
for supplying the resulting electricity demand profile.
Finally in the third step, the impact of ADR is quantified. Thereby, the use of the structural
thermal energy storage capacity and the domestic hot water storage are optimized to obtain
the minimal total cost for electricity production.
In order to represent occupant behaviour regarding temperature set points and domestic
hot water demand, 52 user stochastic behaviour profiles were generated using the method
of Baetens and Saelens [95]. In order to reduce calculation time, this user behaviour is
aggregated by averaging the predetermined, effective lower temperature bounds according
to [186]. The upper bound for the indoor temperature set-point is 22 ◦C and 20 ◦C for
respectively the day and night-zone [72]. For the weather data, measurements in Uccle
(Belgium) for 2013 are used. This climate data differ from the TMY3 data used in previous
sections and are used since they match with the data for the RES generation and fixed
electricity demand as mentioned before. In this data set, the average outdoor temperature is
10.2 ◦C, the minimal temperature -9.3 ◦C and the number of heating degree days is 2474
with respect to a reference indoor temperature and outdoor bound of 16 ◦C.
In the following paragraphs respectively the impact of the heat pumps and the use of ADR on
the required peak production capacity, operational aspects and CO2 emissions are discussed.
As shown in [33], all three aspects have an important impact on the CO2-abatement cost.
The results are reported for one year, obtained by solving the optimization problem for each
week of the year using a receding horizon approach5 and assuming perfect prediction of
disturbances. Hence, the presented results serve as an upper bound of the practically
attainable operational and CO2-emission savings.
5.3.3 Peak capacity
A transition from gas-boilers to heat pumps will evidently result in an increase of the electricity
use that has to be covered – given the production system assumed in this work – by either the
renewable energy sources or an increased production of the OCGT and CCGT plants. When
the electricity demand of the heat pumps coincides with the electricity demand that already
exists in the network, this may significantly increase the total peak demand in the network
and thus additional peak production units need to be installed. At an investment cost of 750
5A receding horizon is employed, in which the states of the system at the end of a week are passed on to the
next week.
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Figure 5.14: Contribution of each building to the increase of the peak demand by introducing heat
pumps with (full line) and without (dashed line) ADR as a function of the electric nominal power of
the heat pump. The colour-scale indicates the type of building (D: detached, SD: semi-detached, T:
terraced). The markers indicated the state of the building (Ref. 1: mild renovation, Ref. 2 thorough
renovation)
EUR/kW [187], this additional capacity can be an important term in the CO2-abatement cost,
which is typically not included in heat pump CO2-abatement cost in the literature. Therefore
in this section, the potential of ADR to reduce the peak demand is evaluated as a first
performance indicator.
The required peak production capacity is for each building scenario determined through an
a-priori optimization of the critical week, i.e. the week with the highest residual electricity
demand6. When ADR is applied, the demand of the heat pumps during this week is optimized
by using the flexibility of both the structural and non-structural storage capacity to minimize
the required capacity of the power plants. Note that this installed capacity is then applied as
an upper bound for the production capacity throughout the considered year.
Figure 5.14 shows the contribution of each building to the increase of the peak electricity
demand [kW/build] by introducing heat pumps with (full line) and without (dashed line) ADR
as a function of the electric nominal power of the heat pump. The colour-scale indicates
the type of building (D: detached, SD: semi-detached, T: terraced). The markers indicated
the state of the building (Ref. 1: mild renovation, Ref. 2 thorough renovation). When no
6The residual electricity demand is defined as the electricity demand from which the generation from renewable
energy sources is subtracted. Hence, this is the demand which the traditional power plants need to deliver.
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ADR is applied, Figure 5.14 shows that the additional peak demand per building is strongly
correlated with the nominal power of the heat pump. The lowest increase is thus obtained
for the thoroughly renovated terraced buildings. Regarding buildings with the same heat
demand, a ground-coupled heat pump performs best because this system has the highest
COP and therefore the lowest peak electricity demand.
ADR is found to significantly reduce the need for additional peak power plants, as indicated by
the dashed trend line (Figure 5.14). For the floor heating cases and the thoroughly renovated
dwellings, the use of the structural and non-structural thermal energy storage allows to shift
almost all demand away from the period with the highest electricity use. The buildings with
floor heating generally perform better than the same building with radiators. This is in line
with the findings of Section 5.2.1, demonstrating that the available storage capacity is lower
for the radiator heated buildings. Hence, the heat stored within the thermal mass is found to
be inadequate to cover the peak demand period, especially for the less insulated dwellings
(Ref. 1 on Figure 5.14).
Consequently, active demand response using the structural thermal mass is found to be an
effective measure to avoid the need for additional production units when applied in thoroughly
renovated buildings. When heat pumps are to become common practice in less insulated
buildings (Ref. 1), ADR cannot avoid the need for additional production capacity. However
it is able to reduce the required capacity on average by 30 %, by shifting the heat pump
operation away from periods where a peak demand is already present.
5.3.4 Operational aspects
In addition to the reduction of the peak capacity, an important potential of ADR is the increase
of the penetration of RES to cover the heat pump electricity use and at the same time reducing
the use of traditional power plants. Nonetheless, the analysis of Chapter 3 demonstrated
that activating the structural thermal energy storage capacity for ADR comes at the cost
of an increase of the heat demand. The main research questions, tackled in this section,
are therefore to analyse to what extent ADR leads to an increase of the electricity use on a
building level and whether this increased local electricity use due to ADR is balanced by an
increased penetration of RES.
To evaluate these research questions the reduction in curtailment losses is compared to the
reference scenario when heat pumps with and without ADR are introduced. This reduction
in curtailment losses is on the one hand compared to the increase in electricity use on a
building level and on the other hand to the change in the production of the OCGT and CCGT
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Figure 5.15: Fraction of the annual electricity demand of the heat pumps that is covered by renewable
production, with (dashed line) and without (full line) ADR and as a function of the nominal electrical
power of the heat pumps.
power plants. The analysis can also be interpreted in terms of a storage-efficiency, whereby
the reduction of RES curtailment can be interpreted as the gains from ADR and the increase
in the local electricity use as the losses.
As shown in Figure 5.15, the heat pump demand is mainly covered by a higher generation
from the gas-fired power plants, since only 2.4-3.5 % of the heat pump demand is covered by
RES when no ADR is applied. This reduces the curtailment losses compared to the scenario
without heat pumps with 5-30 % (Figure 5.16). The highest reduction of curtailment losses
is found for the mild renovation cases since these buildings have the highest electricity use.
Note that the latter implies that for the thoroughly renovated buildings the availability of RES,
to be used when ADR is applied, is higher.
When ADR is implemented, the share of the heat pump electricity use that is covered by
renewable production increases to 6 % for the mild renovation detached dwellings built
before 1970 and up to 24 % for the thoroughly renovated terraced dwellings, resulting in a
corresponding reduction of the curtailment losses by 35 % to 60 % compared to the scenario
without heat pumps (Figure 5.16).
On average, this results in an increase of the use of RES by 0.15 TWh on average,
while a reduction of the electricity produced by the power plants by 0.10 TWh is obtained.
Consequently increasing the total energy use by 0.05 TWh.
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Figure 5.16: Reduction of the RES curtailment losses when introduction heat pumps, with (dashed line)
and without (full line) ADR relative to the curtailment losses for the reference case without heat pumps.
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Figure 5.17: Rise in electricity use for space heating when ADR is applied as a function of the nominal
electrical power of the heat pump. The markers indicate the renovation level, while the colour of the
markers shows the building type.
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The latter is caused by the higher average temperatures and hence higher thermal losses and
higher energy use as a result of the load shifting. Fig. 5.17 shows this increase in energy use
associated with load shifting in terms of the annual heat demand. For all heating systems a
clear trend is observed, i.e. relatively more electricity is used for decreasing nominal powers
of the system. This effect is counter-intuitive and contradicts the findings of Section 5.2.1
where higher storage-efficiencies where found for better insulated buildings. However, as was
already pointed out for the reduction of the curtailment losses, the driving forces for activating
the storage capacity differ since relatively more renewable energy is available for the well
insulated building. Consequently, since the price for renewable production is assumed to be
0 EUR/kWh, the storage capacity of the well-insulated dwellings will be used more. The latter
is also demonstrated by the stronger increase of the indoor temperature.
Comparing the results of the air-coupled heat pump with radiators and floor heating shows
that for the same building typologies, the floor heating system shows an increase of the
electricity use which is 2 times as high as for the radiator buildings as a result of the higher
storage efficiency.
One may argue that the extra energy use is just wasted in higher thermal losses. To see
whether this is the case, the decrease in RES curtailment per building is plotted against the
increase in electricity use per building in Fig. 5.18. For example, applying ADR causes a
building to consume 300 kWhe of electricity more but reduces 600 kWhe of RES curtailment,
then on a net basis the gas-fired power plants produce 300 kWhe less. This can be interpreted
in terms of a storage-efficiency. In the case of this example the storage efficiency would
thus become 50 %, since the increased activation of the heat pumps that charge the thermal
energy storage capacity when RES production is high results in a 50 % reduction of the
electricity demand when RES is able to cover the load.
Figure 5.18 shows that the decrease in curtailment is always higher than the increase in
electricity use due to ADR. Hence on a net basis, less electricity from gas-fired power plants
is used. For the air-coupled heat pumps (ACHP) with floor heating, this difference is the
highest, resulting in an average storage efficiency of 70 %. For the radiator heating and
ground coupled heat pump cases the storage efficiencies are significantly lower, i.e 35 % for
the ground coupled heat pump and 25% - 50% for the radiator heating cases. The reason
for these low values are however different for the two systems. For the ground-coupled heat
pump, the low efficiency results from the increased use of the inefficient auxiliary heater
to increase the temperature in the domestic hot water tank. For the radiator heating cases
the decreasing efficiencies can be directly related to the differences in thermal properties
of the building similar to the analysis carried out in Section 5.2.1. The highest reduction in
RES curtailment with an efficiency of about 50 % is thereby obtained for the mildly renovated
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terraced dwellings. These buildings were also identified to have the highest storage potential
in Figure 5.8, since they combine a high storage efficiency with an adequate thermal load.
Nonetheless, the storage efficiencies are for all cases significantly lower than the theoretical
values obtained in Section 5.2.1. Thereby it should be emphasized that due to the assumed
price for RES of 0 EUR/kWh, excessive and inefficient use of the storage capacity to absorb
RES is not penalised. Consequently the increased total energy use may be considered as an
upper value.
5.3.5 CO2-emissions
Due to the reduction of the use of fossil fuel and the increased penetration of renewable
energy sources, the introduction of heat pumps significantly affects the CO2-emissions,
especially when ADR is considered.
Figure 5.19 shows the relative change in CO2-emissions associated with replacing the
condensing gas boilers with heat pumps. The relative CO2-emission savings are highly
dependant on the SPF of the heat pump, for which four groups can be distinguished based on
Table 5.3. The first group consists of the mildly renovated buildings which are all equipped with
a high temperature ACHP and radiator heating (SPF 1.8 to 2.1) and shows CO2-emissions
are reduced by 15 % to 25 % compared to the CO2-emissions for the scenario without
ADR (no ADR), depending on the building type as indicated by the circular markers in the
middle pane of Figure 5.19. For the second group, consisting of the thoroughly renovated
buildings (indicated by the triangular markers) with an ACHP and radiators (SPF 2.3 to 2.6),
the CO2-emission reduction compared to the no ADR scenario varies between 25 % to 35
%. The third and fourth groups represent the buildings with floor heating combined with an
ACHP (SPF 2.5 to 3) or a GCHP (SPF 3.3 to 4) respectively. For these groups the reductions
in CO2-emissions compared to the no ADR scenario are respectively 30 % to 40 % and 40
% to 55 %.
Including ADR leads to an average additional reduction in emission of approximately 15 %.
However the relative reduction in CO2-emissions by ADR depends significantly on nominal
power of the heating system and hence on the insulation level of the building. Thereby an
additional reduction of the relative CO2-emissions by up to 25% is found for the thoroughly
renovated terraced buildings, indicated by the light-blue triangular markers. In contrast, for
the mildly renovated detached dwelling equipped with radiators no significant reduction of the
CO2-emissions is found. The latter is in line with the findings of Figure 5.15, where it was
shown that for the mildly renovated dwellings equipped with radiator heating ADR has no
significant impact on the heat demand that is covered by renewable production.
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Table 5.4: Equivalent electricity generation-system efficiency, η¯EGS , which can also be interpreted as
the inverse of the primary-energy factor (PEF). The reference values are obtained from [188]
Case Reference values no ADR ADR
η¯EGS 40 % 56 % 71 %
PEF 2.5 1.8 1.4
Note that these are all relative reductions in CO2-emissions. As buildings get better insulated
and the annual heat demand lowers, the absolute CO2-emissions for the heat pump cases
will converge. To illustrate this, Figure 5.20 highlights the CO2-savings that are obtained
by ADR. The figure shows the CO2-emission savings for the different heating systems as a
function of the nominal power of the heating system – which is strongly correlated to the heat
loss coefficient. Thereby, two important trends are shown, depending on the heat emission
system.
For the buildings equipped with floor heating the additional CO2-savings for the ADR scenario
compared to the no ADR scenario increase with increasing nominal heating power. This
confirms the findings of Section 5.1.4 where for increasing heating power a higher available
storage capacity was found. In contrast, for the buildings heated by radiators, a parabolic
trend is shown. As suggested in Section 5.2.1, this indicates that for a high nominal power
– which corresponds to the mildly renovated buildings built before 1990 – the low storage
efficiency jeopardizes additional CO2-savings. This effect is amplified here since the driving
force for ADR, i.e. the remaining curtailed RES production after installing the heat pumps
without ADR, is already lower for the uninsulated dwellings (Figure 5.16).
The reduction in CO2-savings is not shown for the floor heated building, since on the one
hand the old buildings are not equipped with floor heating and on the other hand the storage
efficiency is in general higher for floor heated dwellings. For both emission systems the
highest absolute CO2-savings due to ADR are found for the mildly renovated detached
dwellings, although the optimum is not well defined.
5.4 Conclusions
In this chapter the potential for active demand response using the structural thermal energy
storage capacity is demonstrated for the Belgian building stock. Therefore a bottom-
up dynamic reduced-order building stock model has been developed using the grey-box
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Figure 5.18: Extra electricity use per building when applying ADR with respect to the decrease in
curtailing RES per building. The marker and colours indicate respectively the building type and
renovation class. The thick contour line depicts the situation in which, on a net basis, no net reduction
is achieved. The dashed lines show the contours whereby the increase in energy use is 0.75 and 0.5
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Figure 5.19: Relative CO2-emission compared to the reference scenario without heat pumps, for the
heat pump scenarios with ADR (dashed trendline) and without ADR (full trendline). The results are
function of the nominal thermal power of of the heat pump. The markers indicate the renovation level,
while the colour of the markers shows the building type.
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models is verified against detailed building energy simulations for the different typologies.
Two reduced-order modelling approaches have been compared, i.e. (i) a direct calculation
of the model parameters based on the construction data and (ii) an estimation of the model
parameters using the grey-box modelling framework developed in Chapter 4. Comparison
of the reduced-order models showed that for all cases the simulation of the annual heat
demand is acceptable, with an average difference of 7 % between the detailed simulations
and the identified models. For the short term dynamic effects, the theoretical RC-models
overestimated the contribution of the thermal mass of the building, underestimating the
temperature fluctuations and overestimating the heat demand. In contrast, simulations using
the grey-box models identified on the in-use data, show good agreement of the temperature
and heat demand profiles of the day-zone to those obtained with the detailed models for the
winter and mid-season period. The major differences between the models were found in the
estimated properties of the internal floor between the two zones, the heat transfer coefficients
between the air and building components and the distribution factors for solar gains.
In a second part of the chapter, the developed building stock model is used to quantify
the ADR characteristics according to the theoretical quantification framework developed in
Chapter 3. Thereby significant differences between the building types, age classes and
renovations levels were found. In general the available capacity for ADR is found to increase









































Renovation level l Ref. 1 Ref. 2
Buiding Type l l lD SD T
Figure 5.20: Absolute additional CO2-savings due to ADR as a function of the nominal power of the
heat pump for the floor heating and the radiator cases and for the air coupled heat pump (ACHP) and
ground coupled heat pump (GCHP). The marker types and colours show respectively the different
building types (D: detached, SD: semi-detached, T: terraced) and renovation levels.
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increasing heat loss coefficient of the dwelling. The available storage capacity for an ADR-
event of 4 h and a comfort range of 2 ◦C was found to vary between 12 kWh and 30 kWh
(16 - 66 kWh for floor heating) for respectively the terraced house built between 1990 and
2005 and detached dwelling built before 1945.
In contrast the storage efficiency for the radiator heated buildings, is found to improve
significantly when buildings undergo energy related renovations. For the original buildings
storage efficiencies vary between 66 % and 85 % for an ADR-event of 4 h and using constant
boundary conditions. For the renovated building all efficiencies were found above 80 % and
the relative differences between the different age classes were significantly reduced. For
buildings equipped with floor heating the impact of the renovation level is less pronounced as
for most cases efficiencies above 90 % where already obtained.
Based on these findings, it was concluded that for the radiator heated buildings the mildly
renovated buildings built after 1990 showed the highest potential for ADR since they combine
both a high available storage capacity and high storage efficiency. For the floor heating
cases, due to the high overall efficiency, the highest CO2-emission reductions and operation
savings are obtained for the buildings with the highest available capacity.
Nevertheless, it was demonstrated that including dynamic boundary conditions and occupant
behaviour showed to have a significant impact on both the available capacity and the storage
efficiency. Although the relative ranking between building typologies, that was found using the
static boundary conditions, is also observed for the dynamic conditions, the storage efficiency
was found to decrease up to 20 % due to typical day-night variations in the occupancy profile.
Moreover, as the ratio of the stored heat to the daily heat demand increases, due to solar
gains and rising outdoor temperatures, the storage efficiency drops and even becomes zero.
This clearly demonstrates that active demand response using the structural storage capacity
by means of heating systems, can only be used efficiently in winter and emphasises that the
dynamic evaluation method – developed in this work – is a prerequisite in order to quantify
the dynamic variation of the ADR performance characteristics.
Finally, in the third part of this section, the building stock model is implemented in an integrated
operational model for the Belgian electricity system. This allows a thorough assessment of
the peak-capacity investment, fuel and renewable energy usage, CO2-emissions.
The results show that as a consequence of the electrification of the energy demand for heating,
a significant increase in the required peak production capacity is found when introducing
heat pumps without ADR. Thereby the required peak production capacity increases linearly
with the installed power of the heat pump. For the floor heating cases and the thoroughly
renovated radiator heated buildings, the need for investments in the peak production capacity
can be almost entirely avoided when ADR is taken into account. For the mildly renovated
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buildings with radiator heating the available storage capacity is found to be inadequate to
shift the entire peak load to off-peak periods. Nevertheless even for these cases the required
production capacity is reduced by 30 % compared to the scenario without ADR.
In addition to the reduction in peak demand, ADR is able to increase the fraction of the
electricity use of the heat pumps that is covered by RES from 2.4-3.5 % to 6-24 %. As a
down-side of this increased RES penetration, the total electricity use of the heat pumps
increases by 1.5-7.5 %. Based on both results the efficiency of the storage was estimated
at 70 % for the floor heating buildings in case an air coupled heat pump is used. For the
radiator heated buildings the efficiency strongly depended on the building typology and
renovation level. Thereby, efficiencies up to 55 % are obtained for the terraced buildings,
while efficiencies below 30 % were found for the mild renovation case.
As a result of the increased penetration of renewable energy sources, a reduction in CO2
emission is obtained. This reduction is dominated by the seasonal performance factor of
the heat pump and the application of ADR. This ADR allows a higher uptake of RES-based
electricity generation that would have otherwise been curtailed, reducing the CO2 emission
on average by 15 %.
Chapter 6
Conclusions and future research
Based on a literature review – which demonstrated that although the use of structural storage
is often suggested as a high-potential and low-cost technology for active demand response
(ADR), the impact of the thermal properties on the suitability of a building for ADR is not well
understood – the main research question was formulated as:
"How do building design parameters of both existing and new buildings influence
the potential for active demand response using the structural thermal energy
storage?"
This general question was further divided into three parts that have been tackled in the
different chapters of this work. The first part aims to establish a quantification framework
that allows for a quantitative analysis of the ADR potential. The second part deals with the
analysis of how the structural storage capacity is activated. Thereby one of the goals was to
establish a methodology that allows for the characterisation of the thermal properties related
to the ADR potential of the structural storage capacity in both new and existing buildings.
Using both developed tools the third part then aimed to quantify the impact of building design
parameters on the ADR potential, as such answering the main research question, in this
work. The scope of the work has been limited to the analysis of the structural thermal energy
storage capacity of residential buildings for ADR using heating systems.
To answer the first group of sub-questions, one of the main achievements of this work was
the development of a generic, simulation-based framework for the quantification of the ADR
potential of structural thermal energy storage capacity. The goal of the framework was thereby
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to enable a quantitative analysis of the potential of structural thermal energy storage in an
ADR context as a function of the building design parameters. A literature review, as well as
the results of this study, showed that the flexibility of a building for ADR cannot be expressed
by a single variable, but is a combination of different characteristics. In this framework 4
key performance indicators have been defined to allow a quantitative comparison of the
ADR potential between buildings with different design parameters and by extension between
buildings and other storage technologies. Based on the analysis and interpretation of the
results, these performance indicators could be grouped into two categories. On the one
hand, the available storage capacity for ADR and the storage efficiency were introduced as
building related ADR characteristics that allow to evaluate the intrinsic ADR potential of a
dwelling. On the other hand, the state-of-charge and power shifting capability were defined
as metrics for the instantaneous flexibility of a dwelling. As such, the latter are mainly useful
to provide instantaneous information to control systems. In contrast, the available storage
capacity for ADR and the storage efficiency can be used to assess the overall potential of
a dwelling for the application in an ADR context. Nonetheless, it was emphasized that all
four performance indicators depend – in addition to the building design parameters – upon
the dynamic boundary conditions for the outdoor climate and occupant behaviour, as well
as upon control settings such as the allowed temperature variations and the duration of the
ADR-event.
In order to quantify the instantaneous values of the performance indicators, dynamic,
simulation-based evaluation quantification methods were presented for each of the indicators.
However, in order to facilitate a comprehensive analysis of the impact of building design
parameters on the ADR potential, a simplified rule-based approach using stationary boundary
conditions has been introduced. Although it is acknowledged that in practical applications
and for more complex systems quantification methods using an optimal control framework
have a strong potential, the simplified rule-based framework was found to enable an in-depth
physical interpretation of the relation between the building properties, heat emissions systems
and control settings. As such, the theoretic framework was concluded to be a comprehensive
tool to assess the impact of the building design parameters on the ADR potential and is
therefore used in the third part of the study to answer the main research question in this work.
In order to answer the second group of research questions – concerning the analysis
of how different building components contribute to the active storage capacity – two
steps were taken. First, detailed building energy simulations were used for a detailed
analysis of the dynamic behaviour of the structural thermal energy storage capacity on a
building level, focussing on the contribution of the different building components. Therefore,
the building energy simulation model implemented in the IDEAS-library was used. A
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verification of this zonal model against on-site, full-scale measurement data of the Twin
House dwellings obtained in the context of the IEA Annex 58 project showed acceptable
accuracy. Consequently, the detailed model was concluded to be a useful tool from a research
perspective. Nonetheless, a high amount of prior knowledge about the physical properties
was needed to set up the model and due to the high amount of model parameters a calibration
of the model is found to be cumbersome. Consequently, the practical applicability of these
detailed simulations for a large-scale analysis of the ADR potential in existing buildings or the
use in control strategies is deemed to be limited.
Therefore in a second step, a grey-box modelling framework was presented, to enable this
dynamic simulation of the active use of the structural storage capacity in both new and existing
buildings. The grey-box modelling framework was developed to allow on the one hand a
robust and computational efficient prediction and simulation of the dynamic thermal response
of buildings and on the other hand to characterize the main dynamic thermal properties that
define the ADR potential of dwellings. To develop this grey-box modelling framework, this
work starts from the simulations of virtual experiments using the detailed BES models. In
contrast to other studies found in literature, which start from measured data, the flexibility
of these virtual experiments was exploited in this work, allowing a detailed analysis of the
relation between the model structure, the design of experiment and the required application.
Based on this analysis guidelines for the experimental design as well as the development
of adequate model structures were deduced based on the specific purpose of the model.
Thereby, this work showed that the physical interpretability of the individual model parameters,
e.g. the capacities of the interior or the exterior walls, should be handled carefully, since
typically higher-order models are needed to correctly separate the dynamics related to the
different components. In general, 1 state for each of the components linked to different
boundary conditions, was found to give a reliable interpretation of the thermal parameters of
the individual components. However, the practical identifiability of the model parameters in
these higher-order models requires a qualitative set of observation variables, including heat
flow measurements. These detailed measurements are typically not required when grey-box
modelling is used to identify control-oriented models, since lower-order models – that are less
sensitive to over-fitting – in most cases suffice to capture the short-term dynamic response
needed for control applications.
Moreover, it was emphasized that, even for the higher-order models, the identified parameters
should always be interpreted in relation to the model, especially for the characterisation of the
thermal capacities of the building components. For the latter, it was demonstrated that using
grey-box modelling it is only possible to characterize the effective thermal capacity, defined
as the thermal mass of the components that is activated by the indoor dynamics. Thereby,
the sum of the thermal mass of the material layers within the insulation barrier was identified
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as a good first estimate of the effective capacity. Additionally, the physical interpretation of
the results showed that the transmission losses to the windows are always included in the
estimated ventilation losses, since due to the negligible thermal mass of the windows, both
loss terms cannot be separated in the identification process.
Finally both developed tools, i.e. the quantification method for the ADR potential and the
grey-box modelling framework, are combined to answer the third group of sub-questions
and quantify the ADR potential of the structural thermal energy storage capacity as a function
of the building design properties. In a first step, a theoretical assessment of the available
structural storage capacity and storage efficiency is carried out using the theoretical, rule-
based, quantification framework with simplified boundary conditions. This parameter study
has been conducted using detailed simulations of a single zone dwelling, taking into account
the geometric and thermal design parameters of a dwelling, as well as the type and sizing of
the heat emission system and the settings for the ADR control strategy.
The results of this theoretical assessment demonstrated that both the available storage
capacity and the storage efficiency strongly depend on the duration of the ADR-event and the
allowed temperature increase by thermal comfort, in addition to the building design properties
and characteristics of the heating system.
For the available storage capacity a linear increase as a function of the duration of the
ADR-event was found for short-term ADR-events (15-90 min) and high comfort ranges. This
linear relation was found since during these short ADR-events the heating system was able
to operate at its nominal power when the indoor temperature at the end of the ADR-event
did not reach the maximum comfort boundary. For longer storage events the heating power
during the ADR-event had to be reduced as the indoor temperature reaches the maximum
comfort boundary to avoid overheating and guarantee thermal comfort. As a result, the rate
of increase of the available storage capacity decreases as a function of the duration of the
ADR-event. Thereby it was pointed out that despite the large variation in the obtained values
for the available storage capacity, buildings equipped with floor heating and a high available
thermal mass show higher available storage capacities compared to radiator heated buildings,
since they allow the heating system to operate at the maximum power for significantly longer
periods. Moreover, the available storage capacity for ADR was found to increase with the
nominal thermal power of the building, since a higher power capacity is available to activate
the thermal mass.
Complementary to the available storage capacity, the storage efficiency was found to
significantly decrease for increasing duration of the ADR-event. As for the available
storage capacity a high variation in the storage efficiencies was obtained as a function
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of the building design parameters. In addition to the theoretic efficiencies obtained for the
simplified boundary conditions, a dynamic evaluation of the storage efficiency showed a
strong dependence on the dynamic boundary conditions.
Again the floor heating cases were found to out-perform the radiator heated buildings, since
for the former most heat is stored in the thermal mass of the floor limiting the increase in
ventilation and transmission losses due to the activation of the thermal mass. Nonetheless,
high overall values for the storage efficiency were obtained for the theoretic framework using
simplified boundary conditions. Taking into account the wide range of parameter values used
in the parameter study, a median value for the efficiency of 93 % (range 71-97 %) and 96 %
(range 75-97%) is obtained for buildings equipped with respectively a radiator or floor heating
system, when ADR-events are limited to a charging time of 3 h. However, the instantaneous
value of the efficiency is found to be highly sensitive to dynamic variations induced by the
solar gains and occupant behaviour. Thereby reductions of 30 % and more were found when
the storage capacity is activated prior to a period with high solar gains of close to the end of
the occupancy period. Activating the structural storage capacity is thus most efficient prior to
periods with a high heat demand, since the stored heat can as such be directly recovered.
In addition to impact of the type of heat emission system, the heat loss coefficient, the ratio
of the heat loss coefficient and the total thermal mass, the internal wall ratio, the thermal
capacity of the indoor air and the total thermal capacity of the building components were
identified in a multivariate regression analysis as dominant thermal properties which influence
the storage efficiency. Thereby a significant negative correlation was found for the ratio of the
heat loss coefficient to the total thermal capacity of the components, demonstrating that an
adequate insulation quality and efficient ventilation system are a prerequisite to guarantee a
high storage efficiency. The thermal mass of the indoor air, the internal wall ratio and the total
thermal capacity of the components are positively correlated with the efficiency. Nonetheless,
the values of the regression coefficients in the regression models were found to significantly
depend on the duration of the ADR-event. Analysis for the results showed thereby that for
short ADR events (less than 60 min) the capacity of the indoor air has the highest contribution
to the available structural storage capacity for the radiator heating. For long ADR-events the
internal walls were found to have the highest contribution to the available storage capacity.
In a second step, the potential of ADR using the structural storage capacity of the Belgian
residential building stock is assessed. Therefore a reduced-order building stock model has
been established using the developed grey-box modelling framework. Thereby it was shown
that a 9 state, 2 zone grey-box model was able to capture both the long- and short-term
dynamics needed for the evaluation of the ADR potential of the structural storage capacity on
an aggregated level.
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Firstly, using the developed reduced-order building stock model, the ADR-potential of the
different typologies in the Belgian stock has been evaluated, quantifying the available
storage capacity for ADR and the corresponding storage efficiency for the presented
theoretical quantification framework. In line with the results of the theoretical parameter
study, the analysis demonstrated a significant decrease of the available storage capacity and
improvement of the storage efficiency as the age of the building decreases and renovation
level of the dwelling improves. As such, for the different building typologies an available
storage capacity for ADR between 12-30 kWh was obtained for the radiator heated buildings
and 16-66 kWh for the floor heating cases, assuming an ADR-event of 4 h and a comfort
range of 2 ◦C. The corresponding efficiencies obtained for the simplified boundary conditions,
assuming a constant outdoor temperature of 5 ◦C, were found to vary between 66 % and
85 % for the original dwellings equipped with radiator heating, while after renovation all
efficiencies were found above 80 %. For the floor heating cases, the impact of renovation
was less pronounced since for most cases efficiencies above 90 % were already obtained for
the simplified boundary conditions.
Nevertheless, the available storage capacity and storage efficiency drastically decreased
with the decreasing heat demand for increasing outdoor temperatures and high solar gains.
As such, in mid-season and summer the potential for ADR by activating the structural storage
capacity using heating systems is marginal, due to the low values of the available storage
capacity and storage efficiency. Based on these high variations in the available storage
capacity and the storage efficiency, as a result of the dynamic boundary conditions, it was
concluded that whereas the multivariate regression model and the simplifications of the
boundary conditions allowed for a comprehensive evaluation of impact of building design
parameters on the ADR potential, dynamic simulations are a prerequisite to capture the
fluctuation of the performance indicators as a function of the boundary conditions.
Secondly, the building stock model was implemented in an integrated operational model
for the electricity market evaluating the impact of ADR on the operational costs and CO2-
emission for a wide-spread integration of heat pumps and renewable electricity production.
Thereby the main benefits from ADR using both the structural and non-structural thermal
energy storage capacity of dwellings were shown to be the reduction of required peak
production capacity and the increased penetration of renewable energy sources, due to a
reduction of the curtailment losses.
For the building equipped with floor heating and the thoroughly renovated dwellings the
available storage capacity for ADR was adequate to avoid the need for additional peak
production units completely. For the less insulated dwellings equipped with radiators a
complete elimination of the demand peak was not possible although a reduction of 30 %
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compared to the scenario without ADR was still obtained.
Additionally, the use of the structural thermal energy storage capacity in the thoroughly
renovated dwellings resulted in an increase of 25 % of the fraction of the heat demand that
was covered by RES. As a downside however, an average increase of the annual electricity
use by the heat pumps of approximately 5 % was obtained. However, it was pointed out that
these increased losses should be interpreted as upper limits since the production cost of
RES was assumed to be 0 EUR/kWh. Consequently, excessive use of RES to activate the
storage capacity was not penalized. Nonetheless, it is concluded that activating the structural
storage capacity comes at an important cost, i.e. an increase of the energy use for heating,
and is therefore only useful when it can be compensated by a reduction of the primary energy
use, or the cost for energy conversion, on the aggregated – district or even national – level.
Accounting for both the increased penetration of renewable electricity production and the
increase in electricity demand, an overall reduction of CO2-emissions of 0.25-0.55 ton/year
or 6-25 % could be obtained per building by applying ADR. The highest relative reduction of
CO2-emissions was thereby obtained for the thoroughly renovated terraced dwellings. This
is in line with the findings of the ADR characteristics where, due to the low ratio of the heat
loss coefficient over the total thermal mass, these dwellings showed the highest storage
efficiency. Nevertheless, in absolute terms the impact of ADR on the CO2-emissions showed
an optimum for the radiator heated dwellings, although it was not well pronounced, for the
mildly renovated buildings built after 1990 since these buildings combine an acceptable
storage efficiency with a high available storage capacity. For the floor heated dwellings this
optimum was not found, but a quasi-linear increase of the CO2-emissions as a function of the
heating power was found. The latter was explained by the higher overall storage efficiency
for floor heated buildings and the lower heating power, since floor heating was only applied in
the recent or thoroughly renovated dwellings.
Based on these findings it is concluded that the structural thermal energy storage capacity
can be an important storage technology in an ADR framework, since high available storage
capacities are generally found in the Belgian building stock. Nonetheless, activating the
structural storage capacity comes at a cost of increasing the local energy use for heating.
Although, in general high storage efficiencies could be obtained – even for mildly renovated
dwellings – the use of structural storage for ADR should therefore always be analysed in
the perspective of reducing primary energy use, the cost of energy production or the CO2-
emissions, on an aggregated level. To facilitates this assessment, the simulation-based
quantification framework presented in this work, is therefore concluded to be a step forward
in optimising the use of structural thermal energy storage in an ADR context.
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Future research Based on the findings of this work and taking into account the
simplifications and assumptions that were introduced to define the scope of the dissertation,
this paragraph summarizes several paths for future research:
• In order to focus on the impact of the building properties on the ADR potential, the
thermal systems have been simplified significantly. A logic next step would therefore
be to analyse the impact of activating the structural storage capacity on the system
efficiency. Thereby taking into account the impact of f.i. changing supply and return
water temperatures on the production efficiency.
• Moreover, for multi-zone buildings – where the heat demand may differ significantly
between zones – new control challenges arise since the thermal energy storage
capacity may not be activated to the same extent in the different zones.
• It is also acknowledged that a zonal modelling approach is not able to capture all local
effects that are occurring when activating the thermal mass. While these effects were
considered to be of lesser importance for this work, as the focus was on an evaluation
of the potential of structural thermal energy storage on a building or aggregate level, a
further refinement of the simulation of these local effects is suggested as an important
step to allow the optimization of building components for structural thermal energy
storage.
• The quantification methods developed in Chapter 3 have been applied to quantify
the potential for ADR in a heating dominated residential context. Nevertheless, given
the generic formulation of the methods, they can be readily extended to cooling
applications or other building types, such as offices or schools. Since these buildings
are subject to different boundary conditions – i.e. internal gains, occupancy, comfort
etc. – an interesting research question could be to analyse if these buildings can
be used as a complementary storage capacity to structural storage in residential
buildings.
• Moreover the analysis can be extended to more complex systems including different
storage technologies, e.g. a building with both structural thermal mass, a water storage
tank for domestic hot water and a bore-hole heat exchanger for long-term storage.
For these complex systems, an evaluation using rule-based control may no longer be
feasible and optimal control methods (as presented in [58, 189]) may be required to
evaluate the instantaneous values of the ADR-characteristics.
• The impact of ADR using structural storage has been demonstrated in Chapter 5 in
the context of the electricity production on a national level. Nonetheless, ADR is in
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literature also suggested to avoid stability issues on the distribution grid [10]. Thereby
the analysis on a district level may introduce specific challenges since the law-of-large
numbers that has been assumed on the national level, may no longer be applicable.
As such, a detailed evaluation of f.i. stochastic occupant behaviour and discrete control
actions (such as on/off cycling of a heat pump) should be analysed in-depth.
• In the context of on-going research on the 4th-generation district heating (and
cooling) systems, local thermal energy storage has been introduced as one of the key
technologies to increase the energy efficiency and RES penetration in district thermal
systems [21]. Given the generic evaluation presented in this work, the presented
methodologies – and even the conclusions regarding the impact of the thermal
properties of different buildings on the ADR potential – may be applied to these
systems as well.
• Finally, since it was shown that the ADR characteristics of a dwelling are significantly
effected by the level of allowed temperature evaluation needed to activate the thermal
mass, fundamental knowledge about the user acceptance of these temperature
variations is required. Thereby the validity of traditional formulations of comfort
requirements was questioned in the context of ADR since on the one hand the
methodologies to identify them were based on steady-state of slow-varying conditions
and on the other hand they do not take into account the potential impact of (financial)
incentives from grid-operators. Large-scale research and demonstration projects, such
as the LINEAR-project [190], may be used to get insight in this matter although socio-
logic studies may also give important fundamental knowledge about the psychological
aspects of thermal comfort.
In addition to these more general topics, specific remaining challenges and opportunities
were identified in each of the chapters. Thereby a first step for further research evidently lies




Specification of grey-box models
In this appendix the model and observation equations for the grey-box models used in
Chapter 4 are listed. The names of the models correspond to the convention used in Table
4.2. The equations are formulated as stochastic differential equations and are presented as
implemented in CTSM-R. The conventions listed in Table A.1 are used.
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Table A.1: Names and conventions for variables used in grey-box model implementation in CTSM-R
Name Variable of parameter Unit
Ti State for indoor air [K]
Tw State for exterior walls [K]
Twi State for interior walls [K]
Tf State for floor [K]
Te Ambient air temperature [K]
Tground Ground temperature [K]
Q_s_dir Direct solar gains [W]
Q_s_dif Difuse solar gains [W]
Q_g_c Convective internal gains [W]
Q_g_r Radiative internal gains [W]
Q_heat Heat emitted by heating system [W]
Tx observed temperature of state x [K]
Qfluxe(NoFloor) heat flow to outer walls (excluding the floor) [W]
Qfluxi heat flow to inner walls [W]
QfluxFloor heat flow to the floor [W]
qfluxe(NoFloor) heat flux to outer walls (excluding the floor) [W/K]
qfluxi heat flux to inner walls [W/K]
qfluxFloor heat flux to the floor [W/K]
absx absorption coefficient for solar gains for state x [-]
fx absorption coefficient for heating for state x [-]
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1_Ti
Linear state space model with 1 state, 1 output and 6 inputs
System equations:
dTi ~ (1/Re/Ci * (Te - Ti) + (Q_s_dir + Q_s_dif + Q_g,c +
Q_g,r + Q_heat)/Ci) * dt + exp(p11) * dw1
Observation equations:
yTair ~ Ti
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
2_Ti_Rad_1
Linear state space model with 2 states, 1 output and 6 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + (Q_s_dir +
Q_s_dif + Q_g,c + Q_g,r + Q_heat)/Ci) *
dt + exp(p11) * dw1




Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
2_Ti_Rad_2
Linear state space model with 2 states, 1 output and 6 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + f1 * (Q_s_dir +
Q_s_dif + Q_g,c + Q_g,r + Q_heat)/Ci) *
dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + f2 *
(Q_s_dir + Q_s_dif + Q_g,c + Q_g,r +
Q_heat)/Cw) * dt + exp(p22) * dw2
Observation equations:
yTair ~ Ti
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
3_Ti_Rad_1
Linear state space model with 3 states, 1 output and 8 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + (Q_s_dir + Q_s_dif + Q_g,c +
Q_g,r + Q_heat)/Ci) * dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw)) * dt +
exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi)) * dt + exp(p33) * dw3
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Observation equations:
yTair ~ Ti
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
3_TiQ_Rad_1
Linear state space model with 3 states, 2 outputs and 6 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + (Q_s_dir + Q_s_dif + Q_g,c +
Q_g,r + Q_heat)/Ci) * dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw)) * dt +
exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi)) * dt + exp(p33) * dw3
Observation equations:
yTair ~ Ti
Qfluxe ~ (Ti - Tw) * hcAw
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
3_TiQ_Rad_2
Linear state space model with 3 states, 3 outputs and 8 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + abs3 * (Q_s_dir + Q_s_dif)/Ci + f3 *
(Q_heat + Q_g,c + Q_g,r)/Ci) * dt +
exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw + f1 * (Q_heat + Q_g,c +
Q_g,r)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi +
f2 * (Q_heat + Q_g,c + Q_g,r)/Cwi) *
dt + exp(p33) * dw3
Observation equations:
yTair ~ Ti
Qfluxe ~ (Ti - Tw) * hcAw + abs1 * (Q_s_dir + Q_s_dif) +
f1 * (Q_heat + Q_g,c + Q_g,r)
Qfluxi ~ (Ti - Twi) * hwi + abs2 * (Q_s_dir + Q_s_dif) +
f2 * (Q_heat + Q_g,c + Q_g,r)
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
4_TiQ_Rad
Linear state space model with 4 states, 4 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
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Q_s_dif)/Ci + f3 * (Q_heat + Q_g,c + Q_g,r)/Ci) *
dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw + f1 * (Q_heat + Q_g,c +
Q_g,r)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi +
f2 * (Q_heat + Q_g,c + Q_g,r)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *
(Q_s_dir + Q_s_dif)/Cf + f4 * (Q_heat + Q_g,c +
Q_g,r)/Cf) * dt + exp(p44) * dw4
Observation equations:
yTair ~ Ti
QfluxeNoFloor ~ (Ti - Tw) * hcAw + abs1 * (Q_s_dir + Q_s_dif) +
f1 * (Q_heat + Q_g,c + Q_g,r)
Qfluxi ~ (Ti - Twi) * hwi + abs2 * (Q_s_dir + Q_s_dif) +
f2 * (Q_heat + Q_g,c + Q_g,r)
QfluxFloor ~ hfAf * (Ti - Tf) + abs4 * (Q_s_dir + Q_s_dif) +
f4 * (Q_heat + Q_g,c + Q_g,r)
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
3_Ti_Rad_2
Linear state space model with 3 states, 1 output and 8 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + abs3 * (Q_s_dir + Q_s_dif)/Ci + f3 *
(Q_heat + Q_g,c + Q_g,r)/Ci) * dt +
exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw + f1 * (Q_heat + Q_g,c +
Q_g,r)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi +
f2 * (Q_heat + Q_g,c + Q_g,r)/Cwi) *
dt + exp(p33) * dw3
Observation equations:
yTair ~ Ti
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
4_TiQe_Rad
Linear state space model with 4 states, 2 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + f3 * (Q_heat + Q_g,c + Q_g,r)/Ci) *
dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw + f1 * (Q_heat + Q_g,c +
Q_g,r)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi +
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f2 * (Q_heat + Q_g,c + Q_g,r)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *
(Q_s_dir + Q_s_dif)/Cf + f4 * (Q_heat + Q_g,c +
Q_g,r)/Cf) * dt + exp(p44) * dw4
Observation equations:
yTair ~ Ti
QfluxeNoFloor ~ (Ti - Tw) * hcAw + abs1 * (Q_s_dir + Q_s_dif) +
f1 * (Q_heat + Q_g,c + Q_g,r)
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
4_Tiq_Rad
Linear state space model with 4 states, 2 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + f3 * (Q_heat + Q_g,c + Q_g,r)/Ci) *
dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw + f1 * (Q_heat + Q_g,c +
Q_g,r)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi +
f2 * (Q_heat + Q_g,c + Q_g,r)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *
(Q_s_dir + Q_s_dif)/Cf + f4 * (Q_heat + Q_g,c +
Q_g,r)/Cf) * dt + exp(p44) * dw4
Observation equations:
yTair ~ Ti
qfluxeNoFloor ~ ((Ti - Tw) * hcAw + abs1 * (Q_s_dir + Q_s_dif) +
f1 * (Q_heat + Q_g,c + Q_g,r))/Aext
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
4_Ti_Rad
Linear state space model with 4 states, 1 output and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + f3 * (Q_heat + Q_g,c + Q_g,r)/Ci) *
dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw + f1 * (Q_heat + Q_g,c +
Q_g,r)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi +
f2 * (Q_heat + Q_g,c + Q_g,r)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *
(Q_s_dir + Q_s_dif)/Cf + f4 * (Q_heat + Q_g,c +
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Q_g,r)/Cf) * dt + exp(p44) * dw4
Observation equations:
yTair ~ T
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
4_TiTs_Rad
Linear state space model with 4 states, 4 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + f3 * (Q_heat + Q_g,c + Q_g,r)/Ci) *
dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw + f1 * (Q_heat + Q_g,c +
Q_g,r)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi +
f2 * (Q_heat + Q_g,c + Q_g,r)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *
(Q_s_dir + Q_s_dif)/Cf + f4 * (Q_heat + Q_g,c +






Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
2_Ti_FH_1
Linear state space model with 2 states, 1 output and 6 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + (Q_s_dir +
Q_s_dif + Q_g,c + Q_g,r)/Ci) * dt + exp(p11) *
dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + (Q_heat)/Cw) *
dt + exp(p22) * dw2
Observation equations:
yTair ~ Ti
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
3_Ti_Rad_1
Linear state space model with 3 states, 1 output and 8 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + (Q_s_dir + Q_s_dif + Q_g,c +
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Q_g,r + Q_heat)/Ci) * dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw)) * dt +
exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi)) * dt + exp(p33) * dw3
Observation equations:
yTair ~ Ti
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
3_Ti_FH_1
Linear state space model with 3 states, 1 output and 8 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + (Q_s_dir + Q_s_dif + Q_g,c +
Q_g,r)/Ci) * dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + Q_heat/Cw) *
dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi)) * dt + exp(p33) * dw3
Observation equations:
yTair ~ Ti
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
3_Ti_FH_2
Linear state space model with 3 states, 1 output and 6 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + (Q_s_dir + Q_s_dif + Q_g,c +
Q_g,r)/Ci) * dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw)) * dt +
exp(p22) * dw2




Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat
4_TiQ_FH
Linear state space model with 4 states, 4 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + (Q_g,c + Q_g,r)/Ci) * dt +
exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi) *
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dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *




QfluxeNoFloor ~ (Ti - Tw) * hcAw + abs1 * (Q_s_dir + Q_s_dif)
Qfluxi ~ (Ti - Twi) * hwi + abs2 * (Q_s_dir + Q_s_dif)
QfluxFloor ~ hfAf * (Ti - Tf) + abs4 * (Q_s_dir + Q_s_dif)
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
4_TiQe_FH
Linear state space model with 4 states, 2 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + (Q_g,c + Q_g,r)/Ci) * dt +
exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *




QfluxeNoFloor ~ (Ti - Tw) * hcAw + abs1 * (Q_s_dir + Q_s_dif)
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
4_Tiq_FH
Linear state space model with 4 states, 2 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + (Q_g,c + Q_g,r)/Ci) * dt +
exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *




qfluxeNoFloor ~ ((Ti - Tw) * hcAw + abs1 * (Q_s_dir + Q_s_dif))/Aext
Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
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4_Ti_FH
Linear state space model with 4 states, 1 output and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + (Q_g,c + Q_g,r)/Ci) * dt +
exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *




Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
4_TiTs_FH
Linear state space model with 4 states, 4 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + hfAf/Ci * (Tf - Ti) + abs3 * (Q_s_dir +
Q_s_dif)/Ci + (Q_g,c + Q_g,r)/Ci) * dt +
exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1 *
(Q_s_dir + Q_s_dif)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2 * (Q_s_dir + Q_s_dif)/Cwi) *
dt + exp(p33) * dw3
dTf ~ (hfAf/Cf * (Ti - Tf) + 1/(Rf * Cf) * (Tground - Tf) + abs4 *







Inputs: Te, Q_s_dir, Q_s_dif, Q_g,c, Q_g,r, Q_heat, Tground
Appendix B
Implementation and parameters
for reduced-order building stock
model
This appendix consists of two main parts. In Section B.1 the parametric implementation of
the building models is presented, demonstrating how the building stock data of the TABULA
project are used to implement a dynamic 2-zone model. Section B.2 presents the parameters
of the 2-zone grey-box models used in Chapter 5 for the whole building stock as they have
been obtained by grey-box modelling and a direct use of the theoretical values.
B.1 Parametric implementation of TABULA dwellings
In the TABULA-project [117] a building stock description for the Belgian residential sector
has been established as presented in Section 5.1.1. Additional assumptions had to be made
in order to translate these properties – formulated for stationary, single-zone calculation
framework – to the model parameters needed to implement a 2-zone dynamic building
energy simulation model. In this section, the parametric methodology used for this dynamic
implement ion of the building models is presented. Most of these assumptions are related to
the transformation from a single-zone to a two-zone model.
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The parametric implementation of the building geometry starts from data on the ground
floor area (Afl,D), total floor area (Afl,use), protected volume (V ), total envelope area
(Aenv), roof area (Aroof ), window areas for each orientation (Awin) and the area of the
doors (Adoor). The detached dwellings are modelled as 2 floor buildings (nfl = 2). The
semi-detached and terraced dwellings are implemented with 3 floors (nfl = 3). Thereby
the whole ground floor is assumed to be in contact with the ground and is simulated as a
day-zone. The other zones are used as night-zone, following a different occupancy schedule.
Thereby the surface area of the floor between day- and night-zone is assumed to have the
same surface area as the ground floor (Afl,D). The total floor area for the night-zone
(Afl,N ) is calculated as:
Afl,N = Afl,use −Afl,D (B.1)
The surface area of the internal floor of the night-zone is given by:
Afl,N−N = Afl,N −Afl,D (B.2)
The height of the zones is calculated using the volume (V) and the total floor area of the
dwelling (Afl,use):
hfl = V/Afl,use (B.3)
The volume of the day-zone (VD) and night-zone (VN ) can as such be calculated as:
VD = Afl,Dhfl (B.4)
VN = V − VD = Afl,Nhf l (B.5)
The calculation of the exterior wall areas along the different orientations slightly differs for
the three building types. For the detached dwellings, 55 % of the walls are assumed to be
oriented to the north and south facade, while 45 % are allocated to the east and west. As
such assuming the front wall, with the main entrance, is oriented north.
For the semi-detached dwellings, the east wall is assumed to be the common wall. For the
outer walls, the envelope area (Aenv) is distributed to the different orientations assuming a
rectangular floor plan with the depth of the dwelling equal to 2 times the width.
For the terraced dwellings only the front and back facade are adjacent to the outdoor
environment. The surface area of each of these walls is thus half of the total envelope area
Aenv . The width (w) and depth (d) of the dwelling are then given by:
w = Aenv2hflnfl
(B.6)
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d = Afl,d/w (B.7)
The surface area of the interior walls is taken equal to the surface area of the exterior walls.
Except for the terraced dwellings where the internal wall area is the sum of the exterior wall
area and half of the common wall area. The fraction of these wall areas that is allocated to
the day-zone (fday) is calculated as:
fday = Afl,D/Afl,use (B.8)
B.2 Reduced-order building stock description
The structure for the two-zone reduced order building stock model has been obtained by a
forward-selection process using the grey-box modelling framework developed in chapter 4.
The RC-equivalent of the model structure has been illustrated in Figure 4.18. The model
equations for the day-zone, night-zone and the intermediate floor are given below. In these
equations the conventions of Table A.1 are followed.
B.2.1 Grey-box model equations
Day-zone model:
Linear state space model with 5 states, 5 outputs and 9 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + 1/(Re*Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + UfiA/Ci * (Tfi - Ti) + hfl/Ci * (Tfl - Ti) +
abs3N * (Q_s,N)/Ci + abs3E * (Q_s,E)/Ci + abs3S * (Q_s,S)/Ci +
abs3W * (Q_s,W)/Ci + f3 * (Q_g+Q_heat)/Ci) * dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1N *
(Q_s,N)/Cw + abs1E * (Q_s,E)/Cw + abs1S * (Q_s,S)/Cw +
abs1W * (Q_s,W)/Cw + f1 * (Q_g,r+Q_heat)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2N * (Q_s,N)/Cwi + abs2E *
(Q_s,E)/Cwi + abs2S * (Q_s,S)/Cwi + abs2W * (Q_s,W)/Cwi +
f2 * (Q_g+Q_heat)/Cwi) *
dt + exp(p33) * dw3
dTfl ~ (Ufl/Cfl * (Tground - Tfl) + hfl/Cfl * (Ti - Tfl) + abs4N *
(Q_s,N)/Cfl + abs4E * (Q_s,E)/Cfl + abs4S * (Q_s,S)/Cfl +
abs4W * (Q_s,W)/Cfl + f4 * (Q_g+Q_heat)/Cfl) * dt + exp(p44) * dw4
dTfi ~ (UfiA/Cfi * (Ti - Tfi) + UfiB/Cfi * (TB - Tfi) + abs5N *
(Q_s,N)/Cfi + abs5E * (Q_s,E)/Cfi + abs5S * (Q_s,S)/Cfi +
abs5W * (Q_s,W)/Cfi + f5 * (Q_g+Q_heat)/Cfi) * dt + exp(p55) * dw5
Observation equations:
yTair ~ Ti
QfluxeNoFloor ~ (Ti - Tw) * hcAw + abs1N * (Q_s,N) + abs1E *
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(Q_s,E) + abs1S * (Q_s,S) + abs1W * (Q_s,W) + f1 *
(Q_g+Q_heat)
Qfluxi ~ (Ti - Twi) * hwi + abs2N * (Q_s,N) + abs2E * (Q_s,E) +
abs2S * (Q_s,S) + abs2W * (Q_s,W) + f2 * (Q_g+Q_heat)
QfluxA ~ (Ti - Tfi) * UfiA + abs5N * (Q_s,N) + abs5E * (Q_s,E) +
abs5S * (Q_s,S) + abs5W * (Q_s,W) + f5 * (Q_g+Q_heat)
QfluxFloor ~ (Ti - Tfl) * hfl + abs4N * (Q_s,N) + abs4E * (Q_s,E) +
abs4S * (Q_s,S) + abs4W * (Q_s,W) + f4 * (Q_g+Q_heat)
Inputs: Te, Q_s,N, Q_s,E, Q_s,S, Q_s,W, Q_g, Q_heat, TB, Tground
Night-zone model
Linear state space model with 4 states, 4 outputs and 8 inputs
System equations:
dTi ~ (inf/Ci * (Te - Ti) + hcAw/(Ci) * (Tw - Ti) + hwi/Ci *
(Twi - Ti) + UfiA/Ci * (Tfi - Ti) + abs3N * (Q_s,N)/Ci +
abs3E * (Q_s,E)/Ci + abs3S * (Q_s,S)/Ci + abs3W *
(Q_s,W)/Ci + f3 * (Q_g + Q_heat)/Ci) *
dt + exp(p11) * dw1
dTw ~ (1/(Cw * Re) * (Te - Tw) + hcAw/(Cw) * (Ti - Tw) + abs1N *
(Q_s,N)/Cw + abs1E * (Q_s,E)/Cw + abs1S * (Q_s,S)/Cw +
abs1W * (Q_s,W)/Cw + f1 * (+
HeatingQTotal)/Cw) * dt + exp(p22) * dw2
dTwi ~ (hwi/Cwi * (Ti - Twi) + abs2N * (Q_s,N)/Cwi + abs2E *
(Q_s,E)/Cwi + abs2S * (Q_s,S)/Cwi + abs2W * (Q_s,W)/Cwi +
f2 * (Q_g + Q_heat)/Cwi) *
dt + exp(p33) * dw3
dTfi ~ (UfiA/Cfi * (Ti - Tfi) + UfiB/Cfi * (TB - Tfi) + abs4N *
(Q_s,N)/Cfi + abs4E * (Q_s,E)/Cfi + abs4S * (Q_s,S)/Cfi +
abs4W * (Q_s,W)/Cfi + f4 * (+
HeatingQTotal)/Cfi) * dt + exp(p44) * dw4
Observation equations:
yTair ~ Ti
Qfluxe ~ (Ti - Tw) * hcAw + abs1N * (Q_s,N) + abs1E * (Q_s,E) +
abs1S * (Q_s,S) + abs1W * (Q_s,W) + f1 * (-
UserGainsRad Q_g + Q_heat)
Qfluxi ~ (Ti - Twi) * hwi + abs2N * (Q_s,N) + abs2E * (Q_s,E) +
abs2S * (Q_s,S) + abs2W * (Q_s,W) + f2 * (-
UserGainsRad Q_g + Q_heat)
QfluxA ~ (Ti - Tfi) * UfiA + abs4N * (Q_s,N) + abs4E * (Q_s,E) +
abs4S * (Q_s,S) + abs4W * (Q_s,W) + f4 * (-
UserGainsRad Q_g + Q_heat)
Inputs: Te, Q_s,N, Q_s,E, Q_s,S, Q_s,W, Q_g, Q_heat, TB
Internal floor between day- and night-zone
Linear state space model with 2 states, 2 outputs and 13 inputs
System equations:
dTfiD ~ (UfDN/CfiD * (TiD - TfiD) + Ufi/CfiD * (TfiN - TfiD) +
abs5D * (Q_s,D)/CfiD + f5D * (Q_g,D + Q_heat,D)/CfiD) * dt
+ exp(p99) * dw9
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dTfiN ~ (UfND/CfiN * (TiN - TfiN) + Ufi/CfiN * (TfiD - TfiN) +
abs5N * (Q,s_N)/CfiN + f5N *
(Q_g,N + Q_heat,N)/CfiN) * dt + exp(p55) * dw5
Observation equations:
QfluxiDayNight ~ (TiD - TfiD) * UfDN + abs5D * (Q_s,D) + f5D * (Q_g,D + Q_heat,D)
QfluxiNightDay ~ (TiN - TfiN) * UfND + abs5N * (Q_s,N) + f5N * (Q_g,N + Q_heat,N)
Inputs: Te, TiD, TiN, Q_s,D, Q_g,D, Q_heat,D, Q_s,N, Q_g,N, Q_heat,N
B.2.2 Model Parameters
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Table B.1: Grey-box model parameters for original detached buildings (Estimated values (Est.) and
standard error of estimation (Std.))
Parameters D1 D2 D3 D4 D5
Est. Std. Est. Std. Est. Std. Est. Std. Est. Std.
abs1ED 8.73E-01 8.30E-02 9.56E-01 5.53E-02 1.05E+00 4.79E-02 1.23E+00 3.63E-02 6.40E-01 4.91E-02
abs1ND 3.78E+00 1.86E-01 2.50E+00 1.36E-01 1.38E+00 1.17E-01 1.45E+00 9.87E-02 2.60E-01 1.06E-01
abs1SD 1.71E+00 3.88E-02 1.58E+00 2.84E-02 1.31E+00 2.20E-02 1.40E+00 1.80E-02 7.66E-01 2.18E-02
abs1WD 9.97E-01 3.67E-02 1.04E+00 2.91E-02 1.02E+00 2.38E-02 1.13E+00 2.16E-02 3.77E-01 2.16E-02
abs2ED 2.21E+00 1.66E-01 1.92E+00 8.63E-02 1.95E+00 7.55E-02 2.44E+00 5.87E-02 1.25E+00 6.13E-02
abs2ND 3.14E+00 4.81E-01 3.24E+00 2.21E-01 3.30E+00 1.93E-01 3.50E+00 1.54E-01 1.91E+00 1.31E-01
abs2SD 2.46E+00 6.82E-02 2.52E+00 4.67E-02 2.36E+00 3.58E-02 2.66E+00 2.87E-02 1.77E+00 2.80E-02
abs2WD 2.71E+00 5.63E-02 2.41E+00 4.59E-02 2.32E+00 3.94E-02 2.51E+00 3.19E-02 1.04E+00 2.74E-02
abs3ED 1.16E+00 4.49E-01 9.95E-01 2.52E-01 6.46E-01 1.91E-01 5.97E-01 1.78E-01 3.74E-01 1.23E-01
abs3ND 1.53E-01 9.23E-01 1.01E+00 4.49E-01 5.65E-01 3.44E-01 9.14E-01 3.06E-01 2.67E+00 2.24E-01
abs3SD 5.80E-01 1.02E-01 7.24E-01 8.63E-02 7.58E-01 6.11E-02 7.90E-01 5.38E-02 3.77E-01 4.91E-02
abs3WD 5.19E-08 1.17E-07 1.30E-01 1.13E-01 4.37E-01 8.14E-02 7.09E-01 7.53E-02 3.87E-01 4.76E-02
abs4ED 8.19E-01 4.24E-02 8.94E-01 3.57E-02 1.15E+00 3.45E-02 1.19E+00 2.23E-02 5.65E-01 2.47E-02
abs4ND 1.38E-14 3.66E-14 1.05E-09 2.11E-08 1.02E+00 8.53E-02 1.13E+00 5.97E-02 6.84E-01 5.02E-02
abs4SD 7.64E-01 2.04E-02 9.10E-01 1.93E-02 1.26E+00 1.63E-02 1.22E+00 1.08E-02 7.53E-01 1.12E-02
abs4WS 7.92E-01 1.94E-02 9.14E-01 1.96E-02 1.14E+00 1.72E-02 1.09E+00 1.24E-02 4.28E-01 1.06E-02
abs5ED 8.40E-02 4.31E-02 4.54E-01 2.17E-02 4.25E-01 1.70E-02 6.25E-01 1.74E-02 5.82E-01 4.35E-02
abs5ND 2.07E-01 9.91E-02 4.18E-11 1.65E-09 1.66E-07 1.74E-06 8.75E-08 5.38E-07 4.67E-01 9.19E-02
abs5SD 4.38E-01 2.26E-02 5.26E-01 1.09E-02 4.78E-01 8.17E-03 6.45E-01 8.67E-03 7.51E-01 1.98E-02
abs5WD 1.54E-01 2.43E-02 4.15E-01 1.13E-02 3.96E-01 8.30E-03 5.19E-01 8.92E-03 2.81E-01 1.81E-02
f1D 7.21E-02 5.49E-04 6.50E-02 3.27E-04 6.29E-02 3.69E-04 6.37E-02 3.80E-04 7.29E-02 3.43E-04
f2D 1.41E-01 8.25E-04 1.30E-01 5.72E-04 1.32E-01 5.61E-04 1.35E-01 5.53E-04 1.47E-01 4.42E-04
f3D 7.20E-01 1.62E-03 7.30E-01 1.67E-03 7.20E-01 1.38E-03 7.20E-01 1.54E-03 6.81E-01 9.46E-04
f4D 4.62E-02 2.36E-04 5.05E-02 2.24E-04 6.65E-02 2.51E-04 5.89E-02 2.21E-04 6.11E-02 1.61E-04
f5D 2.32E-02 2.19E-04 3.74E-02 1.32E-04 3.46E-02 1.16E-04 4.20E-02 1.33E-04 5.60E-02 2.85E-04
CflD 2.35E+08 3.36E+07 4.87E+07 3.63E+06 1.36E+07 1.67E+05 1.35E+07 1.45E+05 1.09E+07 1.92E+05
CiD 2.32E+06 2.61E+04 2.25E+06 1.70E+04 2.47E+06 1.32E+04 2.39E+06 1.42E+04 2.22E+06 7.69E+03
CwD 7.57E+07 1.62E+06 3.73E+07 5.88E+05 2.72E+07 4.67E+05 1.97E+07 2.56E+05 1.47E+07 4.05E+05
CwiD 2.27E+07 2.19E+05 2.42E+07 2.24E+05 2.39E+07 2.51E+05 2.65E+07 2.32E+05 1.82E+07 1.96E+05
hwD 5.31E+02 1.95E+00 4.03E+02 1.32E+00 3.09E+02 1.29E+00 3.06E+02 1.19E+00 2.38E+02 1.70E+00
hflD 2.29E+02 1.55E+00 2.07E+02 8.45E-01 2.33E+02 9.19E-01 2.09E+02 7.37E-01 1.92E+02 8.73E-01
hwiD 8.63E+02 2.70E+00 6.08E+02 2.24E+00 5.10E+02 2.41E+00 5.36E+02 2.02E+00 5.28E+02 2.31E+00
infD 2.65E+02 1.20E+00 2.74E+02 8.60E-01 2.23E+02 4.28E-01 2.00E+02 3.70E-01 1.79E+02 2.01E-01
UflD 1.09E-02 4.71E-03 2.24E+02 1.48E+01 9.10E+01 1.73E+00 6.91E+01 1.21E+00 6.81E+01 1.36E+00
Uwd 1.30E+03 9.35E+04 5.59E+02 5.68E+04 2.59E+02 2.31E+04 1.29E+02 1.56E+04 8.71E+01 4.79E+03
abs1EN 3.60E-07 9.11E-06 5.17E-12 7.27E-10 1.27E-08 1.50E-07 8.52E-07 5.82E-05 3.20E-01 2.60E-02
abs1NN 9.01E-01 1.87E-01 1.50E-12 2.36E-10 1.98E-29 1.05E-26 1.52E-01 1.52E-01 8.74E-01 5.50E-02
abs1SN 8.99E-01 5.41E-02 1.06E-10 1.28E-08 8.21E-01 4.48E-02 8.38E-01 4.48E-02 7.52E-01 1.19E-02
abs1WN 1.28E+00 4.83E-02 1.62E+00 3.63E-02 1.54E+00 3.74E-02 1.56E+00 3.63E-02 4.26E-01 9.49E-03
abs2EN 7.39E-01 4.34E-02 5.95E-01 2.92E-02 5.35E-01 2.35E-02 5.51E-01 2.20E-02 2.17E-01 8.51E-03
abs2NN 5.18E-01 1.10E-01 7.03E-01 7.23E-02 4.17E-01 5.27E-02 4.00E-01 4.79E-02 8.93E-08 1.24E-05
abs2SN 5.70E-01 3.23E-02 7.44E-01 1.50E-02 5.36E-01 1.10E-02 5.49E-01 9.96E-03 1.99E-01 3.76E-03
abs2WN 1.24E-01 1.88E-02 6.30E-02 1.30E-02 1.90E-01 9.33E-03 2.58E-01 7.97E-03 1.31E-01 3.25E-03
abs3EN 1.18E-06 3.75E-05 3.22E-11 4.43E-09 1.65E-09 1.34E-08 1.48E-01 1.21E-01 8.98E-10 2.22E-07
abs3NN 2.20E-08 5.15E-07 5.16E-10 6.08E-08 7.76E-13 1.81E-11 5.00E-07 2.93E-05 1.78E-08 3.01E-06
abs3SN 6.51E-02 8.58E-02 5.76E-08 3.80E-06 8.89E-02 5.86E-02 1.42E-01 6.27E-02 7.52E-02 2.05E-02
abs3WN 2.99E-01 1.25E-01 1.07E-07 7.07E-06 1.25E-01 6.13E-02 1.74E-01 5.32E-02 4.22E-02 2.48E-02
abs5EN 9.71E-01 8.49E-02 1.32E+00 6.93E-02 1.16E+00 5.43E-02 1.41E+00 6.24E-02 6.72E-01 2.82E-02
abs5NN 1.10E-06 2.60E-05 1.65E+00 1.47E-01 1.51E+00 1.10E-01 1.79E+00 1.21E-01 4.04E-01 5.59E-02
abs5SN 9.87E-01 6.12E-02 1.81E+00 2.77E-02 1.21E+00 2.68E-02 1.41E+00 2.88E-02 6.39E-01 1.25E-02
abs5WN 1.37E-02 6.99E-02 1.07E-10 1.23E-08 3.05E-01 2.18E-02 4.81E-01 2.39E-02 3.40E-01 9.82E-03
f1N 1.41E-01 6.79E-04 1.70E-01 9.59E-04 1.80E-01 9.70E-04 1.61E-01 1.00E-03 1.36E-01 4.11E-04
f2N 4.79E-02 2.33E-04 4.37E-02 2.18E-04 4.23E-02 2.00E-04 4.28E-02 2.08E-04 4.25E-02 1.45E-04
f3N 6.64E-01 4.28E-03 6.70E-01 3.88E-03 6.76E-01 3.65E-03 6.96E-01 3.16E-03 7.08E-01 3.46E-03
f5N 1.06E-01 9.53E-04 8.29E-02 4.66E-04 7.28E-02 4.82E-04 8.87E-02 5.62E-04 1.17E-01 4.17E-04
CiN 2.53E+06 2.25E+04 2.11E+06 2.02E+04 1.61E+06 1.40E+04 2.09E+06 1.44E+04 2.55E+06 2.26E+04
CwN 1.85E+07 8.37E+05 2.19E+07 1.92E+06 4.44E+06 1.50E+05 3.77E+06 1.22E+05 3.59E+06 6.62E+04
CwiN 3.01E+06 9.56E+04 3.74E+06 1.38E+05 4.18E+06 1.48E+05 4.27E+06 1.57E+05 2.44E+06 5.95E+04
hwN 3.54E+02 2.85E+00 3.24E+02 3.79E+00 2.53E+02 2.98E+00 2.28E+02 3.32E+00 1.54E+02 1.87E+00
hwiN 1.34E+02 1.47E+00 1.10E+02 9.49E-01 8.71E+01 6.82E-01 8.74E+01 6.93E-01 6.63E+01 6.19E-01
infN 1.29E+02 1.77E+00 1.15E+02 1.43E+00 8.72E+01 7.75E-01 8.76E+01 5.78E-01 6.02E+01 2.97E-01
UwN 9.80E+02 4.72E+04 7.30E+02 2.96E+04 2.42E+02 2.54E+04 1.97E+02 1.79E+04 8.55E+01 1.31E+04
CfiD 9.94E+08 2.87E+07 2.03E+08 3.34E+07 3.01E+08 6.41E+07 9.92E+08 4.46E+07 9.97E+08 9.89E+06
CfiN 1.39E+08 7.13E+07 9.98E+08 8.22E+06 9.98E+08 8.29E+06 9.96E+08 1.88E+07 9.95E+08 2.44E+07
UfDN 9.51E+01 7.52E-01 7.87E+01 4.14E-01 5.68E+01 4.04E-01 7.44E+01 4.90E-01 1.71E+02 1.34E+00
Ufi 1.11E-03 1.10E-01 1.90E+03 3.14E+02 1.63E+03 3.44E+02 3.88E+02 4.79E+02 1.12E-03 1.91E-01
UfND 2.33E+02 2.23E+00 2.22E+02 1.95E+00 1.77E+02 1.65E+00 1.84E+02 2.13E+00 1.60E+02 1.15E+00
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Table B.2: Grey-box model parameters for original semi-detached buildings
Parameters SD1 SD2 SD3 SD4 SD5
Est. Std. Est. Std. Est. Std. Est. Std. Est. Std.
abs1ED 2.20E-01 2.44E-02 2.85E-01 2.04E-02 3.46E-01 1.53E-02 3.22E-01 4.98E-03 1.83E-01 8.05E-03
abs1ND 1.32E+00 6.13E-02 8.24E-01 4.68E-02 3.93E-01 3.67E-02 1.61E-01 1.71E-02 1.11E-01 1.99E-02
abs1SD 4.53E-01 1.32E-02 4.91E-01 1.09E-02 4.30E-01 8.94E-03 3.52E-01 3.15E-03 2.98E-01 4.48E-03
abs1WD 4.05E-01 1.23E-02 3.86E-01 1.08E-02 2.73E-01 9.00E-03 4.02E-01 5.19E-03 1.64E-01 4.51E-03
abs2ED 9.32E-01 6.20E-02 7.64E-01 4.37E-02 7.85E-01 2.62E-02 6.72E-01 8.68E-03 4.07E-01 1.54E-02
abs2ND 8.97E-01 1.47E-01 8.49E-01 1.06E-01 5.89E-01 6.52E-02 2.31E-01 2.41E-02 2.37E-02 3.76E-02
abs2SD 7.83E-01 3.47E-02 8.61E-01 2.49E-02 7.83E-01 1.36E-02 7.12E-01 5.65E-03 5.57E-01 8.36E-03
abs2WD 1.06E+00 3.13E-02 8.79E-01 2.55E-02 6.70E-01 1.54E-02 8.36E-01 9.22E-03 4.09E-01 8.77E-03
abs3ED 5.98E-01 1.40E-01 5.17E-01 1.31E-01 2.62E-01 9.16E-02 6.44E-01 1.55E-01 2.00E-01 7.17E-02
abs3ND 1.56E-01 2.47E-01 1.29E+00 2.24E-01 1.08E+00 1.60E-01 4.67E-06 5.37E-06 7.84E-01 1.30E-01
abs3SD 1.99E-01 5.67E-02 2.71E-01 4.94E-02 2.47E-01 3.53E-02 6.33E-02 7.21E-02 1.60E-01 2.70E-02
abs3WD 8.33E-02 6.01E-02 8.61E-02 6.12E-02 2.84E-01 4.47E-02 4.29E-07 5.93E-07 3.88E-01 3.27E-02
abs4ED 6.14E-01 2.66E-02 5.80E-01 2.81E-02 5.56E-01 1.43E-02 6.34E-01 6.28E-03 4.04E-01 1.15E-02
abs4ND 7.00E-10 5.63E-08 1.08E-08 3.72E-07 4.29E-01 3.25E-02 6.26E-02 1.86E-02 6.29E-01 2.88E-02
abs4SD 4.61E-01 1.48E-02 4.96E-01 1.55E-02 5.80E-01 6.94E-03 6.97E-01 3.99E-03 7.03E-01 6.19E-03
abs4WS 5.64E-01 1.40E-02 5.46E-01 1.43E-02 4.43E-01 8.16E-03 8.20E-01 6.60E-03 4.53E-01 6.82E-03
abs5ED 2.37E-02 3.46E-02 1.43E-01 1.41E-02 1.62E-01 1.10E-02 1.70E-01 4.31E-03 1.54E-01 2.31E-02
abs5ND 5.24E-01 8.07E-02 9.03E-02 3.14E-02 1.03E-01 2.63E-02 2.99E-09 4.59E-09 7.87E-01 6.26E-02
abs5SD 1.22E-01 1.65E-02 1.80E-01 7.26E-03 1.70E-01 6.45E-03 1.71E-01 3.08E-03 3.47E-01 1.31E-02
abs5WD 6.44E-10 3.57E-08 1.34E-01 7.02E-03 8.42E-02 5.83E-03 1.83E-01 4.45E-03 1.51E-07 1.25E-06
f1D 5.59E-02 2.51E-04 5.51E-02 2.10E-04 5.69E-02 2.82E-04 6.16E-02 2.38E-04 4.80E-02 1.72E-04
f2D 1.39E-01 6.40E-04 1.21E-01 5.16E-04 1.28E-01 4.98E-04 1.26E-01 4.98E-04 1.00E-01 3.62E-04
f3D 7.26E-01 1.69E-03 7.34E-01 1.72E-03 7.20E-01 1.70E-03 7.39E-01 7.30E-03 7.26E-01 1.86E-03
f4D 8.04E-02 2.56E-04 7.98E-02 2.80E-04 8.53E-02 2.50E-04 1.16E-01 3.18E-04 1.07E-01 2.85E-04
f5D 6.31E-03 3.54E-04 2.13E-02 1.44E-04 2.41E-02 1.73E-04 3.14E-02 2.05E-04 3.79E-02 4.38E-04
CflD 4.11E+07 3.02E+06 1.74E+07 8.27E+05 7.85E+06 6.45E+04 9.52E+06 1.07E+05 5.66E+06 4.08E+04
CiD 1.78E+06 1.05E+04 1.58E+06 9.62E+03 1.63E+06 1.09E+04 2.19E+06 4.47E+04 1.68E+06 1.04E+04
CwD 2.41E+07 4.28E+05 1.30E+07 1.95E+05 1.15E+07 1.65E+05 7.26E+06 1.20E+05 4.06E+06 4.93E+04
CwiD 1.05E+07 9.71E+04 1.12E+07 1.11E+05 1.20E+07 6.91E+04 1.07E+07 6.72E+04 5.20E+06 3.63E+04
hwD 1.89E+02 6.79E-01 1.59E+02 5.47E-01 1.45E+02 5.61E-01 1.05E+02 4.46E-01 8.04E+01 3.44E-01
hflD 1.67E+02 7.71E-01 1.45E+02 6.85E-01 1.52E+02 5.00E-01 1.48E+02 5.22E-01 1.46E+02 5.51E-01
hwiD 4.09E+02 1.76E+00 3.19E+02 1.18E+00 3.16E+02 9.99E-01 2.42E+02 7.34E-01 1.92E+02 7.32E-01
infD 1.63E+02 5.70E-01 1.61E+02 4.96E-01 1.41E+02 3.65E-01 1.24E+02 1.38E+00 8.89E+01 2.22E-01
UflD 1.86E+02 1.18E+01 2.15E+02 6.63E+00 6.74E+01 7.62E-01 4.40E+01 6.59E-01 4.12E+01 4.48E-01
Uwd 4.81E+02 3.76E+04 2.12E+02 2.36E+04 1.17E+02 1.29E+04 5.41E+01 4.90E+03 2.62E+01 2.79E+03
abs1EN 1.12E-07 2.27E-06 3.45E-08 2.08E-06 1.66E-01 4.64E-02 6.13E-01 1.83E-02 2.23E-01 1.53E-02
abs1NN 8.04E-01 1.32E-01 7.03E-08 4.23E-06 4.46E-01 7.93E-02 1.34E-09 9.71E-08 9.44E-01 3.31E-02
abs1SN 6.04E-01 3.51E-02 1.52E-03 3.58E-02 6.70E-01 2.63E-02 8.45E-01 1.02E-02 7.22E-01 7.78E-03
abs1WN 8.59E-01 2.79E-02 1.09E+00 2.98E-02 7.45E-01 1.84E-02 9.82E-01 1.73E-02 4.05E-01 6.60E-03
abs2EN 1.57E+00 7.64E-02 1.29E+00 5.19E-02 8.33E-01 2.89E-02 7.20E-01 1.53E-02 6.05E-01 2.29E-02
abs2NN 8.16E-01 1.60E-01 1.21E+00 1.06E-01 5.78E-01 6.36E-02 3.55E-01 5.98E-02 3.88E-01 4.38E-02
abs2SN 1.17E+00 3.91E-02 1.46E+00 3.12E-02 8.92E-01 1.71E-02 8.52E-01 8.48E-03 9.10E-01 1.26E-02
abs2WN 6.23E-01 3.40E-02 4.97E-01 2.49E-02 4.40E-01 1.22E-02 9.55E-01 1.51E-02 6.34E-01 1.09E-02
abs3EN 5.95E-08 1.49E-06 1.12E-20 2.23E-18 1.43E-01 7.25E-02 4.86E-01 4.90E-02 2.13E-03 1.55E-02
abs3NN 8.43E-12 3.05E-09 4.87E-14 6.54E-12 2.81E-08 1.63E-05 9.65E-08 6.69E-07 1.58E-06 7.42E-06
abs3SN 5.54E-07 2.71E-05 2.23E-01 5.27E-02 9.91E-02 3.82E-02 3.45E-06 3.22E-05 1.50E-01 1.74E-02
abs3WN 2.40E-01 5.65E-02 1.52E-01 5.70E-02 2.73E-01 3.12E-02 1.32E-01 5.19E-02 2.12E-01 1.84E-02
abs5EN 3.38E-01 3.91E-02 5.03E-01 2.32E-02 5.70E-01 2.67E-02 3.62E-01 9.07E-03 2.41E-01 1.13E-02
abs5NN 1.31E-07 2.37E-06 8.12E-01 5.08E-02 7.05E-01 5.07E-02 3.72E-01 3.37E-02 4.20E-01 2.55E-02
abs5SN 2.73E-01 2.35E-02 5.91E-01 1.32E-02 6.23E-01 1.29E-02 4.20E-01 5.20E-03 3.82E-01 5.77E-03
abs5WN 2.01E-01 1.75E-02 1.87E-01 1.05E-02 2.77E-01 9.31E-03 4.58E-01 8.90E-03 2.40E-01 4.68E-03
f1N 1.05E-01 5.42E-04 1.13E-01 7.40E-04 1.28E-01 9.10E-04 1.37E-01 4.71E-04 9.86E-02 4.30E-04
f2N 1.38E-01 6.88E-04 1.32E-01 5.91E-04 1.04E-01 5.96E-04 1.37E-01 3.91E-04 1.44E-01 6.70E-04
f3N 6.80E-01 2.60E-03 6.86E-01 2.84E-03 7.01E-01 2.03E-03 6.15E-01 4.74E-03 7.07E-01 1.88E-03
f5N 4.79E-02 3.40E-04 4.89E-02 2.41E-04 6.03E-02 4.06E-04 6.39E-02 2.21E-04 5.59E-02 2.84E-04
CiN 2.42E+06 1.99E+04 1.93E+06 1.79E+04 1.55E+06 9.32E+03 1.75E+06 2.00E+04 2.38E+06 1.24E+04
CwN 3.25E+07 7.43E+05 1.70E+07 5.66E+05 6.44E+06 1.65E+05 4.78E+06 1.29E+05 6.13E+06 8.54E+04
CwiN 1.33E+07 2.72E+05 1.74E+07 5.45E+05 1.13E+07 3.16E+05 4.59E+07 9.54E+06 2.43E+07 1.04E+06
hwN 4.58E+02 2.34E+00 3.42E+02 2.60E+00 2.57E+02 2.18E+00 2.82E+02 2.21E+00 2.07E+02 1.30E+00
hwiN 5.76E+02 4.08E+00 3.90E+02 2.32E+00 2.50E+02 1.60E+00 2.73E+02 1.78E+00 2.97E+02 2.38E+00
infN 1.27E+02 1.30E+00 1.22E+02 1.07E+00 9.48E+01 4.08E-01 7.26E+01 9.28E-01 7.06E+01 1.90E-01
UwN 1.29E+03 8.55E+04 7.75E+02 4.81E+04 2.56E+02 3.02E+04 2.20E+02 3.38E+04 9.01E+01 2.07E+04
CfiD 9.92E+08 4.33E+07 9.95E+08 2.00E+07 9.95E+08 1.97E+07 9.94E+08 2.95E+07 9.96E+08 1.49E+07
CfiN 9.89E+08 7.46E+07 9.93E+08 4.40E+07 9.95E+08 2.69E+07 9.94E+08 3.04E+07 9.94E+08 2.68E+07
UfDN 7.40E+01 7.48E-01 8.05E+01 3.71E-01 8.02E+01 4.19E-01 9.23E+01 5.29E-01 1.53E+02 1.11E+00
Ufi 1.84E-03 7.72E-02 3.54E-03 1.46E+00 1.32E-03 2.76E-01 2.28E+02 3.33E+02 1.55E-03 2.91E-01
UfND 1.57E+02 1.33E+00 1.41E+02 1.21E+00 1.36E+02 1.11E+00 1.29E+02 9.39E-01 1.04E+02 7.93E-01
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Table B.3: Grey-box model parameters for original terraced buildings
Parameters T1 T2 T3 T4 T5
Est. Std. Est. Std. Est. Std. Est. Std. Est. Std.
abs1ED 1.62E-01 1.24E-02 1.67E-01 3.64E-03 1.28E-01 5.38E-03 1.13E-01 4.12E-03 9.22E-02 3.48E-03
abs1ND 6.40E-01 2.79E-02 2.61E-01 1.38E-02 1.66E-01 1.19E-02 1.51E-01 1.01E-02 1.89E-02 8.49E-03
abs1SD 2.92E-01 6.04E-03 1.68E-01 1.87E-03 1.29E-01 2.78E-03 1.10E-01 2.25E-03 9.24E-02 1.93E-03
abs1WD 1.73E-01 5.92E-03 1.51E-01 3.23E-03 1.03E-01 2.86E-03 1.13E-01 2.38E-03 5.28E-02 1.96E-03
abs2ED 1.02E+00 4.44E-02 1.16E+00 1.51E-02 8.23E-01 2.27E-02 9.54E-01 2.08E-02 6.19E-01 1.44E-02
abs2ND 1.77E+00 1.13E-01 1.22E+00 5.89E-02 9.43E-01 5.68E-02 1.03E+00 5.00E-02 4.27E-01 3.56E-02
abs2SD 1.04E+00 2.46E-02 1.11E+00 8.19E-03 7.13E-01 1.14E-02 7.78E-01 1.13E-02 6.31E-01 7.97E-03
abs2WD 1.08E+00 2.52E-02 1.13E+00 1.46E-02 8.73E-01 1.29E-02 1.12E+00 1.26E-02 5.16E-01 9.04E-03
abs3ED 5.96E-01 1.15E-01 3.72E-01 1.43E-01 2.48E-01 5.30E-02 2.36E-01 5.54E-02 1.67E-01 4.53E-02
abs3ND 5.61E-01 1.90E-01 1.02E-06 2.44E-05 5.21E-01 9.83E-02 3.66E-01 9.40E-02 7.65E-01 7.89E-02
abs3SD 2.14E-01 4.29E-02 1.01E-01 7.66E-02 1.38E-01 2.12E-02 1.21E-01 2.17E-02 1.18E-01 1.78E-02
abs3WD 2.94E-01 5.25E-02 1.95E-01 1.39E-01 2.39E-01 2.56E-02 2.85E-01 2.67E-02 2.18E-01 2.35E-02
abs4ED 5.33E-01 1.62E-02 4.35E-01 5.45E-03 2.79E-01 7.29E-03 2.90E-01 6.51E-03 2.48E-01 5.27E-03
abs4ND 8.10E-10 1.30E-08 5.28E-02 1.94E-02 3.39E-01 1.83E-02 3.42E-01 1.59E-02 2.81E-01 1.30E-02
abs4SD 4.17E-01 9.07E-03 3.99E-01 2.93E-03 2.45E-01 3.75E-03 2.43E-01 3.48E-03 2.73E-01 2.82E-03
abs4WS 4.27E-01 9.55E-03 4.13E-01 5.20E-03 2.73E-01 4.23E-03 3.20E-01 3.85E-03 2.02E-01 3.12E-03
abs5ED 1.65E-01 1.13E-02 2.87E-01 5.20E-03 1.85E-01 5.60E-03 1.93E-01 5.14E-03 2.21E-01 8.88E-03
abs5ND 5.04E-11 8.66E-10 5.56E-08 1.16E-06 8.60E-26 6.54E-24 2.43E-08 8.96E-08 3.61E-01 2.19E-02
abs5SD 1.70E-01 6.75E-03 3.02E-01 2.99E-03 1.47E-01 2.93E-03 1.47E-01 2.79E-03 2.69E-01 5.05E-03
abs5WD 1.08E-01 6.98E-03 2.90E-01 4.98E-03 1.48E-01 3.05E-03 1.79E-01 2.86E-03 1.39E-01 5.47E-03
f1D 3.00E-02 1.70E-04 2.86E-02 1.46E-04 2.44E-02 1.60E-04 2.09E-02 1.45E-04 2.14E-02 1.31E-04
f2D 1.51E-01 7.43E-04 1.89E-01 6.67E-04 1.77E-01 6.92E-04 1.91E-01 8.19E-04 1.59E-01 7.04E-04
f3D 7.54E-01 2.11E-03 7.35E-01 7.05E-03 7.22E-01 1.70E-03 7.07E-01 1.76E-03 7.30E-01 1.91E-03
f4D 6.33E-02 2.93E-04 6.63E-02 2.17E-04 5.46E-02 2.19E-04 5.38E-02 2.36E-04 6.15E-02 2.54E-04
f5D 2.77E-02 2.09E-04 5.45E-02 1.57E-04 4.65E-02 1.31E-04 4.50E-02 1.40E-04 5.63E-02 3.01E-04
CflD 2.36E+07 1.49E+06 5.42E+07 8.18E+06 5.33E+06 5.69E+04 7.34E+06 7.95E+04 3.74E+06 3.02E+04
CiD 1.42E+06 1.18E+04 1.68E+06 3.61E+04 1.09E+06 8.10E+03 1.44E+06 1.02E+04 1.06E+06 7.53E+03
CwD 1.25E+07 2.44E+05 8.18E+06 1.62E+05 4.74E+06 7.10E+04 3.68E+06 4.22E+04 1.83E+06 2.80E+04
CwiD 1.26E+07 1.38E+05 2.37E+07 5.13E+05 1.92E+07 1.88E+05 3.08E+07 3.20E+05 1.04E+07 8.78E+04
hwD 9.26E+01 3.77E-01 7.51E+01 3.15E-01 6.06E+01 2.47E-01 6.28E+01 2.53E-01 3.79E+01 1.89E-01
hflD 1.26E+02 6.54E-01 1.07E+02 4.60E-01 9.58E+01 3.30E-01 1.18E+02 4.08E-01 8.76E+01 3.28E-01
hwiD 3.56E+02 1.73E+00 3.45E+02 1.48E+00 3.23E+02 1.10E+00 4.40E+02 1.43E+00 2.49E+02 9.68E-01
infD 1.45E+02 5.17E-01 1.48E+02 1.63E+00 9.93E+01 2.11E-01 9.45E+01 1.87E-01 6.93E+01 1.37E-01
UflD 2.63E+02 1.02E+01 3.54E+02 2.41E+01 6.15E+01 5.90E-01 5.84E+01 5.35E-01 3.17E+01 2.78E-01
Uwd 2.56E+02 1.66E+04 1.57E+02 1.24E+04 5.13E+01 6.13E+03 2.87E+01 4.37E+03 1.22E+01 1.08E+03
abs1EN 3.32E-08 7.93E-06 2.49E-12 1.19E-10 4.75E-09 1.62E-07 2.15E-10 1.76E-07 1.28E-01 9.50E-03
abs1NN 4.32E-01 1.03E-01 1.60E-11 6.82E-10 1.60E-08 5.46E-07 2.30E-09 1.82E-06 5.15E-01 1.99E-02
abs1SN 4.14E-01 2.79E-02 2.51E-01 5.03E-02 1.44E-01 1.46E-02 1.63E-01 1.37E-02 2.91E-01 4.82E-03
abs1WN 5.70E-01 2.19E-02 9.17E-01 1.01E-01 3.85E-01 1.25E-02 4.41E-01 1.12E-02 1.55E-01 3.80E-03
abs2EN 1.88E+00 8.00E-02 4.16E-01 2.70E-02 1.24E+00 4.80E-02 1.23E+00 4.24E-02 9.15E-01 2.97E-02
abs2NN 1.67E+00 1.62E-01 5.70E-01 6.49E-02 7.94E-01 7.48E-02 8.67E-01 6.50E-02 5.37E-01 5.67E-02
abs2SN 1.72E+00 4.01E-02 3.20E-01 1.41E-02 1.08E+00 2.75E-02 1.09E+00 2.31E-02 9.54E-01 1.60E-02
abs2WN 8.65E-01 3.93E-02 3.64E-02 6.15E-03 8.40E-01 2.04E-02 1.06E+00 1.75E-02 7.98E-01 1.31E-02
abs3EN 1.08E-08 3.10E-06 7.16E-06 5.18E-05 5.81E-02 6.82E-02 9.98E-02 5.82E-02 2.36E-02 5.48E-02
abs3NN 3.46E-13 1.76E-10 5.76E-10 1.95E-08 6.66E-10 2.76E-08 3.53E-07 9.88E-05 5.98E-07 4.00E-06
abs3SN 3.35E-07 8.17E-05 1.21E-05 1.89E-04 7.28E-02 3.63E-02 2.32E-02 3.25E-02 1.18E-01 2.42E-02
abs3WN 2.82E-01 5.91E-02 2.37E-16 1.70E-14 2.39E-01 3.20E-02 2.55E-01 2.78E-02 9.93E-02 2.44E-02
abs5EN 1.53E-01 2.39E-02 8.54E-01 5.61E-02 1.77E-01 8.53E-03 2.38E-01 9.31E-03 1.00E-01 4.68E-03
abs5NN 1.76E-08 3.92E-06 1.94E+00 1.40E-01 2.84E-01 1.87E-02 3.45E-01 2.03E-02 1.90E-01 1.03E-02
abs5SN 1.14E-01 1.55E-02 6.58E-01 2.95E-02 1.68E-01 4.68E-03 2.16E-01 5.09E-03 1.20E-01 2.46E-03
abs5WN 1.12E-01 1.14E-02 2.44E-12 1.18E-10 1.31E-01 3.59E-03 2.13E-01 4.07E-03 8.95E-02 1.85E-03
f1N 6.81E-02 5.49E-04 9.43E-02 4.23E-03 6.42E-02 5.54E-04 5.99E-02 5.20E-04 5.21E-02 2.19E-04
f2N 1.93E-01 1.16E-03 7.45E-03 2.54E-04 2.07E-01 8.95E-04 2.03E-01 8.61E-04 2.24E-01 8.06E-04
f3N 6.92E-01 2.37E-03 6.95E-01 4.58E-03 6.94E-01 1.79E-03 6.96E-01 2.15E-03 6.91E-01 2.97E-03
f5N 2.99E-02 2.85E-04 5.01E-11 1.41E-09 2.76E-02 1.42E-04 3.70E-02 1.83E-04 2.62E-02 9.99E-05
CiN 2.62E+06 1.89E+04 7.08E+05 1.02E+04 1.82E+06 1.16E+04 1.90E+06 1.60E+04 2.78E+06 3.43E+04
CwN 2.88E+07 8.10E+05 3.16E+07 5.16E+06 5.64E+06 1.50E+05 3.05E+06 7.46E+04 4.70E+06 7.34E+04
CwiN 2.32E+07 5.34E+05 6.44E+06 1.27E+05 3.57E+07 1.12E+06 4.10E+07 1.61E+06 5.67E+07 3.08E+06
hwN 3.29E+02 2.23E+00 4.63E+02 7.79E+00 1.94E+02 1.44E+00 1.82E+02 1.73E+00 1.55E+02 1.01E+00
hwiN 8.32E+02 5.91E+00 1.85E+02 2.06E+00 5.53E+02 2.51E+00 5.21E+02 2.87E+00 5.78E+02 3.76E+00
infN 1.14E+02 8.67E-01 1.54E-16 8.36E-15 7.16E+01 2.89E-01 6.24E+01 2.53E-01 5.67E+01 2.65E-01
UwN 1.35E+03 5.03E+04 7.87E+02 2.49E+04 2.16E+02 2.40E+04 1.30E+02 1.94E+04 6.45E+01 1.63E+04
CfiD 9.95E+08 2.65E+07 4.36E+07 1.45E+07 9.93E+08 4.05E+07 9.94E+08 3.57E+07 9.96E+08 2.01E+07
CfiN 2.53E+08 1.23E+08 9.95E+08 2.04E+07 9.94E+08 3.30E+07 9.95E+08 2.71E+07 9.91E+08 6.06E+07
UfDN 4.63E+01 4.92E-01 4.00E+01 4.51E-01 3.91E+01 2.26E-01 4.95E+01 3.62E-01 7.49E+01 5.38E-01
Ufi 6.99E+02 3.61E+02 9.23E+02 2.79E+02 1.04E-03 1.58E-01 8.58E-04 9.35E-02 9.48E-04 2.37E-02
UfND 9.82E+01 1.16E+00 9.61E+01 7.31E-01 6.89E+01 4.23E-01 7.85E+01 5.37E-01 5.71E+01 3.67E-01
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Table B.4: Grey-box model parameters for mildly renovated detached buildings (Ref. 1)
Parameters D1 D2 D3 D4
Est. (Std.) Est. (Std.) Est. (Std.) Est. (Std.)
abs1ED 8.82E-01 (1.49E-01) 1.11E+00 (9.82E-02) 1.22E+00 (7.20E-02) 1.38E+00 (5.36E-02)
abs1ND 6.06E+00 (3.22E-01) 3.19E+00 (2.33E-01) 1.31E+00 (1.58E-01) 1.28E+00 (1.38E-01)
abs1SD 2.32E+00 (6.46E-02) 1.91E+00 (4.47E-02) 1.47E+00 (2.77E-02) 1.54E+00 (2.47E-02)
abs1WD 8.59E-01 (6.03E-02) 1.03E+00 (5.21E-02) 9.50E-01 (3.30E-02) 1.08E+00 (2.88E-02)
abs2ED 2.46E+00 (2.43E-01) 2.10E+00 (1.64E-01) 2.06E+00 (1.03E-01) 2.57E+00 (7.93E-02)
abs2ND 3.18E+00 (4.51E-01) 3.51E+00 (3.09E-01) 3.24E+00 (2.79E-01) 2.99E+00 (1.99E-01)
abs2SD 2.75E+00 (1.15E-01) 2.63E+00 (7.49E-02) 2.43E+00 (5.15E-02) 2.76E+00 (3.68E-02)
abs2WD 2.95E+00 (9.55E-02) 2.63E+00 (8.48E-02) 2.42E+00 (5.83E-02) 2.61E+00 (4.33E-02)
abs3ED 9.45E-01 (3.87E-01) 1.23E+00 (2.81E-01) 7.49E-01 (2.50E-01) 6.78E-01 (2.21E-01)
abs3ND 6.89E-14 (1.22E-10) 5.29E-11 (1.63E-09) 1.11E+00 (5.03E-01) 2.18E+00 (4.13E-01)
abs3SD 4.46E-01 (1.51E-01) 9.11E-01 (1.10E-01) 7.94E-01 (8.58E-02) 7.90E-01 (7.11E-02)
abs3WD 1.36E-10 (1.39E-07) 3.32E-01 (1.32E-01) 7.48E-01 (1.15E-01) 8.87E-01 (9.39E-02)
abs4ED 8.33E-01 (6.05E-02) 8.44E-01 (6.90E-02) 1.22E+00 (4.54E-02) 1.26E+00 (3.11E-02)
abs4ND 1.29E-07 (4.22E-05) 7.04E-18 (2.29E-16) 9.35E-01 (1.21E-01) 9.16E-01 (7.76E-02)
abs4SD 7.69E-01 (3.06E-02) 8.24E-01 (3.27E-02) 1.29E+00 (1.97E-02) 1.26E+00 (1.38E-02)
abs4WS 8.22E-01 (3.18E-02) 1.02E+00 (3.78E-02) 1.20E+00 (2.42E-02) 1.13E+00 (1.53E-02)
abs5ED 4.01E-01 (9.46E-02) 7.61E-01 (6.14E-02) 6.97E-01 (4.25E-02) 1.00E+00 (4.74E-02)
abs5ND 2.06E-14 (7.61E-12) 1.29E+00 (1.56E-01) 9.20E-01 (1.13E-01) 1.12E+00 (1.20E-01)
abs5SD 4.55E-01 (4.55E-02) 9.45E-01 (2.78E-02) 8.12E-01 (1.90E-02) 1.08E+00 (2.08E-02)
abs5WD 6.88E-01 (4.76E-02) 5.40E-01 (3.20E-02) 5.06E-01 (2.17E-02) 6.88E-01 (2.25E-02)
f1D 6.90E-02 (4.70E-04) 6.62E-02 (4.31E-04) 6.57E-02 (4.10E-04) 6.67E-02 (4.25E-04)
f2D 1.35E-01 (8.56E-04) 1.35E-01 (6.86E-04) 1.34E-01 (6.31E-04) 1.38E-01 (6.46E-04)
f3D 7.11E-01 (1.31E-03) 7.14E-01 (1.18E-03) 7.04E-01 (1.53E-03) 7.00E-01 (1.60E-03)
f4D 4.30E-02 (1.97E-04) 5.06E-02 (2.93E-04) 6.69E-02 (2.81E-04) 5.92E-02 (2.49E-04)
f5D 4.21E-02 (3.18E-04) 4.16E-02 (2.34E-04) 3.82E-02 (2.22E-04) 4.65E-02 (2.56E-04)
CflD 9.81E+09 (1.84E+09) 3.36E+07 (2.00E+06) 1.29E+07 (1.54E+05) 1.23E+07 (1.42E+05)
CiD 2.20E+06 (9.39E+03) 2.13E+06 (8.72E+03) 2.42E+06 (1.13E+04) 2.29E+06 (1.22E+04)
CwD 8.01E+07 (1.39E+06) 3.48E+07 (4.48E+05) 2.47E+07 (3.06E+05) 1.74E+07 (1.89E+05)
CwiD 2.43E+07 (1.94E+05) 2.27E+07 (2.10E+05) 2.24E+07 (2.30E+05) 2.42E+07 (2.35E+05)
hwD 5.35E+02 (1.59E+00) 3.98E+02 (1.42E+00) 3.10E+02 (1.21E+00) 3.02E+02 (1.19E+00)
hflD 2.23E+02 (6.49E-01) 1.97E+02 (1.07E+00) 2.20E+02 (8.43E-01) 1.94E+02 (7.03E-01)
hwiD 8.41E+02 (3.13E+00) 5.78E+02 (2.64E+00) 4.90E+02 (2.15E+00) 5.03E+02 (2.05E+00)
infD 9.91E+01 (4.49E-01) 1.03E+02 (3.00E-01) 1.08E+02 (2.51E-01) 1.11E+02 (2.41E-01)
UflD 9.80E-03 (7.72E-01) 3.23E+02 (1.08E+01) 9.98E+01 (1.21E+00) 7.75E+01 (9.34E-01)
Uwd 1.46E+03 (1.16E+05) 6.17E+02 (8.13E+04) 2.66E+02 (4.05E+04) 1.34E+02 (2.20E+04)
abs1EN 1.02E+00 (8.49E-02) 8.68E-01 (7.80E-02) 3.69E-01 (1.10E-01) 8.03E-01 (6.99E-02)
abs1NN 2.70E+00 (1.76E-01) 1.91E+00 (1.50E-01) 9.47E-01 (1.65E-01) 2.20E+00 (1.39E-01)
abs1SN 1.81E+00 (4.03E-02) 1.86E+00 (3.74E-02) 1.53E+00 (3.17E-02) 1.85E+00 (2.63E-02)
abs1WN 7.62E-01 (3.30E-02) 1.15E+00 (3.04E-02) 1.70E+00 (3.66E-02) 1.55E+00 (2.52E-02)
abs2EN 5.33E-01 (3.78E-02) 5.73E-01 (2.50E-02) 6.80E-01 (3.83E-02) 6.56E-01 (2.84E-02)
abs2NN 3.39E-01 (8.32E-02) 1.67E-20 (1.15E-17) 3.10E-01 (8.47E-02) 7.54E-02 (6.67E-02)
abs2SN 5.21E-01 (1.73E-02) 5.03E-01 (1.24E-02) 6.02E-01 (1.63E-02) 5.48E-01 (1.23E-02)
abs2WN 2.84E-01 (1.46E-02) 3.33E-01 (9.97E-03) 2.08E-01 (1.33E-02) 3.76E-01 (1.01E-02)
abs3EN 1.03E-10 (5.41E-08) 7.22E-20 (5.95E-17) 3.04E-02 (1.30E-01) 5.74E-12 (9.68E-10)
abs3NN 6.00E-12 (1.96E-09) 1.95E-07 (4.08E-05) 9.54E-19 (9.55E-16) 6.13E-17 (1.49E-14)
abs3SN 2.05E-01 (6.30E-02) 2.02E-02 (4.74E-02) 5.81E-12 (3.53E-09) 1.02E-11 (1.45E-09)
abs3WN 3.83E-01 (6.97E-02) 4.09E-01 (5.37E-02) 2.96E-01 (4.86E-02) 3.01E-01 (4.37E-02)
abs5EN 4.72E-01 (6.47E-02) 8.56E-01 (4.45E-02) 9.37E-01 (5.16E-02) 1.12E+00 (4.75E-02)
abs5NN 3.73E-10 (1.23E-07) 5.91E-01 (9.72E-02) 1.08E+00 (1.14E-01) 4.46E-01 (1.07E-01)
abs5SN 4.91E-01 (3.42E-02) 7.56E-01 (1.97E-02) 8.45E-01 (2.23E-02) 8.67E-01 (1.99E-02)
abs5WN 5.98E-01 (2.84E-02) 4.17E-01 (1.58E-02) 2.15E-01 (1.80E-02) 5.37E-01 (1.82E-02)
f1N 1.45E-01 (5.49E-04) 1.66E-01 (7.12E-04) 1.88E-01 (1.27E-03) 1.63E-01 (7.73E-04)
f2N 4.95E-02 (2.29E-04) 4.55E-02 (2.06E-04) 4.19E-02 (3.66E-04) 4.45E-02 (2.78E-04)
f3N 6.97E-01 (2.61E-03) 6.92E-01 (2.90E-03) 6.82E-01 (2.41E-03) 6.98E-01 (2.91E-03)
f5N 9.47E-02 (5.30E-04) 7.79E-02 (3.48E-04) 6.74E-02 (5.05E-04) 8.31E-02 (5.03E-04)
CiN 2.51E+06 (1.57E+04) 1.86E+06 (1.20E+04) 1.53E+06 (7.10E+03) 2.06E+06 (1.37E+04)
CwN 1.18E+07 (3.24E+05) 4.40E+06 (8.66E+04) 3.50E+06 (6.41E+04) 2.90E+06 (4.29E+04)
CwiN 2.53E+06 (4.39E+04) 4.30E+06 (1.07E+05) 5.73E+06 (2.66E+05) 5.50E+06 (2.39E+05)
hwN 2.51E+02 (2.11E+00) 2.33E+02 (2.13E+00) 2.78E+02 (2.59E+00) 2.27E+02 (2.20E+00)
hwiN 1.16E+02 (9.36E-01) 9.61E+01 (6.24E-01) 9.27E+01 (7.30E-01) 8.46E+01 (8.93E-01)
infN 4.52E+01 (3.95E-01) 3.91E+01 (3.19E-01) 3.43E+01 (2.37E-01) 4.29E+01 (2.37E-01)
UwN 1.76E+02 (2.10E+04) 1.25E+02 (2.32E+04) 1.29E+02 (2.81E+04) 8.40E+01 (2.11E+04)
CfiD 3.39E+06 (1.16E+05) 1.77E+08 (1.83E+07) 9.96E+08 (1.59E+07) 9.97E+08 (9.96E+06)
CfiN 6.89E+06 (2.57E+05) 9.99E+08 (2.56E+06) 9.95E+08 (2.10E+07) 9.92E+08 (4.33E+07)
UfDN 1.73E+02 (1.11E+00) 1.49E+02 (7.15E-01) 1.19E+02 (6.98E-01) 1.48E+02 (9.33E-01)
Ufi 2.95E+02 (6.18E+00) 7.31E+03 (6.77E+02) 6.50E+02 (4.33E+02) 2.02E-03 (4.14E-01)
UfND 1.71E+02 (1.66E+00) 1.10E+02 (1.20E+00) 9.25E+01 (1.08E+00) 8.70E+01 (2.23E+00)
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Table B.5: Grey-box model parameters for mildly renovated semi-detached buildings (Ref. 1)
Parameters SD1 SD2 SD3 SD4
Est. (Std.) Est. (Std.) Est. (Std.) Est. (Std.)
abs1ED 4.69E-02 (2.38E-02) 1.08E-01 (1.77E-02) 1.89E-01 (1.25E-02) 1.59E-01 (7.41E-03)
abs1ND 9.43E-01 (5.24E-02) 6.36E-01 (4.01E-02) 3.17E-01 (3.72E-02) 2.96E-01 (1.98E-02)
abs1SD 2.83E-01 (1.23E-02) 2.87E-01 (8.96E-03) 2.77E-01 (8.56E-03) 2.33E-01 (4.13E-03)
abs1WD 2.15E-01 (1.06E-02) 1.81E-01 (9.61E-03) 1.44E-01 (6.67E-03) 2.05E-01 (4.46E-03)
abs2ED 3.05E-01 (5.46E-02) 3.09E-01 (3.12E-02) 3.72E-01 (2.49E-02) 3.09E-01 (1.13E-02)
abs2ND 9.73E-01 (8.53E-02) 6.21E-01 (6.80E-02) 3.80E-01 (5.67E-02) 4.20E-01 (3.05E-02)
abs2SD 4.38E-01 (2.94E-02) 3.90E-01 (1.67E-02) 4.08E-01 (1.25E-02) 3.53E-01 (6.06E-03)
abs2WD 4.67E-01 (2.29E-02) 3.90E-01 (1.89E-02) 3.46E-01 (1.25E-02) 3.96E-01 (6.90E-03)
abs3ED 4.31E-01 (8.25E-02) 3.59E-01 (7.08E-02) 2.63E-01 (7.06E-02) 2.40E-01 (6.06E-02)
abs3ND 1.74E-15 (2.16E-12) 7.19E-06 (6.29E-05) 3.55E-01 (1.39E-01) 1.65E-01 (1.10E-01)
abs3SD 6.13E-02 (3.94E-02) 1.37E-01 (3.24E-02) 1.01E-01 (2.76E-02) 8.62E-02 (2.22E-02)
abs3WD 7.47E-14 (6.38E-11) 1.49E-01 (3.80E-02) 2.72E-01 (3.58E-02) 3.88E-01 (2.98E-02)
abs4ED 2.89E-01 (2.00E-02) 2.75E-01 (1.97E-02) 3.04E-01 (1.28E-02) 3.35E-01 (9.40E-03)
abs4ND 1.23E-14 (1.23E-11) 1.99E-07 (1.64E-06) 3.50E-01 (3.27E-02) 4.48E-01 (2.45E-02)
abs4SD 2.14E-01 (1.21E-02) 2.29E-01 (1.11E-02) 3.43E-01 (7.28E-03) 4.06E-01 (5.16E-03)
abs4WS 2.83E-01 (1.03E-02) 2.68E-01 (1.15E-02) 2.53E-01 (8.27E-03) 4.20E-01 (5.67E-03)
abs5ED 6.67E-02 (1.91E-02) 1.10E-01 (2.49E-02) 1.44E-01 (2.20E-02) 1.59E-01 (1.69E-02)
abs5ND 7.95E-14 (7.14E-11) 5.76E-01 (5.54E-02) 4.84E-01 (5.88E-02) 3.59E-01 (4.38E-02)
abs5SD 6.73E-02 (1.06E-02) 1.92E-01 (1.38E-02) 2.03E-01 (1.32E-02) 1.98E-01 (9.39E-03)
abs5WD 1.01E-01 (9.96E-03) 2.53E-02 (1.29E-02) 5.80E-03 (1.17E-02) 4.61E-02 (9.00E-03)
f1D 5.66E-02 (3.18E-04) 5.72E-02 (3.09E-04) 5.94E-02 (3.11E-04) 5.46E-02 (2.05E-04)
f2D 1.16E-01 (8.31E-04) 1.18E-01 (5.54E-04) 1.20E-01 (5.50E-04) 1.06E-01 (3.43E-04)
f3D 7.17E-01 (1.28E-03) 7.17E-01 (1.36E-03) 7.07E-01 (1.62E-03) 7.08E-01 (1.56E-03)
f4D 8.07E-02 (2.89E-04) 8.16E-02 (3.29E-04) 8.60E-02 (3.14E-04) 1.04E-01 (2.56E-04)
f5D 3.35E-02 (2.97E-04) 3.48E-02 (3.83E-04) 3.75E-02 (4.29E-04) 3.98E-02 (3.88E-04)
CflD 6.68E+07 (7.19E+06) 1.09E+07 (3.22E+05) 6.76E+06 (6.88E+04) 7.37E+06 (6.34E+04)
CiD 1.72E+06 (6.79E+03) 1.50E+06 (6.82E+03) 1.60E+06 (7.91E+03) 1.73E+06 (9.24E+03)
CwD 2.60E+07 (4.69E+05) 1.20E+07 (1.54E+05) 1.04E+07 (1.35E+05) 6.04E+06 (5.68E+04)
CwiD 1.20E+07 (1.28E+05) 9.60E+06 (1.00E+05) 9.93E+06 (8.84E+04) 8.11E+06 (5.49E+04)
hwD 1.87E+02 (7.11E-01) 1.58E+02 (6.03E-01) 1.44E+02 (5.82E-01) 1.06E+02 (3.64E-01)
hflD 1.57E+02 (6.93E-01) 1.44E+02 (7.21E-01) 1.45E+02 (5.75E-01) 1.45E+02 (4.81E-01)
hwiD 3.73E+02 (2.14E+00) 2.72E+02 (1.42E+00) 2.53E+02 (1.10E+00) 1.97E+02 (6.14E-01)
infD 7.50E+01 (2.54E-01) 7.48E+01 (2.13E-01) 7.94E+01 (1.97E-01) 7.49E+01 (1.85E-01)
UflD 2.81E+02 (2.11E+01) 2.84E+02 (3.95E+00) 7.43E+01 (7.40E-01) 6.01E+01 (5.42E-01)
Uwd 5.52E+02 (3.97E+04) 2.31E+02 (2.95E+04) 1.22E+02 (1.60E+04) 4.83E+01 (8.20E+03)
abs1EN 1.43E-01 (2.71E-02) 1.69E-01 (2.60E-02) 1.66E-01 (2.83E-02) 1.77E-01 (2.09E-02)
abs1NN 1.29E+00 (5.72E-02) 8.58E-01 (5.03E-02) 4.14E-01 (5.62E-02) 7.01E-01 (4.06E-02)
abs1SN 5.47E-01 (1.43E-02) 5.62E-01 (1.47E-02) 4.94E-01 (1.54E-02) 5.44E-01 (1.18E-02)
abs1WN 2.72E-01 (1.18E-02) 2.89E-01 (1.19E-02) 4.36E-01 (1.15E-02) 5.20E-01 (8.88E-03)
abs2EN 6.21E-01 (3.19E-02) 5.88E-01 (2.41E-02) 5.35E-01 (2.43E-02) 5.30E-01 (2.33E-02)
abs2NN 5.32E-23 (2.73E-20) 3.84E-08 (1.35E-06) 2.52E-01 (5.13E-02) 7.82E-02 (4.42E-02)
abs2SN 5.05E-01 (1.74E-02) 5.35E-01 (1.57E-02) 5.57E-01 (1.31E-02) 5.59E-01 (1.31E-02)
abs2WN 4.28E-01 (1.70E-02) 4.17E-01 (1.15E-02) 2.81E-01 (9.57E-03) 5.33E-01 (9.97E-03)
abs3EN 4.79E-10 (4.25E-08) 3.41E-05 (2.71E-03) 1.10E-01 (4.60E-02) 7.32E-02 (4.04E-02)
abs3NN 3.76E-10 (3.29E-08) 1.21E-06 (8.77E-05) 3.60E-16 (1.64E-13) 1.09E-24 (1.03E-21)
abs3SN 2.24E-09 (1.98E-07) 2.24E-02 (2.19E-02) 1.06E-01 (2.32E-02) 6.78E-02 (2.16E-02)
abs3WN 1.66E-01 (2.62E-02) 2.27E-01 (2.38E-02) 1.98E-01 (1.96E-02) 2.38E-01 (1.88E-02)
abs5EN 1.02E-01 (1.81E-02) 1.59E-01 (1.11E-02) 2.37E-01 (1.17E-02) 1.95E-01 (1.06E-02)
abs5NN 2.93E-08 (2.49E-06) 1.99E-01 (2.43E-02) 3.01E-01 (2.41E-02) 1.71E-01 (2.13E-02)
abs5SN 1.06E-01 (1.03E-02) 1.59E-01 (6.27E-03) 2.45E-01 (6.71E-03) 1.93E-01 (5.75E-03)
abs5WN 1.06E-01 (8.57E-03) 9.71E-02 (4.46E-03) 1.10E-01 (4.55E-03) 1.80E-01 (4.34E-03)
f1N 1.03E-01 (4.47E-04) 1.13E-01 (7.27E-04) 1.30E-01 (8.59E-04) 1.19E-01 (6.97E-04)
f2N 1.46E-01 (7.83E-04) 1.35E-01 (8.49E-04) 1.07E-01 (7.48E-04) 1.25E-01 (7.76E-04)
f3N 6.91E-01 (1.69E-03) 6.92E-01 (1.84E-03) 6.92E-01 (1.84E-03) 6.95E-01 (1.93E-03)
f5N 4.31E-02 (2.99E-04) 4.68E-02 (2.54E-04) 5.91E-02 (3.49E-04) 5.36E-02 (2.85E-04)
CiN 2.25E+06 (1.06E+04) 1.76E+06 (9.30E+03) 1.51E+06 (7.90E+03) 2.07E+06 (1.14E+04)
CwN 3.47E+07 (6.93E+05) 1.63E+07 (3.82E+05) 7.59E+06 (1.59E+05) 5.75E+06 (9.63E+04)
CwiN 1.45E+07 (1.84E+05) 1.82E+07 (4.04E+05) 1.31E+07 (3.85E+05) 2.26E+07 (1.07E+06)
hwN 3.92E+02 (1.71E+00) 2.82E+02 (1.87E+00) 2.57E+02 (1.84E+00) 2.49E+02 (1.83E+00)
hwiN 5.46E+02 (2.52E+00) 3.71E+02 (2.08E+00) 2.63E+02 (1.74E+00) 2.72E+02 (2.58E+00)
infN 4.03E+01 (4.06E-01) 3.79E+01 (2.64E-01) 3.80E+01 (2.09E-01) 4.36E+01 (1.82E-01)
UwN 5.13E+02 (6.62E+04) 2.89E+02 (3.17E+04) 1.77E+02 (2.92E+04) 1.10E+02 (2.40E+04)
CfiD 2.53E+07 (3.06E+06) 9.97E+08 (1.65E+07) 9.97E+08 (1.17E+07) 9.97E+08 (1.20E+07)
CfiN 9.90E+08 (6.66E+07) 9.88E+08 (1.65E+08) 9.92E+08 (4.48E+07) 9.92E+08 (4.57E+07)
UfDN 1.10E+02 (7.27E-01) 1.59E+02 (9.03E-01) 1.60E+02 (9.29E-01) 1.59E+02 (8.57E-01)
Ufi 2.40E-04 (6.09E-03) 1.76E-03 (1.12E-01) 1.18E-03 (6.06E-02) 4.45E-03 (9.97E-02)
UfND 8.82E+01 (1.08E+00) 6.63E+01 (6.25E-01) 6.75E+01 (8.32E-01) 6.02E+01 (1.03E+00)
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Table B.6: Grey-box model parameters for mildly renovated terraced buildings (Ref. 1)
Parameters T1 T2 T3 T4
Est. (Std.) Est. (Std.) Est. (Std.) Est. (Std.)
abs1ED 3.86E-02 (1.07E-02) 6.17E-02 (8.61E-03) 7.80E-02 (5.02E-03) 6.73E-02 (3.52E-03)
abs1ND 5.38E-01 (2.56E-02) 2.63E-01 (1.91E-02) 9.88E-02 (1.28E-02) 8.60E-02 (8.88E-03)
abs1SD 1.91E-01 (5.75E-03) 1.36E-01 (4.09E-03) 8.53E-02 (2.62E-03) 7.22E-02 (2.06E-03)
abs1WD 6.63E-02 (5.23E-03) 5.87E-02 (4.06E-03) 4.70E-02 (2.70E-03) 5.49E-02 (2.04E-03)
abs2ED 3.96E-01 (3.90E-02) 4.49E-01 (3.66E-02) 4.69E-01 (1.85E-02) 5.43E-01 (1.70E-02)
abs2ND 1.35E+00 (6.36E-02) 9.78E-01 (8.70E-02) 4.02E-01 (4.56E-02) 4.09E-01 (4.18E-02)
abs2SD 5.54E-01 (2.28E-02) 5.41E-01 (1.92E-02) 4.10E-01 (9.99E-03) 4.51E-01 (9.28E-03)
abs2WD 5.01E-01 (2.20E-02) 5.62E-01 (1.94E-02) 4.75E-01 (1.07E-02) 6.11E-01 (9.62E-03)
abs3ED 3.44E-01 (5.60E-02) 3.07E-01 (5.80E-02) 1.48E-01 (4.73E-02) 1.40E-01 (4.22E-02)
abs3ND 1.67E-09 (1.48E-06) 4.96E-02 (1.18E-01) 5.82E-01 (8.41E-02) 5.38E-01 (7.64E-02)
abs3SD 8.44E-02 (2.97E-02) 1.19E-01 (2.50E-02) 5.37E-02 (1.85E-02) 4.51E-02 (1.68E-02)
abs3WD 6.81E-02 (3.19E-02) 1.32E-01 (2.92E-02) 1.62E-01 (2.27E-02) 1.88E-01 (2.06E-02)
abs4ED 2.38E-01 (1.19E-02) 1.91E-01 (1.21E-02) 1.58E-01 (5.59E-03) 1.64E-01 (4.58E-03)
abs4ND 1.13E-02 (2.92E-02) 4.87E-08 (4.17E-07) 1.78E-01 (1.40E-02) 1.60E-01 (1.13E-02)
abs4SD 2.06E-01 (6.69E-03) 1.43E-01 (7.01E-03) 1.41E-01 (3.02E-03) 1.40E-01 (2.48E-03)
abs4WS 1.94E-01 (6.14E-03) 1.94E-01 (6.39E-03) 1.46E-01 (2.99E-03) 1.72E-01 (2.59E-03)
abs5ED 1.60E-01 (1.32E-02) 1.62E-01 (1.11E-02) 1.41E-01 (8.01E-03) 1.49E-01 (7.10E-03)
abs5ND 6.12E-09 (3.99E-06) 3.11E-01 (2.62E-02) 2.35E-01 (2.00E-02) 2.04E-01 (1.74E-02)
abs5SD 1.30E-01 (8.01E-03) 1.93E-01 (6.15E-03) 1.43E-01 (4.37E-03) 1.42E-01 (3.93E-03)
abs5WD 1.80E-01 (7.76E-03) 1.36E-01 (6.10E-03) 1.07E-01 (4.17E-03) 1.31E-01 (3.92E-03)
f1D 2.84E-02 (2.19E-04) 2.39E-02 (1.90E-04) 2.52E-02 (1.82E-04) 2.18E-02 (1.35E-04)
f2D 1.48E-01 (9.28E-04) 1.66E-01 (8.86E-04) 1.76E-01 (8.02E-04) 1.91E-01 (7.74E-04)
f3D 7.26E-01 (1.35E-03) 7.19E-01 (1.45E-03) 7.11E-01 (1.72E-03) 6.96E-01 (1.61E-03)
f4D 5.87E-02 (2.62E-04) 5.46E-02 (3.38E-04) 5.37E-02 (2.46E-04) 5.29E-02 (2.16E-04)
f5D 5.49E-02 (3.31E-04) 5.18E-02 (2.58E-04) 5.06E-02 (2.51E-04) 4.93E-02 (2.38E-04)
CflD 5.92E+07 (6.99E+06) 1.42E+07 (7.20E+05) 4.61E+06 (4.84E+04) 6.24E+06 (6.10E+04)
CiD 1.30E+06 (5.82E+03) 1.29E+06 (6.70E+03) 1.06E+06 (6.68E+03) 1.40E+06 (8.73E+03)
CwD 1.48E+07 (3.18E+05) 6.92E+06 (1.02E+05) 4.46E+06 (6.36E+04) 3.37E+06 (3.87E+04)
CwiD 1.40E+07 (1.79E+05) 1.91E+07 (2.78E+05) 1.71E+07 (1.92E+05) 2.66E+07 (2.91E+05)
hwD 9.16E+01 (4.15E-01) 7.71E+01 (3.44E-01) 5.91E+01 (2.78E-01) 6.08E+01 (2.76E-01)
hflD 1.22E+02 (5.84E-01) 1.17E+02 (6.34E-01) 9.14E+01 (3.48E-01) 1.12E+02 (3.79E-01)
hwiD 3.38E+02 (2.27E+00) 3.75E+02 (2.07E+00) 3.07E+02 (1.23E+00) 4.15E+02 (1.42E+00)
infD 6.89E+01 (1.81E-01) 6.86E+01 (1.68E-01) 6.68E+01 (1.45E-01) 6.23E+01 (1.21E-01)
UflD 4.66E+02 (2.72E+01) 4.95E+02 (1.09E+01) 6.80E+01 (4.63E-01) 6.40E+01 (3.65E-01)
Uwd 3.13E+02 (1.72E+04) 1.36E+02 (1.47E+04) 5.35E+01 (6.99E+03) 2.95E+01 (5.43E+03)
abs1EN 8.35E-02 (2.31E-02) 5.99E-02 (2.01E-02) 1.39E-09 (3.55E-08) 4.07E-02 (1.17E-02)
abs1NN 1.11E+00 (4.07E-02) 6.62E-01 (3.93E-02) 1.13E-01 (3.61E-02) 3.77E-01 (2.50E-02)
abs1SN 4.64E-01 (1.15E-02) 3.58E-01 (1.06E-02) 1.48E-01 (9.98E-03) 2.04E-01 (6.25E-03)
abs1WN 1.10E-01 (8.97E-03) 1.46E-01 (8.21E-03) 2.05E-01 (7.60E-03) 2.00E-01 (4.92E-03)
abs2EN 8.98E-01 (3.50E-02) 8.44E-01 (4.31E-02) 7.54E-01 (3.81E-02) 7.49E-01 (2.62E-02)
abs2NN 2.60E-06 (4.35E-05) 2.02E-10 (6.92E-09) 3.37E-01 (5.27E-02) 1.82E-01 (4.50E-02)
abs2SN 7.41E-01 (1.54E-02) 7.01E-01 (2.41E-02) 6.21E-01 (2.10E-02) 5.85E-01 (1.50E-02)
abs2WN 5.68E-01 (2.12E-02) 6.58E-01 (1.89E-02) 5.31E-01 (1.63E-02) 7.30E-01 (1.09E-02)
abs3EN 9.02E-06 (2.62E-04) 6.06E-02 (5.61E-02) 9.71E-02 (4.76E-02) 9.04E-02 (4.10E-02)
abs3NN 2.49E-06 (1.36E-04) 2.15E-06 (1.23E-04) 3.28E-11 (1.14E-09) 1.97E-08 (5.52E-08)
abs3SN 2.17E-08 (2.12E-06) 4.42E-02 (2.82E-02) 5.50E-02 (2.58E-02) 4.27E-02 (2.10E-02)
abs3WN 2.15E-01 (2.62E-02) 2.17E-01 (2.53E-02) 1.62E-01 (2.19E-02) 1.48E-01 (1.77E-02)
abs5EN 6.00E-02 (9.51E-03) 8.93E-02 (6.32E-03) 7.29E-02 (4.50E-03) 1.00E-01 (4.80E-03)
abs5NN 3.37E-09 (1.50E-07) 1.36E-01 (1.40E-02) 1.25E-01 (1.09E-02) 8.61E-02 (1.01E-02)
abs5SN 3.67E-02 (5.92E-03) 8.43E-02 (3.48E-03) 6.47E-02 (2.69E-03) 7.71E-02 (2.69E-03)
abs5WN 8.49E-02 (4.68E-03) 6.63E-02 (2.61E-03) 5.20E-02 (2.07E-03) 9.43E-02 (1.93E-03)
f1N 6.58E-02 (4.44E-04) 6.61E-02 (5.06E-04) 6.53E-02 (5.62E-04) 6.00E-02 (4.48E-04)
f2N 2.08E-01 (1.33E-03) 2.09E-01 (1.19E-03) 2.15E-01 (1.27E-03) 2.08E-01 (1.10E-03)
f3N 6.89E-01 (1.71E-03) 6.88E-01 (1.76E-03) 6.83E-01 (1.97E-03) 6.85E-01 (2.68E-03)
f5N 2.73E-02 (2.33E-04) 2.89E-02 (1.42E-04) 2.68E-02 (1.43E-04) 3.54E-02 (1.57E-04)
CiN 2.50E+06 (9.27E+03) 2.11E+06 (1.14E+04) 1.81E+06 (1.00E+04) 1.99E+06 (2.30E+04)
CwN 2.78E+07 (5.63E+05) 1.24E+07 (2.74E+05) 6.48E+06 (1.52E+05) 3.65E+06 (5.82E+04)
CwiN 2.49E+07 (4.54E+05) 4.19E+07 (1.32E+06) 3.87E+07 (1.60E+06) 5.48E+07 (3.98E+06)
hwN 2.72E+02 (1.53E+00) 1.98E+02 (1.45E+00) 1.80E+02 (1.25E+00) 1.60E+02 (1.41E+00)
hwiN 7.50E+02 (4.80E+00) 6.03E+02 (3.68E+00) 5.21E+02 (3.19E+00) 4.90E+02 (3.61E+00)
infN 3.96E+01 (2.27E-01) 3.69E+01 (1.84E-01) 3.61E+01 (1.77E-01) 3.16E+01 (1.69E-01)
UwN 4.61E+02 (3.97E+04) 2.51E+02 (2.38E+04) 1.50E+02 (2.02E+04) 7.30E+01 (1.54E+04)
CfiD 9.98E+08 (6.66E+06) 9.96E+08 (1.44E+07) 9.96E+08 (2.18E+07) 9.96E+08 (1.73E+07)
CfiN 4.44E+07 (6.18E+06) 9.89E+08 (7.36E+07) 9.89E+08 (8.23E+07) 9.89E+08 (8.14E+07)
UfDN 7.10E+01 (5.49E-01) -1.61E+01 (6.76E+02) 7.67E+01 (5.00E-01) 9.76E+01 (6.48E-01)
Ufi 2.53E+03 (3.55E+02) -1.74E+01 (6.65E+02) 1.24E-03 (6.23E-02) 1.21E-03 (3.11E-01)
UfND 6.41E+01 (5.66E-01) 5.11E-02 (1.61E-04) 3.26E+01 (3.30E-01) 3.96E+01 (4.02E-01)
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Table B.7: Grey-box model parameters for thoroughly renovated detached buildings (Ref. 2)
Parameters D1 D2 D3 D4
Est. (Std.) Est. (Std.) Est. (Std.) Est. (Std.)
Ref. 2 Ref. 2 Ref. 2 Ref. 2
abs1ED 6.75E-01 (4.37E-02) 9.61E-01 (3.63E-02) 9.45E-01 (2.91E-02) 1.10E+00 (2.71E-02)
abs1ND 8.35E-12 (2.01E-10) 1.90E+00 (1.24E-01) 7.98E-01 (9.80E-02) 8.11E-01 (1.09E-01)
abs1SD 9.80E-01 (2.44E-02) 1.15E+00 (2.06E-02) 1.04E+00 (1.66E-02) 1.17E+00 (1.52E-02)
abs1WD 7.67E-01 (4.11E-02) 7.90E-01 (3.48E-02) 8.27E-01 (2.92E-02) 9.90E-01 (2.82E-02)
abs2ED 1.89E-01 (5.10E-02) 1.95E+00 (4.27E-02) 1.83E+00 (2.88E-02) 2.17E+00 (2.89E-02)
abs2ND 1.33E-14 (4.69E-13) 1.81E+00 (1.36E-01) 1.22E+00 (8.38E-02) 1.49E+00 (8.77E-02)
abs2SD 3.70E-01 (2.94E-02) 2.26E+00 (2.55E-02) 2.10E+00 (1.74E-02) 2.33E+00 (1.69E-02)
abs2WD 1.24E-01 (5.20E-02) 1.91E+00 (4.29E-02) 1.77E+00 (3.08E-02) 2.01E+00 (3.21E-02)
abs3ED 1.29E-06 (9.88E-06) 2.60E-01 (2.72E-01) 5.37E-01 (2.38E-01) 8.58E-01 (1.74E-01)
abs3ND 3.15E-07 (3.11E-06) 2.42E-08 (1.41E-05) 1.12E-07 (6.95E-06) 8.88E-07 (6.41E-06)
abs3SD 3.93E-07 (1.73E-06) 5.09E-01 (1.19E-01) 3.41E-01 (1.33E-01) 3.26E-01 (1.05E-01)
abs3WD 5.55E-07 (3.89E-06) 2.12E-07 (1.01E-04) 5.91E-02 (2.27E-01) 2.86E-01 (1.94E-01)
abs4ED 1.89E-10 (2.52E-09) 7.99E-01 (1.65E-02) 9.88E-01 (1.56E-02) 1.00E+00 (1.38E-02)
abs4ND 2.51E-01 (4.99E-02) 7.39E-08 (6.66E-06) 3.12E-07 (1.27E-05) 1.07E-01 (4.25E-02)
abs4SD 1.32E-15 (4.30E-14) 9.49E-01 (9.77E-03) 1.14E+00 (9.37E-03) 1.09E+00 (7.75E-03)
abs4WS 2.40E-10 (3.30E-09) 7.90E-01 (1.58E-02) 9.94E-01 (1.59E-02) 9.58E-01 (1.46E-02)
abs5ED 4.44E-10 (5.52E-09) 6.46E-01 (1.27E-02) 5.60E-01 (1.11E-02) 7.84E-01 (1.40E-02)
abs5ND 1.92E-08 (2.23E-07) 9.05E-09 (3.13E-06) 6.18E-10 (5.93E-08) 1.16E-08 (1.38E-06)
abs5SD 4.48E-11 (4.91E-10) 7.90E-01 (7.62E-03) 6.76E-01 (6.24E-03) 8.88E-01 (7.79E-03)
abs5WD 1.67E-10 (2.19E-09) 6.25E-01 (1.23E-02) 5.50E-01 (1.14E-02) 7.36E-01 (1.46E-02)
f1D 9.29E-02 (1.47E-03) 7.70E-02 (7.19E-04) 6.96E-02 (7.65E-04) 6.81E-02 (8.49E-04)
f2D 1.76E-01 (1.97E-03) 1.47E-01 (9.40E-04) 1.36E-01 (8.93E-04) 1.37E-01 (1.04E-03)
f3D 9.82E-01 (1.30E-02) 7.33E-01 (5.48E-03) 7.72E-01 (5.12E-03) 7.67E-01 (3.90E-03)
f4D 5.90E-02 (5.91E-04) 6.14E-02 (3.24E-04) 7.13E-02 (4.60E-04) 6.22E-02 (4.78E-04)
f5D 2.82E-02 (2.67E-04) 5.01E-02 (2.47E-04) 4.37E-02 (2.84E-04) 5.31E-02 (4.16E-04)
CflD 1.10E+08 (1.45E+07) 9.92E+08 (4.73E+07) 1.48E+07 (2.57E+05) 1.42E+07 (2.26E+05)
CiD 1.02E+07 (2.24E+05) 2.99E+06 (5.63E+04) 3.53E+06 (5.49E+04) 3.42E+06 (4.45E+04)
CwD 5.99E+07 (1.32E+06) 4.41E+07 (1.06E+06) 3.17E+07 (1.08E+06) 2.24E+07 (6.73E+05)
CwiD 2.63E+07 (3.85E+05) 2.63E+07 (3.70E+05) 2.50E+07 (2.50E+05) 2.81E+07 (2.59E+05)
hwD 6.73E+02 (6.88E+00) 3.81E+02 (2.57E+00) 2.79E+02 (2.52E+00) 2.62E+02 (2.85E+00)
hflD 2.71E+02 (2.41E+00) 1.74E+02 (1.14E+00) 2.19E+02 (1.30E+00) 2.04E+02 (1.35E+00)
hwiD 9.11E+02 (9.15E+00) 5.16E+02 (3.29E+00) 4.61E+02 (2.36E+00) 4.97E+02 (2.75E+00)
infD 5.05E+02 (1.14E+01) 2.54E+02 (2.98E+00) 2.72E+02 (2.13E+00) 2.74E+02 (1.32E+00)
UflD 1.48E+02 (1.22E+01) 2.54E+02 (2.50E+02) 7.62E+01 (1.42E+00) 5.89E+01 (1.25E+00)
Uwd 1.09E+03 (6.54E+04) 7.35E+02 (4.61E+04) 3.25E+02 (1.73E+04) 1.54E+02 (9.26E+03)
abs1EN 3.12E-01 (3.77E-02) 2.49E-12 (1.19E-10) 2.02E-01 (7.91E-02) 3.36E-01 (5.76E-02)
abs1NN 5.76E-06 (8.68E-05) 1.60E-11 (6.82E-10) 6.29E-07 (4.52E-05) 1.17E-14 (6.34E-12)
abs1SN 6.48E-01 (2.09E-02) 2.51E-01 (5.03E-02) 7.77E-01 (4.03E-02) 7.92E-01 (3.32E-02)
abs1WN 5.32E-01 (3.35E-02) 9.17E-01 (1.01E-01) 6.54E-01 (6.29E-02) 6.61E-01 (5.67E-02)
abs2EN 2.13E-01 (1.09E-02) 4.16E-01 (2.70E-02) 2.35E-01 (1.24E-02) 2.57E-01 (1.13E-02)
abs2NN 2.33E-01 (3.98E-02) 5.70E-01 (6.49E-02) 3.09E-01 (4.13E-02) 2.71E-01 (3.77E-02)
abs2SN 2.28E-01 (5.79E-03) 3.20E-01 (1.41E-02) 1.76E-01 (7.18E-03) 2.29E-01 (6.61E-03)
abs2WN 1.49E-01 (9.10E-03) 3.64E-02 (6.15E-03) 1.30E-01 (1.12E-02) 1.34E-01 (1.13E-02)
abs3EN 5.10E-01 (9.84E-02) 7.16E-06 (5.18E-05) 2.53E-01 (1.58E-01) 1.11E-01 (1.17E-01)
abs3NN 1.08E-05 (2.35E-04) 5.76E-10 (1.95E-08) 4.23E-12 (4.10E-10) 2.61E-11 (1.31E-08)
abs3SN 5.05E-06 (1.08E-04) 1.21E-05 (1.89E-04) 2.49E-02 (8.94E-02) 3.23E-10 (1.36E-07)
abs3WN 2.90E-01 (8.95E-02) 2.37E-16 (1.70E-14) 1.14E-01 (1.42E-01) 3.52E-02 (1.23E-01)
abs5EN 4.28E-01 (2.60E-02) 8.54E-01 (5.61E-02) 5.25E-01 (3.51E-02) 6.27E-01 (3.42E-02)
abs5NN 5.21E-06 (1.01E-04) 1.94E+00 (1.40E-01) 1.00E+00 (1.14E-01) 1.17E+00 (1.13E-01)
abs5SN 4.91E-01 (1.26E-02) 6.58E-01 (2.95E-02) 3.09E-01 (1.98E-02) 4.92E-01 (1.96E-02)
abs5WN 2.81E-01 (2.20E-02) 2.44E-12 (1.18E-10) 2.59E-01 (3.23E-02) 2.65E-01 (3.31E-02)
f1N 1.65E-01 (4.68E-04) 9.43E-02 (4.23E-03) 2.31E-01 (2.38E-03) 1.96E-01 (1.76E-03)
f2N 5.84E-02 (1.49E-04) 7.45E-03 (2.54E-04) 4.85E-02 (4.03E-04) 4.88E-02 (3.58E-04)
f3N 6.11E-01 (6.25E-03) 6.95E-01 (4.58E-03) 6.40E-01 (1.04E-02) 6.13E-01 (1.05E-02)
f5N 1.17E-01 (3.21E-04) 5.01E-11 (1.41E-09) 7.32E-02 (1.07E-03) 9.38E-02 (9.76E-04)
CiN 1.47E+06 (2.26E+04) 7.08E+05 (1.02E+04) 7.66E+05 (2.10E+04) 1.19E+06 (3.20E+04)
CwN 2.09E+08 (1.89E+07) 3.16E+07 (5.16E+06) 8.78E+06 (7.95E+05) 6.55E+06 (6.03E+05)
CwiN 4.49E+07 (4.60E+07) 6.44E+06 (1.27E+05) 1.51E+07 (4.42E+06) 1.01E+07 (1.45E+06)
hwN 2.99E+02 (1.56E+00) 4.63E+02 (7.79E+00) 2.18E+02 (4.38E+00) 1.99E+02 (5.37E+00)
hwiN 1.20E+02 (9.14E-01) 1.85E+02 (2.06E+00) 8.62E+01 (6.79E-01) 8.66E+01 (9.47E-01)
infN 6.93E+01 (2.36E+00) 1.54E-16 (8.36E-15) 5.11E+01 (1.81E+00) 6.68E+01 (1.88E+00)
UwN 9.90E+03 (2.72E+05) 7.87E+02 (2.49E+04) 3.53E+02 (1.26E+04) 2.74E+02 (9.43E+03)
CfiD 9.90E+08 (9.19E+07) 2.51E+07 (3.30E+06) 1.92E+07 (2.60E+06) 1.20E+08 (1.57E+07)
CfiN 1.13E+08 (4.87E+07) 4.22E+07 (1.33E+07) 6.51E+07 (3.32E+07) 6.30E+05 (3.35E+04)
UfDN 7.84E+01 (8.05E-01) 2.46E+02 (4.61E+00) 1.98E+02 (4.01E+00) 1.38E+02 (1.20E+00)
Ufi 5.60E-04 (6.08E-02) 3.74E-04 (1.90E-02) 3.48E-04 (3.04E-03) 7.61E+03 (1.17E+02)
UfND 2.36E+02 (1.49E+00) 3.08E+02 (6.33E+00) 2.21E+02 (3.53E+00) 3.71E+02 (5.67E+00)
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Table B.8: Grey-box model parameters for thoroughly renovated semi-detached buildings (Ref. 2)
Parameters SD1 SD2 SD3 SD4
Est. (Std.) Est. (Std.) Est. (Std.) Est. (Std.)
abs1ED 3.65E-01 (7.88E-03) 9.61E-01 (3.63E-02) 9.45E-01 (2.91E-02) 2.99E-01 (1.17E-02)
abs1ND 5.46E-01 (3.09E-02) 1.90E+00 (1.24E-01) 7.98E-01 (9.80E-02) 3.52E-01 (2.70E-02)
abs1SD 3.74E-01 (4.50E-03) 1.15E+00 (2.06E-02) 1.04E+00 (1.66E-02) 3.74E-01 (6.07E-03)
abs1WD 3.60E-01 (7.59E-03) 7.90E-01 (3.48E-02) 8.27E-01 (2.92E-02) 3.62E-01 (6.54E-03)
abs2ED 9.80E-01 (2.03E-02) 1.95E+00 (4.27E-02) 1.83E+00 (2.88E-02) 6.75E-01 (1.79E-02)
abs2ND 6.72E-01 (7.82E-02) 1.81E+00 (1.36E-01) 1.22E+00 (8.38E-02) 5.68E-01 (4.00E-02)
abs2SD 8.80E-01 (1.13E-02) 2.26E+00 (2.55E-02) 2.10E+00 (1.74E-02) 6.93E-01 (9.19E-03)
abs2WD 9.67E-01 (2.00E-02) 1.91E+00 (4.29E-02) 1.77E+00 (3.08E-02) 7.76E-01 (1.02E-02)
abs3ED 5.30E-01 (2.74E-01) 2.60E-01 (2.72E-01) 5.37E-01 (2.38E-01) 2.30E-01 (9.56E-02)
abs3ND 4.45E-04 (8.55E-03) 2.42E-08 (1.41E-05) 1.12E-07 (6.95E-06) 6.79E-01 (1.58E-01)
abs3SD 7.99E-02 (1.53E-01) 5.09E-01 (1.19E-01) 3.41E-01 (1.33E-01) 1.87E-01 (3.60E-02)
abs3WD 5.15E-01 (2.71E-01) 2.12E-07 (1.01E-04) 5.91E-02 (2.27E-01) 4.84E-01 (4.71E-02)
abs4ED 6.07E-01 (7.18E-03) 7.99E-01 (1.65E-02) 9.88E-01 (1.56E-02) 6.16E-01 (1.22E-02)
abs4ND 7.06E-02 (2.65E-02) 7.39E-08 (6.66E-06) 3.12E-07 (1.27E-05) 5.67E-01 (3.09E-02)
abs4SD 5.61E-01 (4.25E-03) 9.49E-01 (9.77E-03) 1.14E+00 (9.37E-03) 6.88E-01 (6.88E-03)
abs4WS 5.83E-01 (7.51E-03) 7.90E-01 (1.58E-02) 9.94E-01 (1.59E-02) 7.23E-01 (7.53E-03)
abs5ED 5.77E-02 (7.74E-03) 6.46E-01 (1.27E-02) 5.60E-01 (1.11E-02) 1.73E-01 (1.15E-02)
abs5ND 2.38E-01 (3.07E-02) 9.05E-09 (3.13E-06) 6.18E-10 (5.93E-08) 1.57E-01 (2.83E-02)
abs5SD 7.76E-02 (4.21E-03) 7.90E-01 (7.62E-03) 6.76E-01 (6.24E-03) 1.81E-01 (6.08E-03)
abs5WD 3.80E-02 (7.57E-03) 6.25E-01 (1.23E-02) 5.50E-01 (1.14E-02) 1.34E-01 (6.69E-03)
f1D 6.57E-02 (1.83E-04) 7.70E-02 (7.19E-04) 6.96E-02 (7.65E-04) 5.32E-02 (2.19E-04)
f2D 1.62E-01 (4.46E-04) 1.47E-01 (9.40E-04) 1.36E-01 (8.93E-04) 1.14E-01 (4.64E-04)
f3D 7.12E-01 (1.12E-02) 7.33E-01 (5.48E-03) 7.72E-01 (5.12E-03) 7.22E-01 (2.04E-03)
f4D 9.58E-02 (1.67E-04) 6.14E-02 (3.24E-04) 7.13E-02 (4.60E-04) 1.03E-01 (2.93E-04)
f5D 6.81E-03 (1.63E-04) 5.01E-02 (2.47E-04) 4.37E-02 (2.84E-04) 2.67E-02 (1.98E-04)
CflD 2.67E+08 (1.46E+08) 9.92E+08 (4.73E+07) 1.48E+07 (2.57E+05) 8.55E+06 (6.75E+04)
CiD 2.59E+06 (7.33E+04) 2.99E+06 (5.63E+04) 3.53E+06 (5.49E+04) 1.80E+06 (1.29E+04)
CwD 3.15E+07 (6.54E+05) 4.41E+07 (1.06E+06) 3.17E+07 (1.08E+06) 6.74E+06 (7.85E+04)
CwiD 1.05E+07 (1.91E+05) 2.63E+07 (3.70E+05) 2.50E+07 (2.50E+05) 9.90E+06 (4.96E+04)
hwD 1.80E+02 (6.62E-01) 3.81E+02 (2.57E+00) 2.79E+02 (2.52E+00) 1.09E+02 (4.38E-01)
hflD 1.51E+02 (6.09E-01) 1.74E+02 (1.14E+00) 2.19E+02 (1.30E+00) 1.57E+02 (5.10E-01)
hwiD 3.13E+02 (2.01E+00) 5.16E+02 (3.29E+00) 4.61E+02 (2.36E+00) 2.59E+02 (7.65E-01)
infD 1.76E+02 (4.30E+00) 2.54E+02 (2.98E+00) 2.72E+02 (2.13E+00) 1.22E+02 (3.40E-01)
UflD 2.44E+02 (6.41E+01) 2.54E+02 (2.50E+02) 7.62E+01 (1.42E+00) 5.45E+01 (6.48E-01)
Uwd 7.09E+02 (4.12E+04) 7.35E+02 (4.61E+04) 3.25E+02 (1.73E+04) 4.63E+01 (5.52E+03)
abs1EN 5.90E-01 (2.61E-02) 2.49E-12 (1.19E-10) 2.02E-01 (7.91E-02) 4.35E-02 (4.69E-02)
abs1NN 1.40E-06 (9.08E-07) 1.60E-11 (6.82E-10) 6.29E-07 (4.52E-05) 5.64E-01 (7.68E-02)
abs1SN 6.97E-01 (1.59E-02) 2.51E-01 (5.03E-02) 7.77E-01 (4.03E-02) 6.57E-01 (2.32E-02)
abs1WN 7.66E-01 (2.60E-02) 9.17E-01 (1.01E-01) 6.54E-01 (6.29E-02) 9.73E-01 (1.78E-02)
abs2EN 1.12E+00 (3.20E-02) 4.16E-01 (2.70E-02) 2.35E-01 (1.24E-02) 8.77E-01 (3.46E-02)
abs2NN 5.27E-01 (1.22E-01) 5.70E-01 (6.49E-02) 3.09E-01 (4.13E-02) 5.05E-01 (7.05E-02)
abs2SN 9.54E-01 (1.89E-02) 3.20E-01 (1.41E-02) 1.76E-01 (7.18E-03) 1.02E+00 (1.91E-02)
abs2WN 9.57E-01 (3.06E-02) 3.64E-02 (6.15E-03) 1.30E-01 (1.12E-02) 7.47E-01 (1.45E-02)
abs3EN 8.05E-01 (9.31E-02) 7.16E-06 (5.18E-05) 2.53E-01 (1.58E-01) 1.78E-01 (6.90E-02)
abs3NN 2.24E-10 (3.59E-10) 5.76E-10 (1.95E-08) 4.23E-12 (4.10E-10) 1.24E-16 (1.98E-14)
abs3SN 4.11E-07 (3.54E-07) 1.21E-05 (1.89E-04) 2.49E-02 (8.94E-02) 2.02E-02 (3.56E-02)
abs3WN 5.24E-01 (8.68E-02) 2.37E-16 (1.70E-14) 1.14E-01 (1.42E-01) 3.53E-01 (3.18E-02)
abs5EN 3.37E-01 (1.47E-02) 8.54E-01 (5.61E-02) 5.25E-01 (3.51E-02) 4.65E-01 (2.23E-02)
abs5NN 5.56E-02 (6.21E-02) 1.94E+00 (1.40E-01) 1.00E+00 (1.14E-01) 6.37E-01 (4.47E-02)
abs5SN 3.25E-01 (7.62E-03) 6.58E-01 (2.95E-02) 3.09E-01 (1.98E-02) 5.45E-01 (1.25E-02)
abs5WN 2.93E-01 (1.38E-02) 2.44E-12 (1.18E-10) 2.59E-01 (3.23E-02) 3.73E-01 (9.46E-03)
f1N 1.19E-01 (2.57E-04) 9.43E-02 (4.23E-03) 2.31E-01 (2.38E-03) 1.19E-01 (8.89E-04)
f2N 1.63E-01 (3.16E-04) 7.45E-03 (2.54E-04) 4.85E-02 (4.03E-04) 1.20E-01 (7.20E-04)
f3N 6.55E-01 (4.00E-03) 6.95E-01 (4.58E-03) 6.40E-01 (1.04E-02) 7.05E-01 (2.05E-03)
f5N 5.50E-02 (1.31E-04) 5.01E-11 (1.41E-09) 7.32E-02 (1.07E-03) 5.62E-02 (3.95E-04)
CiN 1.76E+06 (1.69E+04) 7.08E+05 (1.02E+04) 7.66E+05 (2.10E+04) 2.10E+06 (1.06E+04)
CwN 5.33E+07 (1.55E+06) 3.16E+07 (5.16E+06) 8.78E+06 (7.95E+05) 4.73E+06 (9.05E+04)
CwiN 1.32E+07 (5.33E+05) 6.44E+06 (1.27E+05) 1.51E+07 (4.42E+06) 2.08E+07 (9.01E+05)
hwN 4.37E+02 (1.76E+00) 4.63E+02 (7.79E+00) 2.18E+02 (4.38E+00) 2.74E+02 (2.68E+00)
hwiN 5.59E+02 (2.35E+00) 1.85E+02 (2.06E+00) 8.62E+01 (6.79E-01) 2.84E+02 (2.25E+00)
infN 1.30E+02 (2.14E+00) 1.54E-16 (8.36E-15) 5.11E+01 (1.81E+00) 9.19E+01 (3.44E-01)
UwN 2.29E+03 (9.90E+04) 7.87E+02 (2.49E+04) 3.53E+02 (1.26E+04) 1.89E+02 (3.07E+04)
CfiD 9.84E+08 (1.41E+08) 2.51E+07 (3.30E+06) 1.92E+07 (2.60E+06) 9.96E+08 (1.83E+07)
CfiN 9.73E+08 (9.96E+07) 4.22E+07 (1.33E+07) 6.51E+07 (3.32E+07) 9.94E+08 (2.81E+07)
UfDN 6.31E+01 (6.51E-01) 2.46E+02 (4.61E+00) 1.98E+02 (4.01E+00) 8.64E+01 (4.44E-01)
Ufi 1.51E+02 (2.43E+02) 3.74E-04 (1.90E-02) 3.48E-04 (3.04E-03) 1.29E-03 (2.44E-01)
UfND 1.47E+02 (9.69E-01) 3.08E+02 (6.33E+00) 2.21E+02 (3.53E+00) 1.19E+02 (1.38E+00)
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Table B.9: Grey-box model parameters for thoroughly renovated terraced buildings (Ref. 2)
Parameters T1 T2 T3 T4
Est. (Std.) Est. (Std.) Est. (Std.) Est. (Std.)
abs1ED 2.15E-01 (4.69E-03) 1.42E-01 (8.02E-03) 1.28E-01 (2.44E-03) 1.18E-01 (1.95E-03)
abs1ND 3.53E-01 (1.81E-02) 3.99E-01 (2.10E-02) 1.31E-01 (8.23E-03) 9.76E-02 (6.23E-03)
abs1SD 2.21E-01 (2.32E-03) 2.21E-01 (4.73E-03) 1.11E-01 (1.35E-03) 9.65E-02 (1.06E-03)
abs1WD 1.77E-01 (4.22E-03) 1.46E-01 (4.46E-03) 1.09E-01 (2.40E-03) 1.16E-01 (1.91E-03)
abs2ED 1.16E+00 (1.67E-02) 9.93E-01 (4.62E-02) 8.92E-01 (1.06E-02) 1.01E+00 (1.11E-02)
abs2ND 1.17E+00 (5.66E-02) 2.05E+00 (1.12E-01) 7.23E-01 (3.55E-02) 6.79E-01 (3.22E-02)
abs2SD 1.10E+00 (9.03E-03) 1.10E+00 (2.51E-02) 7.63E-01 (6.07E-03) 8.34E-01 (6.35E-03)
abs2WD 1.02E+00 (1.51E-02) 1.16E+00 (2.63E-02) 8.28E-01 (1.05E-02) 1.08E+00 (1.18E-02)
abs3ED 5.54E-01 (2.05E-01) 5.53E-01 (1.07E-01) 2.73E-01 (8.12E-02) 2.42E-01 (4.11E-02)
abs3ND 2.09E-01 (3.27E-01) 1.57E-01 (1.93E-01) 3.02E-07 (1.09E-05) 2.05E-10 (7.50E-09)
abs3SD 7.58E-02 (1.25E-01) 1.87E-01 (4.14E-02) 4.96E-02 (3.31E-02) 1.79E-06 (3.05E-05)
abs3WD 4.93E-01 (2.04E-01) 2.88E-01 (5.23E-02) 4.72E-07 (3.57E-06) 2.81E-29 (7.74E-27)
abs4ED 5.18E-01 (5.34E-03) 4.33E-01 (1.54E-02) 3.00E-01 (3.46E-03) 3.07E-01 (3.29E-03)
abs4ND 1.25E-01 (1.92E-02) 2.31E-07 (1.25E-05) 1.36E-01 (1.12E-02) 1.05E-01 (9.88E-03)
abs4SD 4.85E-01 (3.04E-03) 3.37E-01 (8.27E-03) 2.52E-01 (1.97E-03) 2.49E-01 (1.88E-03)
abs4WS 4.42E-01 (5.29E-03) 3.97E-01 (8.82E-03) 2.79E-01 (3.49E-03) 3.26E-01 (3.43E-03)
abs5ED 2.02E-01 (4.34E-03) 2.56E-01 (9.36E-03) 2.02E-01 (3.42E-03) 2.02E-01 (3.27E-03)
abs5ND 4.65E-02 (1.50E-02) 8.74E-08 (2.19E-06) 2.47E-07 (9.07E-06) 1.22E-08 (5.32E-07)
abs5SD 2.09E-01 (2.39E-03) 2.23E-01 (4.90E-03) 1.90E-01 (1.78E-03) 1.88E-01 (1.77E-03)
abs5WD 1.78E-01 (4.24E-03) 2.20E-01 (5.13E-03) 1.98E-01 (3.32E-03) 2.34E-01 (3.29E-03)
f1D 3.68E-02 (1.60E-04) 2.33E-02 (1.38E-04) 3.03E-02 (2.01E-04) 2.63E-02 (2.08E-04)
f2D 1.81E-01 (5.44E-04) 1.64E-01 (7.39E-04) 2.07E-01 (9.59E-04) 2.31E-01 (1.29E-03)
f3D 7.27E-01 (9.52E-03) 7.40E-01 (1.90E-03) 7.34E-01 (4.23E-03) 7.18E-01 (4.12E-03)
f4D 7.81E-02 (1.89E-04) 5.35E-02 (2.51E-04) 6.41E-02 (2.97E-04) 6.43E-02 (3.74E-04)
f5D 3.38E-02 (1.27E-04) 4.77E-02 (1.41E-04) 5.38E-02 (2.04E-04) 5.27E-02 (2.79E-04)
CflD 2.83E+08 (1.18E+06) 1.58E+07 (7.68E+05) 6.11E+06 (9.22E+04) 8.40E+06 (1.16E+05)
CiD 1.88E+06 (4.41E+04) 1.42E+06 (1.26E+04) 1.27E+06 (2.28E+04) 1.62E+06 (3.79E+04)
CwD 1.58E+07 (3.80E+05) 7.04E+06 (1.04E+05) 5.46E+06 (9.73E+04) 4.02E+06 (5.56E+04)
CwiD 1.36E+07 (2.59E+05) 2.08E+07 (2.77E+05) 2.20E+07 (3.03E+05) 3.73E+07 (5.22E+05)
hwD 8.94E+01 (3.69E-01) 7.75E+01 (3.27E-01) 5.67E+01 (2.73E-01) 5.91E+01 (2.82E-01)
hflD 1.17E+02 (3.99E-01) 1.19E+02 (7.23E-01) 8.87E+01 (3.89E-01) 1.11E+02 (4.84E-01)
hwiD 2.91E+02 (1.42E+00) 3.84E+02 (2.44E+00) 2.99E+02 (1.17E+00) 4.01E+02 (1.58E+00)
infD 1.50E+02 (2.43E+00) 1.45E+02 (4.15E-01) 1.00E+02 (6.19E-01) 9.38E+01 (4.57E-01)
UflD 3.07E+02 (1.95E+01) 3.92E+02 (9.40E+00) 5.29E+01 (5.76E-01) 4.90E+01 (5.02E-01)
Uwd 3.64E+02 (1.76E+04) 1.26E+02 (1.30E+04) 6.21E+01 (6.06E+03) 3.29E+01 (4.29E+03)
abs1EN 4.08E-01 (2.08E-02) 8.80E-08 (7.02E-07) 2.96E-01 (1.35E-02) 2.72E-01 (1.05E-02)
abs1NN 5.86E-07 (7.99E-05) 4.97E-08 (3.91E-07) 8.22E-07 (4.21E-06) 3.63E-07 (6.61E-07)
abs1SN 4.75E-01 (1.29E-02) 4.99E-08 (4.42E-07) 2.97E-01 (7.16E-03) 2.88E-01 (6.80E-03)
abs1WN 5.01E-01 (1.95E-02) 6.21E-01 (2.60E-02) 3.20E-01 (1.25E-02) 3.95E-01 (1.17E-02)
abs2EN 1.60E+00 (4.61E-02) 1.79E+00 (6.99E-02) 1.20E+00 (2.56E-02) 1.16E+00 (2.27E-02)
abs2NN 6.45E-01 (1.52E-01) 1.30E+00 (1.25E-01) 4.81E-01 (8.15E-02) 3.60E-01 (1.03E-01)
abs2SN 1.44E+00 (2.54E-02) 1.88E+00 (2.87E-02) 9.43E-01 (1.39E-02) 9.37E-01 (1.13E-02)
abs2WN 1.36E+00 (4.32E-02) 9.08E-01 (3.22E-02) 9.85E-01 (2.42E-02) 1.29E+00 (3.26E-02)
abs3EN 8.01E-01 (8.28E-02) 1.96E-08 (1.64E-07) 3.31E-01 (6.82E-02) 4.46E-01 (5.24E-02)
abs3NN 8.22E-09 (2.21E-06) 3.58E-08 (3.44E-07) 1.65E-06 (9.41E-06) 3.19E-06 (7.27E-06)
abs3SN 1.36E-07 (3.01E-05) 8.94E-07 (1.05E-05) 1.35E-06 (8.40E-06) 1.94E-07 (9.29E-07)
abs3WN 2.43E-01 (8.50E-02) 2.88E-01 (5.03E-02) 3.15E-02 (6.64E-02) 1.15E-06 (6.67E-06)
abs5EN 2.23E-01 (1.05E-02) 2.79E-01 (1.47E-02) 1.71E-01 (4.11E-03) 2.15E-01 (6.82E-03)
abs5NN 2.88E-07 (5.00E-05) 5.28E-01 (3.37E-02) 1.52E-01 (1.40E-02) 1.80E-01 (2.17E-02)
abs5SN 2.31E-01 (5.99E-03) 3.04E-01 (8.14E-03) 1.35E-01 (2.27E-03) 1.77E-01 (2.85E-03)
abs5WN 1.99E-01 (1.06E-02) 1.47E-01 (6.46E-03) 1.33E-01 (4.03E-03) 2.38E-01 (5.65E-03)
f1N 7.71E-02 (2.37E-04) 7.05E-02 (8.25E-04) 7.41E-02 (3.33E-04) 7.05E-02 (3.95E-04)
f2N 2.24E-01 (5.94E-04) 1.96E-01 (9.76E-04) 2.33E-01 (7.28E-04) 2.29E-01 (8.33E-04)
f3N 6.44E-01 (4.60E-03) 6.99E-01 (2.29E-03) 6.11E-01 (5.54E-03) 6.15E-01 (5.86E-03)
f5N 3.52E-02 (1.20E-04) 2.90E-02 (1.57E-04) 3.06E-02 (1.08E-04) 4.12E-02 (1.68E-04)
CiN 2.06E+06 (2.12E+04) 2.23E+06 (1.74E+04) 1.47E+06 (2.11E+04) 1.62E+06 (2.58E+04)
CwN 5.78E+07 (2.91E+06) 1.62E+07 (8.21E+05) 9.76E+06 (4.76E+05) 4.01E+06 (1.64E+05)
CwiN 2.03E+07 (9.37E+05) 4.30E+07 (1.49E+06) 3.58E+07 (1.89E+06) 4.21E+07 (3.13E+06)
hwN 3.21E+02 (1.60E+00) 2.71E+02 (3.11E+00) 1.84E+02 (1.44E+00) 1.83E+02 (1.86E+00)
hwiN 7.95E+02 (4.44E+00) 7.24E+02 (4.11E+00) 5.74E+02 (2.73E+00) 6.09E+02 (3.48E+00)
infN 1.05E+02 (2.02E+00) 1.11E+02 (6.90E-01) 4.97E+01 (1.02E+00) 4.54E+01 (7.56E-01)
UwN 2.87E+03 (6.02E+04) 8.47E+02 (2.55E+04) 2.81E+02 (1.82E+04) 1.55E+02 (1.54E+04)
CfiD 9.89E+08 (4.30E+08) 9.60E+07 (1.67E+07) 4.76E+06 (1.74E+05) 1.23E-01 (6.16E-04)
CfiN 1.13E+07 (3.19E+06) 9.98E+08 (2.03E+06) 1.11E+05 (3.66E+03) 1.89E+08 (6.24E+07)
UfDN 3.74E+01 (3.91E-01) 4.61E+01 (2.95E-01) 4.96E+01 (5.75E-01) 4.29E+01 (5.96E-01)
Ufi 2.50E+01 (3.03E+01) 1.82E+03 (2.87E+02) 3.10E+03 (1.10E+01) 5.21E+02 (1.85E+02)
UfND 9.66E+01 (9.78E-01) 1.01E+02 (7.90E-01) 6.86E+01 (1.90E+00) 1.01E+02 (6.31E-01)
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Table B.10: Theoretic parameters for original detached buildings
modelparameters D1 D2 D3 D4 D5
abs1ED 1.29E+00 1.31E+00 1.09E+00 9.80E-01 7.17E-01
abs1ND 1.49E+00 1.28E+00 9.87E-01 8.74E-01 7.89E-01
abs1SD 1.69E+00 1.71E+00 1.37E+00 1.15E+00 9.82E-01
abs1WD 1.23E+00 1.31E+00 1.17E+00 1.01E+00 5.78E-01
abs2ED 2.57E+00 2.61E+00 2.18E+00 1.96E+00 1.43E+00
abs2ND 2.99E+00 2.56E+00 1.97E+00 1.75E+00 1.58E+00
abs2SD 3.38E+00 3.42E+00 2.73E+00 2.29E+00 1.96E+00
abs2WD 2.46E+00 2.61E+00 2.34E+00 2.01E+00 1.16E+00
abs3ED 1.69E-01 2.18E-01 1.95E-01 1.80E-01 1.27E-01
abs3ND 1.96E-01 2.14E-01 1.77E-01 1.61E-01 1.40E-01
abs3SD 2.21E-01 2.86E-01 2.45E-01 2.11E-01 1.74E-01
abs3WD 1.62E-01 2.18E-01 2.10E-01 1.85E-01 1.02E-01
abs4ED 7.86E-01 9.50E-01 1.02E+00 7.87E-01 5.43E-01
abs4ND 9.13E-01 9.30E-01 9.19E-01 7.02E-01 5.98E-01
abs4SD 1.03E+00 1.24E+00 1.27E+00 9.22E-01 7.45E-01
abs4WS 7.52E-01 9.50E-01 1.09E+00 8.08E-01 4.38E-01
abs5ED 8.47E-01 8.18E-01 6.38E-01 6.78E-01 5.67E-01
abs5ND 9.84E-01 8.01E-01 5.78E-01 6.05E-01 6.24E-01
abs5SD 1.11E+00 1.07E+00 7.99E-01 7.94E-01 7.77E-01
abs5WD 8.11E-01 8.18E-01 6.85E-01 6.97E-01 4.57E-01
f1D 4.55E-02 4.43E-02 4.26E-02 4.27E-02 4.23E-02
f2D 9.09E-02 8.85E-02 8.52E-02 8.55E-02 8.46E-02
f3D 8.06E-01 8.07E-01 8.08E-01 8.08E-01 8.07E-01
f4D 2.78E-02 3.22E-02 3.97E-02 3.43E-02 3.21E-02
f5D 2.99E-02 2.77E-02 2.49E-02 2.96E-02 3.35E-02
CflD 1.49E+07 1.41E+07 1.62E+07 1.54E+07 1.21E+07
CiD 1.94E+06 1.83E+06 2.12E+06 2.01E+06 2.43E+06
CwD 8.90E+07 3.16E+07 2.85E+07 2.31E+07 2.03E+07
CwiD 3.31E+07 3.44E+07 3.10E+07 3.41E+07 2.62E+07
hwD 8.61E+02 5.56E+02 3.76E+02 5.03E+02 3.48E+02
hflD 4.27E+02 4.03E+02 4.66E+02 4.42E+02 4.70E+02
hwiD 8.76E+02 6.06E+02 5.46E+02 6.00E+02 6.94E+02
infD 2.70E+02 2.72E+02 2.34E+02 2.13E+02 1.88E+02
UflD 1.21E+02 1.14E+02 7.54E+01 6.16E+01 4.94E+01
Uwd 1.11E+03 6.31E+02 2.65E+02 1.30E+02 8.79E+01
abs1EN 1.11E+00 1.29E+00 1.22E+00 9.83E-01 6.78E-01
abs1NN 1.29E+00 1.27E+00 1.11E+00 8.76E-01 7.46E-01
abs1SN 1.46E+00 1.69E+00 1.53E+00 1.15E+00 9.28E-01
abs1WN 1.07E+00 1.29E+00 1.31E+00 1.01E+00 5.46E-01
abs2EN 4.12E-01 3.95E-01 3.21E-01 2.92E-01 2.05E-01
abs2NN 4.79E-01 3.87E-01 2.91E-01 2.61E-01 2.26E-01
abs2SN 5.41E-01 5.17E-01 4.02E-01 3.42E-01 2.81E-01
abs2WN 3.94E-01 3.95E-01 3.45E-01 3.00E-01 1.65E-01
abs3EN 7.09E-02 8.65E-02 7.54E-02 7.05E-02 4.99E-02
abs3NN 8.23E-02 8.47E-02 6.82E-02 6.29E-02 5.49E-02
abs3SN 9.30E-02 1.13E-01 9.44E-02 8.26E-02 6.83E-02
abs3WN 6.78E-02 8.65E-02 8.09E-02 7.24E-02 4.02E-02
abs5EN 8.30E-01 7.56E-01 5.75E-01 6.19E-01 5.20E-01
abs5NN 9.64E-01 7.41E-01 5.20E-01 5.52E-01 5.72E-01
abs5SN 1.09E+00 9.90E-01 7.20E-01 7.25E-01 7.12E-01
abs5WN 7.94E-01 7.56E-01 6.17E-01 6.36E-01 4.19E-01
f1N 9.18E-02 1.02E-01 1.11E-01 1.00E-01 9.33E-02
f2N 3.40E-02 3.12E-02 2.93E-02 2.98E-02 2.83E-02
f3N 8.06E-01 8.07E-01 8.07E-01 8.07E-01 8.07E-01
f5N 6.84E-02 5.97E-02 5.24E-02 6.30E-02 7.16E-02
CiN 2.09E+06 1.58E+06 1.33E+06 1.73E+06 1.47E+06
CwN 2.12E+07 7.75E+06 7.44E+06 7.32E+06 8.80E+06
CwiN 5.40E+06 5.63E+06 5.07E+06 5.57E+06 4.09E+06
hwN 5.52E+02 4.78E+02 2.08E+02 1.93E+02 5.02E+02
hwiN 1.43E+02 9.90E+01 8.92E+01 9.81E+01 1.08E+02
infN 1.76E+02 1.54E+02 1.16E+02 1.00E+02 1.08E+02
UwN 8.92E+02 8.26E+02 7.44E+02 7.29E+02 6.44E+01
CfiD 4.18E+06 2.54E+07 2.10E+07 2.78E+07 3.17E+07
CfiN 4.18E+06 2.54E+07 2.10E+07 2.78E+07 3.17E+07
UfDN 7.03E+02 6.35E+02 5.49E+02 6.96E+02 9.88E+02
Ufi 3.51E+02 3.17E+02 2.74E+02 3.48E+02 4.94E+02
UfND 7.03E+02 6.35E+02 5.49E+02 6.96E+02 9.88E+02
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Table B.11: Theoretic parameters for original semi-detached buildings
modelparameters SD1 SD2 SD3 SD4 SD5
abs1ED 5.03E-01 4.87E-01 4.98E-01 3.07E-01 2.76E-01
abs1ND 5.16E-01 4.93E-01 4.86E-01 3.60E-01 4.52E-01
abs1SD 5.23E-01 5.60E-01 5.67E-01 4.00E-01 4.69E-01
abs1WD 5.10E-01 5.00E-01 4.61E-01 4.49E-01 3.57E-01
abs2ED 1.29E+00 1.22E+00 1.23E+00 7.56E-01 6.82E-01
abs2ND 1.33E+00 1.24E+00 1.20E+00 8.88E-01 1.11E+00
abs2SD 1.35E+00 1.41E+00 1.40E+00 9.87E-01 1.16E+00
abs2WD 1.31E+00 1.26E+00 1.14E+00 1.11E+00 8.82E-01
abs3ED 9.34E-02 1.07E-01 1.08E-01 7.91E-02 1.06E-01
abs3ND 9.60E-02 1.09E-01 1.06E-01 9.28E-02 1.73E-01
abs3SD 9.72E-02 1.24E-01 1.23E-01 1.03E-01 1.80E-01
abs3WD 9.47E-02 1.10E-01 1.00E-01 1.16E-01 1.37E-01
abs4ED 6.43E-01 6.23E-01 6.45E-01 4.79E-01 4.51E-01
abs4ND 6.60E-01 6.32E-01 6.28E-01 5.63E-01 7.37E-01
abs4SD 6.69E-01 7.17E-01 7.33E-01 6.25E-01 7.65E-01
abs4WS 6.51E-01 6.40E-01 5.96E-01 7.02E-01 5.83E-01
abs5ED 6.43E-01 7.34E-01 6.00E-01 4.14E-01 4.11E-01
abs5ND 6.60E-01 7.44E-01 5.85E-01 4.86E-01 6.72E-01
abs5SD 6.69E-01 8.45E-01 6.82E-01 5.40E-01 6.97E-01
abs5WD 6.51E-01 7.54E-01 5.55E-01 6.06E-01 5.31E-01
f1D 3.17E-02 3.07E-02 3.23E-02 3.01E-02 2.87E-02
f2D 8.15E-02 7.71E-02 7.98E-02 7.43E-02 7.08E-02
f3D 8.06E-01 8.07E-01 8.07E-01 8.08E-01 8.11E-01
f4D 4.05E-02 3.92E-02 4.19E-02 4.71E-02 4.68E-02
f5D 4.05E-02 4.62E-02 3.89E-02 4.07E-02 4.27E-02
CflD 1.14E+07 9.85E+06 1.07E+07 1.15E+07 9.02E+06
CiD 1.48E+06 1.64E+06 1.77E+06 1.90E+06 1.42E+06
CwD 3.25E+07 1.26E+07 1.34E+07 8.86E+06 6.99E+06
CwiD 2.00E+07 1.98E+07 1.46E+07 1.30E+07 9.03E+06
hwD 3.14E+02 2.21E+02 1.78E+02 1.92E+02 1.20E+02
hflD 3.26E+02 2.83E+02 3.05E+02 3.29E+02 3.49E+02
hwiD 4.36E+02 3.32E+02 3.22E+02 2.87E+02 2.91E+02
infD 1.72E+02 1.83E+02 1.66E+02 1.42E+02 1.29E+02
UflD 9.26E+01 8.02E+01 4.95E+01 4.59E+01 3.71E+01
Uwd 4.03E+02 2.51E+02 1.25E+02 4.97E+01 3.03E+01
abs1EN 1.17E+00 1.14E+00 1.21E+00 7.83E-01 7.25E-01
abs1NN 1.20E+00 1.16E+00 1.18E+00 9.20E-01 1.19E+00
abs1SN 1.21E+00 1.32E+00 1.37E+00 1.02E+00 1.23E+00
abs1WN 1.18E+00 1.17E+00 1.12E+00 1.15E+00 9.38E-01
abs2EN 1.40E+00 1.28E+00 1.16E+00 8.03E-01 7.77E-01
abs2NN 1.44E+00 1.30E+00 1.13E+00 9.43E-01 1.27E+00
abs2SN 1.46E+00 1.48E+00 1.32E+00 1.05E+00 1.32E+00
abs2WN 1.42E+00 1.32E+00 1.07E+00 1.18E+00 1.00E+00
abs3EN 7.71E-02 9.55E-02 1.10E-01 7.20E-02 8.72E-02
abs3NN 7.92E-02 9.68E-02 1.07E-01 8.45E-02 1.43E-01
abs3SN 8.03E-02 1.10E-01 1.25E-01 9.39E-02 1.48E-01
abs3WN 7.82E-02 9.82E-02 1.02E-01 1.05E-01 1.13E-01
abs5EN 5.31E-01 6.53E-01 6.07E-01 3.77E-01 3.38E-01
abs5NN 5.45E-01 6.62E-01 5.92E-01 4.43E-01 5.52E-01
abs5SN 5.52E-01 7.52E-01 6.90E-01 4.92E-01 5.73E-01
abs5WN 5.38E-01 6.71E-01 5.61E-01 5.52E-01 4.37E-01
f1N 7.34E-02 7.20E-02 7.83E-02 7.70E-02 7.53E-02
f2N 8.83E-02 8.08E-02 7.51E-02 7.89E-02 8.06E-02
f3N 8.05E-01 8.06E-01 8.07E-01 8.07E-01 8.09E-01
f5N 3.34E-02 4.11E-02 3.94E-02 3.70E-02 3.51E-02
CiN 1.95E+06 1.16E+06 9.14E+05 1.34E+06 1.96E+06
CwN 4.77E+07 1.65E+07 1.43E+07 1.27E+07 1.37E+07
CwiN 2.62E+07 2.34E+07 1.36E+07 1.52E+07 1.25E+07
hwN 7.23E+02 5.09E+02 2.59E+02 2.99E+02 4.85E+02
hwiN 5.73E+02 3.91E+02 2.99E+02 3.34E+02 4.03E+02
infN 1.68E+02 1.35E+02 1.01E+02 9.42E+01 1.22E+02
UwN 1.07E+03 7.59E+02 5.64E+02 5.33E+02 7.81E+01
CfiD 2.96E+06 2.43E+07 2.04E+07 2.08E+07 2.06E+07
CfiN 2.96E+06 2.43E+07 2.04E+07 2.08E+07 2.06E+07
UfDN 4.98E+02 6.09E+02 5.33E+02 5.20E+02 6.41E+02
Ufi 2.49E+02 3.04E+02 2.66E+02 2.60E+02 3.21E+02
UfND 4.98E+02 6.09E+02 5.33E+02 5.20E+02 6.41E+02
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Table B.12: Theoretic parameters for original terraced buildings
modelparameters T1 T2 T3 T4 T5
abs1ED 3.32E-01 2.64E-01 1.95E-01 1.64E-01 1.97E-01
abs1ND 3.53E-01 2.36E-01 1.77E-01 1.57E-01 2.36E-01
abs1SD 3.41E-01 2.71E-01 1.83E-01 1.54E-01 2.17E-01
abs1WD 2.99E-01 2.64E-01 2.01E-01 2.00E-01 1.88E-01
abs2ED 1.68E+00 1.79E+00 1.36E+00 1.13E+00 1.28E+00
abs2ND 1.78E+00 1.60E+00 1.23E+00 1.07E+00 1.53E+00
abs2SD 1.72E+00 1.84E+00 1.27E+00 1.06E+00 1.41E+00
abs2WD 1.51E+00 1.79E+00 1.40E+00 1.37E+00 1.22E+00
abs3ED 1.34E-01 1.14E-01 7.83E-02 7.90E-02 1.41E-01
abs3ND 1.43E-01 1.02E-01 7.08E-02 7.53E-02 1.68E-01
abs3SD 1.38E-01 1.17E-01 7.33E-02 7.41E-02 1.55E-01
abs3WD 1.21E-01 1.14E-01 8.08E-02 9.60E-02 1.34E-01
abs4ED 6.46E-01 5.70E-01 3.98E-01 3.74E-01 4.61E-01
abs4ND 6.87E-01 5.10E-01 3.60E-01 3.57E-01 5.52E-01
abs4SD 6.62E-01 5.85E-01 3.73E-01 3.51E-01 5.09E-01
abs4WS 5.80E-01 5.70E-01 4.10E-01 4.54E-01 4.40E-01
abs5ED 6.46E-01 5.70E-01 3.98E-01 7.59E-01 4.61E-01
abs5ND 6.87E-01 5.10E-01 3.60E-01 7.24E-01 5.52E-01
abs5SD 6.62E-01 5.85E-01 3.73E-01 7.13E-01 5.09E-01
abs5WD 5.80E-01 5.70E-01 4.10E-01 9.23E-01 4.40E-01
f1D 1.93E-02 1.60E-02 1.61E-02 1.31E-02 1.55E-02
f2D 9.77E-02 1.08E-01 1.12E-01 9.00E-02 1.01E-01
f3D 8.08E-01 8.07E-01 8.06E-01 8.06E-01 8.11E-01
f4D 5.64E-02 5.17E-02 4.92E-02 4.48E-02 5.45E-02
f5D 3.76E-02 3.45E-02 3.28E-02 6.07E-02 3.64E-02
CflD 8.40E+06 8.27E+06 6.88E+06 7.01E+06 5.52E+06
CiD 1.10E+06 1.08E+06 8.97E+05 9.15E+05 8.68E+05
CwD 1.58E+07 6.25E+06 5.51E+06 3.72E+06 2.98E+06
CwiD 2.05E+07 2.91E+07 2.71E+07 2.44E+07 1.86E+07
hwD 1.53E+02 1.10E+02 7.29E+01 8.09E+01 5.12E+01
hflD 2.41E+02 2.37E+02 1.97E+02 2.01E+02 2.14E+02
hwiD 4.24E+02 4.72E+02 3.75E+02 2.62E+02 2.58E+02
infD 1.44E+02 1.41E+02 1.03E+02 9.48E+01 9.48E+01
UflD 6.84E+01 6.73E+01 3.20E+01 2.80E+01 2.25E+01
Uwd 1.96E+02 1.25E+02 5.14E+01 2.09E+01 1.29E+01
abs1EN 7.20E-01 6.74E-01 4.83E-01 4.32E-01 5.04E-01
abs1NN 7.66E-01 6.03E-01 4.37E-01 4.12E-01 6.03E-01
abs1SN 7.39E-01 6.92E-01 4.53E-01 4.05E-01 5.56E-01
abs1WN 6.47E-01 6.74E-01 4.99E-01 5.25E-01 4.80E-01
abs2EN 2.32E+00 2.23E+00 1.67E+00 1.63E+00 1.74E+00
abs2NN 2.47E+00 1.99E+00 1.51E+00 1.55E+00 2.09E+00
abs2SN 2.38E+00 2.28E+00 1.56E+00 1.53E+00 1.93E+00
abs2WN 2.09E+00 2.23E+00 1.72E+00 1.98E+00 1.66E+00
abs3EN 6.78E-02 6.77E-02 4.51E-02 4.20E-02 6.78E-02
abs3NN 7.21E-02 6.06E-02 4.08E-02 4.00E-02 8.12E-02
abs3SN 6.95E-02 6.95E-02 4.22E-02 3.94E-02 7.49E-02
abs3WN 6.09E-02 6.77E-02 4.65E-02 5.10E-02 6.46E-02
abs5EN 3.26E-01 3.38E-01 2.29E-01 4.04E-01 2.22E-01
abs5NN 3.47E-01 3.03E-01 2.07E-01 3.85E-01 2.66E-01
abs5SN 3.34E-01 3.47E-01 2.15E-01 3.79E-01 2.45E-01
abs5WN 2.93E-01 3.38E-01 2.37E-01 4.90E-01 2.12E-01
f1N 4.19E-02 4.08E-02 3.99E-02 3.45E-02 3.97E-02
f2N 1.35E-01 1.35E-01 1.38E-01 1.30E-01 1.37E-01
f3N 8.04E-01 8.04E-01 8.04E-01 8.03E-01 8.05E-01
f5N 1.90E-02 2.05E-02 1.89E-02 3.23E-02 1.75E-02
CiN 2.17E+06 1.80E+06 1.54E+06 1.86E+06 2.02E+06
CwN 3.51E+07 1.19E+07 1.07E+07 9.33E+06 9.77E+06
CwiN 4.08E+07 4.90E+07 4.69E+07 5.01E+07 3.77E+07
hwN 5.36E+02 4.06E+02 1.93E+02 2.20E+02 3.44E+02
hwiN 1.02E+03 9.54E+02 7.75E+02 7.51E+02 7.37E+02
infN 1.44E+02 1.87E+02 8.94E+01 7.69E+01 1.08E+02
UwN 7.93E+02 6.24E+02 4.12E+02 3.97E+02 5.55E+01
CfiD 2.19E+06 1.78E+07 1.42E+07 3.07E+07 1.38E+07
CfiN 2.19E+06 1.78E+07 1.42E+07 3.07E+07 1.38E+07
UfDN 3.68E+02 4.98E+02 3.70E+02 8.58E+02 4.31E+02
Ufi 1.84E+02 2.49E+02 1.85E+02 4.29E+02 2.15E+02
UfND 3.68E+02 4.98E+02 3.70E+02 8.58E+02 4.31E+02
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Table B.13: Theoretic parameters for mildly renovated detached buildings (Ref. 1)
Parameters D1 D2 D3 D4
abs1ED 6.95E-01 7.06E-01 6.66E-01 7.80E-01
abs1ND 8.08E-01 6.92E-01 6.03E-01 6.96E-01
abs1SD 9.12E-01 9.25E-01 8.34E-01 9.14E-01
abs1WD 6.65E-01 7.06E-01 7.15E-01 8.01E-01
abs2ED 1.39E+00 1.41E+00 1.33E+00 1.56E+00
abs2ND 1.62E+00 1.38E+00 1.21E+00 1.39E+00
abs2SD 1.82E+00 1.85E+00 1.67E+00 1.83E+00
abs2WD 1.33E+00 1.41E+00 1.43E+00 1.60E+00
abs3ED 9.12E-02 1.18E-01 1.19E-01 1.44E-01
abs3ND 1.06E-01 1.15E-01 1.08E-01 1.28E-01
abs3SD 1.20E-01 1.54E-01 1.49E-01 1.68E-01
abs3WD 8.73E-02 1.18E-01 1.28E-01 1.47E-01
abs4ED 4.25E-01 5.13E-01 6.20E-01 6.27E-01
abs4ND 4.93E-01 5.02E-01 5.61E-01 5.59E-01
abs4SD 5.57E-01 6.72E-01 7.76E-01 7.34E-01
abs4WS 4.06E-01 5.13E-01 6.66E-01 6.44E-01
abs5ED 4.58E-01 4.42E-01 3.90E-01 5.40E-01
abs5ND 5.31E-01 4.33E-01 3.53E-01 4.82E-01
abs5SD 6.00E-01 5.78E-01 4.88E-01 6.33E-01
abs5WD 4.38E-01 4.42E-01 4.18E-01 5.55E-01
f1D 4.55E-02 4.43E-02 4.26E-02 4.27E-02
f2D 9.09E-02 8.85E-02 8.52E-02 8.55E-02
f3D 8.06E-01 8.07E-01 8.08E-01 8.08E-01
f4D 2.78E-02 3.22E-02 3.97E-02 3.43E-02
f5D 2.99E-02 2.77E-02 2.49E-02 2.96E-02
CflD 1.49E+07 1.41E+07 1.62E+07 1.54E+07
CiD 1.94E+06 1.83E+06 2.12E+06 2.01E+06
CwD 8.90E+07 3.16E+07 2.85E+07 2.31E+07
CwiD 3.31E+07 3.44E+07 3.10E+07 3.41E+07
hwD 7.40E+02 5.56E+02 3.76E+02 5.03E+02
hflD 2.79E+02 4.03E+02 4.66E+02 4.42E+02
hwiD 5.85E+02 6.06E+02 5.46E+02 6.00E+02
infD 1.25E+02 1.26E+02 1.29E+02 1.34E+02
UflD 1.21E+02 1.14E+02 7.54E+01 6.16E+01
Uwd 1.11E+03 6.31E+02 2.65E+02 1.30E+02
abs1EN 6.02E-01 6.99E-01 7.47E-01 7.83E-01
abs1NN 6.99E-01 6.85E-01 6.76E-01 6.98E-01
abs1SN 7.90E-01 9.15E-01 9.35E-01 9.17E-01
abs1WN 5.76E-01 6.99E-01 8.02E-01 8.04E-01
abs2EN 2.23E-01 2.13E-01 1.96E-01 2.33E-01
abs2NN 2.59E-01 2.09E-01 1.77E-01 2.08E-01
abs2SN 2.92E-01 2.79E-01 2.46E-01 2.73E-01
abs2WN 2.13E-01 2.13E-01 2.10E-01 2.39E-01
abs3EN 3.83E-02 4.67E-02 4.60E-02 5.62E-02
abs3NN 4.45E-02 4.58E-02 4.16E-02 5.01E-02
abs3SN 5.02E-02 6.12E-02 5.76E-02 6.58E-02
abs3WN 3.66E-02 4.67E-02 4.94E-02 5.77E-02
abs5EN 4.48E-01 4.08E-01 3.51E-01 4.93E-01
abs5NN 5.21E-01 4.00E-01 3.18E-01 4.40E-01
abs5SN 5.88E-01 5.35E-01 4.40E-01 5.78E-01
abs5WN 4.29E-01 4.08E-01 3.77E-01 5.07E-01
f1N 4.48E-01 4.08E-01 3.51E-01 4.93E-01
f2N 5.21E-01 4.00E-01 3.18E-01 4.40E-01
f3N 5.88E-01 5.35E-01 4.40E-01 5.78E-01
f5N 4.29E-01 4.08E-01 3.77E-01 5.07E-01
CiN 2.09E+06 1.58E+06 1.33E+06 1.73E+06
CwN 2.12E+07 7.75E+06 7.44E+06 8.71E+06
CwiN 5.40E+06 5.63E+06 5.07E+06 5.57E+06
hwN 4.05E+02 1.82E+02 1.64E+02 1.72E+02
hwiN 9.56E+01 9.90E+01 8.92E+01 9.81E+01
infN 2.47E+01 5.55E+01 5.00E+01 5.36E+01
UwN 2.29E+02 1.89E+02 1.39E+02 1.06E+02
CfiD 4.18E+06 2.54E+07 2.10E+07 2.78E+07
CfiN 4.18E+06 2.54E+07 2.10E+07 2.78E+07
UfDN 5.31E+02 6.35E+02 5.49E+02 6.96E+02
Ufi 2.65E+02 3.17E+02 2.74E+02 3.48E+02
UfND 5.31E+02 6.35E+02 5.49E+02 6.96E+02
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Table B.14: Theoretic parameters for mildly renovated semi-detached buildings (Ref. 1)
Parameters SD1 SD2 SD3 SD4
abs1ED 2.72E-01 2.63E-01 3.04E-01 2.44E-01
abs1ND 2.79E-01 2.67E-01 2.96E-01 2.87E-01
abs1SD 2.83E-01 3.03E-01 3.46E-01 3.18E-01
abs1WD 2.75E-01 2.70E-01 2.81E-01 3.57E-01
abs2ED 6.99E-01 6.61E-01 7.50E-01 6.03E-01
abs2ND 7.18E-01 6.70E-01 7.32E-01 7.07E-01
abs2SD 7.28E-01 7.61E-01 8.54E-01 7.86E-01
abs2WD 7.09E-01 6.80E-01 6.94E-01 8.82E-01
abs3ED 5.05E-02 5.80E-02 6.62E-02 6.30E-02
abs3ND 5.18E-02 5.88E-02 6.45E-02 7.39E-02
abs3SD 5.25E-02 6.67E-02 7.53E-02 8.21E-02
abs3WD 5.11E-02 5.96E-02 6.12E-02 9.22E-02
abs4ED 3.47E-01 3.37E-01 3.93E-01 3.82E-01
abs4ND 3.57E-01 3.41E-01 3.84E-01 4.48E-01
abs4SD 3.61E-01 3.87E-01 4.48E-01 4.98E-01
abs4WS 3.52E-01 3.46E-01 3.64E-01 5.59E-01
abs5ED 3.47E-01 3.96E-01 3.66E-01 3.30E-01
abs5ND 3.57E-01 4.02E-01 3.57E-01 3.87E-01
abs5SD 3.61E-01 4.56E-01 4.16E-01 4.30E-01
abs5WD 3.52E-01 4.07E-01 3.39E-01 4.83E-01
f1D 4.75E-02 4.60E-02 4.85E-02 4.52E-02
f2D 1.22E-01 1.16E-01 1.20E-01 1.11E-01
f3D 7.09E-01 7.10E-01 7.11E-01 7.12E-01
f4D 6.07E-02 5.89E-02 6.28E-02 7.07E-02
f5D 6.07E-02 6.93E-02 5.84E-02 6.10E-02
CflD 1.14E+07 9.85E+06 1.07E+07 1.15E+07
CiD 1.48E+06 1.64E+06 1.77E+06 1.90E+06
CwD 3.25E+07 1.26E+07 1.34E+07 8.86E+06
CwiD 9.99E+06 9.92E+06 7.32E+06 6.52E+06
hwD 2.11E+02 1.58E+02 1.37E+02 1.41E+02
hflD 2.13E+02 1.85E+02 2.00E+02 2.15E+02
hwiD 2.85E+02 2.23E+02 1.80E+02 1.99E+02
infD 8.75E+01 9.13E+01 9.65E+01 9.19E+01
UflD 1.15E+02 9.77E+01 2.55E+01 2.06E+01
Uwd 4.03E+02 2.51E+02 1.25E+02 4.97E+01
abs1EN 5.70E-01 5.82E-01 7.36E-01 5.52E-01
abs1NN 5.86E-01 5.90E-01 7.18E-01 6.48E-01
abs1SN 5.93E-01 6.69E-01 8.37E-01 7.21E-01
abs1WN 5.78E-01 5.98E-01 6.81E-01 8.09E-01
abs2EN 8.48E-01 7.53E-01 7.06E-01 7.53E-01
abs2NN 8.71E-01 7.63E-01 6.89E-01 8.83E-01
abs2SN 8.83E-01 8.67E-01 8.03E-01 9.82E-01
abs2WN 8.60E-01 7.74E-01 6.53E-01 1.10E+00
abs3EN 3.77E-02 4.86E-02 6.70E-02 5.07E-02
abs3NN 3.88E-02 4.93E-02 6.53E-02 5.96E-02
abs3SN 3.93E-02 5.59E-02 7.62E-02 6.62E-02
abs3WN 3.82E-02 4.99E-02 6.20E-02 7.43E-02
abs5EN 2.60E-01 3.32E-01 3.70E-01 2.66E-01
abs5NN 2.67E-01 3.37E-01 3.61E-01 3.12E-01
abs5SN 2.70E-01 3.82E-01 4.21E-01 3.47E-01
abs5WN 2.63E-01 3.41E-01 3.43E-01 3.89E-01
f1N 2.60E-01 3.32E-01 3.70E-01 2.66E-01
f2N 2.67E-01 3.37E-01 3.61E-01 3.12E-01
f3N 2.70E-01 3.82E-01 4.21E-01 3.47E-01
f5N 2.63E-01 3.41E-01 3.43E-01 3.89E-01
CiN 1.95E+06 1.16E+06 9.14E+05 1.34E+06
CwN 4.77E+07 1.65E+07 1.43E+07 1.36E+07
CwiN 2.81E+07 3.07E+07 1.36E+07 2.98E+07
hwN 3.40E+02 2.92E+02 2.35E+02 2.71E+02
hwiN 4.32E+02 2.96E+02 1.67E+02 2.98E+02
infN 5.61E+01 5.00E+01 4.85E+01 5.13E+01
UwN 5.93E+02 2.76E+02 1.55E+02 1.10E+02
CfiD 2.96E+06 2.43E+07 2.04E+07 2.08E+07
CfiN 2.96E+06 2.43E+07 2.04E+07 2.08E+07
UfDN 3.76E+02 4.39E+02 3.81E+02 3.74E+02
Ufi 1.88E+02 2.19E+02 1.91E+02 1.87E+02
UfND 3.76E+02 4.39E+02 3.81E+02 3.74E+02
242 IMPLEMENTATION AND PARAMETERS FOR REDUCED-ORDER BUILDING STOCK MODEL
Table B.15: Theoretic parameters for mildly renovated terraced buildings (Ref. 1)
Parameters T1 T2 T3 T4
abs1ED 1.80E-01 1.43E-01 1.19E-01 1.00E-01
abs1ND 1.91E-01 1.28E-01 1.08E-01 9.56E-02
abs1SD 1.84E-01 1.46E-01 1.12E-01 9.41E-02
abs1WD 1.61E-01 1.43E-01 1.23E-01 1.22E-01
abs2ED 9.07E-01 9.66E-01 8.28E-01 6.87E-01
abs2ND 9.64E-01 8.65E-01 7.49E-01 6.56E-01
abs2SD 9.30E-01 9.92E-01 7.75E-01 6.45E-01
abs2WD 8.15E-01 9.66E-01 8.54E-01 8.35E-01
abs3ED 7.26E-02 6.15E-02 4.78E-02 4.82E-02
abs3ND 7.72E-02 5.51E-02 4.32E-02 4.60E-02
abs3SD 7.44E-02 6.32E-02 4.47E-02 4.52E-02
abs3WD 6.52E-02 6.15E-02 4.93E-02 5.86E-02
abs4ED 3.49E-01 3.08E-01 2.43E-01 2.28E-01
abs4ND 3.71E-01 2.75E-01 2.20E-01 2.18E-01
abs4SD 3.58E-01 3.16E-01 2.27E-01 2.14E-01
abs4WS 3.14E-01 3.08E-01 2.51E-01 2.77E-01
abs5ED 3.49E-01 3.08E-01 2.43E-01 4.64E-01
abs5ND 3.71E-01 2.75E-01 2.20E-01 4.42E-01
abs5SD 3.58E-01 3.16E-01 2.27E-01 4.35E-01
abs5WD 3.14E-01 3.08E-01 2.51E-01 5.63E-01
f1D 2.90E-02 2.40E-02 1.61E-02 1.97E-02
f2D 1.47E-01 1.62E-01 1.12E-01 1.35E-01
f3D 7.12E-01 7.10E-01 8.06E-01 7.09E-01
f4D 5.64E-02 5.17E-02 4.92E-02 4.48E-02
f5D 5.64E-02 5.17E-02 3.28E-02 9.10E-02
CflD 8.40E+06 8.27E+06 6.88E+06 7.01E+06
CiD 1.10E+06 1.08E+06 8.97E+05 9.15E+05
CwD 1.58E+07 6.25E+06 5.51E+06 3.72E+06
CwiD 1.03E+07 1.46E+07 2.71E+07 1.22E+07
hwD 1.53E+02 7.87E+01 7.29E+01 5.93E+01
hflD 2.41E+02 2.37E+02 1.97E+02 1.31E+02
hwiD 2.75E+02 3.11E+02 3.75E+02 2.34E+02
infD 8.08E+01 7.91E+01 7.50E+01 6.88E+01
UflD 2.36E+02 8.64E+01 3.20E+01 5.04E+01
Uwd 1.96E+02 1.25E+02 5.14E+01 2.09E+01
abs1EN 3.89E-01 3.64E-01 2.95E-01 2.63E-01
abs1NN 4.14E-01 3.26E-01 2.67E-01 2.51E-01
abs1SN 3.99E-01 3.74E-01 2.76E-01 2.47E-01
abs1WN 3.50E-01 3.64E-01 3.04E-01 3.20E-01
abs2EN 1.25E+00 1.20E+00 1.02E+00 9.92E-01
abs2NN 1.33E+00 1.08E+00 9.21E-01 9.46E-01
abs2SN 1.29E+00 1.23E+00 9.53E-01 9.31E-01
abs2WN 1.13E+00 1.20E+00 1.05E+00 1.21E+00
abs3EN 3.66E-02 3.66E-02 2.75E-02 2.56E-02
abs3NN 3.90E-02 3.27E-02 2.49E-02 2.44E-02
abs3SN 3.76E-02 3.75E-02 2.58E-02 2.40E-02
abs3WN 3.29E-02 3.66E-02 2.84E-02 3.11E-02
abs5EN 1.76E-01 1.83E-01 1.40E-01 2.46E-01
abs5NN 1.87E-01 1.64E-01 1.27E-01 2.35E-01
abs5SN 1.81E-01 1.88E-01 1.31E-01 2.31E-01
abs5WN 1.58E-01 1.83E-01 1.44E-01 2.99E-01
f1N 1.76E-01 1.83E-01 1.40E-01 2.46E-01
f2N 1.87E-01 1.64E-01 1.27E-01 2.35E-01
f3N 1.81E-01 1.88E-01 1.31E-01 2.31E-01
f5N 1.58E-01 1.83E-01 1.44E-01 2.99E-01
CiN 2.17E+06 1.80E+06 1.54E+06 1.86E+06
CwN 3.51E+07 1.19E+07 1.07E+07 1.00E+07
CwiN 4.50E+07 7.24E+07 4.69E+07 8.07E+07
hwN 2.50E+02 1.80E+02 1.73E+02 1.62E+02
hwiN 6.82E+02 6.19E+02 7.75E+02 6.26E+02
infN 5.78E+01 5.25E+01 5.03E+01 4.48E+01
UwN 4.37E+02 2.05E+02 1.33E+02 8.48E+01
CfiD 2.19E+06 1.78E+07 1.42E+07 3.07E+07
CfiN 2.19E+06 1.78E+07 1.42E+07 3.07E+07
UfDN 2.78E+02 2.98E+02 3.70E+02 5.94E+02
Ufi 1.39E+02 1.49E+02 1.85E+02 2.97E+02
UfND 2.78E+02 2.98E+02 3.70E+02 5.94E+02
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Table B.16: Theoretic parameters for thoroughly renovated detached buildings (Ref. 2)
Parameters D1 D2 D3 D4
abs1ED 6.95E-01 7.06E-01 6.66E-01 7.80E-01
abs1ND 8.08E-01 6.92E-01 6.03E-01 6.96E-01
abs1SD 9.12E-01 9.25E-01 8.34E-01 9.14E-01
abs1WD 6.65E-01 7.06E-01 7.15E-01 8.01E-01
abs2ED 1.39E+00 1.41E+00 1.33E+00 1.56E+00
abs2ND 1.62E+00 1.38E+00 1.21E+00 1.39E+00
abs2SD 1.82E+00 1.85E+00 1.67E+00 1.83E+00
abs2WD 1.33E+00 1.41E+00 1.43E+00 1.60E+00
abs3ED 9.12E-02 1.18E-01 1.19E-01 1.44E-01
abs3ND 1.06E-01 1.15E-01 1.08E-01 1.28E-01
abs3SD 1.20E-01 1.54E-01 1.49E-01 1.68E-01
abs3WD 8.73E-02 1.18E-01 1.28E-01 1.47E-01
abs4ED 4.25E-01 5.13E-01 6.20E-01 6.27E-01
abs4ND 4.93E-01 5.02E-01 5.61E-01 5.59E-01
abs4SD 5.57E-01 6.72E-01 7.76E-01 7.34E-01
abs4WS 4.06E-01 5.13E-01 6.66E-01 6.44E-01
abs5ED 4.58E-01 4.42E-01 3.90E-01 5.40E-01
abs5ND 5.31E-01 4.33E-01 3.53E-01 4.82E-01
abs5SD 6.00E-01 5.78E-01 4.88E-01 6.33E-01
abs5WD 4.38E-01 4.42E-01 4.18E-01 5.55E-01
f1D 6.82E-02 4.43E-02 4.26E-02 4.27E-02
f2D 1.36E-01 8.85E-02 8.52E-02 8.55E-02
f3D 7.09E-01 8.07E-01 8.08E-01 8.08E-01
f4D 4.16E-02 3.22E-02 3.97E-02 3.43E-02
f5D 4.49E-02 2.77E-02 2.49E-02 2.96E-02
CflD 1.49E+07 1.41E+07 1.62E+07 1.54E+07
CiD 1.94E+06 1.83E+06 2.12E+06 2.01E+06
CwD 8.90E+07 3.16E+07 2.85E+07 2.31E+07
CwiD 1.65E+07 3.44E+07 3.10E+07 3.41E+07
hwD 4.31E+02 5.56E+02 3.76E+02 5.03E+02
hflD 2.79E+02 4.03E+02 4.66E+02 4.42E+02
hwiD 5.85E+02 6.06E+02 5.46E+02 6.00E+02
infD 1.25E+02 1.26E+02 1.29E+02 9.41E+01
UflD 3.60E+01 2.76E+01 3.64E+01 4.25E+01
Uwd 7.37E+01 5.58E+01 5.74E+01 7.20E+01
abs1EN 6.02E-01 6.99E-01 7.47E-01 7.83E-01
abs1NN 6.99E-01 6.85E-01 6.76E-01 6.98E-01
abs1SN 7.90E-01 9.15E-01 9.35E-01 9.17E-01
abs1WN 5.76E-01 6.99E-01 8.02E-01 8.04E-01
abs2EN 2.23E-01 2.13E-01 1.96E-01 2.33E-01
abs2NN 2.59E-01 2.09E-01 1.77E-01 2.08E-01
abs2SN 2.92E-01 2.79E-01 2.46E-01 2.73E-01
abs2WN 2.13E-01 2.13E-01 2.10E-01 2.39E-01
abs3EN 3.83E-02 4.67E-02 4.60E-02 5.62E-02
abs3NN 4.45E-02 4.58E-02 4.16E-02 5.01E-02
abs3SN 5.02E-02 6.12E-02 5.76E-02 6.58E-02
abs3WN 3.66E-02 4.67E-02 4.94E-02 5.77E-02
abs5EN 4.48E-01 4.08E-01 3.51E-01 4.93E-01
abs5NN 5.21E-01 4.00E-01 3.18E-01 4.40E-01
abs5SN 5.88E-01 5.35E-01 4.40E-01 5.78E-01
abs5WN 4.29E-01 4.08E-01 3.77E-01 5.07E-01
f1N 4.48E-01 4.08E-01 3.51E-01 4.93E-01
f2N 5.21E-01 4.00E-01 3.18E-01 4.40E-01
f3N 5.88E-01 5.35E-01 4.40E-01 5.78E-01
f5N 4.29E-01 4.08E-01 3.77E-01 5.07E-01
CiN 2.09E+06 1.58E+06 1.33E+06 1.73E+06
CwN 2.12E+07 7.75E+06 7.44E+06 8.71E+06
CwiN 2.70E+06 5.63E+06 5.07E+06 5.57E+06
hwN 3.81E+02 1.82E+02 1.64E+02 1.72E+02
hwiN 9.56E+01 9.90E+01 8.92E+01 9.81E+01
infN 2.47E+01 5.55E+01 5.00E+01 5.36E+01
UwN 6.04E+01 9.53E+01 1.05E+02 9.63E+01
CfiD 4.18E+06 2.54E+07 2.10E+07 2.78E+07
CfiN 4.18E+06 2.54E+07 2.10E+07 2.78E+07
UfDN 5.31E+02 6.35E+02 5.49E+02 5.01E+02
Ufi 2.65E+02 3.17E+02 2.74E+02 2.51E+02
UfND 5.31E+02 6.35E+02 5.49E+02 5.01E+02
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Table B.17: Theoretic parameters for thoroughly renovated semi-detached buildings (Ref. 2)
Parameters SD1 SD2 SD3 SD4
abs1ED 2.72E-01 2.63E-01 3.04E-01 2.44E-01
abs1ND 2.79E-01 2.67E-01 2.96E-01 2.87E-01
abs1SD 2.83E-01 3.03E-01 3.46E-01 3.18E-01
abs1WD 2.75E-01 2.70E-01 2.81E-01 3.57E-01
abs2ED 6.99E-01 6.61E-01 7.50E-01 6.03E-01
abs2ND 7.18E-01 6.70E-01 7.32E-01 7.07E-01
abs2SD 7.28E-01 7.61E-01 8.54E-01 7.86E-01
abs2WD 7.09E-01 6.80E-01 6.94E-01 8.82E-01
abs3ED 5.05E-02 5.80E-02 6.62E-02 6.30E-02
abs3ND 5.18E-02 5.88E-02 6.45E-02 7.39E-02
abs3SD 5.25E-02 6.67E-02 7.53E-02 8.21E-02
abs3WD 5.11E-02 5.96E-02 6.12E-02 9.22E-02
abs4ED 3.47E-01 3.37E-01 3.93E-01 3.82E-01
abs4ND 3.57E-01 3.41E-01 3.84E-01 4.48E-01
abs4SD 3.61E-01 3.87E-01 4.48E-01 4.98E-01
abs4WS 3.52E-01 3.46E-01 3.64E-01 5.59E-01
abs5ED 3.47E-01 3.96E-01 3.66E-01 3.30E-01
abs5ND 3.57E-01 4.02E-01 3.57E-01 3.87E-01
abs5SD 3.61E-01 4.56E-01 4.16E-01 4.30E-01
abs5WD 3.52E-01 4.07E-01 3.39E-01 4.83E-01
f1D 4.75E-02 4.60E-02 4.85E-02 4.52E-02
f2D 1.22E-01 1.16E-01 1.20E-01 1.11E-01
f3D 7.09E-01 7.10E-01 7.11E-01 7.12E-01
f4D 6.07E-02 5.89E-02 6.28E-02 7.07E-02
f5D 6.07E-02 6.93E-02 5.84E-02 6.10E-02
CflD 1.14E+07 9.85E+06 1.07E+07 1.15E+07
CiD 1.48E+06 1.64E+06 1.77E+06 1.90E+06
CwD 3.25E+07 1.26E+07 1.34E+07 8.86E+06
CwiD 6.03E+06 9.92E+06 7.32E+06 6.52E+06
hwD 2.08E+02 1.58E+02 1.37E+02 1.41E+02
hflD 3.26E+02 1.85E+02 2.00E+02 2.15E+02
hwiD 2.85E+02 2.23E+02 2.23E+02 1.99E+02
infD 8.75E+01 9.13E+01 9.65E+01 9.19E+01
UflD 2.75E+01 8.55E+00 1.04E+01 1.03E+01
Uwd 2.69E+01 2.22E+01 2.71E+01 2.76E+01
abs1EN 5.70E-01 5.82E-01 7.36E-01 5.52E-01
abs1NN 5.86E-01 5.90E-01 7.18E-01 6.48E-01
abs1SN 5.93E-01 6.69E-01 8.37E-01 7.21E-01
abs1WN 5.78E-01 5.98E-01 6.81E-01 8.09E-01
abs2EN 8.48E-01 7.53E-01 7.06E-01 7.53E-01
abs2NN 8.71E-01 7.63E-01 6.89E-01 8.83E-01
abs2SN 8.83E-01 8.67E-01 8.03E-01 9.82E-01
abs2WN 8.60E-01 7.74E-01 6.53E-01 1.10E+00
abs3EN 3.77E-02 4.86E-02 6.70E-02 5.07E-02
abs3NN 3.88E-02 4.93E-02 6.53E-02 5.96E-02
abs3SN 3.93E-02 5.59E-02 7.62E-02 6.62E-02
abs3WN 3.82E-02 4.99E-02 6.20E-02 7.43E-02
abs5EN 2.60E-01 3.32E-01 3.70E-01 2.66E-01
abs5NN 2.67E-01 3.37E-01 3.61E-01 3.12E-01
abs5SN 2.70E-01 3.82E-01 4.21E-01 3.47E-01
abs5WN 2.63E-01 3.41E-01 3.43E-01 3.89E-01
f1N 2.60E-01 3.32E-01 3.70E-01 2.66E-01
f2N 2.67E-01 3.37E-01 3.61E-01 3.12E-01
f3N 2.70E-01 3.82E-01 4.21E-01 3.47E-01
f5N 2.63E-01 3.41E-01 3.43E-01 3.89E-01
CiN 1.95E+06 1.16E+06 9.14E+05 1.34E+06
CwN 4.77E+07 1.72E+07 1.43E+07 1.36E+07
CwiN 1.77E+07 1.54E+07 6.81E+06 1.49E+07
hwN 5.84E+02 2.41E+02 1.88E+02 2.21E+02
hwiN 4.32E+02 2.96E+02 2.08E+02 2.98E+02
infN 6.09E+01 5.00E+01 4.85E+01 5.13E+01
UwN 7.18E+01 8.13E+01 8.65E+01 8.89E+01
CfiD 2.96E+06 2.43E+07 2.04E+07 2.08E+07
CfiN 2.96E+06 2.43E+07 2.04E+07 2.08E+07
UfDN 3.76E+02 4.39E+02 3.81E+02 3.74E+02
Ufi 1.88E+02 2.19E+02 1.91E+02 1.87E+02
UfND 3.76E+02 4.39E+02 3.81E+02 3.74E+02
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Table B.18: Theoretic parameters for thoroughly renovated terraced buildings (Ref. 2)
Parameters T1 T2 T3 T4
abs1ED 1.80E-01 1.43E-01 1.19E-01 1.00E-01
abs1ND 1.91E-01 1.28E-01 1.08E-01 9.56E-02
abs1SD 1.84E-01 1.46E-01 1.12E-01 9.41E-02
abs1WD 1.61E-01 1.43E-01 1.23E-01 1.22E-01
abs2ED 9.07E-01 9.66E-01 8.28E-01 6.87E-01
abs2ND 9.64E-01 8.65E-01 7.49E-01 6.56E-01
abs2SD 9.30E-01 9.92E-01 7.75E-01 6.45E-01
abs2WD 8.15E-01 9.66E-01 8.54E-01 8.35E-01
abs3ED 7.26E-02 6.15E-02 4.78E-02 4.82E-02
abs3ND 7.72E-02 5.51E-02 4.32E-02 4.60E-02
abs3SD 7.44E-02 6.32E-02 4.47E-02 4.52E-02
abs3WD 6.52E-02 6.15E-02 4.93E-02 5.86E-02
abs4ED 3.49E-01 3.08E-01 2.43E-01 2.28E-01
abs4ND 3.71E-01 2.75E-01 2.20E-01 2.18E-01
abs4SD 3.58E-01 3.16E-01 2.27E-01 2.14E-01
abs4WS 3.14E-01 3.08E-01 2.51E-01 2.77E-01
abs5ED 3.49E-01 3.08E-01 2.43E-01 4.64E-01
abs5ND 3.71E-01 2.75E-01 2.20E-01 4.42E-01
abs5SD 3.58E-01 3.16E-01 2.27E-01 4.35E-01
abs5WD 3.14E-01 3.08E-01 2.51E-01 5.63E-01
f1D 2.90E-02 1.60E-02 2.41E-02 1.97E-02
f2D 1.47E-01 1.08E-01 1.68E-01 1.35E-01
f3D 7.12E-01 8.07E-01 7.10E-01 7.09E-01
f4D 5.64E-02 5.17E-02 4.92E-02 4.48E-02
f5D 5.64E-02 3.45E-02 4.92E-02 9.10E-02
CflD 8.40E+06 8.27E+06 6.88E+06 7.01E+06
CiD 1.10E+06 1.08E+06 8.97E+05 9.15E+05
CwD 1.58E+07 6.25E+06 5.51E+06 3.72E+06
CwiD 1.03E+07 2.91E+07 1.35E+07 1.22E+07
hwD 1.01E+02 1.10E+02 5.61E+01 8.09E+01
hflD 2.41E+02 4.47E+02 1.29E+02 2.01E+02
hwiD 2.75E+02 4.72E+02 2.60E+02 1.90E+02
infD 8.05E+01 7.91E+01 7.50E+01 6.88E+01
UflD 2.03E+01 1.62E+01 2.05E+01 6.76E+00
Uwd 1.31E+01 1.10E+01 1.11E+01 1.16E+01
abs1EN 3.89E-01 3.64E-01 2.95E-01 2.63E-01
abs1NN 4.14E-01 3.26E-01 2.67E-01 2.51E-01
abs1SN 3.99E-01 3.74E-01 2.76E-01 2.47E-01
abs1WN 3.50E-01 3.64E-01 3.04E-01 3.20E-01
abs2EN 1.25E+00 1.20E+00 1.02E+00 9.92E-01
abs2NN 1.33E+00 1.08E+00 9.21E-01 9.46E-01
abs2SN 1.29E+00 1.23E+00 9.53E-01 9.31E-01
abs2WN 1.13E+00 1.20E+00 1.05E+00 1.21E+00
abs3EN 3.66E-02 3.66E-02 2.75E-02 2.56E-02
abs3NN 3.90E-02 3.27E-02 2.49E-02 2.44E-02
abs3SN 3.76E-02 3.75E-02 2.58E-02 2.40E-02
abs3WN 3.29E-02 3.66E-02 2.84E-02 3.11E-02
abs5EN 1.76E-01 1.83E-01 1.40E-01 2.46E-01
abs5NN 1.87E-01 1.64E-01 1.27E-01 2.35E-01
abs5SN 1.81E-01 1.88E-01 1.31E-01 2.31E-01
abs5WN 1.58E-01 1.83E-01 1.44E-01 2.99E-01
f1N 1.76E-01 1.83E-01 1.40E-01 2.46E-01
f2N 1.87E-01 1.64E-01 1.27E-01 2.35E-01
f3N 1.81E-01 1.88E-01 1.31E-01 2.31E-01
f5N 1.58E-01 1.83E-01 1.44E-01 2.99E-01
CiN 2.17E+06 1.80E+06 1.54E+06 1.86E+06
CwN 3.51E+07 1.19E+07 1.07E+07 1.00E+07
CwiN 4.50E+07 4.86E+07 6.67E+07 8.00E+07
hwN 4.34E+02 2.11E+02 1.73E+02 2.09E+02
hwiN 6.82E+02 9.32E+02 5.40E+02 5.23E+02
infN 5.78E+01 5.25E+01 5.03E+01 4.48E+01
UwN 5.23E+01 4.26E+02 6.35E+01 6.58E+01
CfiD 2.19E+06 1.73E+07 1.42E+07 2.99E+07
CfiN 2.19E+06 1.73E+07 1.42E+07 2.99E+07
UfDN 2.78E+02 4.34E+02 2.65E+02 5.38E+02
Ufi 1.39E+02 2.17E+02 1.32E+02 2.69E+02
UfND 2.78E+02 4.34E+02 2.65E+02 5.38E+02
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