Absfrad-The problem of fusing or combining various estimates to obtain a single good estimate is investigated. Several examples are presented in which virtually any method of fusion fails. Finally, a very general situation is considered and an example is presented in which almost surely exact fusion is always possible.
I n d u Terns-Fusion, distributed estimation, conditional expectation.
In this correspondence we consider the problem of fusion in estimation theory. Our primary concern is directed toward finding a method of fusing or combining a finite number of estimates of a fixed second order random variable X in order to achieve a single "best" estimate of X: Our concern throughout this paper is directed toward minimizing the mean-square error (mse). In this context, for an arbitrary probability space (a, .F,P), we recall [I] that it is necessary to take versions of conditional expectations which are Borel measurable functions of the conditioned random variables, and we d o so throughout the correspondence.
As Example I: Let R = [O, 11, 9 denote the Borel subsets of R, and P denote Lebesgue measure on 9. Let Notice that in Example 2 the observations are Gaussian, and in Example 3 the signal of interest is Gaussian. Further, in Example 4 the signal of interest is Gaussian, the observations are mutually Gaussian, and the problem under consideration is expanded to include fusion of estimates of the form E [ X I O l , where 9 is any nonempty proper subset of the observations. In each case, estimation'of X via fusion is hopeless and even the ubiquitous Gaussian assumption does not alleviate this difficulty. However, as will be shown next, with an appropriate restriction on the observations, almost surely exact fusion is possible.
Let (a, F, P ) be a fixed probability space on which all of the following random variables will be defined, and let n be a positive integer. We will now consider an approach motivated by more practical concerns. The following notation will be used throughout the remainder of this section. Let Y, = X + N,, where X , N l , N,; -., Nn are mutually independent, N, represents additive noise, and X is a second-order random variable representing the signal of interest. As before, we consider the problem of estimating X via some combination of the E[XIY;]'s. Proof: If X is as. equal to a constant, the result is obvious.
Assume that X is not almost surely equal to a constant. Using (1) it immediately follows that a version of the regression func-tion E[XIY; = y] is given by an example was presented that illustrates the utility of this result.
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It now follows that
Notice that the denominator of this expression is positive. Further, the Schwarz inequality, which is a strict inequality since X is not a.s. equal to a constant, implies that the numerator is also 
a s .
; -I = ,
Thus, substitution of this expression for S into (1) provides a Borel measurable function g: R n -+ R such that Hence, Theorem 1 shows that almost surely exact fusion in the setting under consideration is always possible. Notice again that this result holds for any second-order random variable of interest. We next present an example which serves to illustrate the utility of Theorem 1.
Example 5: In the context of Theorem 1, let X = 1 with probability one half and let X = -1 with probability one half.
Then it straightforwardly follows that a version of E[XIY; -yl is given by tanh(y/cr:). Now, fixing this version and adopting the notation used earlier in this section, we have that IV. CONCLUSION We considered the problem of fusion in estimation theory. We presented several examples, using common distributions, in which virtually any method of fusion would be useless in approximating the random variable of interest. Further, we presented a theorem which, for a very general situation, shows that fusion resulting in an almost surely exact approximation is always possible. In particular, this result addressed the situation in which the data consisted of the random variable of interest corrupted by additive Gaussian noise and the random variable of interest could be any second-order random variable. Finally,
