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The two experiments reported in this thesis were motivated by research 
suggesting the role of long-term memory processes in short-term memory span. 
Such findings have cast doubt on the original conceptualisation of the 
phonological loop (Baddeley & Hitch, 1974) and its claim that differences in 
memory span are explicable by variations in articulation rate.  Among 
alternative accounts of short-term memory is the theory of redintegration 
(Hulme, Maughan, & Brown, 1991) which suggests that the degraded traces of 
words are reconstructed by a “redintegrative” process on the basis of long-term 
phonological knowledge. 
 
Experiment 1 sought to investigate the effects of pool familiarity on memory 
span within the framework of a cross-linguistic study of verbal STM. Pool 
familiarity, defined as the knowledge of the stimulus item pool, was expected 
to increase the effectiveness of the process of trace redintegration. Participants 
were 48 undergraduates who were bilingual in English and Malay. Memory 
span was assessed for 2 languages (English and Malay) and types of item 
(words and numbers), at 2 item lengths. There were 2 pool familiarity 
conditions, ‘High Pool Familiarity’ (HPF) and ‘Low Pool Familiarity’ (LPF), 
defined by the training procedure adopted prior to testing. While participants in 
the HPF condition were trained on to-be-tested items prior to the relevant 
memory span task, participants in the LPF condition were trained on items 
outside the testing pools.  
 
vii 
Pool familiarisation was expected to eliminate differences in span between item 
lengths and languages for numbers and words alike, independent of articulation 
rate. Results were generally consistent with this prediction, but item length 
differences in span for numbers were not eliminated in the HPF condition. It is 
argued that the pool familiarisation procedure was inadequate in eliminating 
disparities in information content and lexical competition between item lengths 
for numbers. 
 
Also unexpected was a significant interaction between language and item 
length in the LPF condition, attributable to the unusually low recall of English 
2-syllable words. It is suggested that phonological properties peculiar to these 
words made them more difficult to redintegrate or reconstruct.  
 
Experiment 2 examined if phonological confusability or the degree to which 
words were confusable with other words in the mental lexicon could explain 
the unpredicted interaction effect. Thirty-two of the participants from 
Experiment 1 took part in this follow-up experiment. Participants were 
instructed to list words that sounded similar to each of the words used in the 
word span tasks in Experiment 1. The numbers of similar sounding words listed 
by each participant were then totaled and averaged separately for every 
stimulus set. Results indicated that phonological confusability did not 
significantly predict differences in span and failed to explain the low recall of 
English 2-syllable words in the LPF condition. There is reason to speculate that 
the greater phonological complexity of these words, defined by the presence of 
consonant clusters, made them harder to redintegrate and eventually recall. 
viii 
Among other findings are that articulation rate was not a strong predictor of 
span differences, and that relative language familiarity contributed towards 
language differences in span. 
  
Implications of these and other findings in the study were discussed in relation 
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“There seems to be a presence-chamber in my mind where full 
consciousness holds court, and where two or three ideas are at the 
same time in audience, and an antechamber full of more or less 
allied ideas, which is situated just beyond the full ken of 
consciousness. Out of this antechamber the ideas most nearly allied 
to those in the presence-chamber appear to be summoned in a 
mechanically logical way, and to have their turn of audience...The 
thronging of the antechamber is, I am convinced, altogether 
beyond my control; if the ideas do not appear, I cannot create 
them, nor compel them to come” (Galton, 1883/1951, p. 146). 
 
The distinction between primary and secondary memory reflected 
in the quotation from Galton has since been refined and extended, most 
notably by Waugh and Norman (1965) who redefined primary and 
secondary memory as the temporary and permanent stores of verbal 
information, in that order. Atkinson & Shiffrin (1968) have done likewise 
using more modern terminology. 
 
The present investigation follows in the tradition of recent efforts to re-
establish the role of long-term memory (LTM) in short-term memory (STM) 
span. The experiments reported in this paper seek to assess the LTM 
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contribution towards memory span differences and uncover the mechanisms 
underlying the contribution. 
 
In a classic memory span experiment, participants are presented (either 
auditorily or visually) with a list of items, which they are thereafter required to 
recall in the same order. Such a serial recall test yields a value for “STM span”, 
defined by the maximum list-length that can be immediately recalled in the 
proper sequence.  
 
Ever since Atkinson and Shiffrin’s (1968) modal model proposed 
discrete LTM and STM processes, there have been efforts to describe more or 
less autonomous STM mechanisms to account for limitations in STM span. 
Among theories that have been put forward to account for variations in verbal 
STM span is the phonological loop model, which is located within the larger 
framework of the most-researched model of working memory (Baddeley & 
Hitch, 1975). The phonological loop model comprises an input buffer holding 
spoken information and an articulatory rehearsal process (see Section 1.2). 
Contrary to the prediction advanced by the phonological loop model, that 
articulation rate is able to predict differences in memory span, there has been 
an upsurge of research findings suggesting that articulation rate alone does not 
provide an adequate explanation of differences in memory span. This discovery 
has led to the formulation of theories specifying the role of LTM processes.  
 
Among such theories is the theory of redintegration, originally proposed 
by Hulme, Maughan, and Brown (1991). The theory claims that the cog in the 
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wheel of one’s performance on memory tasks is indeed “redintegration”, the 
process by which decayed traces of words are restored to their original states 
on the basis of phonological long-term knowledge. This effort to incorporate 
LTM processes to explain performance differences on memory tasks, 
particularly immediate serial recall tasks, is indeed timely given the growing 
body of evidence that suggests that STM processes cannot exclusively account 
for differences in memory span between individuals and types of items.   
 
Appealing though the redintegrative account may be, little is known 
about the exact way in which redintegration operates during a serial recall task. 
The experiments presented in this paper seek to investigate the mechanism(s) 
underlying “redintegration” within the framework of a cross-linguistic study of 
verbal STM. The first of these experiments tackles the under-researched effects 
of pool familiarity (i.e. the familiarity with items in a stimulus set) on memory 
span. Such effects often cited in favour of a redintegrative account may hold 
the key to a better understanding of what “redintegration” truly entails. The 
second experiment follows up findings from the first, and seeks to evaluate the 
contribution of “phonological confusability” to memory span. Phonological 
confusability is the extent to which words are confusable with other words in 
the mental lexicon – a concept that has recently appeared in the literature on 
redintegration. 
 
Before assessing the adequacy of the phonological loop model and 
proceeding to consider alternative theories such as the theory of redintegration, 
I review the original working memory model, upon which the phonological 
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loop model is founded, and its current status in light of recent findings 
suggesting a LTM contribution.  
 
1.1 The working memory model 
 
 One of the most prominent multi-component models of short-term 
memory is the working memory model, originally conceived by Baddeley and 
Hitch (1974), an extension of Atkinson and Shiffrin’s (1968) modal model of 
memory.  This model has since comprehensively reviewed, discussed and 
tested since originally proposed, and in consequence amended. For reviews see 
Baddeley and Logie (1999) and for a current formulation see Baddeley (2000).  
As this model to some extent provides the framework within which this thesis 
was planned, a brief summary of the essential points is given below.   
 
The revised model, presented in Figure 1.1, includes an episodic storage 
system that integrates information and adds an interface between the STM sub-
systems and the episodic LTM. The episodic buffer fulfils functions previously 
assumed by the central executive (Baddeley & Hitch, 1974), leaving the central 
executive with a purely attentional role. Apart from adding a fourth component 
to the original model of working memory, Baddeley (2000) has proposed a link 
between the two subsidiary systems (i.e., the phonological loop and the visuo-
spatial sketchpad), and verbal and visual long-term memory. The shaded 
regions correspond to the LTM systems, also referred to as “crystallized 
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Fig. 1.1. The current multi-component model of working memory (adapted 
from Baddeley, 2000). 
 
  
This revised model resuscitates the reciprocal relationship between LTM 
and STM as suggested by Atkinson and Shiffrin (1968) in their model of 
memory, though it was omitted from the original working memory model 
(Baddeley & Hitch, 1974). 
 
Baddeley (2000) asserts that the revised model is better able to account 
for the small but significant effect of visual similarity on verbal STM recall, 
the considerable effect that meaning has on immediate recall, the finding that 
patients with short-term memory deficits do display LTM deficits (e.g. in 
learning a language) after all, as well as other findings suggesting a LTM 




1.2 Trace decay theories and the phonological loop model  
 
The premise that there exists a linear relationship between memory span 
and articulation rate has been extensively assumed in trace decay theories 
(Brown & Hulme, 1995). Trace decay with rehearsal theories attribute 
forgetting to decay instead of interference and posit that our immediate 
memory is limited by a critical period of decay. More specifically, items to be 
remembered remain in our STM for a fixed time interval, during which they 
decay or fade away. This simple assumption, coupled with the resulting 
prediction of linearity in the relation between span and articulation rate, 
accounts for much of the appeal and parsimony of the phonological loop 
component of Baddeley’s model. 
 
The phonological loop comprises two components: a passive 
phonological input store that holds speech-based or phonological information 
and an articulatory rehearsal process, which is based on inner or covert speech 
(see Figure 1.2). 
 
The phonological loop model posits that items to be remembered enter a 
passive phonological store and remain there for approximately 2 seconds after 
which they decay unless they are refreshed or subvocally rehearsed within the 
phonological (or articulatory) loop. The implication is that one can remember 
just about as much as one can say in about 2 seconds (Baddeley, Thomson, & 
Buchanan, 1975). While items that are presented auditorily gain obligatory 
access to the phonological store, items that are presented visually are first 
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translated into speech codes by the articulatory rehearsal process before they 
can be registered into the phonological store. Hence, the articulatory rehearsal 
process serves two main functions: (1) to maintain items within the 
phonological store, and (2) to translate visual information into speech codes for 












































In this model, individuals who rehearse words faster would have higher 
memory spans. Similarly, as far as the word-length effect goes, the span for 
shorter words would be higher than that for longer words since longer words 
typically take a longer time to pronounce. In other words, STM capacity, as 
reflected by the performance on a simple memory span task, can be explained 
in terms of articulation rate.  
 
Among other trace decay models is Brown and Hulme’s (1995) model of 
trace decay without rehearsal. This model posits that decay and redintegration 
8 
(i.e., the reconstruction of partially decayed traces in the STM store) processes 
are able to account for the limit to STM capacity. Brown and Hulme (1995) 
suggest that this simpler model can explain the occurrences of phenomena that 
had previously been viewed as evidence for subvocal rehearsal. Refer to 
Section 1.2.1 for a discussion of this model.  
 
1.2.1 Evaluating the phonological loop model 
 
Support for the model stems from four experimental phenomena namely, 
the phonological similarity effect, the irrelevant speech effect, the word-length 
effect, and the articulatory suppression effect.  
 
The phonological similarity effect, first reported by Conrad and Hull 
(1964), refers to the observation that immediate serial recall performance is 
worse for lists containing items that are similar sounding (e.g. P, T, D or map, 
cap, lap) than for those comprising items that are dissimilar sounding (e.g. F, J, 
R or hip, pen, dog). Presumably, similar sounding words, which are already 
difficult to discriminate, become increasingly similar as they lose their 
discriminative features through decay. This leads to impaired recall of words in 
the memory list. This phenomenon is consistent with Baddeley’s (1986) claim 
that items to be remembered are encoded in the phonological store as speech 
codes or traces. It is, of course also compatible with any theory relying on 
phonological differences as a basis for retrieval 
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The irrelevant speech effect (Salamé & Baddeley, 1982) refers to the 
finding that an incoming stream of irrelevant spoken information, regardless of 
whether it constitutes nonsense syllables or words, during the presentation of a 
memory list, impairs immediate serial recall. The adverse impact of irrelevant 
speech on memory span is only observed when the irrelevant material is 
spoken, indicating that the irrelevant speech effect reflects more than just pure 
distraction (Baddeley, 1996). Irrelevant spoken information, like other spoken 
material, apparently gains obligatory access to the phonological store and 
interferes with the information existing in the store.  
 
The word-length effect, in which shorter words are better recalled than 
longer words, is attributed to differences in the spoken duration of the words.  
Baddeley, Thomson and Buchanan (1975) established that it is not the number 
of syllables in a word that influences recall, but rather the spoken duration of 
the word. In view of this, ‘the word-length effect’ is also termed ‘the word-
duration effect’ (e.g., Lovatt, Avons, and Masterson, 2000). The effect 
seemingly supports the involvement of subvocal rehearsal in the storage and 
maintenance of phonological information in the short-term memory input store.  
 
Numerous studies have demonstrated that differences in memory span 
are well-accounted for by differences in articulation rate, across individuals 
(Baddeley, 1975), materials (Schweickert & Boruff, 1986; Standing, Bond, 
Isely, 1980), age (Hulme, Thomson, Muir & Lawrence, 1984; Roodenrys, 
Hulme, & Brown, 1993) and languages (Elliott, 1992; Ellis & Hennelly, 1980; 
Naveh-Benjamin & Ayres, 1986; Stigler, Lee & Stevenson, 1986). However, in 
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more recent times there have been contradictory findings that cast doubt on the 
adequacy and validity of explanations based on articulatory effects, in 
particular, word-duration arising from subvocal articulation. 
 
Subvocal rehearsal is a critical mechanism in the phonological loop 
account, as the supposed means to refresh items held in the phonological store. 
However, several lines of evidence question whether it is responsible for the 
word-length effect.  
 
Firstly, word-length effects have been demonstrated in patients who are 
unable to articulate (Vallar & Cappa, 1987; Bishop & Robson, 1989). Bishop 
and Robson, who studied children anarthric from birth, reasoned that there is 
some abstract phonological coding in STM, available to people whether they 
can speak normally or not. Baddeley (1986) thought this finding might imply 
that subvocal speech is not entirely dependent on overt speech (hence his 
preference for the term “phonological” instead of “articulatory” when 
describing the loop). However, as Lovatt and colleagues (2000) point out, this 
removes the justification for using memory span-speech rate correlations in 
memory span studies as a way of showing the effect of subvocal rehearsal.  
 
 
Secondly, the refreshment of decayed traces of items need not 
necessarily entail subvocal articulation or overt rehearsal. Brown and Hulme 
(1995) presented a simple model of trace decay without a subvocal rehearsal 
mechanism. In the first of six model simulations, they demonstrated that what 
was previously viewed as evidence for a rehearsal mechanism – in particular, 
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the word-length effect, the lexicality effect, and the linear relation between 
memory span and articulation rate – could be replicated in their model without 
rehearsal. Brown and Hulme also demonstrated the robustness of the linear 
span-rate relationship across a variety of simulated experimental conditions – 
paced versus non-paced recall, differences in recall rate, differences in 
presentation rate, and variations in initial trace strength (or probability of trace 
encoding or registration) – without having to appeal to a rehearsal process. To 
ensure that the observed linear relationship between span and rate was not due 
to the covert effects of other parameters which may be “rehearsal” in disguise, 
they replicated the linear function in the simulation of a model in which there 
was no source of forgetting other than decay. Despite the apparent robustness 
of the linear span-rate function, it was further shown that when the relationship 
between span and rate is considered over a range of item lengths (varying in 
length from 1 to 5 syllables) it fits a nonlinear, polynomial function better. The 
last two model simulations demonstrated that the linear span-rate functions 
observed in all other simulations could be replicated even when information 
loss or forgetting is due to sources other than decay, such as imperfect initial 
trace registration; random, time-independent information loss (Simulation 5); 
and, interference (Simulation 6).  
 
A recent study by Lovatt et al. (2000) compared the memory spans for 
short versus long disyllabic words. Stringent criteria were adopted to maximize 
duration differences (i.e., differences in the time taken to articulate words) and 
to control for word frequency, phonological similarity, the number of 
phonemes, and meaning. Results revealed no difference between the serial 
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recall rates. This failure to find the word-duration effect suggests that 
differences in memory span originally associated with the word-duration effect 
were actually artefacts of item selection (Lovatt et al., 2000). Lovatt et al. 
regard their results as seriously undermining the phonological loop model since 
the word-duration effect has long been viewed as an integral piece of evidence 
for the importance of rehearsal-based processes in a phonological store. 
 
Service (1998) has likewise cast doubt on the adequacy of word duration 
in explaining word length effects. Her research demonstrates that phonological 
complexity, as defined by the presence of different phonemes in adjacent 
positions, is a stronger predictor of word-length effects on memory span than 
word duration. She used Finnish pseudowords for the sole reason that some 
words in Finnish differ from each other only in terms of the duration of a vowel 
or consonant. Long phonemes in such words can be treated as repeated 
phonemes, either containing double vowels or double consonants. She 
constructed three sets of pseudowords: short two-syllable items, long two-
syllable items that differed from the short items only in word duration, and 
long three-syllable items that were constructed by adding one syllable to the 
short items and modifying the items so that they did not contain the short items. 
While the recall rates for the short and long two-syllable words did not differ 
significantly, the long three-syllable pseudowords were significantly more 
difficult to recall than the short pseudowords. This is consistent with what is 
predicted by Caplan, Rochon, and Waters (1992) phonological complexity 
hypothesis which postulates that the word-length effect arises from differences 
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in speech planning rather than overt or subvocal articulation and that speech-
planning times are influenced by the phonological complexity of items. 
 
Articulatory suppression, achieved via the concurrent articulation of 
irrelevant information, impairs immediate serial recall, presumably through the 
suppression of rehearsal. The suppression of rehearsal has been observed to 
interact with the other effects (namely, the effects of phonological similarity, 
irrelevant speech, and word-length) in ways that support of the two-component 
model. Articulatory suppression has been found to eliminate the phonological 
similarity effect but only when items to be remembered are presented visually 
(Baddeley, Lewis, & Vallar, 1984). When items to be remembered are 
presented aurally, the phonological similarity effect survives presumably 
because verbal information gains immediate access into the phonological store. 
This selective effect of articulatory suppression on phonological similarity 
substantiates the claim that visual information cannot enter the phonological 
store unless it is converted into speech-based codes via the rehearsal process. 
Likewise, studies (e.g., Salamé & Baddeley, 1982; Hanley, 1997) have 
demonstrated that the irrelevant speech effect is abolished with concurrent 
articulation when the memory list items are presented visually but not when 
they are presented auditorily. Visually presented information needs to be 
rehearsed in order to gain entry into the phonological store, failing which 
irrelevant speech can have no effect on recall. 
 
While the articulatory suppression effect has long been viewed as 
evidence for the existence of the rehearsal process, the finding that the word-
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length effect is abolished only when suppression occurs both during the 
presentation of the memory list and during written recall (Baddeley et al., 
1984) suggests that articulation rate influences span at the point of recall 
(Avons, Wright, & Pammer, 1994). Although Baddeley and colleagues assert 
that this pattern of results is due to the fact that participants rehearse during 
recall as well, there is no conclusive evidence of it. Furthermore, if rehearsal is 
of importance and is carried out during presentation and recall alike (as 
Baddeley and colleagues claim), why doesn’t the articulatory suppression 
effect affect the word-length effect when articulatory suppression is confined to 
the presentation phase of the experiment? Instead, the pattern of results 
observed seems to indicate that it is some mechanism operating at the recall 
phase (which may not exclusively be subvocal rehearsal), such as Cowan’s 
(1992) account of the output effect – i.e., that redintegrative or reconstruction 
processes occur during inter-item pauses during recall as a means to aid the 
retrieval of decayed traces.  
 
Gupta and MacWhinney (1995), similarly, suggest that the effect of 
articulatory suppression or concurrent articulation need not exclusively reflect 
the operation of articulatory rehearsal processes. Although the findings from 
their study did not rule out the role of articulatory mechanisms, there was a 
significant contribution of two auditory interference components towards the 
detrimental effect of concurrent articulation on span, namely: (1) internal bone 




1.2.2 Effects unexplained by the model 
 
This sub-section reports phenomena that are not readily explained by the 
phonological loop model and suggest a LTM contribution. 
 
Lexicality effect. The lexicality effect is the advantage words have over 
nonwords in immediate serial recall tasks. It challenges the adequacy of 
articulatory processes in explaining variations in memory span. In an 
experiment comparing the span-rate function (derived from the regression of 
memory span on articulation rate) for words against that for nonwords, Hulme, 
Maughan and Brown (1991) found that, while the slopes of the functions were 
similar, their intercepts differed such that the intercept of the function 
involving nonwords was lower. Hulme and colleagues suggest that while the 
slope of the span-rate function represents the contribution of articulatory 
processes to span, the intercept reflects a LTM contribution to span. Hence, the 
observed difference in intercepts between the function for nonwords and that 
for words highlights the need to invoke LTM mechanisms, in addition to 
articulatory processes, to explain differences in span. 
 
Word-frequency effect. The word-frequency effect refers to the superior 
recall of high-frequency words over low-frequency words. Hulme and 
colleagues (1997) found that the difference in memory span between high- and 
low-frequency words remained after statistically controlling for effects of 
speech rate on memory span. Independent studies (cited in Hulme et al., 1997) 
have demonstrated that with articulatory suppression, an experimental control 
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for the effects of speech rate on memory span, memory span remained higher 
for high- rather than for low-frequency words. Together, these findings suggest 
that the word-frequency effect is driven by nonarticulatory processes.  
 
Concreteness effect. This refers to the higher recall rate associated with 
concrete rather than abstract words. Walker and Hulme (1999) observed that, 
while the effect survived the mode of recall (written and spoken) and the 
direction of serial recall (forward and backward recall), it was eliminated in a 
matching-span procedure requiring minimal linguistic output  (in which 
participants were required to judge if two stimulus lists were the same or 
otherwise). This contrasts sharply with the finding that, within the same 
paradigm, the word-length effect remained, so Walker and Hulme (1999) 
suggested that the concreteness effect arises out of processes occurring at the 
output or retrieval stage. They postulate that the concreteness effect arises out 
of the differential access to the semantic representations of concrete and 
abstract words in LTM, which aids recall via the redintegration process (refer 
to Section 1.3.2). 
   
Language differences in memory span. Although past studies (Elliott, 
1992; Ellis & Hennelly, 1980; Naveh-Benjamin & Ayres, 1986; Stigler et al., 
1986) suggest that differences in memory span across languages are well-
explained by differences in articulation rate, contradictory findings in recent 
language-comparison studies have awakened the need to critically re-evaluate 
previous findings.   
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In a study on the effect of language on the relationship between memory 
span and articulation rate, Cheung and Kemper (1993) examined the memory 
spans and articulation rates for Chinese-English bilinguals in both English and 
Chinese. They found that the slope – derived from the regressions of span on 
articulation rate – for Chinese words was significantly greater than that for 
English words in the without-suppression condition. More specifically, the 
span-rate functions for English and Chinese words grew increasingly 
discrepant, with Chinese words showing a larger increment in recall, as 
articulation rate was increased by a fixed amount. To ensure that this language 
effect was not an artefact of language proficiency, Cheung and Kemper 
proceeded to measure the memory spans and articulation rates for English and 
Chinese monolinguals as well. Results indicated that the effect was present for 
these two groups also. Since this effect was abolished through articulatory 
suppression, Cheung and Kemper suggested that rehearsing Chinese words 
might activate some other store that subsequently enhances the recall of 
Chinese words.  
 
Thorn and Gathercole (2001 studied monolingual English adults and 
English-French bilingual adults and found that both the monolingual and 
bilingual participants displayed superior recall rates in their “first language” 
(i.e., their dominant language), irrespective of whether the lists for the 
immediate recall task comprised words or word-like nonwords (i.e. language-
compatible nonwords). This language superiority effect remained even after 
differences in articulation rates were statistically controlled. A second 
experiment assessing the recall performance of native French bilingual 
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participants with and without articulatory suppression confirmed that language-
specific differences in recall rates persisted when subvocal rehearsal was 
experimentally disrupted through articulatory suppression.  
 
However, there are methodological and design issues in Thorn and 
Gathercole’s study that warrant careful examination before any definite 
conclusions can be drawn. Firstly, the participants in the second experiment 
comprised a more restricted group, compared to those involved in the first 
experiment, and it is not clear if the same pattern would have been observed for 
native English adults. Secondly, and of greater significance, the stimuli 
employed for each language in the second experiment constituted only one 
word-length (two-syllable words for English and three-syllable words for 
French). Although stimuli of three different lengths were used in the first 
experiment, the analyses were performed on the data collapsed across all 
syllable lengths. It would have been far more illuminating if language 
differences in recall performance were viewed at each level of word length and 
if cross-language differences in word duration were controlled for where 
necessary (for example when comparing the memory spans between the English 
2-syllable words and the French 3-syllable words), thus allowing for length-
specific language effects (if any) to show up. 
 
A study by De Cruz (2002), in addressing the methodological limitations 
of the above-mentioned studies (by using stimuli comprising concrete nouns 
that were controlled for phonological similarity, semantic similarity, and word 
frequency), found that there was a significant difference in the span-rate 
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functions (derived by regressing memory span scores on articulation rates) 
between two languages namely, English and Malay. To be more precise, the 
slope for Malay words was steeper than that for English words. However, when 
participants were instructed to concurrently articulate irrelevant material (i.e., 
with articulatory suppression), the observed difference in the slopes 
disappeared. Prima facie, these results seem to indicate the triumph of the 
phonological loop model. However, upon closer inspection, one cannot simply 
disregard the initial finding – that there was a significant language difference 
when memory span was regressed against articulation rate – which reflects that, 
assuming the slope of the span-rate function represents the contribution of 
articulatory processes to memory span, there are nonarticulatory processes at 
work as well.  
 
Taken together, the two main findings from the study, in particular the 
presence and absence of a cross-linguistic difference in memory span in the 
without- and with-suppression conditions respectively, could be explained in 
two ways: (1) that the interpretation of the slope of the span-rate function as an 
index of the contribution of articulatory processes is not quite as 
straightforward as traditionally conceived, and (2) that there are nonarticulatory 
processes occurring during recall that are disrupted when articulatory 
suppression is continued throughout the recall period. The first of these 
explanations gathers support from research suggesting that nonarticulatory 
processes may affect articulation rate. For example, Chincotta and Underwood 
(1996) demonstrated that language familiarity was important in determining the 
digit spans of Finnish-Swedish bilinguals – the language of schooling predicted 
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bilingual memory span performance by contributing to articulation rate for 
digits. Such findings clearly render any interpretation of span-rate functions 
complex. The second explanation suggests the involvement of long-term 
processes during retrieval or reconstruction of target information.  
 
Among more conclusive findings from De Cruz’s study are the findings 
that the function for Malay words had a larger intercept than that for English 
words in both with- and without- suppression conditions (Hulme et al., 1991), 
and that both languages reflected large residual memory spans, with average 
values greater than four (cf. Chincotta & Underwood, 1997). These findings 
suggest that factors other than rehearsal contribute to memory span. 
 
It is clear from the studies cited above that there is a conflict between 
the traditional view of the STM and the results of recent research, signalling 
the need to revise our long-held understanding of the underpinnings of STM.  
 
1.3 Alternative accounts of STM suggesting a LTM contribution 
 
There have been various theories of STM – ranging from mathematical 
or computational models (e.g., Brown & Hulme’s model, Burgess & Hitch’s 
network model of the articulatory loop – see Gathercole, 1997, for a thorough 
review of these models) to activation theories (e.g. Cowan’s embedded-
processes model of working memory). A comprehensive discussion of other 
models of STM is presented by Miyake and Shah (1999). For purposes of 
clarity and relevance to the present research, the following sub-sections will be 
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devoted exclusively to two selected accounts addressing shortcomings of the 
phonological loop model.  
 
1.3.1 An embedded-processes model of working memory 
 
Cowan (1988; 1999) presents an embedded processes model of memory 
that specifies additional features and mechanisms while preserving the basic 
assumptions of the working memory model. It posits that working memory 
represents a subset of the LTM that is activated.  
 
While the terms “STM” and “working memory” have hitherto been 
viewed synonymously, Cowan (1995) suggests that STM largely refers to 
activated elements of memory whilst working memory encompasses both 
activated information and central executive processes. Cowan (1988; 1999) 
distinguishes between “activated memory” (or the short-term store) and “focus 
of attention”, both of which constitute working memory, along with LTM 
processes. Information held within the focus of attention represents the subset 
of activated information, which is attended to and resides in consciousness 
(reminiscent of early accounts of memory that distinguished between systems 
of memory on the basis of conscious and unconscious information). Activated 
information, in turn, represents the subset of LTM that is activated.  
 
According to Cowan (1999), while the focus of attention is capacity 
limited (4 ± 1 unconnected chunks), activation is time limited as it is subject to 
decay. The time limit to activation is analogous to the 2-s time limit to short-
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term memory suggested by Baddeley (1986). However, there has been much 
less consensus on the exact time within which activated information fades away 
completely, with studies by Cowan himself (cited in Cowan, 1999) 
demonstrating that activation fades within about 10 to 20s. Cowan (1999) 
suggests that the range of time limits observed across different studies could be 
attributable either to the kind of response required in the memory task or to 
interference. 
 
At the heart of the embedded-processes model are three main 
mechanisms: encoding, maintenance, and retrieval. 
 
Encoding. The encoding of a stimulus entails the activation of an 
amalgam of features upon presentation of the stimulus. Cowan (1999) argues 
that the complete activation of features relevant to the stimulus – leading to a 
stable memory representation – is only achieved if the stimulus is attended to. 
In the event that the stimulus is unattended to, then, activation is only partial 
and the most likely features to be represented are surface or physical features 
rather than semantic features. Cowan’s (1999) review of research on modality-
specific encoding indicates that while speech-based information is activated 
automatically, there are differences in how long such information can last in 
memory depending on the complexity of the information. Furthermore, 
attention has been found to enhance perceptual encoding substantially. In 
contrast to perceptual encoding, complete semantic encoding of unattended 
information has been found to be highly unlikely.  
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Maintenance. Implicit in the concept of maintenance of information in 
working memory is the idea that the thresholds of the various aspects of 
working memory need to be exceeded in order to keep information in an active 
state. Cowan (1999) likens the maintenance of information in the focus of 
attention to the reactivation of information in the phonological store through 
verbal rehearsal, as suggested by the phonological loop model (Baddeley, 
1986). Cowan (1992) proposed a decay and reactivation model detailing a 
nonarticulatory mechanism that is in place during the recall phase to aid recall 
or maintain information within the focus of attention. According to this model, 
the decay of items in STM during recall is offset by the reactivation of items 
during pauses between them (Cowan, 1992). This is illustrated in Figure 1.3. 
 
The claim advanced by the decay and reactivation model gathers support 
from experimental evidence suggesting that the inter-word pause durations in 
the responses of 4-year olds was inversely related to memory span such that 
children with higher spans reflected shorter inter-word pauses than those with 
lower spans (Cowan, 1992) and that 8-year old children displayed shorter inter-
word pauses in their responses than did a younger group of 4-year olds (Cowan 
et al., 1998). These findings have been taken to reflect the importance of inter-
item pauses during retrieval to STM performance. Cowan and colleagues 
(1998) deduce that the “longer silent periods observed in less advanced 
individuals may reflect slower or less efficient retrieval processes, presumably 











Word 1 Word 2 Word 3
Response Interval
Fig. 1.3. Decay and reactivation model (adapted from Cowan, 1992). 
 
Studies by Cowan and colleagues (1994, 1998) have established that 
retrieval processes operating during inter-word pauses are independent of 
covert rehearsal. It has been suggested that the processes operating during 
retrieval may effectively be search or scanning processes (Cowan, 1999). 
 
Retrieval.  According to the embedded-processes model, the retrieval of 
information essentially translates into the successful entry of relevant 
information into the focus of attention (Cowan, 1999). Here, Cowan draws a 
crucial distinction between retrieval from activated memory and retrieval from 
long-term memory.  While the retrieval from LTM is not time limited (except 
when there are certain constraints inherent in the situation wherein recall is 
necessary), the retrieval from activated memory is time-challenged. Once 
activated information fades away leaving no trace, it is unlikely that the 
information can be retrieved unless adequate episodic memory representation is 
available. Retrieval of the same information is further challenged by 
interference from other activated material. The mechanisms that aid recall are 
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the same as the reactivation mechanisms drawn on in the foregoing discussion 
on maintenance.  
 
In addition to its claimed ability to better accommodate recent findings 
that are inconsistent with Baddeley’s (1986) phonological loop account, the 
embedded-processes model of working memory also suggests the use of other 
strategies including chunking and semantic recoding (see Logie, 1996) or 
combinations of strategies – all of which come under the supervision of the 




Among the alternative theories that have sought to explain differences in 
STM recall is Hulme et al.’s (1991) account of the contribution of LTM 
processes to STM performance. As mentioned earlier (Section 1.2.2), Hulme 
and colleagues found that the lexicality effect could not be accounted for in its 
entirety by articulatory processes. More specifically, articulatory processes 
could not explain the difference in the intercepts of the span-rate functions for 
words and nonwords. Hulme and colleagues went on to suggest that while the 
slope of the span-rate function is reflective of the contribution of articulatory 
processes to span, the intercept of the function reflects the contribution of LTM 
processes to span. They further proposed that the lexicality effect occurs 
because nonwords lack LTM representations and hence are harder to recall 
correctly. A second experiment found that after teaching participants the 
English translations of previously unknown Italian words, there were 
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improvements in memory spans. In particular, there was an increase in the 
intercept of the span-rate function for Italian words. Hulme and colleagues 
attributed this finding to the creation of LTM representations for the Italian 
words, indicating their predilection for an account specifying the contribution 
of phonological rather than semantic lexical representations to memory span 
performance. In support for a phonological-based account, subsequent studies 
(Brown & Hulme, 1992; Hulme, Roodenrys, Brown, & Mercer, 1995) 
ascertained that teaching participants the phonological forms of nonwords 
produced similar results. 
 
Hulme and colleagues (1991) are credited with the idea that the recall of 
items is aided by phonological representations of the items in the LTM through 
a process of lexical reconstruction that has come to be known as 
“redintegration”. Redintegration essentially refers to the process by which 
partially decayed traces of words in the STM are reconstructed on the basis of 
pre-existing LTM representations of phonological properties of the words. The 
degraded traces of a memory item serve as cues for retrieval; that is, they are 
used to “resurrect” memory for the whole item. The traces are compared to 
representations of items in the LTM and that which provides the best fit is 
identified as the target item. This process has been likened to pattern 
completion and has been thought to involve processes akin to those of speech 
perception and speech production (Hulme et al., 1997).  
 
In a series of experiments contrasting the serial recall paradigm and the 
serial recognition paradigm, Gathercole, Pickering, Hall, and Peaker (2001) 
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found that the lexicality effect was significantly more pronounced with serial 
recall than with serial recognition. Meanwhile, phonological similarity had 
comparable effects on both paradigms. Gathercole and colleagues reason that 
the serial recognition paradigm, in which participants are presented with two 
lists (separated by a brief interval) and are required to judge if the lists were in 
the same sequence, depends less on LTM support than does serial recall. 
Hence, the pattern of results obtained seems to suggest that the lexicality effect 
stems from the availability (or unavailability, in the case of nonwords) of long-
term memory representations. This blends in well with the redintegrative 
account and gains some support from a neuropsychological study (cited in 
Gathercole et al., 2001) on a patient with left temporal lobe damage who 
displayed intact memory for unfamiliar nonwords but disrupted recall of 
familiar lexical information. When this same patient was tested using the serial 
recognition paradigm, he displayed normal levels of performance with both 
types of material, indicative of the notion that lexical representations are not 
requisite for serial recognition. However, the generality of the findings in 
Gathercole et al’s study are somewhat limited by the use of monosyllabic 
words.  
 
Redintegration has also been said to work better for high- than for low-
frequency words since high-frequency words have long-term phonological 
representations that are more accessible to partially decayed traces of words in 
the STM store (Hulme et al., 1997). This is consistent with Hulme and 
colleagues’ (1997) conjecture that redintegration may be a competitive process 
that is sensitive to differences in frequency. Consequently, high-frequency 
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words are more likely to be successfully reconstructed on the basis of the 
available phonological representations presumably given the relatively greater 
salience these representations lay claim to.  
 
To sum up, the redintegrative process can only assist the recall of items 
when the items have long-term phonological representations to fall back on, 
and the degree to which these representations are accessible influences the 
likelihood that the target items are successfully reconstructed and eventually 
recalled. Redintegration provides a good account of the reactivation process 
occurring during the retrieval phase of an immediate serial recall task. This is 
corroborated by a recent finding indicating that inter-item pause durations 
correlate quite strongly with lexical access measures but not with rehearsal 
measures (Tehan & Lalor, 2000). It appears plausible, then, that during inter-
item pauses partially decayed traces of words are reconstructed on the basis of 
lexical knowledge of those words, stored in LTM. 
 
1.4 Familiarity effects in STM 
 
Among the most salient findings in contemporary research that directly 
implicate the role of the LTM are familiarity effects. In general, familiarity has 
been viewed as a unitary concept, with little effort made to explicitly define 
familiarity and distinguish between the different facets of familiarity. A review 
of relevant research suggests that familiarity can manifest itself generically at 
two levels: lexical and sublexical. At a lexical level, there is item, language, 
and pool familiarity; at a sublexical level, there is phonotactic familiarity. Until 
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recently, much of the research in this area of study has focused on the 
familiarity with memory items (high- vs. low-frequency words), with little 
reference to language, pool and phonological familiarity.  
 
The item familiarity effect, commonly referred to as the word-frequency 
effect, is typically indexed by frequency ratings of words. Analogous to the 
lexicality effect (as described earlier), whereby the memory for words is 
reliably superior to that for nonwords, the suggested reson for this effect is that 
items that are more familiar or predictable have more accessible long-term 
memory representations than less familiar ones (Hulme et al., 1997). This 
explains why more familiar items and words with high frequency ratings are 
more likely to be successfully reconstructed (and ultimately retrieved). 
 
While the conventional interpretation of the word frequency or word 
familiarity effect is that it arises out of item-based redintegration, recent 
research has pointed to the possibility that redintegration need not be a 
phonological, item-based process. On the contrary, it may be an association-
based process. Semantic associations amongst words in the mental lexicon 
could influence memory span in the same way as phonological associations. 
Words located within a rich semantic context present more semantic cues 
which aid memory recall. 
 
The prediction made by the inter-item association account of word 
frequency effects on span is further supported by the pattern of results obtained 
by Hulme, Stuart, Brown, and Morin (2003). While the recall of high-frequency 
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words was superior to that of low-frequency words in pure lists, this advantage 
for high-frequency words was abolished in alternating lists. Error analyses 
indicated that the recall advantage for high-frequency words in pure lists was 
largely due to better item rather than order memory. Similarly, the elimination 
of such an advantage in alternating lists is due to the abolition of the item 
memory advantage for high-frequency words. In short, results indicate that 
differences in recall between high- and low-frequency words in pure lists are 
mediated by differences in the ability to remember item information. The same 
pattern of results was replicated when a larger set of items was employed in a 
second experiment, suggesting that results were not an artefact of repetition 
since closed sets were used in the first experiment. A third experiment 
comparing the recall of words and nonwords revealed that while the recall of 
words was higher than the recall of nonwords in pure lists and the recall of 
nonwords improved greatly in alternating lists, the recall for nonwords 
remained lower than that for words in alternating lists and the recall of words 
was unaffected by the presence of nonwords in alternating lists. This slightly 
different pattern of results indicates that, unlike the word frequency effect, the 
lexicality effect can be interpreted as an item-based effect.  However, Hulme et 
al. have alternatively suggested that the results could be interpreted in terms of 
the absence of associative links between words and nonwords since nonwords 
lack lexical or semantic representations, implying that the recall of words in 
alternating lists is likely to be affected by associative relationships with other 
words in the list. The exact nature of any redintegrative process would 
therefore still seem to be uncertain. 
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Language familiarity is a subject of great interest in cross-linguistic 
studies. Memory performance between languages, especially within bilinguals, 
is dependent to a certain extent on the degree to which the command of one 
language is superior to another. Mentioned in Section 1.2.2, Thorn and 
Gathercole’s (2001) cross-linguistic study on verbal STM established that (1) 
bilinguals displayed a first-language superiority in memory performance 
despite controlling for differences in articulation rates both statistically and 
experimentally (through concurrent irrelevant articulation), and (2) recall 
accuracy in each of two languages (English and French) was closely related to 
its degree of language familiarity, measured by the Mill Hill Vocabulary Scale.  
As is the case with item familiarity, language familiarity is akin to the 
lexicality effect. Thorn and Gathercole suggest that the language familiarity 
effect arises from asymmetries in the availability of long-term knowledge on 
the structure (or phonology) between languages, the availability of which aids 
short-term memory functioning for all items in a given language. A 
consideration of language familiarity is timely given the worldwide increase in 
the number of bilinguals (and even multilinguals) and educational policies in 
several countries (such as Singapore) that require every child of schooling age 
to be fluent in at least two languages (first- and second languages). 
 
The pool familiarity effect is very different. It relates to familiarity with 
items in a stimulus set and rests on the intuition that participants perform better 
when they are exposed repeatedly to stimuli which they will be tested on in a 
recall task, than if they were not exposed to the stimuli prior to testing. It is 
thus conceivable that the effect of pool familiarity on recall emerges rather 
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incidentally, as a result of the experimental protocol employed in most studies 
on immediate serial recall, that is the use of a small pool of stimuli from which 
lists for different trials or list lengths are constructed through sampling with 
replacement. This manner of testing short-term memory unquestionably 
introduces the element of familiarity given the exhaustive repetition of items 
across trials, which ultimately sees later trials increasingly benefiting from the 
knowledge of the items that are included in the stimulus set. A paucity of 
studies that have contrasted this condition, the “closed set condition”, with the 
“open-set condition” wherein the stimulus set encompasses a large pool of 
items that are not repeated across lists, have demonstrated a recall advantage 
for the closed-set condition (cited in Roodenrys & Quinlan, 2000). Roodenrys 
and Quinlan raise two possible explanations for this observed advantage, one of 
which maintains that items are recalled from the episodic LTM, regardless of 
the state of their traces in the STM. The second explanation appeals to the same 
mechanism Hulme and colleagues (1997) believe underlies the word-frequency 
effect: redintegration. The redintegration of degraded traces from the short-
term memory has been construed as a competitive process (see Section 1.3.2) 
that is highly sensitive to frequency and likewise may be sensitive to set size. 
That is to say, the knowledge of which items belong to the stimulus set may 
enable the redintegration process to limit the number of competing items that 
fit the relevant degraded trace (Roodenrys & Quinlan, 2000), hence ensuring a 
higher likelihood of correct recall.  
 
A study by Roodenrys and Quinlan (2000) looking specifically at the 
effects of set size and word frequency on immediate serial recall demonstrated 
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that the set size manipulation (i.e., the closed set vs. open set distinction) only 
worked for low-frequency words. More specifically, there was an advantage in 
the recall of closed sets of words over open sets for low- but not for high-
frequency words. This finding contradicts the first explanation proposed by the 
authors (mentioned in the foregoing paragraph) that items are recalled from the 
episodic LTM since this would predict that the effect of set size for high-
frequency words would be greater, or, at the very least, equivalent to that for 
low-frequency words (Roodenrys & Quinlan, 2000). The absence of a 
significant effect of set size on high-frequency words can instead be 
accommodated by the redintegrative account which reasons that the advantage 
high-frequency words have over low-frequency words, at the very outset, might 
not profit much more from the increased activation of the phonological 
representations of potential candidates in the closed set situation (Roodenrys & 
Quinlan, 2000). Low-frequency words, however, have everything to gain from 
the increased level of activation. 
 
Lastly, the phonotactic familiarity effect constitutes the phenomenon 
wherein more familiar combinations of phonemes (sound units) are more easily 
remembered than less familiar combinations. This effect has been studied 
within the context of experiments looking specifically at the recall of nonwords 
(see Gathercole, Frankish, Pickering, & Peaker, 1999). Gathercole and 
colleagues (1999) demonstrated that children displayed superior recall rates for 
words rather than for nonwords, and, more importantly, for nonwords 
containing biphones and syllables that are more frequent in spoken English 
than those that did not. The latter finding, referred to by Gathercole et al. 
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(1999) as the “phonotactic probability effect”, could not be attributed to 
differences in speeded articulation rates as both the high and low probability 
nonword stimuli reflected equivalent speeded articulation rates. What makes 
this observation so compelling is that the nonwords from the low and high 
probability conditions were matched for phonemic content. To dispel the 
possibility that the lexicality effect could be an artefact of the phonotactic 
probability effect, Gathercole and colleagues further demonstrated that the 
lexicality effect persisted despite matching the word and nonword stimuli for 
biphone probabilities. This finding suggests the operation of two distinct 
processes: a lexical-based one and a phonotactic-based one. Gathercole and 
colleagues favour a redintegration account of these processes, suggesting that 
that lexical and phonotactic or sublexical reconstruction arise out of the use of 
different kinds of long-term knowledge to reconstruct incomplete traces 
whether during storage or retrieval, or both. 
 
While the word frequency, language, and pool familiarity effects have, 
by and large, remained uncontested, the phonotactic familiarity effect has more 
recently been enshrouded in controversy. In particular, a study by Roodenrys 
and Hinton (2002) casts doubt on the lexical-sublexial distinction advanced by 
Gathercole and colleagues. The authors argue that Gathercole et al.’s (1999) 
measure of biphone frequency for nonwords with a consonant-vowel-consonant 
(CVC) structure only considers the frequencies of the first (C1V) and second 
(VC2) biphones, where biphone frequency refers to the number of single-
syllable legitimate words that share the same biphones. Such a way of 
measuring biphone frequency inherently excludes words that share both 
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consonants of any one nonword (i.e., C1 and C2). Roodenrys and Hinton 
suggest, then, that Gathercole et al.’s results may be confounded with 
neighbourhood size – the number of similar sounding words a word or nonword 
(in this case) has – and may instead reflect the role of lexical processes. In 
pursuit of this enquiry, they found that while there was a significant effect of 
neighbourhood size, there was no effect of biphone frequency. While not 
conclusive, these results are in accordance with their contention that the 
“phonotactic probability effect” on the recall of nonwords might reflect the 
operation of a lexical-based process rather than a sublexical one. 
 
From the data accumulated thus far on familiarity effects, there appears 
to be a strong case for the lexical reconstruction of incomplete traces in short-
term memory. The same cannot, however, be said of sublexical reconstruction.  
 
Thus far, this chapter has provided the backdrop for the first of the 
experiments reported in this paper. In particular, it has highlighted the need to 
re-invoke the role of the nonarticulatory factors (plausibly a reflection of the 
involvement of the long-term memory) in immediate memory span.  
 
1.5 Experiment 1 
 
Surprisingly, pool familiarity has largely been left out of the equation 
where the study of STM is concerned. Arguably, it could hold the key to a 
better understanding of STM and could prove a useful tool to investigate 
whether the theory of redintegration in explaining differences in STM span. 
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Pool familiarity is defined as the participants’ familiarity with the pool of items 
used in a memory span task. It is not concerned with whether the items are 
individually familiar to participants; it is concerned with whether participants 
know which items belong to the pool (i.e., the familiarity with the boundaries 
of the pool from which the test items are drawn). Hence, it would be 
worthwhile to survey the effect(s) of pool familiarity on memory span. The 
first experiment reported in this paper examines the concept of pool familiarity 
and its contribution towards span, assessed under various experimental 
conditions. More explicitly, the first experiment seeks to clarify if pool 
familiarity can account differences in span that are left unaccounted for by 
articulation rate.  
 
The methodology employed in the experiments reported in this paper 
rests on the notion that participants who are trained on a limited set of words or 
numbers will become familiar with the set, ultimately leading to improved 
recall of lists drawn from the set. Experiment 1 re-examines this pool 
familiarity effect across different item types (or materials) languages and item 
lengths, under 2 experimental conditions. In one condition, ‘High Pool 
Familiarity’ (HPF), a group of participants was familiarised to the pool of test 
stimuli, prior to each memory span task, using a fixed training procedure. To 
eliminate the possibility that the standardised training procedure itself would 
influence recall and to allow for a direct comparison to be made, another group 
of participants were exposed to a similar training procedure, but this time with 
a limited set of words or numbers that are outside the pool of test stimuli (‘Low 
Pool Familiarity’ or LPF condition). 
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Pool familiarisation, exemplified in the training procedure used in the 
HPF condition, is expected to bridge asymmetries in redintegrative capacities 
(if any) between languages, materials, and item lengths by exposing 
participants to stimuli repeatedly prior to actual testing so that all items are 
more or less equally activated.  
 
The redintegrative capacity of any one category of stimuli, here, refers 
to the extent to which the given type of stimuli can be successfully 
redintegrated. It is expected that different kinds of stimuli may reflect different 
redintegrative capacities on the basis of their salience in the context of other 
related items in the mental lexicon. A well-known example of this is in relation 
to the word frequency effect. If a word has a high frequency, it is expected to 
be more successfully redintegrated than a low-frequency word since it is more 
salient in terms of its representation in the lexicon (Hulme et al., 1997). Less 
salient stimuli, then, are less likely to be redintegrated because they occur in 
the context of other items sharing similar representations that are presumably 
phonological in nature according to the original conceptualisation of 
redintegration as a phonologically based reconstruction process (Hulme et al., 
1991). These differential outcomes of redintegration are purportedly achieved 
via the process of lexical competition by which words that share similar 
features as the decayed traces of the target word compete for recognition and 
eventual output (Roodenrys & Quinlan, 2000). 
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In the present study, familiarising participants with the items they will 
be tested on in the memory span tasks is expected to influence the process of 
lexical competition by limiting the number of potential candidates and 
increasing the salience of memory stimuli. In short, pool familiarisation is 
expected to reduce the amount of lexical competition involved in the recall of 
memory stimuli, the amount being defined here in terms of the number of 
alternatives from which to choose from. The fewer the alternatives, the smaller 
the amount of lexical competition involved during recall. 
 
 
If redintegration (as outlined above) were able to account for the 
remaining variance unaccounted for by articulation rate, one would expect 
differences between languages and between item types to disappear in the HPF 
condition, but not in the LPF condition. If differences persist in the HPF 
condition – between languages and/or between item types – there is evidently 
some other process at work, one independent of pool familiarity, item 
familiarity, and articulation rate.  
 
In short, Experiments 1A and B seek to examine if pool familiarity is 
able to account for a substantial proportion of variance in memory span scores 
for two types of stimuli (words and numbers respectively), between two 
languages (English and Malay) an two item lengths, independent of rehearsal or 
articulation rate. A second aim of the experiment was to ascertain if the effect 
of pool familiarity was similar for both words and numbers, having controlled 
for differences in articulation rate. Although not of primary interest, the role of 
language familiarity will be considered in the present study, in view of its 
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known effect in cross-linguistic studies of this kind. The familiarity with the 
languages examined in this study will be quantified by participants’ self-rated 
proficiency in each language.       
 
These aims arise from previous research. Firstly, there is available 
evidence to suggest that differences in memory span for words between English 
and Malay cannot be accounted for solely by articulation rate (De Cruz, 2002; 
refer to Section 1.2.2). It would thus be worthwhile to see if a similar situation 
is found when pool familiarity is considered. Early cross-linguistic studies on 
memory span (e.g. Ellis & Hennelly, 1980) have been cited in favour of the 
claim advanced by the phonological loop model: that differences in immediate 
memory span can be explained by differences in articulation rate. However, 
most (if not all) of these studies looked specifically at differences in digit span 
between languages, with few investigating word span differences between 
languages. The present study contends that there are fundamental differences 
between the properties of words and numbers, and includes both in the design.    
 
Secondly, the recent study by Roodenrys and Quinlan (2000; refer to 
Section 1.4) re-ignites interest in the concept of pool familiarity. Roodenrys 
and Quinlan reported that the set size manipulation affected high and low 
frequency words differently, such that the set size effect was only obtained for 
low frequency words. They argued that the advantage in recall for low 
frequency words in the closed set condition over the open set condition can be 
attributed to the repeated presentation of words in the closed set which results 
in the priming of phonological representations in the LTM. Priming is assumed 
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to increase the effectiveness of the redintegrative mechanism by limiting the 
number of competing words. The absence of set size effect for high-frequency 
words is purportedly due to the fact that priming fails to benefit the recall of 
these words beyond the pre-existing advantage that these words have in the 
redintegration process. This proposed explanation is an appealing one to 
consider but requires further corroboration since there remains a possibility that 
the observed effects of set size could be due to other influences tied to the 
properties of words introduced by the use of large stimulus sets in the open set 
condition. The first experiment seeks to re-evaluate the effects of priming on 
the recall of highly familiar items of different item lengths, in two languages, 
using a stringent pool familiarisation procedure.     
 
1.5.1 Main predictions 
 
There are several hypotheses made, all of which appeal to an account of 
short-term memory that involves a balance between contributions from 
articulatory and redintegration processes (Cowan, Nugent, Elliott, & Geer, 
2000). The studies reviewed above suggest several variables that affect memory 
span. The effects of some of these variables can be controlled (e.g., articulation 
rate) while those of others can be explicitly tested. The use of a highly familiar 
pool of items allows a test of redintegration effects. 
 
 The difference in the effects of pool familiarity on span between item 
types is not amenable to direct statistical testing, owing to the lack of 
equivalent levels of item length across both item types. The number of 
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syllables in the numbers and words used at the “short” and “long” item lengths 
are not comparable. Item length is included in the design to assess if there is 
more to item length effects than the spoken duration of items. Notwithstanding 
this complication in the design, a comparison can be made between the 
observed effects of pool familiarity on word and number span. .  
 
1.5.1.1 Predictions for word span task 
 
Hypothesis 1: Comparison between languages. Having equated for 
differences in relative language familiarity at the very outset of all analyses, it 
is predicted that the word span difference between languages in the LPF 
condition, though reduced (compared to the size of the observed difference 
before the covariate analysis was undertaken), would persist upon statistically 
controlling for differences in articulation rate. On the other hand, the difference 
between languages in the HPF condition is expected to be nonsignificant upon 
statistically controlling for differences in articulation rates, having already 
equated for differences in relative language familiarity. 
 
The present investigation does not discount the involvement of 
articulation rate in short-term memory span. However, in keeping with the 
literature, it suggests the role of non-articulatory processes in span. In 
particular, this study seeks to test the notion that pool familiarisation eliminates 
those language-related differences (associated with the properties of each 
language) not accounted for by articulation rate and relative language 
familiarity. This can be viewed as support for a redintegrative account. More 
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explicitly, should the language difference in memory span persist in the LPF 
but not in the HPF, a likely explanation would be that asymmetries in the 
redintegrative capacities of the two languages, independent of articulation rate 
and relative language familiarity, are evened out when participants are 
familiarised with the words they are to be tested on. This implies that any 
language effect in the LPF independent of relative language familiarity and 
articulation rate can be traced to differences in the redintegrative capacities of 
the languages, plausibly tied to the varying intensity of lexical competition 
owing to the different properties of words from both languages. 
 
Moreover, De Cruz (2002) found differences in the slope of the span-
rate function for words comparing English and Malay – contrary to what might 
be expected by the phonological loop model. She attributed this result to the 
language and item structures of the two languages. 
 
In the absence of a priori information on articulation rate (and relative 
language familiarity) for the sample of participants concerned, it is not possible 
to predict the direction of the language effect. 
 
Hypothesis 2: Comparison between item lengths. Having statistically 
adjusted for differences in articulation rate, the word length effect is expected 
to be greatly reduced but still present in the LPF condition. However, it is not 
possible to predict the exact nature of the word length effect and the direction 
of the effect, owing to the opposing influences of articulatory and 
redintegration processes. The phonological loop model predicts that memory 
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span would be superior for shorter words and the word length effect disappears 
upon controlling for differences in articulation rate. The redintegrative account, 
on the other hand, predicts a reverse word length effect in that redintegration 
would operate more successfully for longer than shorter words since there are 
more cues for retrieval in the former. 
 
While the word length effect in the HPF condition is expected to be 
significant before articulation rate is entered as a covariate, it is expected to be 
negligible after accounting for differences in articulation rate. Taken together, 
these predictions suggest that articulation rate cannot solely account for 
differences in word length. Instead, it is predicted that pool familiarisation will 
successfully stamp out the impact of the residual effect of redintegrative 
processes on word length, after statistically adjusting for articulation rate 
differences. 
 
1.5.1.2 Predictions for number span task 
 
Hypothesis 3: Comparison between languages.  Predictions made for the 
number span task in relation to the effect of language on memory span scores 
differ from those made for the word span task. More specifically, differences in 
number spans between Malay and English (expected to be present before 
articulation rate is entered as a covariate) are expected to disappear upon 
statistically controlling for differences in articulation rate, irrespective of pool 
familiarity condition. 
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 The predictions advanced in this hypothesis set numbers and words apart 
and hinge on the notion that, unlike word spans, number spans do not vary 
much across languages, having statistically accounted for differences in 
articulation rate. This gathers support from the observation that most studies 
that have demonstrated that differences between languages can be explained by 
articulation rate variations involve numbers rather than words. It is plausible, 
then, that articulation rate is able to predict differences in memory span for 
numbers but not for words; hence the predictions made in Hypothesis 3. 
 
Hypothesis 4: Comparison between item lengths. The hypothesis made 
in relation to item length for number span parallels that made for word span. 
After statistically accounting for differences in articulation rates, the mean 
difference in memory spans between short and long numbers, irrespective of 
language, will be significant albeit reduced in the LPF but nonsignificant in the 
HPF condition. 
 
1.5.1.3 Predicted effects of pool familiarisation and relative language 
familiarity 
  
Hypothesis 5: Effect of pool familiarisation. One of the expected 
outcomes of familiarising participants with a pool of stimuli is an increase in 
the strength of representations of the stimuli. The present study seeks to 
evaluate if this proposed effect of pool familiarisation would be comparable for 
words and numbers. It is postulated that the effect of pool familiarisation will 
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be different for words and for numbers such that the improvement in span due 
to pool familiarisation would be greater for numbers than for words. 
 
This could be explained by the relatively less distinctive representation 
that multi-digit numbers have, as compared to the words. While the meaning is 
more or less constant across numbers, the same cannot be said for words. More 
specifically, each word has a distinctive meaning and conjures a unique visual 
image, both of which aid recall. On the other hand, numbers are unidimensional 
in that they vary only in numerosity. They lack the distinctiveness and rich 
semantic connectivity that words benefit from, in recall tasks. While pool 
familiarisation is expected to strengthen the activations of the long-term 
memory representations of words and numbers alike and reduce lexical 
competition effects, it is hypothesised to have greater effect on numbers since 
the multi-digit numbers used in this experiment are likely to have less 
distinctive, weaker representations to begin with. This prediction is consistent 
with what might be expected by the redintegrative account and is in line with 
the observed finding by Roodenrys and Quinlan that the effect of repeated 
presentation of words only benefited low-frequency words, which presumably 
have weaker phonological representations than high-frequency words. 
 
Given that the recall of words is determined by the complex interplay of 
a variety of factors (less applicable to numbers) – such as word and language 
familiarity, and meaning – it is further expected that the effect of pool 
familiarisation would be less predictable for words than for numbers. In all, the 
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effect of pool familiarisation on memory span is expected to be more evident 
and greater for numbers than for words.  
 
Hypotheses 6 & 7: Effect of language familiarity. The effect of language 
familiarity (or rather, relative language familiarity, as it is operationalised) is 
expected to take root primarily in the difference in memory span for words 
between languages. Its effect on the recall of numbers, on the other hand, is 
expected to be negligible. These predictions are based largely on the rather 
robust observation that language differences in digit span are reducible to 
differences in articulation rate (see Elliott, 1992) as well as evidence (e.g., De 
Cruz, 2002) suggesting that there are language differences in the slope of the 
span-rate function for words. A proportion of the variability in word span 
scores between languages, unaccounted for by articulation rate, is likely to be 
attributable to differences in language familiarity, as indexed by differences in 
the availability of long-term knowledge between languages (Thorn & 
Gathercole, 2001), presumably arising from different experiences with the 
languages. 
 
Hypothesis 6a: Differences in language familiarity will 




Hypothesis 6b: Having controlled for articulation rate 
differences, the mean difference in memory 
spans for words between Malay and English in 
each pool familiarity condition will be smaller 
after (as compared to before) differences in 
relative language familiarity are considered. 
 
The exact nature of the effect relative language familiarity has on 
memory span for words in each pool familiarity condition is not predicted but 
the effect is expected to be more straightforward in the HPF than in the LPF 
condition since the former presents a more controlled and contrived testing 
situation wherein inherent differences in span are likely to be equalised through 
the pool familiarisation procedure. On the contrary, any effect that relative 
language familiarity has on span in the LPF condition is likely to be less clear-
cut given the range of other influences that are expected to be at work in this 
experimental condition.  
 
Hypothesis 7: The effect of relative language familiarity will 










EXPERIMENTS 1A AND 1B:  
POOL FAMILIARITY EFFECTS IN STM 
 
This chapter reports two experiments, Experiments 1A and 1B, which 
were run as a single procedure. Although the methodology was consistent 
across both experiments, the results of analyses performed on data from the 







Forty-eight undergraduates (39 females, 9 males) from the National 
University of Singapore volunteered to participate in this study either to earn a 
token of $5 or, in the case of psychology students, for course credits. The 
participants ranged in age from 19 to 27 years (M = 20 years 10 months). All 
participants were Malay-English bilinguals. Twelve participants who produced 
extreme scores on two aspects of familiarity were dropped from analyses, 








A 2 (Pool Familiarity – HPF/LPF) x 2 (Language – Malay/English) x 2 
(Item type – words/numbers) x 2 (Item length – short or long: 2 or 3 syllables 
for words/2 or 3 full-form digits for numbers) mixed design was employed, 
with pool familiarity (i.e., the degree to which participants were familiar with 
the pools of items that they were to be tested on) as a between-subjects factor 
and the others as within-subjects factors. The orders in which language, item 
length, and item type were presented to participants were counterbalanced. 
 
Dependent variables were memory span and speeded articulation rate, 
measured in that order, and a measure of bilingualism – relative language 
familiarity. The latter was derived from two self-ratings reflecting participants’ 
comfort, on a scale of 1 (not at all comfortable) to 10 (very comfortable), using 
the English and Malay languages respectively. More specifically, the measure 
of relative language familiarity was obtained by subtracting each participant’s 
self-rating for Malay from that for English. Hence, the resultant construct of 





The pool of stimuli for the word and number span tasks used in both 
pool familiarity conditions comprised 8 familiar Malay words at each of the 
two word lengths, 8 numbers in Malay at each of the two number lengths, and 
their respective English equivalents (stimulus sets are presented in Appendix 
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A). In a similar manner, additional stimuli were selected for the pseudo-
training sessions that participants in the LPF condition had to undergo (see 
Appendix B). Training sets for the HPF condition were identical to the actual 
stimulus sets used for the span tasks.  Computer management of audio 
recordings of memory lists was adopted. The presenter of these audio-recorded 
lists was a Malay-English bilingual who was competent in both languages.  
 
In the absence of a Malay frequency database, to ensure that only 
familiar words were included as stimuli, two- and three-syllable words were 
selected from the concrete Malay noun vocabulary taught in local primary 
schools. English equivalents of these words formed the initial pool of stimuli 
for English. To minimize confounding variables, these 2- and 3-syllable words 
from each language were controlled for phonological similarity, word 
frequency and semantic similarity. A pool of independent judges comprising 
two university graduates and two linguistic experts (a Malay language teacher 
and an English language teacher, both from a top secondary school in 
Singapore) – all of whom were bilingual in Malay and English – rated the 
Malay and English words for familiarity, phonological similarity and semantic 
similarity. Words that were rated phonologically similar or semantically similar 
to other words in the original pool of words, and those that had familiarity 
ratings of less than 5 on a scale of 1 (Not at all familiar) to 7 (Very familiar) 
were eliminated from the pool of words so as to arrive at the final pool of 
words, with the additional constraint that no two words in any one stimulus set 
shared the same initial letter. It should be noted, however, that it was 
unavoidable that many Malay 3-syllable words had endings that sounded 
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similar since most polysyllabic Malay words end with the ‘a’ or ‘an’ suffix. As 
a manipulation check, participants in this experiment were presented with a 
questionnaire, after each experimental session, requiring them to rate the 
familiarity of all the words included in the word span tasks and training 
sessions.  
 
Two- and 3-digit numbers used in the number span tasks and the training 
sessions were also chosen with the aim of reducing potential confounds. While 
these numbers were randomly picked, care was taken to exclude numbers with 
repeated digits (e.g., 77), those ending with ‘teen’ or ‘belas’ in Malay (e.g., 
19), those with digit reversals (e.g. if 69 is included in the stimulus set, 96 will 
be automatically excluded from the stimulus set), and those with the digits ‘1’ 
(since numbers ending with ‘teen’ or ‘belas’ in Malay were excluded) or ‘0’ 
(since single-digit numbers were excluded); the principal rule governing the 
random selection of numbers being equal representation (i.e., every digit from 
‘two’ to ‘nine’ showed up the same number of times across all the stimuli).    
 
Lists for testing memory span were generated from the various pools of 
stimuli prior to the start of the experiment. For the first trial at any item length 
and from any given pool of stimuli, items were sampled randomly without 
replacement. For subsequent trials, items were first selected randomly from the 
remaining items until all remaining items were represented in the list. 
Thereafter, the same procedure was adopted to either complete the list or to 
generate lists for the next list length. This way of sampling ensures more or 
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less equal representation of items and equal spacing between the reappearance 
of an item and its previous appearance.   
 
For each language, the stimuli for the speeded articulation rate task 
comprised pairs of words drawn randomly from the original pool of 16 words 
and 16 numbers used in the memory span tasks at two item lengths. Four pairs 
of items (numbers and words alike) were drawn from each stimulus set 
employed in the actual memory span tasks across languages. Each pair of 
words (or numbers) was displayed clearly on a strip of white paper, for 
participants to read-off during the articulation rate tasks. A stopwatch and an 
audio-cassette recorder were used to record and measure participants’ 
articulation rates for the various stimuli. 
 
Questionnaires were administered to participants at the end of each 
experimental session, with the objective of obtaining: (1) demographic 
information (in particular participants’ age and gender), (2) self-ratings of 
participants’ comfortability using the English and Malay languages, (3) 
strategies used by participants to help them recall memory lists in the word and 
number span tasks, (4) ratings of the speaker’s competence in presenting the 
word and number lists, and (5) ratings of participants’ familiarity with the 
words used in the experiment. Refer to Appendices C and D for the sets of 
questionnaires administered to participants after the memory tasks for English 





Participants were expected to attend two one-to-one sessions, a week 
apart. Each session entailed the measurement of the participant’s memory spans 
and articulation rates in several conditions. The language in which memory 
spans and articulation rates were assessed differed between the two sessions 
and was randomly assigned to participants. Each session lasted approximately 
45 minutes.  
 
Memory span task. Participants were randomly assigned to one of two 
conditions, HPF or LPF. Participants in the HPF condition were familiarised 
with the stimulus sets to be employed in the actual memory span tasks by 
presenting the items in each stimulus set to them in a preset order repeatedly 
until their free recall level for the whole stimulus set reached five out of the 8 
items in the memory list. As a control, participants in the LPF condition were 
familiarised, to the same criterion, with a set of items other than those used in 
the actual span tasks. A maximum of five familiarisation trials were allowed, 
and all participants reached criterion within five trials. Thus, Low and High 
pool familiarity conditions received equivalent stimulus exposure, and 
differences in the number of training trials were not great as between longer 
and shorter items. 
  
After every training session, participants in both sessions were presented 
with the memory span task. Each participant’s memory span was assessed four 
times. Separate memory span tasks involved the recall of words at each of two 
item lengths while the other will involve the recall of full-form numbers (i.e., 
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the full spoken form of numbers) at each of two item lengths. Memory span 
was assessed using the extensively-used (e.g. Goh & Pisoni, 2003) Wechsler 
Adult Intelligence Scale method of increasing the list length by one item so 
long as at least one of two of the memory lists presented at a given list length 
are successfully recalled. In this experiment, the memory span tasks for words 
began with three items for the shorter item length and with two items for the 
longer item length whilst the memory span tasks for numbers began with two 
items for the shorter item length and with one item for the longer item length. 
This distinction was made in view of the anticipated greater difficulty in 
recalling multi-digit numbers compared to multi-syllabic words.  
 
The scoring procedure for memory span tasks varied appropriately with 
the list length at which testing commenced, as outlined in the preceding 
paragraph. For word span at the shorter item length, participants were credited 
with 2 points initially, plus 0.5 of a point for each successful recall of a list. 
For word span at the longer item length, participants were credited with 1 point 
initially, plus 0.5 of a point for each successful recall. For number span at the 
shorter item length, participants were credited with 1 point initially, plus 0.5 of 
a point for each successful recall. For number span at the longer item length, 
participants were awarded with 0.5 of a point for each successful recall of a 
list. 
 
Speeded articulation rate task. For the speeded articulation rate task, 
participants were presented with the four pairs of items drawn randomly from 
each stimulus set and instructed to read each pair of words (or numbers) aloud 
55 
consecutively, as fast as possible, 10 times. Participants’ responses during this 
task were recorded on an audio-cassette recorder and the time taken to 
complete the task was measured using a stopwatch. The mean time taken to 
read one pair of words at each word-length level was then converted to the 
number of items articulated per second. This method of assessing and scoring 
articulation rate is an established one, used extensively in short-term memory 




     2.2.1 Preliminary analyses 
 
This sub-section reports results from preliminary analyses conducted on 
all memory span data provided by all 48 participants, irrespective of type of 
task, to check that the methodology employed in Experiment 1 was safe from 
confounding variables. An alpha level of .05 was used for all statistical tests 
used in this study. 
 
Speaker’s competence in presenting memory lists. As a manipulation 
check, participants were required to rate, on a scale of 1 (Not at all competent) 
to 5 (Very competent), the presenter’s competence in delivering the memory 
lists (refer to Appendices C and D). A paired samples t-test determined that the 
speaker was just as competent in presenting the lists in English (M = 3.90, SD 
= .75) as in Malay (M = 4.00, SD = .58), t (47) = -.89, p = .38. In addition to 
this, the mean ratings are high, hence eliminating concerns that results could be 
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attributed to either incoherent speech or differences in the speaker’s 
competence in presenting the lists in English and Malay. 
 
Word familiarity ratings and relative language familiarity. Mean word 
familiarity ratings (indicated beside words listed in Tables A1 and B1 – 
presented in Appendices A and B respectively) for words used in Experiment 
1A (including those used in the training sessions for the Low Pool Familiarity 
condition) averaged across word familiarity ratings provided by the 48 
participants, indicate that all the words used in Experiment 1A have ratings 
above 5, reflecting that all were highly familiar words. Nonetheless, the 
relatively lower ratings observed for Malay 3-syllable words used in both 
training conditions deserve attention. Two-way analyses of variance 
(ANOVAs), specifying language and item length as factors, were undertaken to 
ascertain if language differences in mean familiarity ratings for the stimulus 
sets, employed in the word span tasks and during the training phase in the low 
pool familiarity condition, were statistically meaningful.  
 
A two-way ANOVA on familiarity ratings of words used in the memory 
span tasks revealed a significant effect of item length, F(1, 47) = 26.84, p < 
.001, partial η2 = .36 but no significant effect of language (p = .17). Of 
particular interest, however, was the significant Language x Item Length 
interaction effect, F (1, 47) = 13.32, p < .005, partial η2 = .22. Follow-up 
analyses determined that there was a significant effect of language at the level 
of 3-syllable words, F (1, 47) = 6.09, p < .05, η2 = .12. English 3-syllable 
words (M = 6.45, SD = .88) were, on average, found to be significantly more 
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familiar than Malay 3-syllable words (M = 6.09, SD = 1.23). There was no 
significant language effect (p = .41) on familiarity ratings for 2-syllable words 
(English 2-syllable words: M = 6.51, SD = .86; Malay 2-syllable words: M = 
6.58, SD = .66).  
 
For words used in for the training procedure in the low pool familiarity 
condition, similar analyses revealed that there were significant effects of 
language, F(1, 47) = 10.75, p < .005, partial η2 = .19; item length, F (1, 47) = 
34.46, p < .001, partial η2 = .42; and Language x Item Length, F (1, 47) = 8.20, 
p < .01, partial η2 = .15. Further analyses determined that language effects were 
obtained for both 2-syllable and 3-syllable words. English 2-syllable words (M 
= 6.65, SD = .63) had significantly higher familiarity ratings than Malay 2-
syllable words (M = 6.43, SD = .89), F (1, 47) = 6.55, p < .05, η2 = .12.. 
Likewise, English 3-syllable words (M = 6.28, SD = 1.05) were rated as 
significantly more familiar than Malay 3-syllable words (M = 5.82, SD = 1.42), 
F (1, 47) = 12.08, p < .005, partial η2 = .20.. 
 
It seems perfectly intuitive that these results could be caused by 
differences in relative language familiarity (i.e., the difference between 
participants’ self-ratings of their familiarity with the English and the Malay 
languages). If participants perceive themselves as more proficient in English 
than in Malay, they are likely to rate the Malay words more poorly than the 
English words of the same meaning. On another level, it is not surprising that 
the longer Malay words suffer more in terms of familiarity ratings since there 
has been a growing trend to substitute shorter English words for longer Malay 
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words in the course of everyday conversations. For example, the word “hostel” 
is likely to be substituted for “asrama” in a conversation held in Malay. So 
instead of saying, “Saya pergi ke asrama” which translates into English as “I 
am going to the hostel”, one might say “Saya pergi ke hostel”. 
 
Correlational analyses were undertaken to understand better the 
relationship between the mean familiarity ratings for each stimulus set and 
relative language familiarity. Interestingly, only Malay 2- and 3-syllable words 
were significantly, albeit negatively, correlated with relative language 
familiarity scores, for the sets used for the actual span tasks (Malay 2-syllable 
words, r = -.38, p < .01; Malay 3-syllable words, r = -.44, p < .005) and during 
the training phase in the low pool familiarity condition (Malay 2-syllable 
words, r = -.38, p < .01; Malay 3-syllable words, r = -.52, p < .001).  One-way 
analysis of covariance on familiarity scores for 3-syllable words used in actual 
span tasks, specifying language as a within-subjects factor and relative 
language familiarity as a covariate, revealed that the language effect 
disappeared upon controlling for differences in relative language familiarity (p 
= .24). Similar covariate analyses on data for sets used during the training 
phase in the low pool familiarity condition showed that, likewise, language 
effects on familiarity ratings for 2- (p = .41) and 3-syllable (p = .14) words 
disappeared, upon controlling for differences in relative language familiarity. 
 
Comparisons between word familiarity and relative familiarity data from 
all participants revealed that a consistent handful of participants who gave 
rather discrepant word familiarity ratings for English words and their Malay 
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equivalents also produced high absolute scores on relative language familiarity 
(i.e., they rate themselves as a lot more comfortable using one language over 
the other). By removing such cases from subsequent analyses, more definitive 
conclusions can be drawn. It was decided that participants who gave difference 
ratings of more than 3 points on the scale of 0 to 7 between languages for any 
one word would be dropped from further analyses, unless otherwise stated. This 
screening and filtering procedure left a total of 36 participants, 18 from each 
pool familiarity condition. Refer to Tables A1 and B1 in Appendices A and B 
respectively for the mean word familiarity ratings provided by the remaining 36 
participants.  
 
A series of ANOVAs seeking to re-evaluate the language effect on mean 
familiarity ratings for all stimulus sets, after removing cases that threaten to 
undermine further analyses, revealed that there was no longer any difference 
between languages at any one item length, for sets employed in the word span 
tasks (2-syllable words, p = .28; 3-syllable words, p = .23) and during the 
training phase in the LPF condition (2-syllable words, p = .65; 3-syllable 
words, p = .13).  
 
A one-way ANOVA on relative language familiarity scores with pool 
familiarity as a between-subjects factor was conducted to ensure that relative 
language familiarity scores did not differ significantly between the pool 
familiarity conditions. There was no main effect of pool familiarity (p = .78), 
indicating that the remaining cases from both pool familiarity conditions were 
comparable in terms of relative language familiarity. 
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 In summary, to ensure equality of relative language familiarity and word 
familiarity, data provided by 12 cases were excluded from all analyses reported 
henceforth, unless otherwise stated. The difference made in excluding these 
cases will be assessed after results from both tasks are reported (Section 2.2.4). 
 
2.2.2 Results from Experiment 1A (Word span task) 
 
Memory span 
Each participant provided 4 memory span scores. The group means and 
standard deviations of these scores are displayed in Table 2.1.  
  
Table 2.1. Group means and standard deviations (in parentheses) for memory 


















      
 n     
Pool familiarity:      
     HPF  
 
18 4.97       
(.72) 
4.56       
(.80) 
5.03        
(.63) 
4.33        
(.75) 
      
     LPF 
    
18 4.28       
(.91) 
4.61       
(.80) 
4.98        
(.47) 
4.17        
(1.26) 
      
 
A mixed designs Pool Familiarity x Language x Item Length ANOVA 
on memory span scores for words revealed that there was a significant effect of 
item length, F (1, 34) = 11.12, p < .005, partial η2 = .25, with 2-syllable words 
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yielding higher scores than 3-syllable words. The effects of pool familiarity (p 
= .30) and language (p = .84) failed to reach statistical significance.  
 
The two-way interaction of Language x Item Length was significant, F 
(1, 34) = 18.19, p < .001, partial η2 = .35. In addition to this, there was a 
statistically reliable three-way interaction of Pool Familiarity x Language x 
Item Length, F (1, 34) = 6.74, p < .05, partial η2 = .17. No other interaction 
reached statistical significance. 
 
In view of the highest-order interaction, separate ANOVAs were run for 
each of the two pool familiarity conditions. In the HPF condition, there was a 
large main effect of item length, F (1, 17) = 19.60, p < .001, partial η2 = .54, 
such that 2-syllable words were better remembered than 3-syllable words. No 
other effect was significant.  
 
In the LPF condition, there was a large and significant effect of 
Language x Item Length, F (1, 17) = 16.77, p < .001, partial η2 = .50, which, 
upon further inspection, revealed that while recall was significantly better for 
2-syllable Malay words than for 2-syllable English words (F (1, 17) = 9.87, p < 
.01, η2 = .37), recall rates for 3-syllable Malay and English words did not differ 
significantly (p = .07). Viewed at the each level of language, there was a recall 
advantage for shorter than for longer words for Malay, F (1, 17) = 8.21, p < 
.05, partial η2 = .34; but there was no significant difference between recall for 
shorter and longer words for English (p = .12). Neither the main effect of 
language (p = .28) nor that of item length (p = .11) was significant. 
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Articulation rate 
Each participant provided 4 articulation rate scores, corresponding to the 
levels at which memory span was assessed. The group means and standard 
deviations of these scores are tabulated in Table 2.2. 
 
Table 2.2. Group means and standard deviations (in parentheses) for speeded 
articulation rates in words per second for words, across pool familiarity, 


















      
 n     
Pool familiarity:      
     HPF  
 
18 2.92       
(.54) 
2.24       
(.37) 
3.08        
(.54) 
2.30        
(.36) 
      
     LPF 
      
18 3.09       
(.37) 
2.29       
(.34) 
3.30        
(.46) 
2.39        
(.26) 
      
  
 
A mixed designs Pool Familiarity x Language x Item Length ANOVA 
on articulation rate scores revealed that there were main effects of language 
and item length. Articulation rates for Malay words were significantly higher 
than for English words, F (1, 34) = 10.00, p < .005, partial η2 = .23. Rates were 
also higher for 2-syllable than for 3-syllable words, F (1, 34) = 573.23, p < 
.001, partial η2 = .94.  The Language x Item Length effect was significant, F (1, 
34) =4.83, p < .05, partial η2 = .12. 
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Further analyses determined that the Language x Item Length effect was 
a crossover effect. While there was a significant effect of word length on 
articulation rates for Malay, F (1, 35) = 21.54, p < .001, η2 = .38; the difference 
in mean articulation rates for 2- and 3-syllable English words did not reach 
statistical significance (p = .76). 
 





















2-syllable words 3-syllable words
2-digit numbers 3-digit numbers

















2-syllable words 3-syllable words
2-digit numbers 3-digit numbers
Figure 2.1. Plots of mean memory span scores against mean articulation rate 
scores in the (a) HPF and (b) LPF conditions for non-numerical (Experiment 
1A) and numerical material (Experiment 1B). 
 
 
Figures 2.1a and b represent the plots of mean memory span against 
mean articulation rate for the HPF and LPF conditions respectively, derived 
from the mean data points for memory span and articulation rate at each level 
of item length and language from both Experiments 1A and 1B – as displayed 
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in Tables 2.1 and 2.2 for Experiment 1A, and Tables 2.4 and 2.5 for 
Experiment 1B. The plot of memory span against articulation rate for the word 
span task in each pool familiarity condition is visible at the top right hand 




 All covariate analyses reported in this paper were performed using the 
MIXED command in SPSS, which offered greater flexibility in (1) modelling 
the correlations or covariances in the data that were introduced by the within-
subjects design, (2) modelling the effect(s) of the varying covariate(s) on mean 
memory spans at all levels of the design, and (3) allowing for random effects of 
within-subject variability on the dependent variable (see Landau & Everitt, 
2004, for more information on the MIXED procedure).  
 
A mixed model Pool Familiarity x Language x Item Length analysis was 
conducted, using articulation rate as a changing covariate. No significant main 
effects were found. There were, however, significant effects of Language x 
Item Length, F (1, 103) = 10.58, p < .005, partial η2 = .09, and Pool Familiarity 
x Language x Item Length interaction, F (1, 102) = 4.31, p < .05, partial η2 = 
.04.  
 
 In order to get a more complete understanding of the significant three-
way interaction, the interaction was dissected two ways, first by pool 
familiarity and then by item length: 
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At each level of pool familiarity. In the first of these follow-up analyses, 
the Language x Item Length interaction was viewed at each level of pool 
familiarity. In the HPF condition, a Language x Item Length analysis revealed 
that there were no significant effects of language (p = .28), item length (p = 
.19), and Language x Item Length (p = .30) on memory span, after adjusting 
spans for differences in articulation rate. 
 
 In the LPF condition, there were no significant main effects (p = .59 for 
language and p = .81 for item length). There was, however, a significant 
Language x Item Length interaction, F (1, 51) = 10.17, p < .005, partial η2 = 
.17. In view of this interaction effect, separate one-way analyses were 
performed at each level of item length. At the level of 2-syllable words, the 
mean span for Malay words (adjusted mean = 4.94, SE = .17) was significantly 
higher than that for English words (adjusted mean = 4.32, SE = .17), F (1, 19) = 
7.49, p < .05, η2 = .28. At the level of 3-syllable words, there was a moderate 
effect of language on recall rates F (1, 18) = 3.70, p = .07, η2 = .17; that is, the 
mean recall rate for English words (adjusted mean = 4.62, SE = .26) was 
marginally higher than that for Malay words (adjusted mean = 4.16, SE = .26).  
 
 Separate one-way analyses at each level of language revealed that there 
was no significant effect of item length at either of the levels of language (p = 
.23 for English; p = .11 for Malay).  
 
 At each level of item length. In the second of the follow-up analyses 
undertaken in view of the highest-order interaction, the Pool Familiarity x 
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Language interaction was viewed separately at each of level of item length. For 
2-syllable words, there were main effects of pool familiarity, F (1, 34) = 5.64, p 
< .05, partial η2 = .14, such that the recall for words in the HPF condition 
(adjusted mean = 5.04, SE = .13) was superior to that in the LPF condition 
(adjusted mean = 4.59, SE = .13); and language, F (1, 37) = 4.98, p < .05, 
partial η2 = .12, such that Malay words (adjusted mean = 4.97, SE = .12) were 
better remembered than English words (adjusted mean = 4.66, SE = .12). In 
addition, there was a significant Pool Familiarity x Language interaction, F (1, 
33) = 5.31, p < .05, partial η2 = .14. Follow-up simple-effects analyses at each 
level of pool familiarity revealed that there was a main effect of language in the 
LPF condition, F (1, 19) = 7.49, p < .05, η2 = .28, such that Malay words 
(adjusted mean = 4.94, SE = .17) were better remembered than English words 
(adjusted mean = 4.32, SE = .17). There was no significant main effect of 
language in the HPF condition (p = .99). Follow-up analyses at each level of 
language revealed that there was a main effect of pool familiarity on memory 
span for English words, F (1, 33) = 9.13, p < .01, η2 = .22, such that the 
observed memory span was higher in the HPF (adjusted mean = 5.02, SE = .19) 
than in the LPF (adjusted mean = 4.23, SE = .19) condition. There was no 
significant effect of pool familiarity on span for Malay words (p = .66). 
 
A Pool Familiarity x Language mixed model analysis on memory span 
data for 3-syllable words revealed a main effect of language, F (1, 35) = 7.19, p 
< .05, partial η2 = .17, such that English words (adjusted mean = 4.60, SE = 
.16) were better remembered than Malay words (adjusted mean = 4.23, SE = 
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.16). Neither the effect of pool familiarity (p = .77) nor the Pool Familiarity x 
Language effect was significant (p = .38). 
 
Summary of results in relation to hypotheses  
Hypothesis 1 predicted that once spans are statistically adjusted for 
differences in articulation rate, the mean difference in memory spans for words 
between Malay and English will be significant albeit reduced in the LPF but 
nonsignificant in the HPF condition. This hypothesis was supported only in so 
far as language effects were negligible in the HPF condition but not in the LPF 
condition. Although there was no significant difference in span between 
languages in the HPF condition upon controlling for differences in articulation 
rate, it is important to note that this difference was nonsignificant even before 
articulation rate was added as a covariate in the analyses. This indicates that 
articulation rate did contribute toward the language-difference in spans in this 
condition. Contrary to the prediction made in relation to language differences 
in the LPF condition, there was no significant main effect of language in the 
LPF condition and this was the case even before memory span scores were 
adjusted for articulation rate differences. Rather, the observed effect of 
language was dependant on the level of item length. This interaction effect was 
sizeably reduced (from an effect size of .50 to an effect size of .17) after 
statistically accounting for differences in articulation rate but remained 
significant. While the mean span for Malay 2-syllable words was significantly 
higher than that for English 2-syllable words, the mean span for English 3-
syllable words was merely marginally higher that for Malay 3-syllable words. 
Analyses performed at each level of item length determined that pool 
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familiarity significantly predicted variations in memory span for 2-syllable 
English words but not for 2-syllable Malay words and 3-syllable English and 
Malay words.  
 
 Hypothesis 2 predicted that upon adjusting for differences in articulation 
rate, the mean difference in memory spans between short and long words for 
English and Malay alike will be significant albeit reduced in the LPF but 
nonsignificant in the HPF condition. The predictions made in this hypothesis 
are largely supported. As predicted, there was no effect of item length on 
memory span in the HPF condition, after accounting for differences in 
articulation rate. Although there was no significant main effect of item length 
in the LPF condition (which was large and significant before the covariate 
analyses were undertaken), there was an observed effect of item length that was 
dependent on the level of language – as described in the preceding paragraph. 
This is not entirely contradictory to the prediction made in Hypothesis 2 since 
the exact nature of the word length effect was not predicted due to ambiguity 
surrounding the net effect of the opposing influences of articulatory and 
redintegration processes. Further analyses revealed that the source of the 
interaction between language and item length in the LPF condition was the 







2.2.3 Results from Experiment 1B (Number span task) 
 
Memory span 
Each participant provided 4 memory span scores. The group means and 
standard deviations of these scores are tabulated below (see Table 2.3).  
 
 
Table 2.3. Group means and standard deviations (in parentheses) for memory 


















      
 n     
Pool familiarity:      
     HPF  
 
18 3.61       
(.76) 
2.44       
(.45) 
3.11        
(.78) 
2.00        
(.34) 
      
     LPF 
      
18 3.25       
(.55) 
2.08       
(.43) 
2.61        
(.56) 
1.61        
(.37) 
      
 
A mixed designs Pool Familiarity x Language x Item Length ANOVA 
on memory span scores for numbers revealed main effects of pool familiarity, 
language, and item length. Recall of numbers in the HPF condition was 
superior to that in the LPF condition, F (1, 34) = 13.55, p < .005, partial η2 = 
.29. Numbers presented in English were better remembered than numbers 
presented in Malay, F (1, 34) = 26.79, p < .001, partial η2 = .44. There was a 
large effect of item length on memory span scores such that 2-digit numbers 
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were better remembered than 3-digit numbers, F (1, 46) = 265.50, p < .001, 
partial η2 = .89. There were no significant interactions. 
 
Articulation rate 
Every participant provided 4 articulation rate scores, corresponding to 
the levels at which memory span was assessed. The group means and standard 
deviations of these scores are tabulated in Table 2.4. 
 
Table 2.4. Group means and standard deviations (in parentheses) for speeded 
articulation rates in words per second for numbers, across pool familiarity, 


















      
 n     
Pool familiarity:      
     HPF  
 
18 2.11       
(.35) 
1.03       
(.21) 
1.33        
(.28) 
.71         
(.12) 
      
     LPF 
      
18 2.20       
(.31) 
.98        
(.13) 
1.38        
(.21) 
.70         
(.07) 
      
 
 
A mixed designs Pool Familiarity x Language x Item Length ANOVA 
on articulation rate scores revealed main effects of language, F (1, 34) = 
458.84, p < .001, partial η2 = .93; and item length, F (1, 34) = 1051.24, p < 
.001, partial η2 = .97. There was also a significant Language x Item Length 
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interaction, F (1, 34) = 298.70, p < .001, partial η2 = .90, such that the effect of 
item length on English (F (1, 35) = 1065.20, p < .001, η2 = .97) was larger than 
that on Malay (F (1, 35) = 516.68, p < .001, η2 = .94). All other effects failed 
to achieve statistical significance, including the main effect of pool familiarity 
(p = .77). 
 
Relation between memory span and articulation rate 
Refer to the bottom left of Figures 2.1a and b for the plots of memory 
span against articulation rate (based on mean data points for memory span and 
articulation rate, as presented in Tables 2.3 and 2.4 respectively) for the HPF 
and LPF conditions respectively. 
 
Covariate analyses 
 A mixed model Pool Familiarity x Language x Item Length analysis, 
using articulation rate as a varying covariate, revealed main effects of pool 
familiarity, F (1, 34) = 14.70, p < .005, partial η2 = .30, showing that memory 
spans were higher in the HPF (adjusted mean = 2.80, SE = .08) than in the LPF 
condition (adjusted mean = 2.39, SE = .08); and item length, F (1, 97) = 11.15, 
p < .005, partial η2 = .10, showing that recall was superior for 2- (adjusted 
mean = 2.96, SE = .12) than for 3-digit numbers (adjusted mean = 2.23, SE = 






Summary of results in relation to hypotheses 
As predicted in Hypothesis 3, there was no effect of language in either 
of the two pool familiarity conditions, after controlling for differences in 
articulation rate.  
 
 Hypothesis 4 predicted that the mean difference in memory spans 
between short and long numbers for English and Malay alike will be significant 
albeit reduced in the LPF but nonsignificant in the HPF condition upon 
statistically adjusting for differences in articulation rate. This, however, was 
unsupported in that item length had a significant albeit reduced effect on 
memory span after controlling for differences in articulation rate, irrespective 
of pool familiarity condition. 
 
 Consistent with the prediction advanced by Hypothesis 5, the effect of 
pool familiarity on span was greater for numbers than for words insofar as the 
effect was uniform and large for numbers but less clear-cut for words.  
 
2.2.4 Subsidiary analyses 
 
 Effect of word familiarity and relative language familiarity re-
evaluated. Thus far, the main analyses for Experiments 1A and B have been 
based on 36 participants. As a means of assessing the effect of word familiarity 
and relative language familiarity, all analyses (before and after the covariate 
was entered into the analysis) were rerun on data from all 48 participants. The 
same pattern of results from the covariate analyses (using articulation rate as a 
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varying covariate) was replicated across both experiments, with a few 
exceptions, confined solely to the word span task – consistent with the 
prediction that language familiarity differences would affect participants’ word 
but not number span scores (Hypothesis 6a). The effect of language familiarity 
on word span scores will now assessed by comparing the results from similar 
covariate analyses undertaken before and after taking into consideration 
differences in language familiarity.  
 
Firstly, in addition to the effects of Language x Item Length and Pool 
Familiarity x Language x Item Length obtained in the covariate analyses on 
data from all 48 participants, there was a significant effect of Pool Familiarity 
x Language [F (1, 138) = 4.25, p < .05, partial η2 = .03] – an effect absent in 
the results from a similar analysis performed on data from the 36 participants. 
 
Secondly, in the simple-effects analysis performed on data from all 24 
participants in the LPF condition, the language effect for 2-syllable words was 
larger, F (1, 25) = 16.27, p < .001, η2 = .39, than that obtained when the same 
analysis performed on the data from the eventual 18 participants (η2 = .28). In 
addition to this, there was a clear-cut significant effect of language at the level 
of 3-syllable words, F (1, 24) = 6.44, p < .05, η2 = .21, hence generating a clear 
crossover effect for short and long words in the LPF condition. The language 
effect merely bordered statistical significance (p = .07) when the same analysis 




Thirdly, a Language x Item Length covariate analysis revealed a 
significant effect of language in the HPF condition, F (1, 70) = 5.40, p < .05, 
partial η2 = .07, such that English words (adjusted mean = 4.92, SE = .14) were 
on average more memorable than Malay words (adjusted mean = 4.67, SE = 
.14). This effect was not significant when the same analysis was performed 
earlier on data from the remaining 18 participants in the HPF condition.  
 
In accordance with the prediction advanced by Hypothesis 6b, these 
findings suggest that language differences in memory span for words were 
larger before the effect of language familiarity was considered, that is, when 
the analysis was performed on data provided by the 48 original participants (24 
in each of the pool familiarity conditions). Once differences in relative 
language (and word) familiarity were accounted for, the language difference in 
span disappeared in the HPF condition and was reduced substantially in the 
LPF condition (Hypothesis 1). Although it is not possible to ascertain if the 
effect of language was indeed smaller in the HPF than in the LPF condition, the 
more complex effect engendered by language in the latter implies that the 
effect of language was more clear-cut in this pool familiarity condition 
(Hypothesis 7). 
  
 All other results from the original analyses conducted on 36 participants 
and the analyses on data from all participants who took part in this study were 
parallel, across both span tasks.  
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In summary, the expectations that language familiarity will affect word 
span scores but not number span scores (Hypothesis 6) and that its effect will 
be more evident in the HPF condition (Hypothesis 7) are fulfilled.  
 
 Effectiveness of articulation as a covariate. In general, articulation rate 
did not show up as a strong predictor of span differences. Furthermore, the 
contribution made by articulation rate towards span, in terms of variance 
explained, was minimal for word and number tasks alike. In relative terms, 
however, it was a stronger predictor of number span differences, F (1, 79) = 
3.62, p = .06, partial η2 = .04, than of word span differences, F (1, 91) = 2.11, p 
= .15, partial η2 = .02. In the follow-up analyses performed on word span, 
articulation failed to emerge as a significant predictor of span differences, 
reflecting p-values of more than .10 in all of such analyses. 
  
 Strategies used. All participants provided information about the 
strategies they used to aid their recall of words and numbers in both 
languages. However, given that only data from 36 participants were used in 
the main analyses, only strategies reported by the 18 participants from each 
pool familiarity condition are presented in Appendix E. Strategies reported do 
not vary much within and between the two pool familiarity conditions. The 
only interesting effect borne out by the data in the table is that a handful of 
participants from each pool familiarity condition report translating numbers in 






The main findings (in relation to the hypotheses made) are reviewed in 
the following sub-section. 
 
2.3.1 Summary of findings in relation to hypotheses 
 
Hypothesis 1. The predictions advanced by Hypothesis 1 were partially 
supported. While there was no significant effect of language in the HPF, as had 
been predicted, it is important to bear in mind that the language difference in 
spans in the HPF was negligible even before differences in articulation rate 
were statistically controlled. On another level, contrary to the prediction made, 
there was no main effect of language in the LPF condition after accounting for 
differences in articulation rate and relative language familiarity. Instead, the 
observed effect of language was dependent on item length such that while mean 
memory span was only marginally higher in English than in Malay for longer 
words, it was significantly higher in Malay than in English for shorter words. 
This anomalous finding can be traced to the unusually low recall for 2-syllable 
English words; bearing in mind that pool familiarisation only benefited the 
recall of 2-syllable words.  
 
Hypothesis 2. In general, the effect of item length on memory span 
scores was greatly reduced upon statistically adjusting for differences in 
articulation rate. As hypothesised, while the item length effect in the LPF 
condition was significant albeit reduced (as compared to observed effect in the 
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same analysis before specifying articulation rate as a covariate), there was no 
effect of item length in the HPF condition, after controlling for differences in 
articulation rates. Although the finding that item length had a different effect 
on each pool familiarity condition is in line with the main predictions made, it 
is important to bear in mind that there was a strong three-way interaction of 
Pool Familiarity x Language x Item Length. In particular, the observed item 
length effect in the LPF condition was subordinate to the Language x Item 
Length effect, described in the earlier paragraph summarising the results in 
relation to Hypothesis 1. 
 
Hypothesis 3. Consistent with the predictions made, the language effect 
on number span, which was significant in the analysis on memory span scores 
alone, disappeared upon statistically adjusting for differences in articulation 
rate, irrespective of pool familiarity condition.  
 
Hypothesis 4. The significant effect of item length after accounting for 
articulation rate differences was not exclusive to the LPF condition, as had 
been predicted. Rather the effect of item length persisted in both pool 
familiarity conditions after statistically accounting for differences in 
articulation rate. 
 
Hypothesis 5. The finding that there is a strong and uniform effect of 
pool familiarity for numbers but not for words by and large supports the 
prediction that the effect of pool familiarity would be larger for numbers than 
for words. In effect, pool familiarisation only improved spans at the level of 2-
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syllable English words. This anomalous finding raises the question of what 
makes the 2-syllable words used in Experiment 1A so different from the other 
word lists. 
 
Hypothesis 6. As predicted, relative language familiarity was found to 
affect word but not number spans, its locus being in language differences in 
word span. Having statistically adjusted spans for differences in articulation 
rate, language differences in word span were attenuated upon controlling for 
differences in relative language familiarity.  
 
Hypothesis 7. Within expectations, the effect of relative language 
familiarity on mean word spans between languages was more evident in the 
HPF than in the LPF condition, presumably attesting to the complex interplay 
of factors affecting spans in the latter. 
 
2.3.2 Main findings 
 
The predictions made were largely supported by the results, with the 
exception of two cases: 
 
(1) Significant effect of item length on number span in HPF condition 
 
The first unpredicted finding is that the item length effect on span 
survived the pool familiarisation procedure (i.e., the difference in span between 
2-digit and 3-digit numbers persisted in the HPF condition). This observation 
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goes against the prediction that pool familiarisation would eliminate 
differences in span, presumably by bridging any difference(s) in redintegrative 
capacities between languages and item length. Recall that redintegrative 
capacity is defined, in the present study, as the ease with which a particular 
category of stimuli can be successfully redintegrated (see Section 1.5). 
 
The finding counters the expectation that should redintegration be at 
work during number and word span tasks, its influence would most likely be 
significantly reduced or eliminated in the HPF condition. The familiarisation 
procedure adopted in this condition was expected to induce familiarity with the 
pool of items tested in the span tasks, hence reducing the amount of lexical 
competition (i.e., the number of alternatives from which to choose from). In 
fact, pool familiarisation was expected to keep the amount of lexical 
competition constant across items in all sets, irrespective of item length. The 
only exception to this is if one set had more similar sounding words than 
another. This, however, is highly unlikely since steps were taken to curtail 
phonological similarity within sets at the outset of the experiments. What, then, 
could have been the source of the observed item length effect on number span 
in the HPF condition? 
 
One plausible explanation is that the pool familiarisation procedure 
adopted was inadequate to eliminate differences in redintegrative capacities 
between item lengths due to the great disparity in the amount of lexical 
competition invoked during recall between the item lengths. It is important to 
note here that such an assertion does not mean that pool familiarisation did not 
80 
work; in fact, pool familiarisation did increase number spans substantially and 
more so than for word spans, as reflected by the large and significant effect of 
pool familiarity. Rather, the pool familiarisation procedure adopted may not 
have been sufficient to bridge differences in the redintegrative properties 
between 2- and 3-digit numbers. 
 
Such an explanation appeals to the notion that the redintegration or 
lexical reconstruction of a word operates via lexical competition during which 
words that are similar to the target word compete for recognition and eventual 
recall. It appears plausible that item length differences in span remain in the 
HPF condition, irrespective of language, because lexical competition is greater 
during the recall of 3- rather than 2-digit numbers since the 3-digit numbers 
have more alternatives (i.e., other 3-digit numbers) – 900 in all (inclusive of 
the target number). The alternatives for 2-digit numbers, on the other hand, 
totals 90, a far smaller pool than the sum of alternatives for 3-digit numbers.  
 
Even if a participant is able to recall correctly the digits that compose a 
target number, there are many more permutations of those digits for 3-digit 
numbers than there are for 2-digit numbers. The order of the digits that 
compose multi-digit numbers is important and, while this is true for the 
syllables that make up words as well, permutations of the syllables in words are 
less common. Furthermore, words have the added advantage of being tightly 
bound together by phonology and semantics, irrespective of the number of 
syllables they are made up of. The kind of lexical competition operating during 
the redintegration of words typically involves words that sound similar to the 
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target word, which need not be composed of the exact same syllables that the 
target word is composed of. Hence, it is highly likely that the nature of lexical 
competition operating during redintegration differs for multi-syllabic words 
and multi-digit numbers, rendering any comparison between the two item types 
complex but nonetheless intriguing. 
 
In addition to the likely influence of lexical competition, the item length 
difference in memory span between the short and long multi-digit numbers 
could also have been due to differences in information content. More 
specifically, the observed result could be because 3-digit numbers have higher 
information content than 2-digit numbers since the former is decomposable into 
more units or digits.  
 
It is conceivable that these two aspects (amount of lexical competition 
and information content) may be acting in concert to influence memory span. In 
general, the proposed explanation of the unpredicted effect of item length on 
number span in the HPF condition hinges on the idea that the pool 
familiarisation procedure could have been less successful in eliminating the 
effects of item length for numbers than for words due to the different demands 
that the two item types make on immediate memory in terms of lexical 
competition (or the number of competing items during redintegration of the 
target items) and information content.  While a follow-up study on this is 
appealing, it will not be pursued in this paper in the light of another 
unpredicted finding, to be discussed shortly. Suffice to say, the finding with 
numbers sends out two important messages: (1) numbers are clearly different 
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from words, and (2) the extent to which the pool familiarisation procedure was 
adequate in eliminating lexical competition effects and differences in 
information content for numbers remains to be seen.  
 
As a final point, it would be valuable if future studies could investigate 
the adequacy of the pool familiarisation procedure adopted in the present study 
by replicating the effect and contrasting it with the effect of a more intensive 
pool familiarisation procedure on number span – a procedure designed to 
transfer the learning of multi-digit numbers that comprise any one set to the 
long-term memory, hence strengthening the representations of these numbers. 
The elimination of differences in span between 2- and 3- digit numbers with a 
more intensive familiarisation procedure would provide confirmatory evidence 
of the notion that the observed difference in memory span between 2- and 3- 
digit numbers was due to the inadequacy of the pool familiarisation procedure 
adopted in the present study. 
 
(2) Unpredicted interaction effect of language by item length on word span in 
LPF condition 
 
The second unanticipated effect was the interaction effect of language 
by item length on memory span for words in the LPF condition. Further 
investigations revealed that the locus of this effect was primarily in the recall 
of 2-syllable English words. The recall of 2-syllable English words was 
unusually low in the LPF, to the point that it was, in absolute terms, lower than 
that for 3-syllable English words. 
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While there is always (as in any other experiment) the possibility of a 
Type I error given the relatively small sample size, a more convincing 
explanation, tied to redintegration, is that lexical properties unique to the 2-
syllable English words are at the heart of the unusually low recall of these 
words in the LPF condition. It appears plausible that lexical properties of words 
affect the outcome of redintegration. The concept of redintegration draws on 
the idea that words are reconstructed on the basis of long-term knowledge. 
Here, it is assumed that the mental lexicon, which houses the vast networks of 
inter-connectivity among all words known to an individual, provides the long-
term knowledge necessary in the redintegration process. By the most common 
interpretation of redintegration (Hulme et al., 1991), the ease with which a 
target word is reconstructed depends heavily on its phonological properties, 
viewed in relation to the numerous other words in the mental lexicon, which 
the target word is either dissimilar or similar to. Hence, the degree to which the 
target word is related to other words in the lexicon is expected to affect the 
likelihood of its successful redintegration (or reconstruction) and ultimately 
correct recall.  As mentioned earlier, this presumably occurs through the 
process of lexical competition, in which items in the lexicon that share the 
same phonological features of the decayed traces of a target word in the short-
term memory compete with one another for output during retrieval. 
  
By the same token, certain lexical properties of the 2-syllable English 
words used in Experiment 1A could have made it more difficult to successfully 
reconstruct or redintegrate these words in the LPF condition, as compared to 
words from other lists (i.e., 3-syllable English words, and 2- and 3-syllable 
84 
Malay words). Assuming that pool familiarisation eliminates differences in 
redintegrative capacities by limiting the number of possible candidates and 
heightening the activation of representations corresponding to the target word, 
the differences in memory spans among the 4 types of memory lists arising out 
of differences in the lexical properties of words employed in the lists are likely 
to be evened out familiarisation procedure adopted in the HPF condition. This 
would explain the absence of the anomalous interaction effect of language by 
item length and the significantly higher recall of English 2-syllable words in 
the HPF condition. If lexical properties are indeed crucial in explaining the 
observed low memory span for 2-syllable English words in the LPF condition, 
what might these properties be? 
 
Recent research has demonstrated the effect of phonological aspects of 
words on memory span (Goh & Pisoni, 2003; Roodenrys et al., 2002). One such 
aspect that is worthy of consideration is that of phonological neighbourhood 
density, defined by the number of words that sound similar to a given word. 
The idea that phonological neighbourhood density or “phonological 
confusability” (as it is also referred to in this thesis), affects memory span fits 
well into the original construal of redintegration as a process of reconstructing 
incomplete traces of words on the basis of phonological long-term knowledge 
about these words (Hulme et al., 1991). In keeping with this view of 
redintegration and in pursuit of determining the nature mechanism which 
mediates the effect of pool familiarisation on span, the next experiment seeks 
to investigate the extent to which phonological confusability can explain the 
variance accorded to the interaction effect observed in the LPF condition of 
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Experiment 1A. More explicitly, Experiment 2 aims to follow-up on this 
observed effect by examining the possibility that less unique-sounding (i.e. 
words that are more phonologically confusable) and hence less salient words – 
presumably the 2-syllable English words used in Experiment 1A – are harder to 
recreate successfully. The concept of phonological confusability and its place 
in the present investigation will be discussed at greater length in the next 
chapter. 
 
2.3.3 Summary of other findings 
 
 
Among other findings that transpire from Experiment 1 are that: (1) pool 
familiarity had a more substantial effect on number spans than on word spans 
although it did not eliminate differences in item length in the former, (2) 
articulation rate was not a strong predictor of span, (3) relative language 
familiarity plays a role in influencing language-related differences in span, and 
(4) words and numbers are clearly not comparable in terms of the effects 
certain variables, such as articulation rate and pool familiarity, have on 
memory span. These findings will be discussed in the concluding chapter of 










EXPERIMENT 2: THE EFFECT OF PHONOLOGICAL 





This experiment aims to investigate whether the phonological 
confusability of words can explain part of the variance corresponding to the 
interaction between language and item length observed in the LPF condition of 
Experiment 1A. The analyses reported in this chapter seek to investigate if the 
locus of the interaction effect is in the relatively greater confusability of 
English 2-syllable words, which led to the observed lower recall for these 
words.  
 
Phonological confusability refers to the extent to which words in a list 
sound similar to words existing in the mental lexicon. Any effect of 
confusability thus defined is an extra-list effect. It is not phonological 
similarity. The phonological similarity effect refers to the finding that lists 
comprising words that are similar sounding are remembered less well than 
those comprising dissimilar sounding words (Conrad & Hull, 1964). 
 
The phonological confusability of any one word is most commonly 
defined by its phonological neighbourhood density (Luce & Pisoni, 1998). It is 
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sometimes called neighbourhood confusability. By definition, a phonological or 
similarity neighbourhood comprises a pool of words that are phonetically 
similar to a given word (Luce, Pisoni, & Goldinger, 1990). The phonological 
neighbourhood density (also known as “phonological neighbourhood size”) of 
any one word, then, reflects the number of phonological neighbours the word 
has.  
 
The most common way of quantifying phonological neighbourhood 
density is through the single phoneme change metric, which defines 
phonological lexical neighbours of a given word as words that involve one 
phoneme change in the target word (Luce & Pisoni, 1998). According to this 
metric, the phonological neighbours of a given word comprise words that have 
a phoneme substituted in, added to, or deleted from the target word. For 
example, among neighbours of the word “pat” are: “bat”, “pot”, and “pal” one 
through phoneme substitution; and “spat” and “at” through one phoneme 
addition and deletion respectively. This definition of phonological 
neighbourhood density is based on models of speech recognition, among which 
is Luce and Pisoni’s (1998) Neighbourhood Activation Model (NAM) of 
spoken word recognition. According to the NAM model, the process of 
recognising a spoken word entails the activation of a set of similar sounding 
(i.e., phonological confusable) words. This assumes that words in the mental 
lexicon are linked according to their phonetic characteristics. The model further 
proposes that word recognition involves lexical competition among 
phonological neighbours and that words are typically recognised in the context 
of other similar sounding words in the lexicon. Hence, words that reside in 
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dense neighbourhoods (i.e., neighbourhoods containing many phonologically 
similar words) in which lexical competition is intense will be recognised less 
accurately and at a slower rate than words in sparse neighbourhoods (i.e., 
neighbourhoods containing few phonologically similar words). Studies (cited in 
Goh and Pisoni, 2003) have established that lexical competition indeed 
influences word recognition in the same way predicted by the NAM model. By 
the same token, lexical competition can be expected to affect immediate serial 
recall performance similarly. The predicted effect of phonological confusability 
on recall, then, is as follows: words that are less phonologically confusable will 
be better remembered than more phonologically confusable words since lexical 
competition is less intense for the former. 
 
3.2 The effect of phonological confusability on recall 
 
The concept of phonological confusability is a recent one in STM 
research. Recent evidence demonstrating that recall performance suffers when 
memory lists comprise words that sound similar to other words in the lexicon 
and not to other words in the list – to be reviewed shortly – adds a whole new 
dimension to the interpretation of memory span differences. In particular, it 
suggests the involvement of lexical processes that draw upon long-term 
information in the lexicon. While such an implication poses problems to the 
account provided by the phonological loop, it is compatible with the concept of 
trace redintegration.  
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The theory of redintegration proposes that the reconstruction of decayed 
or degraded traces of words is supported by long-term phonological knowledge 
(Hulme et al., 1991). If phonological information in the LTM is invoked during 
trace redintegration, it is conceivable that words that sound similar to other 
words in the lexicon would be more difficult to reconstruct since these words 
are less distinctive in terms of their representation. Such an account predicts 
that words that are less phonologically confusable will be more successfully 
redintegrated than those that are more phonologically confusable. Most 
proposed accounts of immediate serial recall that specify a redintegrative 
mechanism operating during recall (e.g., Hulme et al., 1991) rely on the notion 
that decayed traces of items are matched against long-term memory traces 
during redintegration, which intuitively implies that both the size of the 
activated long-term memory during the search process and the distinctiveness 
of the items in long-term memory are crucial in determining the success of the 
redintegration process (Roodenrys et al., 2002). The idea that distinctiveness 
influences redintegration gathers some support from the finding that intrusion 
errors made in an immediate serial recall task were likely to be phonologically 
similar to the target item (cited in Roodenrys et al., 2002). 
 
Phonological confusability of words is likely to affect the success of 
redintegration and eventually retrieval via lexical competition. As mentioned 
earlier, lexical competition effects are expected to be greater for more 
confusable words since such words are less salient in relation to other 
phonologically similar words in the lexicon. The greater the competition, the 
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lower the likelihood that the target word(s) would be successfully 
redintegrated. 
 
Only a few studies have investigated the effect of phonological 
confusability on immediate memory performance. Nonetheless, these studies do 
indicate a need to understand better the impact that lexical properties of words 
used in memory tasks can have on recall. 
 
Goh and Pisoni (2003) set out to investigate if the effects of lexical 
neighbourhood extend beyond word recognition to STM span. They picked 
words from multiple neighbourhoods (to control for intra-list and intra-set 
phonological similarity) on the basis of three lexical dimensions – 
neighbourhood density, neighbourhood frequency, and word frequency – to 
create two different types of word lists, comprising either “easy” or “hard” 
words.  In the context of their study and previous ones (e.g., Goldinger, Pisoni, 
& Logan, 1991), neighbourhood frequency referred to the average word 
frequency of all the words in the phonological neighbourhood. Words that had 
high neighbourhood densities, high neighbourhood frequencies, and relatively 
low word frequencies were classified as “hard” words; while those that had low 
neighbourhood densities, low neighbourhood frequencies, and relatively high 
word frequencies were labeled “easy” words. Goh and Pisoni proposed that any 
differences in recall performance on “easy” and “hard” words would be a result 
of long-term phonological neighbourhood properties of the words and lexical 
competition among similar sounding words. Since “easy” words are, by 
definition, more salient and have fewer phonological neighbours these words 
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were expected yield higher recall rates than “hard” words. This prediction 
gathers some support from a previous study (Goldinger et al., 1991) 
demonstrating an “easy” word advantage in supraspan recall (recall of fixed 
lists of 10 words). Although Goh and Pisoni raised concerns that the results 
obtained in this study could have been dependent on short-term memory 
capacity, this seems unlikely since the recall of lists of 10 words far surpasses 
the memory capacity of most individuals. 
 
Besides re-examining the effects of lexical competition on recall, Goh 
and Pisoni (2003) were also interested in ascertaining if these effects were 
comparable under repeated and nonrepeated sampling conditions. They found 
that lexical competition (manipulated by the “easy-hard” word distinction) had 
a large and consistent effect on immediate memory span in the nonrepeated 
sampling condition such that “easy” words were better remembered than “hard” 
words. This confirms the predictions made that (1) effects of lexical 
competition persist beyond word recognition, and (2) there would be an “easy” 
word advantage in recall performance. Goh and Pisoni reasoned that the 
absence of the effect of lexical competition in the repeated sampling condition 
could be explained by the fact that words in this condition received stronger 
activations in long-term memory owing to repetition. The strengthened 
activations, in turn, diminished lexical competition from long-term memory, 
hence rendering the “easy-hard” lexical distinction unsuccessful in producing 
an “easy” word advantage in the repeated condition. Error analyses on data 
from a second experiment, which employed the supraspan method of testing 
recall, revealed that there were no lexical effects on the types of errors made in 
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the repeated sampling condition. The three types of errors surveyed were 
omission, intrusion, order, and neighbourhood errors. An omission error was 
characterised by the lack of a response in a particular serial position; an 
intrusion error, by the erroneous recall of a word that was not presented on the 
given list; an order error, by a correct response made in the wrong serial 
position; and a neighbourhood error, by the erroneous recall of a word that 
differed by a single phoneme from the target word. In the nonrepeated sampling 
condition, there were significant effects of the “easy-hard” manipulation on 
intrusion and neighbourhood errors. Subsidiary analyses verified that the 
effects of lexical competition in the nonrepeated condition were independent of 
short-term memory capacity (reflected by the low and nonsignificant 
correlations between the “easy-hard” word span difference scores and digit-
span scores) and proactive interference (reflected by the relatively stable 
magnitude of the “easy-hard” word span difference across trials and sampling 
conditions). Taken together, these findings attest to the influence of lexical 
properties of words on immediate memory span and suggest the involvement of 
long-term lexical knowledge.  
 
As mentioned earlier, a key prediction about the influence of 
phonological confusability on recall is that words from small phonological 
neighbourhoods will be better recalled than those from large neighbourhoods. 
However, it is not possible to be certain of the exact effect of confusability 
because Goh and Pisoni investigated the compound effect of three lexical 
variables (neighbourhood density, neighbourhood frequency, and word 
frequency) on immediate memory span.  
93 
A series of experiments by Roodenrys et al. (2002) on neighbourhood 
effects demonstrated that the effect of word frequency on memory span was 
independent of neighbourhood size and neighbourhood frequency differences. 
Contrary to what had been predicted by Roodenrys and colleagues on the basis 
of redintegrative processes, words from large neighbourhoods were found to 
have higher recall rates than those from small neighbourhoods. Equally 
perplexing, words that had high frequency neighbours were better recalled than 
those that had low frequency neighbours and this effect was stronger for low 
frequency words. Using a regression-based approach in which word frequency, 
neighbourhood size, and neighbourhood frequency were used as predictors, 
robust effects of word frequency and neighbourhood size were observed. 
However, contrary to their earlier finding suggesting that there was a recall 
advantage for words with high frequency neighbours, there was only a small 
effect of neighbourhood frequency in the opposite direction, indicating that the 
effect of neighbourhood frequency was inconsistent across experiments. Error 
analyses on data from a supraspan task revealed that (1) omission errors were 
less likely to be made for words with large neighbourhoods; (2) intrusion errors 
were more likely for low-frequency words, words from large neighbourhoods, 
and words with high-frequency neighbourhoods; and (3) order errors were more 
likely for high-frequency words and for words from larger neighbourhoods.  
 
The finding of most interest, here, is that words from large 
neighbourhoods were better recalled than those from small neighbourhoods. 
This observed effect is inconsistent with the general prediction made by 
redintegrative accounts. Roodenrys et al. (2002) argue that this unexpected 
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effect of neighbourhood size rules out the likelihood that redintegration 
involves speech-perception mechanisms – as motivated by previous findings 
suggesting that neighbourhood variables affected performance on speech 
perception tasks (Luce & Pisoni, 1998). They instead propose that 
neighbourhood effects on recall could be mediated by speech-production 
processes, since a similar effect of neighbourhood size has been observed with 
nonwords (Roodenrys & Hinton, 2002) and speech-production processes are 
likely operate similarly during the recall of words and nonwords alike. 
 
In particular, Roodenrys et al. propose that an activation-based model 
may explain the perplexing facilitative effect of neighbourhood size on recall. 
In this model, there is an input layer comprising units which are connected to 
all units in a second, output layer. Units in the output layer receive additional 
input from other units within the same layer. Each unit in the output layer 
calculates the similarity between the input pattern and its weights, and is 
activated accordingly. The unit that is activated the most will be the one that 
will be eventually output. Roodenrys et al. propose that units in the output 
layer that are near to one another share excitatory connections whilst those that 
are further apart share inhibitory connections. When items in a set are 
repeatedly presented in the training phase, units in the output layer become 
organised to reflect the similarity neighbourhood distributions of the items in 
the training sets. Items in the set that have larger neighbourhoods would reflect 
neighbourhood distributions that are denser in the output layer than those that 
have smaller neighbourhoods. Since units that are in close proximity share 
excitatory connections, units in dense neighbourhoods will be more strongly 
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activated than those in sparse neighbourhoods. Those in sparse 
neighbourhoods, on the contrary, are likely to be activated minimally since 
units in these neighbourhoods are further apart, hence sharing less excitatory 
connections and perhaps more inhibitory connections. Roodenrys et al. assert 
that besides being able to explain the facilitative effect of a large 
neighbourhood size on recall, such a winner-take-all model is also able to 
explain why the likelihood of neighbourhood errors increases as neighbourhood 
size increases. 
 
It is not entirely clear how this account explains neighbourhood size 
effects. However, it does seem to provide an explanation of how pool 
familiarisation might influence recall. 
 
The inconsistencies between the account put forward by redintegration 
and the findings obtained by Roodenrys et al. call for a further investigation 
into the exact nature of the effect of phonological confusability on memory 
span (or, more generally, on recall) and signals the need to find a more 
cohesive account of redintegrative processes that mediate the influence of 
phonological confusability. Experiment 2 seeks to address these issues and, if 
possible, resolve the above-mentioned inconsistent findings.  
 
3.3 Operationalisation of phonological confusability in present study 
 
Studies have typically made use of lexical databases to determine the 
confusability of words such that the neighbourhood size or density of any one 
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word is equal to the total number of words in the database that have one 
phoneme deleted, added, or substituted from the target word. However, the 
extent to which the words employed in Experiment 1A are phonologically 
confusable will be determined in this experiment through empirical means and 
not via a readily available database. Data provided by the same participants 
involved in the previous experiment would form the basis of examining the 
status of the words used in the word span tasks to determine how confusable 
they were. The number of words any given participant lists as similar to each of 
the target word serves as a means of quantifying the degree to which the 
individual viewed the word as confusable. Such an individualised 
operationalisation of confusability departs from the conventional way of 
deriving a measure of confusability.  
 
There are three reasons why such a measure is preferred over the use of 
relevant information from databases. Firstly, there is reason to believe that the 
relevant data from readily available databases may not be applicable to the 
sample of participants in this study since they are typically derived from 
overseas, monolingual samples. Secondly, while English language databases 
abound, there is no known lexical database for the Malay language.  
 
Thirdly, and most importantly, the measure of confusability employed in 
the present study acknowledges the importance of individual differences in 
determining the phonological neighbourhood sizes of words. The underlying 
motivation behind such an individualised measure is that different individuals 
are likely to perceive the confusability of the same word to varying degrees, 
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and that ultimately it is the number of words each individual views as 
confusable with a target word that counts towards his or her span. Just as 
certain mechanisms known to affect span (e.g., rehearsal) may or may not 
operate in all individuals, external ideas about the phonological confusability 
of a given word (as derived from databases) may or may not coincide with 
every participant’s. Hence, the best data is that which relates participants’ span 
to their respective confusability scores for the relevant memory items. To date, 
no other study appears to have asked individuals to produce their own 
neighbourhood density ratings.  
 
3.4 Predictions made for experiment 
 
Mean confusability scores. The primary aim of Experiment 2 is to test 
the possibility that the observed interaction effect of language by item length in 
the LPF condition could be due to differences in the phonological confusability 
among words employed in the different sets defined by the levels of language 
and item length. Recall that the interaction effect was such that while 2-syllable 
English words were less well recalled than Malay words of the same word 
length, 3-syllable Malay words were recalled marginally better than English 
words of the same length. 
  
Hypothesis 1 predicts that the relatively lower mean recall of 2-syllable 
English words can be attributed to the greater confusability of these words in 
relation to the words in the other sets. Two-syllable English words are expected 
to be, on average, more phonologically confusable than 2-syllable Malay words 
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while 3-syllable Malay words are expected to be as confusable as or marginally 
more confusable than 3-syllable English words. In other words, the language 
difference in phonological confusability is expected to be greater for 2- than for 
3-syllable words.  
 
Hypothesis 1a: At the level of 2-syllable words, the mean 
confusability score will be significantly higher 
for English words than for Malay words. 
Hypothesis 1b: At the level of 3-syllable words, the mean 
confusability score will either be marginally 
lower for English than for Malay words or 
equivalent for both languages. 
 
Effect of phonological confusability. Hypothesis 2 tests the possibility 
that confusability would be able to explain the residual variance in memory 
span in the LPF condition, having accounted for differences in language 
familiarity and articulation rate. It is hypothesized that the effect of 
phonological confusability will be such that differences between languages at 
each level of item length will be substantially reduced upon statistically 
accounting for differences in phonological confusability. 
  
Hypothesis 2: Phonological confusability will be a 
significant predictor of residual span 
differences in the LPF condition. 
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Relationship between confusability and span. Should Hypothesis 2 be 
supported, it is postulated that that there would be a negative relationship 
between span and confusability, in line with the redintegrative account and Goh 
and Pisoni’s (2003) position. This expectation, however, contrasts with the 
findings of Roodenrys et al. (2002) and their explanation of the effect of 
phonological confusability. 
 
Assuming that the phonological confusability of words differs across 
languages and item lengths, these differences are expected to be negligible 
when participants are familiarised with words which they are later tested on in 
a memory task (i.e., in the HPF condition in Experiment 1A) since all the target 
words are made equally accessible. Hence, it is predicted that memory span and 
confusability will be significantly correlated in the LPF but not in the HPF 
condition.  
 
Hypothesis 3: Memory span and confusability will be 
negatively correlated in general but only 













32 out of the 36 participants (i.e. 16 out of the 18 participants from each 
pool familiarity condition) included in the final analyses from Experiment 1A 




An online survey comprising two questionnaires was administered to 
participants, with the objective of obtaining an individual measure of the extent 
to which each of the 16 English and 16 Malay words employed in Experiment 
1A were phonological confusable. Refer to Questionnaires F1 and F2 in 





The dependent measure was phonological confusability, reflected by the 
number of words that sounded similar to each of the target words that had been 
previously employed in Experiment 1A. For each participant, an average 
phonological confusability score was calculated for each memory span list used 
in the earlier experiment, resulting in four scores obtained for each of the four 
combinations of the levels of the repeated measured factors (i.e., language and 
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item-length) in Experiment 1A. The resultant measure will be treated in 
subsequent analyses (the main analysis) as a varying covariate, alongside 
articulation rate. 
   
3.5.4 Procedure 
 
The online survey was made available over a period of seven days, after 
which access to the survey was denied. Prior to the start of the survey, 
participants were strictly instructed to complete the survey in one sitting and 
advised against consulting reference materials. 
 
In the separate questionnaires for English and Malay, participants were 
required to list as many words as they could that sounded similar to each of the 
target words (i.e., the words they had been tested on in Experiment 1A), only 
leaving blanks for words for which no similar sounding words came to mind.   
  
The order of presenting the English and Malay questionnaires in the 




3.6.1 Preliminary analyses 
 
Differences in mean confusability scores between pool familiarity 
groups. A mixed designs ANOVA on confusability scores, specifying pool 
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familiarity as a between-subjects factor, ascertained that there were no 
difference in mean confusability scores between the HPF and LPF conditions; F 
(1, 30) = 2.52, p = .12, η2 = .08. This indicates that any effect of phonological 
confusability is unlikely to be due to inherent mean differences between the 
pool familiarity groups in the extent to which participants viewed words as 
confusable.  
 
3.6.2 Phonological confusability ratings 
 
An ANOVA on mean confusability scores revealed that 2-syllable 
English words (M = .81, SD = .48) were perceived as significantly more 
confusable than 2-syllable Malay words (M = .69, SD = .46), F (1, 31) = 4.56, 
p < .05, η2 = .13. A similar test showed that confusability ratings for 3-syllable 
words did not differ significantly between languages (p = .61; English: M = 
.49, SD = .43; Malay: M = .52, SD = .45). These results support the predictions 
made in Hypotheses 2a and 2b. 
 
3.6.3 Covariate analyses  
 
A mixed model Pool Familiarity x Language x Item Length analysis was 
conducted, using articulation rate and phonological confusability as changing 
covariates. No significant main effects were found. There was, however, a 
significant effect of Language x Item Length, F (1, 90) = 8.20, p < .01, partial 
η2 = .08. The Pool Familiarity x Language x Item Length interaction, F (1, 88) 
= 3.42, p = .07, partial η2 = .04, bordered significance. 
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 In order to get a more complete understanding of the three-way 
interaction, the interaction was dissected two ways, first by pool familiarity and 
then by item length: 
 
At each level of pool familiarity. In the first of these follow-up analyses, 
the Language x Item Length interaction was viewed at each level of pool 
familiarity. In the HPF condition, a Language x Item Length analysis revealed 
that there were no significant effects of language (p = .23), item length (p = 
.19), and Language x Item Length (p = .32) on memory span scores, having 
adjusted them for differences in articulation rate and phonological 
confusability. 
 
 In the LPF condition, there were no significant main effects (p = .57 for 
language and p = .84 for item length). There was, however, a significant 
Language x Item Length interaction, F (1, 43) = 7.87, p < .01, partial η2 = .15. 
In view of this interaction effect, separate one-way analyses were performed at 
each level of item length. At the level of 2-syllable words, the mean span for 
Malay words (adjusted mean = 4.92, SE = .20) was significantly higher than 
that for English words (adjusted mean = 4.34, SE = .20), F (1, 16) = 5.66, p < 
.05, η2 = .26. At the level of 3-syllable words, there was no effect of language 
on recall rates (p = .16).  
 
 Separate one-way analyses at each level of language revealed that there 
was no significant effect of item length at either of the levels of language.  
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 At each level of item length. In the second of the follow-up analyses 
undertaken in view of the highest-order interaction, the Pool Familiarity x 
Language interaction was viewed separately at each of level of item length. For 
2-syllable words, the main effect of pool familiarity bordered significance, F 
(1, 31) = 3.92, p = .06, partial η2 = .11, such that the recall for words in the 
HPF condition (adjusted mean = 5.03, SE = .16) was marginally higher than 
that in the LPF condition (adjusted mean = 4.57, SE = .16). The effect of 
language also bordered significance, F (1, 32) = 3.57, p = .07, partial η2 = .10, 
such that Malay words (adjusted mean = 4.94, SE = .13) reflected a marginally 
higher mean recall rate than did English words (adjusted mean = 4.66, SE = 
.13). In addition to this, there was a significant Pool Familiarity x Language 
interaction, F (1, 29) = 5.16, p < .05, partial η2 = .15. Follow-up simple-effects 
analyses at each level of pool familiarity revealed that there was a main effect 
of language in the LPF condition, F (1, 16) = 5.66, p < .05, η2 = .26, such that 
Malay words (adjusted mean = 4.92, SE = .20) were better remembered than 
English words (adjusted mean = 4.34, SE = .20). There was no significant main 
effect of language in the HPF condition (p = .91). In view of the Pool 
Familiarity x Language interaction, one-way between-subjects analyses were 
undertaken at each level of language as well. There was a main effect of pool 
familiarity on memory span for English words, F (1, 28) = 7.42, p < .05, η2 = 
.21, such that the observed memory span was higher in the HPF (adjusted mean 
= 5.05, SE = .22) than in the LPF (adjusted mean = 4.20, SE = .22) condition. 
In contrast, there was no significant effect of pool familiarity on span for 
Malay words (p = .57). 
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A Pool Familiarity x Language mixed model analysis on memory span 
data for 3-syllable words revealed a main effect of language, F (1, 29) = 6.11, p 
< .05, partial η2 = .17, such that English words (adjusted mean = 4.61, SE = 
.17) were better remembered than Malay words (adjusted mean = 4.25, SE = 
.17). Neither the effect of pool familiarity (p = .82) nor the Pool Familiarity x 
Language effect was significant (p = .74). 
 
3.6.4 Effect of phonological confusability 
 
In general, phonological confusability was not a significant predictor of 
span, reflecting p-values of more than .05 across all analyses. Its inclusion in 
the covariate analyses did not alter the pattern of results obtained in 
Experiment 1A although it did weaken the observed effects in terms of 
reduction in their effect sizes. The observed pattern of results disconfirms the 
hypothesis that phonological confusability would be able to predict residual 
span differences in the LPF condition (Hypothesis 2) in so far as phonological 
confusability was expected to account for the residual variance associated with 





 Contrary to the main prediction made, phonological confusability, 
construed as an individualised measure in the present study, did not contribute 
significantly to span differences. While phonological confusability did take up 
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a small percentage of the variance unaccounted for by articulation rate, in 
general, it did not emerge as a significant predictor of differences in memory 
span when the analyses undertaken in Experiment 1A were re-run, adding 
phonological confusability as a covariate. In fact, the number of neighbours 
produced for the stimuli using the individualised measure is low in comparison 
to studies that have directly investigated neighbourhood size effects (e.g., Goh 
& Pisoni, 2003).  
 
 Although the studies by Goh and Pisoni (2003) and Roodenrys et al. 
(2002) have been able to demonstrate that differences in span are related to the 
lexical properties of words, they did so by experimentally manipulating the 
phonological or lexical properties of the words and showing that the 
manipulation was successful in creating differences in recall rate. The present 
study, on the other hand, suggests that phonological confusability might not be 
able to significantly predict variations in span when defined in terms of the 
participants’ individual perceptions of confusability. 
 
 There are two issues that remain outstanding in view of the findings 
from this experiment. Firstly, it is not clear what might be expected of the 
nature of the effect of phonological confusability on recall since previous 
studies have presented inconsistent findings. Secondly, the source of the 
interaction between item length and language in the LPF condition remains to 




(1) The nature of the effect of phonological confusability on memory span  
 
How might the inconsistent findings on the effect of phonological 
confusability on recall be reconciled? It is argued here that differences in the 
extent to which participants were familiarised or primed with the relevant 
words prior to testing across the two past studies (Roodenrys et al., 2002; Goh 
& Pisoni, 2003) are at the heart of the inconsistencies.  
 
Familiarising participants with a pool of words from which memory lists 
are later drawn or is likely to heighten or strengthen the activations of all words 
within the pool. Pool familiarisation, at the very least, benefits participants by 
furnishing them with the knowledge of all the possible responses (i.e., all the 
words in the set) at any given serial position and, in so doing, reducing 
information load. What becomes critical during recall, then, is which of the 
words in the “family” was presented at any given position in the list. It is 
postulated that the identification of the word that was presented in a particular 
position in the memory list precipitates competition effects among the words in 
the pool though not amongst words in the mental lexicon. The repeated 
presentation of lists in a closed set or repeated sampling condition is also 
expected to have a similar, albeit attenuated, effect on the strength of activation 
of representations of the repeated words. Roodenrys and Quinlan (2000) that 
the repeated presentation of items results in priming effects. It is conceiveable 
the strengthening of representations in the LTM owing to pool familiarisation 
or repeated sampling result from priming. 
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It is argued here that successful priming increases the likelihood of 
recalling a word from the relevant pool of words. However, given that the 
serial recall task demands that the list has to be remembered in the correct 
sequence, the words in the list vie with each other for recognition. What 
ensures the successful recall of the words in a list? It is argued, here, that the 
degraded trace of the target word in short-term memory activates words in the 
mental lexicon that are similar to it phonologically. Given that participants are 
aware of all possible items, the activation of these phonologically confusable 
words is likely to support the correct recall of the target word. If the 
neighbourhood size or confusability of the target word is relatively large, the 
degraded trace receives more activation than if the target word was low on 
confusability (i.e., neighbourhood size is small). The level of activation, here, 
determines the likelihood of a correct recall. The higher the level of activation, 
the higher the likelihood that the correct word will be output. Words that are 
relatively less confusable than others would receive minimal activation and 
hence suffer more in terms of correct recall. That is, if the activation from the 
phonological neighbourhood is not strong enough to offset the activation of 
each individual word in the set, it is likely that the wrong word will be recalled. 
This account proposes that there are two forces acting in concert: activation 
arising from priming and activation from phonological confusability. 
 
In absence of pool familiarisation or priming, phonological confusability 
(or phonological neighbourhood size, as it is typically operationalised) is 
expected to have a negative effect on span. In this case, no representations are 
primed. The degraded traces in the short-term memory activate the 
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phonological neighbours of a word but instead of supporting the recall of the 
target item, these neighbours compete with one another for eventual output. 
The degraded traces of words in a list act autonomously in picking up 
activations from phonologically similar words in the mental lexicon. For any 
given target word, the phonological neighbour that is activated the most and 
best fits its degraded trace(s) will be chosen for output. The greater the number 
of phonologically similar words, the more demanding the process of 
reconstructing degraded traces of the target words on the basis of active 
representations of phonologically similar words in the mental lexicon. Hence, 
the extent to which target words are confusable with other words in the lexicon 
is likely to have a negative effect on span due to competition effects amongst 
words within the respective phonological neighbourhoods of the target words. 
In the face of many competing neighbours, more phonologically confusable 
words will be less well remembered than less confusable words, which have 
fewer neighbours to compete against. 
 
In short, the proposed account advances two claims:  
(1) The activation of phonological neighbours supports the correct recall of 
items in a list, provided that the pool of items was made familiar or 
successfully primed prior to the presentation of then list.  
(2) In the absence of pool familiarisation or priming effects, the activation 
of phonological neighbours has a negative effect on recall performance 
via phonological confusability. 
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 The viability of this account in explaining the findings from the above-
mentioned studies is reviewed below: 
 
 Goh and Pisoni (2003). Recall that Goh and Pisoni found that words that 
were more salient in relation to other phonological representations in the long-
term memory (i.e. “easy” words) were better remembered than less salient ones 
in the nonrepeated, but not in the repeated, sampling condition. The proposed 
account appears to be able to explain why the “easy-hard” difference in span 
was substantial only under the nonrepeated sampling condition. More 
specifically, it predicts that in the absence of priming (as with nonrepeated 
sampling), “easy” words (and by association, lowly confusable words) will be 
better remembered than “hard” words (and by association, highly confusable 
words) since competition will be at the level of phonological neighbourhoods 
in the mental lexicon. With minimal priming in the repeated sampling condition  
(which corresponds to the standard repeated sampling procedure), the observed 
effect of the “easy-hard” distinction is minimal presumably because the 
negative effect of confusability encounters the opposing effect of priming 
engendered by the minimal repetition of items. In Goh and Pisoni’s words, “the 
strength of the words’ activations [due to repetition] could possibly reduce the 
interference of other words from the same lexical neighbourhood” (p. 949).  
 
 Roodenrys et al. (2002). Prima facie, the proposed account appears 
untenable in the light of Roodenrys et al.’s observation that phonological 
confusability had a facilitative effect on span despite using a nonrepeated 
sampling procedure. The account predicts that there should have been a 
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negative effect of confusability. However, upon further examination, it 
becomes clear that the facilitative effect of confusability could have been an 
artifact of priming – induced by the fact that, in each condition of the study, 
participants were presented with each word individually prior to the 
corresponding memory span task and asked to repeat it to check their 
audibility. This in itself could have produced priming effects akin to those 




































Figure 3.1. Effect of phonological confusability on memory span varies with 




 On the whole, the proposed account appears to be able to provide an 
explanation of the inconsistent findings from previous studies by specifying the 
independent influences of familiarisation or priming and phonological 
confusability on recall. In view of the fact that the standard repeated sampling 
procedure was adopted in both pool familiarity conditions in the present study, 
a similar case can be made for the lack of effect of phonological confusability 
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on memory span in the present study. Perhaps the use of a standard repeated 
sampling procedure itself rendered the influence of phonological confusability 
negligible in the present study. This can be better understood if we visualise the 
effect of phonological confusability as varying on a continuum determined by 
the level of pre-exposure to the memory stimuli (refer to Figure 3.1). 
 
 
 Thus far, two explanations for the nonsignificant effect of phonological 
confusability on span have been offered. Firstly, the negligible effect of 
phonological confusability could be traced to the fact that phonological 
confusability was not manipulated in the present study as had been in the only 
study (i.e., Roodenrys et al., 2002) demonstrating the effect of phonological 
neighbourhood. Secondly, the two-process model of activation outlined above 
may explain the observed finding in the same way that it explains the finding of 
another study (i.e., Goh & Pisoni, 2003) that showed that the effect of lexical 
competition was minimal when a repeated sampling procedure was used. 
However, given that the present study did not manipulate phonological 
confusability, as studies by Goh and Pisoni (2003) and Roodenrys and 
colleagues (2002) did, but instead utilised a measure of phonological 
confusability that took into account individual differences in the degree to 
which words were viewed as confusable, it seems more plausible to attribute 
the absence of the effect of phonological confusability to the first explanation. 
A third possibility is that the differences in this measure are not large enough 
in this study to produce an effect. It should be noted, however, that even if this 
individualised measure of phonological confusability could have restricted the 
amount of variance for analysis, it has the merit of being a measure of each 
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participant’s phonological confusability. Further research on this method of 
measuring phonological confusability would be desirable. 
 
(2) Unexplained interaction effect of language by item length in the LPF 
condition 
 
 Recall that the locus of the observed interaction effect of language by 
item length on word spans in the LPF condition is in the unusually low recall of 
English 2-syllable words.  
 
 It is apparent that there is some other influence responsible for the 
observed low recall of English 2-syllable words in the LPF condition that is 
neither captured by phonological confusability nor the other variables hitherto 
considered in this study (e.g., articulation rate, word familiarity). It is proposed 
that the differential effects of word length on recall of Malay and English 
words, or more specifically the unusually low recall of English 2-syllable 
words, can be explained in terms of properties of the words across stimulus sets 
that are independent of semantics, articulation rate, phonological similarity 
(intralist influence), phonological confusability (extralist influence), relative 
language familiarity, and word familiarity. The influences of these variables on 
memory span in the present study were either controlled for at the outset of the 
first experiment or subsequently accounted for in the analyses. 
 
 In view of previous findings including their own, Lovatt et al. (2000) 
have pointed out that the inconsistent effects of word length across different 
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stimulus sets may be attributed to the use of restricted set sizes.  They suggest 
that in painstakingly matching lists for critical properties (some of which are 
mentioned in the preceding paragraph), items that are eventually sampled may 
vary in their characteristics such that the presence of one or more unusually 
difficult items may be sufficient to generate significant differences in recall 
performance across stimulus sets. While item effects specific to the set of 
English 2-syllable words may explain the observed cross-linguistic differences 
in the effect of word length on span and ultimately the low recall of English 2-
syllable words, this explanation is not amenable to testing in the present study 
given that memory span was assessed using the ascending method.  
 
 There is good reason to speculate that the English 2-syllable words 
employed in the present study were more phonologically complex than the 
words from the other sets, where phonological complexity is determined by the 
presence of consonant clusters. An inspection of the words used in each of the 
four stimulus sets (see Appendix G) confirms that all the English 2-syllable 
words contained consonant clusters. In contrast, fewer words from other sets 
had consonant clusters: 2 from the set of Malay 2-syllable words, 2 from the set 
of Malay 3-syllable words, and 4 from the set of English 3-syllable words. The 
greater phonological complexity of the English 2-syllable words could have 
resulted in the low recall rate for these words. It is plausible, then, that 
redintegration would be a lot more difficult for these words relative to other 
words, in particular the Malay words.  
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 Phonological complexity is typically characterised by the presence of 
different phonemes in adjacent positions (Service, 1998). By the same token, it 
is argued here that the presence of consonant clusters increases the 
phonological complexity of words given the greater transitions that need to be 
made from one phoneme to another. 
 
 Phonological complexity has been shown to impinge upon STM 
presumably due to the greater speech planning required to transit from one 
phoneme to another. Service (1998) demonstrated that phonological complexity 
predicted word-length effects in the recall of Finnish pseudowords. Spoken 
duration, on the other hand, had a substantially smaller effect, indicating that 
phonological complexity may be the main source of the word-length effect. 
Service further demonstrated that the number of phonemes rather than the 
number of syllables is the crucial factor in the limiting effect of phonological 
complexity on recall. 
 
 While the phonological complexity account proposed by Service (1998) 
has met with opposition (Cowan et al., 2000), it has received support from 
previous studies (e.g., Cheung & Kemper, 1993). 
 
 In a study comparing the recall of English and Chinese words for 
Chinese-English bilinguals, Cheung and Kemper (1993) found that when 
articulation rates were increased by a fixed amount, memory spans increased 
more for Chinese than for English monosyllables. They attributed the 
disproportionately high spans (relative to their articulation rates) of Chinese 
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monosyllables to the lower phonological complexity of these words given their 
lack of consonant clusters. They further reasoned that English monosyllables 
did not share a similar articulatory advantage since these words tended to 
contain consonant clusters. They observed that the syllabic structures of 
Chinese and English words become more comparable as word length increases. 
 
 Cheung and Kemper (1993) proposed that syllabic structure affected 
articulation rate since the language difference in the recall of monosyllables 
was abolished through articulatory suppression. However, it is argued here that 
the proposed influence of syllabic structure via phonological complexity on the 
recall of words in the present study may not have been successfully accounted 
for by the measure of articulation rate adopted: the standard repetitive-timed 
measure of articulation rate.  Since speeded articulation rate was measured 
using the standard procedure of timing participants’ repetitive articulations of 
pairs of words, it is likely that any difficulty in pronouncing the words may 
have been circumvented by pronouncing the words without regard to accuracy 
of pronunciations. Hence, it seems entirely plausible that participants may be 
able to articulate more complex words as quickly as less complex words via a 
practiced motor program when the measure of articulation rate requires fast 
rather than accurate pronunciations. 
 
 In general, the phonological complexity account appears to be a tenable 
explanation of the inconsistencies in the literature on the word-duration effect. 







The results of the experiments reported in this paper, complex as they 
are, demonstrate clearly that the influences on memory span are many and 
varied. Taken together, they highlight that a simple speech-based account of 
short-term memory such as the phonological loop model is, at best, inadequate 
in explaining differences in memory span. It is proposed that a redintegrative 
account which details the process by which degraded words in the short-term 
store are reconstructed on the basis of phonological information from the 
mental lexicon might better account for the results obtained, although there 
might be a need to modify the prevailing account to include a semantic 
contribution as well.      
 
4.1 Main findings of Experiment 1 
 
The first of the experiments presented in this paper was aimed at 
investigating the contribution of pool familiarity towards memory span. Pool 
familiarity, defined as the familiarity with the testing pool, was manipulated in 
the present study such that the two groups involved were trained on different 
sets of items prior to testing. While one group of participants was trained on 
items from each stimulus set prior to the relevant memory span task (HPF 
condition), the other group (i.e., the control group) was trained on items other 
than those included in the testing pools (LPF condition). It was hypothesised 
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that pool familiarisation (as in the HPF condition) would reduce differences in 
span between lengths and languages that are independent of articulation rate 
and relative language familiarity, for words and numbers separately.  
 
The theory of redintegration provided the basic framework in this 
investigation. Redintegration is typically construed as the process by which 
decayed traces of items in the short-term memory are reconstructed on the basis 
of phonological long-term knowledge (Hulme et al., 1991). It is plausible that 
the ease with which decayed traces of words in the short-term memory can be 
successfully redintegrated – referred to as redintegrative capacity in the present 
study – depends on the distinctiveness of the words in relation to other words 
in the mental lexicon. The redintegrative mechanism is expected to work more 
efficiently for longer than for shorter items since decayed traces of longer items 
would have more distinguishing features and hence would be more easily 
reconstructed than those of shorter items. The main proposition put forth by 
accounts that specify a redintegrative mechanism is that the reconstruction of 
traces involves some form of lexical competition among words in the mental 
lexicon. That is, traces are compared against existing items in the mental 
lexicon and the item that best completes the traces is chosen for output.  In the 
event that there are many competing items that could complete the decayed 
trace(s) of a word, the item that is most strongly activated by virtue of its 





4.1.1 Effect of pool familiarisation on memory span 
 
In general, pool familiarisation was found to be more beneficial for the 
recall of numbers than words. This finding is analogous to the observation that 
the advantage in recall performance on closed sets of words over open sets was 
restricted to low-frequency words (Roodenrys & Quinlan, 2000). Roodenrys 
and Quinlan (2000) argued that the use of closed sets of words resulted in the 
priming of phonological representations in the LTM and this benefited the 
recall of low-frequency words more since these had weaker pre-existing 
representations compared to high-frequency words.  It is argued, here, that a 
similar explanation applied to the observation that there was a more substantial 
effect of pool familiarisation on numbers than on words. That is, the recall of 
the multi-digit numbers in the present study benefited more from pool 
familiarisation because these numbers have weaker pre-existing LTM 
representations than the highly familiar words, which have strong 
representations to begin with. 
 
While pool familiarisation was found to benefit the recall of numbers 
irrespective of language and length, it was not able to increase spans to the 
same levels as those for the different sets of words. This reflects a fundamental 
distinction between numbers and words that is not captured by pool 
familiarisation. In particular, it is argued that words have the added advantage 
of having unique meanings and connotations ascribed to them. Numbers, on the 
other hand, do not benefit from such rich semantic connectivity as they define 
and are varied merely in numerosity.  
120 
The overarching hypothesis made was that differences in the 
redintegrative capacities between language and item lengths would be 
compensated for by the pool familiarisation procedure, for words and numbers 
alike. This hypothesis was supported for words but not for numbers. Item 
length differences in number span persisted despite familiarising participants 
with the testing pools, alongside accounting for differences in articulation rate 
and relative language familiarity. This was attributed to the inadequacy of the 
pool familiarisation procedure in eliminating two sources of variance: lexical 
competition and information content. Firstly, it is proposed that the pool 
familiarisation procedure could have been inadequate in eliminating the great 
disparity in the amount of lexical competition between the item lengths, 
reflected by the fact that the number of competing items for 3-digit numbers far 
exceeds that for 2-digit numbers. Secondly, pool familiarisation may not have 
been able to overcome differences in informational content between 2- and 3-
digit numbers.  However familiar, 3-digit numbers are decomposable into 3 
units (i.e. digits), and 2-digit numbers into 2 units.   
 
It may be worthwhile for future research to re-examine the case for 
multi-digit numbers and evaluate how much pool familiarisation would be 
necessary to eliminate differences in the recall of shorter and longer multi-digit 
numbers. A comparison of the outcomes of varying intensities of pool 




 4.1.2 Unpredicted low recall of English 2-syllable words in LPF 
condition 
 
One finding that was worthy of further investigation was the unusually 
low recall of English 2-syllable words in the LPF condition.  It was proposed 
that certain lexical properties of these words could have made it more difficult 
to successfully reconstruct or redintegrate these words in the LPF condition, as 
compared to words from other sets (i.e., 3-syllable English words, and 2- and 
3-syllable Malay words). This seems highly likely in view of the fact that pool 
familiarisation, which was expected to equate for differences in redintegrative 
capacities, eliminated the recall disadvantage of these words such that the mean 
memory span for this set of words increased significantly and was comparable 
to the spans for the other sets of words. Recent studies (Goh & Pisoni, 2003; 
Roodenrys et al., 2002) have demonstrated the effect of phonological aspects of 
words on memory span.  
 
With this in mind, we turn to the main findings of Experiment 2 which 
was set up to investigate the possibility that differences in phonological 
neighbourhood density or phonological confusability, defined by the number of 
words in the mental lexicon that sound similar to a given word, may have been 
responsible for the lower recall of English 2-syllable words relative to the other 





4.2 Main findings from Experiment 2 
 
The idea of phonological confusability and its predicted effect on 
memory span evolves from the original conceptualisation of redintegration as a 
process that utilises phonological knowledge to reconstruct traces of words 
(Hulme et al., 1991). In addition to examining the possibility that differences in 
span in the LPF condition, in particular the low recall of English 2-syllable 
words, Experiment 2 aimed to clarify the nature of the effect of phonological 
confusability on span given the existing inconsistencies in the literature.  
 
 4.2.1 Effect of phonological confusability on span 
  
 In general, results indicated that phonological confusability was not a 
significant predictor of differences in word span. This finding may simply 
reflect that phonological confusability does not significantly predict variations 
in span under normal circumstances. More specifically, phonological 
confusability was not manipulated in the present study as had been in the only 
study (Roodenrys et al., 2002) demonstrating the effect of phonological 
neighbourhood density, and another (Goh & Pisoni, 2003) examining the 
compound effect of three phonological neighbourhood properties (including 
phonological neighbourhood density) on span. 
 
 It is proposed that inconsistencies in the literature on the effect of 
phonological confusability may be explained by a two-process model of 
activation suggesting that the nature of the effect of phonological confusability 
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depends on the level of pre-exposure to the memory stimuli. In particular, it is 
suggested that there are two levels of activations, one corresponding to 
phonological confusability and the other to priming, which interact in 
predictable ways to produce what has been interpreted as the effect of 
phonological confusability. In short, this account postulates that the activation 
of phonological neighbours during recall has a negative effect on span in the 
absence of priming or familiarisation but a positive effect when words are 
successfully primed. This proposed account, though speculative, is worthy of 
investigation since it appears to be able to reconcile previous findings in the 
literature.  
 
 4.2.2 Unresolved finding from Experiment 1 
 
Yet to be explained is the finding of the unusually low recall of English 
2-syllable words in the LPF condition. There is clearly some other explanation 
for the unusually low recall of the shorter English words in the absence of pool 
familiarisation, not captured by the effects of phonological confusability, 
articulation rate, and relative language familiarity.  
 
It is proposed that the low recall of the English 2-syllable words could 
be due to the greater phonological complexity of these words in relation to the 
other words. This account gathers support from the observation that while only 
a few (at most 4) words in each of the other sets contained consonant clusters, 
all the English 2-syllable words contained consonant clusters. 
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4.3 Other findings – effects of articulation rate and relative language 
familiarity on span 
 
 Articulation rate. Among other salient findings is the finding that 
articulation rate was not successful in eliminating differences in word span in 
the absence of pool familiarisation, and item length differences in number span 
irrespective of pool familiarity condition. A look at the self-reported strategies 
participants used to aid recall (refer to Appendix E) indicates that only a 
minority of them used rehearsal strategies in the LPF condition and none in the 
HPF condition. This itself could have reduced the importance of articulation 
rate as a predictor of span differences in the present study. The strategies most 
consistently reported by the participants to aid recall in the present study, 
irrespective of pool familiarity, item type, and language, were the use of visual 
imagery and the creation of associations among items. It is conceivable that 
while the formation of associations among words would have been beneficial to 
the recall of words, it would have been less successful for numbers. This 
reiterates an earlier point made on the absence of semantic connectivity 
amongst numbers.  
 
Taken together, these findings question the central premise of the 
phonological loop model – that differences in memory span are explainable by 
differences in articulation rate – as well as claim that rehearsal is an important 
determinant or correct recall.   
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Relative language familiarity. The finding that relative language 
familiarity contributes towards cross-linguistic differences in span, over and 
above the contribution of articulation rate, highlights the importance of taking 
into consideration participants’ familiarity with the language(s) in which span 
is tested, especially in cross-linguistic studies. This reaffirms previous findings 
by Thorn and Gathercole (2001) demonstrating a first-language superiority in 
the recall performance of bilinguals, independent of differences in articulation 
rate, and a relatedness of language differences in recall performance of 
bilinguals to scores on a measure of language familiarity. 
 
4.4 Summary and implications of the present study 
 
In summary, the present study demonstrates a number of findings that 
are worthy of consideration in future studies: 
 
(1) Differences in language familiarity contribute toward language 
differences in span, thereby emphasising the need to include a 
measure of relative language familiarity in any cross-linguistic study 
of STM span. 
(2) Pool familiarisation does have an equalising effect on differences in 
spans between item lengths and languages, for words at least. It 
might be a useful tool in gauging the redintegrative capacities of 
different sets of words. 
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(3) Numbers and words are clearly different, in particular, where 
semantic associativity is concerned. It is proposed that any account 
of span differences should take into consideration semantic factors. 
 
It is clear that the influences on short-term memory are varied and that 
any interpretation of differences in recall ought to consider the relative 
contributions of all these influences. As it stands, no one theory has been able 
to link all these contributions.  
 
Viewed as a reactivation mechanism that aids the retrieval or recall of 
information, redintegration provides an appealing explanation of most of the 
findings in the present study. However, there is a clear need to account for the 
contribution of semantic factors, as reflected by the observation that words and 
numbers are different in ways that cannot be explained fully in terms of 
phonological properties. As it stands today, the conceptualisation of 
redintegration is not able to accommodate a semantic contribution.  
 
It is proposed that Cowan’s embedded-processes model (1999) of 
working memory may provide a tenable account of the many influences on 
immediate serial recall performance. It is argued, here, that the distinction 
between mechanisms involved during encoding, maintenance, and retrieval may 
allow for a more comprehensive understanding of processes in the STM. In 
particular, the model suggests that during the encoding of stimulus information 
entails the activation of an amalgam of features upon presentation of the 
stimulus. Attention to the stimulus is expected to result in deeper levels of 
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encoding including the encoding of semantic features. This may help explain 
the influence that semantic properties of items have on span and, in the context 
of the present study, the fundamental differences between numbers and words 
as well. The embedded processes model further postulates that the complexity 
of speech-based information influences how long such information can last in 
memory. This appears to support the proposition that the unusually low recall 
of the English 2-syllable words in the LPF condition could have been due to the 
greater complexity in the syllabic structure of these words. Last but not least, 
the model: (1) specifies the operation of redintegration during the maintenance 
and retrieval of information, and (2) advances the idea that immediate memory 
represents an activated subset of the LTM. Both these appear to provide good 
explanations for existing findings in the literature.  
 
Future research is desirable in ascertaining the effects of pool familiarity 
on the recall of sets of stimuli that are known to differ on some known 
dimension such as lexicality or word frequency. If it can be established that 
pool familiarity only benefits items that are known to have weaker 
representations, pool familiarity may very well be a useful tool in assessing the 
redintegrative capacity of items (i.e., the ease with which items can be 
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Table A1. Stimulus sets for word span tasks and corresponding training 
sessions in HPF condition. Word-length levels of English words, if different 














N=48       N=36 
2-syllable   Translation   
Abang   
Gambar   
Hutan   
Langsir   
Meja   
Pasar   
Surat   


















Brother   
Photograph (3)   
Jungle   
Curtain   
Table   
Market   
Letter  

















3-syllable   Translation   
Asrama   
Binatang   
Lukisan   
Minuman   
Pemadam   
Rekaan   
Saudara   

















Hostel (2)   
Animal    
Drawing (2)   
Beverage   
Eraser   
Invention   
Relative   





















Table A2. Stimulus sets for number span tasks and corresponding training 












Dua puluh tiga 
Tiga puluh lapan 
Empat puluh enam 
Lima puluh sembilan 
Enam puluh dua 
Tujuh puluh lima 
Lapan puluh tujuh 












Dua ratus lapan puluh lima 
Tiga ratus tujuh puluh enam 
Empat ratus tiga puluh tujuh 
Lima ratus sembilan puluh dua 
Enam ratus dua puluh empat 
Tujuh ratus lima puluh tiga 
Lapan ratus empat puluh sembilan 
Sembilan ratus enam puluh lapan 
 
Two hundred and eighty-five 
Three hundred and seventy-six 
Four hundred and thirty-seven 
Five hundred and ninety-two 
Six hundred and twenty-four 
Seven hundred and fifty-three 
Eight hundred and forty-nine 












Table B1. Word sets for training sessions in LPF condition. Word-length levels 















N=48       N=36 
2-syllable   Translation   
Bunga   
Cermin   
Dapur   
Gaji   
Kuman   
Musuh   
Payung   


















Flower   
Mirror   
Kitchen   
Salary (3)   
Bacteria (3)   
Enemy (3)   
Umbrella (3)   

















3-syllable   Translation   
Baginda   
Hadiah   
Jabatan   
Negara   
Perabot   
Rintangan   
Senjata   

















Majesty   
Present (2)   
Profession   
Country (2)   
Furniture   
Obstacle   
Weapon (2)   
































Dua puluh tujuh 
Tiga puluh empat 
Empat puluh dua 
Lima puluh lapan 
Enam puluh tiga 
Tujuh puluh sembilan 
Lapan puluh lima 












Dua ratus tiga puluh lapan 
Tiga ratus sembilan puluh empat 
Empat ratus enam puluh tiga 
Lima ratus empat puluh tujuh 
Enam ratus lapan puluh sembilan  
Tujuh ratus lima puluh enam 
Lapan ratus tujuh puluh dua 
Sembilan ratus dua puluh lima 
Two hundred and thirty-eight 
Three-hundred and ninety-four 
Four hundred and sixty-three 
Five hundred and forty-seven 
Six hundred and eighty-nine 
Seven-hundred and fifty-six  
Eight-hundred and seventy-two 











Age:                                                                                                                                       
 




(I) On a scale of 1 (Not at all comfortable) to 10 (Very comfortable), rate how 
comfortable you are using English. 
 
Not at all                                                                                                                        Very 
     comfortable                                                                                                                comfortable 
 
1 2 3 4 5 6 7 8 9 10 
 
(II) On a scale of 1 (Not at all comfortable) to 10 (Very comfortable), rate how 
comfortable you are using Malay. 
 
Not at all                                                                                                                        Very 
     comfortable                                                                                                                comfortable 
 





1) State what strategy/strategies you used to help you recall the numbers in the 





2) State what strategy/strategies you used to help you recall the words in the 








On a scale of 1 (Not at all competent) to 5 (Very competent), rate the speaker’s 
competence in presenting the memory lists in English.  
 
                                   Not at all                                            Very                           
                                  competent                                       competent 
 








Listed below are 32 English words. On a scale of 1 (Not at all familiar) – 7 
(Very familiar), rate the words on the basis of how familiar they are to you.  
 
`````````````````````````````````````````````````````````````````````````````````` 
                             NOT AT ALL                                                           VERY 
                                         FAMILIAR                                                         FAMILIAR 
 
Animal   1 2 3 4 5 6 7 
 
Bacteria   1 2 3 4 5 6 7 
 
Beverage    1 2 3 4 5 6 7 
 
Brother    1 2 3 4 5 6 7                 
 
Country   1 2 3 4 5 6 7 
  
Cucumber   1 2 3 4 5 6 7  
 
Curtain   1 2 3 4 5 6 7  
 
Drawing    1 2 3 4 5 6 7 
 
Enemy   1 2 3 4 5 6 7 
 
Eraser    1 2 3 4 5 6 7 
 
Exam    1 2 3 4 5 6 7 
 
Flower   1 2 3 4 5 6 7 
 
Furniture   1 2 3 4 5 6 7 
 
Invention   1 2 3 4 5 6 7  
 
Journalist    1 2 3 4 5 6 7  
 
Jungle    1 2 3 4 5 6 7 
 
Kitchen   1 2 3 4 5 6 7 
 
Letter    1 2 3 4 5 6 7 
 






                             NOT AT ALL                                                           VERY 
                                         FAMILIAR                                                         FAMILIAR 
 
Majesty   1 2 3 4 5 6 7 
 
Market   1 2 3 4 5 6 7 
 
Mirror    1 2 3 4 5 6 7 
 
Obstacle   1 2 3 4 5 6 7 
 
Photograph   1 2 3 4 5 6 7  
 
Present   1 2 3 4 5 6 7 
 
Profession   1 2 3 4 5 6 7 
 
Relative   1 2 3 4 5 6 7  
 
Salary    1 2 3 4 5 6 7 
 
Table    1 2 3 4 5 6 7 
 
Toilet    1 2 3 4 5 6 7 
 
Umbrella   1 2 3 4 5 6 7 
 






















Age:                                                                                                                                     
 




(I) On a scale of 1 (Not at all comfortable) to 10 (Very comfortable), rate how 
comfortable you are using English. 
 
Not at all                                                                                                                        Very 
     comfortable                                                                                                                comfortable 
 
1 2 3 4 5 6 7 8 9 10 
 
(II) On a scale of 1 (Not at all comfortable) to 10 (Very comfortable), rate how 
comfortable you are using Malay. 
 
Not at all                                                                                                                        Very 
     comfortable                                                                                                                comfortable 
 





1) State what strategy/strategies you used to help you recall the numbers in the 





2) State what strategy/strategies you used to help you recall the words in the 








On a scale of 1 (Not at all competent) to 5 (Very competent), rate the speaker’s 
competence in presenting the memory lists in Malay.  
 
                                   Not at all                                            Very                           
                                  competent                                       competent 
 







Listed below are 32 Malay words. On a scale of 1 (Not at all familiar) – 7 
(Very familiar), rate the words on the basis of how familiar they are to you.  
 
`````````````````````````````````````````````````````````````````````````````````` 
                             NOT AT ALL                                                           VERY 
                                         FAMILIAR                                                         FAMILIAR 
 
Abang    1 2 3 4 5 6 7                 
 
Asrama   1 2 3 4 5 6 7  
 
Baginda    1 2 3 4 5 6 7 
 
Binatang   1 2 3 4 5 6 7 
 
Bunga    1 2 3 4 5 6 7 
 
Cermin    1 2 3 4 5 6 7 
 
Dapur    1 2 3 4 5 6 7 
 
Gaji    1 2 3 4 5 6 7 
 
Gambar   1 2 3 4 5 6 7 
 
Hadiah    1 2 3 4 5 6 7  
 
Hutan    1 2 3 4 5 6 7 
 
Jabatan    1 2 3 4 5 6 7  
 
Kuman    1 2 3 4 5 6 7  
 
Langsir   1 2 3 4 5 6 7  
 
Lukisan   1 2 3 4 5 6 7  
 
Meja    1 2 3 4 5 6 7 
 
Minuman   1 2 3 4 5 6 7 
 
Musuh   1 2 3 4 5 6 7 
 






                             NOT AT ALL                                                           VERY 
                                         FAMILIAR                                                         FAMILIAR 
 
Pasar    1 2 3 4 5 6 7 
 
Payung   1 2 3 4 5 6 7  
 
Pemadam   1 2 3 4 5 6 7 
 
Perabot    1 2 3 4 5 6 7 
 
Rekaan   1 2 3 4 5 6 7 
 
Rintangan    1 2 3 4 5 6 7 
 
Saudara   1 2 3 4 5 6 7  
 
Senjata    1 2 3 4 5 6 7  
 
Surat    1 2 3 4 5 6 7  
 
Tandas   1 2 3 4 5 6 7  
 
Timun    1 2 3 4 5 6 7 
 
Ujian     1 2 3 4 5 6 7  
 






















- 2 9 1 - - 7 5 1 
- 4 11
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Questionnaire F1. Questionnaire surveying the phonological confusability of 




Instructions: In this exercise, you will be presented with 16 English words. 
Having read each word (either aloud or silently), write down as many English 
words as possible that, to you, sound similar to the target word. If you are 
unable to come up with any similar sounding words for any one of the given 
words, just leave a blank.  
 
Animal -  
Beverage -  
Brother -  
Cucumber -  
Curtain -  
Drawing -  
Eraser -  
Hostel -  
Invention -  
Journalist -  
Jungle -  
Letter -  
Market -  
Photograph -  
Relative -  





Questionnaire F2. Questionnaire surveying the phonological confusability of 




Instructions: In this exercise, you will be presented with 16 Malay words. 
Having read each word (either aloud or silently), write down as many Malay 
words as possible that, to you, sound similar to the target word. If you are 
unable to come up with any similar sounding words for any one of the given 
words, just leave a blank.  
 
Abang -  
Asrama -  
Binatang  
Gambar -  
Hutan  
Langsir -  
Lukisan -  
Meja  
Minuman -  
Pasar -  
Pemadam -  
Rekaan -  
Saudara -  
Surat -  
Timun -  












Phonological complexity of words used in stimulus sets for word span tasks. 





Malay                                                               English 
 
 
2-syllable: 
 
Abang  
Gambar 
Hutan 
Langsir 
Meja 
Pasar 
Surat 
Timun 
Brother  
Curtain 
Drawing 
Hostel 
Jungle 
Letter 
Market 
Table 
 
3-syllable: 
 
Asrama 
Binatang 
Lukisan 
Minuman 
Pemadam 
Rekaan 
Saudara 
Wartawan 
Animal 
Beverage 
Cucumber 
Eraser 
Invention 
Journalist
Photograph 
Relative 
 
 
 
