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This paper compares numerical modeling of the effect of stress on solute transport (advection and matrix
diffusion) in fractured rocks in which fracture apertures are correlated with fracture lengths. It is mainly
motivated by the performance and safety assessments of underground radioactive waste repositories.
Five research teams used different approaches to model stress/deformation, ﬂow and transport pro-
cesses, based on either discrete fracture network or equivalent continuum models. The simulation resultsractured rocks
olute transport
iscrete element method
quivalent continuum
ual-porosity model
article tracking method
derived by various teams generally demonstrated that rock stresses could signiﬁcantly inﬂuence solute
transport processes through stress-induced changes in fracture apertures and associated changes in per-
meability. Reasonably good agreement was achieved regarding advection and matrix diffusion given the
same fracture network, while some observed discrepancies could be explained by different mechanical
or transport modeling approaches.
© 2013 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
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m. Introduction
The performance/safety assessment of deep underground
epositories of radioactive nuclear waste requires the knowledge
nd understanding of coupled mechanical and transport processes
n fractured rocks, including the stress effects on radio nuclides
igration in porous and fractured rocks. This topic is also impor-
ant in other energy engineering and environmental protection
rojects, such as groundwater pollution and oil/gas production
rom fractured reservoirs. However, experimental investigation of
he stress impact on solute transport in fractured rocks involving∗ Corresponding author. Tel.: +46 8 7908661.
E-mail address: zhzhao@kth.se (Z. Zhao).
eer review under responsibility of Institute of Rock and Soil Mechanics, Chinese
cademy of Sciences.
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ciences. Production and hosting by Elsevier B.V. All rights reserved.
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complex and realistic fracture network is almost impossible at
resent,mainly due to the technical difﬁculties in realizing fracture
ystems and carrying out the experiments under well-controlled
aboratory and in situ test conditions.
In the past three decades, stress effects on ﬂuid ﬂow through
ingle fractures or fractured rocks have been investigated by
umericalmodeling (e.g. Oda, 1986; Bai and Elsworth, 1994; Zhang
nd Sanderson, 1996; Chen and Bai, 1998; Bai et al., 1999; Koyama
t al., 2006). Important progress was made more recently by Jing
nd his co-workers (Min et al., 2004a,b; Baghbanan and Jing, 2008).
heir results indicate that fracture conductivity or equivalent per-
eability of fractured rocks, as well as ﬂow patterns (channeling),
an be signiﬁcantly changed under various stress conditions. Due
o the fact that solute transport strongly depends on the ﬂuid ﬂow
onditions in the fractured rocks, it is expected that the stresses
ould also play an important role in solute migration. However,
o the authors’ knowledge there are only a few publications con-
erning the stress (or engineering perturbations) effects on solute
r particle transport processes in single rock fractures (Moreno
t al., 1988; Jeong and Song, 2005; Koyama et al., 2008) or fractured
ocks (Zhao et al., 2011; Genty et al., 2011; Waber et al., 2011), and
odeling the coupled stress-ﬂow-transport processes in fracture
etworks has rarely been attempted.
nd Geotechnical Engineering 5 (2013) 110–123 111
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Fig. 1. Model geometry after regulation. IC and TUL used the original fracture
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The main objective of this study is to investigate the
tate-of-the-art of numerical modeling approaches and tech-
iques for characterizing and understanding the inﬂuences of
tress/deformation on solute migration in fractured crystalline
ocks, where ﬂuid ﬂow is dominated by connected fracture
etworks, considering a realistic representation of fracture net-
ork geometry and stress-deformation behaviors of the fractures
Hudson et al., 2009). This study was conducted as a part of the
nternational DECOVALEX-2011 project, Task C, and there were
ve research teams working on this problem: Imperial College
ondon (IC) and Lawrence Berkeley National Laboratory (LBNL),
n collaboration with Serco TAS and supported by the Nuclear
ecommissioning Authority (NDA), UK; Royal Institute of Tech-
ology (KTH), supported by Swedish Nuclear Fuel and Waste Co.
SKB), Sweden; Technical University of Liberec (TUL), supported by
adioactiveWaste RepositoryAuthority (RAWRA), CzechRepublic;
nd Institute of Rock and Soil Mechanics, Chinese Academy of
ciences (CAS), China. This paper brieﬂy describes the numerical
odels (in Section 3) used by ﬁve teams for simulation of the
oupled stress-ﬂow-transport processes and then compares the
orresponding results in Section 4.
. Benchmark test deﬁnition
Themodeling study is centered around a benchmark test (BMT),
hich was deﬁned based on a problem of fracture network stud-
ed by Baghbanan and Jing (2007, 2008). The original objective in
aghbanan and Jing (2007, 2008) was to evaluate the equivalent
ydraulic permeability of the two-dimensional (2D) fracture sys-
em, with model dimensions from 0.25m to 20m, so that many
mall fractures were included in the models. For the current mod-
ling study, the model domain is 20m by 20m, and contains 7797
ractures of various lengths and apertures (Fig. 1). Each individ-
al research team could decide whether those very small fractures
ould be included, according to their own judgment, necessary
impliﬁcation measures, and fracture characterization concepts.
ifferent approaches, either discrete fracture or equivalent contin-
ummodels, couldbe chosen, includingnecessaryhomogenization
chemes for handling the fractures.
For the BMT problem, the material properties of the fractures
nd intact rocks were deﬁned according to Table 1. The rock
atrixwas assumed to be linear, isotropic, homogeneous and elas-
ic, characterized by Young’s modulus and Poisson’s ratio. Fluid
ow in the rock fractures was assumed to follow the cubic law.
he normal deformation of the fractures was assumed to follow
Barton–Bandis model, with a hyperbolic non-linear stiffness kn
Baghbanan and Jing, 2008):
n = (nc + 10n)
2
9nca0
(1)
here nc (MPa) = 0.487a0 (m) + 2.51 is the critical normal
tress; n is the normal compressive stress; and a0 is the initial
perture of the fracture at zero normal stress. The values of a0 cor-
elated with fracture trace lengths, following an equation given by
aghbanan and Jing (2007), were provided to the teams. According
o the Barton–Bandis hyperbolic normal closure model, the normal
tress versus normal displacement relationship can be deﬁned as
n = 9na0nc + 10n (2)here un is the fracture normal displacement.
In the shear direction, an elastic-perfectly plastic model with a
ohr–Coulomb failure criterion was deﬁned, assuming a constant
hear stiffness, for simplicity. After shear failure is reached, the
h
i
betwork. KTH simpliﬁed the original fracture network by removing some small
ractures. LBNL used the original fracture network for calculation of equivalent,
ual-continuum properties. (a) Original model. (b) Simpliﬁed model by KTH.
ontinued shear displacement, us, was related to the shear dilation,
d, by a constant dilation angle, ϕd, according to
d = us tanϕd (3)
The shear dilation is then added to the normal stress-dependent
racture aperture (Eq. (2)), assuming that the mechanical and
ydraulic apertures are equal, for simplicity.
The stress effects on solute transport in fractured rocks were
nvestigated according to the following procedure. Firstly, various
oundary stresses (Fig. 2) were applied to the model (Fig. 1) to
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Table 1
Physico-mechanical properties of intact rock and fractures.
Intact rock Fractures
Elastic
modulus
(GPa)
Poisson’s
ratio
Shear stiffness,
Ks (GPa/m)
Friction
angle (◦)
Dilation
angle (◦)
Cohesion
(MPa)
Critical shear
displacement for
Mean fracture
aperture (m)
Residual
aperture (m)
Maximum
aperture (m)
84.6 0.24 434 24.9 5 0
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ﬂow in a fracture network, NAPSAC assumed the fracture trans-ig. 2. Boundary conditions. (a) Stress conditions. (b) Three outlet boundaries. (c)
ne outlet boundary.
enerate the deformed models for later ﬂuid ﬂow and transport
nalysis. A constant vertical normal compressive stress of 5MPa
as speciﬁed at the top and bottom boundaries, and the hori-
ontal normal compressive stresses, varying from 5MPa, 10MPa,
5MPa to 25MPa, were applied at the left and right boundaries. In
his way, the stress ratio, deﬁned as K=horizontal/vertical stresses,
ncreased from K=0, 1, 2, 3 to 5 stepwise (K=0 represents the free
tate in which both horizontal and vertical stresses are zero).
Fluid ﬂow through the model under various stress ratios was
imulated by the speciﬁed hydraulic pressure, as illustrated in
ig. 2b and c. The hydraulic conditions allowed the ﬂuid and solute
o exit from the lateral sides that are aligned in the macroscopic
ow direction, referring to as “three outlet boundaries”, and the
ases with closed (impermeable) lateral sides, called “one outlet
oundary”, were also studied. Two sets of hydraulic conditions
ere deﬁned to obtain the macroscopic ﬂow in the vertical and
orizontal directions, respectively. The hydraulic pressure gradi-
nt was ﬁxed at 104 Pa/m, and the hydraulic pressure at the center
f the model was 2.0×105 Pa. Because the hydraulic gradient of
04 Pa/m is much higher compared with the expected conditions
t a site of an underground radioactivewaste repository, additional
cenarios for both advection and matrix diffusion were carried out
nder a lower hydraulic gradient of 10Pa/m that is closer to the
xpected hydraulic conditions.
The solute transport through the model was initially deﬁned in
erms of particle tracking. Three of the ﬁve teams did employ the
article tracking approach, while two other teams used a regular
olute transport simulation approach. In particle tracking, solute
articles were introduced at each inlet location in proportion to
he ﬂow rate at that point. This was equivalent to injecting a traced
olutionwith constant concentration. The numbers of injected par-
icles at the inlet boundary were determined by various teams
ccording to their tools and models. The particles moving with
he ﬂowing ﬂuid through the fracture network followed the ﬂow
aths (connected fractures) randomly, which implies that parti-
les starting from the same point might end up in different exit
oints. Initially, only pure advection by ﬂuid ﬂow in fractures was
m
(
fdilation, ucs (mm)
3 65 1 200
onsidered. The concentrations of particles collected at the outlet
oundary as function of time were reported in the form of break-
hrough curves.
Output results were deﬁned to be evaluated and compared
n terms of total ﬂow-through and equivalent permeability, and
reakthrough curves, as well as other parameters that reﬂect the
olute transport characteristics through numerical experiments
nder various stress conditions.
. Methodologies
Either discrete fracture network (DFN) or equivalent contin-
um (EC) models were applied to simulate ﬂow and transport
rocesses in fractured rocks by different teams through various
odes (Table 2).Moreover, asmentioned, both particle tracking and
egular solute transport analyses were used by the different teams.
n the following section, the techniques for fracture system char-
cterization, and the algorithms used to simulate the stress effect,
ow calculation and solute transport employed by various teams
re described in detail.
.1. IC team
The IC team carried out the simulations using NAPSAC, based on
direct representationof thediscrete fracturesmakingup theﬂow-
onducting network (Serco, 2008). The far-ﬁeld stress is projected
ndividually onto each fracture, but the effects of stress concen-
ration and interaction between fractures are not considered. The
xact normal stress/displacement relationship deﬁned in Eq. (2)
as used. The shear behavior of fractures was described sepa-
ately in two regions: below and above the critical shear stress,
espectively (Fig. 3). If the shear stress applied on the fractures
as below the critical shear stress (Region 1 in Fig. 3), no shear
ilation occurred due to the shear displacement. The stiffness of
ach fracture changes before and after critical shear stress, Ks1 and
s2, respectively. Stiffness before slip comprises twoparts:K fractures ,
hich is the stiffness given in the task deﬁnition (434GPa), and
rock
s , which is the elastic shear resistance of the surrounding rocks.
rom the literature on induced seismicity and earthquakes, K rocks
an be expressed in a general form as K rocks = G/l (Dieterich and
inker, 1992; Rahman et al., 2002), where G is the shear modulus
f the surrounding rock mass (34.1GPa, estimated from the task
eﬁnition), l is the half-length of the fracture, and  is a geomet-
ic constant relating to the geometry of the fracture (here assumed
o be 0.92). Before slip, we have Ks1 = K fractures + K rocks , while after
lip Ks2 = K rocks . When the shear stress was above the critical shear
tress (Region 2 in Fig. 3), slip occurred and the fracture’s own shear
tiffness became zero, so that the shear stiffness of the system only
epended on the shear modulus of the surrounding rocks.
To simulate the steady-state constant-density groundwaterissivity was related to the fracture aperture by the cubic law
Zimmerman and Bodvarsson, 1996), and the ﬂuid ﬂow rate in each
racture segment was determined numerically by a Galerkin ﬁnite
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Table 2
Numerical codes applied by the teams.
Team Code Conceptual model and methods Stress distribution algorithm
IC NAPSAC DFN particle tracking method (PT) Stress projection
KTH UDEC+PTFR Discrete element method (DEM) PT Direct solution of stress-ﬂow coupling in DEM
TUL FLOW123D Combined of DFN and dual-porosity model
LBNL TOUGH+FLAC Equivalent continuum, crack tensor theory
CAS UDEC+TDRW PACKAGE Discrete element method (DEM) TDRW pa
e
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whereVi is the volume of fracture leg i, i.e. the product of the lengthFig. 3. Strategy for modeling shear dilation used by IC team.
lement approach. Full details of this algorithm were given in the
APSAC technical summary (Serco, 2008).
NAPSAC simulated the solute transport through a fracture net-
ork by particle tracking method. It was assumed that advection
as dominating within the single fractures (i.e. negligible molec-
lar diffusion), and the fracture apertures were small enough that
he tracer diffused quickly across the apertures (i.e. equal concen-
ration in each fracture section). Note that the above assumptions
ere also applicable for the KTH model. For each fracture, a repre-
entative number of path lines between its intersectionswith other
ractures were calculated. The intersections were split up by trans-
ort nodes, and the path lines were calculated from each transport
ode. A “mass conserving method”, which used the algorithm of
ordes and Kinzelbach (1992) to conserve mass among ﬁnite ele-
ents, was implemented in NAPSAC and used in this study. For a
arge swarm of particles through the network, the particles could
e injected on any inﬂow surfaces of the model region, or on an
ngineered feature. The particles were then tracked through the
etwork from transport node to transport node, building up the
ath taken by each particle using the path line information calcu-
ated previously.In fractured rocks with a porous rock matrix (e.g. granite),
he particles might also diffuse into and out of the rock matrix,
hen they migrated along with the groundwater in the fractures.
L
l
oFVM and solute transport Stress projection
and solute transport Stress projection
rticle tracking method Direct solution of stress-ﬂow coupling in DEM
his process is known as rock matrix diffusion (RMD), and could
etard the particles (i.e. increase their travel times) considerably.
Laplace transform method was used in NAPSAC to calculate the
xtra “retarded” travel times due to RMD for the path lines in each
racture. Some further details and veriﬁcation of the method were
iven by Hoch (1998). An important parameter called the “diffu-
ion distance”, representing the average fracture spacing, must be
peciﬁed in the NAPSAC model.
.2. KTH team
In the KTH models, the rock matrix was represented by an
ssembly of discrete deformable, but impermeable blocks, with
ractures represented as the interfaces between the distinct blocks,
ere idealized by the parallel plate model. To obtain the ﬂow ﬁeld
nder different stress and hydraulic conditions, a 2D discrete ele-
ent code, UDEC, was used. Details of the numerical stress-ﬂow
alculation procedures can be found in other publications (Itasca,
004; Min et al., 2004b; Baghbanan and Jing, 2008). The normal
eformation of the fractures followed a simpliﬁed stepwise func-
ion (Fig. 4a) to approximate the non-linear normal stress-normal
losure relationship described by Eq. (2). In shear, the responsewas
escribed by an elastic-perfectly plastic constitutive model with a
ohr–Coulomb failure criterion (cohesion (c) and frictional angle
ϕ)). The shear dilation occurred at the onset of slip (non-elastic
liding) of fractures (Eq. (3) and Fig. 4b). The accumulated dilation
as generally limited by either a high normal stress level or by
large accumulated shear displacement that exceeded a limiting
alue, ucs.
The mass continuity equation was solved at fracture intersec-
ions through an iterative scheme under the prescribed hydraulic
oundary conditions to obtain the ﬂow ﬁeld. In the UDEC code, the
uid pressure in the “domains” was calculated, where “domains”
re the region of space between blocks (i.e. fracture intersections)
eﬁned by the contact points. The ﬂuid ﬂow was then governed
y the pressure gradient between adjacent domains. The ﬂow rate
er unit width of fractures followed the cubic law as described in
C model. The current hydraulic aperture considering stress effects
as given by
= a0 − un + ud (4)
A residual value ares = 1m and the maximum value
max =200m were assumed for apertures to improve the
fﬁciency of calculations, below and beyond which mechanical
losure does not affect the fracture permeability (Itasca, 2004).
Basically, the KTH team followed the methodologies suggested
n the technical deﬁnition to simulate the solute transport by par-
icle tracking method (Neretnieks et al., 2009). In each fracture
egment, the water residence time, tiw, was calculated by
i
w =
Vi
Qi
(5)i, the width Wi and the aperture bi; and Qi is the ﬂow rate calcu-
ated by the cubic law. For 2D cases,Wi is assumed to be a unit value
f 1m. According to the assumption of complete mixing at fracture
114 Z. Zhao et al. / Journal of Rock Mechanics and Ge
Fig. 4. Constitutive models of fracture mechanical behavior used by KTH team. (a)
The horizontal axis represents normal displacement (negative for closure). For dif-
ferent initial apertures, the nonlinear normal stiffness varies, but increases with
normal displacement. (b) Shear dilation, occurring at the onset of slip of fracture, is
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ment, which was different from the KTH model, but the differenceescribed by a constant dilation angle  .
ntersections, the particles were fully mixed with ﬂuids and with
ach other, so that their probability of going forward to any one of
heoutlet fractures connected to that intersectionwasproportional
o its ﬂow rate. This was the way how the particles left the fracture
ntersection and entered the next fracture leg. Consequently, the
otal water residence time, tkw, for a particle k, was the sum of the
ater residence time of this particle in all the fracture segments it
assed:
k
w =
∑
i
tiw =
∑
i
Vi
Qi
(6)To consider the effects of matrix diffusion and sorption on inner
atrix surfaces, the total residence time for eachparticlek, tk, could
o
w
wotechnical Engineering 5 (2013) 110–123
e obtained for a step inputwith an initial concentration, c0, at time
ero (Moreno et al., 2006; Neretnieks et al., 2009):
c
c0
= erfc
[
1
2
(
Aq
Q
)k MPG
(tk − tkw)
0.5
]
(7)
here (Aq/Q )
k is the ratio of ﬂowwetted surface (FWS) toﬂowrate,
hich is further determined by (Aq/Q )
k =
∑
i
2LiWi/Qi; and MPG
materials property group) is assumed constant containing infor-
ation on pore diffusivity Dp, sorption coefﬁcient Km and matrix
orosity εp. A large value of (Aq/Q )
k allowed the particles to access
he pore water in the rock matrix by diffusion and thus gave the
articles more water to reside in than if it only had access to the
owing water in the fracture.
Whenmatrix diffusionwas included, therewas a residence time
istribution given by Eq. (7), instead of the single water residence
ime for a particle (Eq. (6)). To incorporate the effects of matrix
iffusion into particle tracking method, a random number, R, from
he uniform interval [0,1] was chosen to equal the c/c0 in Eq. (7)
Yamashita and Kimura, 1990):
R]10 = erfc
[
1
2
(
Aq
Q
)k MPG
(tk − tkw)
0.5
]
(8)
nd thus the total residence time for this particle can be obtained
y
k = tkw +
1
4
[(
Aq
Q
)k MPG
erfc−1([R]10)
]2
(9)
Based on an earlier computer code “CHAN3D” (Gylling et al.,
999) for tracking particle movement through regular channel
etworks, we developed a code, PTFR, for particle migration in
rregular 2D fracture network based on the ﬂuid ﬂow results
btained by UDEC, in association with the same concepts of “con-
act” and “domain” used in the UDEC data structure. More details
an be also found in Zhao et al. (2011).
.3. TUL team
The TUL teamused FLOW123D (TUL, 2011) to simulate ﬂow and
ransport in fractured rocks. Since FLOW123D had no mechanical
apabilities, the stress and deformation were calculated ana-
ytically and independently for each fracture. The normal and
angential stresses applied on the fractureswere estimated by sim-
le stress (force) projection:
n = x sin2˛ + y cos2˛ (10)
= x sin˛ cos˛ − y sin˛ cos˛ (11)
here x and y are the boundary stresses in the x- and y-
irections, respectively; and ˛ is the angle between the fracture
nd x-axis (evaluated in the interval [−90◦, 90◦], corresponding to
nsigned normal vector, i.e. the 180◦ rotated fracture is regarded as
dentical). In the normal direction, Eq. (2) was used to describe the
perture changes due to the normal stresses. For shear displace-
ent, only the part after slip, uss, was assumed to contribute to the
ilation, and the corresponding shear dilation is
d = min(uss, ucs)tanϕd (12)
Note that theaboveucs didnot include theelastic sheardisplace-f inclusion or exclusion of the elastic shear displacement in ucs
as negligible. Finally, the aperture could be evaluated additively
ith appropriate sign (Eq. (4)).
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sig. 5. Mechanical model of individual fracture for tangential stress–displacement
elation in TUL models.
To represent the relationship of shear stress/shear displace-
ent after slip, a weak elastic relation (smaller stiffness) in the
lip regime was proposed in the TUL model, which is similar to the
C model (Region 2 in Fig. 3). Taking into account the possible con-
traints from the intact rocks formed by the fractures (Fig. 5), the
ollowing assumptions were applied in the TUL model: (1) the slid-
ng blocks were ﬁxed at the end of the fracture, due to the fact that
he rock matrix is order-of-magnitude more stiff; (2) the normal
eformation in the perpendicular fractures was negligible (10m
ersus 100m orders of magnitude); (3) even if the derived dis-
lacement was a maximum value in the center of fracture, this
alue was considered as a constant for whole fracture length L in
he consequent aperture change calculation. Therefore, the fracture
s two sliding blocks ﬁxed at the ends was mechanically analogous
o the uniaxial model of a bar of length L and cross-section area
with supports on both ends loaded with distributed axial force
Fig. 5), and the equivalent shear displacement L and stiffness s
ere
L = FL
8ES
= sL
8E
(13)
s,2 =
s
L
= 8E
L
(14)
The length-dependent shear stiffness could be setwith different
oung’s moduli E of intact rock (weaker for the intact rock due to
ther crossing fractures). E=2000GPa was chosen to obtain signif-
cant fracture opening in the large stress anisotropy case as in Min
t al. (2004b), denoted as “TUL 1” hereafter. The other case denoted
s “TUL 2” set the shear stiffness relation ks = 31.2GPa/(2L),which
s the same value as used in the IC model.
The TULmodel of ﬂow is in principle a discrete fracture network
ith the standard cubic law applied in each fracture segment, and
ith the assumption of pressure continuity in fracture crossings.
(
s
sig. 6. Scheme of interpretation of each dimension of multi-dimensional model
ith immobile zones in FLOW123D.
hey used an in-house-developed code FLOW123D, which is based
n a more general conceptual model: combining the ideas of
n equivalent continuum model, discrete fracture network and
ouble-porosity model to simulate ﬂow and transport processes
n fractured rocks, with a system of 3D continuum, 2D discrete
racture network and a network of 1D fracture intersections.
ach part was further composed of mobile and immobile parts
double continuum in Fig. 6): (1) 3D mobile zone: rock pores,
quivalent continuum representation of small fractures; (2) 3D
mmobile zone: dead-end pores in rock, immobile zone of double
orosity representation of small fractures; (3) 2D mobile zone:
iscrete fracture network of large fractures, or representation of
lanar structures of similar behavior (e.g. a fracture zone as a
ingle plane in a larger scale), in case of such representation is
y double porosity model, only the mobile zone is regarded; (4)
D immobile zone: dead-end pores if the fracture is ﬁlled with
inerals, immobile zone of the representation of a general planar
tructure with the single-plane double-porosity model (above);
5) 1D mobile zone: intersections of discrete fractures; (6) 1D
mmobile zone: like 2D immobile zone in the 2D model geometry
ith 1D fractures (not a typical case in 3D models).
The ﬂuid ﬂow in each subdomain (dimension) was governed
y the Darcy-type law, i.e. potential ﬂow in each 1D, 2D and
D domain. This was consistent with the standard Darcy’s law
or a 3D continuum, and with the Hagen–Poiseuille law for ﬂow
n open fractures, with appropriate real or equivalent hydraulic
onductivity. The interaction between domains was consistently
epresentedbya corresponding linearﬂux-pressure relation, either
t can represent fracture surface coating or it is needed to connect
he discrete elements in different places (effect of numerical dis-
retization even for continuous pressure between fracture and rock
atrix), but is not used for connection of 1D elements in the same
oint in this work. The transport problem was governed by the
dvection–dispersion equation coupled with a linear law of non-
quilibrium exchange between mobile and immobile zones. The
ransport between the 1D, 2D and 3D domains was included in the
dvection term. Nuclear and chemical reactions were represented
s additional source terms in both zones. More details about the
ethod can be found in Marysˇka et al. (2008). In the presented
tudy, only advection is considered.
To compare with the particle tracking method in DFN models
IC and KTH models), the total outﬂow mass in one time step corre-
ponded to themassof exitingparticles inparticle trackingmethod,
o thismass couldbeassignedanattributeof the current simulation
1 nd Geotechnical Engineering 5 (2013) 110–123
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Fig. 7. Schematic diagrams for the multiple porosity model and MINC concept
according to Pruess and Narasimhan (1985). Left: A composite porous medium
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diagram for a MINC model (Kim et al., 2012).
Fig. 8. Scheme of dual-continuum approach used by the LBNL. The original fracture
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ime, i.e. the actual residence time of that total mass. Therefore, the
ean residence time, MRT, and the residence time variance, VAR,
ould be determined, respectively, as
RT =
∑N
i=1(
∑
jcjQj)itti∑N
i=1(
∑
jcjQj)it
(15)
AR =
∑N
i=1(
∑
jcjQj)i t(ti − MRT)
2
∑N
i=1(
∑
jcjQj)i t
(16)
here i is the individual time step, j is the individual elements (sin-
le fractures), cj is the concentration in the jth element (fracture),
j is the ﬂow rate through the element wall (fracture boundary
oint in 2D), t is the length of time step, ti is the simulation time
n the ith step (i.e. ti = it), and N is the number of time steps.
Calculation ofAq/Q in continuous form (integral instead of sum)
as described by the equation of reactive transport with a value of
ero order reactions 2/a:
∂X
∂t
+ ∇ · (Xv) − ∇ · (D∇X) = 2
a
(17)
here Aq/Q is speciﬁed as quantity X, and a is the fracture aper-
ure. Then the mean value and variance of Aq/Q across individual
rajectories and aggregates of mass over each time step could be
etermined, in the similar way for the residence time. This method
lso clearly showed the quantitative importance of Aq/Q . In nar-
ow fractureswith slowﬂow, the value ofAq/Q increased themost,
hile in wide fractures with a fast ﬂow it decreased to the mini-
um. Compared with the particle tracking method used by IC and
TH, the TUL method could not obtain the details of each parti-
le passing different paths through the area; it provided the data
rom the output fracture elements on the downstream boundary.
o, they represented a set of paths starting from different pos-
tions on the input and ending in one common output. This led
o a less detailed layout of ﬂow wetted surface values, and made
he histogram coarser.
.4. LBNL team
The LBNL team applied a multi-continuum modeling approach
ith equivalent continuum properties calculated from the back-
round fracture network, and a standard solute transport approach
not particle tracking). In Rutqvist et al. (2002), the approach,
odel developments, and applications for equivalent continuum
nd dual-continuum medium were described in detail. Basically,
he 20m×20m model domain was divided into square-shaped
lements, including overlapping fracture and matrix continuum
lements. The approach was applied using the TOUGH-FLAC sim-
lator (Rutqvist et al., 2002; Rutqvist, 2011), which is based on
inking the TOUGH2 multiphase ﬂow simulator (Pruess et al.,
999)with the FLAC3D geomechanical simulator (Itasca, 2009). The
ultiple-interaction continuum (MINC) approach available in the
OUGH2 multiphase ﬂow simulator was employed (Fig. 7). The
quivalent properties (such as the permeability and elasticity ten-
ors) were calculated for each fracture continuum element (Fig. 8).
wo different methods were applied and tested for calculating the
quivalent hydraulic properties (permeability tensor and poros-
ty): (1) usingnumericalDFNﬂowcalculations according to Jackson
t al. (2000), and (2) analytically evaluated using Oda’s crack ten-
or theory (Oda, 1986). In Rutqvist et al. (2002), they investigated
he effect of the element size for cases dividing the 20m×20m
odel into 400×400, 100×100, 40×40, 10×10, and 4×4 ele-
ents. Thus, the size or side length of these elements are 0.05m,
.2m, 0.5m, 2m, and 5m, respectively. One can imagine that in
t
e
d
eetwork was simulated using overlapping fracture and matrix continua with equiv-
lent properties of the fractured continuum elements calculated numerically using
APSAC or analytically using Oda’s crack tensor theory.
he case of side length 0.05m, only 1 or 2 fractures, or indeed none
ill intersect an element. In such case, the approach fractures are
epresented discretely through modiﬁcation of properties of the
lements that intersect a trace of a fracture. Such an approach was
reviously introduced and applied using TOUGH-FLAC in Rutqvist
t al. (2009) for studies related to the excavation disturbed zone
round tunnels in fractured rocks.
The LBNL team tested the approach of analytical evaluation of
he permeability tensor (using Oda’s crack tensor) and compared it
ith the numerically evaluated permeability tensor (Jackson et al.,
000), by comparingﬂowrates for bothvertical andhorizontal ﬂow
radients. The LBNL team also compared with the ﬂow results of
APSACDFNmodelingdescribed indetail in Section3.2. The results
f this comparison indicated some problems when using Oda’s
rack tensor theory “as is”, speciﬁcally,when element sizes became
mall compared to the density of the fracture network. For exam-
le, in the case of 400×400 elements, the total ﬂow through the
0m×20m model became too small, amounting to about 70% of
he DFN model results. The problem was identiﬁed to be due to the
act that (1) the element size was clearly smaller than REV, and (2)
herewas a reduction inﬂowrelated to theﬁnite difference scheme
n TOUGH2 (Rutqvist, 2011). When element size increased, the
otal ﬂow rate through the model stabilized to value in reasonable
greement with the NAPSAC DFN simulation results. For the ana-
ytically evaluated equivalent properties and when using TOUGH2,
he total ﬂow rate through the 20m×20m model stabilized to a
ood value for element side length of 0.5m or larger (i.e. when the
odel was divided into 40×40 elements or fewer). On the other
and, when using numerically evaluated permeability tensor, as
ell as an alternative ﬁnite element ﬂow simulator (NAMMU), the
otal ﬂow through the 20m×20m model was reasonably close
o the NAPSAC DFN simulation results for all discretization tests
i.e. ranging from 4×4 to 400×400 elements). The problem with
he analytically evaluated permeability and TOUGH2 ﬁnite differ-
nce scheme could be corrected considering special treatment of
iscrete fractures intersecting the element (Rutqvist, 2011). How-
ver, the LBNL simulation results presented in this paper are for the
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0×40 elements case in which the analytically evaluated perme-
bility tensor used “as is” and TOUGH2 produced a reasonable ﬂow
ate through the 20m×20m fractured model domain. In terms
f transport, equivalent continuum model with larger elements
roduces a more homogenous (smooth) permeability ﬁeld that is
xpected to lead an underestimation of hydrodynamic dispersion
ompared with the original fracture network model.
The breakthrough curveswere calculated using solute transport
n which a different water (water 2) was supplied at one bound-
ry in pulse for 10 s, and the water mass breakthrough at the three
ther boundaries was monitored. This approach to simulate trans-
ort is comparable with that of the TUL team. The stress effect
n the permeability and elastic tensors was evaluated for each
lement considering stress-inducedaperture changes for each frac-
ure intersecting the element. This is similar to the approach used
y the IC team, except that in the LBNL approach it was done indi-
idually for each element along a fracture trace. This method of
alculating aperture changes for each fracture is equivalent to the
pproach taken by the IC team, using Eqs. (1) and (2). After calcu-
ating the new aperture for each fracture, the permeability tensor
or each element is updated, reﬂecting the change in normal and
hear stresses across each of the individual fractures that intersect
he element.
Matrix diffusion was considered through the dual-continuum
pproach, in which water 2 will diffuse from fracture continuum
lements to connected matrix continuum elements as a result of
he concentration gradient between the fracture and matrix con-
inuum elements. In the simulation results used for this model
omparison, for the 40×40 element mesh, one matrix contin-
um element was used for each fracture continuum element. This
mplies a linear concentration gradient between the fracture con-
inuum element and matrix continuum element, and the gradient
epends on the adopted average fracture spacing for each element.
n improved treatment of matrix diffusion can be achieved by
ssigning multiple matrix elements, as illustrated in Fig. 7. This
ould help to resolve steep concentration gradients that might
xist near the fracture and matrix interfaces.
.5. CAS team
The CAS team also used UDEC to simulate ﬂow in fractured
ock mass, which was the same code used by the KTH team. The
ock matrix was deformable and impermeable, and the fracture
as regarded as a parallel plate. UDEC code was used to do the
ydro-mechanical calculations with different stress and hydraulic
oundaries. The normal mechanical behavior of the fracture is
hown in Fig. 9, and was listed in a table named “nstable” in UDEC.
he shear mechanical behavior of the fractures was described by a
ohr–Coulomb-slip joint model. The dilation that occurs after the
ig. 9. Relationship between normal stress and normal displacement of fractures.
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oint begins to slip was approximated as a linear function of the
ilation angle with a dilation limit that is a function of the shear
isplacement. The ﬂow simulation methodology in the UDEC code
as the same as described by the KTH team (in Section 3.2).
Solute transportwas simulatedusing timedomain randomwalk
TDRW) particle tracking method (Delay and Bodin, 2001; Bodin
t al., 2003, 2007), in which fracture network was regarded as an
ssembly of connected fracture segments. The total water resi-
ence time, tkw, for a particle k, was the sum of the water residence
ime, tf , of this particle in all the fracture segments it passed:
k
w =
∑
i
tiw =
∑
i
tf (18)
For matrix diffusion case, the residence time accounting for
atrix diffusion, tfm, was used in place of tf in the above equa-
ion, where tf and tfm can be expressed, respectively, by
tf = exp(
ln + ZNln) (19)
tfm = exp(
′ln + ZN ′ln) +
at0
Rdifferfc−1(U01)
(20)
here U01 is a random number drawn from a uniform distribution
etween0and1;Rdiff is a retardation factor that expresses thedelay
temming from matrix diffusion; ZN is a random number drawn
rom a normal deviate; 
ln and ln are the mean and deviation
f particle travel time without matrix diffusion, respectively; 
′ln
nd  ′ln are the mean and deviation of particle travel time with
atrix diffusion, respectively. The details of computing, tf , tfm
nd other parameters can be found in Delay and Bodin (2001) and
odin et al. (2003, 2007).
Based on the “SOLFRAC” program (Bodin et al., 2007) and UDEC
ode, the CAS team developed a FISH code “TDRW PACKAGE”
ntegrating with UDEC. After the stress-ﬂow calculation, the dis-
ribution of ﬂuid ﬂow rates in DFN was extracted into output
les. Meanwhile, the connected segments among fractures can be
btained with the inner model data of DFN in UDEC. At last, the
DRW PACKAGE was used to do the simulation of solute transport.
. Comparison of transport results
We compare the model characterization and simulation results,
y focusing on the breakthrough curves and other transport mea-
urement parameters for macroscopically horizontal ﬂow. The
esults for macroscopically vertical ﬂow, which are consistent with
he results for macroscopically horizontal ﬂow, are not shown here
o save space.
.1. Model characterization by teams
Based on the modeling approaches described in Section 3 and
able 2, we can conclude that awide range ofmodeling approaches
ave been applied, including various types of discontinuum and
ontinuum approaches for modeling of fractured rocks, various
ethods to consider the effect of stress on permeability, as well
s both particle tracking and solute transport modeling. The vari-
us teams used the same basic input geometry and properties as
eﬁned in theBMTdescription summarized in Section2.During the
ourseof this exercise, somesimpliﬁcations of the fracturenetwork
ere attempted by several teams. For example, some teams tried
o use simpliﬁed fracture networks by neglecting short fractures.
owever, in this problem the short fractures are plentiful and well
onnected, and are therefore an important contributor to the total
owand transport through themodel.Moreover, theymightbe sig-
iﬁcant for the mechanical deformation behavior and for potential
ock mass failure. Even so, some simpliﬁcation still could be done,
1 nd Geotechnical Engineering 5 (2013) 110–123
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uch as in the case of the KTH and CAS teams. In the end for the ﬁnal
odeling presented in this paper, the ICmodel and TULmodel used
he original fracture system without any simpliﬁcations. The KTH
ndCAS teams respectively simpliﬁed themodel by including 5968
nd 6691 fractures so as to guarantee that areas of the blocks were
arge enough to avoid over-penetration errors in UDEC (Fig. 1b).
he LBNL team used the original fracture network for calculation
f equivalent, dual-continuum properties.
Themechanical and hydraulic boundary conditionswere equiv-
lently applied by all teams as deﬁned in the task deﬁnition. For the
ransport calculation, the IC and the teams (KTH and CAS) injected
espectively 1000 and 10,000 particles at the upstream boundary.
he TUL and LBNL, using solute transport approach (not particle
racking) equivalently represented the initial and boundary condi-
ions as: (1) zero initial concentration in thewholemodel; (2) short
nterval of constant concentration at the inlet boundary,whichwas
onsistent with the number of particles proportional to the ﬂow
ate; and (3) zero concentration inﬂow in the later time, in whole
oundaries, including the lateral sides parallel to the macroscopic
ow direction.
All the teams adopted an aperture change with normal and
hear stresses across fractures according to, or closely following,
he hyperbolic relation in Eq. (2) with the shear dilation correction
ccording to Eq. (3). However, three of the ﬁve teams used simpli-
ed stress projection from applied boundary stresses to calculate
he normal and shear stresses across each fracture plane to con-
ider stress effects on aperture and permeability. The KTH and CAS
eams used UDEC models that performed a complete geomechan-
cal analysis to consider complex interaction between fractures.
n particular, the shearing of individual fractures (if signiﬁcant in
his particular problem) would likely be much better captured in
DEC analysis. This is because shearing of an individual fracture
s affected by the stiffness of the surrounding fractured medium,
ut shearing could also become localized in a shear failure propa-
ating along several fractures in the network. The simpliﬁed stress
rojection approach adopted by IC, TUL and LBNL is likely only to
e adequate for relatively small shear displacement values that are
imited to individual fractures without shear failure propagation in
he rock mass.
.2. Advection comparison for three outlet boundaries
The initial comparison regarding the advection was done with
utﬂow allowed at three outlet boundaries. The simulation results
or the case of horizontal ﬂow along a relatively high horizontal
radient are compared in terms of breakthrough curves in Fig. 10,
nd transport parameters in Table 3. When K=0, the breakthrough
urves given by each team were quite close, regardless of the ﬂow
irection or boundaries. For example, Fig. 9a shows breakthrough
urves that plot almost on top of each other for different teams, and
able 3 indicates around 80% particles through the downstream
oundary for all teams. This indicates that the transport methods
sed by different teams could predict similar results for conserva-
ive tracers, provided that the conﬁguration of fracture system was
he same. In addition, it also validated the simpliﬁcation of the frac-
ure systemadoptedbyKTHandCAS, aswell as thedual-continuum
pproach adopted by LBNL.
When considering the stress effects, IC, KTH, LBNL and CAS pre-
icted a general trendof a shift of breakthrough curves in the longer
ime direction with increasing stress ratios. TUL 1 showed a sig-
iﬁcant backward shift of breakthrough curves, when K=5 (see
ig. 10d). TUL 1 predicted the average residence time decreased
hen K=5 for horizontal ﬂow, but other three teams predicted
he increasing average residence time with increasing stress ratios
Table 3).
Fig. 10. Comparisonof breakthrough curves for conservative tracers exiting fromall
the three outlet boundaries with increasing stress ratio, under horizontal hydraulic
gradient of 104 Pa/m (1m/m). (a) K=0. (b) K=1. (c) K=3. (d) K=5.
Z. Zhao et al. / Journal of Rock Mechanics and Ge
Table 3
Comparison of results of noninteracting tracers for model with three outlet bound-
aries under horizontal hydraulic pressure gradient of 104 Pa/m (1m/m) with
increasing stress ratio.
Team Mean water residence time (s)
K=0 K=1 K=3 K=5
IC 3.73×103 1.24×104 2.14×104 2.59×104
KTH 3.81×103 7.07×103 1.51×104 2.53×104
TUL 1
4.31×103 8.82×103 9.34×10
3 6.55×103
TUL 2 1.04×104 9.90×103
LBNL 3.59×103 7.55×103 9.55×103 1.04×104
CAS 3.73×103 8.50×103 1.68×104 3.99×104
Team Variance of water residence time (s2)
K=0 K=1 K=3 K=5
IC 1.04×108 2.13×108 5.80×108 1.76×109
KTH 9.16×106 5.08×107 6.61×109 5.15×1010
TUL 1
4.20×106 1.33×107 1.82×10
7 1.65×107
TUL 2 1.83×107 2.21×107
LBNL 3.03×106 1.45×107 2.67×107 3.74×107
CAS 6.54×108 3.82×109 1.50×1010 8.42×1010
Team Percentage of particle from downstream boundary (%)
K=0 K=1 K=3 K=5
IC 78 76 79 83
KTH 81 80 81 84
TUL 1
79 74
75 83
TUL 2 73 75
LBNL 79 79 79 80
CAS 76 78 78 83
Fig. 11. Comparison of equivalent permeability for horizontal ﬂow at different
s
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LBNLsimulation results canbeexplainedby the fact that themacro-
dispersionas a result of discrete fractureﬂowpaths is smoothedouttress ratios. The results for TUL are that for TUL 1 with a relatively low shear
tiffness leading to more substantial shear dilation at a stress ratio of 5.
Together with the divergence of breakthrough curves, it indi-
ates that the mechanical model would have an important
nﬂuence on ﬂow and transport results. The divergences among
our teams could be induced by the different stress–displacement
odels or parameters of single fracture used by different teams. In
act, the relatively faster breakthrough at K=5 for the TUL team can
e directly related to the total ﬂow rate or equivalent permeability
f the fractured media. For example, Fig. 11 shows that the equiva-
ent permeability calculated from the steady-state ﬂow rate atK=5
as much higher than that for TUL 1, because of more signiﬁcant
hear dilation in their model simulation. Other teams did obtain
very small shear dilation effect on permeability and therefore
nded up with lower ﬂow rate.
i
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Because a few small fractures located in the boundary area
ere removed in the KTH and CAS models, the number of possible
athsofparticle exitingalong the lateral boundarieswasdecreased.
herefore, the beginning parts of breakthrough curves obtained by
THandCASwere slightly lower than thoseof breakthrough curves
btained by IC, TUL and LBNL (Fig. 10). The percentages of particle
xiting from downstream boundary obtained by KTH were larger
han those predicted by other teams too (Table 3), due to the same
eason.
.3. Matrix diffusion comparison
The results for cases including matrix diffusion under a high
ydraulic gradient of 104 Pa/m were demonstrated to be very sim-
lar to that for the conservative tracers, because matrix diffusion
nly has very minor inﬂuence on the transport process. Here, we
ay more attention to the cases under lower hydraulic pressure
radient of 10Pa/m (Fig. 12). IC, KTH, LBNL and CAS completed the
imulations of matrix diffusion, whereas in the TUL approaches it
s not available to include matrix diffusion at present. The break-
hrough curves obtained by CAS did not have longer tails, but
he other three teams obtained similar breakthrough curves espe-
ially for cases without stress applied. The minor divergences for
aseswith stress applied could result from thedifferentmechanical
odels to a large extent. However, the general trends of the break-
hrough curves shiftingwith increasing stress ratioswere the same
s advection in Section 4.2. The much longer tails for breakthrough
urves considering matrix diffusion indicate that a portion of par-
icles might stay in the matrix micropores for a long time to diffuse
ack to the fractures.
.4. One outlet boundary case
The models with impermeable lateral boundaries are also of
nterests, which can be found mostly in the literature and exper-
ments. The basic inﬂuence of stress on the transport results is
imilar to the model with three outlet boundaries, and some of
he important issues are summarized below.
The initial step increase in concentration on the breakthrough
urves in the case of three outlet boundaries was not observed in
he case of one outlet boundary (Fig. 13). In the case of three outlet
oundaries, the initial concentration increase is caused by break-
hrough at top and bottom boundaries (in the case of horizontal
ow) and this could not occur in the case of one outlet boundary.
For conservative tracers, all four teams predicted satisfactory
esults for the original model without stress impact. The values of
verage residence time were also close, but signiﬁcant divergence
xisted among the Péclet numbers from different teams (Table 4).
The Péclet number determined by Levenspiel (1972) was
e = 2t¯
2
w
2t
(21)
here t¯w is the averagewater residence time, andt is the standard
eviation of the water residence time. Moreover, the Péclet num-
ers for each team varied differently for different stress ratios.
here is a general trend of decreasing Péclet numbers at high
tress ratios, which indicates that macro-dispersion became more
mportant due to stress-induced channeling. The Péclet numbers
stimated by IC, KTH and CAS were much smaller compared with
hose predicated by TUL and LBNL. The high Péclet number in then the equivalent continuum approach. This can also explain why
he breakthrough curves for the LBNL teams were often sharper
120 Z. Zhao et al. / Journal of Rock Mechanics and Geotechnical Engineering 5 (2013) 110–123
(a) 
(b) 
(c) 
(d) 
IC
KTH
LBNL
CAS
10
4
10
5
10
6
10
7
10
8
10
9
10
10
10
11
10
12
Time (s)
Time (s)
Time (s)
Time (s)
0.0
0.2
0.4
0.6
0.8
1.0
c/
c 0
IC
KTH
LBNL
CAS
10
4
10
5
10
6
10
7
10
8
10
9
10
10
10
11
10
12
0.0
0.2
0.4
0.6
0.8
1.0
c /
c 0
IC
KTH
LBNL
CAS
10
4
10
5
10
6
10
7
10
8
10
9
10
10
10
11
10
12
0.0
0.2
0.4
0.6
0.8
1.0
c/
c 0
IC
KTH
LBNL
CAS
10
4
10
5
10
6
10
7
10
8
10
9
10
10
10
11
10
12
0.0
0.2
0.4
0.6
0.8
1.0
c /
c 0
Fig. 12. Comparison of breakthrough curves for interacting tracers exiting from all
the three outlet boundaries with increasing stress ratio, under horizontal hydraulic
gradient of 10Pa/m (0.001m/m). (a) K=0. (b) K=1. (c) K=3. (d) K=5.
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Fig. 13. Comparison of breakthrough curves for conservative tracers exiting from
one outlet boundary with increasing stress ratio, under horizontal hydraulic gradi-
ent of 104 Pa/m (1m/m). (a) K=0. (b) K=1. (c) K=3. (d) K=5.
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Table 4
Comparisonof results of non-interacting tracers formodelwith oneoutlet boundary
under horizontal hydraulic pressure gradient of 104 Pa/m (1m/m) with increasing
stress ratio.
Team Mean water residence time (s)
K=0 K=1 K=3 K=5
IC 4.62×103 9.01×103 3.06×104 3.98×104
KTH 4.40×103 7.07×103 1.73×104 3.08×104
TUL 1 4.53×103 9.24×103 9.81×103 7.05×103
LBNL 4.29×103 9.17×103 1.15×104 1.25×104
CAS 4.28×103 1.14×104 2.59×104 2.14×104
Team Variance of water residence time (s2)
K=0 K=1 K=3 K=5
IC 2.44×108 5.48×108 9.32×109 2.82×1010
KTH 9.61×106 2.92×108 2.19×1010 1.04×1011
TUL 1 4.84×106 1.51×107 2.01×107 1.87×107
LBNL 1.95×106 1.01×107 2.34×107 3.62×107
CAS 6.86×106 7.92×107 8.58×109 6.43×108
Team Péclet number
K=0 K=1 K=3 K=5
IC 0.18 0.30 0.20 0.11
KTH 4.04 0.34 0.03 0.02
TUL 1 8.45 11.32 9.59 5.30
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oLBNL 18.88 16.6 11.37 8.66
CAS 5.34 3.28 0.16 1.42
han those for the other teams that used explicit representation of
ractures in their models.
. Discussions and concluding remarks
IC, KTH, TUL, LBNL and CAS established their own mathematical
oundation and numerical models for simulating coupled stress-
ow-transport processes in fracture systems, respectively. The
omparisonsamong the results for the sameBMTproblemobtained
rom various teams demonstrated that stresses play an important
ole in solute transport in fractured rocks,which shouldbe carefully
eviewed for performance and safety assessments of underground
adioactive waste repositories as a potentially important issue.
lthough minor discrepancies of varying signiﬁcance still exist
mong the results from the different teams, this study provided the
asic understanding and established the data basis for simulating
oupled stress-ﬂow-transport processes in fractured rocks.
For the current fracture network geometry without stress
mpact, similar results were predicated by all teams for pure
dvection and matrix diffusion. This demonstrates that both dis-
ontinuum and continuum models can generate reasonable results
or solute transport. However, for the cases with applied stress, the
iscrepancies appeared in the results obtained by various teams.
egarding cases with stress applied, the most signiﬁcant differ-
nce occurred at the high stress ratio of 5, when in particular the
UL team achieved a much faster breakthrough. This was identi-
ed as being caused by a more signiﬁcant shear dilation, which can
e directly related to a relatively softer equivalent shear stiffness
pplied in their analysis. However, interestingly, the analyses by
TH and CAS using UDEC, as well as IC and LBNL, indicated very
ittle effect of shear dilation. This shows that closure of fractures
nder increasing normal stress was the most important mecha-
isms for stress-induced changes in permeability in this case. Shear
ad very small impact, despite that the stress ratio was increased
o an extreme value of 5. IC, KTH and CAS used DFN models, but the
ifferences among their results with stress existed. Fig. 14 shows
n example of the stress concentrations in a small area of the KTH
o
u
t
dig. 14. Stress ﬁeld of a small zone in Task C model obtained by UDEC under K=1.
odel when K=1. This could be one of the reasons of the discrep-
ncies among the results considering stress effects from different
eams, because thehighlyheterogeneous stressﬁeld cannotbecon-
idered by the stress projection method. However, to what extent
f its inﬂuence should be further evaluated in the future study.
One general outstanding issue for DFN models should be men-
ioned ﬁrstly is that the isolated fractures and fracture dead-ends
ere not considered in the present transport simulation. If only
uid ﬂow is considered, their effects could be negligible. However,
heir inﬂuences on solute transport remain to be further investi-
ated, because in reality the solutes may enter into the stagnant
ater ﬁlled in isolated fracture or dead-ends by molecular diffu-
ion.
Average residence time is not necessarily an accurate measure-
ent of the transport results, because it is easily inﬂuenced by a
ew particles with extremely large residence time. Consequently,
he time when 50% particles passed the outlet boundaries may be a
ore proper evaluation parameter. The value of the Péclet number
n reality is often found tovarybetween1and100 in fractured rocks
Gelhar, 1993), and the Péclet numbers fromTUL, LBNL and CAS are
ithin this range. The possible reason for the small Péclet num-
er is that the variance of water residence time could be strongly
nﬂuenced by the tails of the breakthrough curves. To avoid the
éclet number dominated by the breakthrough tails, an alternative
ethod proposed by Kobayashi et al. (2001) is employed to esti-
ate the Péclet number based on the arrival time for c/c0 = 0.1, 0.5
nd 0.9.
The results show a need for research on effect of hydraulic
oundary condition on advection, and more importantly on matrix
iffusion under relatively low hydraulic pressure gradient. If the
ressure gradient is about 104 Pa/m, then there is no need to
ccount for RMD for the current fracture system because of its
inimal effect. The importance ofmatrix diffusion largely depends
n the ﬂow wetted surface and ﬂow rate, and different hydraulic
oundary conditions can induce different ﬂow rates and paths.
ven though matrix diffusion dominates the solute residence time
or lowhydraulic gradient, the particle tracking procedures are still
equired to account for the differences in residence times between
he different paths. The IC team found that the diffusion distance
n the RMD model became a key parameter when the pressure gra-
ient is reduced to a relatively small level, say 10−2 Pa/m in this
tudy (Fig. 15), and the breakthrough curve for a diffusion distance
f 0.1mwas signiﬁcantlydifferent fromthat for adiffusiondistance
f 10m. However, the latter one is similar to the results obtained
sing KTH (project speciﬁed) method, presumably because of 10m
o all intents and purposes corresponding to an inﬁnite diffusion
istance.
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The above outstanding issues are not unique to the problems
tudied in this project, but are valid as general outstanding issues
n coupled HMC problems in fractured rocks in general, and frac-
ured crystalline rocks in particular. They can serve as starting
oints for future research during and beyond the current stage of
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