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1. Introduction
In this paper we consider the following periodic parabolic system of plankton allelopathy{
ut − k1u = u(a − bu − cv − α1uv), x ∈ Ω, t ∈R,
vt − k2v = v(d − eu − f v − α2uv), x ∈ Ω, t ∈R (1.1)
with boundary conditions
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, t ∈R, (1.2)
where Ω ⊂Rn is a bounded set with a smooth boundary ∂Ω of class C2, k1,k2,a,b, c,d, e, f ,α1 and α2 are all suﬃciently
smooth strictly positive functions deﬁned on Ω ×R and of T -periodic with respect to t , ∂
∂ν denotes differentiation in the
direction of the outer normal to ∂Ω .
In recent years, various mathematical models have been proposed in the study of population dynamics, ecology and
epidemiology [2,3,13,15,26–28]. One of the famous models for dynamics of population is the Lotka–Volterra system. Due to
its theoretical and practical signiﬁcance, the Lotka–Volterra system has been studied extensively and a basic model is the
following two-species competitive system⎧⎪⎪⎨
⎪⎪⎩
du(t)
dt
= u(t)(a − bu(t) − cv(t)),
dv(t)
dt
= v(t)(d − eu(t) − f v(t)).
(1.3)
✩ This work is supported by the Fundamental Research Funds for the Central Universities (Grant No. HIT. NSRIF. 2009049), the project-sponsored by SRF
for ROCS, SEM (K0808108), NSFC (10801061) and also supported by Natural Sciences Foundation of Heilongjiang Province (A200909).
* Corresponding author.
E-mail address: sunjiebao@126.com (J. Sun).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.04.028
454 B. Wu et al. / J. Math. Anal. Appl. 370 (2010) 453–460There have been many excellent results about this system, for detail one can see [13] and so on. Moreover, the periodicity
of parameters is realistic and important when the effect of environmental factors is considered. Furthermore, in order to
incorporate the varying properties of the parameters into the model, many authors considered the nonautonomous n-species
competitive system (see [14,24]).
Besides, there have been many works on diffusive Lotka–Volterra models (see [1,4–6,8–10,12,16–18,22–25]). Especially,
Ahmad and Lazer [1] studied the following periodic parabolic system{
ut − k1u = u(a − bu − cv),
vt − k2v = v(d − eu − f v) (1.4)
with homogeneous Neumann boundary conditions, they discussed the upper and lower bounds for the coexistence states
and the limiting behavior of the solution. In [4], Antonio discussed the existence of global coexistence state for the above
periodic system. In [16], by using the ﬁxed point index in cones, the authors established a general existence result of positive
solutions in both components for (1.4) with time periodic and spatially dependent coeﬃcients. In [11], for the time periodic
system of two species⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ut − k1u = uM(t, x,u, v), x ∈ Ω, t ∈R,
vt − k2v = vM(t, x,u, v), x ∈ Ω, t ∈R,
u(t + T , x) = u(x, t), v(t + T , x) = v(t, x), x ∈ Ω, t ∈R,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, t ∈R,
the authors obtained two existence conditions for strictly positive solutions, where M and N were suﬃciently smooth
functions on R× Ω ×R2+ and of T -periodic with respect to t .
Furthermore, when considering the condition that one species produced a substance toxic to the other but only when
the other was present, Maynard Smith [19] and Chattopadhyay [7] modiﬁed the following two species Lotka–Volterra com-
petitive system and studied the stability properties of it⎧⎪⎪⎨
⎪⎪⎩
du(t)
dt
= u(t)(a − bu(t) − cv(t) − α1u(t)v(t)),
dv(t)
dt
= v(t)(d − eu(t) − f v(t) − α2u(t)v(t)),
(1.5)
where u and v were the population densities of the two species respectively, a and d were the intrinsic growth rates of
the two species respectively, b and f were the rates of intra-speciﬁc competition of the ﬁrst and the second species, c
and e were the rates of inter-speciﬁc competition of the ﬁrst and the second species, αi (i = 1,2) were the rates of toxic
inhibition of the other species by the second and vice versa. It can be seen that the system (1.3) is a special case of (1.5)
with α1 = α2 = 0. For this system, [7] proposed the suﬃcient condition for the existence of positive periodic solutions and
[20] studied the periodic solutions oscillate.
Moreover, while considering the species migrate from regions of high population densities to regions of low population
densities, the spread of invading species and the spread of a plant disease, we ﬁnd system (1.5) is not suﬃcient. So we
are led to system (1.1) with Neumann boundary conditions, where k1 and k2 are diffusion coeﬃcients of species u and v
respectively, and the time dependence of the coeﬃcients reﬂects the fact that the time periodic variations of the habitat are
taken into account. Recently, the problem (1.1) has been extensively studied. In [22], the authors considered the plankton
allelopathic model (1.1) with Neumann boundary conditions in a half-space domain. By the method of upper and lower
solutions and under the condition that
min
R+×Rn+
a(t, x)
c(t, x)
> max
R+×Rn+
d(t, x)
f (t, x)
, min
R+×Rn+
d(t, x)
e(t, x)
> max
R+×Rn+
a(t, x)
b(t, x)
,
the authors proved that system (1.1) admitted at least one positive periodic solution. In [21], the authors showed that the
positive constant equilibria of system (1.1) with constant coeﬃcients were globally stable.
In this paper, we will discuss system (1.1) with the periodic variable coeﬃcients under homogeneous Neumann boundary
conditions and our main purpose is to investigate the asymptotic behavior. Our method will base on a reasonably good
understanding of the work of [1]. The rest of this paper is organized as follows: In Section 2, we introduce some necessary
preliminaries. Section 3 is devoted to the existence of positive periodic solutions and the asymptotic behavior.
2. Preliminaries
In this section, we show some important lemmas which are need in our discussion. For a bounded function
f : Ω ×R→R, we denote fM = sup{ f (x, t) | (x, t) ∈ Ω ×R}, f L = inf{ f (x, t) | (x, t) ∈ Ω ×R}.
Lemma 2.1. (See [1].) Let a and k be continuous and T -periodic functions deﬁned on Ω × R, u ∈ C2,1(Ω × R) ∩ C1,0(Ω × R),
k(x, t) > 0, u(x, t) > 0 for (x, t) ∈ Ω ×R, and u is a T -periodic solution of
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∂ν
= 0, x ∈ ∂Ω, t ∈R, (2.1)
then there exist (xi, ti) ∈ Ω ×R, i = 1,2, such that
u(x1, t1) = uL, and a(x1, t1) 0;
u(x2, t2) = uM , and a(x2, t2) 0. (2.2)
For some α ∈ (0,1), assume that the boundary ∂Ω of Ω is a C2+α manifold. For ∀t1, t2 ∈ R with t1 < t2, let k1,a,b ∈
Cα,
α
2 (Ω × [t1, t2]).
Lemma 2.2. (See [1].) The periodic boundary value problem⎧⎪⎪⎨
⎪⎪⎩
ut − k1u = u(a − bu), x ∈ Ω, t ∈R,
∂u
∂ν
= 0, x ∈ ∂Ω, t ∈R,
u(x, t + T ) = u(x, t), x ∈ Ω, t ∈R,
admits a unique strictly positive solution u∗ ∈ C2+α,1+ α2 (Ω × [t1, t2]) with aLbM  u∗  aMbL for all (x, t) ∈ Ω × R. Moreover, if u ∈
C2,1(Ω × (t0,∞)) ∩ C1,0(Ω × [t0,∞)), t0 ∈R, and u satisﬁes⎧⎪⎨
⎪⎩
ut − k1u = u(a − bu), x ∈ Ω, t > t0,
∂u
∂ν
= 0, x ∈ ∂Ω, t  t0,
u = u0 , 	≡ 0, x ∈ Ω, t = t0,
then limt→∞(u(x, t) − u∗(x, t)) = 0 uniformly with respect to x in Ω .
By the above lemmas, we can obtain the estimates of the strictly positive periodic solutions of (1.1)–(1.2).
Theorem 2.1. Suppose that
(af )L > (cd)M , (bd)L > (ae)M , (2.3)
u, v ∈ C2,1(Ω ×R) ∩ C1,0(Ω ×R) and (u, v) is a strictly positive and T -periodic solution of (1.1)–(1.2), then for (x, t) ∈ Ω ×R, we
have
aL f L − cMdM
bM fL + (α1)MdM  u(x, t)
aM fM − cLdL
bL fM + (α1)LdL , (2.4)
bLdL − aMeM
bL fM + (α2)MaM  v(x, t)
bMdM − aLeL
bM fL + (α2)LaL . (2.5)
Proof. By Lemma 2.1 and (1.1), there exist (xi1, ti1) ∈ Ω ×R, i = 1,2, such that
u(x11, t11) = uL, v(x21, t21) = vM ,
and
a(x11, t11) − b(x11, t11)u(x11, t11) − c(x11, t11)v(x11, t11) − α1(x11, t11)u(x11, t11)v(x11, t11) 0,
d(x21, t21) − e(x21, t21)u(x21, t21) − f (x21, t21)v(x21, t21) − α2(x21, t21)u(x21, t21)v(x21, t21) 0.
Then by Lemma 2.2 we have
aL  a(x11, t11) b(x11, t11)uL + c(x11, t11)v(x11, t11) + α1(x11, t11)uL v(x11, t11)
 bMuL + cM vM + (α1)MuL vM  bMuL + cM dM
fL
+ (α1)MuL dM
fL
,
dM  d(x21, t21) e(x21, t21)u(x21, t21) + f (x21, t21)vM + α2(x21, t21)u(x21, t21)vM
 eLuL + f L vM + (α2)LuL vM  eL aL
bM
+ f L vM + (α2)L aL
bM
vM .
Further we have
uL 
aL f L − cMdM
, vM 
bMdM − aLeL
. (2.6)
bM fL + (α1)MdM bM fL + (α2)LaL
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u(x12, t12) = uM , v(x22, t22) = vL,
and
a(x12, t12) − b(x12, t12)u(x12, t12) − c(x12, t12)v(x12, t12) − α1(x12, t12)u(x12, t12)v(x12, t12) 0,
d(x22, t22) − e(x22, t22)u(x22, t22) − f (x22, t22)v(x22, t22) − α2(x22, t22)u(x22, t22)v(x22, t22) 0.
Then we have
aM  a(x12, t12) b(x12, t12)uM + c(x12, t12)v(x12, t12) + α1(x12, t12)uMv(x12, t12)
 bLuM + cL vL + (α1)LuM vL  bLuM + cL dL
fM
+ (α1)LuM dL
fM
,
dL  d(x22, t22) e(x22, t22)u(x22, t22) + f (x22, t22)vL + α2(x22, t22)u(x22, t22)vL
 eMuM + fM vL + (α2)MuMvL  eM aM
bL
+ fM vL + (α2)M aM
bL
vL .
Further we have
uM 
aM fM − cLdL
bL fM + (α1)LdL , vL 
bLdL − aMeM
bL fM + (α2)MaM . (2.7)
Since uL  u(x, t)  uM , vL  v(x, t)  vM , the inequalities (2.6), (2.7) are equivalent to (2.4)–(2.5). The proof is com-
pleted. 
Corollary 2.1. Under each of the following cases, problem (1.1)–(1.2) has not a strictly positive and T -periodic solution (u, v) such that
u, v ∈ C2,1(Ω ×R) ∩ C1,0(Ω ×R).
(i) (af )M  (cd)L, (bd)L > (ae)M ;
(ii) (af )L > (cd)M, (bd)M  (ae)L .
Proof. We just consider the case (i), the other case can be proved similarly. Suppose that u, v ∈ C2,1(Ω ×R) ∩ C1,0(Ω ×R)
and (u, v) is a strictly positive and T -periodic solution of (1.1)–(1.2). With the same argument as that of Theorem 2.1, we
have
uM 
aM fM − cLdL
bL fM + (α1)LdL  0.
Obviously, it is a contradiction. 
3. The main results
In this section, we show the main results of this paper. First, with the same argument as that of Ahmad and Lazer [1],
we have the following conclusion.
Theorem 3.1. Let nonnegative functions u, v,u, v ∈ C2,1(Ω × (0, r]) ∩ C1,0(Ω × (0, r]) are nonnegative in Ω × [0, r] and satisfy⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ut − k1u  u(a − bu − cv − α1uv) in Ω × (0, r],
ut − k1u  u(a − bu − cv − α1uv) in Ω × (0, r],
∂u
∂ν
 0 ∂u
∂ν
on ∂Ω × [0, r],
u(x,0) u(x,0) on Ω,
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
vt − k2v  v(d − eu − f v − α2uv) in Ω × (0, r],
vt − k2v  v(d − eu − f v − α2uv) in Ω × (0, r],
∂v
∂ν
 0 ∂v
∂ν
on ∂Ω × [0, r],
v(x,0) v(x,0) on Ω,
where r is a positive constant. For ϕ,ψ ∈ C1+α(Ω) with ∂ϕ
∂ν |∂Ω = ∂ψ∂ν |∂Ω = 0, if
u(x,0) ϕ(x) u(x,0), v(x,0)ψ(x) v(x,0), for x ∈ Ω,
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⎪⎪⎪⎩
ut − k1u = u(a − bu − cv − α1uv), x ∈ Ω, 0< t  r,
vt − k2v = v(d − eu − f v − α2uv), x ∈ Ω, 0< t  r,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, 0 t  r,
u(x,0) = ϕ(x), v(x,0) = ψ(x), x ∈ Ω,
(3.1)
and u  u  u, v  v  v in Ω × [0, r].
Theorem 3.2. Assume that
(af )L > (cd)M , (bd)M  (ae)L,
ϕ,ψ ∈ C1+α(Ω), ϕ,ψ  0, ϕ 	≡ 0 and ∂ϕ
∂ν |∂Ω = ∂ψ∂ν |∂Ω = 0, then for any r > 0, there exists a unique pair of functions (u, v) satisfy-
ing (3.1) and the regular conditions of Theorem 3.1 with u(x,0) = ϕ(x), v(x,0) = ψ(x). Moreover,
lim
t→∞
(
u(x, t) − u∗(x, t))= lim
t→∞ v(x, t) = 0 (3.2)
uniformly with respect to x ∈ Ω , where u∗ is the unique T -periodic function such that
u∗t − k1u∗ = u∗
[
a − bu∗]
with u∗(x, t) > 0 on Ω ×R, and ∂u∗
∂ν |∂Ω×R = 0.
Proof. Choose positive constants r1, r2, δ such that
aM
bL
< r1,
dM
fL
< r2, 0< δ < r1, aL − bMδ − cMr2 − (α1)Mδr2  0, (3.3)
and set u(x, t) = δ, v(x, t) = 0, u(x, t) = r1, v(x, t) = r2, then (u, v) and (u, v) satisfy the hypothesis of Theorem 3.1. Let
ϕ(x) ≡ δ, ψ(x) ≡ r2 in Theorem 3.1, then there exists a unique pair of functions u0, v0 ∈ C2+α,1+ α2 (Ω × (0, r])∩C(Ω ×[0, r])
satisfy (3.1) with u0(x,0) = δ, v0(x,0) = r2 and
δ  u0(x, t) r1, 0 v0(x, t) r2, for (x, t) ∈ Ω × [0,∞). (3.4)
Since k1,k2,a,b, c,d, e, f ,α1,α2 are T -periodic, then the function (u1, v1) which is deﬁned by u1(x, t) = u0(x, t + T ),
v1(x, t) = v0(x, t + T ) is also a solution of (3.1). So from (3.4) we see that
u0(x,0) = δ  u0(x, T ) = u1(x,0) r1, 0 v1(x,0) = v0(x, T ) r2 = v0(x,0).
By Theorem 3.1 with (u, v) = (u0, v0), (u, v) = (u1, v1), (u, v) = (r1,0), we have
δ  u0(x, t) u1(x, t) = u0(x, t + T ) r1, 0 v1(x, t) = v0(x, t + T ) v0(x, t) r2.
Deﬁne sequences {ui}∞i=1, {vi}∞i=1 by ui(x, t) = u0(x, t + iT ), vi(x, t) = v0(x, t + iT ), then by deduction we have
δ  ui(x, t) ui+1(x, t) r1, r2  vi(x, t) vi+1(x, t) 0. (3.5)
That is these sequences are monotonic and bounded. Therefore, for any r > 0 and p  1, the sequences {ui}∞i=1, {vi}∞i=1
restrict to Ω × [0, r], converge in Lp(Ω × [0, r]).
From the fact that (ui, vi) satisﬁes (3.1) for i  1 and a similar argument that for Theorem 2.1 in [1], there exist smooth
T -periodic functions uˆ, vˆ satisfying⎧⎪⎪⎨
⎪⎪⎩
ut − k1u = u(a − bu − cv − α1uv), x ∈ Ω, t ∈R,
vt − k2v = v(d − eu − f v − α2uv), x ∈ Ω, t ∈R,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, t ∈R,
(3.6)
such that
lim
i→∞
(
ui(x, t) − uˆ(x, t)
)= lim
i→∞
(
vi(x, t) − vˆ(x, t)
)= 0
in the C2+α,1+ α2 norm. Then by Lemma 2.2 we have
lim
t→∞
(
u0(x, t) − uˆ(x, t)
)= lim
t→∞
(
v0(x, t) − vˆ(x, t)
)= 0, (3.7)
uniformly with respect to x ∈ Ω . By (3.5) we have
uˆ(x, t) δ, vˆ(x, t) 0. (3.8)
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constant which is suﬃcient large such that
vˆt − k2vˆ + Mvˆ = vˆ(M + d − euˆ − f vˆ − α2uˆ vˆ) 0.
By the parabolic maximum principle [18] and the period of vˆ , if there exists a point (x0, t0) ∈ Ω ×R such that vˆ(x0, t0) = 0,
then vˆ ≡ 0 in Ω × R. Second, we assume that uˆ(x, t) is strictly positive in Ω × R and there exist (x0, t0) ∈ ∂Ω × R such
that vˆ(x0, t0) = 0, then by the parabolic maximum principle on derivatives [18], we have ∂ vˆ∂ν (x0, t0) < 0, which contradicts
to ∂ vˆ
∂ν |∂Ω×R = 0. Then we can conclude that either vˆ > 0 or vˆ ≡ 0. Furthermore, by Corollary 2.1, the assumptions imply
that vˆ  0. Thus by (3.8) we have vˆ(x, t) ≡ 0.
Since uˆ(x, t) are strictly positive and T -periodic in Ω ×R, then we have⎧⎪⎪⎨
⎪⎪⎩
uˆt − k1uˆ = uˆ(a − buˆ), x ∈ Ω, t ∈R,
∂ uˆ
∂ν
= 0, x ∈ ∂Ω, t ∈R,
uˆ(x, t + T ) = uˆ(x, t), x ∈ Ω, t ∈R.
That is uˆ = u∗ and (3.2) holds. Thus for the solution (u0, v0) of the boundary problem (3.1) with initial value u0(x,0) =
δ, v0(x,0) = r2, we proved that Theorem 3.2 holds.
In the following, for (3.1) without initial value, we show that Theorem 3.2 also holds. Let (u, v) satisfying (3.1) with
δ  u(x,0) r1,0 v(x,0) r2, and (u0, v0) be a solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut − k1u = u(a − bu − cv − α1uv), x ∈ Ω, 0< t  r,
vt − k2v = v(d − eu − f v − α2uv), x ∈ Ω, 0< t  r,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, 0 t  r,
u(x,0) = δ, v(x,0) = r2, x ∈ Ω, t = 0.
Let u∗∗ be the solution of⎧⎪⎨
⎪⎩
ut − k1u = u(a − bu), x ∈ Ω, 0< t  r,
∂u
∂ν
= 0, x ∈ ∂Ω, 0 t  r,
u(x,0) = r1, x ∈ Ω, t = 0.
It is easy to see that (u, v) and (u, v) satisfy the hypothesis of Theorem 3.1 if we set (u, v) = (u0, v0) and (u, v) = (u∗∗,0).
Since u0(x,0) = δ  u(x,0) r1 = u∗∗(x,0), 0 v(x,0) r2 = v0(x,0), by Theorem 3.1 we have
u0(x, t) u(x, t) u∗∗(x, t), 0 v(x, t) v0(x, t), in Ω × [0,∞). (3.9)
By Lemma 2.2, we have
lim
t→∞
(
u∗∗(x, t) − u∗(x, t))= 0,
uniformly with respect to x ∈ Ω . Since uˆ = u∗, vˆ ≡ 0, by (3.7) and (3.9) we have (3.2).
Let (u, v) be a solution of (3.1) with u(x,0), 	≡ 0, v(x,0) 0, U , V be the solutions of⎧⎪⎨
⎪⎩
Ut − k1U = U (a − bU ), x ∈ Ω, t > 0,
∂U
∂ν
= 0, x ∈ ∂Ω, t  0,
U (x,0) = M1, x ∈ Ω, t = 0,
⎧⎪⎨
⎪⎩
Vt − k2V = V (d − f V ), x ∈ Ω, t > 0,
∂V
∂ν
= 0, x ∈ ∂Ω, t  0,
V (x,0) = M2, x ∈ Ω, t = 0,
where M1, M2 are positive constants such that u(x,0) < M1, v(x,0) < M2. By Lemma 2.2, we have
lim
t→∞
(
U (x, t) − u∗(x, t))= lim
t→∞
(
V (x, t) − v∗(x, t))= 0,
uniformly with respect to x ∈ Ω , where u∗, v∗ are the solutions of⎧⎪⎪⎨
⎪⎪⎩
ut − k1u = u(a − bu), x ∈ Ω, t ∈R,
∂u
∂ν
= 0, x ∈ ∂Ω, ∈R,u(x, t + T ) = u(x, t), x ∈ Ω, t ∈R,
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⎪⎪⎩
vt − k2v = v(d − f v), x ∈ Ω, t ∈R,
∂v
∂ν
= 0, x ∈ ∂Ω, t ∈R,
v(x, t + T ) = v(x, t), x ∈ Ω, t ∈R.
Furthermore, we have
u∗(x, t) aM
bL
< r1, v
∗(x, t) dM
fL
< r2.
Thus, for a large enough positive integer k, we have
U (x,kT ) < r1, V (x,kT ) < r2, x ∈ Ω.
Let (u, v) = (0, V ), (u, v) = (U ,0), then (u, v) and (u, v) satisfy the hypothesis of Theorem 3.1. Since 0 u(x,0) < M1,0
v(x,0) < M2, by Theorem 3.1 we have 0 u(x, t) U (x, t) and 0 v(x, t) V (x, t). Furthermore, we have 0 u(x,kT ) < r1,
0 v(x,kT ) < r2.
Now we show that u(x, t) is strictly positive in Ω × [0,∞). Since u, v are bounded, we can choose a positive constant
M such that
ut − k1u + Mu = u(M + a − bu − cv − α1uv) 0, x ∈ Ω, t > 0.
If there exist (x0, t0) ∈ Ω × (0,∞) such that u(x0, t0) = 0, then by the parabolic maximum principle [18] we have u(x, t) ≡ 0
in Ω × [0, t0], which contradicts to the assumption that u(x,0) 	≡ 0 on Ω . Hence, u(x, t) > 0 for (x, t) ∈ Ω × (0,∞). If there
exist (x0, t0) ∈ ∂Ω × (0,∞) such that u(x0, t0) = 0, then by the parabolic maximum principle on derivatives [18] we have
∂u
∂ν (x0, t0) < 0, which contradicts to
∂u
∂ν |∂Ω×R = 0. Thus, we have u(x, t) > 0 for (x, t) ∈ Ω × [0,∞).
Let δ > 0 satisﬁes (3.3) and δ  u(x,kT ) for x ∈ Ω . Set u˜(x, t) = u(x, t +kT ) and v˜(x, t) = v(x, t +kT ), then (u˜, v˜) satisﬁes
(3.1) for any r > 0. Since δ  u˜(x,0) r1 and 0 v˜(x,0) r2, a similar argument as above shows that
lim
t→∞
(
u˜(x, t) − u∗(x, t))= lim
t→∞ v˜(x, t) = 0,
uniformly with respect to x ∈ Ω . Then we obtain (3.2). The proof is completed. 
Theorem 3.3. Suppose that (2.3) holds, then there exist strictly positive T -periodic functions uˆ, vˆ , uˆ∗, vˆ∗ ∈ C2+α,1+ α2 (Ω ×R) with
uˆ(x, t) uˆ∗(x, t) and vˆ∗(x, t) vˆ(x, t) on Ω ×R, such that (uˆ, vˆ) and (uˆ∗, vˆ∗) are both solutions of (3.6).
Proof. Let r1, r2 and δ be chosen so that
aM
bL
< r1,
dM
fL
< r2, (3.10)
0< δ < r1, aL − bMδ − cMr2 − (α1)Mδr2 > 0, (3.11)
0< δ < r2, dL − fMδ − eMr1 − (α2)Mδr1 > 0. (3.12)
Similar to Theorem 3.2, let (u0, v0) be the solution of (3.1) with initial value u0(x,0) = δ, v0(x,0) = r2, then there exists a
T -periodic solution (uˆ, vˆ) of (3.6) satisfying (3.7) and
δ  uˆ(x, t) r1, 0 vˆ(x, t) r2, x ∈ Ω, t ∈R.
Let (u∗0, v∗0) be the solution of (3.1) with initial value u∗0(x,0) = r1, v∗0(x,0) = 0, then from (3.10)–(3.12), there exists a
T -periodic solution (uˆ∗, vˆ∗) of (3.6) satisfying
δ  uˆ∗(x, t) r1, 0 vˆ∗(x, t) r2, x ∈ Ω, t ∈R,
and
lim
t→∞
(
u∗0(x, t) − uˆ∗(x, t)
)= lim
t→∞
(
v∗0(x, t) − vˆ∗(x, t)
)= 0, (3.13)
uniformly with respect to x ∈ Ω . Since u0(x,0) = δ < r1 = u∗0(x,0), v∗0(x,0) = 0 < r2 = v0(x,0), it follows from Theorem 3.1
that u0(x, t) u∗0(x, t), v0(x, t) v∗0(x, t), thus by (3.7) and (3.13) we have
uˆ(x, t) uˆ∗(x, t), vˆ∗(x, t) vˆ(x, t).
The proof is completed. 
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