The development of a speech interface for data entry in fieldwork by SEVER, VID
Univerza v Ljubljani 
Fakulteta za elektrotehniko 
Vid Sever 
RAZVOJ GOVORNEGA VMESNIKA ZA 
VNOS PODATKOV PRI TERENSKEM 
DELU 
Diplomsko delo univerzitetnega študija 






Rad bi se zahvalil mentorju izr. prof. dr. Simonu Dobrišku za podporo in pomoč.  
 
Iz srca se zahvaljujem moji Evi, ki mi vedno stoji ob strani. Iskrena zahvala gre tudi 
mojim staršem, Zini in Mihu, ker so verjeli vame in me spodbujali na vsakem koraku. 
 








1  Uvod 5 
1.1  Kratek opis širšega področja .............................................................. 5 
1.2  Predstavitev problema ....................................................................... 6 
1.3 Metodologija dela ............................................................................... 7 
2  Osnove razpoznavanja govora 9 
2.1  Obdelava govornega signala in določanje značilk .............................. 9 
2.2  Kriterijska funkcija za razpoznavanje govora ................................... 10 
2.3  Akustično modeliranje govora ......................................................... 10 
2.3.1  Prilagajanje z ukrivljanjem časovne osi ................................. 11 
2.3.2  Prikriti Markovovi modeli ..................................................... 12 
2.4  Umetna nevronska omrežja .............................................................. 14 
2.5  Jezikovno modeliranje ..................................................................... 17 
2.5.1  N-Gramski jezikovni modeli.................................................. 17 
2.6  Slovarji besed .................................................................................. 18 
2.7  Iskalni algoritmi .............................................................................. 19 
3  Pregled zgodovine razvoja razpoznavanja govora 21 
3.1  Začetni poizkusi: 1950 – 1960 ......................................................... 21 
3.2  Strojna oprema in teorija: 1960 – 1970 ............................................ 21 
3.3  Ločeno izgovorjene besede: 1970 – 1980 ......................................... 22 
3.4  Vezan govor: 1980 – 1990 ............................................................... 22 
ii Vsebina 
 
3.5  Naraven govor: 1990 – 2000 ............................................................ 23 
3.6  Komercialni sistemi: 2000 – 2016 .................................................... 23 
4  Obstoječa orodja in sistemi 25 
4.1  Orodja za izgradnjo razpoznavalnikov .............................................. 25 
4.1.1  CMU Sphinx .......................................................................... 25 
4.1.2  HTK ...................................................................................... 26 
4.1.3  Julius ..................................................................................... 27 
4.1.4  KALDI .................................................................................. 27 
4.1.5  RWTH ASR ........................................................................... 28 
4.1.6  SRILM ................................................................................... 28 
4.2  Govorni vmesniki ............................................................................. 28 
4.2.1  Assistant ................................................................................ 28 
4.2.2  Braina .................................................................................... 29 
4.2.3  Cortana .................................................................................. 29 
4.2.4  Dragon Naturally Speaking .................................................... 29 
4.2.5  Google Now ........................................................................... 30 
4.2.6  LumenVox Speech Recogniser............................................... 30 
4.2.7  SILVIA .................................................................................. 31 
4.2.8  Siri ......................................................................................... 31 
4.2.9  SpeechMagic ......................................................................... 31 
4.2.10  Windows Speech Recognition .............................................. 32 
5  Googlov govorni programski vmesnik 33 
6  Razvoj govornega vmesnika 37 
6.1  Zajemanje govornega posnetka......................................................... 38 
6.2  Govorni vmesnik .............................................................................. 39 
6.2.1  Razdelitev posnetkov ............................................................. 39 
6.2.2  Pretvorba v FLAC format....................................................... 41 
6.2.3  Pošiljanje posnetkov govora Googlovemu govornemu 
vmesniku ............................................................................. 41 
6.2.4  Urejanje razpoznanega besedila ............................................. 42 
6.2.5  Grafični vmesnik .................................................................... 45 
Vsebina iii 
 
7  Analiza rezultatov 49 
7.1  Metode vrednotenja rezultatov ......................................................... 49 
7.2  Rezultati .......................................................................................... 49 
7.2.1  Rezultati točnosti razpoznavanja ............................................ 49 
7.2.2  Rezultati oblikovanja besedila ............................................... 53 
7.3  Vrednotenje rezultatov ..................................................................... 54 
7.3.1  Razpoznavanje daljših posnetkov govora v slovenskem 
jeziku .................................................................................. 54 
7.3.2  Oblikovna obdelava razpoznanega besedila ........................... 54 
7.3.3  Uporabnost na terenu ............................................................. 54 
8  Zaključek 57 
Literatura 59 




Slika 2.1: Osnovna blokovna shema razpoznavalnika govora.......................................9 
Slika 2.2: Primer iskanja poti v grafu stanj..................................................................11 
Slika 2.3: Primer naključnega avtomata......................................................................12 
Slika 2.4: Primer levo-desne strukture PMM...............................................................13 
Slika 2.5: Model nevrona………………….................................................................15 
Slika 2.6: Model večplastne nevronske mreže.............................................................16 
Slika 2.7: Primer organizacije slovarja s tremi besedami: rak, raketa in račun ……....18 
Slika 4.1: Slika HTK procesa…….………..................................................................27 
Slika 6.1: Shema delovanja govornega vmesnika………….…....…...........................38 
Slika 6.2: Posnetek ekrana med snemanjem govora s Smart Voice Recorder…….….39 
Slika 6.3: Primer končne strukture urejenega besedila………………………………45 
Slika 6.4: Prikaz grafičnega vmesnika....…..……...…………………..……………..47 







Tabela 5.1: Parametri za upravljanje z Google Speech API.........................................34 
Tabela 7.1: Rezultati razpoznavanja govornega posnetka zapisnika...........................50 
Tabela 7.2: Rezultat razpoznavanja govornega posnetka povezanega besedila ..........50 
Tabela 7.3: Transkripcija in razpoznano besedilo v mirnem okolju.............................51 
Tabela 7.4: Transkripcija in razpoznano besedilo v naravnem okolju.........................52 
Tabela 7.5: Transkripcija in razpoznano besedilo v hrupnem okolju...........................52 
Tabela 7.6: Transkripcija in razpoznano besedilo primera strnjenega besedila...........53 
 1 
Povzetek 
Cilj dela v diplomski nalogi je razviti govorni vmesnik, ki bo uspešno reševal 
probleme z vnašanjem podatkov v informacijske sisteme med terenskim delom.  
V prvem delu naloge smo raziskali področje razpoznavanja govora in pregledali 
možne govorne vmesnike ter orodja, katere bi lahko uporabili pri svojem delu 
V drugem delu naloge smo se osredotočili na samo izvedbo govornega vmesnika 
v programskem jeziku Python. Pri obdelavi posnetkov govora smo uporabili nekaj 
nestandardnih Python knjižnic. Za razpoznavanje govora smo uporabili Googlov 
govorni programski vmesnik Google Speech API. Razpoznano besedilo smo 
oblikovali v HTML formatu. Razvili smo tudi grafični vmesnik. 
Delovanje govornega vmesnika smo preizkusili v okoljih z različno ravnijo 
hrupa. Ugotovili smo, da zadovoljivo dobro deluje tudi pri posnetkih, narejenih v 
naravnem okolju, v katerem terensko delo navadno poteka. 
 





Main goal of the thesis was to develop a speech interface for solving problems 
with data entry during fieldwork. 
In first part of the thesis we did an overview of speech recognition field, tools 
and speech interfaces which we cloud use in development of my own speech interface. 
In the second part of the thesis we focused on developing speech interface with 
python programing language. We used some nonstandard python libraries for audio 
processing. Speech recognition was performed by Google Speech API. We used 
HTML format to achieve the desired text structure of the output. We also developed a 
graphical user interface. 
We tested the speech interface in different environments with different noise 
volumes. We concluded that it performs well with voice recordings that were recorded 
in a natural environment, where fieldwork is usually performed. Performance drops 
only in environments with a really loud noise. 
 
Key words: speech recognition, speech interface, Google Speech API 
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1  Uvod 
Pomembno področje raziskovanja umetne inteligence so avtonomni agenti. To 
so sistemi, ki so del okolja, ga zaznavajo, v njem delujejo, ga spreminjajo in sledijo 
nekim zastavljenim ciljem. Pri gradnji umetnih avtonomnih agentov velikokrat 
posnemamo naravne avtonomne agente. Eden najbolj pomembnih takih zgledov je 
ravno človek [9]. Z gradnjo umetnih avtonomnih agentov tako poskušamo posnemati 
ali celo preseči človekove zmožnosti komunikacije z okoljem, doseganja izbranih 
ciljev in reševanja zastavljenih nalog. Eden izmed najbolj naravnih načinov človekove 
komunikacije je govor. Zato so sistemi, s katerimi poskušamo posnemati človeške 
sposobnosti komunikacije, še posebej zanimivi. Pri posnemanju človeške 
komunikacije je zelo pomembno razpoznavanje govora. Ko razvijamo  sisteme na tem 
področju, je navadno v ospredju cilj, da z avtomatizacijo razpoznavanja govora 
človeka fizično ali časovno razbremenimo. 
1.1  Kratek opis širšega področja 
Pri razpoznavanju govora poskušamo posnemati človekovo sposobnost 
sprejemanja in razumevanja govornega signala. V sistemih za razpoznavanje govora 
poskušamo čim bolj natančno sprejeti in razpoznati glasove, besede in stavke, ki jih je 
govorec povedal. Tukaj seveda močno vlogo igra jezik, v katerem govorec govori. Za 
nas so posebej zanimivi sistemi, ki lahko razpoznavajo slovenski jezik, a jih je razvitih 
le malo. 
Na vse večjo zanimanje za razpoznavanja govora je odločilno vplival razvoj 
tehnologije na področju prenosnih naprav, ki postajajo vse zmogljivejše. Tako lahko 
za delovanje sistemov, za katere je bila včasih potrebna velika in nerodna oprema, 
sedaj uporabljamo lahko dosegljive ter priročne mobilne telefone in tablice. Zato je 
število potencialnih uporabnikov takih sistemov močno naraslo in so na področje 
razpoznavanja govora vstopila tudi največja računalniška podjetja kot so Google, 
Apple in Microsoft. Zaradi povečanja denarnih sredstev za raziskovanje tega področja 
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pa so bile razvite tudi nove tehnologije za gradnjo teh sistemov, ki so še povečale 
točnost pri razpoznavanju govora in tako sisteme naredile še bolj uporabne. Ena od 
takih tehnologij so na primer nevronska omrežja. 
Večina najbolj komercialno uspešnih in dostopnih sistemov za razpoznavanje 
govora, kot so Siri, Cortana in Dragon Naturally Speaking zaenkrat še ne podpira 
slovenščine. A kljub relativno nezanimivem trgu zaradi majhne, slovensko govoreče 
populacije, se počasi tudi stanje na področju slovenskega jezika izboljšuje. Eden od 
večjih napredkov je, da je v Googlovi aplikaciji za razpoznavanje govora sedaj podprta 
tudi slovenščina. 
1.2  Predstavitev problema 
Delo na terenu od človeka pogosto zahteva, da si natančno zapomni opažanja in 
ugotovitve. A pogosto se izkaže, da je to zelo težko, saj je veliko elementov, ki motijo 
koncentracijo. Dva izmed glavnih motilnih elementov sta navadno kratek čas, ki je na 
voljo, da si človek zapomni veliko podatkov in pa nevarno okolje, kjer se delo izvaja, 
saj to zahteva, da človek velik del svoje pozornosti namenja svoji varnosti. Zato je, če 
želimo, da je terensko delo učinkovito, navadno potrebno veliko zapisovanja. Po drugi 
strani pa se pri delu na terenu pogosto pojavijo situacije, pri katerih je zapisovanje 
oteženo ali celo nemogoče, saj poteka v okolju, ki zahteva, da ima človek proste roke 
za upravljanje z inštrumenti, varovalno opremo in orodjem. 
Ena od rešitev, ki zelo dobro reši dani problem, je uporaba snemanja govora, 
kjer se kasneje s pomočjo posnetka govora, ki je bil posnet na terenu, naredi pisni 
zapisnik. A se pri uporabi te rešitve pojavi časovni problem, saj je potrebno narediti 
transkripcijo posnetka, kar pa je, če to dela človek sam, časovno potratno. Časovno 
potratnost pa lahko zmanjšamo, če za tvorjenje transkripcije uporabimo 
razpoznavalnik govora. Toda razpoznavalnikov, ki podpirajo slovenski jezik, je 
zaenkrat zelo malo.  
Tudi sam se pri terenskem delu velikokrat srečujem s tovrstnimi težavami. Zato 
sem se odločil, da raziščem možne rešitve problema s pomočjo govornih vmesnikov 
za učinkovito vnašanja podatkov v informacijske sisteme pri terenskem delu in 
razvijem svoj primer govornega vmesnika. 
Namen dela je raziskati področje razpoznavanja govora in poiskati primere 
govornih vmesnikov, ki bi jih lahko uporabili pri terenskem delu. Cilj je tudi 
predstaviti tehnologije in orodja, ki omogočajo razvoj govornih vmesnikov in jih 
uporabiti pri gradnji svojega primera vmesnika. Primer vmesnika je potrebno tudi 
preizkusiti in ovrednotiti. 
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Za svoj govorni vmesnik sem iz izkušenj, ki sem jih pridobil pri terenskem delu, 
izbral nekaj pogojev, ki jih mora izpolnjevati: 
 
1. Omogočati razpoznavanje daljših posnetkov govora v slovenskem jeziku z 
zadovoljivo natančnostjo. 
2. Omogočati oblikovno pripravo razpoznanega besedila na podlagi v naprej izbranih 
govornih ukazov. 
3. Omogočati zajemanje posnetka govora na mobilni napravi 
4. Omogočati zadovoljivo uporabo govornega vmesnika v naravnem okolju. 
1.3 Metodologija dela 
Področje razpoznavanja govora sem predstavil z opisom danes najbolj 
razširjenih tehnologij, ki se uporabljajo na tem področju in tehnologij, ki so v zadnjih 
letih z velikim uspehom prodrle na to področje. Predstavil sem tudi kratko zgodovino 
razvoja razpoznavanja govora. 
Opisal sem glavna orodja za izgradnjo razpoznavalnikov govora,  predstavil 
glavne sisteme na tržišču, ki uporabljajo govorne tehnologije in pri opisu izpostavil 
tiste, ki podpirajo slovenski jezik. Podrobneje sem opisal aplikacijo Google Speech 
API, ki sem jo tudi uporabil pri izgradnji svojega govornega vmesnika. 
Kot programski jezik za izgradnjo govornega vmesnika sem izbral programski 
jezik Python, ki je nudil potrebne knjižnice za izpolnitev zastavljenih ciljev. Za 
deljenje dolgega govornega posnetka na manjše izseke sem uporabil pydub - knjižnico 
za programski jezik Python. Pri pretvorbi zvočnih posnetkov  v FLAC format (angl. 
Free Lossless Audio Code)  sem uporabil program flac. Za razpoznavanje govora sem 
uporabil Google Speech API. Pri izgradnji grafičnega vmesnika pa sem uporabil 
standardno Python knjižnico TkInter. 
Govorni vmesnik sem preizkusil na podlagi krajšega zapisnika z ogleda gradbišča. 
Poleg originalnega posnetka, ki sem ga posnel na terenu, sem za preizkuse uporabil še 
posnetke enakega besedila v okolju brez motilnih elementov. Uporabil sem tudi 
posnetek enakega besedila pri različnih hitrostih govora v mirnem okolju in okolju, ki 
je bilo podobno okolju pri snemanju originalnega posnetka.
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2  Osnove razpoznavanja govora 
V tem poglavju so opisani osnovni principi razpoznavanja govora in osnovne 
komponente razpoznavalnika. Na sliki 2.1 vidimo osnovno blokovno shemo 
razpoznavalnika govora [7]. 
 
Slika 2.1:  Osnovna blokovna shema razpoznavalnika govora 
2.1  Obdelava govornega signala in določanje značilk 
Govorni signal moramo pred začetkom razpoznavanja obdelati tako, da ga 
predstavimo z lastnostmi ali značilkami, ki jih bomo lahko uporabili pri postopkih 
razpoznavanja [3]. Pri tem moramo upoštevati nekaj lastnosti govornega signala [2]:  
 
1. Uho ni fazno občutljivo; 
2. Človek sprejema zvok v frekvenčnem prostoru; 
3. Človek zazna spremembe signala v času 5-20 ms; 
4. S frekvenco se tudi spreminja sposobnost zaznavanja razlik v signalu; 
5. Minimalen čas za opredelitev signala je 50-200 ms. 
 
Prvi postopek obdelave je navadno analogno – digitalna pretvorba [1]. Po 
Shannon-ovem teoremu mora biti frekvenca vzorčenja dvakrat večja od mejne 
frekvence signala. Ta je na primer v telefoniji okoli 3,6 kHz. Pri razpoznavanju govora 
je običajno frekvenca vzorčenja med 8 kHz in 16 kHz. Potrebna je tudi kvantizacija 
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signala [2]. Človeški sluh ima razpon do približno 20 bitov ločljivosti. Za 
razpoznavanje govora se je izkazalo da je navadno dovolj, če se uporabi vzorce s 16-
bitno ločljivostjo [1]. 
Za razpoznavanje govornega signala moramo iz dobljenega digitalnega signala 
v časovnem ali v frekvenčnem prostoru izluščiti niz vektorjev značilk 
(parametrizacija).  To naredimo z različni postopki, kot so oknenje, izračun 
koeficientov melodičnega (MEL) kepstruma in modeliranje govora z linearnim 
napovedovanjem (angl. linear predictive coding – LPC). Za dobro razpoznavanje je 
navadno dobro, če signal predstavimo čim bolj natančno. Nato lahko z različnimi 
postopki, kot sta Karhuen – Loevejeva transformacija (KL) in linearna diskriminacija 
(LDA) zmanjšamo dimenzijo vektorja značilk in tako dobimo zgoščen zapis naših 
vzorcev [2]. 
2.2  Kriterijska funkcija za razpoznavanje govora 
 
Pri razpoznavanju govora želimo nekemu akustičnemu dogodku prirediti najbolj 
verjeten niz besed. Če poimenujemo akustični dogodek 𝑋 niz besed 𝒘 =
{𝑤1, 𝑤2, … 𝑤𝑛}, iščemo maksimum pogojne verjetnosti 𝑃(𝒘|𝑋). Izračunamo ga lahko 
po formuli: 
  
 𝑃(𝑤|𝑋) = max
𝑣
(𝑃(𝑋|𝑣) ∙ 𝑃(𝑣)) (2.1) 
 
kjer je 𝑃(𝑋| 𝒘) verjetnost, da se je ob izgovoru kombinacije besed 𝒘 pojavil 
akustični dogodek 𝑋 in 𝑃( 𝒘) verjetnost, da se v danem jeziku pojavi kombinacija 
besed 𝒘. Prvo verjetnost ocenimo z akustičnim modeliranjem govora, drugo pa z 
jezikovnim modeliranjem govora [2]. 
2.3  Akustično modeliranje govora 
Z akustičnim modeliranjem govora poskušamo modelirati značilnosti fonemov 
jezika. Ker se lahko isti fonem akustično razlikuje glede na njegovo umestitev med 
sosednje foneme, pri modeliranju navadno uporabljamo trifonske modele, ki poleg 
samega fonema upošteva tudi sosednja fonema, ki jima rečemo kontekst. Uporabljajo 
se tudi modeli, ki upoštevajo večji kontekst ali pa celo celotno besedo, a so navadno 
primerni le za razpoznavanje govora z majhnimi slovarji. Najbolj uporabljena 
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akustična modela sta Prilagajanje z ukrivljanjem časovne osi in Prikriti Markovovi 
modeli [2]. 
2.3.1  Prilagajanje z ukrivljanjem časovne osi 
Prilagajanje z ukrivljanjem časovne osi (PUČ, angl. Dynamic Time Warping – 
DTW) je postopek, s katerim ugotavljamo podobnost med shranjenim prototipom in 
govornim vzorcem, ki ga razpoznavamo [2]. Algoritem poskuša rešiti problem 
ugotavljanja podobnosti dveh govornih vzorcev, ki se razlikujeta v hitrosti 
izgovorjave. To je zelo pogost problem, saj se hitrost izgovorjave lahko razlikuje že 
pri določenem, v naprej znanem govorcu. Še večji problem pa nastane pri razvoju 
razpoznavalnikov, ki so neodvisni od govorca [4]. Primeren je za razpoznavanje 
krajših govornih vzorcev, kot so ločeno izgovorjene besede [2]. 
Zvočni posnetek, ki ga želimo razpoznati, razdelimo na izseke s stalnim 
časovnim razmakom. Da ga lahko razpoznamo, ga moramo primerjati z našimi 
prototipi. Za posamezen člen vzorca z dinamičnim programiranjem poiščemo 
funkcijo, ki določa kateri člen vzorca se bo prilegal posameznemu členu prototipa na 
primer z iskanjem najcenejše poti v grafu stanj [2].  
 
Slika 2.2:  Primer iskanja poti v grafu stanj [2] 
Na sliki 2.2 lahko vidimo primer iskanja najcenejše poti v grafu stanj za vzorec 
𝐹 =  𝑓1, … , 𝑓𝑖, … , 𝑓𝑃  in prototip 𝐻 = ℎ1, … , ℎ𝑗, … , ℎ𝑅 , kjer so 𝑓𝑖, in ℎ𝑗, odtipki vzorca 
oziroma prototipa v časovnih trenutkih. Niz prileganja je v tem primeru 𝑊 =
(1,1), (2,2), (3,2), (4,3), (5,4), (6,4). 
Postopek razpoznavanja zvočnega posnetka nato poteka tako, da ga prirejamo z 
našimi prototipi besed. Zvočni posnetek nato razpoznamo kot tisti prototip besede, 
katerega prileganje je imelo najmanjšo ceno. Točnost postopka lahko še izboljšamo 
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tako, da za posamezno besedo uporabimo več prototipnih posnetkov. Vendar se z 
večanjem števila prototipov močno povečuje tudi časovna zahtevnost postopka [2]. 
PUČ je primeren le za razpoznavanje manjšega števila ločeno izgovorjenih 
besed – do 100. Za zanesljivo delovanje je tudi zelo pomembna pravilna določitev 
začetkov in koncev posameznih besed [2]. 
2.3.2  Prikriti Markovovi modeli 
Prikriti Markovovi model (PMM, angl. Hidden Markov Model – HMM) 
definiramo kot naključni avtomat s končno mnogo stanji in povezavami med njimi. V 
vsakem stanju avtomat oddaja simbole. Opazovalec sistema, ki ga opišemo s PMM, 
ne vidi stanja, v katerem se avtomat nahaja, ampak vidi le dodane simbole, kar ga dela 
»prikritega«. Prehodi med stanji v avtomatu se dogajajo naključno, zato je 
»naključen«. Verjetnost stanja, v katerem se trenutno nahaja avtomat, pa je odvisna le 
od predhodnega stanja, kar je značilno za »Markovov« vir [2]. 
S PMM navadno modeliramo nestacionarne naključne procese, ki jih 
predstavimo kot zaporedje stanj, v katerih se proces obnaša stacionarno. Tudi govor je 
primer nestacionarnega naključnega procesa, kjer izseke govornega signala 
predstavimo s stanji PMM. Prikritost pa vidimo v tem, da govorni signal lahko 
spremljamo le po simbolih (značilkah) in ne po fonemih, trifonih ali besedah (stanjih) 
[5]. 
  
Slika 2.3:  Primer naključnega avtomata [2] 
Stanja avtomata so 𝑺 = {𝑆1,𝑆1, … 𝑆𝑛}. Zaporedje stanj, v katerem se nahaja 
avtomat, je 𝒒 = {𝑞1, 𝑞2 … 𝑞𝑡 … }, kjer so 𝑡 = 1,2,3, … časovne točke, v katerih avtomat 
prehaja med stanji. Matrika verjetnosti prehodov stanj je 𝑨 = [𝑎𝑖𝑗], kjer je 𝑎𝑖𝑗 
2.3  Akustično modeliranje govora 13 
 
verjetnost, da avtomat iz stanja 𝑖 preide v stanje 𝑗. PMM odda v t časovnih trenutkih 
niz simbolov 𝒙 = 𝑥1, 𝑥2, … 𝑥𝑡 [5]. 
 
Diskretni PMM: 
Pri diskretnem PMM so simboli, ki jih oddaja avtomat, znaki iz končnega 
slovarja 𝑽 = {𝑣1, 𝑣2 … 𝑣𝑅}. Slovar znakov je enak za vsa stanja avtomata in njegovo 
verjetnostno porazdelitev predstavimo z matriko 𝑩 = [𝑏𝑗(𝑣𝑘)]. Pri tem je 𝑏𝑗(𝑣𝑘) 
verjetnost, da v stanju 𝑆𝑗 v trenutku 𝑡 model odda zna 𝑣𝑘. Množico znakov določimo 




Verjetnostne porazdelitve izhodnih simbolov lahko predstavimo še natančneje, 
če izhodni simbol lahko predstavimo s poljubno realno vrednostjo – zvezno. Torej 
modeliramo procese, ki proizvajajo nize 𝑥 = 𝑥1, … 𝑥𝑡 … 𝑥𝑇, kjer so 𝑥𝑡 =
(𝑥𝑡1, 𝑥𝑡2, … 𝑥𝑡𝑛)  ∈  ℝ
𝑛 n-razsežni vektorji zveznih značilk. 
 Za večjo natančnost pa plačamo z zelo obsežnimi množicami vadbenih vzorcev 




V splošnem ima PMM ergodično strukturo. To pomeni, da so iz vsakega stanja 
možni prehodi v vsako stanje. Za modeliranje govora pa se uporablja levo-desna 
struktura, v kateri so možni le prehodi, ko indeks stanj časovno narašča ali pa se ne 
spreminja. To pomeni, da je zadnje stanje v avtomatu tudi končno stanje. S tako 
strukturo modeliramo govorni signal kot časovno zaporedje delov s preteklostjo in 
prihodnostjo. [2] 
 
Slika 2.4:  Primer levo-desne strukture PMM 
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Učenje PMM: 
Za učenje PMM uporabljamo iterativne postopke, kot sta postopek Bauma in 
Welcha ter Viterbijev postopek z učenjem iz primerov. Pri tem pa moramo paziti, ker 
postopka lahko konvergirata le k lokalnemu maksimumu. Pri modeliranju PMM, ki so 
zgrajeni po levo-desni strukturi, ki jo uporabljamo tudi pri govornemu signalu, 
potrebujemo za učenje samo vzorce in njihovo transkripcijo [2].  
 
Razvrščanje vzorcev z uporabo PMM:  
Postopek razvrščanja vzorcev z uporabo PMM je sledeč [5]: 
1. Vsak razred iz učne množice vzorcev 𝑼𝑚 modeliramo z enim PMM 𝜆. Torej 
dobimo 𝑀 modelov, kjer je 𝑀 število razredov vzorcev, 𝐿 število stanj v modelu 
in 𝑇 dolžina niza oddanih simbolov. 
2. Niz soodvisnih znakov 𝒙, ki jih razvrščamo, lahko nato razvrstimo v posamezen 
razred na dva načina: 
3. Za vsak 𝜆 poiščemo verjetnost, da je ustvaril ta vzorec 𝑃(𝒙|𝜆) in niz razvrstimo v 
razred, ki ima največjo verjetnost 
4. Za vsak 𝜆 poiščemo niz stanj 𝑄𝑜𝑝𝑡, pri katerem je verjetnost, da je model prehodil 
ta niz stanj in pri tem oddal niz znakov 𝒙 največja. Niz znakov nato razvrstimo v 
tisti razred, katerega verjetnost je največja. 
 
Pri postopku 1. navadno. pri velikih številih stanj in velikih dolžinah oddanih 
znakov, uporabljamo rekurzivne postopke. Pri postopku 2. pa ponavadi uporabljamo 
dinamično programiranje (npr. Viterbijev postopek) [5] [15]. 
Pri razpoznavanju govora se navadno kot razrede uporablja množica trifonov jezika. 
Lahko pa se kot osnovno enoto uporabi tudi katero koli drugo zaključeno enoto govora 
(fon, alfon, beseda …). Pri izgradnji PMM modela za razpoznavanje govora je 
potrebno določiti tudi število stanj za izbrano osnovno enoto govora. Pomembni 
vprašanji pa sta tudi modeliranje neslovarskih besed in nebesednih enot govora. PMM 
akustični modeli so zelo uporabni pri gradnji sistemov razpoznavanja govora, ki so 
neodvisni od govorca. Ena glavnih slabosti PMM akustičnih modelov pa je, da ne 
moremo enostavno določiti časa trajanja posameznih delov govora. Če hočemo 
modele razširiti še s to komponento, hitro postanejo računsko prezahtevni [2]. 
2.4  Umetna nevronska omrežja 
Sistemi za razpoznavanje govora, namenjeni razpoznavanju velikega števila 
besed ali naravnega govora, potrebujejo dodatne algoritme za iskanje povezav med 
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stanji PMM in osnovnimi enotami govora. Ena izmed metod, ki se jo zelo uporabljala, 
je modeli mešanic Gaussovih porazdelitev (angl. Gaussian mixture model – GMM). 
To je enostaven model, ki je bil razvit za opis značilk in razpoznavanja govorca v 
primeru razpoznavanja govora, ki je tekstovno neodvisno [6]. Podobno kot GMM se 
lahko uporabljajo tudi umetne nevronske mreže, a je njihovo učenje veliko zahtevnejše 
in počasnejše. Z napredkom v raziskavah na področju globokih usmerjenih nevronskih 
mrež (angl. Deep Neural Networks – DNN), pa so rezultati pri pravilnem 
razpoznavanju mrež močno presegli rezultate ob uporabi GMM. Napredek v 
tehnologiji strojne opreme, še posebno uporaba grafičnih procesorjev za računske 
naloge, pa je deloma rešil tudi problem velike računske in časovne potratnosti uporabe 
DNN [8]. 
Umetna nevronska omrežja so modeli naravnih nevronskih sistemov in temeljijo 
na sposobnosti paralelnega obdelovanja podatkov. Sestavljajo jih enostavne med seboj 
povezane enote – nevroni. Osnovno zgrajeni umetni nevroni prejemajo utežene 
vhodne signale, ki jih sešteje in pošlje skozi prenosno pragovno funkcijo v izhodni 
signal. Izhod nevrona je tako nelinearna funkcija uteženih vhodnih signalov kot 
funkcijo 𝑦𝑖 = 𝑓(∑ 𝑤𝑖𝑗 ∙ 𝑥𝑗𝑗 ) [9]. 
 
Slika 2.5:  Model nevrona 
Umetna nevronska omrežja se med seboj razlikujejo po povezavah med nevroni, 
prenosnimi funkcijami in nalogami, ki jih opravljajo. Pri razpoznavanju govora je 
najbolj zanimiva večslojna nevronska mreža. Na sliki 2.6 je prikazano večplastno 
nevronsko omrežje. Vsak nevron je s svojimi izhodi povezan z nevroni iz naslednje 
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plasti, nima pa nobene povezave z nevroni v svoji plasti. Zato je to omrežje usmerjeno 
(angl. feedfoward) [5].  
 
Slika 2.6:  Model večplastne nevronske mreže 
Učenje nevronskih omrežij poteka s postopkom vzvratnega učenja. V tem 
postopku najprej določimo uteži in pragove za nevrone izhodne plasti. Nato z 
zmanjševanjem srednje kvadratne napake med dejanskimi vrednostmi izhodov in 
želenimi vrednostmi izhodov postopoma določamo uteži in pragove še za naslednje 
plasti vse do prve. Ker je želen odziv podan, je to učenje z učiteljem in navadno temelji 
na iterativnih postopkih iskanja najmanjše vrednosti kriterijske funkcije. Postopek 
učenja je računsko in časovno zelo potraten [5]. Zato se velikokrat uporablja 
predučenje (angl. pre-training). Pri predučenju posamezno plast nevronske mreže 
učimo s pomočjo stanj značilk predhodne plasti mreže. Ta stanja lahko dobimo s 
pomočjo GMM s postopki učenja z učiteljem. Predučena nevronska mreža omogoča, 
da veliko bolj učinkovito  uporabimo vzvratno učenje za fino nastavitev (angl. fine 
tuning) parametrov nevronov v mreži. Tako lahko močno zmanjšamo časovno 
potratnost učenja in preprečujemo, da je mreža prenaučena (angl. overfitting) [8]. 
 
Model dolgega kratkoročnega spomina: 
V zadnjih letih so vsa večja podjetja na tem področju v svoje razpoznavalnike 
vgradila nevronska omrežja (Google, Microsoft, Apple, Nuance …) [11]. Spremenila 
pa se je tudi vrsta umetnih nevronskih omrežij, ki se za te postopke uporablja. Google 
je na primer zamenjal usmerjeno večplastno nevronsko omrežje za model dolgega 
kratkoročnega spomina (angl. Long Short-term Memory – LSTM). To je vrsta 
povratnih nevronskih mrež (angl. Recurrent Neural Network – RNN), ki  vsebuje 
povratne povezave in spominske celice [10]. Le-te omogočajo pomnjenje podatkov 
predhodnih korakov in konteksta govora. Ta prednost pride do izraza predvsem pri 
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oknenju akustičnih izsekov. Klasična DNN uporabljajo vnaprej določena, 
nespremenljiva okna. RNN pa zaradi možnosti pomnjenja predhodnega konteksta 
govora v notranjih stanjih omrežja uporabljajo dinamično spreminjajoča se okna [12] 
[13]. Zaradi teh lastnosti so LSTM RNN omrežja zelo zanimiva pri akustičnem 
modeliranju. Izkazalo pa se je tudi, da tudi pri jezikovnem modeliranju dosegajo veliko 
boljše rezultate kot tradicionalni n-gramski modeli, saj so vidno zmanjšale 
perpleksnost (povprečni razvejitveni faktor). LSTM pa v teh pogledih še presegajo 
klasična RNN omrežja, saj so sposobna pomniti dlje. Na področju razpoznavanja 
rokopisa so v nekaterih primerih LSTM tudi že presegle sodobne PMM. Čeprav so že 
močno pripomogle k izboljšanju natančnosti razpoznavalnikov govora, jim poznavalci 
v prihodnosti napovedujejo še večje uspehe.  
 Do podatkov v spominskih celicah LSTM dostopa preko tako imenovanih vrat. 
Vsaka celica ima trojico vrat, ki služijo vsaka svojemu namenu. Vhodna vrata skrbijo 
za omejevanje pomnjenja glede na vhodne podatke. Izhodna vrata določajo dostopnost 
podatkov spominske celice za omrežje. Vrata za pozabljanje pa določajo, katere 
podatke lahko spominska celica pozabi. [12] 
Učenje LSTM RNN je možno že s prej omenjenim vzvratnim učenjem. 
Obstajajo pa še drugi bolj kompleksni postopki učenja kot so umetni evolucijski 
postopki [14]. 
Danes nekateri sistemi umetne nevronske mreže ne uporabljajo samo za 
določanje glasov iz značilk, ampak tudi za določanje verjetnosti besed in tako v 
nekaterih sistemih prevzemajo glavno vlogo pri postopkih razpoznavanja govora [14]. 
2.5  Jezikovno modeliranje 
Pri jezikovnem modeliranju govora poizkušamo s statističnimi podatki o jeziku 
izračunati verjetnost, da se določen niz besed pojavi v danem jeziku. Jezikovne modele 
učimo z obsežnimi učnimi zbirkami besedil, tako imenovanimi jezikovnimi korpusi, v 
jeziku, ki ga modeliramo. Najpogosteje se uporabljajo N-Gramski jezikovni modeli 
[1]. 
2.5.1  N-Gramski jezikovni modeli 
N-gramski jezikovni model uporablja za določanje verjetnosti, da se v govoru 
pojavi neka beseda niz predhodnih besed. Pri tem uporabljamo Markovovo 
predpostavko in predpostavimo, da je pogojna verjetnost besed odvisna le od 
predhodnih n-1 besed. Druga predpostavka N-gramskih jezikov pa je stacionarnost. 
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Torej je verjetnost, da neka beseda sledi danemu nizu besed neodvisno od mesta v 
stavku, kjer se pojavi [2]. 
Verjetnost lahko izračunamo z uporabo cenilke največje verjetnosti (MLE) po 
enačbi 




 kjer je 𝐶(𝑊) funkcija števila pojavov niza besed 𝑊 v našem učnem korpusu [1]. 
Zaradi omejenosti učne množice se lahko pojavijo zaporedja besed, ki jih ni v 
jezikovnih korpusih, ki so bili uporabljeni za učenje modela. Tem kombinacijam besed 
bi se tako pripisala verjetnost 0, ki bi negativno vplivala na rezultate razpoznavanja. 
Da se temu izognemo, uporabljamo postopke glajenja (angl. smoothing) [2]. Jezikovni 
modeli jezikov se uporabljajo predvsem pri razpoznavanju tekočega govora [1]. 
2.6  Slovarji besed 
Velikost slovarja je odvisna od naloge razpoznavalnika. Če hočemo 
razpoznavati večje število besed ali celo tekoči govor, morajo biti slovarji zelo obsežni, 
saj bo beseda, ki je ni v slovarju, razpoznana napačno. Dodatna napaka pa se bo lahko 
pojavila v naslednjem nizu n besed zaradi N-gramskega jezikovnega modela. Na 
velikost slovarja močno vpliva tudi sam jezik, ki ga razpoznavamo, saj so za 
modeliranje pregibnih jezikov navadno potrebni večji slovarji [16]. 
Slovar je lahko organiziran linearno ali v obliki drevesa. Po slovarju tako lahko 
iščemo po vozliščih in povezavah. Linearna organizacija je navadno primernejša za 
manjše slovarje, drevesna pa za večje [1].  
 
Slika 2.7:  Primer organizacije slovarja s tremi besedami: rak, raketa in račun 
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2.7  Iskalni algoritmi 
Pri iskalnih algoritmih navadno uporabimo dinamično programiranje. Njihova 
naloga je, da v slovarju najdejo niz besed, ki najbolj ustreza kriterijski funkciji 
razpoznavalnika [2]. Ker pa bi bilo preverjanje vseh možnih nizov besed časovno 
preveč potratno, mora iskalni algoritem dinamično ocenjevati verjetnosti možnih 
končnih nizov (hipotez) in z »inteligentnim« pristopom skrajšati čas iskanja končnega 
niza [1]. 
Za reševanje takih nalog so razvite številne strategije iskanja, kot so iskanje v 
globino, iskanje v širino, iskanje z enakomerno oceno, iskanje z iterativnim 
poglabljanjem, algoritem A* in tako dalje. V veliko primerih je pomembno, da je 
izbrana strategija popolna in optimalna. Popolna strategija zagotovo najde rešitev, ko 
ta formalno obstaja. Optimalna rešitev pa zagotovo najde rešitev z najnižjo ceno, če ta 
formalno obstaja. Pomembni pa sta tudi časovna zahtevnost, ki je sorazmerna številu 
vozlišč, ki se odprejo med iskanjem in prostorska zahtevnost, ki je sorazmerna številu 
vozlišč; le-ti se naenkrat hranijo v pomnilniku. Skupaj določata računsko zahtevnost 
algoritma [2]. 
Strategija z enakomerno ceno temelji na načelu: »Preišči in razširi vozlišče, ki 
ima najnižjo ceno poti!« Strategija je popolna in optimalna. Računska zahtevnost je 
sorazmerna številu vmesnih vozlišč [2]. 
Tudi algoritem A* je v določenih pogojih popolna in optimalna strategija. 
Strategija temelji na načelu: »Preišči in razširi vozlišče, ki ima najnižjo ceno že 
opravljene poti in najboljši obet za dosego cilja!« Za optimalnost mora hevristična 
funkcija izpolnjevati nekaj pogojev:  
 
1. Hevristična funkcija mora biti nenegativna in njena vrednost za končna stanja mora 
biti nič.  
2. Hevristična funkcija mora podajati vrednost ocene cele poti od danega do 
končnega stanja, ki je nižja ali enaka dejanski ceni te poti.  
 
Primer take hevristične funkcije je zračna razdalja pri iskanju najkrajše poti na 
zemljevidu [2]. 
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3  Pregled zgodovine razvoja razpoznavanja govora 
V tem poglavju je predstavljen kratek pregled zgodovine razvoja razpoznavanja 
govora. Predstavljeno je osrednje dogajanje na tem področju, ki ga lahko glede na 
razvoj tehnologij grobo razdelimo na desetletja [17]. 
3.1  Začetni poizkusi: 1950 – 1960 
Začetni poizkusi na področju razpoznavanja govora segajo v petdeseta leta 
dvajsetega stoletja. Prvi pravi razpoznavalnik govora, »Audrey«, so razvili v AT&T 
Bell laboratoriju leta 1952. Razpoznavalnik govora je uspešno razpoznal števke od 0 
do 9, ki jih je v naprej določen govorec izgovarjal ločeno, preko telefona, na podlagi 
formantnih frekvenc samoglasnikov. Leta 1956 sta v RCA laboratoriju Olson in Belar 
na podlagi ločevanja med spektri samoglasniških besed, razvila sistem, ki je lahko 
razpoznal deset zlogov, ki jih je določen govorec izgovoril kot enozložne besede. 
 Leta 1959 sta bila razvita dva pomembnejša sistema za razpoznavanje govora. 
Prvega sta razvila Fry in Denes na Univesity College v Londonu. Sistem je s pomočjo 
spektralne analize lahko razpoznal 4 samoglasnike in 9 soglasnikov. Rezultati so bili 
izboljšani na podlagi statističnih informacij  o možnih parih glasov v angleščini. Drugi 
sistem pa so razvili na univerzi MIT. Sistem je bil sposoben razpoznati deset 
samoglasnikov v soglasniškem okolju neodvisno od govorca. Za razvoj je bila 
uporabljena spektralna analiza ter cenilka časa trajanja glasov [17][18]. 
3.2  Strojna oprema in teorija: 1960 – 1970 
V začetku šestdesetih je postal problem moči strojne opreme vse večji. Rešitev 
se je ponudila v sistemih, pri katerih je razpoznavanje temeljilo na specializirani strojni 
opremi. S pomočjo te rešitve je bilo predvsem na Japonskem razvitih nekaj 
pomembnejših sistemov za razpoznavanje govora. Leta 1961 sta Suzuki in Nakata 
razvila razpoznavalnik samoglasnikov. Leta 1962 sta Sakai in Doshita razvila 
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razpoznavalnik fonemov. Pomemben korak v njunem sistemu pa je bil razvoj 
razdelilnika govora, ki je omogočal analizo govora na različnih mestih izgovorjenih 
stavkov. To je odprlo vrata razvoju sistemov za razpoznavanje neprekinjenega govora. 
Leta 1963 pa so v japonskem laboratoriju NEC razvili še razpoznavalnik števk [17] 
[18]. Leta 1964 je Martin iz RCA Laboratories razvil nekaj osnovnih postopkov za 
normalizacijo govornih dogodkov po časovni osi in s tem podal rešitev problema 
neenakomernosti časovne osi govornega signala. Martin je kasneje ustanovil eno prvih 
podjetij na področju razpoznavanja govora – Threshold Technology. Leta 1968 je 
Vintsyuk iz Sovjetske Zveze predlagal rešitev tega problema z dinamičnim 
programiranjem, a je njegovo delo, ki je temeljilo na PUČ, v svetu večinoma ostalo 
nepoznano do osemdesetih let. Leta 1969 so na Carnegie Mellon University začeli z 
razvojem področja razpoznavanja fonemov v tekočem govoru s pomočjo dinamičnega 
sledenja glasov [17] [18]. 
3.3  Ločeno izgovorjene besede: 1970 – 1980 
Leta 1970 sta Veličko in Zagoruyko uporabila postopke razpoznavanja vzorcev 
pri razpoznavanju govora. Leto kasneje je bila ustanovljena skupina IBM, ki se je 
ukvarjala s področjem razpoznavanja govora pri obsežnih slovarjih besed. Ukvarjali 
so se posebno z poizvedbami, patentnimi besedili in pisarniško korespondenco. Itakura 
je leta 1975 predlagal uporabo LPC pri določanju značilk govora. Ločeno od 
Vintsyukove raziskave iz leta 1968 pa sta Japonca Saoke in Chiba leta 1978 razvila 
sistem, ki je razpoznaval ločeno izgovorjene besede, s pomočjo dinamičnega 
programiranja. V letu 1979 pa so na AT&T Bell Laboratories začeli z raziskavami od 
govorca neodvisnih sistemov za razpoznavanje govora. 
Sedemdeseta leta so še posebno pomembna zaradi razvoja PUČ-a. Dinamično 
programiranje je od takrat naprej nepogrešljiv del razpoznavanja govora [17] [18].  
V tem obdobju je bil eden od problemov, ki so narekovali raziskave na področju 
razpoznavanja govora, narediti robusten sistem za razpoznavanje vezanega govora. 
Razvitih je bilo več postopkov za optimalno primerjavo delov govornih signalov. 
Pomembno vlogo so igrale raziskave na AT&T Bell Laboratories, NEC Laboratories 
in JSRU London [17]. 
3.4  Vezan govor: 1980 – 1990 
Ena od pomembnejših tehnologij, ki so bile razvite v osemdesetih letih, je bilo 
modeliranje govora s PMM. Na tem področju so v začetku desetletja prednjačili 
3.5  Naraven govor: 1990 – 2000 23 
 
predvsem IBM, IDA in Dragon Systems, a se je uporaba PMM v drugi polovici 
desetletja razširila na večino takratnih sistemov za razpoznavanje govora [17] [18]. 
Proti koncu osemdesetih let se je pri razpoznavanju govora začela tudi uporaba 
nevronskih mrež, saj so se praktični problemi pri implementaciji le-teh občutno 
zmanjšali. Zmanjšali so se predvsem problemi z močjo strojne opreme in samega 
razumevanja njihove uporabnosti pri klasifikaciji vzorcev. Pri raziskovanju tega 
področja so bili pomembni predvsem Lipmann, Kohonen in Weibel [17]. 
Pomembni tehnologiji, ki sta bili razviti na koncu sedemdesetih in v osemdesetih 
letih, sta tudi jezikovni model N-gram in kepstrum (ena od možnosti izbora osnovnih 
značilk razpoznavanja govora). Obe tehnologiji danes uporablja večina 
razpoznavalnikov govora [18]. 
Razviti pa so bili tudi sistemi za razpoznavanje tekočega govora. Pomembni so 
bili predvsem projekti, ki jih je sponzorirala DARPA. V tem času pa sta bila razvita 
tudi sistema SPHINX na CMU in sistema BYBLOS v BNN Laboratories [17] [18]. 
3.5  Naraven govor: 1990 – 2000 
V devetdesetih letih je bilo na tapeti predvsem razpoznavanje in razumevanje 
naravnega govora. Razviti so bili sistemi za narekovanje z obsežnimi slovarji besed. 
Drugo področje raziskovanja pa so bili sistemi za dialog, ki so vpeljali razumevanje 
govora. Z njimi se je začelo tudi razpoznavanje ter razumevanje izven-slovarskih 
besed, negovornih delov zvočnega izražanja in neslovničnega izražanja [17]. 
Nadaljeval se je program pod okriljem DARPA. Počasi se je število področij 
uporabe razpoznavalnikov govora večalo (informacije o letih, transkripcije 
televizijskih in radijskih oddaj …) [18]. 
V devetdesetih so začeli razpoznavalniki govora prodirati tudi na komercialno 
področje. Širša javnost je imela stik z njimi predvsem pri avtomatičnih odzivnikih in 
pomoči uporabnikom v telefonskih omrežjih. Podjetje Dragon je lansiralo enega prvih 
komercialnih sistemov Dragon Dictate in njegovo nadgradnjo Dragon Naturally 
Speaking, a so bili tovrstni sistemi navadnemu uporabniku še težko dostopni [18]. 
3.6  Komercialni sistemi: 2000 – 2016 
Z napredkom v računalniški tehnologiji se je dostopnost razpoznavalnikov v 
enaindvajsetem stoletju močno povečala. Pojavilo se je ogromno komercialnih 
izdelkov za razpoznavanje govora. Zaradi komercialnega uspeha in naraščanja 
zanimanja za tehnologije s tega področja pa so začela v razvoj razpoznavanja in 
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razumevanja govora veliko vlagati tudi največja računalniška podjetja, kot so 
Microsoft, Apple in Google. Vsa tri podjetja imajo danes na tržišču svoje sisteme za 




4  Obstoječa orodja in sistemi 
V tem poglavju so opisana orodja in sistemi na področju razpoznavanja govora, 
ki so trenutno na tržišču. Sistemi so v večini primerov sestavni del pametnih 
informacijskih sistemov in pametnih pomočnikov, ki za vnos besedila ali ukazov lahko 
sprejemajo tudi govorni signal. Ti produkti pa so toliko bolj zanimivi zaradi razvoja 
zelo zmogljivih mobilnih naprav, ki jih danes uporabljamo na vsakem koraku. Ker pa 
je razvoj takih sistemov v večini primerov komercialno naravnan, slovenski jezik 
zaradi majhnega tržišča ni najbolj zanimiv in je takih produktov na tržišču zelo malo. 
Tudi orodja za razvoj sistemov navadno podpirajo le glavne svetovne jezike. Imajo pa 
možnost vnašanja svojih slovarjev in modelov jezika. A tu naletimo še na dodaten 
problem, saj je slovenski jezik zaradi pregibnosti za modeliranje zelo zahteven [16]. 
4.1  Orodja za izgradnjo razpoznavalnikov 
Orodja so zaradi preglednosti na začetku opisana s pregledom njihovih glavnih 
značilnosti: podatek o avtorju, v katerem programskem jeziku so napisana, ali so 
odprtokodni, na katerih operacijskih sistemih jih lahko uporabljamo. Nato sledi še 
kratek opis ostalih lastnosti in podatkov. 
4.1.1  CMU Sphinx 
Avtor: Carnegie Mellon University 
Programski jezik: Java 
Distribucija: odprtokodna 
Operacijski sistem: večina glavnih operacijskih sistemov 
CMU Sphinx je paket orodij za izgradnjo sistemov za razpoznavanje govora. Je 
eden najbolj priljubljenih paketov na tem področju. Zelo dobra lastnost je uporaba 
programskega jezika Java, ki omogoča neproblematičen prenos delovanja na večino 
glavnih operacijskih sistemov. Paket je tudi zelo dobro podprt in se redno nadgrajuje 
z novimi verzijami. Vsebuje štiri glavne pakete: 
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1. Pocketsphinx - knjižnica za razpoznavanje napisana v C 
2. Sphinxtrain - orodje za učenje akustičnih modelov 
3. Sphinxbase - podporna knjižnica za delovanje Pocketsphinx in Sphinxtrain 
4. Sphinx4 - razpoznavalnik, ki ga se ga lahko prilagodi in modificira, napisan v 
Javi. 
Razpoznavalnik podpira večje svetovne jezike [19] [20]. 
 
4.1.2  HTK 
Avtor: Cambridge Universety Engeneering Department - Machine Intelligence 
Laboratory 
Programski jezik: C 
Distribucija: odprtokodna 
Operacijski sistemi: večina glavnih operacijskih sistemov 
Hidden Markov Model Toolkit je paket orodij za izgradnjo in upravljanje z 
PMM. V prvi vrsti je bil razvit za uporabo v razpoznavanju govora, a je uporaben tudi 
na drugih področjih, ki uporabljajo PMM pri razpoznavanju vzorcev, kot so na primer 
sinteza govora, razpoznava znakov in določanje zaporedja aminokislin v DNK. Podprti 
so tako analogni kot diskretni GMM model. Moduli so razdeljeni po različnih 
postopkih, ki jih potrebujemo pri izgradnji razpoznavalnika govora [21] [22]. 
 
1. Priprava podatkov: Z HCopy, HSLab, HList in HQuant pripravimo podatke 
govornega signala, z HLEd in HLStats pa pripravimo transkripcije za učenje 
PMM. 
2. Učenje: HCompV, Hinit, HRest, HERest, HSmooth, HHEdin HEAdapt 
uporabimo pri učenju PMM. 
3. Razpoznavanje: HVite uporabimo za razpoznavanje govora na podlagi Viterbi-
jevega algoritma. HBuild in HSGen uporabimo za gradnjo omrežij besed, 
HDMan pa za pripravo slovarjev. 
4. Analiza: HResults nam omogoča analizo razpoznavalnika. 
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Slika 4.1:  Slika HTK procesa [21] 
 
4.1.3  Julius 
Avtor: Nagoya Institute of Technology, Lee Akinobu 
Programski jezik: C 
Distribucija: odprtokodna 
Operacijski sistemi: : Unix in Windows 
Julius je razpoznavalnik neprekinjenega govora, ki lahko neprekinjen govor 
razpoznava v realnem času tudi na slabših računalnikih in vgradnih sistemih. Podpira 
standardne modele, kot so N-gramski jezikovni model, slovnice, ki temeljijo na 
pravilih ter PMM akustični model. Na izbiro so tudi različne topologije teh modelov 
in različni iskalni algoritmi.  
Vgrajena je podpora za japonski jezik. Za razpoznavanje drugih jezikov je 
potrebno vključiti lastne akustične in jezikovne modele. Zaradi uporabe standardnih 
formatov je združljiv z ostalimi orodji za izgradnjo razpoznavalnikov [23]. 
4.1.4  KALDI 
Avtor: Daniel Povey 
Programski jezik: C++ 
Distribucija: odprtokodna 
Operacijski sistemi: Linux in Mac OS X 
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Namen projekta je bil razvit paket orodij, ki bo podoben paketu HTK. Kaldi naj 
bi vseboval moderno in fleksibilno kodo, ki bi jo bilo lažje modificirati in nadgrajevati. 
Uporabljeni algoritmi naj bi bili tudi čim bolj generični, da je implementacija z 
različnimi programskimi jeziki in platformami čim lažja [24]. 
4.1.5  RWTH ASR 
Avtor: RWTH Aachen University, Human Language Technology and Pattern 
Recognition Group 
Programski jezik: C++ 
Distribucija: ni odprtokodna 
Operacijski sistemi: : Unix in Windows 
RWTH Aachen University Speech Recognition System je programski paket, ki 
vsebuje dekodirnik za razpoznavanje govora in orodja za razvoj akustičnih modelov. 
Paket se lahko zastonj uporablja in distribuira le v nekomercialne namene [25].  
4.1.6  SRILM 
Avtor: Speech Technology and Research Laboratory 
Programski jezik: C++ 
Distribucija: odprtokodna 
Operacijski sistem: Unix in Windows 
The SRI Language Modeling Toolkit je orodje za izgradnjo statističnih 
jezikovnih modelov. Razvoj orodja se je začel 1995. Osnovni tip modelov v orodju so 
N-gramski jezikovni modeli. Razvitih je bilo tudi nekaj razširitev z dodatnimi tipi 
jezikovnih modelov [26]. 
4.2  Govorni vmesniki 
Sistemi so zaradi preglednosti najprej opisani s pregledom njihovih glavnih 
lastnosti: podatek o avtorju, kateri jeziki so podprti in na katerih operacijskih sistemih 
jih lahko uporabljamo. Nato sledi še kratek opis ostalih lastnosti in podatkov. 
4.2.1  Assistant 
Avtor: Spekatoit 
Podprti jeziki: angleščina, nemščina, španščina, francoščina, italijanščina, 
japonščina, korejščina, portugalščina (tudi brazilska), ruščina in kitajščina 
(poenostavljena, tradicionalna in kantonščina). 
Operacijski sistemi: Android, iOS in Windows 
4.2  Govorni vmesniki 29 
 
Assistant je inteligentni osebni asistent za mobilne naprave. Prva verzija sistema 
je bila izdana leta 2011. Assistant je danes eden najbolj priljubljenih osebnih asistentov 
na Androidnih platformah. Pri interakciji z uporabnikom uporablja tudi razpoznavanje 
naravnega govora [27]. 
 
4.2.2  Braina 
Avtor: Brainasoft 
Podprti jeziki: angleščina 
Operacijski sistemi: Windows 
Briana je inteligentni osebni asistent, ki za interakcijo z uporabnikom lahko 
uporablja tudi razpoznavanje naravnega govora. Opravlja lahko vrsto nalog, kot so 
dialog, pretvarjanje govornega signala v tekstovni zapis (speech to text), pretvarjanje 
tekstovnega zapisa v govorni signal (text to speech) in prepoznavanje govornih ukazov 
[28].  
4.2.3  Cortana 
Avtor: Microsoft 
Podprti jeziki: angleščina (ameriška, britanska, kanadska, avstralska in indijska), 
francoščina (francoska in kanadska), španščina (španska in mehiška), italijanščina, 
kitajščina, portugalščina (brazilska) in japonščina 
Operacijski sistem: Android, iOS, Windows in Xbox OS 
Cortana je inteligentni osebni asistent. Aplikacija je bila razvita za mobilne 
naprave kot Microsoftov odgovor na Apple Siri in Google Now. Podpora jezikom se 
spreminja glede na platforme (na Android platformi sta podprti le angleščina in 
kitajščina). Cortana je integrirana v druge Microsoftove produkte, kot sta Microsoft 
Edge in Micorsoft Band. Kot drugi inteligentni asistenti tudi Cortana uporablja 
razpoznavanje govora za interakcijo z uporabnikom. Razpoznava lahko ukaze in 
naraven govor. Razpoznava pa lahko tudi glasbo, ki se predvaja v okolju ter ugotavlja 
naslove in avtorje predvajane glasbe [29]. 
Govorne tehnologije, ki jih uporablja Cortana, izvirajo iz tehnologije TellMe, ki 
jo je razvilo podjetje Tellme Networks. Podjetje Tellme Networks, ki ga je leta 2006 
prevzel Microsoft, se je pretežno ukvarjalo z govornimi portali za telefonske storitve 
na podlagi standardov, kot so VoiceXML, CCXML in VoIP [30]. 
4.2.4  Dragon Naturally Speaking 
Avtor: Nuance Communications 
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Podprti jeziki: angleščina (britanska in ameriška), francoščina, nemščina, 
italijanščina, španščina, nizozemščina in japonščina 
Operacijski sistemi: Windows 
Prva verzija programa je bila izdana že leta 1997. Delovanje programa lahko 
delimo na tri naloge. Prva je pretvarjanje govornega signala v tekstovni zapis (speech 
to text), druga je pretvarjane tekstovnega zapisa v govorni signal (text to speech) in 
tretja je uporabljanje razpoznavanja govora za prejemanje govornih ukazov. Vgrajena 
je tudi sposobnost prepoznavanja govorca. Program je na voljo v večih različicah, ki 
se razlikujejo glede na področje uporabe in vrsto uporabnika (Dragon Home, Dragon 
Professional, Dragon Legal…). 
Podjetje Nuance Communications je na trg lansiralo tudi vrsto mobilnih 
aplikacij, ki uporabljajo eno ali več tehnologij, ki jih premore Dragon Naturally 
Speaking: Dragon Go!, Dragon Mobile Assisatant, Swype, Dragon Search, Dragon 
Dictation in Dragon for Email. Skupaj nekako pokrivajo trenutno komercialno 
področje uporabe razpoznavanja govora na Android in iOS platformah. Čeprav 
Dragon Dictation in Swype podpirata zelo veliko jezikov, med drugim tudi hrvaškega, 
pa slovenskega jezika še ni podprtega [31]. 
4.2.5  Google Now 
Avtor: Google  
Podprti jeziki: angleščina  
Operacijski sistem: Android, Chrome OS, Linux in OS X 
Google Now je inteligenten osebni asistent. Je eden izmed inteligentnih osebnih 
asistentov na tržišču, ki človekovo interakcijo s spletnimi vsebinami in njihovo 
uporabo najbolj prilagodi uporabniku. To mu omogoča predvsem vodilni spletni 
iskalnik Google Search, v katerega je Google Now tudi vgrajen in iz katerega črpa 
podatke, ki mu omogočajo spletni prostor prilagoditi uporabniku. Uporablja pa tudi 
celo paleto Googlovih aplikacij (od Google Maps in Google Mail pa do Youtube), ki 
skupaj lahko uporabniku nudijo celotno spletno in povezovalno izkušnjo. Za 
interakcijo z Google Now lahko uporabnik uporablja naravni govor. Zaradi prej 
omenjenih povezav med aplikacijami pa lahko preko Google Now uporabnik upravlja tudi 
veliko ostalih Googlovih aplikacij [32]. 
 
4.2.6  LumenVox Speech Recogniser 
Avtor: LumenVox 
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Podprti jeziki: angleščina (ameriška, avstralska, britanska in indijska), portugalščina 
(brazilska), francoščina (kanadska), španščina (španska, latinskoameriška in mehiška) 
Operacijski sistemi: Linux in Windows 
LumenVox ponuja celoten paket govornih tehnologij za podjetja. Med njimi je 
tudi razpoznavalnik govora, ki je bil originalno razvit s pomočjo sphinx2. Podjetje pa 
se ukvarja tudi z razvojem odprtokodnih tehnologij na področju razpoznavanja govora 
[33]. 
4.2.7  SILVIA 
Avtor: Cognitive Code 
Podprti jeziki: angleščina 
Operacijski sistemi: Android, iOS, OS X in Windows 
 Symbolically Isolated Linguistically Variable Intelligence Algorithms je 
storitev, ki ponuja paleto informacijskih in programerskih rešitev, od platforme za 
razvoj aplikacij in iger, ki uporabljajo umetne inteligentne komponente, pa do 
inteligentnega asistenta za podjetja in osebe [34]. 
4.2.8  Siri 
Avtor: Apple 
Podprti jeziki: hebrejščina, arabščina (Savdska Arabija in Združeni Arabski Emirati), 
kitajščina (poenostavljena, tradicionalna in kantonščina), danščina, nizozemščina 
(nizozemska in belgijska), angleščina (avstralska, kanadska, indijska, novozelandska, 
singapurska, britanska in ameriška), finščina, francoščina (belgijska, kanadska, 
francoska in švicarska), nemščina (nemška, avstrijska in švicarska), italijanščina 
(italijanska in švicarska), japonščina, korejščina, malajski jezik, norveščina, 
portugalščina (brazilska), ruščina, španščina (mehiška, španska, ameriška), švedščina, 
tajščina, turščina 
Operacijski sistemi: iOS 
Siri je inteligentni pametni asistent. Uporabnik lahko z naravnim govorom išče 
vsebine po spletu in daje govorne ukaze. Siri ima tudi sposobnost dialoga z 
uporabnikom in učenja nekaterih podatkov, ki delovanje uporabniku osebno 
prilagodijo [35]. 
4.2.9  SpeechMagic 
Avtor: Philips Speech Recognition Systems 
Podprti jeziki: nemščina (avstrijska in nemška), portugalščina (brazilska in 
portugalska), katalonščina, španščina (ameriška, španska in južnoameriška), danščina, 
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nizozemščina, angleščina (ameriška, britanska in kanadska), finščina, flamščina, 
francoščina (kanadska in francoska), grščina, madžarščina, italijanščina, norveščina, 
švedščina in slovenščina 
Operacijski sistemi: Windows 
SpeechMagic je informacijska platforma za podjetja, ki se specializira predvsem 
na zdravstveno industrijo. Razvilo jo je podjetje Philips Speech Recognition Systems, 
ki ga je leta 2008 kupilo podjetje Nuance. Platforma je zelo zanimiva, saj je to eden 
zelo redkih sistemov, ki komercialno ponuja razpoznavanje govora v slovenskem 
jeziku. V Sloveniji ga trži posrednik Interexport in se uporablja v nekaterih slovenskih 
zdravstvenih ustanovah predvsem za pretvarjanje govornega signala v tekstovni zapis 
[36] [37] [38]. 
4.2.10  Windows Speech Recognition 
Avtor: Microsoft 
Podprti jeziki: španščina (španska in mehiška), katalonščina, danščina, nemščina, 
angleščina (avstralska, kanadska, britanska, indijska in ameriška), finščina, 
francoščina (kanadska in francoska), italijanščina, japonščina, korejščina, norveščina, 
nizozemščina, poljščina, portugalščina (portugalska in brazilska), ruščina, švedščina, 
kitajščina (Kitajska, Hongkong in Tajska) 
Operacijski sistemi: Windows 
Windows Speech Recognition uporabniku omogoča, da z glasovnimi ukazi 
opravlja z nekaterimi funkcijami operacijskega sistema Windows. Razpoznavalnik 
ima sposobnost, da se sčasoma uči in prilagaja uporabniku. Zanimiva pa je bila tudi 
varnostna luknja, ki je bila odkrita ob implementaciji Windows Speech Recognition 
na operacijskem sistemu Windows Vista, ki ponazarja nekatere nevarnosti pri uporabi 
govornih tehnologij. S predvajanjem zvoka preko zvočnikov napadenega računalnika 
je lahko napadalec izkoristil govorne tehnologije Windows Speech Recognition in 
prevzel nadzor nad nekaterimi funkcijami operacijskega sistema [39] [40]. 
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Googlov govorni vmesnik Google Speech API sem tudi sam uporabil pri 
izgradnji svojega govornega vmesnika. Zato sem ga v tem poglavju podrobneje opisal. 
Google Speech API je razpoznavalnik govora, ki ga je razvilo podjetje Google. 
Razpoznavalnik podpira razpoznavanje govora v velikem številu jezikov. Za nas je še 
posebno zanimiv, ker podpira tudi slovenski jezik. Razpoznavalnik uradno še ni 
dostopen, zato je tudi podpora slaba in uradne dokumentacije je zelo malo. 
Trenutno je najbolj razširjena uporaba preko JavaScript  Web Speech API, ki je 
sad dela Speech API Community Group pod okriljem W3C. Njihov namen je bil 
omogočiti uporabo razpoznavanja in sinteze govora v spletnih straneh  s pomočjo 
programskega jezika JavaScript. Uporaba JavaScript  Web Speech API za dostopanje 
do Googlovega razpoznavalnika je za razvoj lastnih aplikacij še posebej zanimiva zato, 
ker je na voljo uradna dokumentacija [41][42]. Na voljo pa je tudi prikaz izvedbe 
spletne strani, ki uporablja aplikacijo [43]. 
Zaradi uradne nedostopnosti za uporabo Google Speech API potrebujemo ključ. 
Ključ pridobimo, če smo prijavljeni v Google skupino Chromium Development 
Group. Skupina je namenjena komunikaciji pri razvoju projektov Chromium. To so 
odprtokodni projekti, ki se ukvarjajo z razvojem brskalnikov in internetnih 
operacijskih sistemov. Eden izmed njihovih projektov je brskalnik Google Chrome 
[44]. Ker je uporaba ključa namenjena učenju in razvoju, je dostop do Google Speech 
API omejen na petdeset dostopov na dan. To povzroči problem pri testiranju delovanja 
pri razvijanju aplikacij, saj je petdeset dostopov relativno malo. Ta problem lahko 
zaobidemo z uporabo ključa, ki ga za dostop do aplikacije uporablja brskalnik Google 
Chrome. To nam omogoči neomejeno število dostopov do aplikacije. Ključ lahko 
pridobimo iz glave zahteve, ki jo Google Chrome pošlje razpoznavalniku ob dostopu 
do njega. S pomočjo tega ključa lahko lažje testiramo delovanje aplikacij, ki 
uporabljajo Googlov razpoznavalnik [42]. 
Do razpoznavalnika lahko dostopamo na dva načina. Pri prvem načinu pošljamo 
razpoznavalniku  krajše govorne izseke, ki so dolgi do okoli 15 sekund. Ta nam nato 
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vrne razpoznane transkripcije. V drugem načinu pa se povežemo z Googlovo 
aplikacijo in istočasno pošiljamo zvočne podatke aplikaciji ter od nje sprejemamo 
razpoznano besedilo. Ta način se imenuje full-duplex način. V obeh načinih 
razpoznavalniku lahko pošiljamo zvočne datoteke v formatih FLAC in Speex [42]. 
Pri dostopu do Google Speech API lahko s pomočjo parametrov v zahtevku 
nastavimo željen način razpoznavanja. V tabeli 5.1 vidimo parametre in njihovo 
uporabo. Povežemo jih z znakom &. 
   
Parameter Vrednosti parametrov Razlaga uporabe 
Key= AIzaSyBOti….. Ključ za uporabo aplikacije 
pFilter= 0, 1, 2 





output= json, pb 
Določimo format izhodne 
datoteke 
Pair= minimalno:16 
Velikost niza karakterjev pri 
prenosu v full-duplex načinu 
maxAlternatives= 1-X 
Določimo, koliko možnih 
rezultatov želimo 
continouous  
Uporabimo v full-duplex 
načinu, ko ni tišine 
interm  
Uporabimo v full-duplex 
načinu, da določimo 
pošiljanje podatkov med 
govorom 




Tabela 5.1:  Parametri za upravljanje z Google Speech API 
Primer klica s parametri, ki jih pošljemo Google Speech API: 
 




Odgovor dobimo v nastavljenem formatu z različnimi možnimi rezultati 
razpoznavanj in verjetnostjo pravilnosti končnega rezultata. Končni rezultat ima 
največjo verjetnost pravilnosti. Primer odgovora v json obliki za izgovorjeno besedno 













6  Razvoj govornega vmesnika 
Na izbiro metod, postopkov in  komponent pri izvedbi primera govornega 
vmesnika so v glavnem vplivali izbrani pogoji, ki jih mora govorni vmesnik 
izpolnjevati: 
 
1. Omogočati razpoznavanje daljših posnetkov govora v slovenskem jeziku z 
zadovoljivo natančnostjo. 
2. Omogočati slovnično pripravo transkripcije na podlagi vnaprej izbranih govornih 
ukazov. 
3. Omogočati oblikovno pripravo transkripcije na podlagi vnaprej izbranih govornih 
ukazov. 
4. Omogočati zajemanje posnetkov govornega signala na mobilni napravi. 
 
Poleg teh pogojev sem se odločil tudi za uporabo odprtokodnih programov in 
knjižnic ali pa uporabo programov in knjižnic, ki se jih lahko v take namene uporablja 
zastonj. 
Za programski jezik sem izbral Python. Za Python sem se odločil, ker 
programski jezik poznam in je dobro podprt z dokumentacijo. Poleg tega pa obstaja 
tudi veliko knjižnic za Python, ki se uporabljajo pri upravljanju z zvočnimi datotekami 
[50]. 
Na sliki 6.1 je shema delovanja programa: 
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Slika 6.1:  Shema delovanja govornega vmesnika 
6.1  Zajemanje govornega posnetka 
Pri izbiri postopkov zajemanja govornega signala je glavno vlogo odigrala 
zahteva, da implementacija omogoča zajemanje posnetkov govornega signala na 
mobilni napravi. Zaradi problemov z zelo šibkim signalom mobilnega interneta, ki jih  
pogosto doživljam med terenskim delom, sem se odločil, da bom govorni vmesnik 
izvedel tako, da bo mobilna naprava le pripomoček za zajemanje posnetkov govornega 
signala, medtem ko bo govorni vmesnik nameščen na pisarniškem računalniku (osebni 
računalnik, prenosnik …). 
Pri izbiri programa za zajemanje zvočnih posnetkov sem predvsem gledal na to, 
da program lahko zajema dovolj visoko kvaliteto zvoka. Program mora biti sposoben 
zajemati zvok z vsaj 16 kHz, zvočni posnetek pa mora imeti 16-bitno ločljivost. Ker 
moj mobilni telefon deluje na operacijskem sistemu Android, sem izbiral med 
aplikacijami, ki jih lahko naložim s pomočjo Google Play aplikacije. Na voljo je veliko 
različnih aplikacij, kot so Titanium Recorder, Smart Voice Recorder in Voice 
Recorder by Splend Apps [45] [46] [47]. Pri končni implementaciji sem se odločil za 
Smart Voice Recorder, saj ima že vgrajeno funkcijo, da ob tišini ustavi snemanje zvoka 
in ga nadaljuje, ko se tišina neha. Funkcija ima dve možni nastavitvi praga. Ena je 
avtomatična, druga pa ročna. Funkcija se mi je zdela zelo uporabna, saj bi ob 
neprestanem snemanju lahko nastali zelo dolgi posnetki, ki bi bili prostorsko zelo 
potratni. Ročna nastavitev praga pa ima še dodatno praktično prednost v tem, da lahko 
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na licu mesta nastaviš prag tišine glede na prag šuma v okolju. Nato se s poskušanjem 
hitro ugotovi s kakšno jakostjo je potrebno izgovarjati besede, da se jih sliši čez 
okoliški šum. To prepreči, da bi pomotoma posneli posnetek, pri katerem se zaradi 
jakosti šuma našega govora ne bi slišalo. Na sliki 6.2 vidimo, da glasnost okoliškega 
šuma ne preseže meje tišine in zato je snemanje prekinjeno. Po drugi strani pa nam ta 
način prinese drugo težavo. Ker se tišine ne snema, je v posnetku težko najti območja 
tišine na katerih bi naš zvočni posnetek lahko delili na manjše dele. Zato se ta možnost 
uporabi le v izrednih okoliščinah, ko je hrup v okolici prevelik in posnetki trajajo 
največ 15 sekund. 
 
Slika 6.2:  Posnetek ekrana med snemanjem govora s Smart Voice Recorder 
Posnetke je potrebno zajeti s frekvenco 16kHz in s 16-bitno ločljivostjo v 
formatu wav. Posnetke se nato hrani na mobilnem telefonu, s katerega jih lahko 
prenesemo na osebni računalnik 
6.2  Govorni vmesnik 
6.2.1  Razdelitev posnetkov 
Program posnetek, ki ga razpoznava, razdeli na krajše izseke. Delitev se zgodi 
na mestih, kjer zazna, da so amplitude zvočnega signala majhne. Na tem mestu 
predvidevamo, da je govorec naredil premor med besedami. 
Prva stvar, ki jo moramo pri tem določiti, je raven amplitude na nekem odseku, 
pod katero predpostavimo, da je odsek zvočnega posnetka tišina. Raven se spreminja 
s spreminjanjem šuma iz okolja, saj bo raven v hrupnem okolju veliko višja od ravni 
v tihem okolju. V ekstremnih primerih bo raven govora v tihem okolju celo nižja od 
ravni hrupa v nekaterih okoljih, a lahko predpostavimo, da v takih okoljih uporaba 
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govornih vmesnikov ni primerna. Ena od rešitev je nastavljiv parameter za raven tišine. 
Druga rešitev pa je, da se raven tišine spreminja relativno s skupno glasnostjo 
celotnega posnetka. 
Pri izvedbi sem izbral drugo možnost in je raven, pod katero se odsek smatra za 
tišino, za fiksno število decibelov manjša od najvišje vrednosti v posnetku.  
Pri taki delitvi pa nastopijo tudi težave, saj obstaja možnost, da program 
posnetek razdeli na zelo kratke posnetke. Te bi tako lahko v določenih primerih 
odrezali konce ali začetke besed ali pa celo obsegali le kakšne zelo kratke nebesedne 
zvoke. To lahko povzroči problem pri razpoznavanju z Googlovim govornim 
vmesnikom in negativno vpliva na samo delovanje programa. Zato sem določil, da je 
minimalna dolžina tišine, na kateri se lahko posnetek deli, pol sekunde. Da pa bi rešil 
še problem z zelo kratkimi dolžinami posnetka, pa naknadno zlepimo skupaj tiste 
posnetke, ki so krajši od petih sekund. 
Ostane le problem, ki se pojavi, ko govorec govori tako hitro, da v posnetku ne 
najdemo tihega dela. V normalnih okoliščinah lahko predpostavimo, da govorec ne bo 
govoril hitro skupaj več kot 15 sekund. Če pa naletimo na zelo hitrega govorca, kjer 
se ta problem konstantno pojavlja, pa lahko zmanjšamo dolžino minimalnega tihega 
dela. 
Pri postopku deljenja posnetka na dele sem uporabil pydub knjižnico za Python, 
ki je odprtokodna pod MIT licenco [48]. V spodnjem primeru kode so prikazane 
rešitve prej omenjenih problemov: 
 
1. cel_pos = AudioSegment.from_wav(ime_posnet) 
2. f_del_pos = split_on_silence(cel_posnetek, min_silence_len=500, 
silence_thresh=-20)   
3. min_dolz = 5000 
4.  del_posnet= [f_del_pos [0]] 
    for chunk in f_del_pos [1:]: 
5.      if len(del_posnet [-1]) < min_dolz: 
            del_posnet [-1] += chunk 
        else: 
6.          del_posnet.append(chunk) 
 
 
1. Odpremo zvočno datoteko v wav formatu. 
2. Razdelimo posnetek na tihih delih. Pri tem definiramo najkrajšo možno dolžino 
tihega dela in prag tišine, ki je za fiksno število manjši od najvišje amplitude v 
posnetku. 
3. Določimo najmanjšo možno dolžino posnetka. 
4. Prvi fino deljen del posnetka pripnemo našemu prvemu končnemu delu posnetka. 
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5.  Preverimo, če je naš zadnji del posnetka krajši od minimalne dolžine posnetka. V 
primeru, da je krajši, mu pripnemo nov fino deljen posnetek. 
6. V primeru, da je zadnji del posnetka daljši od minimalne, ustvarimo novega in mu 
pripnemo fino deljen posnetek. 
6.2.2  Pretvorba v FLAC format 
Dobljene dele zvočnega posnetka moramo pred pošiljanjem Googlovemu 
govornemu vmesniku pretvoriti v FLAC format, saj posnetkov v wav formatu govorni 
vmesnik ne sprejema. Za pretvorbo uporabimo flac – kodirnik in dekodirnik za ukazno 
vrstico Windows [49]. To izvedemo z naslednjim ukazom ukazne vrstice: 
 
command = C:\...\flac.exe - f ime_posnetka.wav 
 
Ta ukaz v Python kodi poženemo s kodo: 
 
 
temp = subprocess.call(command, shell=True) 
 
6.2.3  Pošiljanje posnetkov govora Googlovemu govornemu vmesniku 
Do Googlovega govornega vmesnika Google Speech API lahko dostopamo na 
dva načina. Ker že imamo na voljo razdeljen posnetek govora, lahko uporabimo 
preprostejši način, ki ne uporablja dvosmerne povezave. 
Pri pošiljanju podatkov in dostopanju do URL-jev uporabimo standardno Python 
knjižnico urllib. Za generiranje zahtevka uporabimo parametre opisane v poglavju 5 v 
naslovu in glavi ter posnetek govora v vsebini. Razpoznavalnik nam vrne odgovor v 
json formatu, iz katerega preberemo transkripcijo. Med pošiljanjem posameznih delov 
govornega posnetka moramo malo počakati, da ne zasujemo Googlovega serverja z 
zahtevami, saj v takem primeru lahko postane Google Speech API neodzivna. Spodaj 




2. Glava = {"User-Agent": "Mozilla/5.0 (X11; Linux i686) 
AppleWebKit/535.7 (KHTML, like Gecko) Chrome/16.0.912.63 
Safari/535.7", 'Content-type': 'audio/x-flac; rate=16000'} 
3. flac_vsebina = f.read() 
     f.close() 
4. req = urllib.request.Request(URL_skup, data=flac_vsebina, 
headers=Glava) 
5. p = urllib.request.urlopen(req) 
    p_beri = p.read() 
    p_beri = p_beri.decode().split('\n', 1)[1] 
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6. odgovor = 
json.loads(p_beri)['result'][0]['alternative'][0]['transcript'] 
 
1. Definiramo naslov, kamor želimo poslati posnetek govora z nekaterimi parametri 
Google Speech API. 
2. Definiramo glavo poslane zahteve z nekaterimi parametri Google Speech API. 
3. Definiramo vsebino zahteve kot naš posnetek v FLAC formatu. 
4. Generiramo zahtevo, ki jo bomo poslali Google Speech API. 
5. Pošljemo zahtevo Google Speech API, ki nam vrne odgovor v json obliki. 
6. Iz odgovora v json obliki pridobimo transkripcijo poslanega govornega posnetka. 
6.2.4  Urejanje razpoznanega besedila 
Pridobljene transkripcije posnetkov govora program združi v eno. Za pravilno 
prikazovanje šumnikov moramo naše besedilo kodirati v utf-8 načinu. To lahko 
storimo , če v prvo vrstico Python kode vstavimo ukaz: 
 
#-*- coding: utf-8 -*-   
 
Izvedbo tega dela govornega vmesnika je narekoval pogoj, da mora biti vmesnik 
sposoben oblikovnega urejanja besedila. 
 
Slovnično urejanje: 
Pri slovničnem urejanju besedila sem se odločil, da bom za vnos ločil v besedilo 
med govorom na njihovem mestu uporabljal imena teh ločil. Ker je govorni vmesnik 
namenjen terenskemu delu in sem ga razvil z namenom uporabe tudi na svojem 
delovnem mestu, sem v slovnični slovar zamenjav ustavil tudi nekaj zamenjav pogosto 
uporabljenih besed na področju mojega dela, ki se velikokrat napačno razpoznajo, kot 
sta na primer para: cevi - cerkvi in uvode - vodne. Primer kode slovarja pri slovničnem 
urejanju besedila: 
 
1. slovar_slovnica= {"vejica":", ", "pika":". ", "vprašaj":"? ", 
"klicaj":"! ", ".si ":". ", "dvopičje":": 
","cerkvi":"cevi","vodne":"uvode"} 
2. for i, j in slovar_locila.items(): 
    transkripcija_konc = transkripcija_konc.replace(i, j) 
 
1. Seznam besednih parov zamenjav. 
2. Za vsak par se izvede zamenjava. 
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Pri slovničnem urejanju z ločili se nato pojavita tudi problem velike začetnice in 
problem večkratnih presledkov ali pa presledkov. 
Spodaj je primer kode, ki ureja presledke in velike začetnice pri ločilih. Dodana 
je tudi koda, ki ureja veliko začetnico pri oblikovnem urejanju besedila: 
 
1. transk_konc_list[0]=transk_konc_list[0].upper() 
2. for i in range(0,len(transk_konc_list)): 
        if transk_konc_list[i-1] ==" " and (transk_konc_list[i-
2]=="." \ 
            or transk_konc_list[i-2]=="!" \ 
            or transk_konc_list[i-2]=="?" \ 
            or transk_konc_list[i-2]==":" \ 
            or (transk_konc_list[i-4]+transk_konc_list[i-
3]+transk_konc_list[i-2]+transk_konc_list[i-1])=="<b> " \ 
            or(transk_konc_list[i-4]+transk_konc_list[i-
3]+transk_konc_list[i-2]+transk_konc_list[i-1])=="<p> " \ 
            or(transk_konc_list[i-5]+transk_konc_list[i-
4]+transk_konc_list[i-3]+transk_konc_list[i-2]+transk_konc_list[i-
1])=="<li> "):  
                transk_konc_list[i] =transk_konc_list[i].upper() 
3.          if (transk_konc_list[i-3]==" "): 
                transk_konc_list[i-3]="" 
4.      if transk_konc_list [i-3]==' ' and transk_konc_list [i-
2]==',' and transk_konc_list [i-1] ==' ': 
                transk_konc_list [i-3]='' 
 
1. Spremenimo prvo črko v besedilu v veliko. 
2. Med vsemi črkami v besedilu poiščemo katere stojijo za ločili (razen vejice), 
začetkom odebeljenega teksta, odstavka ali nove alineje in jo spremenimo v veliko. 
3. Če smo našli ločilo, pred katerim je presledek, ga zbrišemo.  
4. Zbrišemo še presledek pred vejico. 
 
Oblikovno urejanje: 
Pri oblikovnem urejanju besedila sem se odločil, da besedilo uredim in shranim 
v HTML formatu, saj je to standardni format za urejanje besedil. Ker sam navadno za 
urejanje besedil uporabljam urejevalnik besedil Microsoft Word, sem dodal tudi 
možnost, da dobljeno besedilo odpremo s tem programom. Pri oblikovnem urejanju 
sem uporabil oblikovanje z odstavki - <p>, odebeljenim tekstom - <b> in urejenim 
seznamom - <ol>. Tako se lahko besedilo oblikuje v obliko odstavkov in seznamov, 
ki je navadno zelo priročna za terensko delo. Oblikovnemu slovarju parov zamenjav 
sem dodal še nekaj zamenjav, ki so se pojavljale kot pogoste napačno razpoznane 
besede mojih gesel za oblikovanje besedila. 
Primer oblikovnega slovarja: 
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1. slovar_html = {"odstavek ":"</p><p>","ostave ":"</p><p>", 
"poudari ":"<b>","podari ":"<b>","podarim ":"<b>","poudaril 
":"<b>","navadno ":"</b>","začni ":"<ol><li>","zaični 
":"<ol><li>","končaj ":"</li></ol>","končan ":"</li></ol>","končar 
":"</li></ol>","točka ":"</li><li>"} 
2.  for i, j in slovar_html.items(): 
        transkripcija_konc = transkripcija_konc.replace(i, j) 
 
1. Oblikovni slovar parov besednih zamenjav. 
2. Za vsak par se izvede zamenjava. 
Spodaj je primer kode, ki odpre besedilo v Microsoft Wordu. Pri tem sem 
uporabil standardno Python knjižnico win32com: 
 
1. word = win32com.client.Dispatch('Word.Application') 
2. doc = word.Documents.Add(ime_html_datoteke) 
3. doc.SaveAs(ime_html_datoteke+'.doc', FileFormat=0) 
4. word.Documents.Open(ime_html_datoteke+'.doc' 
 
1. Odpremo aplikacijo Microsoft Word. 
2. Ustvarimo dokument in vanj vnesemo besedilo. 
3. Shranimo dokument. 
4. Odpremo okno aplikacije Microsoft Word. 
 
Ker je govorni vmesnik namenjen pripravljanju zapisnikov terenskega dela, sem 
se odločil, da končno oblikovano besedilo sledi primeru strukture na sliki 6.3. 
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Slika 6.3:  Primer končne strukture urejenega besedila 
 
6.2.5  Grafični vmesnik 
Grafični vmesnik sem zgradil s pomočjo standardne knjižnice za gradnjo GUI 
(grafični uporabniški vmesnik angl. Graphical user interface – GUI). Grafični vmesnik 
izvaja različne akcije, kot so pošiljanje datotek za razpoznavanje, izbira datotek, ki jih 
želi uporabnik razpoznati, vpisovanje naslova in datuma besedila, ki ga uporabnik želi 
tvoriti in izbiranja, kakšno datoteko uporabnik želi na izhodu. 
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Grafični vmesnik izvedemo z razredom, v katerem nato definiramo objekte kot 
so gumbi in tekstovna polja. Nato interakcijo z uporabnikom ustvarimo s pomočjo 
metod, ki jih izvajamo kot odziv na uporabnikove akcije. 
Spodaj je primer kode, kjer definiramo razred – kontejner – za objekte: 
 
1.class Razpoznavalnik_app(tk.Frame): 
    def __init__(self, master): 
2.              
tk.Frame.__init__(self,master,width=400,height=375,bg="lawn green") 
                self.master.title('Govorni vmesnik') 
                self.pack_propagate(0) 
            self.pack() 
3.              self.frame2 = Frame(self, width=250, height=100, 
bd=2, bg="dodger blue") 
 
 
1. Definiramo razred, ki bo opravljal vlogo kontejnerja za naše objekte. 
2. V kontejnerju definiramo glavno okno. 
3. V  glavnem oknu definiramo različne druge objekte, kot so gumbi, tekstovna polja 
in drugo. 
 
Za interakcijo z uporabnikom definiramo metode, ki se odzivajo na uporabnikove 
akcije: 
 
1. def izberi(self): 
2.      self.ime_datoteke=askopenfilename() 
3.      self.textblock.delete('1.0', END) 
4.      self.textblock.insert(tk.END, "Razpoznavanje lahko traja 
nekaj sekund.\nProsimo, da ste potrpežljivi!") 
 
1. Definicija metode. 
2. Uporabnik lahko izbere želeno datoteko. 
3. Počistimo okno z izhodnim tekstom. 
4. V okno z izhodnim tekstom vpišemo besedilo namenjeno uporabniku. 
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Slika 6.4:  Prikaz grafičnega vmesnika 
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7  Analiza rezultatov 
7.1  Metode vrednotenja rezultatov 
Metoda WER (angl. word error rate) je zelo razširjena metoda za vrednotenje 
rezultatov razpoznavanja govora. Pri tej metodi definiramo tri vrste napak pri 
razpoznavanju besed: 
 
1. Zamenjava je napaka, ko je beseda napačno razpoznana – Z. 
2. Izbris je napaka, ko beseda sploh ni razpoznana – I. 
3. Vstavitev je napaka, ko je beseda razpoznana, a je v transkripciji ni – V. 
 
Če vzamemo za N število vseh besed, ki so v transkripciji, lahko velikost WER 





Za prikaz natančnosti razpoznavanja sem uporabil tudi odstotek točnosti 




∙ 100% (7.2) 
 
7.2  Rezultati 
7.2.1  Rezultati točnosti razpoznavanja 
Govorni vmesnik sem preizkusil v štirih načinih. Za glavni del preizkusa sem 
izbral zapisnik z ogleda gradnje na objektu DARS - Gradnja kabelske kanalizacije 
Postojna – CP Nanos. Zapisnik sem uredil tako, da sem vanj vstavil gesla, ki se 
uporabljajo za slovnično in oblikovno urejanje rezultata razpoznavanja govora. Nato 
sem posnel posnetke govora v treh različnih okoljih. Prvo okolje je bilo tiho okolje 
pisarne. Drugo okolje je bilo navadno okolje v naravi, ki v mojem primeru predstavlja 
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večino primerov, v katerih bi govorni vmesnik uporabljal. Tretje okolje pa je bilo zelo 
hrupno okolje ob avtocesti na cestninski postaji Razdrto. V vseh treh situacijah sem 
poskusi govoriti tako, kot bi govoril ob uporabi govornega vmesnika v taki situaciji. 
V spodnji tabeli je vpisano število posameznih napak in vrednost WER: 
 
OKOLJE NAPAKE WER T% 
tiho I=4, Z=15, V=0, N=151 0,112 87,4% 
naravno I=2, Z=25, V=1, N=151 0,157 81,5% 
hrupno I=48, Z=18, V=0, N=151 0,304 56,3% 
Tabela 7.1:  Rezultati razpoznavanja govornega posnetka zapisnika 
Vidimo, da je točnost razpoznavanja v prvih dveh primerih dobra. Pri primerjavi 
razpoznanih besedil s transkripcijo opazimo, da večina napak nastane pri specifičnih 
besedah in besednih zvezah za področje gradbeništva, kot so »vhodi cevi« in »jašek«. 
Verjetno razpoznavalnik naredi napako pri teh besedah, ker so uporabljene v 
nenavadnem kontekstu. Nekaj napak je tudi pri sklanjanju besed. Ta problem, ki je pri 
pregibnih jezikih zelo velik, je tukaj še bolj izražen, saj besede velikokrat nimajo 
stavčnega konteksta. Zato sem naredil še preizkus razpoznavanja daljšega povezanega 
besedila v tihem okolju. Kot lahko opazimo, sta  točnost razpoznavanja in kriterij 
izboljšana. Pri napakah nisem upošteval napake pri razpoznavanju dveh nebesednih 
nizov glasov.  
 
OKOLJE NAPAKE WER T% 
tiho I=5, Z=4, V=0, N=124 0,068 92,7% 
Tabela 7.2:  Rezultat razpoznavanja govornega posnetka povezanega besedila 
 
Slabše se je govorni vmesnik odrezal pri delovanju v zelo hrupnem okolju. 
Zaradi slabe točnosti razpoznavanja in velikega števila izbrisov je uporabnost 
govornega vmesnika v takem okolju zelo majhna. Ker pa je gradbišče ob avtocesti eno 
bolj hrupnih okolij, v katerih bi govorni vmesnik sploh uporabljali, lahko 
predpostavimo, da je bil to test ekstremnih razmer. 
 
TRANSKRIPCIJA RAZPOZNANO BESEDILO 
poudari pomožni jašek 1 dvopičje 
navadno začni obdelati uvode cevi točka 
dodatno utrditi teren točka dobaviti 
litoželezni pokrov končaj 
poudari pomožni _____ dvopičje 
navadno začni obdelati _vode cevi točka 
dodatno utrditi teren točka dobavitelj 
litoželezni pokrov končaj 
poudari trasa med pomožnima jaškoma 1 
in 2 dvopičje navadno začni očistiti 
kamenje na trasi točka odpeljati posekano 
grmovje točka popraviti žičnato ograjo 
končaj 
poudari trase med pomožnima jaška na 1 
in 2 dvopičje navadno začni očistiti 
kamen__ na trasi točka odpeljati 
posekana grmovje točka popraviti žičnato 
ograjo končaj 
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poudari pomožni jašek 2 dvopičje 
navadno začni obdelati uvode cevi točka 
dobaviti litoželezni pokrov končaj 
podari pomožni _____ _ dvopičje 
navadno začni obdelati _vode cevi točka 
dobavitelj litoželezni pokrov končaj 
poudari kabelski jašek 21 dvopičje 
navadno začni izčrpati vodo točka 
narediti spojke dvojčkov točka obdelati 
uvode cevi točka narediti dodaten odtok 
točka dodatno utrditi teren končaj 
poudari kabelski jašek 21 pokliče 
navadno začni izčrpati vodo točka 
narediti spojke dvojčkov točka obdelati 
_vode cevi točka narediti dodaten o_tok 
točka dodatno utrditi teren končaj 
poudari pomožni jašek 3 dvopičje 
navadno začni opraviti izkop točka 
dobaviti betonsko cev širine 100 končaj 
poudari pomožni jašek pri dvopičje 
navadno začni opraviti _skop točka 
dobaviti betonsko cev širine 100 končaj 
poudari prekop ceste dvopičje navadno 
začni obvestiti lastnika točka dobaviti 
pesek točka dobaviti beton točka dobaviti 
dve betonski cevi širine 100 točka 
popraviti žičnato ograjo končaj 
poudari prekop ceste dvopičje navadno 
začni obvestiti lastnika točka dobaviti 
pesek točka dobaviti beton točka dobaviti 
2 betonske cevi širine 100 točka popraviti 
žičn__o ograjo končaj 
poudari dodatno dvopičje navadno začni 
naročiti zakoličenje obstoječih vodov 
točka naročiti zaporo odstavnega pasu za 
naslednji odsek točka opraviti ogled 
predlaganih sprememb poteka trase 
končaj 
poudari dodatno dvopičje navadno začni 
naročiti zakoličenje obstoječih vodov 
točka naročiti zaporo odstavnega pasu za 
naslednji odsek točka opraviti ogled pri 
predlaganih sprememb poteka trase 
končaj 
Tabela 7.3:  Transkripcija in razpoznano besedilo v mirnem okolju 
 
TRANSKRIPCIJA RAZPOZNANO BESEDILO 
poudari pomožni jašek 1 dvopičje 
navadno začni obdelati uvode cevi točka 
dodatno utrditi teren točka dobaviti 
litoželezni pokrov končaj 
poudari pomožni ___ a610 je navadno 
začne obdelati _vodne cevi točka dodatno 
utrditi teren točka dobavitelj litoželezni 
pokrov končaj 
poudari trasa med pomožnima jaškoma 1 
in 2 dvopičje navadno začni očistiti 
kamenje na trasi točka odpeljati posekano 
grmovje točka popraviti žičnato ograjo 
končaj 
p_odari trasa med pomožne__ vojaško na 
1 in 2 dvopičje navadno začni očistiti 
kamen je na trasi točka odpeljati 
posekano grmovje točka popraviti žičnato 
ograjo končaj 
poudari pomožni jašek 2 dvopičje 
navadno začni obdelati uvode cevi točka 
dobaviti litoželezni pokrov končaj 
poudari pomožni jašek 2 dvopičje 
navadno začni obdelati _vodne cevi točka 
dobavitelj litoželezni pokrov konča_ 
poudari kabelski jašek 21 dvopičje 
navadno začni izčrpati vodo točka 
narediti spojke dvojčkov točka obdelati 
uvode cevi točka narediti dodaten odtok 
točka dodatno utrditi teren končaj 
po_darim kabelski jašek 21 dvopičje 
navadno začne spuščati vodo točka 
narediti spojka dvojčkov točka obdelati 
_vodne cevi točka narediti dodaten odtok 
točka dodatno utrditi teren končaj 
poudari pomožni jašek 3 dvopičje 
navadno začni opraviti izkop točka 
dobaviti betonsko cev širine 100 končaj 
podari pomožni jašek pri dvopičje 
navadno začni opraviti _skop točka 
dobaviti betonsko cev širina 100 končaj 
poudari prekop ceste dvopičje navadno 
začni obvestiti lastnika točka dobaviti 
pesek točka dobaviti beton točka dobaviti 
dve betonski cevi širine 100 točka 
popraviti žičnato ograjo končaj 
poudari prekop ceste dvopičje navadno 
začne obvestiti lastnika točka dobaviti 
pesek točka dobavitelj beton točka 
dobavitelji betonske cevi širine 100 točka 
popraviti žičnato ograjo končal 
poudari dodatno dvopičje navadno začni 
naročiti zakoličenje obstoječih vodov 
točka naročiti zaporo odstavnega pasu za 
po_dari dodatno dvopičje navadno začini 
naročiti zakoličenje obstoječih vodov 
točka naročiti zaporo odstavnega pasu za 
52 7  Analiza rezultatov 
 
naslednji odsek točka opraviti ogled 
predlaganih sprememb poteka trase 
končaj 
naslednji odsek točka opraviti ogled 
predlaganih sprememb poteka trase 
končaj 
Tabela 7.4:  Trnaskripcija in razpoznano besedilo v naravnem okolju 
 
TRANSKRIPCIJA RAZPOZNANO BESEDILO 
poudari pomožni jašek 1 dvopičje 
navadno začni obdelati uvode cevi točka 
dodatno utrditi teren točka dobaviti 
litoželezni pokrov končaj 
poudari pomožni _____ dvopičje 
navadno začni obdelati _vode cevi točka 
dodatno utrditi teren točka dobavitelj 
litoželezni pokrov končaj 
poudari trasa med pomožnima jaškoma 1 
in 2 dvopičje navadno začni očistiti 
kamenje na trasi točka odpeljati posekano 
grmovje točka popraviti žičnato ograjo 
končaj 
poudari trase med pomožnima jaška na 1 
in 2 dvopičje navadno začni očistiti 
kamen__ na trasi točka odpeljati 
posekana grmovje točka popraviti žičnato 
ograjo končaj 
poudari pomožni jašek 2 dvopičje 
navadno začni obdelati uvode cevi točka 
dobaviti litoželezni pokrov končaj 
podari pomožni _____ _ dvopičje 
navadno začni obdelati _vode cevi točka 
dobavitelj litoželezni pokrov končaj 
poudari kabelski jašek 21 dvopičje 
navadno začni izčrpati vodo točka 
narediti spojke dvojčkov točka obdelati 
uvode cevi točka narediti dodaten odtok 
točka dodatno utrditi teren končaj 
poudari kabelski jašek 21 pokliče 
navadno začni izčrpati vodo točka 
narediti spojke dvojčkov točka obdelati 
_vode cevi točka narediti dodaten o_tok 
točka dodatno utrditi teren končaj  
poudari pomožni jašek 3 dvopičje 
navadno začni opraviti izkop točka 
dobaviti betonsko cev širine 100 končaj 
poudari pomožni jašek pri dvopičje 
navadno začni opraviti _skop točka 
dobaviti betonsko cev širine 100 končaj 
poudari prekop ceste dvopičje navadno 
začni obvestiti lastnika točka dobaviti 
pesek točka dobaviti beton točka dobaviti 
dve betonski cevi širine 100 točka 
popraviti žičnato ograjo končaj 
poudari prekop ceste dvopičje navadno 
začni obvestiti lastnika točka dobaviti 
pesek točka dobaviti beton točka dobaviti 
2 betonske cevi širine 100 točka popraviti 
žičn__o ograjo končaj 
poudari dodatno dvopičje navadno začni 
naročiti zakoličenje obstoječih vodov 
točka naročiti zaporo odstavnega pasu za 
naslednji odsek točka opraviti ogled 
predlaganih sprememb poteka trase 
končaj 
poudari dodatno dvopičje navadno začni 
naročiti zakoličenje obstoječih vodov 
točka naročiti zaporo odstavnega pasu za 
naslednji odsek točka opraviti ogled pri 
predlaganih sprememb poteka trase 
končaj  
Tabela 7.5:  Transkripcija in razpoznano besedilo v hrupnem okolju 
 
TRANSKRIPCIJA RAZPOZNANO BESEDILO 
pomembno področje raziskovanja 
umetne inteligence so avtonomni agenti 
to so sistemi ki so del okolja ga zaznavajo 
v njem delujejo ga spreminjajo in sledijo 
nekim zastavljenim ciljem pri gradnji 
umetnih avtonomnih agentov velikokrat 
posnemamo naravne avtonomne agente 
eden najbolj pomembnih takih zgledov 
avtonomnih agentov je ravno človek z 
gradnjo umetnih avtonomnih agentov 
tako poskušamo posnemati ali celo 
preseči človekove zmožnosti pri 
pomembno področje raziskovanja 
umetne inteligence so avtonomni agenti 
to so sistemi ki so del okolja ki ga 
zaznavajo v njem delujejo _ spreminjajo 
in sledijo nekim zastavljenim ciljem pri 
gradnji umetnih avtonomnih_______ 
velikokrat posnemamo naravne 
avtonomne ______ eden najbolj 
pomembnih takih zgledov avtonomnih 
agentov je ravno človek za gradnjo 
umetnih avtonomnih agentov tako 
poskušamo posnemati ali celo preseči 
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komunikaciji z okoljem doseganju 
izbranih ciljev in reševanju zastavljenih 
nalog eden izmed najbolj naravnih 
načinov človekove komunikacije je govor 
zato so sistemi skateripc  s katerimi 
poskušamo posnemati človekove 
sposobnosti komunikacije še posebej 
zanimivi pri posnemanju človekove 
komunikacije je zelo pomembno 
razpoznavanje govora pri razvoju 
sistemov na tem področju je navadno v 
ospredju cilj da zavtom avtomatizacijo 
razpoznavanja govora človeka fizično ali 
časovno razbremenimo 
 
človeške zmožnosti pri komunikaciji z 
okoljem doseganju izbranih ciljev in 
reševanju zastavljenih nalog eden izmed 
najbolj naravnih načinov človekove 
komunikacije je govor zato se sistemi 
kateri pc _katerimi poskušamo posnemati 
človekove sposobnosti komunikacije še 
posebej zanimivi pri posnemanju 
človekove komunikacije je zelo 
pomembno razpoznavanje govora ___ 
razvoj_ sistemov na tem področju je 
navadno v ospredju cilj da za avtom iz 
avtomatizacija razpoznavanje govora 
človeka fizično ali časovno 
razbremenimo 
Tabela 7.6:  Transkripcija in razpoznano besedilo primera strnjenega besedila 
7.2.2  Rezultati oblikovanja besedila 
Za izpolnitev ciljev pa je poleg zadovoljive točnosti razpoznavanja potrebno tudi 
dovolj dobro oblikovno urejanje besedila. Primere končne oblike besedil pri 
posamezni vrsti okolja lahko primerjamo s Sliko 6.3, ki prikazuje želeno končno 
strukturo. Vidimo, da sta strukturi pri uporabi govornega vmesnika za razpoznavanje 
zvoka v tihem in naravnem okolju zadovoljili predpostavljen cilj. Pri uporabi za 
razpoznavanja zvoka v ekstremno hrupnem okolju pa zaradi preslabega razpoznavanja 
gesel za oblikovanje, zadovoljive oblike ne moremo doseči. 
 
Slika 7.1:  Oblike razpoznanih besedil – tiho, naravno in hrupno okolje 
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7.3  Vrednotenje rezultatov 
Dobljene rezultate lahko vrednotimo z zastavljenimi cilji ter zastavljeni pogoji, 
katere mora razviti govorni vmesnik izpolnjevati. 
7.3.1  Razpoznavanje daljših posnetkov govora v slovenskem jeziku 
Z delitvijo posnetega govora je bilo doseženo, da s pomočjo Googlovega 
govornega vmesnika Google Speech API razpoznavamo poljubno dolge posnetke 
govora v slovenskem jeziku. Iz dobljenih rezultatov kriterija WER in odstotka točnosti 
razpoznavanja pa lahko vidimo, da je razpoznavanje zadovoljivo natančno. 
Natančnost razpoznavanja bi lahko še izboljšali s predhodno obdelavo podatkov, 
kjer bi s kompleksnejšimi algoritmi lahko izločili šum in bolj optimalno razdelili 
govorni posnetek. Druga možnost za izboljšanje razpoznavanja pa bi bila podrobnejša 
študija besed, ki se pogosto uporabljajo na področju, za katerega govorni vmesnik 
uporabljamo. Nato bi preizkusili, katere besede se pogosto pojavijo kot napačne 
zamenjave za njih, in naredili dodaten slovar, ki bi zboljšal natančnost govornega 
vmesnika.  
7.3.2  Oblikovna obdelava razpoznanega besedila 
S pomočjo gesel, ki jih uporabnik pove med snemanjem govornega posnetka, 
lahko dosežemo dovolj dobro oblikovanje besedila v HTML obliki. HTML oblika pa 
nam da tudi dovolj širok spekter možnih urejevalnikov besedil, da pregled in 
morebitno dodatno urejanje besedil po končani uporabi govornega vmesnika ne bi 
smelo biti problematično. 
Problem pri oblikovanju lahko nastane, če se gesla, ki jih poda uporabnik, narobe 
razpoznajo. Zato je tudi tu priporočljivo zgraditi slovar besed, ki se pogosto pojavljajo 
kot napake pri razpoznavanju oblikovnih gesel. 
7.3.3  Uporabnost na terenu 
Uporabnik ima proste roke, kako pridobiti govorne posnetke, le da so 
zadovoljive kvalitete. Danes to, še posebno z zelo zmogljivimi mobilnimi napravami, 
ni problem. Mobilni telefoni so še posebej uporabni pri terenskem delu, saj imajo 
večinoma že vse naprave te vrste vgrajene fotoaparate, ki so pri terenskem delu 
nepogrešljivi. Zato je bila tudi predlagana rešitev zajemanja posnetkov govora s 
pomočjo mobilnega telefona. 
Z uporabo mobilnega telefona kot sredstva za zajemanje zvočnih posnetkov pa 
pridobimo tudi na sami uporabnosti, saj je danes na voljo tudi veliko žičnih in tudi 
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brezžičnih slušalk z dovolj kvalitetnimi mikrofoni. Tako ima uporabnik lahko proste 
roke, s čimer je eden od glavnih ciljev razvoja govornega vmesnika dosežen. 
Rezultati kažejo na to, da je govorni vmesnik zadovoljivo uporaben tudi v 
naravnem okolju z relativno visoko mero hrupa. Kljub temu se pa opazi, da z večanjem 
hrupa v okolju točnost razpoznavanja pada. 
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8  Zaključek 
V okviru diplomskega dela je bil razvit govorni vmesnik, namenjen vnosu 
podatkov pri terenskem delu. Pri tem so bile upoštevane glavne omejitve in zahteve, 
ki jih srečamo pri terenskem delu. Posebna pozornost je bila namenjena pisanju 
zapisnikov s pomočjo govora in s tem razbremenitvi rok, saj so le-te pri terenskem 
delu navadno zasedene in je ročno zapisovanje močno oteženo.  
Govorni vmesnik sprejme zvočni posnetek, ki ga je uporabnik naredil in ga 
pretvori v besedilo, ki ima obliko zapisnika. Pri razvoju je bil uporabljen Googlov 
razpoznavalnik Google Speech API, ki podpira tudi razpoznavanje slovenskega jezika. 
Izkazalo se je, da je točnost razpoznavanja dovolj dobra, da lahko govorni vmesnik 
uporabljamo tudi v naravnem okolju, kjer je nekaj več hrupa. Seveda pa z večanjem 
hrupnosti v okolju postajajo govorne tehnologije manj zanesljive. 
S hitrim razvojem govornih tehnologij je postala uporaba govornih vmesnikov 
že nekaj vsakdanjega. Googlov govorni vmesnik ima za slovenski jezik velik 
potencial, saj je zaenkrat eden redkih, ki ga podpira. Težava je le, da zaenkrat 
dokumentacije za njegovo uporabo primanjkuje. Za razvoj tega govornega vmesnika 
pa je bilo prikazanih tudi nekaj postopkov za implementacijo Googlovih govornih 
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A  Terminološki slovar 
 
backpropagation Učenje nevronskih omrežij z 
vzvratnim razširjanjem napake 
flac format Format zvočnega zapisa brez izgube 
informacije (angl. Free Lossless 
Audio Code) 
gaussian mixture model - GMM Model mešanic Gaussovih 
porazdelitev, razvit predvsem za opis 
značilk govorcev 
GUI Grafični uporabniški vmesnik za 
interakcijo uporabnika s programom 
(angl. Graphical user interface). 
hevristična funkcija Funkcija, ki iskalnemu algoritmu daje 
informacijo o cilju 
HTML Standardni označevalni jezik za 
urejanje dokumentov 
long short-term memory  - LSTM Nevronski model dolgega 
kratkoročnega spomina – nevronsko 
omrežje s povratnimi povezavami in 
spominskimi celicami 
memory recurrent neural network  - RNN  Povratno nevronsko omrežje- 
nevronsko omrežje s povratnimi 
povezavami 
MIT licenco Licenca, ki ima minimalne zahteve 
glede redistribucije kode 
perpleksnost Ocena, kako dobro jezikovni model 
opisuje besedni korpus 
transkripcija Na področju razpoznavanja govora je 
to govor predstavljen v pisni obliki 
wav format Format zvočnega zapisa (angl. 
Waveform Audio File Format) 
WER Razširjena metoda za vrednotenje 
razpoznavalnikov govora (angl. word 
error rate) 
 
 
