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Abstract
The present paper aims at presenting a lemmatization and a word-level error correction system for Sorani Kurdish. We propose a hybrid
approach based on the morphological rules and a n-gram language model. We have called our lemmatization and error correction systems
Peyv and Reˆnuˆs respectively, which are the first tools presented for Sorani Kurdish to the best of our knowledge. The Peyv lemmatizer
has shown 86.7% accuracy. As for Reˆnuˆs, using a lexicon, we have obtained 96.4% accuracy while without a lexicon, the correction
system has 87% accuracy. As two fundamental text processing tools, these tools can pave the way for further researches on more natural
language processing applications for Sorani Kurdish.
1. Introduction
Due to the increasing proliferation of digital texts in
nowadays life, the field of text processing has caught the
attention of various researchers. Despite extensive efforts
in some most spoken languages like English, the body
of researches done in the field of text processing in Kur-
dish is still scanty. Kurdish is called a dialect contin-
uum, meaning that it contains a series of different dialects,
among which the two major dialects are Kurmanji and So-
rani(MacKenzie., 1961). The focus of this paper is on the
Sorani dialect.
Following our previous work on a stemming system,
introduced as Jedar for Sorani Kurdish (Salavati et al.,
2013; KLPP, a), in the current study we present Peyv as
a lemmatization system. The goal of both stemming and
lemmatization is to reduce different forms of words in or-
der to obtain a common base form. In the stemming sys-
tems, this common base form is called stem and is ex-
tracted by reducing derivationally related forms of a word.
In the other hand, lemmatization concerns the inflectional
forms of a given word to reduce to a base or dictionary
form of the word, i.e. lemma.
Morphological analysis, applying lexicon and recon-
struction after removal of affixes are among the methods
common to lemmatization algorithms. Considering the
possible prefixes and suffixes attaching to a lemma, Sorani
has a complex structure in terms of morphology. As a re-
sult, Sorani Kurdish lemmatization algorithms are to have
a far more accurate mechanism. Our proposed lemmatiza-
tion algorithm puts to use the Sorani Kurdish morphologi-
cal rules in order to extract lemmas of words. These rules
have been extracted for different parts of speech such as
noun, verb and adjective.
One of the most common applications of lemmatiz-
ers must be sought in spell-checker algorithms. In a spell
checking system, for a given potentially wrong word, the
system proposes a list of possible corrections in a ranking
form. In this paper we present Reˆnuˆs, as the first Sorani
Kurdish spell checker.
Our proposed systems are based on a n-gram language
model generated from Pewan (KLPP, b) text corpus con-
taining 18M words from 115K news articles(Esmaili and
Salavati, 2013). We have also used a rule-based method
based on the morphological rules of Sorani Kurdish. These
two methods have been used for different languages so far.
In a recent study, n-gram language model has been used
for CoNLL 2014 Shared Task for Grammatical Error Cor-
rection(Hernandez and Calvo, 2014).
The rest of the paper is organized as follows. First, we
give a brief description of the Sorani Kurdish, particularly
its morphology in section 2.. Then in sections 3. and 4.,
we explain our methods to construct the Peyv lemmatizer
and the Reˆnuˆs spell checker respectively. The results of our
experiments are reported in section 5. and the paper is con-
cluded in section 6.. Two test set examples may be found in
appendix A as well. In order to provide a more convenient
reading for those who are less familiar with the Arabic-
based orthography of Sorani Kurdish, the transliteration
of each meaningful word in the Latin-based orthography
along with the translation is provided in parentheses.
2. Background
As a Western Iranian language, Kurdish shares the
same characteristic of having a very limited amount of
synthetic verbal lexemes (around 300) (Walther, 2012).
Morphologically speaking, Kurdish verbs are formed by
adding different inflectional and derivational set of prefixes
and suffixes clustered around a given stem, so that a variety
of affixes in some cases even gets to procreate more than
100 words derived from one stem.
Various structures of words are generated by two con-
cepts of word formation, that is inflectional and deriva-
tional processes. Inflectional process adapts the word to
match its grammatical category in the sentence. The de-
clension in gender, number, tense and person is an in-
flectional process. Forming the word ”flowers” out of
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”flower”, is an inflectional change implying the number.
Usually these changes do not alter the root in any fun-
damental way. In contrast, they adapt and homogenize
the sentences in terms of grammar. For example, in the
sentence ”flowers are happy things”, the plural form of
”flower” and the verb ”are” match together. These inflec-
tional morphemes are productive, in a way that they can be
applied to a great number of words.
The second concept is the derivational process that of-
ten involves the addition of a derivational suffix or other
affix which applies to words of one lexical category and
forms new words of another such category. It is differ-
entiated from inflectional process by changing the mean-
ing of the root without changing grammatical structure of
the sentence. For example, ”potter” and ”pottery” are two
different words with different meanings formed by deriva-
tional process. Therefore, in the sentence “I saw the pot-
ter/pottery”, there is no change in the other parts of the sen-
tence. In most cases in Sorani Kurdish, derivational affixes
are positioned after the root and before the inflectional af-
fixes, like ”potteries”.
نامنادگنەد(dengdanman)︷ ︸︸ ︷
نام (man)︸ ︷︷ ︸
possessive marker
نادگنەد(dengdan)︸ ︷︷ ︸
on-finite verb
یناکەدنەوان (nawendekanıˆ)︷ ︸︸ ︷
(ιˆ)︸︷︷︸
eza¯fe marker
نا (an)︸ ︷︷ ︸
plural marker
ەکە (eke)︸ ︷︷ ︸
definite mareker
دنەوان (nawend)︸ ︷︷ ︸
noun
Figure 1: Lexical items in an example nominal group
”nawendekanıˆ dengdanman” (our voting centers)
Figure 1 represents components of the phrase {
نامنادگنەدیناکەدنەوان } (nawendekanıˆ dengdanman, ”our voting
centers”) which is consisted of a noun {دنەوان } (nawend
”center”) with three suffixes, and a non-finite verb {نادگنەد}
(dengdan ”voting”) with a suffix. Table 1 provides some
of the frequent nominal affixes of Sorani Kurdish as well.
Table 2 also shows some frequent verbal affixes in Sorani
dialect. Different possibilities for endings are seperated by
”-”. Note that there is no affix for gender in Sorani.
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Table 1: Frequent nominal affixes in Sorani Kurdish
Auxiliary verbs have an important role in Sorani
Kurdish in order to form new verbs belonging to dif-
ferent semantic categories. For example, the verb
{ندرک}(kirdin ”to do”) provides different meanings combin-
ing to other nouns, e.g., {ندرکریگتسەد} (”destgıˆr kirdin” to ar-
rest), {ندرکریسەئ } (”esıˆr kirdin” to capture).
Affix Group Sorani
Connected
possessive pronoun  
1st person sing. م (im - m)
2nd  person sing. ت (it, t)
3rd person sing. ی (ıı, y)
1st person pl.  نام (man)
2nd person pl. نات (tan)
3rd person pl.   نای (yan)
Copula
1st person sing. مەه - م (im, m, hem)
2nd person sing. تی – ی (ıı, y, ııt)
3rd person sing. ەی-ە-سەه-ەیەه (heye, hes, e, ye)
1st person pl. نیەه-نی (ıın, yıın, heyn)
2nd person pl. نەه-ن (in, n, hen)
3rd person pl. نەه- ن (in, n, hen)
Subjunctive marker ب (bi, b)
Progressive marker ەئ – ەد (de, e)
Imperative marker  ب (bi, b)
Negative imperative   ەم (me)
Negative marker  ان - ەن (ne, na)
Table 2: Frequent verbal affixes in Sorani Kurdish
The conjugation of Kurdish verbs due to the different
inflections based on tense, person, positivity or negativity,
transitivity or in-transitivity can be a complex task with
different exceptions. The inflections are brought about by
adding different prefixes and suffixes to the root word of
the verb. Therefore, in order to get the root of a given verb,
a more accurate procedure is required.
There are two tenses for Sorani Kurdish verbs: past and
present (non-past). The past verbs have five different types
while the present ones have only two and the imperative
and negative imperative inflections are the major inflec-
tions of active voice. The significant point is that there are
two distinct roots for these two tenses, meaning that dif-
ferent inflections derive from different roots of verbs. For
example, the infinitive {نیسوون } (nuˆsıˆn to write) has a past
stem that is {یسوون} (nuˆsıˆ) and a present one that is {سوون }
(nuˆs). The past stem is derived from the current infinitive
regularly by omitting the final letter { } (n/in) which is the
case for all Kurdish verbs; however, to find the present root
there is no specific pattern. Since there is no future tense in
Sorani Kurdish, adverbs are generally used in present tense
to express future tense.
Another important point about verbs is ”person”. There
are 6 persons in the Sorani, three singular and three plural.
The persons in either one of the tenses have their own par-
ticular endings which could be observed in table 3. There
are two categories of verb endings for the past tense de-
pending on the transitivity of the verb. Transitive verbs
endings are the same enclitics and similar to possessive ad-
jectives. Note that these endings represent a major part of
Sorani Kurdish verbs and not all.
In an attempt to formalize Sorani Kurdish verbs struc-
ture, we have provided table 4 for the most frequent cases.
It should also be noted that the negative form of verbs in
Label
Personal Verb Ending
Tense PluralSingular
3rd  2nd1st 3rd 2nd 1st 
Endings1
ن (n/in)ن (n/in)نی (în)-ی (î, y)م (im/m)Intransitive
Past نای (yan)نات (tan)نام  (man)ی (î/y)ت (it)م (im/m)transitive
Endings2ن (n/in)ن (n/in)نی (în)(تێ)ێ (î/êt)ی (î/y)م (im/m)Present
Endings3-ن (n/in)نی-هـ (e)-Imperative
Table 3: The most frequent verb endings in Sorani Kurdish
Sorani is made by adding { } (na) or { } (ne) to the verb.
Some of the most frequent verbal prefixes of Sorani are as
follows: { ,)ra( , اڕ)da(, اد )tê( , ێت)pê(, ێپ )heł(, ڵ هه )wer(ر هو 
)ser(, ر هس )der(, ر هد )lê(ێل }
StructureTypeTense
root:past + endings1Simple
Past
 root:past + endings1 + ) هدde (Continuous
endings1 + ) ووبbû( + root:pastPerfect
  ه+ endings1+  وو) û( +root:past Present Perfect
Endings1 +  )ابba( + )ووû( + root:past + ب )bi(Conditional/ subjunctive
root:present + endings2 + ) هدde(Simple
Present root:present + endings2 + )بbi(Conditional/ subjunctive
root:present + endings3 + )بbi(imperative
imperative root:present + endings3 + )ەن /ەمme/ne(Negative imperative
Table 4: A formalization of the most common rules in So-
rani Kurdish verbs structure
3. The Peyv Lemmatizer
After extracting the basic morphological rules in So-
rani Kurdish, we have implemented the Peyv lemmatizer
for nouns and verbs respectively. In the case of nouns, a
pruning method is used to find the root. In the other hand,
a bottom-up method is suggested for the verbs which have
more complex structures than nouns, e.g., multiple inflec-
tive morphemes without order. Lexical items have been
detected using a tagged lexicon for verbs and nouns.
3.1. Noun lemmatization
Considering the possibility of attaching multiple affixes
to Kurdish words, Peyv lemmatizes each noun in a recur-
sive way by omitting the affixes. In order to distinguish the
affixes, a list of 45 common inflectional affixes has been
collected. The words of less than three characters in length
have been put out of the algorithm. In addition, in order to
guarantee the performance of the lemmatizer, 1500 words,
mostly exceptions or non-Kurdish words, have been de-
fined. These words end in subcategories that match the
inflectional affixes. Note that the derivational affixes are
not omitted in this algorithm.
Figure 2 shows the output of the Peyv lemmatizer for a
given noun {مەکەڵوگ} (gułekem my flower). The system has
detected all the possible affixes in an arborescent form, and
finally has suggested the possible root, {ڵوگ} (guł flower),
based on the predefined morphological rules. ”E” has been
used to represent empty suffixes or prefixes.
3.2. Verb lemmatization
What makes the lemmatization of the verbs different
from that of the nouns is the more complex orderless struc-
ture. Attaching of prefixes and suffixes to the root of the
verbs and their probable change of meaning complicates
even more the process of lemmatization. Therefore, the
common process of omitting the suffix is not efficient.
As a rule-based method, we have provided a list of the
past and present roots of Sorani Kurdish. The method used
in this algorithm is in the increasing or bottom-up form,
meaning that the likely roots for the given word are identi-
fied in the list of the existing roots based on the congruence
of the subcategories. Then, different markers and prefixes
of the root are detected based on the rules. If the created
verbs accords with the entered word, the current root will
be reverted as the head of the verb. Peyv has put to analysis
the past, present, imperative, negative imperative, passive
verbs and other verbal structures such as compound verbs
and auxiliary verbs.
4. The Reˆnuˆs Spellchecker
Spell-checking correction is generally done in two
stages: error detection and error correction. Error detec-
tion includes methods to lookup a language model to detect
an error. In the other hand, the task of error-correction is to
generate the most likely correct word-forms given a mis-
spelled word-form. We have split this task in two different
tasks: generating suggestions and ranking them.
In the first step, we have created our language model
based on the grams and their related frequencies in Pe-
wan corpus. The basic idea is production of the n-grams
of the input word and calculation of the gram frequency in
the data set. A word with lowest frequency among the n-
Figure 2: Peyv lemmatizer has detected the root of the in-
put noun ”gułekem” as ”guł” after pruning the inflectional
morphemes. ”E” refers to empty morphemes.
) لافی_îfal_ ()افیت_tîfa_ ()فیتس_stîf_ ()یتسفfistî_ () لافیتسفfistîfal (
016471267Frequency
)ڵاڤی_îvał ()اڤیتtîva ()ڤیتس_stîv ()یتسفfistî_ (ڵاڤیتسف )fistîvał(
16122326922731267Frequency
Table 5: Error detection based on the n-gram frequency for
an example word, festival
grams, i.e., frequency = 0, would be detected as a wrong
word. A rule-based method would also be used to look up
a lexicon. Table 5 shows the difference between frequen-
cies of two words {لافیتسف} and {ڵاڤیتسف} (fistıˆvał festival).
The correct form of the word is marked in bold.
After detecting a potentially wrong word, its grams are
created and the lowest frequency gram will be chosen. The
given word would be corrected based on the edit distance,
as a measure of similarity, and frequency. Finally, a can-
didate gram from the list of suggestions is proposed as
the corrected form of the word. We have provided some
meta information for the correction system, including or-
thographic preprocessing for Arabic-based orthography of
Sorani. In the case that a given word include a mistakenly
spelled character, we reduce the cost value in the edit dis-
tance to distance = 0.5 instead of distance = 1. Charac-
ters have been classified based on this distance value in 6
groups as follows: { {(ł) ڵ –(l) ل}, {ڕ(ř) – (r)ر}, {(y/î)ی – ێ(ê)}
, {(w)و – ۆ (o)}, {(w)و – وو (û)}, {(v)ڤ – ف(f)} }
After generating corrections, all the grams with an edit
distance of less than 3 would be inserted in the candidate
list. Then, we rank the candidates based on the edit dis-
tance and frequency of each one, shown in equation 1.
Rank(T̂ ) =
{
1
dist(T̂ ,T )
× freqV alue(T̂ ) if(dist(T̂ , T ) ≤ 1)
1
(dist(T̂ ,T )−1)×α × freqV alue(T̂ ) Otherwise
(1)
where dist(T, T̂ ) represents the edit distance be-
tween the candidate word T̂ and the input word T , and
freqV alue(T̂ ) represents the frequency of the suggested
gram for the candidate word. α is a variable to bias the
placement of the words with high standard frequency and
distance at the top of the list. Particularly, since the nom-
inal affixes have a high frequency, if not considering this
parameter, they are more likely to be suggested as the cor-
rection candidates.
Equation 1 also indicates that similarity is inversely
correlated with distance and directly with frequency. This
equation has given priority to the edits distances less than
1. The main idea of using a standard frequency is to rate
the common words. The maximum effect of this parame-
ter according to the equation is on the candidates that have
the same standard frequency. In other words, among can-
didates with equal edit distance, the priority goes with the
ones with a higher standard frequency.
Another factor that makes this algorithm more efficient
is the position of the grams in the word which are classified
in three groups: beginning, middle and end. Thus, to sug-
gest a candidate, the search will be conducted only among
the grams of the same position. It should be noted that this
priority has been followed in the production of grams and
frequency of collection of documents.
In order to provide more trustworthy implementation,
we have ignored the words with low frequency, i.e., 1 or
2. Pewan corpus contains collected online documents that
are not essentially gold-standard. Therefore, to create the
grams, these set of words were omitted. Evidently, within
this process some correct words will also be removed, al-
though this does not affect the grams in a remarkable way,
since they could be produced out of other words.
5. Experiments
5.1. Peyv lemmatization
In this section, we present results of the proposed meth-
ods. In order to evaluate the efficiency of Peyv lemma-
tizer, a set of derivatives of two random words {لێبموتوئ }
(utumibeˆl automobile) 10 and {تسێوڵەه} (hełwıˆst decision)
11 have been collected using Pewan corpus. The algo-
rithm detected wrong roots in 6 cases (out of 120) for
{تسێوڵەه} derivatives, and 4 cases (out of 38) for {لێبموتوئ }.
Thus, the algorithm has an accuracy of 95% and 89.4%
for lemmatization of these two words, respectively. Hav-
ing said that the wrongly lemmatized roots have not been
correctly spelled in the source word.
We have evaluated Peyv on verb test sets as well. The
lemmatizer finds the correct root of a verb in the case that
the root exists in the lexicon. In this set of verbs, differ-
ent structures consisting past and present tense, imperative
and negative imperative, passive and negative are included.
The exceptions also have been taken into account.
True correction False correction Total Accuracy
1st group 173 30 203 0.8522
2nd group 289 40 329 0.878
3rd group 420 69 489 0.860
Pewan queries 122 14 136 0.901
Total 1004 153 1157 0.867
Table 6: Peyv results. Different test sets have been used to
insure randomness of data.
Table 6 shows the results of lemmatization, after being
double-checked manually. In order to guarantee random-
ness of the test set, we have evaluated the Peyv lemma-
tizer in three of words from Pewan corpus. Also, the set
of unique vocabulary of Pewan corpus queries has been
tested. The average accuracy of the word sets is 86.7%. In
most of the cases, writing errors have been the reason of
detection of a wrong root for a given word. For instance,
Peyv returns {اتڵوەل } (lewiłat) as the root of a wrong spelled
word, {یاتڵوەل} (lewiłatıˆ), while the correct root should be
detected without the prefix {ەل} (le from). A very large
quantity of Kurdish lemmas would be needed in order to
provided an ideal lemmatizer in working on the exceptions.
The accuracy of the system is calculated by dividing the
true predictions by the test set size.
5.2. Reˆnuˆs spell checker
Evaluation of the spell checker is based on the com-
parison of the first-ranked predictions and the the gold-
standard words. Given a set of N words, Gi is the gold-
standard correction of word i and Pi is the first-ranked pre-
Method raw grams gram/frequency most frequent words
3-gram 292 18% 767 48% 799 50%
4-gram 691 43% 1188 74% 1233 77%
5-gram 963 60% 1254 79% 1305 82%
4,5-gram 996 62% 1334 84% 1392 87%
average 753 46% 1135 71% 1182 74%
Table 7: Reˆnuˆs spell checker results without using lexicon
diction of the correction system for word i. We define ac-
curacy as follows:
accuracy =
|G ∩ P |
|G| (2)
where the intersection betweenG and P indicates num-
ber of matches between the gold-standard corrections and
the first-ranked predictions of the system. Since our error
correction system is word-level, the gold-standard correc-
tion set G and the first-ranked predictions P would defi-
nitely have the same size, thus, |G| = |P |.
We have evaluated the correction system with a lexicon
and also without using a lexicon as follows.
5.2.1. Error correction without lexicon
Table 7 shows the results of Reˆnuˆs spell checker with-
out using a lexicon. These results are based on n-grams
method. The second column, raw grams, refers to the use
of the whole extracted n-grams of Pewan corpus without
refining. The column gram/frequency refers to the ex-
tracted grams with a frequency higher than 2. Finally, the
last column is the set of the most frequent words and the
three groups mentioned in table 6. These last two columns
show that the removal of low-frequency words has im-
proved the results of the system. The 4,5-gram as the
combination of 4-grams and 5-grams has finally shown the
highest accuracy of 87%.
5.2.2. Error correction with lexicon
We have also evaluated the usage of lexicon along with
the n-grams language model for the task of error correc-
tion. The results presented in table 8 represent the evalua-
tion results based on the same classification used in 7. The
system presents the most accurate results in the 4,5-gram
test set where the accuracy gets to 96.4%.
In several cases, the wrong lemmatization of a word
led to a wrong correction. For instance, the wrong word
{ناتشین } which is suggested as the correct form of {نامتشین }
(nıˆs¸timan homeland), is wrongly lemmatized by the Peyv
lemmatizer, suggesting {تشین} (nıˆs¸t) as its root.
Method raw grams gram/frequency most frequent words
3-gram 1417 89% 1459 92% 1463 92%
4-gram 1446 91% 1505 94% 1512 95%
5-gram 1473 92% 1513 95% 1517 95.7%
4,5-gram 1475 93% 1523 96% 1529 96.4%
average 1452 91% 1500 94% 1182 94%
Table 8: Reˆnuˆs spell checker results using lexicon
Back to equation 1, we have also evaluated the impact
of different values for α. α is a variable to bias the place-
ment of the words with high standard frequency and edit
distance. In the case that α = 1, frequency is directly ap-
plied with no impact of α. Table 9 shows the evaluation
results in regards to this parameter. Candidates with big-
ger edit distance and higher frequency are more probable
to be the correct form of a given word.
α Number of predictions 3-gram 4-gram 5-gram 4,5-gram
1
1 0.20 0.33 0.42 0.42
2 0.288 0.43 0.54 0.55
5 0.41 0.57 0.68 0.69
10 0.509 0.68 0.75 0.78
10
1 0.27 0.43 0.52 0.53
2 0.389 0.56 0.65 0.67
5 0.53 0.68 0.75 0.78
10 0.63 0.78 0.80 0.84
70
1 0.28 0.47 0.47 0.56
2 0.40 0.59 0.59 0.698
5 0.55 0.71 0.71 0.80
10 0.66 0.80 0.81 0.854
100
1 0.28 0.47 0.55 0.57
2 0.40 0.59 0.67 0.69
5 0.55 0.71 0.76 0.78
10 0.66 0.79 0.80 0.852
200
1 0.28 0.47 0.55 0.57
2 0.40 0.59 0.66 0.69
5 0.55 0.71 0.76 0.80
10 0.65 0.79 0.80 0.86
Table 9: Accuracy of the Reˆnuˆs spell checking system in
regards to different values of α (see equation 1)
6. Conclusion and Future Work
In this paper, we introduced two fundamental language
processing tools for Sorani Kurdish: Peyv lemmatizer and
Reˆnuˆs spell-checker. These tools are the first existing tools
for Sorani. We have used a hybrid approach based on
the extracted morphological rules and a n-gram language
model. In the n-gram method, we have analyzed 18M
words from 115K news articles from Pewan text corpus.
We have also provided a tagged lexicon for detecting lexi-
cal items (nouns and verbs).
The Peyv lemmatization has shown 86.7% accuracy. In
most of the cases, writing errors have been the reason of a
wrong lemmatization. Our experimental results also indi-
cate the role of lemmatization which can greatly improve
the quality of Reˆnuˆs spell checker. Using a lexicon, we
have obtained 96.4% accuracy, while without a lexicon,
Reˆnuˆs spell checker has 87% accuracy. We have also ob-
served that the removal of low-frequency words improves
the results of the system.
The implemented tools have been inevitable parts of
most of the researches led by KLPP1. These tools may
pave the way for further researches on Kurdish as a less-
resourced language.
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noitamrofni hsidruk rof gnimmetS .3102 ,naihgalhkA
.muisopmyS laveirteR noitamrofnI aisA nI .laveirter
.regnirpS
-oS .3102 ,itavalaS nihahS dna sramuyK ,iliamsE hkyehS
laciripme nA :hsidruk ijnamruk susrev hsidruk inar
launnA ts15 eht fo sgnideecorP eht nI nI .nosirapmoc
-siugniL lanoitatupmoC rof noitaicossA eht fo gniteeM
.)LCA( scit
lacigolohprom otni gnittiF .2102 ,enidlare´G ,rehtlaW
nI .scitilcodne hsidruk inaros rof gnitnuocca :erutcurts
.8 emulov ,sgniteeM ygolohproM naenarretideM
XIDNEPPA A
ammeLdroWammeLdroWammeLdroW
ئوتومبێلئوتومبێلئوتومبێلئوتومبێله‌کهئوتومبێلئوتومبێله‌کانیش
ئوتومبێلئوتومبێلئوتومبێلئوتومبێله‌که‌دائوتومبێلئوتومبێلیشدا
ئوتومبێلانئوتومبێلنهئوتومبێلئوتومبێله‌که‌شئوتومبێله‌کائوتومبێله‌کایاندا
ئوتومبێلئوتومبێلدائوتومبێلئوتومبێله‌که‌وهئوتومبێلئوتومبێلیێن
ئوتومبێلئوتومبێلهئوتومبێلئوتومبێله‌که‌یئوتومبێلئوتومبێلێن
ئوتومبێلئوتومبێله‌دائوتومبێلئوتومبێله‌که‌یاانئوتومبێلئوتومبێلێک
ئوتومبێلئوتومبێله‌وهئوتومبێلئوتومبێله‌که‌یاندائوتومبێلئوتومبێلێکدا
ئوتومبێلئوتومبێله‌کئوتومبێلئوتومبێله‌که‌یدائوتومبێلئوتومبێلێکه‌وه
ئوتومبێله‌کائوتومبێله‌کائوتومبێلئوتومبێله‌که‌یهئوتومبێلئوتومبێلێکه‌ی
ئوتومبێلئوتومبێله‌کاانئوتومبێلئوتومبێله‌یئوتومبێلئوتومبێلێکی
ئوتومبێلئوتومبێله‌کاندائوتومبێلئوتومبێلیئوتومبێلئوتومبێلێکیاان
ئوتومبێلئوتومبێله‌کانیئوتومبێلئوتومبێلیاانئوتومبێلئوتومبێل‌دا
ئوتومبێلئوتومبێله‌کانیانه‌وهئوتومبێلئوتومبێلیش
lla gnoma sesac 4 .leˆbimutu fo noitazitammeL :01 elbaT
.ylgnorw dezitammel era
ammeLdroWammeLdroWammeLdroWammeLdroW
هه‌ڵوێستهه‌ڵوێستیشیانهه‌ڵوێستهه‌ڵوێسته‌که‌یانهه‌ڵوێستهه‌ڵوێسته‌مانداهه‌ڵوێستهه‌ڵوێست
هه‌ڵوێستهه‌ڵوێستیشیداهه‌ڵوێستهه‌ڵوێسته‌که‌یانبووهه‌ڵوێسته‌نهه‌ڵوێسته‌نهه‌ڵوێستهه‌ڵوێستان
هه‌ڵوێستهه‌ڵوێستیمانهه‌ڵوێستهه‌ڵوێسته‌که‌یداهه‌ڵوێسته‌وهه‌ڵوێسته‌وهه‌ڵوێستهه‌ڵوێستانه
هه‌ڵوێستهه‌ڵوێستینهه‌ڵوێستهه‌ڵوێسته‌کیانهه‌ڵوێستهه‌ڵوێسته‌وههه‌ڵوێستهه‌ڵوێستانه‌تان
هه‌ڵوێستهه‌ڵوێستیههه‌ڵوێستهه‌ڵوێسته‌یهه‌ڵوێستهه‌ڵوێسته‌کانهه‌ڵوێستهه‌ڵوێستانه‌ش
هه‌ڵوێستهه‌ڵوێستیه‌کهه‌ڵوێستهه‌ڵوێسته‌یانهه‌ڵوێستهه‌ڵوێسته‌کانتهه‌ڵوێستهه‌ڵوێستانه‌شی
هه‌ڵوێستهه‌ڵوێستیه‌کانمانهه‌ڵوێستهه‌ڵوێسته‌یانداهه‌ڵوێستهه‌ڵوێسته‌کانتانهه‌ڵوێستهه‌ڵوێستانه‌م
هه‌ڵوێستهه‌ڵوێستیه‌کانیهه‌ڵوێستهه‌ڵوێسته‌یانیهه‌ڵوێستهه‌ڵوێسته‌کانداهه‌ڵوێستهه‌ڵوێستانه‌مان
هه‌ڵوێستهه‌ڵوێستیه‌یهه‌ڵوێستهه‌ڵوێسته‌یداهه‌ڵوێستهه‌ڵوێسته‌کانمهه‌ڵوێستهه‌ڵوێستانه‌وه
هه‌ڵوێستهه‌ڵوێستیکههه‌ڵوێستهه‌ڵوێسته‌یشهه‌ڵوێستهه‌ڵوێسته‌کانمانهه‌ڵوێستهه‌ڵوێستانه‌ی
هه‌ڵوێستهه‌ڵوێستیکه‌وههه‌ڵوێستهه‌ڵوێسته‌یشیهه‌ڵوێستهه‌ڵوێسته‌کانمانههه‌ڵوێستهه‌ڵوێستانه‌یان
هه‌ڵوێستیکهه‌ڵوێستیکیهه‌ڵوێستهه‌ڵوێسته‌ینهه‌ڵوێستهه‌ڵوێسته‌کانههه‌ڵوێستهه‌ڵوێستانه‌یه
هه‌ڵوێستهه‌ڵوێستییهه‌ڵوێستهه‌ڵوێسته‌یههه‌ڵوێستهه‌ڵوێسته‌کانه‌وههه‌ڵوێستاهه‌ڵوێستاین
هه‌ڵوێستهه‌ڵوێستییانهه‌ڵوێستهه‌ڵوێسته‌یه‌وههه‌ڵوێستهه‌ڵوێسته‌کانیهه‌ڵوێست‌بوونهه‌ڵوێستبن
هه‌ڵوێستهه‌ڵوێستییشهه‌ڵوێستهه‌ڵوێسته‌یه‌کهه‌ڵوێستهه‌ڵوێسته‌کانیانهه‌ڵوێستهه‌ڵوێستتان
هه‌ڵوێستهه‌ڵوێستییههه‌ڵوێستهه‌ڵوێسته‌یه‌کیهه‌ڵوێستهه‌ڵوێسته‌کانیانداهه‌ڵوێستهه‌ڵوێستدا
هه‌ڵوێستهه‌ڵوێستییه‌مانهه‌ڵوێستهه‌ڵوێسته‌یه‌یهه‌ڵوێستهه‌ڵوێسته‌کانیاننهه‌ڵوێستهه‌ڵوێستم
هه‌ڵوێستهه‌ڵوێستییه‌کهه‌ڵوێستهه‌ڵوێسته‌ییمهه‌ڵوێستهه‌ڵوێسته‌کانیانه‌وههه‌ڵوێستهه‌ڵوێستمان
هه‌ڵوێستهه‌ڵوێستییه‌کیهه‌ڵوێستهه‌ڵوێستکه‌یانهه‌ڵوێستهه‌ڵوێسته‌کانیانیهه‌ڵوێستنهه‌ڵوێستن
هه‌ڵوێستهه‌ڵوێستییه‌یهه‌ڵوێستکهه‌ڵوێستکیهه‌ڵوێستهه‌ڵوێسته‌کانیداهه‌ڵوێستهه‌ڵوێسته
هه‌ڵوێستێمهه‌ڵوێستێمکانهه‌ڵوێستهه‌ڵوێستیهه‌ڵوێستهه‌ڵوێسته‌کانیشهه‌ڵوێسته‌تهه‌ڵوێسته‌ت
هه‌ڵوێستهه‌ڵوێستێکهه‌ڵوێستهه‌ڵوێستیانهه‌ڵوێستهه‌ڵوێسته‌کانیشیهه‌ڵوێستهه‌ڵوێسته‌تان
هه‌ڵوێستهه‌ڵوێستێکداهه‌ڵوێستهه‌ڵوێستیانداهه‌ڵوێستهه‌ڵوێسته‌کانییانهه‌ڵوێستهه‌ڵوێسته‌دا
هه‌ڵوێستهه‌ڵوێستێکمانهه‌ڵوێستهه‌ڵوێستیانههه‌ڵوێستهه‌ڵوێسته‌کانییه‌وههه‌ڵوێستهه‌ڵوێسته‌ش
هه‌ڵوێستهه‌ڵوێستێکههه‌ڵوێستهه‌ڵوێستیانه‌وههه‌ڵوێستهه‌ڵوێسته‌کههه‌ڵوێسته‌شتهه‌ڵوێسته‌شتان
هه‌ڵوێستهه‌ڵوێستێکه‌وههه‌ڵوێستهه‌ڵوێستیانیهه‌ڵوێستهه‌ڵوێسته‌که‌داهه‌ڵوێستهه‌ڵوێسته‌شمان
هه‌ڵوێستهه‌ڵوێستێکه‌یهه‌ڵوێستهه‌ڵوێستیداهه‌ڵوێستهه‌ڵوێسته‌که‌شهه‌ڵوێستهه‌ڵوێسته‌شی
هه‌ڵوێستهه‌ڵوێستێکیهه‌ڵوێستهه‌ڵوێستیشهه‌ڵوێستهه‌ڵوێسته‌که‌شیهه‌ڵوێستهه‌ڵوێسته‌شیان
هه‌ڵوێستهه‌ڵوێستێکیانهه‌ڵوێستهه‌ڵوێستیشمانهه‌ڵوێستهه‌ڵوێسته‌که‌مانهه‌ڵوێستهه‌ڵوێسته‌م
هه‌ڵوێستهه‌ڵوێستێکیداهه‌ڵوێستهه‌ڵوێستیشیهه‌ڵوێستهه‌ڵوێسته‌که‌یهه‌ڵوێستهه‌ڵوێسته‌مان
-ammel ylgnorw 6 .tsıˆwłeh fo noitazitammeL :11 elbaT
.dlob ni defiiceps neeb evah sdrow dezit
