Abstract-We address the problem of segmenting high angular resolution diffusion imaging (HARDI) data into multiple regions (or fiber tracts) with distinct diffusion properties. We use the orientation distribution function (ODF) to model diffusion and cast the ODF segmentation problem as a clustering problem in the space of ODFs. Our approach integrates tools from sparse representation theory and Riemannian geometry into a graph theoretic segmentation framework. By exploiting the Riemannian properties of the space of ODFs, we learn a sparse representation for each ODF and infer the segmentation by applying spectral clustering to a similarity matrix built from these representations. In cases where regions with similar (resp. distinct) diffusion properties belong to different (resp. same) fiber tracts, we obtain the segmentation by incorporating spatial and user-specified pairwise relationships into the formulation. Experiments on synthetic data evaluate the sensitivity of our method to image noise and to the concentration parameters, and show its superior performance compared to alternative methods when analyzing complex fiber configurations. Experiments on phantom and real data demonstrate the accuracy of the proposed method in segmenting simulated fibers and white matter fiber tracts of clinical importance.
(DMRI) can describe this neural architecture in vivo by capturing variations in water diffusion patterns. More specifically, DMRI quantifies the microscopic self-diffusion of water in tissues and produces images of the MR signal attenuation (due to anisotropic diffusion) along a set of gradient directions. This provides insights into the diffusion function (also known as the ensemble average propagator), a probability density function (PDF) that characterizes the relative displacement of a water molecule in the molecular diffusion time [1] , and permits the detection of the regions with high diffusion anisotropy. The anisotropy arises from the presence of axonal membranes and myelin, thereby allowing the mapping of fiber tracts in WM.
This unique property of DMRI has generated a recent flourish in the development of tools for processing and interpreting DMRI data, because such tools can advance research on diseases such as stroke, multiple sclerosis, epilepsy, Alzheimer's and Parkinson's diseases, psychiatric disorders, as well as growth modeling and assessment of intracranial masses for neurosurgical planning [2] . In particular, methods to solve the problem of segmentation can provide significant insights into anatomical structures that are critical for WM atlas generation and for the study of the aforementioned neurological problems. Methods to segment DMRI data go beyond traditional segmentation methods for structural MRI data, which often aim to identify white and gray matters, cerebrospinal fluid, and abnormal masses, if present. In particular, segmentation of DMRI data is a more challenging problem because one needs develop algorithms that can properly handle the mathematical structure of the diffusion function, which needs to be reconstructed from the measurements.
A. Related Work
Diffusion tensor imaging (DTI) [3] , being one of the earliest reconstruction techniques, uses a 3 3 symmetric positive definite matrix, widely known as the diffusion tensor (DT), to model diffusion. Its success has led to the development of numerous methods for segmentation of DTI data (see [4] for a summary). The earlier approaches such as [5] reduce the tensor to a scalar measure, which enables the use of standard image segmentation algorithms at the expense of eliminating the directional information. More recent methods follow the principle of clustering regions (or fiber tracts) according to a similarity measure between the tensors. For instance, the Euclidean distance between tensors is utilized in classical segmentation schemes, such as spectral clustering [6] , [7] or level set methods [8] , [9] , whereas more complex metrics are used in [10] - [15] . Although DTI is still the de facto standard for clinical applications, it is limited by the inability to resolve intra-voxel complexities, which precludes accurate analysis when there is a partial volume averaging of crossing or adjacent axonal pathways with different orientations. This limitation has generated great interest in developing more sophisticated representations of diffusion. In addition to the methods that use mixtures of DTs or higher order tensors [16] - [19] , high angular resolution diffusion imaging (HARDI) techniques such as diffusion spectrum imaging (DSI) [20] and q-ball imaging (QBI) [21] have been proposed to outperform DTI. As a result, several approaches have been developed to analytically reconstruct more generic and versatile models such as the orientation distribution function (ODF) [22] - [25] , i.e., the angular profile of the diffusion function.
The introduction of more sophisticated diffusion models has motivated the development of a handful of segmentation methods for HARDI data. Hagmann et al. [26] and Jonasson et al. [27] propose to segment HARDI data on a non-Euclidean 5D feature space, named as the position-orientation space (see [28] for the analysis of this space in terms of Lie group theory), which combines with the domain of the ODF, the two-sphere . The resulting formulation is implemented with a Markov random field framework in [26] and with a level set framework in [27] . McGraw et al. [29] model the ODF as a mixture of von Mises-Fisher distributions and the segmentation is obtained by using hidden Markov measure field models. The method proposed in [30] considers the spherical harmonic (SH) expansion of the HARDI signal at every voxel to construct a feature vector of real SH coefficients. It uses the -norm as a similarity measure and clusters the tracts via diffusion maps. A similar SH-based representation for the ODFs is employed in [4] and the segmentation of specific WM regions, such as the corpus callosum and the corticospinal tract, is obtained via statistical surface evolution. Although this method successfully propagates through the complex regions, it segments crossing fibers into one group instead of producing separate groups, i.e., there is a "leakage" in the segmentation towards distinct axonal pathways. Nazem-Zadeh et al. [31] use the SH representation of the HARDI signals in conjunction with the principal diffusion direction (PDD) information (i.e., the direction at which the ODF attains its maximum) to drive a level set-type segmentation mechanism. The use of PDDs provides a heuristic solution to leakage by guiding the propagation towards voxels with similar PDDs. However, level set methods are known to suffer from convergence to local minima and require a user-specified or atlas-based segmentation for initialization, which may not be feasible or available at all times.
B. Motivation and Contributions
In this paper, we present a segmentation method that operates directly on the space of ODFs. The basic intuition behind our approach is that the data can be divided into multiple regions with distinct diffusion properties and that the ODFs within each region live in a submanifold of the space of ODFs. This is illustrated in Fig. 1 , where we use a nonlinear dimensionality reduction method called principal geodesic analysis (PGA) [32] to embed the ODF field into a two-dimensional space. It is clear from the figure that regions with one (resp. two) dominant fiber direction(s) are mapped to 1-D (resp. 2-D) submanifolds. We use this intuition to cast the ODF segmentation problem as a ; Right: 2-D representation of the data given by principal geodesic analysis (PGA). Squares in red/green/ blue correspond to fiber1/fiber2/intersection. Having similar ODFs in distinct fibers (i.e., regions where red/blue/green squares are close) may be problematic for methods that rely on neighborhood information. nonlinear dimensionality reduction and clustering problem. The same idea was originally explored in [13] for the segmentation of DTI data and extended in [33] for the segmentation of PDFs. However, these methods have difficulties handling intersecting manifolds. This is important to differentiate voxels containing crossing or kissing fiber tracts, which are an outcome of partial volume effects and low spatial resolution of the conventional DMRI protocols. To be able to deal with intersecting manifolds, we generalize the sparse subspace clustering (SSC) algorithm [34] , which can cluster data in multiple intersecting subspaces by using tools from sparse representation theory. Note that while the use of sparsity in medical image segmentation is not new, existing works are applicable only to scalar images [35] , [36] .
Our approach integrates tools from Riemannian geometry and sparse representation theory into a graph theoretic segmentation framework that generalizes the SSC algorithm (Section II-C-1) from Euclidean data to ODFs, which are estimated using the method proposed in [37] (Section II-A). We exploit the Riemannian properties of the space of ODFs (Section II-B) to reformulate the problem of computing the sparse representation of an ODF with respect to other ODFs. These sparse representations are used for building a similarity matrix to which we apply spectral clustering for identifying multiple regions with distinct diffusion properties (Section II-C2). To differentiate between distinct (resp. similar) regions with similar (resp. different) ODFs, we incorporate spatial regularity and user supervision into the formulation by modifying the similarity matrix to include not only the relationship between neighboring ODFs, but also pairwise constraints in the form of must-link and cannot-link ODFs (Section II-C3). We evaluate the performance of our method on synthetic, phantom and real data, and provide a comparative study among alternative segmentation methods (Section III). Experiments on synthetic data (Section III-A) evaluate the sensitivity of our method to image noise and to the concentration parameters when analyzing complex fiber configurations, whereas experiments on phantom and real data (Sections III-B and III-C) demonstrate the accuracy of the method in segmenting simulated fibers and important WM fiber tracts. We proceed with discussions on the advantages and limitations of the proposed method (Section III-D) and conclude the paper with a review of the contributions and directions for future work (Section IV). This paper greatly extends our previous work [38] by incorporating user supervision and providing substantial method validation.
II. METHODS

A. Modeling Diffusion Using Spherical Harmonics
In a typical diffusion MR imaging protocol, one acquires images of the MR signal attenuation along gradient directions on the unit sphere , as well as baseline image(s) with no diffusion sensitization. In order to estimate the ODFs from these measurements, we employ the method proposed in [37] , which first approximates the signal by a linear combination of the spherical harmonic (SH) basis functions and then reconstructs sharp ODFs while enforcing spatial regularity and nonnegativity of the ODFs.
According to the single shell QBI formulation with constant solid angle [25] , the value of the ODF at is given by (1) where is the spatial direction, is the gradient direction, is the Funk-Radon transform, and is the Laplace-Beltrami operator independent of the radial direction. 1 Since is in practice real and symmetric, the modified spherical harmonics (see Appendix A) can be used to approximate the signal as , where is the SH coefficient associated with the th basis function. 2 By substituting this approximation into (1) and using the fact that spherical harmonics are eigenfunctions of the Laplace-Beltrami operator and the Funk-Radon transform (see [39] for details), the ODF can be estimated from samples of the signal by first approximating the signal vector (2) as . Here, is the SH basis matrix whose th row is of the form and is the unknown vector of SH coefficients parametrizing the signal. In [37] , the problem of estimating the vector is formulated to ensure the nonnegativity of the ODFs and to enforce spatial regularity between neighboring ODFs.
Once an estimate of is computed at voxel , assuming a tessellation of the sphere with directions , the ODF at that voxel can be represented in terms of its samples at these directions as the vector
Here, is the vector of 1s; is the SH basis matrix whose th row is of the form ; is the diagonal Laplace-Beltrami eigenvalues matrix with entries 1 The Funk-Radon transform of a function at point is defined as , where is the Dirac delta function. 2 In this work, we consider the SH basis of degree 4, and hence .
, where is the degree of the th term (for ); is the diagonal Funk-Radon transform matrix with entries , where is the Legendre polynomial of degree at 0 [37] .
B. The Riemannian Manifold of ODFs
The ODF is a PDF on and its space, , is defined as (4) The space forms a Riemannian manifold, also known as the statistical manifold. Rao [40] introduced the Riemannian structure formed by the statistical manifold whose elements are PDFs and showed that the Fisher-Rao metric determines a Riemannian metric. In addition, as shown in [41] , the Fisher-Rao metric is the unique intrinsic metric on , and hence invariant to reparametrizations of the functions . However, this metric is difficult to work with for doing optimization on . Srivastava et al. [42] showed that by using a particular reparametrization, namely the square-root representation [43] , the resulting manifold is a unit sphere in a Hilbert space with the Fisher-Rao metric being the -metric, i.e., the inner product between functions (see Appendix B). Accordingly, from this reparametrization, the space of square-root ODFs is defined as (5) As a result, the ODFs can be represented in the unit Hilbert sphere on which the Riemannian operations (e.g., exponential and logarithm maps) are computable in closed-form. The Fisher-Rao metric on has advantages over the metrics on including the Kullback-Liebler divergence (KLD) [4] and the Jensen-Shannon divergence (JSD) [44] , which do not obey the triangle inequality and may be difficult to compute for HARDI data [45] . The square-root reparametrization also offers a rigorous platform for statistical analysis of ODFs, e.g., lower dimensional representations in Fig. 1 , which provide insight into the data distribution, allowing regions that may require supervision to be identified for better separation of the clusters.
As previously mentioned in Section II-A, although the ODF is modeled as a continuous function, it is in practice represented in terms of its samples at directions as the vector as in (3 
In addition, from the differential geometry of the sphere, the exponential map is of the form (7) where is a tangent vector at and . Restricting ensures that the exponential map is bijective. Then the logarithm map of at is given by (8) These Riemannian operations are used to evolve along the geodesics in and play a key role in extending the sparse subspace clustering algorithm, which will be reviewed next, to the Riemannian manifold of ODFs. The reader is referred to [45] for other extensions such as Riemannian averaging of ODFs on for HARDI processing. For simplicity, in what follows (Section II-C2) we will refer to as "the ODF."
C. Sparse Riemannian Manifold Clustering
In this section, we describe an algorithm for segmenting HARDI data into multiple regions with distinct diffusion properties. The key idea behind our approach is that different WM regions correspond to different submanifolds of the space of ODFs, hence the segmentation problem is cast as a manifold clustering problem. The proposed algorithm is designed so that the manifold structure of the space of ODFs is respected and multiple intersecting fibers can be resolved. For the latter, local nonlinear dimensionality reduction methods [46] may not be applicable as the pairwise similarity is defined by using nearest neighbors and two neighbors may lie in different submanifolds. On the contrary, the sparse subspace clustering (SSC) algorithm, which will be reviewed next, can cluster data in multiple intersecting linear or affine subspaces.
1) Review of Sparse Subspace Clustering:
Consider the problem of modeling a set of data points with an unknown union of linear or affine subspaces. The goal of subspace clustering is to find the number of subspaces and their properties (e.g., dimension, basis, etc.), as well as the segmentation of the data according to the subspaces. Subspace clustering has found numerous applications in areas such as computer vision, image processing, and systems theory.
The approach we extend herein, i.e., the SSC algorithm [34] , uses sparsity to represent the relationship between data points with a weighted graph, allowing one to obtain partitions using the well-recognized spectral clustering schemes [47] - [49] . As noted in [50] , SSC has several advantages over existing approaches, including robustness to noise and outliers, and automatic selection of the neighbors of data points to generate local models for the data.
SSC uses sparse representations to cluster a set of data points drawn from a union of linear or affine subspaces. It relies on the fact that these data points are self-expressive. This means that the point can be written as a combination of the other points forming the dictionary (9) It is shown in [34] that when the subspaces are independent, the sparse solutions of are such that the nonzero elements of , i.e., , correspond to points that lie in the same subspace as . Moreover, the number of nonzero coefficients corresponds to the dimension of the subspace passing through . Now, since finding a sparse solution of is in general a nonconvex and intractable optimization problem due to its combinatorial nature, in [34] the sparse representation of is computed by solving (10) As before, the optimal solution is such that the nonzero entries of correspond to points in the same subspace as . This is due to the fact that one can perfectly recover the same sparse representation from the convex relaxation in (10) under certain conditions on the isometry constant of [51] , [52] . In the case where the data points lie in a union of affine subspaces, the problem in (10) is augmented with the constraint , which enforces that the point is written as an affine combination of all other points.
In practice, data points are always contaminated by noise, hence perfect reconstruction is not possible. In this case, the augmented version of (10) can be written, using the method of Lagrange multipliers, as (11) where sets the trade-off between the sparsity of the solution and the reconstruction error. Notice that (11) can also be written in terms of the elements of , , as (12) In SSC, first the sparse representations of are computed by solving (11) for , and the solutions are used to construct the matrix such that (13) where is the vector with a zero inserted at the th entry of the sparsest solution . Then the similarity matrix with entries is constructed. This matrix is treated as the adjacency matrix of a weighted graph with vertices and edges weighted by
. Given the number of subspaces, , the segmentation of the data is obtained using spectral clustering [53] , i.e., by applying k-means to the eigenvectors corresponding to the smallest eigenvalues of the symmetric normalized Laplacian , where is the identity matrix and is the degree matrix with .
2) Unsupervised Sparse Riemannian Manifold Clustering:
SSC aims to represent a point as the sparsest linear or affine combination of the other data points in such a way that the distance between and its reconstruction , i.e., , is small. Here, linear interpolation is used to compute as and only a small number of 's are nonzero. However, in the case of ODFs, one has to consider the Riemannian properties of for minimizing the geodesic distance between an ODF and its reconstruction from all other ODFs. By analogy with the Euclidean case, we use Riemannian interpolation to compute as (14) where and are the exponential and logarithm maps at as in (7) and (8) . By substituting (14) into (6), the geodesic distance between and can be written as (15) Then the problem of writing the ODF as a sparse combination of all other ODFs can be posed as (16) The problem in (16) is equivalent to applying the data representation in SSC to the tangent vectors , for . In particular, in the Euclidean case, the logarithm map is . Hence, reduces to , which implies, together with the constraint , that , i.e., can be written as an affine combination of . Thus, (16) is the direct extension of (12) from the Euclidean space to the Riemannian manifold.
The proposed sparse Riemannian manifold clustering (SRMC) framework uses sparse representations to cluster ODFs. Principally, given a set of ODFs , SRMC finds the sparse representation of , , by solving (16) using NESTA [54] , a first-order method for sparse recovery. To impose the affine constraint, we append a constant scalar to all tangent vectors and modify the problem as (17) Here, as opposed to (16), the vector-matrix notation is used for simplicity and denotes the matrix with columns (i.e., tangent vectors) . In our implementation, the value of is chosen such that the residual related to the affine constraint is comparable with the reconstruction error. By setting to 0.01, we empirically satisfy this property.
Notice that SRMC requires solving optimization problems of the form (17) in variables. Even though NESTA is a fast solver, the algorithm may be computationally expensive when the number of voxels is very large. To address this issue, whenever raised, we find the sparse representation of an ODF in a neighborhood of the voxel , denoted by . The cardinality of is critical in achieving the desired sparsity: a smaller value for decreases computation time at the expense of a possible loss of sparsity, whereas a larger value favors sparsity, but increases computation time. In our experiments, we choose to be between 400 and 1000, depending on the image size and the variability of the ODFs.
By solving the problem in (17) for all the ODFs in the image, we obtain the matrix , which is further used for constructing the similarity matrix where . The matrix is treated as the adjacency matrix of the graph where the vertices are the voxels of the "ODF image" to be segmented and the edges (with weights ) represent the connections between these voxels. Given the number of groups, , the segmentation of the data is obtained via spectral clustering. Since this algorithm is unsupervised (excluding the information about the number of groups), in what follows we will refer to it as unsupervised sparse Riemannian manifold clustering (uSRMC).
3) Weakly Supervised Sparse Riemannian Manifold Clustering:
The uSRMC algorithm might not always yield an anatomically accurate segmentation of the data due to two reasons. First, it does not explicitly enforce spatial regularity in the resulting segmentation. In other words, the similarity matrix might not contain nonzero weights between neighboring nodes (i.e., voxels) even if the ODFs at those voxels are similar. Second, uSRMC is prone to producing an undesirable outcome in cases where regions with similar (resp. different) diffusion properties belong to different (resp. same) fiber tracts. In those cases, the use of user-specified pairwise constraints between ODFs can improve the segmentation by decreasing (resp. increasing) the edge weights between the nodes that are in different (resp. same) groups. We now explain how these relationships are incorporated into the SRMC formulation.
Spatial Relationships Between ODFs: Let us consider voxel with coordinates and define its neighborhood as the set of voxels in the closed ball of radius centered at . To incorporate the relationships between neighboring ODFs, we construct the standard symmetric similarity matrix with entries if , otherwise. (18) In (18) , the first exponent is proportional to the geodesic distance between the ODFs and , and the second exponent is proportional to the Euclidean distance between the voxels and . and are positive concentration parameters to be tuned by the user. Then the similarity matrix is updated as . This matrix (with 1s in its diagonal) contains additional affinities to be modified, as described next, while enforcing the pairwise constraints.
A simple strategy to set the values of the concentration parameters is as follows. The value of can be chosen such that it is inversely proportional to the sample variance (of the geodesic distances). Similarly, the value of can be chosen based on that of , e.g.,
, where varies between 5 and 10 voxels depending on the size of the image of interest. In our implementation, we set these three parameters such that , , and . Pairwise Constraints Between ODFs: Incorporating user supervision, either in the form of pairwise constraints or "scribbles" with known class labels, can benefit traditional unsupervised clustering algorithms especially when analyzing real datasets. Such a prior information may arise from "knowledge of experts" or perceived (dis)similarity within the data at hand [55] . Here, we consider the following types of user-specified pairwise constraints: must-link constraints, which specify that the entities in a pair should be assigned to the same cluster; and cannot-link constraints, which specify that the entities in a pair should be assigned to different clusters.
Consider the graph with vertices representing the voxels of the image to be segmented and edges connecting each voxel to the others. Now let and denote the sets of must-link and cannot-link constraints, respectively, such that if the ODF at voxel , , must be linked to and cannot be linked to , then and . In our case, indicates pairs of ODFs that might be dissimilar to each other but located in the same fiber tract or region, whereas indicates pairs of ODFs that might be similar to each other but located in different fiber tracts or regions. The easiest solution to include such constraints is to replace the entries of the similarity matrix with 1 if or with 0 if . However, the effect of these constraints will be very limited because only a handful of affinities are modified and the rest remains unchanged.
In this work, we employ an affinity propagation strategy proposed in [55] to propagate the effect of the pairwise constraints to the remaining entries of . This approach considers the recently modified matrix incorporating the spatial relationships as the covariance matrix of an arbitrary zero mean Gaussian process with state space , i.e.,
, and treats the pairwise constraints as observations . In particular, if must be linked to and cannot be linked to , then it is assumed that and , where and are parameters to be tuned. 3 where and are, respectively, the number of ODFs to which must or cannot be linked. In our implementation, we keep the parameters and in (19) , which encode the strength of the pairwise constraints, at their default values given in [55] , i.e.,
. After constructing the matrix , the similarity matrix is updated as . Yet, this new matrix may contain negative entries, which are then set to 0, as done in [55] , without severely reducing the effect of the cannot-link constraints in practice. The reader is referred to [55] for the derivation of and further details about this affinity propagation strategy. Finally, the segmentation of the data is obtained by applying spectral clustering to the new similarity matrix .
Since user supervision in the form of pairwise constraints does not give explicit information about the number (or labels) of the groups, it is considered as a "weak" supervision. Thus, in what follows we will refer to this algorithm as weakly supervised sparse Riemannian manifold clustering (wsSRMC).
Empirical evidence suggests that under moderately noisy conditions, wsSRMC produces the same (or very similar) segmentation(s) if there is a slight change in the number, type, or placement of the pairwise constraints. Yet, there is no guarantee that two different must-link constraints that enforce the merging of two regions produce the same segmentation. Nevertheless, although it might at first seem tedious to find the pairwise constraints, a multitude of such constraints can be easily placed, for instance in the form of scribbles indicating multiple pixels per region, and by considering the combination of pairs within the same region (resp. between two anatomically different regions) as must-link (resp. cannot-link) constraints. This strategy can help the user find effective constraints, which are more likely to result in a segmentation that remains intact in the absence of a few constraints.
III. RESULTS
The performance of the SRMC framework is first evaluated through experiments on synthetic ODF images. The purpose of these experiments is to measure the sensitivity of the method to image noise and to the concentration parameters when analyzing complex fiber configurations. More specifically, we first compare the performance of the uSRMC algorithm with hyperspherical k-means (kMeans), normalized cuts (NCut) [47] , and locally linear manifold clustering (LLMC) [46] . 4 We subsequently show a few cases when uSRMC fails to produce the ground truth segmentation and how wsSRMC overcomes the limitations of uSRMC. Following the sensitivity analysis of wsSRMC to parameter tuning, we test our framework on the segmentation of simulated fibers in the DMRI data of a phantom. In particular, we focus on a number of regions of interest (ROIs) that contain crossing, kissing, branching, and bending fibers, and repeat the comparative study between the aforementioned methods. In the final evaluation of SRMC, we perform 2-D and 3-D segmentation of different WM fiber 4 For NCut, we construct the matrix such that its entries are , where we pick that yields the best performance. For LLMC, we employ the framework in [46] and use 10 nearest neighbors of each ODF to find the embedding.
tracts, such as the corpus callosum, cingulum, corona radiata, costicospinal tract, and superior/inferior longitudinal fasciculi in a human brain HARDI dataset.
A. Experiments on Synthetic Data 1) Experimental Details:
We generate a synthetic dataset comprising diffusion weighted images of 100 fiber configurations. Each configuration has two randomly generated fibers that intersect. The centerline of each fiber is formed by fitting cubic splines through at most three randomly selected points in a 30 30 lattice. As a result, we obtain configurations at different levels of complexity, which include crossing linear or curved fibers, as well as kissing fibers. More precisely, there are 34 configurations with crossing linear fibers and 66 configurations with crossing and kissing fibers for which at least one fiber in each configuration is curved. Each configuration has four regions to be segmented: background, fiber 1, fiber 2, and intersection of these two fibers.
We use the multi-tensor model in [23] , where the HARDI signal at gradient directions, with and , are simulated to represent an isotropic background and ODFs of 1 or 2 fibers. The principal diffusion directions for the tensors in an anisotropic region are assigned according to the shape of a fiber centerline. Noisy signals are generated by adding complex Gaussian noise with zero mean and standard deviation , where is the signal-to-noise ratio (SNR). The ODFs are reconstructed using the method in Section II-A with directions (computed from a second order icosahedral tessellation of a sphere). Fig. 2(a) and (b) shows four fiber configurations from the dataset and their ODFs reconstructed from the signals at . Having set the number of clusters to four, we obtain the segmentation using the aforementioned methods. Since the ground truth segmentation is available, the accuracy in segmentation is measured using the Dice's coefficient [56] defined as (20) where and are the true and estimated set of voxels for the th cluster, and denotes the cardinality of the set . The larger the value of , the better the accuracy in the segmentation. In particular, when there is a perfect match between the ground truth and segmented regions, whereas when there is no overlap between these regions. We also provide a comparison between the square-root ODF vector and the feature vector proposed in [57] , i.e., the SH coefficient vector of the square-root ODF. This vector, denoted by , is computed as , where is the Moore-Penrose pseudoinverse of the SH basis matrix in (3) and lives in a lower dimensional space than .
2) Results: Table I presents the performance of four segmentation methods (kMeans, NCut, LLMC, and uSRMC) in terms of the average of the Dice's coefficients over 100 configurations at different levels of SNR. We observe that LLMC does worse than the other methods that are highly successful in separating the backgrounds, i.e., regions with isotropic diffusion, from the fibers. The kMeans and NCut algorithms achieve comparable accuracies in segmentation and outperform LLMC in all the regions except the intersections, i.e., regions with more complex anisotropic diffusion. LLMC has the highest sensitivity to noise among these methods: when the SNR decreases from 40 to 10 dB, the drop in accuracy is around 0.11 for the backgrounds and fibers 1 and 2, and the drop is around 0.25 for the fiber intersections. We believe that this poor performance is due to the fact that LLMC uses nearest neighbors to approximate the local structure of a submanifold and two neighbors may lie in different submanifolds, damaging the segmentation. Our uSRMC method yields the highest accuracy with at all levels of the SNR and for all the regions except the intersections. Yet, the performance gain is significantly high especially in the case of finding the intersections. In particular, uSRMC achieves accuracies of 1.00, 0.89, 0.86, and 0.66 for the four regions when . This is promising because this level of SNR is in the range of image noise often observed in real DMRI data, and the final segmentation given by uSRMC does not enforce spatial regularization. We also observe that the choice of the feature vector does not greatly change the performance. Fig. 2(c) shows, for the selected fiber configurations, the segmentation given by uSRMC (with as the feature vector) at different SNRs. In all four cases, we observe that the segmentation perfectly overlaps with the ground truth. These results, together with the quantitative ones, demonstrate that if the configuration of interest has linear or slightly bending fibers for which the ODFs do not change drastically in shape and orientation, uSRMC is successful in segmenting such ODF images.
Despite the promising results above, uSRMC fails to reproduce a segmentation (of the intersections) similar to the ground truth for 57 configurations (out of 100), especially at low levels of SNR. All of these 57 configurations have at least one curved fiber, in which the ODFs are oriented very differently. Hence, these configurations are ideal examples to check whether user supervision will provide a noticeable improvement in the segmentation. Table II presents the performance of the unsupervised and weakly supervised SRMC methods in terms of the average of the Dice's coefficients over these 57 configurations at different SNRs. 5 Our main observation is that while both methods achieve comparable accuracy in segmenting the background, wsSRMC greatly outperforms uSRMC in segmenting the two fibers (with a difference in accuracy of around 0.15), as well as their intersections (with a difference of around 0.25) at all levels of SNR. We also see that for few cases at , wsSRMC oversegments the background (uSRMC outperforms wsSRMC by 0.05) and fails to identify the intersections as separate clusters. However, this can be prevented by providing additional pairwise constraints in the background. Regarding the feature vectors, we find that the performance achieved by using and are similar. Therefore, in the remaining experiments, we select as the only feature vector to perform segmentation.
For the sake of completeness, we also measure the sensitivity of wsSRMC to the values of the parameters and (herein set to the value of ) in (18) . Table III presents the performance of wsSRMC in terms of the average of the Dice's coefficients over the aforementioned 57 configurations when and . We observe that the accuracy in segmentation increases as increases and that the highest Dice's coefficients are achieved when . In particular, when , for the background as well as for the two fibers irrespective of the values of and , whereas the segmentation slightly degrades for the fiber intersection when at . However, at , the segmentation of the intersection as well as of the background is sensitive to the parameters. For a few configurations, especially when , we observe that a portion of the background is found as a separate cluster, causing the intersection to be identified as part of one of the two fibers. On one hand, this indicates that the size of the neighborhood must be large enough to incorporate an adequate amount of spatial relationships for the following update step, i.e., affinity propagation guided by the pairwise constraints. On the other hand, since the number of pixels in an intersection is often very small, even an error of one pixel can drastically reduce the Dice's coefficient. Fig. 3 . In panels (a)-(d) from left to right: a synthetic configuration with two intersecting fibers; the reconstructed ODFs; segmentation of the data into four clusters (background in white) using uSRMC; pairwise constraints imposed in wsSRMC (must-links in green and cannot-links in red, superimposed on the ground truth segmentation); and segmentation given by wsSRMC. Fig. 3 shows four fiber configurations along with their ODFs, and the segmentation given by uSRMC and wsSRMC. We observe that in all four cases, wsSRMC produces a segmentation that is very similar to the ground truth segmentation. These quantitative and qualitative results demonstrate the validity of our supervision strategy to improve the segmentation. By placing a small number of seed points on the image of interest and propagating the affinities described by the sparse representations, we successfully segment ODF images of complex fiber configurations.
B. Experiments on Phantom Data 1) Experimental Details:
We conduct a second set of experiments on the Neurospin MR phantom dataset provided for the MICCAI 2009 Fiber Cup [58] . Technical details about the construction of the phantom can be found in [59] . The Neurospin phantom contains crossing, kissing, branching, and bending fibers, and it is considered to be a challenging data because of the unusually low anisotropy values observed in single fiber voxels. Diffusion weighted MR images of the phantom are acquired using the following imaging parameters. The image matrix is of size with isotropic spatial resolution of 3 mm. Two repetitions of 65 images are acquired, one image with no diffusion sensitization and diffusion weighted images at , . Fig. 4 (a) shows the ground truth fibers in the Neurospin phantom along with four ROIs selected for segmentation.
2) Results: Fig. 4(b) shows the ODFs (reconstructed at ) in ROI 1, where two linear fibers cross. The correct segmentation of this image should contain four clusters similar to the ones for the synthetic configurations in Section III-A. Fig. 5(a)-(d) shows the segmentation results where different clusters are represented with distinct grayscale values. We observe that kMeans does not identify the region of intersection as a separate cluster [see Fig. 5(a) ]. NCut only segments one of the fibers and does not find the intersection [see Fig. 5(b) ]. More precisely, NCut divides the ODF image into two large clusters and the remaining clusters are relatively small. LLMC identifies the intersection but fails to fully segment one of the fibers [see Fig. 5(c) ]. The segmentation given by uSRMC [see Fig. 5(d) ] is the one that is the most similar to the anticipated ground truth. More specifically, the region of intersection is identified as a separate cluster and the boundaries of the fibers are well delineated. There exist a handful of ODFs in the background (resp. fibrous regions), which look similar to ODFs in the fibrous regions (resp. background). In the absence of supervision, uSRMC fails to assign these ODFs to the correct clusters. Nevertheless, the ODFs in the background do not represent the same diffusion profile as ideally anticipated, which makes differentiating between these ODFs difficult. Fig. 4(c) shows the ODFs in ROI 2, where a fiber divides into three linear branches. Thus, one expects to see four clusters, one for the background and three for the branches, in the segmentation [ Fig. 5(e)-(h) ]. We observe that kMeans merges two different branches into a single cluster [see Fig. 5(e) ]. NCut finds two of the three branches but it divides the image into two large clusters [see Fig. 5(f) ], similar to the previous example. LLMC is successful at identifying all three branches but a large portion of the middle branch is found to be part of the background [see Fig. 5(g) ]. Compared to these three methods, uSRMC provides the best segmentation and successfully identifies the boundaries between the fibers and the background [see Fig. 5(h) ]. In the resulting segmentation, we can see three distinct branches, but there are also a number of incorrectly clustered ODFs in regions close to the boundaries. High similarity between these ODFs causes uSRMC to fail.
Our overall observation from the analysis of ROIs 1 and 2 is that uSRMC is capable of clustering the ODFs with similar diffusion properties and separating distinct linear fibers. More importantly, there is usually no need to provide the additional user supervision if the configuration of interest has linear fibers that are nonparallel to each other. This is due to the fact that the within-fiber variance of ODFs is often much smaller than the between-fiber variance, making segmentation simpler. Fig. 4(d) shows the ODFs in ROI 3, where there are one curved (U-shaped) fiber and one linear fiber. Thus, the correct number of clusters is three. Fig. 6(a)-(d) shows the segmentation results given by kMeans, NCut, LLMC, and uSRMC, respectively. 6 We observe that kMeans and NCut produce similar segmentation results and so do LLMC and uSRMC. To be specific, kMeans and NCut identify the curved fiber and the background as one cluster, whereas LLMC and uSRMC provide a better segmentation by separating the background from the fibers. A common observation for all these four methods is that a large portion of the U-shaped fiber is grouped with the linear fiber. When we use the pairwise constraints shown in Fig. 7 (a) and apply wsSRMC with clusters, we find that the segmentation greatly improves compared to the one given by uSRMC [see Fig. 7(b) ].
Finally, we consider ROI 4 shown in Fig. 4(e) , where there are two crossing linear fibers and a curved fiber that "kisses" one of these linear fibers. Thus, the correct number of clusters is five. Fig. 6(e)-(h) shows the segmentation given by kMeans, NCut, LLMC, and uSRMC, respectively. We observe that kMeans and NCut yield comparable results: a large portion of the background is clustered with one of the linear fibers and the intersection is not identified as a separate cluster. LLMC produces an improved segmentation but identifies a portion of one of the linear fibers as part of the background. Although uSRMC provides the best segmentation compared to other three methods, all these unsupervised methods erroneously cluster the curved fiber with one of the linear fibers. In particular, if the number of clusters is increased from four to five for uSRMC, instead of identifying the curved fiber as a separate cluster, uSRMC divides the linear fiber that is oriented horizontally into two parts. When we apply wsSRMC using the pairwise constraints shown in Fig. 7(c) , these problematic areas are successfully separated and the segmentation becomes smoother [see Fig. 7(d) ] than the one given by uSRMC. Thus, wsSRMC is capable of differentiating between distinct fibers with similar diffusion properties.
C. Experiments on Real Data 1) Experimental Details:
We test the SRMC framework in the segmentation of important WM fiber tracts in selected subjects of a human brain HARDI dataset [44] . For each subject, 105 images are acquired, 11 with no diffusion weighting and 94 with a diffusion weighting at , , by using a 128 128 acquisition matrix (1.8 mm in-plane resolution) and 55 axial slices (2 mm thick). Prior to ODF reconstruction (with directions), the diffusion weighted images of each subject are nonlinearly registered to a group-averaged template as described in [60] . In this experiment, we consider five ROIs, each containing a number of distinct fiber tracts.
The first two ROIs are 2-D axial regions from two different subjects, each containing parts of the corpus callosum (CC), cingulum (CG), superior portion of corona radiata (CR), and superior longitudinal fasciculus (SLF). Fig. 8(a) and (b) shows the ODFs (superimposed on the corresponding generalized fractional anisotropy (GFA) [21] image) in these regions. One can see from these figures that the majority of the ODFs in the CR represent diffusion perpendicular to the axial plane, whereas the ODFs in the other tracts represent diffusion along either the left-right lateral axis and/or the anteroposterior axis, i.e., on the axial plane. In addition to this difference in diffusion between distinct fiber tracts, there exists some degree of variability within each tract. For instance, as we go along the anteroposterior axis, the ODFs in the posterior portion of the CC, known as the splenium, are oriented differently than those in its anterior portion, the genu. In fact, there is a smooth transition in the PDDs of the ODFs in the splenium, the body of the CC, and the genu. A similar transition is also observed for the ODFs in the CR and SLF.
The third ROI is a 2-D coronal region containing parts of the corticospinal tract (CST), CG and CC, as well as of the superior and inferior longitudinal fasciculi, SLF and ILF. Fig. 8(d) shows the ODFs superimposed on the GFA image of this ROI. While the CST and CC run along the inferosuperior and left-right lateral directions, respectively, the SLF and ILF run perpendicular to the image plane, along the anteroposterior direction. In addition, the SLF, ILF, and CC have several projections, meaning that there is some degree of variability among the ODFs of these fiber tracts. But more importantly, this ROI contains a number of voxels with two-and three-fiber ODFs showing the intersection between the CC, CST, and SLF.
The last two ROIs are 3-D volumes of interest from two different subjects, containing parts of the CC and CG around the mid-sagittal axis. Specifically, Fig. 12(a) and (c) shows the ODFs of three sagittal slices (per ROI) superimposed on their GFA images. These slices are selected by traversing from left to right along the lateral axis. More precisely, the first and third slices contain regions from both the CG and CC, whereas the second slice only shows the CC. Notice that the majority of the ODFs in the CC represent diffusion along the left-right lateral axis, i.e., perpendicular to the sagittal plane, whereas those in the CG represent diffusion along the anteroposterior axis, i.e., on the sagittal plane.
2) Results: We first apply the unsupervised methods (kMeans, NCut, LLMC, and uSRMC) to the ODFs in the axial ROIs shown in Fig. 8(a) and (b) . Figs. 9 and 10 shows the resulting segmentation where distinct colors correspond to different clusters. We observe that for both ROIs, kMeans gives a reasonable output in which all four fiber tracts are identified to some extend. Yet, in the case of clusters, the anterior portion of the CR is found to be part of the background [see Fig. 9(a) ]. If the number of clusters is increased to , then this anterior portion is identified as a separate cluster, i.e., neither part of the CR nor part of the background, and the SLF is oversegmented [see Fig. 9(b) and Fig. 10(a) ]. Similar to the results for the phantom data, NCut divides the ODF images into three large clusters, and hence the overall segmentation is erroneous [see Fig. 9 (c) and Fig. 10(b) ]. In particular, the segmentation given by NCut appears to ignore the directional information in the ODFs and concentrate on the underlying anisotropy. In other words, the separation of the entire WM region from the background is found highly accurate, but the separation within WM is problematic. In the case of LLMC, we observe that the ODF images must be oversegmented to fully delineate the entire WM region, i.e., LLMC fails to produce a meaningful segmentation when . This results in dividing each fiber tract into smaller clusters and missing the anterior portion of the SLF for the second axial ROI [see Fig. 9(d) and Fig. 10(c) ]. In the case of uSRMC, the segmentation of the first axial ROI is fairly accurate and similar to the anticipated ground truth [see Fig. 9(e) ]. However, for the second axial ROI, full delineation of the WM region is achieved only when . In this setting, uSRMC identifies the posterior and anterior portions of the CR and SLF, as well as the splenium, body, and genu of the CC as separate clusters [see Fig. 10(d) ]. To segment these tracts as a whole, we apply wsSRMC with the must-link constraints in Fig. 8(c) . 7 The segmentation in Fig. 10(e) shows that wsSRMC can successfully merge different portions of the same tract into a single cluster.
We subsequently apply the unsupervised segmentation methods to the coronal ROI with ODFs shown in Fig. 8(d) . In this experiment, we consider clustering the ODFs into different number of groups, i.e., taking between 5 and 8, and visualize the segmentation (see Fig. 11 ) if there is a substantial difference between the results. First, we observe that, in the case of kMeans, some of the projections of the ILF and SLF are found as distinct clusters; the CST is divided into two groups; and the ODFs in the intersection of the CST, SLF, and CC are assigned to either the SLF or the CST, but not to a separate "intersection" cluster even if is increased from 7 to 8 [see Fig. 11(a) and (b) ]. Second, the segmentation given by NCut contains two large clusters (plus the background) delineating the entire WM region, but not the individual fiber tracts [see Fig. 11(c) ]. Third, in the case of LLMC, we again see that the input image must be oversegmented to fully delineate the entire WM region. Large portions of the background are identified as parts of different fiber tracts; the CC, SLF, and ILF are divided into multiple smaller clusters; and the aforementioned fiber intersection is not identified [see Fig. 11(d) ]. Finally, the proposed uSRMC method highly preserves the integrity of the ILF, SLF, CST, and CG, as well as the background [see Fig. 11 (e)-(h)]. More importantly, as opposed to the other methods, uSRMC successfully identifies the intersection between the CST, SLF, and CC as a separate cluster when [see Fig. 11 (g) and (h)]. Yet, we also observe that clustering the ODFs via uSRMC into eight groups causes the inferior portion of the CST (and projections in the SLF and ILF) to be separated from the main fiber tracts [see Fig. 11(h) ].
Last but not least, to evaluate the performance of the SRMC framework on a 3-D ROI, we first apply uSRMC to the ODF images of the regions in Fig. 12(a) and (c) to obtain an initial segmentation. The grayscale images shown on the top portion of Fig. 12(b) and (d) are the segmentation of the ODFs in these three slices. We observe that the posterior and anterior portions of the CC and CG are identified as separate clusters. Then we aim to correct the segmentation given by uSRMC by enforcing the pairwise constraints shown in the top portions of Fig. 12(b) and (d) . The bottom portions of these figures display the 3-D segmentation of the CC and CG given by wsSRMC. These results show that the splenium, body, and genu of the CC are identified as one cluster. Similarly, the anterior and posterior portions of the CG are identified as a single cluster, which accurately delineates the CG in both hemispheres.
D. Discussions
Having outlined the results, let us proceed with a summary of the advantages and limitations of our method. SRMC uses the full information conveyed by the ODF for multi-class segmentation of HARDI data. This framework can differentiate between crossing or kissing fiber configurations, a capability that the existing methods do not possess. Our experiments show that the SRMC framework achieved the highest accuracy in segmentation compared to kMeans, NCut, and LLMC, especially when coupled with user supervision. Specifically, uSRMC is successful in segmenting ODF images containing linear or slightly bending fibers (for which the ODFs do not change drastically in shape and orientation), yet it is prone to differentiating between distinct fibers with similar diffusion properties. wsSRMC alleviates this problem by making use of a few seed points on the image and propagating the affinities according to the constraints described by these points.
A limitation of the SRMC framework is the computational complexity (whether or not there is supervision) and a number of solutions to decrease run time will be outlined in Section IV. Another limitation is that the framework may require some effort from the user for parameter selection, especially for the weakly supervised SRMC. One last observation is that, in some cases [e.g., Fig. 7(a) and (b) ], the cannot-link constraints may be overridden by the must-link constraints, i.e., the latter are found to be more significant in guiding the propagation of the affinities toward the anticipated outcome.
IV. CONCLUSION
We have presented a clustering method that uses sparse representations to segment HARDI data described by ODFs into multiple clusters. This framework exploits the Riemannian properties of the space of ODFs to reformulate the problem of computing sparse representations for ODFs. The sparse representations are used for constructing a similarity matrix to which we apply spectral clustering for image segmentation. To resolve cases in which regions with similar (resp. distinct) diffusion properties belong to different (resp. same) fiber tracts, we modify the similarity matrix to include information about spatial relationships, as well as user-specified pairwise constraints. We have evaluated our method on synthetic, phantom, and real data, and demonstrated the benefits of using supervision, a desirable feature for clinicians to incorporate their expertise in neuroanatomy into segmentation.
Our primary goal for clinical research is to improve the quality of WM atlases by restricting tractography to be within the boundaries of the segmented regions. In the interim, from a technical perspective, future work will initially focus on increasing the speed of SRMC without a severe reduction in segmentation accuracy. In particular, we will investigate the following.
1) The use of the Nyström method [61] or fast normalized cut [62] for spectral clustering to handle cases with very large numbers of ODFs.
2) The use of iterative shrinkage-thresholding algorithms [63] or augmented Lagrangian methods [64] - [66] to compute sparse representations.
3) The idea of decreasing the number of ODFs to be clustered by oversegmenting the image (e.g., using k-means) and considering each cluster as a "super-voxel" in which the mean ODF will describe diffusion. Possible directions for future research also include developing new formulations that penalize the number of labels [67] , and/or identify clusters with multiple labels [68] . This will result in a segmentation where a region with partial volume effects (e.g., a fiber intersection) is identified with the labels of the fibers forming the intersection. Such information may be beneficial for identifying which WM fiber tracts (and hence how structural connectivity) would be affected by impairment in the complex regions of WM.
APPENDIX A A MODIFIED SPHERICAL HARMONIC BASIS
The standard spherical harmonic (SH) of degree and order is defined as (21) where is the associated Legendre polynomial and obeys physics convention, i.e., , [39] . In [23] , a modified real and symmetric SH basis is defined to represent real-valued functions with antipodal symmetry, e.g., the HARDI signal. This new basis of degree contains elements of the form if , if , if (22) where (23) for and . In (22) , and represent the real and imaginary parts of , respectively. In this work, we consider the SH basis of degree . For the sake of completeness, note also that given the index one can compute the pair as (24) where the sequence is of the form (25) The (23)- (25) explain the one-to-one relation between and .
APPENDIX B
A RIEMANNIAN METRIC ON Rao [40] showed that the Fisher-Rao metric (26) with being tangent functions to the statistical manifold at , determines a Riemannian metric. Yet, this metric was found difficult to do optimization on . Srivastava et al. [42] used the square-root reparameterization in (5)-and the fact that Riemannian metrics are determined up to a constant scaling factor-to rewrite (26) as the -metric (27) where are tangent functions to the space at . As a result, optimization on is simpler because the Riemannian operations are computable in closed-form.
