The pseudo-marginal algorithm is a variant of the Metropolis-Hastings algorithm which samples asymptotically from a probability distribution when it is only possible to estimate unbiasedly an unnormalized version of its density. Practically, one has to trade-off the computational resources used to obtain this estimator against the asymptotic variances of the ergodic averages obtained by the pseudo-marginal algorithm. Recent works optimizing this trade-off rely on some strong assumptions which can cast doubts over their practical relevance. In particular, they all assume that the distribution of the additive error in the log-likelihood estimator is independent of the parameter value at which it is evaluated. Under weak regularity conditions we show here that, as the number of data points tends to infinity, a space-rescaled version of the pseudo-marginal chain converges weakly towards another pseudo-marginal chain for which this assumption indeed holds. A study of this limiting chain allows us to provide parameter dimension-dependent guidelines on how to optimally scale a normal random walk proposal and the number of Monte Carlo samples for the pseudo-marginal method in the large sample regime. This complements and validates currently available results.
Introduction
The pseudo-marginal Metropolis-Hastings algorithm is a variant of the popular MetropolisHastings algorithm where an unnormalized version of the target density is replaced by a non-negative unbiased estimate. The algorithm first appeared in the physics literature (Lin et al. 2000) and has become very popular in Bayesian statistics as many intractable likelihood functions can be estimated unbiasedly using importance sampling or particle filters (Andrieu et al. 2010; Andrieu and Roberts 2009; Beaumont 2003) .
Replacing the true likelihood in the Metropolis-Hastings algorithm with an estimate results in a trade-off: the asymptotic variance of an ergodic average of a pseudo-marginal chain typically decreases as the number of samples, N , used to obtain the likelihood estimator increases, as established by Andrieu and Vihola (2016) for importance sampling estimators; however, this comes at the cost of a higher computational burden. An important task in practice is thus to choose N such that the computational resources required to obtain a given asymptotic variance are minimized. This problem has already been investigated by Pitt et al. (2012) , Doucet et al. (2015) and where guidelines have been obtained under various assumptions either on the proposal Pitt et al. 2012) or on the proposal and target distribution . Additionally, all these contributions make the assumption that the distribution of the additive noise introduced by the log-likelihood estimator is a Gaussian of variance inversely proportional to N , its mean and variance being independent of the parameter value at which it is evaluated. A similar assumption has also been used by Nemeth et al. (2016) for the analysis of a related algorithm. This assumption can cast doubts over the practical relevance of the guidelines provided in these contributions. The normal noise assumption was motivated in Pitt et al. (2012) , Doucet et al. (2015) and by the fact that the error in the log-likelihood estimator for state-space models computed using a particle filter is asymptotically normal of variance proportional to γ as T → ∞ with N = T /γ (Bérard et al. 2014 ) while the constant variance assumption over the parameter space was motivated in Pitt et al. (2012) and Doucet et al. (2015) by the fact that the posterior typically concentrates as T increases. However, no formal argument justifying why the pseudo-marginal chain would behave as a Markov chain for which these assumptions hold has been provided.
We carry out here an original weak convergence analysis of the pseudo-marginal algorithm in a Bayesian setting which not only justifies rigorously these assumptions but also allows us to obtain novel guidelines on how to optimally tune this algorithm as a function of the parameter dimension d. Weak convergence techniques have become very popular in the Markov chain Monte Carlo literature since their introduction in the seminal paper of Roberts et al. (1997) . To the recent exception of , all these analyses have been performed in the asymptotic regime where the parameter dimension d → ∞. Results of this type typically require to make strong structural assumptions on the target distribution such as having d independent and identically distributed components as in . We analyse here the pseudo-marginal scheme in the large sample asymptotic regime where the number of data points T goes to infinity while d is fixed. When the posterior distribution concentrates towards a normal, we show that a space-rescaled version of the pseudo-marginal chain converges to a pseudo-marginal chain targeting a normal distribution for which the additive error, or noise, in the log-likelihood estimator is indeed also normal of constant mean and variance. For normal random walk proposals, we provide numerical results to optimally scale the proposal and the noise variance to optimize the performance of this limiting Markov chain as a function of d. These results complement and validate the results obtained in previous contributions, bridging the gap between the guidelines proposed in Doucet et al. (2015) and . All proofs can be found in the appendix.
The Pseudo-Marginal Algorithm

Background
Consider a Bayesian model on the Borel space {Θ, B (Θ)} where Θ ⊆ R d . The parameter θ ∈ Θ follows a prior distribution p(dθ) while θ → p(y | θ) denotes the likelihood function, where y = (y 1 , . . . , y T ) denotes the vector of observations. When the likelihood arises from a complex latent variable model an analytic expression of p(y | θ) might not be available. Hence, the standard Metropolis-Hastings algorithm cannot be used to sample the posterior distribution p(dθ | y) ∝ p(dθ) p(y | θ) as the likelihood ratio p(y | θ )/p(y | θ) appearing in the Metropolis-Hastings acceptance probability when at parameter θ and proposing θ cannot be computed.
Assume we have access to an unbiased positive estimatorp(y | θ, U ) of the intractable likelihood p(y | θ), where U ∼ m θ represents the auxiliary variables on {U, B (U)} used to compute this estimator. We introduce the following probability measure on {Θ × U, B (Θ) × B (U)} π(dθ, du) = p(dθ | y)p (y | θ, u) p(y | θ) m θ (du) , which satisfies π(dθ) = p(dθ | y). The pseudo-marginal algorithm is a Metropolis-Hastings scheme targeting π(dθ, du), hence marginally p(dθ | y), using a proposal distribution Q (θ, u; dθ , du ) = q(θ, dθ )m θ (du ). This yields the acceptance probability α(θ, u; θ , u ) = min 1, r(θ, θ )p (y | θ , u )/p(y | θ ) p(y | θ, u)/p(y | θ) , where r(θ, θ ) = π(dθ ) π(dθ) q(θ , dθ) q(θ, dθ ) .
As in previous contributions (Andrieu and Roberts 2009; Andrieu and Vihola 2015; Doucet et al. 2015; Pitt et al. 2012; , we analyse the pseudo-marginal algorithm using additive noise in the log-likelihood estimator, writing Z(θ) = logp(y | θ, U ) − log p(y | θ). This parametrization allows us to write the target distribution as a measure on {Θ × R, B (Θ) × B (R)} with
where Z(θ) ∼ g (· | θ) when U ∼ m θ and the pseudo-marginal kernel is P θ, z; dθ , dz = q(θ, dθ )g(dz | θ )α θ, z; θ , z + ρ(θ, z)δ (θ,z) (dθ , dz ), with acceptance probability α θ, z; θ , z = min 1, r(θ, θ )exp z − z , and corresponding rejection probability ρ(θ, z).
Literature Review
We briefly review here recent research motivating this work. To this end, we first need to introduce some additional notation. Let µ be a probability measure on {R n , B(R n )} and Π : R n × B(R n ) → [0, 1] a Markov transition kernel. For any measurable function f and measurable set A, we write µ(f ) = f (x)µ(dx), µ(A) = µ {I A (·)} and Πf (x) = Π (x, dy) f (y). We consider the Hilbert space L 2 (µ) with inner product f,
and var(f, Π) = var µ (f ) τ (f, Π) whenever the integrated autocorrelation time, τ (f, Π), defined by
is finite. We denote by ϕ(x; m, Λ) the normal density of argument x, mean m and covariance Λ.
In order to obtain guidelines to balance computational cost and accuracy of the likelihood estimator Pitt et al. (2012) , Doucet et al. (2015) and make the simplifying assumption that g (dz | θ) = ϕ(dz; −σ 2 /2, σ 2 ), that σ 2 ∝ 1/N , and focus on functions f ∈ L 2 (π) such that f (θ, z) = f (θ, z ) for any z, z . Under these simplifying assumptions, it was first proposed by Pitt et al. (2012) to minimize
with respect to σ where
ρ σ (θ, z) being the corresponding rejection probability. The criterion (1) arises from the fact that the computational time required to evaluate the likelihood is typically proportional to N . Under the additional assumption that q(θ, dθ ) = π(dθ ), the minimizer of ct(f, P σ ) is σ = 0.92 (Pitt et al. 2012) . For more general proposal distributions Doucet et al. (2015) minimize upper bounds on ct(f, P σ ). This results in guidelines stating that one should select indeed σ around 1.0 when the Metropolis-Hastings algorithm using the exact likelihood would provide an estimator having a small integrated autocorrelation time and around 1.7 when this integrated autocorrelation time is very large .
In practical scenarios, the integrated autocorrelation time of the Metropolis-Hastings algorithm using the exact likelihood is unknown as the algorithm cannot be implemented and the results in Doucet et al. (2015) suggest to select σ around 1.2 as a robust default choice. A slightly different approach is taken by . In addition to similar noise assumptions, it is assumed that the posterior factorizes into d independent and identically distributed components and that one uses an isotropic normal random walk proposal of jump size proportional to . In this context, one maximizes with respect to (σ, ) the expected squared jump distance associated to the pseudo-marginal sequence of the first parameter component (ϑ 1,k ) k 0 at stationarity divided by the noise variance as d → ∞. In this asymptotic regime, a time-rescaled version of (ϑ 1,k ) k 0 converges weakly to a diffusion process and the adequately rescaled expected squared jumping distance converges to the squared diffusion coefficient of this process. In this context, however, maximizing the diffusion coefficient (which also appears in the drift) speeds up the diffusion, decreasing the variance of any Monte Carlo estimate (see, e.g. Roberts and Rosenthal 2014) . Thus, maximizing the scaled expected squared jump distance is asymptotically equivalent to minimizing ct(f, P σ ) irrespective of f and its maximizing arguments are σ = 1.8 and = 2.56 , Corollary 1).
In practice, the standard deviation of the log-likelihood estimator varies over the parameter space and one selects N such that this standard deviation is approximately equal to the desired σ for a parameter value around the mode of the posterior density obtained through a preliminary run.
3 Large Sample Asymptotics of the Pseudo-Marginal Algorithm
Notation and Assumptions
Our analysis of the pseudo-marginal algorithm relies on the assumption that the posterior concentrates (Assumption 1), which is most commonly formulated using convergence in probability with respect to the data distribution, denoted P Y . For our result to hold under this weak assumption we take into account the randomness induced by the data, resulting in a random Markov chain. This induces some technical difficulties dealing with weak convergence of random probability measures. To make this more precise we introduce the following notation.
The observations (Y t ) t 1 are regarded as random variables defined on a probability space Y N , B(Y) N , P Y , where B(Y) N denotes the Borel σ-algebra and we write Ω = Y N for brevity. For T 1 we can define the random variables Y 1:T = (Y 1 , . . . , Y T ) as the coordinate projections to Y T . Then, given ω = (y t ) t 1 ∈ Ω, π ω T (dθ) = p(dθ | y 1:T ) denotes a regular version of the target posterior distribution and, for any θ ∈ Θ, g ω T (dz | θ) the distribution of the error in the log-likelihood estimator for observations y 1:T . The measures π ω T and g ω T can be interpreted as random measures. Relevant results for random measures are briefly discussed in Section 4 and in more detail in the appendix. In the following we will use a superscript ω to highlight that a certain quantity depends on the data. All probability densities considered hereafter are with respect to the Lebesgue measure and we use the same symbols for distributions and densities, e.g., µ (dθ) = µ (θ) dθ.
In this context, the target distribution of the pseudo-marginal algorithm is
and its transition kernel is
and ρ ω T (θ, z) is the corresponding rejection probability. Our first assumption is that the posterior distributions concentrate towards a normal. We denote by Y T the σ-algebra spanned by Y 1:T . 
both convergence being in P Y -probability.
In particular, Assumption 1 is satisfied if a Bernstein-von Mises theorem holds; see, e.g., Van der Vaart (2000, Theorem 10 .1) for the classical version or Kleijn and Van der Vaart (2012) for the misspecified case. Under this assumption, the posterior concentrates at rate 1/ √ T . Our second assumption is that we use random walk proposal distributions whose increments are appropriately scaled.
Assumption 2. The proposal distributions {q T (θ, dθ )} T 1 admit densities of the form
where ν is a continuous probability density on R d with θ ν(dθ) < ∞ for the Euclidean norm · .
Finally, we assume that the error in the log-likelihood estimator satisfies a central limit theorem conditional upon Y T and that this convergence holds uniformly in a neighbourhood ofθ.
Assumption 3. There exists an ε-ball B(θ) aroundθ such that the distributions of the error in the log-likelihood estimator {g ω
in P Y -probability, where d BL denotes the bounded Lipschitz metric, σ :
in P Y -probability.
We will refer to convergence in probability with respect to the bounded Lipschitz metric as weak convergence in probability.
In Section 5, we provide sufficient conditions under which this assumption is satisfied by likelihood estimators obtained through importance sampling for random effects models.
Weak Convergence in the Large Sample Regime
is the Markov chain arising from rescaling the parameter component of the pseudo-marginal chain. Its transition kernel is thus
Under Assumption 2, we haveq Theorem 1. Under Assumptions 1, 2 and 3, the sequence of stationary Markov chains (χ ω T ) T 1 converges weakly in P Y -probability as T → ∞ to the law of a stationary Markov chain of initial distributioñ π(dθ, dz) = ϕ(dθ; 0, Σ)ϕ dz; σ 2 /2, σ 2 and transition kernel
where
andρ(θ, z) is the corresponding rejection probability.
Under this asymptotic regime, the limiting transition kernel (6) is thus a pseudo-marginal transition kernel where the noise distribution is independent of the parameter and given by ϕ dz; −σ 2 /2, σ 2 as assumed in previous analyses Pitt et al. 2012; . For large T , this suggests that some characteristics of the pseudomarginal kernel can indeed be captured by those of the kernel (2) which can be obtained from (6) by using the change of variables θ =θ ω T +θ/T 1/2 and substituting the true target for its normal approximation ϕ(θ;θ ω T , Σ/T ), hence removing a level of approximation.
Outline of the Proof of the Main Result
Random Markov Chains
The proof of Theorem 1 follows from a slightly more general result on weak convergence of random Markov chains on Polish spaces given in Theorem 2. We introduce here some notation and recall some definitions concerning random probability measures that we need in order to define random Markov chains. For more details we refer the readers to the appendix or .
Let (Ω, F, P) be a probability space and S a Polish space endowed with its Borel σ-algebra B(S). We equip the product space Ω × S with the product σ-algebra F ⊗ B(S). We denote by P(S) the space of Borel probability measures which is itself endowed with the Borel σ-algebra B{P(S)} generated by the weak topology. Finally, C b (S), respectively BL(S), denote the sets of continuous bounded functions, respectively the set of bounded Lipschitz functions.
Definition 1 (Random probability measure). A random probability measure is a map
, such that for every B ∈ B (S) the map ω → µ(ω, B) is measurable while µ ω ∈ P(S) P−almost surely.
For all bounded and measurable functions g : Ω × S → R, ω → S g(ω, x)µ ω (dx) is measurable (Crauel 2003, Proposition 3.3) and thus the map ω → µ ω (f ) is a random variable for bounded measurable functions f : S → R. Consequently, µ ω : Ω → P(S) is a Borel measurable map. Conversely, it can be shown that any random element of {P(S), B(P(S)} fulfils the conditions set out in Definition 1; see Crauel (2003, Remark 3.20 (i) ) or Kallenberg (2006, Lemma 1.37 ) for details.
Definition 2 (Random Markov kernel ). A random Markov kernel is a map
(ii) K ω (x, ·) ∈ P(S) P−almost surely for every x ∈ S.
Lemma 1 (Random Markov chain). Given a random probability measure µ ω and random Markov kernel K ω , there exists a (almost surely) unique random probability measure µ N,ω on S N such that
Convergence of Random Markov Chains
For a sequence of random probability measures (µ ω n ) n 1 , respectively a sequence of random Markov kernels (K ω n ) n 1 , converging in a suitable sense towards a probability measure µ, respectively a Markov kernel K, we show here that the distributions of the associated Markov chains (µ N,ω n ) n 1 defined in Lemma 1 converge weakly in probability to the distribution µ N of the homogeneous Markov chain of initial distribution µ and Markov kernel K.
Theorem 2 (Weak convergence of random Markov chains). If the following assumptions hold, (T.1) the random probability measures (µ ω n ) n 1 converge weakly in probability to a probability measure µ as n → ∞,
then the measures (µ N,ω n ) n 1 on S N converge weakly in probability to the measure µ N induced by the Markov chain with initial distribution µ and transition kernel K.
Application to the Pseudo-Marginal Algorithm
Theorem 1 follows from Theorem 2 by noting that under Assumptions 1, 2 and 3 all conditions set out in Theorem 2 are fulfilled. Firstly, as we increase the number of data points, the stationary distribution of the Markov chain will converge weakly to the limiting stationary distribution of Theorem 2. Proposition 1. Under Assumptions 1 and 3, we havẽ
This follows as the marginal π ω T (dθ) concentrates around the limiting parameter valueθ while the noise uniformly converges towards a normal in a neighbourhood aroundθ. The next proposition ensures the stability of the transition and can be proven using similar arguments.
Proposition 2. Under Assumptions 1, 2 and 3, we have for any f ∈ BL(R d+1 )
A further requirement to ensure the stability of the transition is that the the application of the transition operator conserves continuity.
Theorem 1 now follows from a direct application of Theorem 2 as the assumptions (T.1), (T.2) and (T.3) hold by Proposition 1, 2 and 3, respectively.
Random effects models
Statistical Model and Likelihood Estimator
We provide here sufficient conditions under which weak convergence of the pseudo-marginal algorithm is verified for an important class of latent variable models. Consider the model
where (X t ) t 1 are independent R k -valued latent variables, f (x | θ) is a density with respect to Lebesgue measure and (Y t ) t 1 are Y-valued observations distributed according to a conditional density g(y | x, θ) with respect to a dominating measure, Y being a topological space. For observations Y 1:T = y 1:T the likelihood is
In many practical scenarios, the likelihood is not available analytically. If one wants to perform Bayesian inference about the parameter θ in this context, we can use the pseudomarginal algorithm as it is possible to obtain an unbiased non-negative estimator of p(y 1:T | θ) using importance sampling. Indeed, we can considerp(y 1:
Monte Carlo samples andp(y t | θ, U t ) is an importance sampling estimator of p(y t | θ) given byp
where U t,i ∼ h(· | y t , θ), h(u | y t , θ) being probability density on R k with respect to Lebesgue measure. In this case the joint density of all the auxiliary variates used to obtain the likelihood estimator is
We will assume subsequently that the true observations are independent and identically distributed samples taken from some unspecified probability measure µ. The joint data distribution is then just the product measure
Verifying the assumptions
The Bernstein-von Mises theorem holds under weak regularity assumptions; see, e.g., Van der Vaart (2000, Theorem 10.1). This ensures Assumption 1 is satisfied while Assumption 2 is easy to satisfy, e.g., select a multivariate normal proposal of covariance scaling as 1/ √ T . Assumption 3 is more complicated as it requires to establish uniform conditional central limit theorems forp(Y 1:T | θ, U ) in scenarios where U ∼ m T,θ arise from the proposal, so
We make the following assumption.
Assumption 4. There exists a closed ε-ball B(θ) aroundθ and a function g such that the normalized weight w(y, U 1,1 , θ) defined in (8) satisfies
Under these conditions, we obtain the following uniform version of the central limit theorem for the error in the log-likelihood estimator.
Theorem 3 (Uniform Central Limit Theorem). Under Assumption 4, Assumption 3 is satisfied.
Theorem 3 strengthens earlier results of Theorem 1) which obtain standard central limit theorems for the error in the log-likelihood estimator.
6 Optimization of the Pseudo-Marginal Random Walk Algorithm
Optimization Problem
We propose to optimize the performance of the limiting pseudo-marginal chain identified in Theorem 1 as a proxy for the optimization of the original pseudo-marginal chain. We assume that the limiting covariance matrix Σ in (3) is the identity matrix I d with d denoting the parameter dimension. For more general covariance matrices, we can use a Cholesky decomposition and a change of variables as in Nemeth et al. (2016) and . We denote byP ,σ the transition kernel (6) using the proposal density
As Pitt et al. (2012) and Doucet et al. (2015) , we propose to minimize
with respect to the noise standard deviation σ but, contrary to Pitt et al. (2012) and Doucet et al. (2015) , also with the scale parameter . We restrict attention here to the case where f (θ, z) = θ 1 , the first component of θ, and write ct(f,P ,σ ) = ct( , σ) in this case. As this criterion is not available in closed-form, we simulate the limiting Markov chain initialized in its stationary regime with different noise levels σ and different values of on a fine grid to obtain empirical estimates of ct(f,P ,σ ) computed using the overlapping batch mean estimator. Other estimators did not provide significantly different results. This simulation is straightforward as the target and noise distributions in this limiting case are both Gaussian. We then find the approximate minimizer (ˆ opt ,σ opt ) of ct(f,P ,σ ) over this grid. This set-up is applied for selected scenarios with parameter dimension d ranging from 1 to 50. 1
Numerical Results
The simulation results are collected in Table 1 . In addition to (ˆ opt ,σ opt ), we give also the computing time at these values as well as the average acceptance probability of the proposal underP ,σ at stationary using a chain length of K equal to 5 million. The results we obtain are consistent with those in Doucet et al. (2015) and . Table 1 : Optimal values for scaling and noise σ and associated value of computing time and average acceptance probability. All simulations with 10 repetitions. We report the mean of the minimizers as well as the standard deviation over the 10 repetitions. Doucet et al. (2015) and it increases slowly as d increases to the values (σ ∞ , ∞ ) = (1.81, 2.56) obtained by the diffusion limit . For example, for d = 50, we obtain (σ opt ,ˆ opt ) = (1.74, 2.41) and the resulting optimal computing time ct(σ opt ,ˆ opt ) is close to ct(σ ∞ , ∞ ). For lower dimensions, however, the performance in terms of computing time can be increased by reducing the noise of the estimator and the proposed jumping distance in comparison to ∞ and σ ∞ ; see Table 2 . We also observed empirically that the cost function → ct( , σ) is fairly flat as noticed in the limiting case by .
Simulation study: Random Effects Model
We now illustrate how the guidelines derived from the limiting pseudo-marginal chain compare to a practical implementation of pseudo-marginal Metropolis-Hastings. We consider a Bayesian logistic mixed effects model applied to a real data set. Mixed models are popular in econometrics, survey analysis and medical statistics amongst others and are often used to describe heterogeneity between groups. Here we consider a subset of a cohort study of Indonesian preschool children. This data was previously analysed using Bayesian mixed models by Zeger and Karim (1991) . Overall, the dataset contains 1200 observations of 275 children. We model the probability of a respiratory infection based on the following covariates: age, sex, height, an indicator for presence of vitamin deficiency, an indicator for subnormal height and two seasonal components. Including the intercept we have an overall of 8 covariates. Cluster effects due to repeated measurements of the same children are modelled with individual random intercepts. In this case the linear predictor of a regression model based on covariates c t,j (t = 1, . . . , T, j = 1, . . . , J) reads
where X t denotes the random intercept for children t = 1, . . . , T and β the regression parameters. For every child we have an observation vector y t = (y t,1 . . . , y t,J ) ∈ {0, 1} J . The observations are assumed conditionally independent given the random effects and are modelled through
exp(y t,j η t,j ) 1 + exp(η t,j ) .
Inference in mixed effects models often aims at finding the population effects and thus one is interested in integrating out the random effects.
Since the marginal likelihood contains intractable integrals, this model lends itself to the pseudo-marginal approach. We obtain an unbiased estimator of the marginal likelihood by estimating the integrals using the prior distribution of the random effects as the importance distribution. For the covariate parameters we assume a diffuse Gaussian prior and the variance of the random effects are assigned an inverse gamma prior. The unknown parameter is θ = (β, τ ) ∈ R d where d = 9. We run a pseudo-marginal algorithm with a Gaussian random walk proposal for one million iterations. The covariance of the proposal is set equal to the covariance matrix of the parameters estimated in a preliminary run and scaled by / √ d = 2.2/ √ 9. We compare the integrated autocorrelation time and the acceptance rate with that of the limiting chain using the same = 2.2 and σ =σ. Here,σ is the standard deviation of the log-likelihood estimator obtained using 10000 samples of the marginal likelihood evaluated atθ = (β,τ ) also estimated in a preliminary run . The results are summarized in Table 3 . For a given number of particles N we report the associated estimate of the noise in the log-likelihood estimator, the integrated autocorrelation time averaged over the 9 dimensions and the average acceptance rate. We find that the integrated autocorrelation time and the acceptance rate are very close to the respective values of the limiting algorithm. This is visualized in Figure 1 where we plot acceptance rate and integrated autocorrelation time of both algorithms against each other. The computing time of the pseudo-marginal algorithm targeting the exact posterior ct(θ 1 , P ω T ) = N τ (θ 1 , P ω T ) and the computing time of the limiting algorithm ct(θ 1 ,P ,σ ) are both optimized for N = 45 particles orσ = 1.42, respectively, as we would expect from Table 1 . This demonstrates that the limiting kernel captures well the behaviour of the pseudo-marginal kernel for large data sets. In these scenarios, Table 1 thus provides useful dimension dependent guidelines on how to tune the pseudo-marginal kernel. We further illustrate the relevance of these guidelines for another example in Appendix S4.
S1 Random Measures and Weak Convergence on Polish Spaces
We review some results about weak convergence of random probability measures on Polish spaces which play an important role in this article. We have not been able to find some of the precise statements we required in the literature so we present their proofs here without any claim of originality.
S1.1 Weak Convergence
Let S be a Polish space, endowed with the Borel σ-algebra B (S). We denote d the metric inducing the topology on S and P(S) the space of Borel probability measures on S. In the following, we will only consider (random) probability measures in P(S) unless stated otherwise.
Definition 3 (Weak convergence). A sequence of probability measures (µ n ) n 1 converges weakly to a probability measure µ, denoted µ n µ, if for all f ∈ C b (S)
where C b (S) is the set of bounded continuous real-valued functions of domain S.
The set of test functions generating this topology can be restricted to bounded continuous functions f : S → [0, 1] or bounded Lipschitz functions BL(S) with norm The topology of weak convergence can be metrized using the bounded Lipschitz metric which is given for µ, ν ∈ P(S) by
see for example Dudley (2002, Proposition 11.3 .2).
S1.2 Weak Convergence of Random Measures
We recall here some facts about random probability measures. Let (Ω, F, P) denote a probability space. We equip the product space Ω × S with the product σ-algebra, F ⊗ B(S).
Definition 4 (Random probability measure). A random probability measure is a map µ : Ω × B (S) → [0, 1] such that for every B ∈ B (S) the map ω → µ(ω, B) = µ ω (B) is measurable while µ(ω, ·) ∈ P(S) for almost every ω ∈ Ω.
For all bounded and measurable functions g : Ω×S → R, the assignment ω → S g(ω, x)µ ω (dx) is measurable (see, for example, Crauel 2003, Proposition 3.3) and thus, for random measures, the map ω → µ ω (f ) is a random variable. As a consequence we have that µ ω : Ω → P(S) is a Borel measurable map. Conversely, it can be shown that any random element of [P(S), B{P(S)}] fulfils the condition set out in Definition 1, see (Crauel 2003, Remark 3.20 (i) ) or , Lemma 1.37) for details.
Definition 5 (Weak convergence of random measures). A sequence of random probability measures (µ ω n ) n 1 converges weakly almost surely to a probability measure µ, denoted
Further, we say that (µ ω n ) n 1 converges weakly in probability, denoted µ ω n P µ, if every subsequence contains a further subsequence which converges weakly almost surely.
One can easily verify that the above definition of almost sure weak convergence, respectively weak convergence in probability, is equivalent to ρ(µ ω n , µ) → 0 almost surely, respectively in probability, for some metric ρ on P(S) metrizing weak convergence, e.g., the bounded Lipschitz metric (11), see for example Theorem 4.
Remark 1 (Measurability of probability metric). As already mentioned above, for any random measure the map ω → µ ω is measurable with respect to the Borel σ-algebra B {P(S)}. Moreover, any metric ρ inducing the weak topology on P(S) is trivially continuous in its first argument and hence the map µ ω → ρ(µ ω , ν) for some fixed measure ν is measurable with respect to the Borel σ-algebra B(R). This implies (Borel) measurablity of the map ω → ρ(µ ω , ν) for a non-random measure ν.
In light of the definition of weak convergence (10) it is natural to ask whether almost sure weak convergence holds if
and similarly whether weak convergence in probability holds if
In many practical applications, it appears easier to check (13) rather than (12), similarly checking (14) appears easier than having to check that every subsequence of (µ ω n ) n 1 contains a subsequence which converges weakly almost surely. Relating those statements is inconvenienced by the fact that weak convergence is usually checked using an uncountable convergence determining class of functions, e.g., the space of bounded continuous functions. However, we show here that these equivalences hold true for Polish spaces; see Theorem 4 below.
Almost sure weak convergence can be shown using the existence of a countable convergence determining subclass C ⊂ BL(S) ⊂ C b (S). Considering subsequences and using a diagonal argument we can show the equivalence of the statement also holds if almost sure convergence is replaced by convergence in probability. For the purposes of this paper we confine our attention to weak convergence in probability. To prove the statements above we first need an auxiliary result, which also appeared in Sweeting (1989, Lemma 4). Proposition 4. Suppose A is a countable set and consider random variables X n (a) : Ω → R indexed by a ∈ A and n ∈ N. Moreover, assume that for every a ∈ A the sequence {X n (a)} n 1 converges to X(a) in probability, i.e.,
Then there exists a subsequence N ⊂ N such that along N P {ω : X n (a) → X(a) ∀a ∈ A} = 1.
Proof. Choose a 1 ∈ A. Since we have X n (a 1 ) P → X(a 1 ) we can extract a subsequence n 1,1 , n 1,2 , . . . such that X n 1,1 (a 1 ), X n 1,2 (a 1 ), X n 1,3 (a 1 ), . . . converges almost surely. Pick now a 2 ∈ A, we can now extract a further subsequence X n 2,1 (a 2 ), X n 2,2 (a 2 ), X n 2,3 (a 2 ), . . . along which we have almost sure convergence. We can iterate this procedure to get another subsequence X n 3,1 (a 3 ), X n 3,2 (a 3 ), X n 3,3 (a 3 ), . . . .
Along the subsequence N = (n 1,1 , n 2,2 , n 3,3 , ...), we have almost sure convergence of X n (a) → X(a) for all a ∈ A.
The existence of a countable convergence determining class for Polish spaces is guaranteed by the following Proposition. The proof is adapted from Berti et al. (2006, Theorem 2 .2).
Proposition 5. Consider P(S) equipped with the Borel σ-algebra generated by the topology of weak convergence. There exists a countable convergence determining subclass C ⊂ BL(S).
Proof. Take a countable set {s 1 , s 2 , . . .} dense in S and let H = [0, 1] N be the Hilbert cube. For x ∈ S, define the map h : S → H by
We can equip H with the topology of coordinate wise convergence. Writing u = (u 1, u 2, . . .) and v = (v 1, v 2, . . .) for elements u, v ∈ H, this topology is induced by the metric
The Hilbert cube H is compact by Tychonoff's Theorem (see for example Dudley 2002, Theorem 2.2.8.), h is a homeomorphism from S to h(S) (Borkar 1991, Theorem A.1.1.) and its closure h(S) ⊂ H is compact. For µ ∈ P(S) denote ν = µ • h −1 the image measure on h(S).
Note that any Lipschitz continuous function on h(S) can be extended to h(S) without increasing its norm (Dudley 2002, Proposition 11.2.3.) . By Arzelà-Ascoli the sets B n = [f ∈ BL{h(S)} : f BL ≤ n] are compact and thus separable under the · ∞ -norm. Therefore BL{h(S)} = ∞ n=1 B n is separable under the · ∞ -norm and so is BL{h(S)}. Hence, we can pick a countable set D which is dense in BL{h(S)}. Defining C = {g • h : g ∈ D} we have C ⊂ BL(S) since for all x, y ∈ S and i ∈ N |d(x,
and thus
where L g denotes the Lipschitz constant of the function g. Now assume that µ n (f ) → µ(f ) for all f ∈ C. Then by a change of variable
Since D is dense in BL{h(S)} with respect to the · ∞ -norm we have convergence for all bounded Lipschitz functions and thus ν n ν. By continuity of h −1 we also have convergence µ n µ.
Equipped with these results we can now prove some equivalences which facilitate the verification of weak convergence of random probability measures in the sense introduced above. We will prove the following statements only for convergence in probability. The modifications for almost sure convergence are obvious.
Theorem 4. Let (µ ω n ) n 1 be a sequence of random probability measures and µ a probability measure. Then the following statements are equivalent
The same results hold if convergence in probability is replaced by almost sure convergence throughout.
Proof. The equivalence (i) ⇔ (ii) is immediate since d BL metrizes weak convergence. The implications (ii) ⇒ (iii) ⇒ (iv) are trivial. To show (iv) ⇒ (ii), note that by Proposition 5 there exists a countable convergence determining subclass C ⊂ BL(S). By virtue of Proposition 4 there exists a subsequence
We have P{A(g)} = 1 for all g ∈ C and for g∈C A(g) = A ∈ B(S) we find P(A) = 1. Since we can apply this reasoning to any subsequence we always find a further subsequence such that (µ ω n k j ) converges almost surely. See also Sweeting (1989, Theorem 9) 
and Berti et al. (2006, Theorem 2.2).
Remark 2. If the random measure is induced by a regular conditional distribution, i.e., let (µ ω n ) n 1 denote a sequence of transition kernels such that
for some filtration (F n ) n 1 , we have
and thus equivalently to µ n P µ then we can write
where X ∼ µ. For brevity we will also use the notation X n | F n P µ instead of (15).
S1.3 Product Spaces
We address here the setting where the spaces are of the form S k = S × S × · · · × S or S N = S × S × . . .. We will equip these product spaces with the product topology and the respective Borel σ-algebra. The following lemma is helpful to characterize weak convergence in probability in this context.
Lemma 2. For fixed k, let (µ ω n ) n 1 denote random measures on S k and µ a non-random measure on S k . Then the following are equivalent
Proof. The implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) are trivial. Thus, we only need to show (iv) ⇒ (i). We now by Proposition 5 that there exists a countable convergence determining class C ⊂ BL(S), so we can assume f 1 , f 2 , . . . ∈ C. Without loss of generality we can assume f i ∞ ≤ 1 for all i and 1 ∈ C. Then we have that for every i ∈ {1, . . . , k} the marginal of the ith coordinate, denoted µ ω n,i , converges to µ i weakly in probability, i.e. for all i and all f i ∈ C we have
Now by Proposition 4 for every i ∈ {1, . . . , k} every subsequence N ⊂ N contains a further subsequence N ⊂ N such that we have convergence almost sure convergence for all g ∈ C, i.e. denoting
we have P (A i ) = 1. We can extract a further subsequence N ⊂ N such that along N we have convergence almost surely for all i and all g and thus for ω ∈ A := ∩ k i=1 A i the sequence {µ ω n ; n ∈ N } is tight, since µ ω n,i ; n ∈ N is tight for every i (see Ethier and Kurtz 2005 , Chapter 3 Proposition 2.4.). We can conclude that for every such ω every subsequence of (µ ω n ) n 1 has a further subsequence that converges. It remains to show that the functions of the form k i=1 f i are measure determining. However, by Ethier and Kurtz (2005, Chapter 2 Proposition 4.6.) if C is measure determining on S then so is the product for S k .
If S = R k for some k ∈ N we can check weak convergence in probability by considering moment generating functions. The following result is shown by Sweeting (1989, Corollary 3) , see also Castillo and Rousseau (2015, Lemma 1).
Proposition 6. Let (µ ω n ) n 1 be a sequence of random probability measures and assume there exists u 0 > 0 such that for all n ∈ N the moment generating functions
Proof. This can be seen by considering the class of functions of the form f u (x) = exp(u T x) for u ∈ Q, |u| < u 0 and showing that they form a countable convergence determining class, see Sweeting (1989, Corollary 3) . Consider the case k = 1 and a sequence of measures (µ n ) n 1 and µ such that
Denote a compact set K = [−c, c]. Then by the Markov inequality
and m n (u 0 ) → m(u 0 ). Hence, µ n (K ) is bounded and we can find c such that sup n µ n (K ) < and (µ n ) n 1 is tight. By continuity the f u are measure determining so we can conclude that the limit is unique. For k > 1 we can use the same argument to show that the marginals are tight, see the proof of Lemma 2.
Lemma 2 can be readily extended to (countably) infinite product spaces by considering convergence of the finite dimensional distribution. Let us therefore denote µ • π −1 k : S N → S k ; k ∈ N the canonical projections. For non-random measures, it is well-known that convergence of the projections already implies convergence on the whole of S N (Billingsley 1999, Example 2.6). Since there are countably many such projections, we can apply the reasoning of Proposition 4 to conclude that for checking µ ω n P µ on S N we just need to show
for all f 1 , . . . f k ∈ BL(S) and k ∈ N. The following Lemma is essentially an version of Ethier and Kurtz (2005, Chapter 3 Proposition 4.6 b)) to random measures. Lemma 3. Let (µ ω n ) n 1 be a sequence of random probability measures and µ a non-random probability measure on S N . Then µ ω n P µ is equivalent to
Proof. Suppose for any k that the above convergence holds for all test functions f 1 , . . . f k ∈ BL(S). We have shown in Lemma 2 that this is equivalent of convergence of the canonical projections µ ω n • π −1 k on S k (in probability) for any given k. Hence, using Proposition 4 for every subsequence N ⊂ N there is a subsequence N ⊂ N such that along N
An application of Ethier and Kurtz (2005, Chapter 3 Proposition 4.6 b) concludes the proof.
S2 Proofs of Section 4
S2.1 Proofs for Section 4.1
Proof of Lemma 1. For P−almost all ω, the existence and uniqueness of the distribution µ N,ω on {S N , B(S) N } can be obtained using the Ionescu-Tulcea extension theorem; see, e.g., Kallenberg (2006, Theorem 5.17) or Klenke (2013, Theorem 14.32) . Measurability follows analogously by noting that ω → µ N (ω, A) is measurable for any A ∈ E = {A 1 × . . . × A k × E k+1 ; A i ∈ B(S), i = 1, . . . , k, k ∈ N} and that E forms a π−system that generates B(S) N . By Crauel (2003, Remark 3.2) this is enough to obtain measurability for every A ∈ B(S) N .
Proof of Theorem 2. By Lemma 3, we need to show that for any k ≥ 0 and any f 0 , . . . , f k ∈ BL(S)
where E ω , resp. E, denotes the expectation w.r.t. the law of X ω n , respectively w.r.t. the law of X. We prove this by induction. For k = 0, this follows directly from (T.1). Now assume that (16) is true for k ≥ 0, i.e.
By Lemma 2 this is equivalent to weak convergence in probability of the vector of the first k states, i.e., for all f ∈ C b (S k )
For k + 1, we have
The term (18) converges due to (2). For the term (19), the function Kf k+1 is bounded and it is assumed continuous so the function
Hence this term vanishes by (17).
S2.2 Some Auxiliary Results
Lemma 4. Under Assumption 1, we have
Proof. Using the moment generating function of the normal distribution, we have as
where δθ denotes the Dirac measure atθ and thus ϕ(dθ;θ ω T , Σ/T ) P Y δθ(dθ) by Proposition 6. This implies that for
where the first term on the r.h.s. converges to zero in probability under Assumption 1 while the second term converges to zero as ϕ(dθ;θ ω T , Σ/T ) P Y δθ(dθ). Hence, it follows that π ω T (dθ) P Y δθ(dθ).
To analyse the asymptotic properties of the pseudo-marginal algorithm, we rescale the parameter component. A simple change of variables and the fact that convergence in total variation in probability implies weak convergence in probability shows that the following result holds.
Lemma 5. Under Assumption 1, we have
and thusπ ω T (dθ) P Y ϕ(dθ; 0, Σ).
Lemma 6 (Convergence of marginal distributions). Under Assumptions 1 and 2, the marginal distribution of the proposal at stationarity
Proof. Let f ∈ BL(R), then we have
The second term on the r.h.s. vanishes due to Lemma 4. For the first term we use the fact that f is Lipschitz with some Lipschitz constant L f , which gives us the inequality
The proof of the following Lemmas are straightforward and thus omitted.
Lemma 7. The map x → min (1, ae x ) with a > 0 is 1-Lipschitz, i.e., for all x, y ∈ R |min (1, ae x ) − min (1, ae y )| ≤ |x − y|.
Lemma 8. Under Assumption 3
(i) the function
is bounded for all θ and continuous atθ;
(ii) for all f ∈ BL(R) the functions
are bounded for all θ and continuous atθ.
S2.3 Proof of Theorem 1
In order to prove Theorem 1, we need to prove Propositions 1, 2 and 3, Proof of Proposition 1. As established in Lemma 2, it is enough to check convergence for products of bounded Lipschitz functions. Now, without loss of generality, assume that f 1 ∞ , f 2 ∞ ≤ 1. Then we have
The term (20) converges to zero in P Y -probability by Lemma 5. For (21), write B(θ) ⊂ Θ for the ε-ball on which the uniform CLT in Assumption 3 holds, that is
by Lemma 4. Thus (21) vanishes in P Y -probability. Finally we consider (22). By Lemma 8
is bounded and continuous atθ. Since ϕ(dθ;θ ω T , Σ/T ) converges weakly in probability to a point mass inθ (by Lemma 4) we can conclude that
for every bounded function f which is continuous at θ. In particular,
Proof of Proposition 2. Let f ∈ BL(R d+1 ) and take, without loss of generality,
and
where g( · | ϑ) = ϕ{ · ; −σ 2 (ϑ)/2, σ 2 (ϑ)}. Then we havẽ
Because
and 1 ∈ BL(R d+1 ) it is sufficient to show that for any choice of f ∈ BL(R d+1 ) we have
For (25), we use the inequality | min(a, b) − min(c, d)| ≤ |a − c| + |b − d|:
by Lemma 5. For the part (26) note that
For the first part (27) we have
again by Lemma 5. The second part (28) triangle inequality, we can write
where B(θ) is given in Assumption 3. Since the bounded Lipschitz norm metrizes weak convergence (for non-random probability measures) we know that for θ ∈ B(θ)
vanishes in P Y -probability by Assumption 3. From Lemma 6 we know that the marginal distribution of the proposal at stationarity π ω T q T (dθ ) = π ω T (dθ)q(θ, dθ ) concentrates around the true parameter value. Since the bounded Lipschitz metric cannot exceed 2 we have
In addition from Assumption 3
Finally, using a similar argument for (30) we have
By Lemma 8 the bounded Lipschitz metric,
, is bounded and continuous atθ. Thus (31) converges to zero by Lemma 6.
Proof of Proposition 3. Without loss of generality let f ∞ ≤ 1, consider (θ * , z * ) ∈ Θ × R and denote (θ n , z n ) n∈N a sequence converging to (θ * , z * ) as n → ∞. Using the decomposition (23) we have
For (33), Assumption 2 implies ν(θ − θ n ) → ν(θ − θ * ) as n → ∞ and hence Scheffé's lemma yields
For (34), the map
is continuous for all θ , z since it is just a composition of continuous functions. Hence,
for every (θ , z ) and an application of dominated convergence shows that (34) goes to zero.
S3 Proofs of Section 5
S3.1 Central Limit Theorem for Likelihood Estimators
We detail here the proof of Theorem 3. For clarity we explicitly state the probability space supporting all random variables that are used to prove our limit theorem. For integers N, T, k we introduce the space E T = Θ × R N T k where Θ ⊂ R d is the parameter space equipped with the Borel σ-algebra and probability measure P T (dθ, du) = π ω T (dθ)m T,θ (du). Finally, we will work with the Borel probability measure P on E where
We are interested in the asymptotic distribution of the relative error of the log-likelihood Deligiannidis et al. (2015, Theorem 1) using the Taylor expansion
Here the number of particles, N , is scaled proportionally to the number of observation, that is N = γT for some γ > 0. In the following we will take γ = 1 (that is N = T ) for simplicity and without loss of generality. In order to show convergence of the bounded Lipschitz metric uniformly in θ, we will exploit the same decomposition. Collecting the terms not belonging to the remainder we can write Z T (θ) as
S3.2 Moment Conditions for Weak Convergence
The central limit theorems introduced in Deligiannidis et al. (2015, Theorem 1) do not provide a bound on the Lipschitz metric d BL as required in Assumption 3. In order to obtain a uniform bound for all functions in BL(R) with f BL ≤ 1 we need to introduce further assumptions. In the following we will assume that we can condition on the data generating process Y 1 , . . . , Y T . Denote Y T the σ−algebra spanned by the data observed up to T . For random variables ξ T,1 (θ), . . . , ξ T,T (θ) define the following quantities:
Lemma 9. Let ξ T,1 (θ), . . . , ξ T,T (θ) be as in (35). If there exist functions ψ : Θ → R and σ 2 : Θ → R and a set A ⊂ Θ such that
To establish this result, we need the following Berry-Essen type bound on d BL .
Theorem 5 (Bhattacharya and Rao (1986) , Theorem 17.9). Letξ 1, . . . ,ξ T be independent real-valued random variables with zero mean and
Let P T denote the law of T −1/2 T t=1ξ t . Then there exists a universal constant K such that
Theorem 5 is not formulated in terms of conditional laws. However, considering conditionally (upon Y T ) centred and independent random variablesξ T,1 , . . . ,ξ T,T , we can apply the above theorem for every realization Y 1:T = y 1:T . Denote P y T a regular conditional distribution associated with the law of S T =ξ T,1 + . . . +ξ T,T given Y 1:T = y 1:T . Since all conditions are fulfilled Theorem 5 applies and we get
With this reasoning we can apply Theorem 5 to prove Lemma 9.
Proof of Lemma 9. Using the notation σ(θ) = {σ 2 (θ)} 1/2 and σ T (θ) = {σ 2 T (θ)} 1/2 we have N (θ) = Zσ (θ) + ψ (θ) ∼ N {ψ (θ) , σ 2 (θ)} when Z ∼ N (0, 1). We rescale our random variables
For any given T , the random variables ξ T,t (θ), t = 1, . . . , T are now conditionally independent given Y T since ξ T,t (θ), t = 1, . . . , T are conditionally independent given Y T and both
As we have
This establishes the result.
Conditions to ensure uniformity in the convergence of averages are widely established, see for example Lemma 10, (Jennrich 1969 , Theorem 2).
Lemma 10. Let A ⊂ R d be compact and let f : R k × A → R be continuous in θ for each y ∈ R k and measurable in y for each θ ∈ A. Further assume that there exists an integrable function g, such that |f (y, θ)| ≤ g(y) for all y and θ.
where E µ denotes the expectation with respect to µ.
S3.3 Achieving Uniformity in the Central Limit Theorem
Lemma 11. Under Assumption 4, we have for all
Proof. We use the elementary equality
for any positive random variable X and any differentiable, monotonically decreasing function φ such that lim t→∞ φ(t) = 0. Let T = 1,
For T > 1 we have by AM-GM inequality S4 Further Simulation studies
S4.1 Toy example
We consider a simple Gaussian latent variable model where
Here X t , (t = 1, . . . , T ) are assumed to be independent. In this case, the likelihood associated to T observations can be computed exactly as p(y 1:T | θ) = T t=1 ϕ(y t ; θ, 2). This makes it an easy example to examine Assumption 1. The maximum likelihood estimator and Fisher information are given byθ
If we assign a zero mean Gaussian prior to θ of variance σ 2 0 then the posterior is also normal with mean µ post and variance σ 2 post given by We use a random walk proposal with variance equal to the inverse Fisher information I −1 T scaled by = 2. For each T , we run a pseudo-marginal chain for various N to sample the posterior for 250000 iterations as well as the limit Markov chain of kernelP ,σ . In Table 4 we summarize the simulations results. As expected, we find that both the average acceptance probability and the integrated autocorrelation time for h (θ) = θ of the pseudo-marginal algorithm converge to those of the limiting Markov chain as T increases.
S4.2 Stochastic Lotka-Volterra Model
Assumption 3 is difficult to verify in state space models. To illustrate the applicability of our results beyond latent variable models we investigate here a stochastic kinetic Lotka-Volterra model arising in systems biology. Such models are used to describe interacting species in a predator and prey setting. In particular we consider the model with transition equations given by Table 4 : For T data and N particles: standard deviationσ of the log-likelihood estimator atθ, integrated autocorrelation timeτ and average acceptance probabilityp acc for pseudomarginal kernel with = 2 and limiting kernelP =2,σ .
P (X 1,t+h − X 1,t = 1, X 2,t+h − X 2,t = 0 | X 1,t = x 1,t , X 2,t = x 2,t ) = β 1 x 1,t + o(h) P (X 1,t+h − X 1,t = −1, X 2,t+h − X 2,t = 1 | X 1,t = x 1,t , X 2,t = x 2,t ) = β 2 x 1,t x 2,t + o(h) P (X 1,t+h − X 1,t = 0, X 2,t+h − X 2,t = −1 | X 1,t = x 1,t , X 2,t = x 2,t ) = β 3 x 2,t + o(h),
where X 1,t and X 2,t denotes the number of preys and predators at time t ∈ [0, T ]. This model has been previously investigated, for example in ) and (Wilkinson 2012) . We assume independent gamma priors for the kinetic rate parameter vector β = (β 1 , β 2 , β 3 ) with β 1 ∼ Γ(5, 5), β 2 ∼ Γ(1.5, 10), β 3 ∼ Γ(3.5, 5).
In our simulations we assume we are only able to observe predator and prey X t = (X 1,t , X 2,t ) at discrete equidistant time points with independent measurement error Y i,t = X i,t +W i,t , i = 1, 2, t = 0, . . . , 50 where W i,t ∼ N (0, 10 2 ). The artificial data have been generated using the Gillespie algorithm (Gillespie 1977) for the rate constants β = (1, 0.005, 0.6).
In this context, it is difficult to develop standard MCMC algorithms to sample the posterior distribution while the pseudo-marginal algorithm can be easily applied as an unbiased estimate of the likelihood can be computed using a bootstrap particle filter; see, e.g., ) and (Wilkinson 2012, Chapter 10) . We use a multivariate Gaussian random walk proposal with scaling factor = 2.17 and covariance matrix close to the posterior covariance, which we estimated in a short preliminary run. This can efficiently implemented in R (R Core Team 2017) using the package smfsb (Wilkinson 2012) and the example code which can be found on the authors blog.
The algorithm is then run for 250000 iterations. We collect acceptance rate and computing time ct(N ) = N τ (N ) for a range of particles N , see Table S4 .2. In practice we do not choose σ θ , but the number of particles, N , which is also displayed in Table S4 .2. For comparison we also give an estimate of σ θ for given N .
The computing time is optimized at N = 225 for all rates, β 1 , β 2 and β 3 . We estimate σ θ to be 1.44, slightly above the results of Table 1 suggesting σ = 1.24. The corresponding acceptance rate of 18.57% is in accordance with the one suggested by our theory, which for parameter dimension d = 3 yields an asymptotically optimal rate of around 19.30% ( = 2.17, σ = 1.24). We conjecture that the deviation from the results obtained in the limiting case are due to the fact that the posterior is not very concentrated aroundθ. carry out Bayesian inference for a 5-dimensional stochastic LotkaVolterra model using the pseudo-marginal algorithm based on a data set with T = 50 observations. The authors optimize over a grid of values for both σ and . Experimentally, it was found that the optimal standard deviation was σ ≈ 1.45 and the optimal tuning for the random walk achieved at = 2.048 with an associated optimal jumping rate of 15.39%. This is slightly above our guidelines with the valuesσ opt = 1.30,ˆ opt = 2.17 and pr acc (σ opt ,ˆ opt ) = 17.35% obtained in Table 1 . 
