Abstract-Reed-Muller expressions and their various extensions and generalizations for binary and multiple-valued logic functions are an important class of discrete function representations that are often used in practical applications. These expressions can be uniformly viewed as discrete polynomial expressions over finite fields GF(2) and GF(q) or the field of rational numbers in the case of expressions with integer-valued coefficients. The optimization of them in the number of product terms count is performed by selecting either positive or negative literals (polarities) for variables in the functions to be represented. Since there are no ways to select in advance the polarity for variables that will result in most compact expression for a given function, all possible expressions have to be generated and the simplest of them selected. This is a task computationally very demanding, the complexity of which is Oðq n Â C), where C is the time to calculate a particular polarity. Since the reduction of the first factor may lead to missing the most compact expression, the reduction of C is the single option to speed up the procedure. In this paper, we propose an approach to the solution of this problem by exploiting the notion of extended dual polarity, which provides a simple way of ordering polarities to obtain an effective way of finding the optimal one by reducing the time to move between them. The method still implies exhaustive search, but it is an optimized search, which may be expressed in very simple rules resulting in efficient implementation. Experimental results illustrate the effectiveness of the proposed method.
Ç

INTRODUCTION
P OLYNOMIAL expressions are a form of representations of discrete functions that provides for compact representations of large functions. Their definition and exploitation are derived from the classical engineering approach consisting of decomposition of complex systems into combinations of subsystems that are simpler or whose behavior is well documented. In the case of polynomial expressions, a given function is decomposed into a linear combination of some suitably selected complete sets of basis functions. In this case, dealing with function values of a given function f is replaced by dealing with coefficients for f assigned to the basis functions. Reducing the number of nonzero coefficients, usually denoted as optimization of the representation for f, reduces complexity of dealing with f, and therefore, it is among the main goals in theory and practice of discrete functions. In attempting to derive polynomial expressions with minimum number of coefficients, a variety of different polynomial expressions have been defined in the literature, most of them for switching functions, i.e., binary-valued functions of binary variables, see, for example, [36] and references given therein. However, many of these expressions are extended or generalized to multiple-valued input binary-valued output (MVB) functions [4] , [10] , [32] , [33] and multiple-valued input multiple-valued output (MV) functions [5] , [7] , [9] , [18] , [24] , [27] . As noticed in [14] , polynomial expressions in finite fields and their various extensions are useful in certain error-control codes, public key cryptosystems (e.g., the elliptic curve cryptosystem), VLSI testing, and digital signal processing, and can be also advantageously used in the design of high-speed low-complexity systolic VLSI realizations (see also [15] , [26] , and the references therein). A brief review of these extensions is discussed in [23] and recent developments have been summarized in [14] , [26] .
Polynomial expressions for binary functions and their generalizations to MVB and MV functions are defined in terms of different expansion rules with respect to their variables [35] , which can alternatively be interpreted as choosing different sets of basis functions [37] . Within some of these classes of expressions, a further optimization can be performed by using literals of different polarity for variables, which leads to a variety of fixed and mixedpolarity expressions [7] , [8] , [9] . In the context of polynomial expressions, a polarity represents a particular permutation of the values of a variable. This way of optimization of polynomial expressions can be interpreted as reordering and sifting basis functions in terms of which the representations are defined. It can be applied, under an appropriate definition of negation, to both bit-level expressions, with whatever binary or MV digits used in encoding values for variables, and word-level expressions in which case variables take integer values. The chief problem in this approach is that given a function f, we do not know how to select a priori the polarity of variables to get the optimal polynomial expression in the number of nonzero coefficients count. Solutions are offered through heuristic algorithms [30] , [32] or brute-force search methods yielding to the so-called polarity matrices [14] . Recall that a polarity matrix is a matrix whose rows are coefficients in all possible fixed-polarity expressions for a given function f. In the first case, the efficiency of the method is assured by reducing the search space at the price of an increased number of nonzero coefficients. In the second case, advantage is taken of the recursive structure of polarity matrices, which structure originates in the definition of the polarity for variables. Note that this observation applies generally, whatever may be the way of representing either binary, MVB, or MV functions, and sets of coefficients in their polynomial expressions, as tables or vectors, arrays of cubes, or relating them to paths in decision diagrams, etc.
In this paper, we present a method to determine the optimal polynomial expressions of discrete functions for different polarities of variables. In general, for a function f of n variables that take q values, there are q n distinct assignments of polarities, and therefore, the same number of different fixed-polarity expressions of a particular kind. All the assignments are equally probable candidates to produce the minimum expression in the number of product terms. Therefore, in practice, we have to determine all q n expressions and then select the minimal expression for a given function f. We observed that the implementation time of the procedure for generation of these q n expressions depends on the way we traverse the space of different polarities. To determine the expression for a selected polarity from the expression for another polarity, we need to perform some manipulations and calculations with product terms in the given expression. The manipulations will be the simplest and the number of calculations the smallest if the initial and target polarities, when expressed as q-valued n-tuples, differ in a single coordinate. Therefore, the procedure will considerably speed up the search for an optimal polarity if we traverse the polarity space along the dual polarity route, which is defined as the sequence of polarities in which neighboring polarities differ in a single coordinate. It is assumed that a function is represented by a set of cubes, which are processed independently of each other. Therefore, the complexity of the method is determined by the number of cubes rather than the number of variables. This feature was the main motivation for selecting cubes as data structure to represent functions. However, the presented method can be easily adapted and performed over other data structures, as vectors or decision diagrams, for instance.
The presentation in the paper is given for MV functions as the most general class of considered functions with most of examples for quaternary functions. However, all the algorithms proposed can be equally applied to MVB and binary functions after specifying the corresponding parameters, as will be illustrated by the examples provided, below. The main result, which has been also experimentally verified, is that the calculations by exploiting the dual polarity are faster (in many cases even considerably) compared to the classical approaches that do not take into account this possibility to optimize the computation demands in the determination of polynomial expressions for multiple-valued functions.
Background Work and Motivation
Besides seeking for generality (up to some extent), and the fact that there are phenomena naturally described by MVB and MV functions, another reason to study the optimization of polynomial expressions for MV functions is that these functions can be efficiently exploited in solving optimization problems for binary switching functions that are prevalent in practice nowadays. Some of these applications are briefly discussed in [35] . For example, a well-known approach to represent a multiple-output Boolean function is to treat its output part as a single multiple-valued variable and convert it to a single-output characteristic function. Such an approach is used in ESPRESSO-MV [29] and MVSIS [11] . Other applications of multiple-valued logic include design of PLAs with input decoders [31] , [35] , optimization of finite state machines [1] , testing as a generalization of related methods for binary functions [2] , [30] , and verification [6] . Different representations for multiple-valued input two-valued output functions are defined including a generalization of disjunctive normal form or Sum-ofproduct (SOP) expressions and Kronecker and PseudoKronecker expressions for binary-input binary-output switching functions [33] , [36] . These expressions can be uniformly considered as linear combinations of basis functions over GF (2) . The basis functions used in these expressions are expressible as products of multiple-valued (MV) literals. Minimization of these expressions is crucial in practical applications [32] .
It is documented in the recent literature that AND-EXOR realizations may have some advantages over AND-OR expressions, such as easy testability [2] , [28] , [30] , [34] , low cost for arithmetic and symmetric functions in the number of product terms, simple algorithms for detection of symmetric variables [42] , Boolean matching [43] , etc. Fixed-Polarity Reed-Muller (FPRM) expressions are an important class of AND-EXOR expressions. For an n-variable Boolean function, there are 2 n FPRMs. The FPRM with the minimal number of products is taken as the optimal FPRM. For some classes of functions used in practice, the optimal FPRMs require fewer products than sum-of-product expressions [36] . Compared to binary switching functions, multiple-valued functions offer more compact representation of the same amount of information at the price of more complex manipulations with such expressions and the complexity of their hardware realizations. Galois field (GF) expressions may be considered as a generalization of Reed-Muller (RM) expressions to the MV case [25] . Optimization of GF-expressions can be studied and solved in a way similar to that used for RM-expressions. As in FPRM, different polarity GF-expressions of MV functions can be distinguished due to the possibility to select different polarities for MV variables. We denote these expressions as Fixed-polarity GF (FPGF) expressions. As in the binary case, the selection of polarity of variables corresponds to particular permutations of the values of the variables (see discussions below and Table 4 ).
The relationship between two FPRMs for polarities that are dual (see Definition 5 below) in binary logic was used in [41] for the construction of a method for FPRM optimization. In [19] , the notion of extended dual polarity was introduced, and a method for optimization of Kronecker expressions was constructed based on that.
In this paper, the notion of dual polarity is extended to discrete functions defined as mappings f :
where G i and L i are nonempty sets. In this case, unary functions on G i will play the role of generalized complements. The choices G i ¼ L i ¼ f0; 1g and G i ¼ L i ¼ f0; 1; . . . ; q À 1g cover the case of the binary and MV logic functions discussed in detail and used as examples in this paper.
We derive relationships between two fixed-polarity polynomial expressions for extended dual polarities. Based on these relationships, a new method for optimization of polynomial expressions is proposed. The algorithm starts from a given, not necessarily zero, polarity polynomial expression of the given function and calculates all FPPEs using a route in which each two neighbors polarities are extended dual polarities. This route is called the extended dual polarity route.
It should be recalled that the problem of finding the optimal polarity for a polynomial expression is NP-complete (under the prevailing assumption that P 6 ¼ NP), i.e., all algorithms that solve the problem have an exponential complexity with respect to the number of variables [12] . The algorithm proposed in this paper is an exhaustive-search algorithm, but conversion from one FPPE into another one is carried out by using one-digit checking. Due to that and the simplicity of the related processing of cubes, this algorithm is effective as confirmed by experimental results. It is important to note that the algorithm proposed expresses high possibilities for parallelization since cubes defining a function are processed separately from each other.
The proposed method is general in the sense that all existing algorithms exploiting duality property in optimization (of any kind) of polynomial expressions like fixedpolarity Reed-Muller expressions of Boolean functions [41] , Kronecker expressions [19] , polynomial expressions defined on GF ð4Þ [20] , arithmetic expressions [21] , [22] can be derived from the general method presented here.
BASIC DEFINITIONS
As indicated above, the presentation will be given for multiple-valued functions. This section gives some basic definitions and notions from the theory of fixed-polarity representation of MV functions used as examples in the paper.
Polynomial Expressions
Definition 1 (polynomial expressions (PEs)). Each n-variable q-valued function f : f0; 1; . . . ; q À 1g n ! f0; 1; . . . ; q À 1g given by the truth vector F ¼ ½f 0 ; . . . ; f q n À1 T can be represented by a polynomial expression defined in matrix notation as
where
and
Tð1Þ; Tð1Þ ¼ ðXð1ÞÞ À1 ;
where denotes the Kronecker product, and the basic transform matrix Tð1Þ is defined as the inverse of Xð1Þ, assuming that the symbolic notation for columns of Xð1Þ is replaced by the corresponding truth vectors. Addition and multiplication (and hence, exponentiation) are defined in the used algebraic structure. Mostly, this is the structure of vector spaces over GF (2) or GF(q), however, it is possible to use also other algebraic structures as, for instance, those considered in [5] , [38] , [39] permitting definition of polarity of variables.
As examples of polynomial expressions, Reed-Muller expressions, Kronecker expressions, Galois field expressions over GF ð4Þ, and arithmetic expressions are defined in the Appendix. Here, we give a numeric example for functions in GF ð4Þ.
Example 1. The GF ð4Þ expression of a two-variable fourvalued function f, defined by the truth vector F ¼ ½0; 3; 1; 1; 3; 0; 1; 1; 2; 2; 2; 2; 1; 0; 0; 1 T is given by
The polarity of the variables x i 2 GF (4), i ¼ 1; 2, is defined as x i ¼ x i þ 1 (see addition table for GF ð4Þ below). An especial notation for polarities will be introduced in Definition 2.
The coefficients are elements of the corresponding FPGF spectrum, which is, therefore, given by S ¼ ½0; 2; 2; 3; 0; 2; 0; 3; 3; 0; 3; 3; 0; 1; 0; 0. The zero elements in the spectrum correspond to the missing terms in the expansion. Note that there are 12 nonzero elements in the truth vector and 9 in the above polynomial expansion for f.
Recall that the operations (addition (þ) and multiplication (Á)) are in GF (4), defined as follows:
Optimization of Polynomial Expressions
Optimization of polynomial expression, viewed as the determination of an expression with the minimum number of nonzero coefficients (i.e., the number of terms), can be done by introducing different polarities for the variables. The representations thus produced are so-called fixed-polarity polynomial expressions (FPPEs), where each variable x i appears in the whole expression with the same polarity. Some basic definitions required for understanding the considerations that follow are provided in the Appendix.
Definition 2 (complement).
For a q-valued variable x, there are q-1 complements c x given as
where È depends on the algebraic structure to develop the polynomial expressions. If q is a prime or a natural power of a prime, then GF(q) is well defined and È may be chosen as the GF(q) addition. If q is not a prime, È can be chosen to be the addition modulo q, since this allows the generation of all polarities [38] . This, however, does not imply that È will also be addition of the algebraic structure, where the polynomial expressions will be developed. c x is usually denoted by a variable x with a polarity c. (With this notation, the complement used in Example 1 corresponds to c ¼ 1, and can be written as
When for an expression, the polarities of all variables are determined, they can be conveniently represented as a polarity vector p, simply called polarity and formally defined as follows (see, for instance, [9] ): Definition 3 (polarity vector). For an n-variable q-valued function f, the polarity vector p ¼ ðp 1 ; . . . ; p n Þ; p i 2 f0; 1; . . . ; q À 1g is a vector of length n, whose elements specify the polarity of variables in FPPE for an n-variable function f, i.e., p i ¼ j shows that to the ith variable, the jth complement is assigned and written as j x i .
FPPEs are uniquely characterized by specifying permutation rules assigned to variables, i.e., by specifying the polarity vectors.
Definition 4 (fixed-polarity expressions). Each n-variable
q-valued function f given by the truth vector F ¼ ½f 0 ; . . . ; f q n À1 T can be represented by the following FPPE if the polarity is p ¼ ðp 1 ; . . . ; p n Þ,
and T <pi> ð1Þ ¼ ðX
Therefore, FPPEs can be given by the vector of coefficients, usually denoted by spectrum S <p> defined as
Example 2. The fixed-polarity GF (4) expression of a twovariable four-valued function f, discussed in Example 1, for a polarity p ¼ ð2; 3Þ is given by
The corresponding FPGF spectrum is given by S <2;3> ¼ ½2; 0; 0; 0; 0; 0; 2; 3; 0; 3; 1; 3; 3; 1; 0; 0. Note that S <2;3> has 8 zero coefficients, meanwhile the spectrum calculated in Example 1, which corresponds to S <1;1> , has only 7. Furthermore, it is easy to calculate that the spectrum S <2;1> has only six nonzero coefficients.
EXTENDED DUAL POLARITY
In minimization of FPPE with respect to the number of nonzero coefficients, it appears convenient to exploit the notion of the dual polarity [19] , the extended dual polarity, and the related vectors for the dual polarity and the extended dual polarity. The term dual polarity is used in the Boolean domain to denote two polarity vectors, which differ in only one bit. In the multiple-valued domain, the term dual polarity will be called the extended dual polarity [19] . 
Definition 5 (dual polarity
Definition 6 (extended dual polarity). For a given polarity
Dual Polarity Route
The number of polarity vectors characterizing all possible FPPEs for an n-variable q-valued function is q n . It is possible to order these q n polarities such that each two successive polarities are extended dual polarities. We denote this order as the extended dual polarity route. Traversing of a q-valued n-dimensional hypercube can generate one of many possible extended dual polarity routes. Table 1 gives the number of dual polarity routes for different values of q and n.
Example 5. Two different dual polarity routes for q ¼ 4 and n ¼ 2 are given by the sequences of polarity vectors (00)- (01)- (02)- (03)- (13)- (12)- (11)- (10)- (20)- (21)- (22)- (23)- (33)- (32)- (31)- (30) and (00)- (01)- (11)- (10)- (20)- (21)- (22)- (12)- (02)- (03)- (13)- (23)- (33)- (32)- (31)- (30) . These routes are shown in Fig. 1 .
JANKOVI C ET AL.: OPTIMIZATION OF POLYNOMIAL EXPRESSIONS BY USING THE EXTENDED DUAL POLARITY
Example 6. An extended dual polarity route generated by using traversal of a four-valued three-dimensional hypercube is given by
ð310ÞÀð311ÞÀð312ÞÀð313ÞÀð303ÞÀð302ÞÀð301ÞÀð300Þ:
An extended dual polarity route can be constructed by using the recursive procedure route(level, direction) given in Fig. 2 for the particular case q ¼ 4. Extension to an arbitrary q is straightforward. An extended dual polarity route will be produced if the procedure is called with arguments equal to 0, i.e., as route(0,0).
RELATIONSHIPS BETWEEN DUAL POLARITY EXPRESSIONS
Denote by S; S <g> , and S <h> the vectors of coefficients in FPPEs for the polarities zero, g, and h, respectively, assuming that g and h are two distinct extended dual polarities. Therefore, the spectrum for zero polarity is S ¼ TðnÞF;
and spectra for two different polarities g and h are 
Due to the Kronecker structure of the transform matrix T <h> ðnÞ and the features of the Kronecker product (assuming consistent dimensions), the inverse transform matrix ðT <h> ðnÞÞ À1 is given as
Finally,
where I k is the identity matrix of order q k . Let
The matrix P <g;h> is a nicely structured sparse matrix, which expresses a property that we will exploit for the generation of a processing rule for transforming the coefficients of one polarity polynomial expression into the coefficients of another extended dual polarity polynomial expression for the given function, i.e.,
The following example illustrates conversion of coefficients in the polynomial expansion for a given polarity into a required dual polarity for the most familiar binary case. In the case of MV functions that would be the extended dual polarity coefficients as it will be seen in further examples below. For simplicity of matrix notation, the example is given for binary-valued functions. 
where I 1 and I 2 are the identity matrices of order 2 and 4, respectively. Therefore, 
PROCESSING RULES
A relationship between two extended dual FPPEs given by (2) will be the starting point for the derivation of a processing rule, which should be applied to all the terms in an FPPE for a given polarity to determine the FPPE for another extended dual polarity. Let m ¼ m The process assumes that nonzero terms of f are processed separately in determining FPPEs. Since processing means multiplication with the rows of the transform matrices, and a row may have several nonzero entries, a given term m for a specified polarity p may produce few Rewrite (2) in the form
The orders of the matrices L ¼ ½l j;k ; I iÀ1 and I nÀi are q; q iÀ1 and q nÀi , respectively. Let R ¼ I iÀ1 L I nÀi . This leads to S <g> ¼ R Á S <h> . It is simple to see that R is a diagonal block matrix, each block is square, and in its turn, also a block matrix. These new blocks are diagonal matrices. To avoid confusions, in what follows, blocks of the first level will be called "main blocks" and those of the second level "subblocks." As shown for L, indexes of the elements of a matrix will start with (0, 0). In the case of blocks, the element with indexes (0, 0) will be called the root.
In the upper left block of R, the root of the uth, wth subblock has coordinates (uq nÀi ; wq nÀi ) and all entries along its diagonal are equal to l u;w . Therefore, if R ¼ ½r j;k , then in this main block,
This situation repeats at every other main block of R. Since R is a diagonal block matrix and the main blocks have dimension q nÀiþ1 , it follows that considering all main blocks r j;k ¼ l u;w if j ¼ uq nÀi þ q nÀiþ1 þ u;w; as above;
Let r A ¼ q iÀ1 and r B ¼ q nÀi ; then the above expressions may be rewritten as
If the positions of columns (rows) of R are expressed as n-tuples and recalling that there are q iÀ1 main blocks, then the (i À 1)th leading digits will specify the position of the roots of the main blocks. Since each main block of R has q columns (rows) of subblocks, the next digit will specify the relative position of a subblock (within the main block selected by the leading digits). The remaining n À i digits will address the individual elements of the diagonal subblocks. See Fig. 3 .
The contribution of a term m ¼ ðm 1 ; . . . ; m iÀ1 ; k; m iþ1 ; . . . ; m n Þ of S <h> to S <g> can now be considered.
The contribution of the mth element of S <h> can be obtained by multiplying S <h> ðmÞ with the elements of the mth column of R. Since R is a sparse matrix, it is convenient to consider only its nonzero elements to make the product efficient. Furthermore, it is only needed to consider the main block specified by (the leading digits of) m, and within this main block, the subblocks in the kth column (of subblocks). The nonzero elements of a subblock are in its main diagonal and are constant. Therefore, it is enough to specify the rows identifying the subblocks. The final address of the rows will be given by d ¼ ðm 1 ; . . . ; m iÀ1 ; t; m iþ1 ; . . . ; m n ) and the nonzero elements correspond to l t;k for t ¼ 0; 1; . . . ; q À 1. This means that the mth term of S <h> contributes to terms in S <g> with address d and the value of this contribution, denoted by S <h> , is
The former analysis proves the following: Theorem 1. The processing rules to generate new terms in the FPPE for the polarity g from terms in the FPPE for the polarity h are determined as follows:
Recall that m ¼ m The following example illustrates the way how this theorem can be applied:
Example 8. The contribution of the term m ¼ ð0; 3Þ in S <1;2> , for the (1,2) polarity FPRM of function f given in Example 1 (the truth vector is F ¼ ½0; 3; 1; 1; 3; 0; 1; 1; 2; 2; 2; 2; 1; 0; 0; 1Þ, to S <1;1> , for the (1,1) polarity FPRM, is given by ð3; 1; 2; 3; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0Þ (see Fig. 4) . The above contributions of the term m are calculated by the following:
The starting polarity is < 1; 2 > ; The calculated polarity is < 1; 1 > ; Matrix Therefore, the term m ¼ ð03Þ with value 3 contributes to the terms ð0 0Þ, ð0 1Þ, and ð0 2Þ with values given as 3 times the corresponding value from the fourth column in matrix L, i.e., 3 Ã 1 ¼ 3; 3 Ã 2 ¼ 1, and 3 Ã 3 ¼ 2, respectively. Using the above theorem, it is possible to derive all the existing methods for optimization of polynomial expressions, which exploit the dual polarity property, as well as to produce new methods for determination of some new polynomial expressions.
DUAL POLARITY-BASED OPTIMIZATION ALGORITHM
Since for an n-variable q-valued function f, there are q n possible FPPEs, in an exhaustive-search optimization algorithm, all of q n fixed-polarity polynomial expressions should be calculated. Usually, the starting point in determination of each of the q n FPPEs is the truth vector for f. In a class of algorithms that exploit the dual polarity feature [7] , [8] , [9] , again these q n FPPEs are calculated, but the truth vector is the starting point only for the first FPPE.
Any other FPPE is calculated starting from an arbitrary FPPE. Fig. 5 illustrates the way of traversing from one to another polarity in the classical approach and by exploiting the extended dual polarity. In the classical approach, all of q n FPPEs are calculated from the truth vector (Fig. 4a) . In the dual polarity-based approach, only the first FPPE is calculated from the truth vector while other FPPEs are calculated from the previously calculated dual polarity FPPE (Fig. 4b) , which reduces the computational demands due to the features of the dual polarity route. How to construct an extended dual polarity route is explained in Section 3. The main idea of the proposed algorithm is that all q n FPPEs are constructed along the extended dual polarity route, i.e., each FPPE is calculated starting from the previously calculated extended dual polarity FPPE. An open question is the determination of a processing rule for processing terms from one FPPE to produce terms in another extended dual polarity FPPE. Theorem 1 gives the processing rule for arbitrary FPPEs. From this theorem, it follows that it is possible to calculate all FPPEs by using the method for transforming a given FPPE into the extended dual polarity FPPE along the route without repetitive calculations. Therefore, we can perform the optimization of an FPPE, i.e., construction of all FPPEs and subsequent selection of the FPPE with the minimum number of nonzero coefficients, by using an effective exhaustivesearch algorithm consisting of the following steps: Step 2. The algorithm, as formulated above, starts from the zero polarity FPPE, but it can start from any other polarity. The initial FPPE representing the input in the algorithm should be calculated from any specification of the given function (for instance, truth vector, cubes, decision diagrams) by using any of the existing methods. Then, the terms in this initial FPPE should be specified by minterms that are the input in the algorithm.
For instance, we may want to start from the FPPE for the zero polarity for a given function f, which may be calculated from the truth vector for f. For this task, we can also use some known methods, for example, the tabular technique [16] , [17] , [40] , which we use in experiments presented in Section 9.
It is interesting to note that the algorithm proposed has high possibilities for parallelization. Each processor performs the method along a piece of the extended dual polarity route. The extended dual polarity route can be divided into z subroutes if the number of parallel processors is z.
In what follows, the theory presented in this section will be illustrated by examples of Galois field GF (4) expressions.
FIXED-POLARITY GF (4) EXPRESSIONS
In this section, we consider optimization of fixed-polarity polynomial expressions of functions defined on GF (4) by using the extended dual polarity method.
The optimization of a GF (4) expression is possible by using different complements. There are three complements for a variable in GF (4) denoted by i x; i ¼ 1; 2; 3 and defined as i x ¼ x þ i; i ¼ 1; 2; 3. In FPGFs, the use of complements for a variable requires permutation of columns in the basic GF (4) transform matrix corresponding to that variable. Table 2 shows complements and the corresponding basic transform matrices as well as their inverses that are used to define the operators for calculating coefficients in GF-expressions.
The following example illustrates GF (4) fixed-polarity polynomial expressions:
Example 9. The fixed-polarity GF expression of a twovariable four-valued function f in Example 1 for the polarity p ¼ ð2; 1Þ is given by
The coefficients are elements of the corresponding FPGF spectrum, which is, therefore, given by S <2;1> ¼ ½2; 0; 0; 0; 2; 2; 3; 3; 1; 1; 0; 3; 1; 1; 0; 0:
The FPGF of a four-valued function f can be represented by a set of four-valued (n+1)-tuples, consisting of terms and the corresponding function values on these terms. For simplicity, literals for variables in terms are replaced by their indexes. A variable that is present in a product term in the ith complemented form is replaced by i, and 0 denotes an absent variable. Therefore, the FPGF for the function f and the assumed polarity p ¼ ð2; 1Þ is represented by the following set of tuples, where "-" separates the function value from the literals of variables f00 À 2; 10 À 2; 11 À 2; 12 À 3; 13 À 3; 20 À 1; 21 À 1;
Now, by Example 10, we will show how a method for optimization of GF (4) expressions [19] , [20] can be derived from our general method described in Section 6. Table 3 gives all possible matrices L for GF (4) expressions as shown in [19] , [20] , while Table 4 shows the corresponding processing rules derived from these matrices. Note that the first block of Table 4 corresponds to cases when jp i À p 0 i j ¼ 1, and in this case, is always 1. The second block corresponds to cases when jp i À p 0 i j ¼ 2, meanwhile the third, to cases when
It is obvious that these processing rules are simple, and due to that, efficient in terms of time and space.
Example 10. Consider a two-variable four-valued function f given in Example 1. Let the GF (4) fixed-polarity expression of f, for the polarity p ¼ ð2; 1Þ be represented by the spectrum S <2;1> ¼ ½2; 0; 0; 0; 2; 2; 3; 3; 1; 1; 0; 3; 1; 1; 0; 0 T . The extended dual polarities and the corresponding FPGFs are given in Table 5 . Calculation procedures for determination of these extended dual polarity FPGF expressions are shown in Tables 6 and 7 .
Efficiency of the Method
Features of the proposed method and its efficiency have been examined by a series of experiments a sample of which is presented in Section 9. Experimental results confirmed the efficiency of the method compared to the related methods. For calculation of all FPRMs based on the (4) truth vector, the inverse transform matrix and its complemented forms are used. The number of zero coefficients in these matrices for GF (4) is 3 (see Table 2 ). On the other side, for the method proposed in this paper, all FPRMs are calculated but calculations are performed by using L matrices (for GF (4), see Table 3 ). The number of zero coefficients in these matrices is 7. Increasing the number of zero coefficients in processing matrices leads to the reduction in the number of operations required for calculation of FPRMs.
PARTICULAR CASES
In this section, in the manner used in the previous section, we will show that methods for generation of fixed-polarity Kronecker expressions [19] , fixed-polarity Reed-Muller expressions [41] , as well as fixed-polarity arithmetic expressions [21] can be derived as particular cases of the extended dual polarity-based optimization algorithm described in Section 6.
Kronecker Expressions for Binary-Valued Functions
A method for optimization of Kronecker expressions is proposed in [19] . This method can be considered as a particular case of the present method. Table 8 shows processing rules for all possible cases for Kronecker expressions of Boolean functions [2] , [35] derived by the specification of parameters in the general method discussed above. Note that polarity 2 denotes Shannon expansion while polarity 0 and 1 denote positive Davio and negative Davio expansions, respectively. Also, for all cases, ¼ 1.
Fixed-Polarity Reed-Muller Expressions
FPRM expressions can be optimized by using the dual polarity property as given in [40] , which can also be viewed as a particular case of the general method discussed above. Table 9 shows processing rules for the FPRM of Boolean functions. As for the Kronecker expressions, in this case, it is also ¼ 1.
Fixed-Polarity Arithmetic Expressions
Dual polarity is used in [21] for optimization of fixedpolarity arithmetic expressions (FPAEs). This method can also be derived as a particular case of the general method. Table 10 shows processing rules for fixed-polarity arithmetic expressions [16] , [21] .
EXPERIMENTAL RESULTS
In this section, we present some experimental results estimating features and efficiency of the proposed algorithm for minimization of FPPEs. As example, we give results for FPGF expressions for functions defined on GF(4), FPAE of Boolean functions, and Kronecker expressions. In our experiments, calculation of all fixed-polarity expressions along the extended dual routes starts from the zero polarity expressions, which are calculated directly from the function represented by disjoint cubes by using the corresponding cube tabular technique methods [16] , [17] , [18] .
FPGFs
We developed a program in C for the determination of an optimal FPGF expression for an arbitrary four-valued function represented by minterms. The experiments were carried out on a 1 GHz PC Celeron with 128 MB of main memory and all runtimes are given in CPU seconds. Table 11 compares the runtimes for optimization of FPGF expressions by the CTT method introduced in [17] (columns CTT) with the extended dual polarity-based algorithm proposed in [18] that, as shown above, can be derived from the method given in this paper (columns Dual). We consider randomly generated four-valued functions with 25 and 75 percent of nonzero minterms (columns 25 and 75 percent, respectively), where the number of fourvalued variables n ranges from 4 to 7. Columns "percent d" show the ratio (CTT-Dual)/CTT, where CTT and Dual refer to the methods in [17] and [18] , respectively.
The extended dual polarity-based algorithm is faster than CTT due to the simplified processing by using the extended dual polarity property. This ratio increases with increasing number of variables. Furthermore, the number of nonzero minterms has smaller influence upon the runtime of the proposed algorithm as compared to CTT.
Kronecker Expressions
In this section, we present some experimental results estimating features and efficiency of the extended dual polarity-based method for optimization of Kronecker expressions. Table 12 gives the runtimes (in seconds) for the Kronecker expression optimization for the simple functions taking the value 1 at the first three minterms (0,1,2) and the value 0 at other minterms (column denoted by (012)), randomly generated functions with 25 percent of all possible minterms taking the value 1 (column denoted by 25 percent), and randomly generated functions with 75 percent of all possible minterms taking the value 1 (column denoted by 75 percent), where the number of variables n ranges from 5 to 11.
The conclusion is similar as in the case of FPAEs, i.e., except for functions with only 3 nonzero minterms, for a given number of variables, the number of nonzero minterms has only a small influences upon the runtime of this algorithm.
We expect that the dual polarity-based methods for optimization of other classes of polynomial expressions, which can be derived from the proposed method, will express the same or similar features.
FPAEs
In this section, we present the same type of experimental results as in the previous sections; however, this time, estimating features and efficiency of the extended dual polarity-based method for the minimization of fixed-polarity arithmetic expressions. Table 13 compares the runtimes for optimization of arithmetic expressions by the Tabular technique described in [16] (columns ATT) with the algorithm that is derived from the method proposed in this paper (columns Dual). As for the Kronecker expressions, we consider the simple functions taking the value 1 at the first three minterms (0,1,2), randomly generated functions with 25 percent of all possible minterms taking the value 1, and randomly generated functions with 75 percent of all possible minterms taking the value 1, where the number of variables n ranges from 7 to 12. Columns "percent d" show the ratio (ATT-Dual)/ATT, where AT and T and Dual refer to the method in [16] and the proposed algorithm, respectively.
It can be concluded that, as in the former case, the number of nonzero minterms in the range of 25-75 percent has almost no influence upon the runtime of the extended dual polarity-based algorithm, but it is faster than ATT.
We were interested to check the effectiveness of the proposed method in the case of functions that have an exponential complexity as, for instance, multipliers. As an example, we used the (8 Â 8)-bit multiplier, since specification of the next reasonable size (16 Â 16)-bit multiplier by disjoint cubes requires a file of over 268 Gbytes for the function vector. Table 14 shows the number of disjoint cubes representing each separate output of the (8 Â 8)-bit multiplier. The column "Optimal" shows the number of nonzero minterms in the optimal polarity arithmetic expression out 16 different polarity arithmetic expressions. The column labeled by "runExe" shows the CPU time in seconds, for our optimization method.
It should be pointed out that the study of the (8 Â 8)-bit multiplier was done to evaluate the performance of the proposed method in the context of a problem of exponential complexity. It is fairly obvious that nobody would realize an (8 Â 8)-bit multiplier in this way. An optimized multilevel architecture as, for instance, a Wallace multiplier [44] would clearly be much more efficient.
CONCLUDING REMARKS
In this paper, we have proposed a general method for optimization of polynomial expressions by using the extended dual polarity property. We have introduced the notion of extended dual polarities as an extension of the very well known term, dual polarity, in Boolean algebra. Based on the extended dual polarity, we have shown dependencies between two extended dual polarity polynomial expressions. This dependency is used as a base for deriving the method.
All existing methods that exploit the dual polarity property in optimization [19] , [20] , [21] , [41] can be derived from our method as particular cases. By using the proposed method, it is possible to derive similar methods for optimization of other polynomial expressions. For all given cases, the processing rules are simple and efficient. Due to that, although being an exhaustive-search method, the proposed method is effective. This means that if a given maximum computing time is fixed, the disclosed method allows finding the optimal polarity for functions with a larger number of variables than with other methods. Experimental results are given to show the performance of the extended dual polarity methods. Even though most examples have been given for 4-valued functions in GF (4), the proposed method is not limited to a quaternary domain. Recall, however, that in the case of q-valued functions, there are q n different polarity vectors; which means that the search space to find an optimal polarity increases both with q and n. For a two times larger q, the number of polarity vectors increases by 2 n . 
APPENDIX
Examples of polynomial expressions for binary and multiple-value functions.
A.1 Reed-Muller Expressions
Polynomial expression (1) defined over the Galois field GF (2) 
A.2 Kronecker Expressions
The Kronecker expression of Boolean function f given by the truth vector F is given as 
A.3 GF (4) Expressions
If q = 4 and addition and multiplication are carried out in GF (4) (as specified in Example 1), then (1) represents GF-expressions for a four-variable function. Exponentiation in GF (4) is defined in Table 15 . Note that if Table 15 is viewed as a matrix whose rows correspond to the rows in the table, then this matrix is the inverse matrix for the basic GF (4) transform matrix.
Example 13. The basic GF (4) transform matrix is given as The GF (4) spectrum and the corresponding polynomial expression for a two-variable four-valued function f, given by the truth vector F ¼ ½0; 3; 1; 1; 3; 0; 1; 1; 2; 2; 2; 2; 1; 0; 0; 1 . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
