大脳視覚情報処理に基づく神経振動と曲率表現を用いた物体認識のモデル化に関する研究 by Matsuda Yuma
Study on Model of Object Recognition Using
Neuro-Oscillator and Curvature Based Shape









Study on Model of Object Recognition
Using Neuro-Oscillator and Curvature Based Shape
Representation in the Visual Cortex
Department of Electronic Engineering






Study on Model of Object Recognition Using Neuro-Oscillator and Curvature Based Shape 
Representation in the Visual Cortex 
ABSTRACT： 
This study proposes models to solve issues on the processes of “perceptual grouping”, “shape 
representation”, and “shape mapping” in order to make it clear how the human visual system 
recognizes object in real-world scenes. In order to recognize which elements are grouped as 
those of the same object shape (perceptual grouping), an ill-posed problem is required to be 
solved. In order to invariantly describe shapes, a shape representation of the human visual 
system is required to be understood. In order to retrieve shapes even in unpredictably and 
dynamically changing real-world scenes, a shape retrieval method using a suitable shape 
mapping process is required to be unveiled. These solutions are proposed as mechanisms 
which are plausibly working in the human visual system. 
Chapter 2 proposes the solution for the first issue “perceptual grouping”, which is 
challenging for computational visual systems. In order to perceive groups in images, the 
connections between each two pixels and the groups as the result of these connections is 
required to be simultaneously found. Thus, the connections and the groups are required to 
be individually described, and dynamically and interactively formed. Various types of 
computational neural oscillator network models have previously been proposed to perceive 
groups. Although previous models dynamically solve the grouping with short-range 
excitation and long-range inhibition, both the groups and the interaction between the groups 
and the connections are not described. Therefore, it is not described what shapes of groups 
are located where, and the balance of the short-range excitation and the long-range inhibition, 
in principle, cannot be adjusted to the groups included in images. For this reason, we propose 
a model that describes the connections and the groups individually on different “layers”, and 
forms them dynamically and interactively. In order to describe the connections and the 
groups, we model the dynamics of the inter-element interaction (for the connections), the 
inter-layer interaction, and the inter-variable interaction (for color variables). As a result of 
this modeling, we show that our model successfully forms groups and segregates them into 
spatial regions in various color images. 
Chapter 3 proposes the solution for the second issue “shape representation”, which is also 
challenging. The human visual system recognizes general shapes flexibly in real-world scenes 
through the ventral pathway. The pathway is typically modeled using artificial neural 
networks. These network models, however, do not construct a shape representation that 
satisfies the following required constraints: (1) The original shape should be represented by 
a group of partitioned contours in order to retrieve the whole shape (global information) from 
the partial contours (local information). (2) Coarse and fine structures of the original shapes 
should be individually represented in order for the visual system to respond to shapes as 
quickly as possible based on the least number of their features, and to discriminate between 
 
shapes based on detailed information. (3) The shape recognition realized with an artificial 
visual system should be invariant to geometric transformation such as expansion, rotation, 
or shear. We, therefore, propose a visual shape representation with geometrically 
characterized contour partitions described on multiple spatial scales. 
Chapter 4 proposes the solution for the third issue “shape mapping”, which is still 
challenging even after both of “perceptual grouping” and “shape representation” are 
understood. The human visual system retrieves shapes from incomplete information in the 
real world, and it has inspired a lot of computational methods of retrieving shapes. In order 
to retrieve shapes, the observed shapes are decided to be alike or unlike remembered shapes 
in memory after the comparison of these shapes. To compare the observed and remembered 
shapes, they must first be appropriately represented so that the points on each shape can be 
mapped and compared. For this reason, the shape retrieval process needs appropriate shape 
representation and shape mapping methods. Moreover, the shape representations should be 
normalized before the mapping process. However, a normalization process for 
representations under unpredictable conditions has not yet been established. We, therefore, 
describe a shape retrieval method that enables us to retrieve shapes under unpredictable 
conditions with a suitable normalization process. Using the shape representation “curvature 
partition” and the shape normalization method “angle-length profile”, our shape retrieval 
method normalizes the shape representation before it does the mapping. As a result, unlike 
the previously proposed methods, it can be used under unpredictable conditions such as when 
occlusion, geometric distortion, and differences in image resolution occur simultaneously. 
Throughout this study, the processes of “perceptual grouping”, “shape representation” and 
“shape mapping” are well understood from the view of both biological and computational 
visual system. Chapters 5 and 6, the computational visual system “One Shot Detector (OSD)” 
is finally proposed as a combination of these processes. This system is proposed as a 
promising new system of recognizing object without using machine learning schemes. For 
object recognition in real world scenes, reliability is a quite challenging accomplishment since 
real world environments change unpredictably and dynamically. In these environments, 
objects are also observed as unpredictably and dynamically changed shapes. For recognizing 
these objects, a huge number of changed shapes (sample shapes) should be learned 
beforehand. However, sample shapes cannot always be obtained since they are unpredictably 
and dynamically changed. On the other hand, our OSD is shown to achieve great performance 
using examples of side-scan sonar images in maritime environments (Chapter 5) and satellite 
images (Chapter 6). We, therefore, introduce our object recognition system based on OSD 
with great performance. Then, we finally conclude our study in the Chapter 7. 
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The real world is an unpredictably and dynamically changing uncertain environment.
Although the human visual system always encounters these uncertainty, it has not
yet been clarified how the human visual system recognizes object in these real-world
scenes. For this reason, it is still a challenging issue for visual systems to identify
where objects are in real-world scenes.
Computational visual systems describe the real world based on images that consist
of pixels. In these images, an object is recognized as a group of pixels. However,
one of the biggest questions in this process is how the visual systems recognize which
pixels belonging to which objects. Since images are matrices of pixels, these images
do not have any “cues” to recognize objects. Therefore, it is generally challenging to
recognize objects included in images.
When our brain sees an object with our eyes, the image is projected onto the retina.
Then, this image is relayed through the lateral geniculate nucleus (LGN) to the visual
cortex. The visual cortex processes the information input from the retina with the
neurons’ receptive fields (RFs). Lower visual cortex, using smaller RFs, extracts
simple features such as the orientation, color, disparity, motion of objects included in
the image [1, 2]. As a feature of object shapes, primary visual cortex (area V1) has
orientation-selective neurons, which extract the orientation of contours of the object
shapes [3]. In higher visual cortex (area V4), it is known that more complex features
are sensed [4, 5]. In this area, a set of the orientation information is recognized as a
set of tangential lines to a circle [6, 7]. Then, curvature information as a radius of a
circle is recognized. This mechanism is verified with representing neurons in area V4
which react with curvature and location included in contours of shapes. Then, it is
assumed that the curvature information, which contains more complex information
than simple local lines represented in area V1, can represent local and global features
of shapes simultaneously. In area posterior inferotemporal cortex (PIT), which is
next to area V4, some of these curvatures are observed to be jointed as a description
of a closed contour, which is located next to area V4 [8, 9]. The brain’s visual area
is assumed to apply these sets of curvature information for invariant representations
of objects since the inferotemporal cortex including PIT is responsible for the shape
recognition [10]. It is, then, also assumed that the sets of curvature information are
invariantly represented in area PIT since the neurons in this area are observed to
react invariantly with geometrically deformed shapes.
The important fact is that the human visual system accomplishes “figure-ground
separation” through this process. The visual system recognizes which elements of
images belonging to which objects, and separates them from other elements of the
images. This figure-ground separation is done even under the condition that any
“cues” for recognizing objects is included in the images. Although it is well-known
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that figure-ground separation occurs through the process of the human visual system,
little is known on the mechanism of this figure-ground separation. We assume that
each process of “perceptual grouping”, “shape representation”, and “shape mapping”
has issues to be solved in order for us to understand how the human visual system
recognizes objects.
1. PERCEPTUAL GROUPING
In order to recognize which elements are grouped as those of the same object
shape (perceptual grouping), an ill-posed problem is required to be solved [11].
Because an image is originally described as a set of pixels, each of which has
different color, it is not pre-determined which pixels belong to the same group.
It is unknown which pixels should be connected to form the same groups unless
it is found what shapes of groups are located where. In the same way, it is
unknown what shapes of groups are located where unless it is found which
pixels are connected or disconnected. In order to solve this ill-posed problem
and achieve the perceptual grouping, we assume that three factors are required
to be unveiled.
2. SHAPE REPRESENTATION
Unless the shapes are described as whole representations, computational visual
systems cannot basically extract and identify them. The human visual sys-
tem is, on the other hand, assumed to identify shapes flexibly using a suitable
shape representation. For this reason, the shape representation described in the
human visual system needs to be unveiled. The conventional shape representa-
tions suitable for shape retrieval, however, have not yet been constructed since
none of them fulfills all of the constraints that are required for shape matching:
（a）The original shape should be represented with a group of partitioned con-
tours in order to retrieve the whole shape (global information) from the
partial contour (local information) [12–15].
（b）Coarse and fine structures of the original shapes should be individually
represented in order for the visual system to respond to shapes as quick as
possible with least number of features of them, and to discriminate a shape
from others with the detailed information [16–19].
（c）The shape recognition realized with the visual system should be invariant
to geometric transformation such as rotation or shear [20,21].
Therefore, a biologically plausible shape representation which is suitable for
shape retrieval is required to be proposed.
3. SHAPE MAPPING
Even if shapes are described with suitable representations, there still remain a
large issue to be solved. Complete shapes must be retrieved from incompletely
described shapes affected by occlusion, geometric distortion, and differences
in image resolution. Such a retrieval will be successful if the shape repre-
sentations appropriately describe the incompletely observed shapes and if the
observed shapes are appropriately mapped to shapes in memory (the point
correspondences are appropriately solved). Thereby, the incompletely observed
shapes can be appropriately matched to shapes in memory and it can be de-
cided if they are alike or unlike. For this reason, the task of shape retrieval
will require appropriate shape-representation and shape-mapping methods. It
is assumed that the shape retrieval methods should appropriately normalize
the shape representations in the mapping process even under the condition of
occlusion, geometric distortion, and differences in image resolution.
In this paper, we propose models to solve issues on the processes of “perceptual
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grouping”, “shape representation”, and “shape mapping”. We, then, propose a system
to accomplish “figure-ground separation” using these models. The issue on perceptual
grouping is solved by a model of the perceptual grouping in color images with the inter-
element interaction, the inter-layer interaction (the interaction between the globally
formed groups and locally formed connections), and the inter-variable interaction (the
interaction among RGB values). The issue on shape representation is, then, solved by
a shape representation “called curvature partition”. The curvature partition, which is
composed of geometrically characterized contours partitioned by zero-crossing points
on the contours with coarse and fine shapes, describes general shapes well. Finally,
The issue on shape mapping is solved by a shape mapping process using a normaliza-
tion using an ”angle-length profile”. By exploiting the fact that the angle variation
is Euclidean invariant even under occlusions, we construct an angle-length profile as
a basis for the normalization of the curvature partition. As a result, unlike the pre-
viously proposed methods, our method can be applied in situations with occlusion,
geometric distortion, and differences in image resolution. Chapter 2 proposes a model
of accomplishing perceptual grouping (image segmentation) with the title of “Model
of perceptual grouping with inter-element, inter-layer and inter-variable interactions”.
Chapter 3 proposes a shape representation called “curvature partition” with the title
of “Visual shape representation with geometrically characterized contour partitions”.
This chapter is based on an author’s work [22]. Chapter 4 proposes a method of
shape mapping and retrieval with the title of “Method of retrieving general shapes
with occlusion using geometrically characterized contour partitions”. This chapter is
based on an author’s work [23]. Then, Chapter 6 and Chapter 5 present the evalu-
ation results that our proposed model of perceptual grouping, shape representation,
and shape mapping method are applied for recognizing object in real-world scenes.
Chapter 6 deals with objects on satellite images, and Chapter 5 deals with objects on










It is still a challenging issue for computational visual systems to identify where objects
are in real-world scenes. Computational visual systems describe the real world based
on images that consist of pixels. In these images, an object is recognized as a group of
pixels. However, one of the biggest questions in this process is how the pixels that are
assumed to be the components of an object can be separated from the other pixels in
the images. In other words, how does “figure-ground separation” occur? The human
retinal system describes real-world scenes based on the neuronal firing patterns as
if the neurons work as the pixels in the computational images. These patterns are
transmitted to the visual cortex. In this process, a “group” of firing neurons, which
are activated synchronously, describes a certain object or a spatial region [24,25]. As
a result of the perceptual grouping mechanism, it is assumed that the human visual
system finds the local features belonging to the same objects (border-ownership) based
on only a glance [26–28].
In order to achieve the perceptual grouping, an ill-posed problem is required to be
solved [11]. Because an image is originally described as a set of pixels, each of which
has different color, it is not pre-determined which pixels belong to the same group.
It is unknown which pixels should be connected to form the same groups unless it
is found what shapes of groups are located where. In the same way, it is unknown
what shapes of groups are located where unless it is found which pixels are connected
or disconnected. In order to solve this ill-posed problem and achieve the perceptual
grouping, we assume that three factors are required to be unveiled.
1. Dynamics of the inter-element interaction: All the elements of images
(pixels) are uniquely described, and each element has its own RGB values.
Therefore, it is not pre-determined if arbitrary selected neighboring two ele-
ments are connected or disconnected. The connection between two elements
is required to be determined in consideration of those against other periph-
eral elements, and vice versa. For this reason, the mechanisms to dynamically
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and interactively determine the connecting condition between two elements by
reflecting those against other peripheral elements are required to be unveiled.
2. Dynamics of the inter-layer interaction: Assuming that the perceptual
groups and elements are described on different layers, the states of these layers
are required to be dynamically and interactively determined since these states
cannot be preliminary determined. The perceptual groups on “higher layer”
are formed through the bottom-up connections, and the local connections on
“lower layer” are explicitly determined with the states of the perceptual groups.
Globally formed groups are the final compilation of the locally formed connec-
tions. The locally formed connections are, at the same time, strongly influenced
by the globally formed groups. For this reason, the mechanisms to dynamically
and interactively determine the states of the two layers are required to be un-
veiled.
3. Dynamics of the inter-variable interaction: The human visual system
handles multiple variables such as motion vectors, border patterns, colors, or
the saliency with neural oscillations so that it perceives groups (surfaces). In
this context, the human visual system plausibly makes use of the inter-variable
interaction when it perceives surfaces. The mechanisms for integrating the
dynamics of the elements corresponding to the different parameters (variables)
are required to be unveiled.
Historically, Various types of neural oscillator models have previously been proposed
in order to solve the ill-posed problem for grouping [29, 30]. The previous models
are roughly classified into four categories: binocular stereopsis models, figure-ground
segregation caused by relative motion models, border patterns of the surfaces, or
stereo still images (gray-level and color images). The binocular stereopsis models help
explain the mechanism for the perception of surfaces when the binocular images are
combined especially when using random-dot stereograms [31, 32]. The figure-ground
segregation models explain the mechanism for the perceptual grouping of elements
in images and the segregation of these groups from the background groups using the
cues of relative motion [33,34], the border patterns of the surfaces [13,30,35,36], the
gray-level images [37–40], or color images [41]. Although various oscillator models are
proposed for the perceptual grouping, the ill-posed problem especially on stereo still
images has not yet successfully been solved.
Typically, Wang’s neural oscillator network model describes each element of images
with a non-linear oscillator [37, 42, 43]. With his model, the elements belonging to
the same groups are determined as those which have phase synchronized with each
other. Although the connection between two elements is pre-determined with the
differences of the luminances of the two elements, the relationship between two ele-
ments can dynamically and interactively change since the phase of each element is
determined in consideration of those of its adjacent elements. For this reason, the
first factor for solving the ill-posed problem (dynamics of the inter-element interac-
tion) is considered. In addition, his model apply an oscillator on “higher layer” to
cause long-range inhibitory connections. With this inhibition, groups can be clearly
formed. However, the higher layer that we point out requires not only to cause long-
range inhibitory connections but also to describe each formed group. Without the
descriptions of groups and the dynamics of the interaction between groups and ele-
ments, the ill-posed problem cannot be solved (it is unknown what shapes of groups
are located where). For this reason, the dynamics of the inter-layer interaction is
required to be unveiled. Similarly, the dynamics of the inter-variable interaction has
not yet been solved. In order to perceive groups from color images, Quiles et al. pro-
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pose a computational visual system with a saliency map [44, 45] and Wang’s neural
oscillator network [41]. Because the saliency is closely related to the visual percep-
tion, the dynamics of the oscillators can reflect results of “perception”. Also, the
saliency map plays a role to reduce the parameter dimension of elements. However,
the relationships among variables of elements are so complex that it is hard for the
saliency map to comprehend them. These relationships can change by the context of
inter-element relationships or inter-layer relationships. For this reason, the dynam-
ics of the inter-variable interaction is required to be unveiled to solve the ill-posed
problem.
In this chapter, we propose a model of the perceptual grouping in color images
with the inter-element interaction, the inter-layer interaction (the interaction between
the globally formed groups and locally formed connections), and the inter-variable
interaction (the interaction among RGB values) to solve the ill-posed problem. Our
proposed model consists of two hierarchical layers of neural oscillator networks and
their interactions [31,46,47].
1. Hierarchical layers:
（a）(higher layer) dynamically formed group
（b）(lower layer) oscillators with dynamically changing local connection
strength
2. Their interactions:
（a）group (higher layer) formed by local connection (lower layer)
（b）local connection strength influenced by both group (higher layer) and pe-
ripheral connection (lower layer)
The higher layer is responsible for forming groups according to the local connections
formed on the lower layers. The lower layer, which consists of locally interacted
neural oscillators, is responsible for forming the local connections modified by both
the groups in the higher layer and the peripheral connections in the lower layer. The
groups formed by our proposed model are the results in the cues for the figure-ground
segregation in real-world scenes. As a result, we show that our model can perceive not
only the color surface but also the gradation on the surface. Section 2.2 describes our
approach. Section 2.3 presents the experimental results. Section 2.4 is a discussion
based on these results and concludes this chapter.
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2.2 Model
Our model consists of two hierarchical layers (Fig. 2.1). The first layer, the “lower
layer”, represents the RGB values of each pixel in an image using the firing patterns
of oscillatory neural elements. On this layer, each of the RGB values of a pixel
are explained using each respective oscillator. These oscillators communicate with
their neighbors, and adjust the connection strength among them according to the
similarities in the RGB values. Strongly connected oscillators are, then, grouped
together. These formed groups are, on the second “higher layer”, explained using the
average RGB values. The connection strengths among the oscillators are adjusted
again based on these averaged RGB values explained on the higher layer.
The lower layer, which describes an image, is an N ×M array of sets of nonlinear
oscillators (Fig. 2.2). On this layer, a pixel in the image at position (i, j) is described









correspond to the R, G, and B values of the pixel, respectively. These activities are the
functions of time t. In order to flexibly reform the relationship toward the neighboring
oscillators, the KYS oscillator [31, 48], which is a modified van der Pol oscillator, is
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brightness for each wavelength as pointed out by Land [49–53]. The fundamental
inputs are given by
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i,j = ρ+ λri,j , (2.3a)
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i,j = ρ+ λbi,j , (2.3c)
where ρ and λ are the constants, and ri,j , gi,j , and bi,j are the R, G, and B values for
position (i, j), which are normalized into 0 to 1 values. The inputs from the neighbors


















u,v − xBi,j), (2.4c)
where µ is a set of neighbors for position (i, j), si,j,u,v is a link determined by the















. We apply the mirror reflection for the boundary
condition. Therefore, µ for position (i, j) includes (i, j) itself if (i, j) is located on the
boundary. The dynamics for Wi,j,u,v are determined by using the following equation.
dWi,j,u,v/dt = ψ(x
R
i,j − xth, xRu,v − xth)
+ψ(xGi,j − xth, xGu,v − xth)
+ψ(xBi,j − xth, xBu,v − xth),
for Wmin ≤Wi,j,u,v ≤Wmax
(2.5)
where xth denotes the threshold for firing, Wmin and Wmax are the lower and upper
limits for Wi,j,u,v, and ψ(ζ, ξ) is given by
ψ(ζ, ξ) =

w (ζ > 0 ∩ ξ > 0)
−w (ζξ < 0)
0 (otherwise),
(2.6)
which is a simple expression of the synaptic learning rules. The activities of the
oscillator and the connection strength are shown in Figs. 2.3 and 2.4.
The higher layer, which describes groups of pixels, is a set of multiple vectors. On
this layer, the groups, which are sets of pixels that are strongly connected with each
other, are formed according to the connection strength among the pixels. The pixel
at position (i, j) and that at position (u, v) are joined together into the same group
when
Wi,j,u,v − wth > 0, (2.7)
where wth denotes the threshold for the connection strength. The k-th group is
described using vector Ik, which denotes the average RGB values of the component









where ϕk is a set of the component pixels for the k-th group, Nk is the number of
pixels included in ϕk, and ri,j , gi,j , and bi,j are the RGB values of the pixel at position
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1 (|Ik − Ii,j | < Ith)
0 (otherwise)






and Ith is a threshold for determining the component pixels. The activity of the group






Fig. 2.1 Model construction, which consists of two hierarchical layers. The
lower layer forms the local connections by representing the RGB values of each
pixel in an input image. Referring to the locally formed connections, the higher
layer forms groups of pixels. Subsequently, the lower layer updates the local
connections according to the groups formed by the higher layer. In this example,
the higher layer forms four groups, each of which is colored red, green, yellow,
and brown by referring to the locally formed connections. Note that the number
of groups is previously unknown, and is autonomously formed.










Fig. 2.2 Construction of lower layer. The pixel in image at position (i, j) is









correspond to the R, G, and B values of the pixel. The pixel at position (i, j) is
connected to each of the neighboring pixels at positions (i−1, j−1), (i−1, j), (i−
1, j+1), (i, j− 1), (i, j+1), (i+1, j− 1), (i+1, j), and(i+1, j+1) using Wi,j,u,v



















Fig. 2.3 Activities of oscillators and connection strength between them when
oscillators are synchronized. The first row denotes the activity of oscillator xi,j ,
the second row denotes that of oscillator xu,v, and the third row denotes that
of the connection strength Wi,j,u,v between oscillators xi,j and xu,v. When both
xi,j and xu,v fire (xi,j > xth and xu,v > xth), the Wi,j,u,v value increases until




















Fig. 2.4 Activities of oscillators and connection strength between them when
oscillators are not synchronized. The first row denotes the activity of oscillator
xi,j , the second row denotes that of oscillator xu,v, and the third row denotes that
of the connection strength Wi,j,u,v between oscillators xi,j and xu,v. When either
xi,j or xu,v fires (but not both), theWi,j,u,v value decreases untilWi,j,u,v = Wmin
so that the connection is weakened. In this case, Wmin = −1.
(a)                          (b)                          (c)  
Fig. 2.5 Activity of group formation. The solid red line in (a) denotes the
elements of the group formed using the local connections formed by the lower
layer. The broken red line in (b) denotes the elements excluded from the group.
The solid red line in (b) and (c) denotes the elements of the group reformed using
the higher layer.
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2.3 Results
In this section, we evaluate the effectiveness of our proposed model. For this evalu-
ation, we present the experimental results using the images selected from Microsoft
clip art shown in Fig. 2.6. Referring to the compressed images, the states of the
oscillators corresponding to the RGB values of each pixel are updated using the dif-
ferential equations shown in Section 2.2. The connections among the oscillators and
the groups of oscillators are, then, also accordingly updated.
For this evaluation, the images shown in Fig. 2.6 are compressed so that the image
size is smaller than 60×60 px. The compressed images in Fig. 2.7 are constructed using
an averaging filter. The oscillators are updated with the relevant parameter values,
A1 = 3.0, B1 = −20.0, C1 = 1.0, A2 = 1.0, B2 = −0.0, C2 = −1.0, ρ = 5.0, λ = 2.0,
xth = −1.13, Wmin = −1.0, xmax = 2.0, w = 0.1, and Ith = 0.5. Then, the equations
presented in Section 2.2 are solved using the fourth order Runge-Kutta method with
a micro-sampling time interval of dt = 0.02. Accordingly, the connections among the
oscillators and the groups are updated, as shown in Figs. 2.8 and 2.9. The connection
strength between each oscillator, which is initially set to zero, gradually increases as
time evolves if the dynamics of its edges synchronize. As a result of the increase in
connection strength, the groups of oscillators are formed. We define the following








|Ii,j − Iu,v|/Ninter, (2.11b)
ϵdifference = ϵinter − ϵintra, (2.11c)
where ψintra is a set of connections both of which edges (i, j) and (u, v) are located
in the same group, ψinter is a set of the connections both of which edges (i, j) and
(u, v) are located in different groups, Nintra is the number of ψintra elements, and
Ninter is the number of ψinter elements. ϵdifference, the subtraction of ϵintra from
ϵinter, tells us how well each oscillator is divided into suitable groups. As shown
in Fig. 2.10, the evaluation indices, which are unstable in the early stage, become
stabilized after about 10000 time steps. This tells us that our model repeats the trial
and error process in the early stage by changing the local connections until suitable
groups are formed. As a result of the trial and error process shown in Fig. 2.8, pixels
with similar colors are classified into the same clusters if they are not geometrically
intermittent, as shown in Fig. 2.9.
We then make a comparison between our model and a model without the higher
layer in order to confirm the role that the higher layer plays. In particular, we set
the threshold for determining the component of groups Ith to infinity (Ith = 999999).
As a result, si,j,u,v, the link between positions (i, j) and (u, v), is stably set to 1.
With this configuration, the states of the oscillators, connections, and groups are
updated in the same manner. The dynamics of the connection strength are shown in
Fig. 2.11. Unlike when the Ith is suitably set, these results show that the pixel groups
can never be formed using this configuration. As a consequence, we confirmed that
the inhibition from the higher layer is indispensable for forming the pixel groups.
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Table 2.1 Relationship among D, vibration period, and frequency.
D
Vibration












We finally give an interpretation of our results from the neuropsychological view-
point. Our model is based on the KYS oscillator, which was originally introduced to














where x denotes the activity of an oscillator and D denotes the input from outside.
The relationship among value D, the vibration period, and frequency as a result of the
activity of the single oscillator is summarized in Table 2.1. The relationship between
value D and the vibration frequency can then be linearly approximated, as shown in
Fig. 2.12, using
f = αD + β, (2.13)
where f denotes the frequency and α = 0.0105 and β = 0.0234. With this relationship,
we try to explain how our model recognizes the image colors. Figs. 2.13-2.16 show
the RGB values of the original images and those simulated using the observed values
for the frequency of the oscillators. These results tell us that the color recognized
using the neuronal oscillators may be different from that of the original images, as
shown using the various optical illusions examples [54, 55]. Interestingly, even pixels
that belong to the same group can describe different frequencies. This fact implies
that the human visual cortex may recognize the area and color simultaneously so that
multiple colors in the same area can be investigated.










Fig. 2.7 Compressed images based on original images shown in Fig. 2.6. The






TS=2000           4000           6000             8000            10000
Fig. 2.8 Evolution of connection strength between pixels at time steps (TS)
2000, 4000, 6000, 8000, and 10000. The groups as a result of the connected pixels
are gradually formed as the connection growth. (a)-(d) represent Figs. 2.7(a)-(d).











Fig. 2.10 Evolution of evaluation indices. The red line denotes the average
difference in the RGB values of the elements in the same group ϵintra, the green
line denotes the average difference in the RGB values of the elements in different
groups ϵintra, and the blue line denotes the subtraction of ϵintra from ϵinter.
(a)-(d) shows these indices corresponding to Figs. 2.7(a)-(d).





TS=2000           4000            6000              8000           10000
Fig. 2.11 Evolution of connection strength between pixels at time steps (TS)
2000, 4000, 6000, 8000, and 10000 when Ith = 999999. Unlike in Fig. 2.8, the
connection strength between the groups perceived when Ith = 0.5 (original value)

















Fig. 2.12 Relationship between value D and vibration frequency (f) (experi-
mental results) as result of activity of single oscillator classified in Table 2.1.






Original image Simulated image
Fig. 2.13 Comparison of RGB values of original image Fig. 2.7(a) and those
simulated with observed values for frequency of oscillators. The value in red is






Original image Simulated image
Fig. 2.14 Comparison of RGB values of original image in Fig. 2.7(b) and those
simulated using observed values for frequency of oscillators. The red value is
shown as (r), green is shown as (g), blue is shown as (b), and the RGB value is
shown as (rgb).





Original image Simulated image
Fig. 2.15 Comparison of RGB values of original image in Fig. 2.7(c) and those
simulated using observed values for frequency of oscillators. The red value is






Original image Simulated image
Fig. 2.16 Comparison of RGB values of original image in Fig. 2.7(d) and those
simulated using observed values for frequency of oscillators. The red value is
shown as (r), green is shown as (g), blue is shown as (b), and the RGB value is
shown as (rgb).
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2.4 Discussion and Conclusion
We proposed a model of the perceptual grouping in color images using the interaction
between the globally formed groups and locally formed connections in this chapter.
We then evaluated the effectiveness of our proposed model using color images. As a
result, we found that our model successfully forms groups and segregates these spatial
regions. In this section, we discuss five topics: the mechanism for the convergence of
the grouping, the difference between our model and the previously proposed clustering
approaches, the difference between our model and the previously proposed models
from the view of the role that the higher layer plays, the meaning of the resulting
clusters, and the future work to be done with respect to our approach.
We first discuss the mechanism for the convergence of the grouping. The role of
the connection strength Wi,j,u,v between oscillators xi,j and xu,v is the excitation
when Wi,j,u,v > 0, and the inhibition otherwise. This mechanism is explained by
looking at the equations noted in Eq. 2.4. As a matter of course, the connection
strength Wi,j,u,v does not work as a neighbor excitor nor inhibitor when si,j,u,v = 0.
When Wi,j,u,v > 0, xi,j gains energy so that xi,j increases its frequency to repel each
other, but xi,j loses energy so that xi,j decreases its frequency otherwise. As a result,
the activities of xi,j and xu,v are locked together (frequency-locking phenomenon).
In contrast, the activities of xi,j and xu,v repel each other when Wi,j,u,v < 0. For
this mechanism, the system is converged to a metastable state once the grouping
occurs and excitation occurs between the oscillators belonging to the same group and
inhibition occurs between those belonging to different groups. This phenomenon is
shown with ψintra, ψintra, and ψdifference defined by using Eqs. 2.11. As shown in
Fig. 2.10, ψintra, ψintra, and ψdifference become stable after vibration in the early
stage.
We next discuss the difference between our model and the previously proposed
clustering approaches. As described in Section 2.1, the models of the globally formed
groups as a result of the locally formed connections have not yet been proposed.
Previously proposed clustering approaches are roughly divided into two methods: hi-
erarchical clustering and non-hierarchical clustering. Hierarchical clustering methods
such as [56–58] form clusters based on the local connections. With these methods,
the clusters are gradually formed in a manner in which the near nodes form clusters
according to the distances between them. These methods, therefore, form clusters ac-
cording to the local connections. Non-hierarchical clustering methods such as [59–61]
form clusters based on the global features. For example, the k-means clustering
method, which is widely used in the non-hierarchical clustering method, classifies
nodes based on the centroids that are randomly determined so that the nodes are
classified into k clusters (“k” is pre-determined). For this reason, the clusters formed
by using the k-means clustering method are not formed using the local connections
(centroids cannot be determined using the local features). Although more sophisti-
cated methods have been proposed, it is still true that the models for globally formed
groups as a result of the locally formed connections have not yet been proposed.
Let us now discuss the difference between our model and the previously proposed
models from the viewpoint of the role that the higher layer plays. As described
in Section 2.3, the role of the higher layer is the inhibition between the oscillators
belonging to different groups. Historically, a long-range inhibitory connection has
been well investigated and neural network models with a long-range inhibition have
been proposed for the perceptual grouping [37–43,62–66]. Since the concept of global
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inhibition is to inhibit remote nodes and excite neighboring nodes, globally formed
groups cannot influence locally formed connections.
We next discuss the resulting clusters shown in Fig. 2.9. Although the shapes of
some clusters are markedly different from those the human visual system perceives, it
is still important for our models to autonomously form “centroids” of clusters. As a
computational visual system, shapes can be captured using parameter tuning based
on the shape representations once the centroid in the color coordinate is obtained. It is
also plausible that the human visual system has a mechanism in which the shape and
color features interact with each other. In addition, it is also known that the primary
visual cortex that detects the contrast and models to improve the edge sharpness
have widely been proposed [67–69]. Using these models as a preprocessing for our
model, the shapes of the formed clusters are expected to resemble those of the surface
perceived by the human visual cortex.
Finally, we discuss the future works to be done with respect to our approach. The
first work is for the parameter set (RGB) that drives the neural oscillators. Since it
is inferred that two parameters (red/green) are enough to perceive color [49–53], it
is plausible that the RGB parameter set is reduced to RG. This parameter reduction
is the first subject for our future work. The second work is to use our model for
reproducing the pop-out effect [70–72]. It have been pointed out that the stimuli that
contain similar perceptual features pop out from the background and these features
form a surface. Since the mechanism for the surface formation seems quite similar
to that of our model, our model is expected to be used for reproducing the pop-out
effect. The final work is to integrate the groups formed by our model. We assume
that our model successfully integrates the local pixels into the global groups. These
groups are, however, composed of pixels with similar colors. In order to identify the
general objects in images, these groups must be integrated as a more global shape.








It is a challenging issue for computational visual systems to identify general shapes
flexibly of real-world scenes. Computational visual systems describe the real-world
as images which consist of pixels. In the images, shapes are not described as whole
bodies. Unless the shapes are described as whole representations, computational
visual systems cannot basically extract and identify them. The human visual system
is, on the other hand, assumed to identify shapes flexibly using a suitable shape
representation. For this reason, the shape representation described in the human
visual system needs to be unveiled. The shape representation is known to be formed
through visual ventral pathway which hierarchically integrate the stimuli caught by
the retinal cells using the cortical cells which have multiple-sized receptive fields [1–
3, 10]. The hierarchical processing models for shape recognition have been proposed
based on hierarchical neural network models [73–75].
The conventional hierarchical models, however, have not yet constructed the shape
representation suitable for shape matching since the representation they construct
does not fulfill all of the constraints that are required for shape matching:
1. The original shape should be represented with a group of partitioned contours
in order to retrieve the whole shape (global information) from the partial con-
tour (local information). In case the original shape is not represented with a
discrete feature, the whole shape is basically required to be identified. The
human visual system is, however, known to identify shapes even when they are
partially occluded [12–15]. Therefore, shapes should be represented with a set
of the parts. In addition, neurophysiological results support that the shapes
are plausibly represented with a group of curves in area V4 [5,6,8]. The repre-
sentation with the group of curves is created through the hierarchical structure
from the retina to area V4 and the horizontal structure in each area [76]. For
these reasons, it is quite reasonable that the original shape is represented with
a group of partitioned contours in human visual system.
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2. Coarse and fine structures of the original shapes should be individually repre-
sented in order for the visual system to respond to shapes as quick as possi-
ble with least number of features of them, and to discriminate a shape from
others with the detailed information. Various psychophysical researches sup-
port that shapes are represented individually with coarse and fine structures
of them [16–19]. For example, researches on face recognition imply that lower
spatial frequency contributes to recognize whole faces and higher frequency
makes us understood the detailed shapes [77,78]. In addition, neurophysiolog-
ical studies also support this coarse and fine structures. For example, Drucker
applied shapes defined by radial frequency components (RFCs) and observed a
coarse spatial coding of shape features in the lateral occipital complex (LOC)
and a fine coding in ventral LOC [79]. These evidences imply that the human
visual system identifies coarse and fine structures of shapes individually using
a spatial frequency coding.
3. The shape recognition realized with the visual system should be invariant to
geometric transformation such as rotation or shear. It is observed that some
of Neuronal responses in inferotemporal cortex (IT) are invariant to geometric
changes of shapes such as size and position changes [20] or changes of view
points [21]. It is, then, quite acceptable that the shape representation is de-
scribed with geometric parameters since the geometric structure of features are
preserved in early visual cortex according to the retinotopy [3]. Based on these
two evidences, it is plausibly supposed that the shape representation, which is
described with geometric parameters, is transformed from early visual cortex
to IT so that the shape recognition is invariant to geometric transformation
caused by such as changes of view points.
The typical neural network models do not construct representations which fulfill all of
these three constraints. Fukushima’s model [73] and Poggio’s model [74], for example,
reconstruct the neuron’s hierarchical receptive fields. Using these neurons, they hier-
archically integrate the pixels of input images, and finally recognize the pattern of the
images with the neurons of the deepest layer. Although these models reconstruct the
hierarchical pattern of the neural network well, they do not represent the global and
local structures of input images. Grossberg’s model [75], on the other hand, focuses
on the global and local structures of images, and makes it possible to classify multiple
scenes. With these neural network models, however, the geometric relationships of
the integrated features are steadily fixed, hence their models are not invariant under
geometrical transform.
Computational recognition approaches, on the other hand, are challenging to de-
velop representations suitable for shape recognition especially in the context of tem-
plate matching [80, 81]. The template matching is psychophysically plausible to be
applied for the recognition process of the human visual system [82]. Although most of
the computation-based representations are not based on neurophysiological nor psy-
chophysical evidence, some representation approaches are proposed in a psychophys-
ical context [83]. These approaches, however, have not yet solved the three problems
each of which are corresponding to the three constraints for the shape representation:
1. The original shapes are required to be retrieved from the partial contour infor-
mation.
2. The process to pay attention to shapes and that to analyze them are required
to be individually done.
3. The representation is required to be geometrically invariant.
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A good example is curvature scale space (CSS), which is a shape representation using
the curvature zero-crossing points of the closed contour at varying levels of detail
[84–87]. With CSS, the shape contour is partitioned with the curvature zero-crossing
points, coarse and fine structures are independently described at varying levels of
detail, and the geometrical transform is fixed with the modification of the contour
coordinate. CSS does not, however, solve the first and third problems especially
when partially occluded shapes are represented. CSS cannot be described unless the
whole of the original shape is obtained. The original shapes are, therefore, cannot
be retrieved from partial information. Although the revised representations of CSS
are proposed [88, 89], they have not solved all of three problems yet. In this way,
a biologically plausible shape representation that solves these problems has not yet
been proposed.
In this chapter, we propose a biologically plausible representation for matching gen-
eral shapes with their contour curvature information. Although our representation is
not based on hierarchical neural network models, it reflects the constraints that are
required for shape matching. We firstly define a ”curvature partition” as a descriptor
of a group of partitioned contours. We, then, implement a Gaussian blur in multiple
scales in order to obtain a coarse and a fine spatial coding. Finally, we apply the
geometric transformation in order to achieve the invariant shape recognition. Sec-
tion 3.2 describes the overview of our method. Section 3.3 describes our proposed
method for constructing the shape representation with geometric parameters. Sec-
tion 3.4 describes a similarity measurement that is applied for the representation.
Section 3.5 shows experimental results obtained using MPEG-7 CE-Shape-1 part B
data set for evaluating for general shapes and numeral characters as examples of
shapes that previous contour based representations have a difficulty in. Section 3.6
presents a discussion based on these results and concludes this chapter.
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3.2 Overview of the Method
We propose a new representation (called a ”curvature partition”) of shapes and a
method that uses curvature partitions to measure the similarity of two shapes. The
curvature partition is defined as a set of vectors of sub-vectors each of which consists of
five elements in multiple scales of smoothing. The process of constructing a curvature
partition is shown in Fig. 3.1. Let us assume that two planar shapes A and B are
compared to estimate their similarity (Fig. 3.1(a)).
For each shape, the curvature partitions are constructed. Shape contours are ex-
pressed as sample points on the outer boundary of shapes. Each contour is expressed
as a two-dimensional vector C:
C = (X(t), Y (t)), (3.1)
where t is the accumulated path length from a starting point on the contour. Using
vector C in multiple scales of smoothing, curvature partitions are constructed as
partial curves of which both edges are curvature zero-crossing points (Fig. 3.1(b)).
Curvature partitions are expressed as Pi(i = 1, 2, . . . , n), where n is the number of
curvature partitions that the contour has. Curvature partitions are then divided into
N sub-partitions (Fig. 3.1(c)). Each sub-partition pij is expressed with its average









where j = 1, 2, . . . , N . Therefore, curvature partition Pi has N × 5 elements:
Pi =

κi1 κi2 . . . κiN
li1 li2 . . . liN
θi1 θi2 . . . θiN
xi1 xi2 . . . xiN
yi1 yi2 . . . yiN
 . (3.3)
In this way, each curve on a contour (which is a partial curve whose edges are both
curvature zero-crossing points) is expressed by its curvature, length, normal direction,
and location. The curvature partitions P1, P2, . . ., Pn in multiple scales of smoothing
are stored as representation of the shape (Fig. 3.1(e)). The relationship between the
partition P and the sub-partition p is shown in Fig. 3.2.
To derive the similarity of shapes A and B, we first compare their curvature par-
titions with each other in multiple scales (Section 3.4). Then, we choose the best
similarity from those of multiple scales as the similarity of shapes A and B. The par-
titioning enables the correspondence between two points on A and B to be determined
much more easily than with point matching methods [90,91]. The least-squares esti-
mation method is then used to perform linear transformation. Finally, the similarity
of the two shapes is derived as the sum of the distances of curvature partition features.









Fig. 3.1 Process for constructing the vector of a curvature partition. The cur-
vature partition is defined as a set of vectors of sub-vectors that has five elements
in multiple scales of smoothing. First (a), the contour C is extracted from an
image. Then (b), the contour C is smoothed in multiple scales, and curvature
zero-crossing points are detected on each smoothed contour. The curve between
two curvature zero-crossing points is called a ”curvature partition”. Next (c),
the curvature partitions are divided into N sub-partitions. Then (d), all sub-
partitions are specified with their average curvature, length, normal direction,
and location. Finally (e), the curvature partition vectors expressed with sub-
partitions in multiple scales are stored as a representation of the shape. Here,
examples when σ = 2, 4, 8, 16, 32, and 64 are shown.













Fig. 3.2 The relationship between the partition and the sub-partition. The
partition is the partitioned smoothed contour segregated with curvature zero-
crossing point. The sub-partition is, then, the segregated partition represented
with its curvature, length, normal direction, and location.
3.3 Curvature Segment Representation 37
3.3 Curvature Segment Representation
3.3.1 Curvature Partition Construction
Shape contours, which are expressed as vector C, are basic coordinates for delineating
partition borders. CSS representation uses the hierarchical smoothing approach to
extract the boundary points as the curvature zero-crossing points [84–87]. CSS rep-
resentation, known to be robust to noise and geometrical transforms, is constructed
with two steps [84] as shown in Fig. 3.3. The first step is smoothing for a shape’s
outer contour (Fig. 3.3(a) to (b)). Convolved with a one-dimensional Gaussian kernel
g(t, σ) of width σ, the contour C evolves to the smoother contour C(X(t, σ), Y (t, σ)),
where X(t, σ) and Y (t, σ) are the convolved expressions of X(t) and Y (t) with g(t, σ).
At the second step, curvature zero-crossing points are detected on the smoothed con-
tour. On each sample point (X(t, σ), Y (t, σ)), curvature κ(t, σ) is derived in the
manner given in [84]. In this chapter, a curvature zero-crossing point is defined as
the point where the value of the curvature κ is 0. These curvature zero-crossing
points C0(t, σ), for which curvature κ = 0, are then detected and plotted as the CSS
representation, where the x-axis is t and the y-axis is σ (Fig. 3.3 (c)).
CSS representation divides the shape contour into multiple partitions. These parti-
tions (called ”curvature partitions” in this chapter), are units for the template match-
ing. This partitioning method is known to be robust for partially occluded shapes
with their average curvature and location information [88,89]. For a fixed value of σ,
curvature zero-crossing points C0(t, σ) are extracted. These points are defined as the
boundary points for curvature partitions. An example curvature partition is shown
in Fig. 3.1. In this chapter, the values of σ are fixed at 2, 4, 8, 16, 32, and 64, which
are approximate multiples of 2.
3.3.2 Sub-Partition Construction
Curvature partitions, i.e., contour parts whose edges are both curvature zero-crossing
points, are divided into N sub-partitions each of which has equal arc-length in a
partition. In this chapter, N = 16 is set. These sub-partitions are expressed with
their average curvature, length, normal direction, and location (x, y). Based on the
hypothesis that shapes are coded with their curvature and angular position in area
V4 [5, 6], we describe partial contours as arcs. Use of the radius estimation enables
our sub-partition expression to describe these arcs as shown in Fig. 3.4. This figure
also shows that our representation reconstructs the partial contour of occluded shapes
in the same manner.









Fig. 3.3 Example of CSS representation. Parts (a), (b), and (c) respectively
show the contour of an original shape, the smoothed contour in multiple scales,
and the CSS representation computed from the contour. After being extracted
from an image, the contour (left) is smoothed in multiple continuous scales. Cur-
vature zero-crossing points are then detected on the smoothed contours. These
points are shown as circled dots and the smooth contours are shown as dots
(center). Finally, the sets of the scale and the location of these curvature zero-
crossing points are plotted on a normalized accumulated path length as a CSS
representation (right).





Fig. 3.4 Shape contours, their estimated shapes, and those in case some parti-
tions are occluded. A shape contour in a small scale is shown in (a), and that in
a large scale is shown in (d). The estimated shape in a small scale is shown in
(b), and that in a large scale is shown in (e). Finally, the estimation of occluded
shape in a small scale is shown in (c), and that in a large scale is shown in (f).
The figures (a)-(f) show that occluded shapes can be represented and estimated
in the same manner that the whole shapes are estimated.
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3.4 Similarity Measure
3.4.1 Overview of Similarity Measurement Algorithm
The similarity measurement algorithm with the curvature partition representation
consists of four steps (shown in Fig. 3.5). The first step is for the partition alignment
(first rows of Fig. 3.5). For closed shape contours, the similarity is measured only
when the number of the partitions of each shape is equal. For open curves, on the
other hand, the similarity is measured in any case since the number of the partitions
of the whole of the original shape is unknown. In this chapter, we show the case of the
closed shape contours for simplicity. The second step is for geometric transform based
on this alignment (second row of Fig. 3.5). On the basis of previous research [89],
we propose a transform process to solve the problem of linear deformation (including
translation, scaling, rotation, and shear). The third step is for evaluating parameter
distances (third row of Fig. 3.5). Since the alignment is done for all combinations,
parameter distances are derived for all of them. Finally, in the fourth step, the best
combination, i.e., the one that minimizes the parameter distance, is selected (fourth
row of Fig. 3.5).
3.4.2 Segment Alignment
The similarity measurement algorithm begins with the curvature partition alignment.
This alignment corresponds to the curve partition mapping of the CSS representation-
based approach [89]. Suppose that two planar shapes A and B are compared and that
their contours are composed of a sequence of ordered curvature partitions respectively
as: CPa = (CP (ia)), for ia = 1, 2, . . . na, and CPb = (CP (ib)), for ib = 1, 2, . . . nb,
where CP denotes a vector of the curvature partition. The basis of the method
is that the first partition of A, ia = 1, and a partition of B, ib = j, construct a
pair. Similarly, the following partitions construct pairs as shown in the second row of
Fig. 3.5. Therefore, all candidate pairs appear in this step. The following steps extract
the best pair from them. In this chapter, a pair is extracted with all parameters of the
curvature partition, while the CSS representation-based approach applies the ratios
of average curvature and length of partitions to the mapping index [89].
This pair extraction concept is based on a biological background. According to
neurophysiology, each neuron responds to a certain direction, location, and curvature
of curves that are applied to it [6,8]. Further, this response seems to be based on the
coordinates on contours [6]. The alignment of the curvature partitions seems to be
simple, but point alignment is usually a major issue when there is no focus on the
features of wide areas on shapes. For example, a local value such as the curvature
value of each sample point on contours is applied when open two-dimensional curves
are matched in the methods cited in [80,90,91].
3.4.3 Geometric Transform
The second step is for geometric transform based on this alignment. On the basis of
previous research [89], we propose a transform process to solve the problem of linear
deformation (including translation, scaling, rotation, and shear) in x and y. Note
that (xaij , y
a
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To estimate the value of T = (a, b, c, d, e, f), the least-squares estimation method is
used in [89]. For this method, the dissimilarity measure Ω, which denotes the sum of






(x̃aij − xaij)2 + (ỹaij − yaij)2. (3.5)
where (xaij , y
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ij + c− xaij)2 + (exbij + fybij + d− yaij)2. (3.6)




In Eq. 3.7, the relationship among the values of T = (a, b, c, d, e, f) is described as
ΠT T = Φ, (3.8)
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Therefore, the estimate of the value of T is
T = ΠTΦ−1. (3.11)
Because the value of T is composed of six independent variables, this transform
(Eq. 3.4) can solve many types of geometric transform problems, such as rotation
or shear. In previous research, certain constraints have been applied to the value of
T . For example, Mokhtarian applied the relation shown in Eq. 3.12 to the transform










While Mokhtarian applied his method to searching model shapes which are precisely
known, our research focuses on the intra-class variability. Therefore, more types of
geometric transforms are conducted.
3.4.4 Parameter Distance Evaluation
The third step is for evaluating parameter distances. Since the alignment is done
for all combinations, parameter distances are derived for all of them. The parameter
distance distij for sub-partition pij is defined with the distance of its length dlij ,
curvature dκij , location doij , and normal direction dθij as
distij = wldlij + wκdκij + wodoij + wθdθij , (3.13)
where
dlij = |laij − lbij |/dlmax, (3.14)
dκij = |κaij laij − κbij lbij |, (3.15)
doij =
√
(xaij − xbij)2 + (yaij − ybij)2/domax, (3.16)








(xαi − xαij)2 + (yαi − yαij)2, (3.19)
where (i, j) denotes an arbitrary sub-partition and α denotes a or b. Here, wl, wκ, wo,
and wθ are weight parameters for the length, curvature, location, and normal direction
of each sub-partition, respectively. In this research, we set wl = 0.1, wκ = 0.1,
wo = 0.2, and wθ = 0.2/N . With these parameters, the parameter distance for shape







where the number of sub-partitions included in each curvature partition is N and
that of partitions in the contour of shape A is n. While Mokhtarian applied the
curvature and length of partitions for solving the partition matching problem, the
parameters we apply are the length, curvature, location, and normal direction of sub-
partitions [89]. In order to solve the partition matching problem for similar shapes,
these four parameters are necessary as shown in Section 3.5.
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3.4.5 Combination Selection
The fourth step is for best combination selection. The best combination is defined to
be the one that minimizes the parameter distance. This step is shown in the fourth
and fifth rows of Fig. 3.5. The best combination of similar shapes minimizes the
parameter distance much more than that of non-similar ones.



























a    a
b    b
P1,P2 ,...
P2,P3 ,...
a    a
b    b
P1,P2 ,...
P3,P4 ,...
a    a
b    b
P1,P2 ,...
P4,P5 ,...
a    a
b    b
P1,P2 ,...
P5,P6 ,...
a    a
b    b
P1,P2 ,...
P6,P1 ,...
a    a
b    b
Fig. 3.5 An example of the similarity measurement algorithm. When two shapes
are compared with each other, the partitions of one shape are arbitrarily num-
bered clockwise (first row). In this case the partitions of the left shape are num-
bered P a1 , P
a
2 , . . . , P
a




2 , . . . , P
b
6 .
Geometric transform is then performed with the matching pairs (second row).
After this transform, the parameter distances are evaluated with each matching
pair (third row). Finally, the optimal matching pair is found with these parame-
ter distances. The similarity is defined to be the inverse of the parameter distance
of the optimal matching pair.
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3.5 Evaluation Results
In this section, we evaluate the effectiveness of our proposed method. For this eval-
uation, we firstly show the experimental results on a standard data set, MPEG-7
CE-Shape-1 part B data set as an example of general shape matching. We, then,
show the results on geometrically deformed numeral characters written in two differ-
ent font types which are applied as an example of shape matching that clearly shows
the difference between our methods and previous ones. As a result of the evaluation,
we show that our representation is promising for describing general shapes including
the ones that contours are roughly partitioned.
First we show the results on the MPEG-7 data set [92]. MPEG-7, is widely used
to test the similarity of shape representations. It consists of 1400 images, which are
classified as 70 shape classes of 20 images each as shown in Fig. 3.6. Each shape
in the images is compared to all other shapes, and the number of similar shapes is
counted in the top 40 matches. This evaluation is called the bull’s-eye test. Here,
we applied a simpler version of the bull’s-eye test in order to observe the tendency in
the result. We constructed a data set, which consists of 350 images, which are a set
of 5 images from each of 70 classes. Then, the number of similar shapes is counted
in the top 10 matches. The evaluation results of the simpler version of the bull’s eye
test are shown in Fig. 3.7, which shows the average score of each shape image (shown
in percentage). There is a clear tendency in the results, that the shape scores well
when it has simple outer contour and vice versa. An example that has simple outer
contour is ”butterfly”, which is located on the first row of the ninth column in Fig.
3.6. Since the structures of the contours of 5 images from ”butterfly” have a lot in
common, the similarity of them is resulted in high score. On the contrary, shapes that
have complex contours do not keep intra-class invariance with our representation. An
example of these shapes is ”device6”, which is located on the third row of the ninth
column in Fig. 3.6. Although the spatial structures of the images from ”device6”
have a pentagon in common, the contours do not describe the spatial pattern well.
Therefore, the similarity of them is resulted in low score. The total score of 70 shape
classes is 73.68%, which is almost comparable to a previous representation such as
CSS 75.44% [93]. Although some representations score up to 93.32% [94,95], none of
them are described with partitioned contours with geometrical parameters which the
human visual system is plausibly used. This result shows that our representation is
effectively applied for a general shape descriptor.
Second we show the results on geometrically deformed numeral characters written
in two different font types, Arial and HGSoeiKakupoptai (see Fig. 3.8). Characters
written in HGSoeiKakupoptai are geometrically deformed (translated, expanded, ro-
tated, and sheared). We compared these 20 shapes with each other and computed
their similarities. In this case, characters having similar patterns (e.g., ”1” and ”7”
and ”6” and ”9”) should be similarly represented because they are regarded as shapes.
In order to distinguish ”6” from ”9”, contexts such as the direction in which characters
are written should be considered in addition to shape representations. These contexts
are outside the scope of this evaluation, however, and the focus is on the shape sim-
ilarity. Fig. 3.9 shows the results obtained in choosing the shortest distance, which
corresponds to the best similarity, from among those acquired using six smoothing
parameters σ simultaneously for each numerical pair. The horizontal and vertical axes
in the figure denote the same numerals. In both axes, the numerals written in Arial
and HGSoeiKakupoptai are arranged alternately in the order of similarity determined
46 Chapter 3 Shape Representation
by the authors. For example, since ”9” is similar in shape to an inverted ”6”, the
two numerals are arranged next to each other. Brightness is used to show parameter
distances, with brighter colors corresponding to smaller distances and darker ones
corresponding to better similarity. Therefore, with appropriate shape representations
that describe shape features, the diagonal elements and their adjacent ones should
have darker colors. From the figure it can be seen that our proposed representation
expresses similar shapes ”similarly” since the diagonal elements and their adjacent
ones have darker colors. The results we obtained also indicate that one particular
parameter is not sufficient to represent similar shapes with similar representations
and that the four parameters we applied must be used to achieve accurate shape
representations.
Fig. 3.6 MPEG-7 CE-Shape-1 part B data set is shown. One of the shapes each
of which is chosen from each of 70 classes is shown.
























Fig. 3.7 The average score for each shape (shown in percentage). The tendency
of the scores is that the shape scores well when it has simple outer contour and
vice versa.
Fig. 3.8 Sample numerals. The top-row shapes are geometrically deformed nu-
meral characters 0-9 written in HGSoeiKakupoptai. The bottom-row shapes are
the same characters written in ARIAL.
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Fig. 3.9 Distance matrix is shown. Brightness is used to show parameter dis-
tances (only the 0-3 range is shown). The horizontal and vertical axes denote the
same numerals. In both axes, the numerals written in Arial and HGSoeiKakupop-
tai are arranged alternately. The results obtained show that our approach ex-
presses numerals with similar shapes (such as ”1” and ”7”) with similar repre-
sentations.
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3.6 Discussion and Conclusion
In the above sections of this chapter, we proposed a new computational model for
representing general shapes that plausibly the human visual pathway describes. We,
then, showed that our model generally represents shapes keeping intra-class invari-
ance using a simpler version of Bull’s eye test with MPEG-7 CE-Shape-1 part B data
set, which is widely used to test the similarity of shape representations, and numeral
recognition test, which is used to show the difference between our methods and previ-
ous ones clearly. In this section, we review the progress of and the future work needed
for our approach.
In order to confirm the progress we have made with our approach, we review the
three constraints required for the shape representation of the visual system. The first
constraint, which points out the representation with a group of partitioned contours,
was satisfied with our two-step partitioning approach. With our approach, shape
contours were basically partitioned with the curvature zero-crossing points for the
first step. Each partitioned contour was, then, partitioned equally with the curve
length for the second step. The second constraint, which defines coarse and fine
structures of the shapes, was satisfied with the closed contour at varying levels of detail
that CSS applies. The third constraint, which supports the invariance of the shape
recognition, was satisfied with our geometric parameter and geometric transform with
the partitioned contour alignment.
Conventional contour representations, on the other hand, have either of the three
difference with the representation that the human visual system plausibly describes.
1. The contour partitions are not independent, so the whole shape cannot be
retrieved.
2. The contour is not partitioned, so the template matching cannot be done with
the representations.
3. The contour partitions do not keep sufficient information to reconstruct the
original shapes.
Examples that have the first difference are CSS [84], and a partition based on the
center of the shape [94]. CSS requires the full length of the shape contour, which is
dependent on the whole shape. The partition based on the center of shapes is also
dependent on the whole shape. Examples that have the second difference are repre-
sentations that are not partitioned [90,91], and those whose partitions are not reliable
so that the template matching cannot be applied [96]. Although applied for matching
occluded shapes, non-partitioned representations cannot be used for template match-
ing. Unreliable partitions also require matching methods, such as relaxation, besides
template matching. Examples that have the last difference are, as shown in Fig. 3.10,
the CSS and the curvature [90, 97] of ”2” and ”5” written in two font types. As the
figure shows, the CSS representations of ”2” and ”5” are quite similar; this is be-
cause the information between the curvature zero-crossing points is defective. These
examples show that partitioned contours represented with CSS do not keep the fea-
tures that the original shapes hold. Besides, The curvature representations of them
are also quite similar. These examples show that the curvature do not always keep
information sufficient for pattern matching, and geometric parameters are required.
Finally, we discuss future work to be done with respect to our approach. We assume
that our proposed representation can potentially be applied for retrieving occluded
shapes. Since occluded shapes have not yet represented with partitioned contours
50 Chapter 3 Shape Representation
with geometric parameters, they are not retrieved with template matching. This










(e) (f) (g) (h)
(i) (j) (k) (l)
Fig. 3.10 An example of why CSS is not always suitable for recognizing shapes
with a small number of the curvature zero-crossing points. (a)-(d) are original
shapes, (e)-(h) are the CSS representations of their contours, where the x-axis
shows sample point locations on contours and the y-axis shows the scale (see
sub-section 3.3.1 and (i)-(l) are the curvature profile on their contours. (a)-(b)
are ”2” and (c)-(d) are ”5” written in Arial and HGSoeiKakupoptai, respec-
tively. It is clear that the CSS representations, whose images describe the shape




Shape Mapping (Shape Retrieval)
Shape retrieval with geometrically
characterized contour partitions
4.1 Introduction
The real world is an unpredictably and dynamically changing environment. We, as
living things, create certainty from uncertainty in order to adapt to such uncertainties.
The human visual system always encounters uncertainty, since most visual shapes are
incomplete. This incompleteness concerning visual shapes derives from (1) occlusion,
(2) geometric distortion, and (3) differences in the resolution of images. However, even
if occlusions and distortions such as expansion or rotation occur in shapes with low
resolution, humans can still predict the original shapes by using their knowledge and
memory. With the ability to predict complete shapes with the incomplete informa-
tion, we detect and classify objects such as animals, plants, and landmarks [91,98,99].
Complete shapes must be retrieved from incompletely described shapes affected by
occlusion, geometric distortion, and differences in image resolution. Such a retrieval
will be successful if the shape representations appropriately describe the incompletely
observed shapes and if the observed shapes are appropriately mapped to shapes in
memory (the point correspondences are appropriately solved). Thereby, the incom-
pletely observed shapes can be appropriately matched to shapes in memory and it
can be decided if they are alike or unlike. For this reason, the task of shape retrieval
will require appropriate shape-representation and shape-mapping methods.
We assume that the shape retrieval methods should appropriately normalize the
shape representations in the mapping process. Shape representations can easily be
normalized when the representations are based on completely described whole shapes.
In such situations, there are easy normalizations using geometric transformations
based on the centroid [94, 100–103] or the whole contour of the shape [84–87]. Here,
completely observed shapes are described with closed contours, whereas shapes af-
fected by occlusion, geometric distortion, and differences in image resolution are shown
as roughly described open contours. The previous approaches have tried to recon-
struct whole shapes from incompletely described ones. For example, some methods
use T-shaped intersections, simplicity of the hidden figure, symmetry, or good con-
tinuations as “cues” for reconstructing shapes [7, 13, 104–107]. Although these com-
pletion mechanisms are innate in our human visual system, they are still sometimes
inadequate for representations of incompletely described shapes since incompletely
observed shapes do not always have enough “cues” for our visual system to recon-
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struct complete shapes. Moreover, a normalization for representations of incomplete
shapes observed under unpredictable conditions such as when occlusion, geometric
distortion, and differences in resolution of images occur simultaneously has not yet
been established.
Hierarchical processing models for shape retrieval have been proposed based on hi-
erarchical neural network models [7,15,73–75,105–109]. These models rely on the fact
that the shape representation is formed through a visual ventral pathway that hierar-
chically integrates the stimuli caught by the retinal cells by using cortical cells which
have receptive fields of different sizes [1,3,10] [2,5,6,110–114]. These neural network
models, however, do not accomplish suitable normalizations for the constructed shape
representations. Fukushima’s model and Poggio’s model, for example, reconstruct the
neuron’s hierarchical receptive fields [7, 73, 74, 106]. Using these neurons, they hier-
archically integrate the pixels of input images, and they recognize the pattern of the
images with the neurons of the deepest layer. Although these models reconstruct the
hierarchical pattern of the neural network well, they do not include any normalization
process for the shape representations. Besides these methods, Grossberg’s model ex-
ploits both global and local structures of images [75]. Global and local structures are
keys to the normalization since locally described structures can be normalized with
local information. In these neural network models, however, the geometric relation-
ships of the integrated features are fixed, and they do not have normalizations for the
shape representations as the result of a geometric transformation.
On the other hand, there are many computational shape retrieval methods [83,97,
115–122]. These can roughly be classified into two streams, one of which uses “short-
est path searches” for finding the correspondences between a series of points on the
contours of partial shapes and those of the whole shape [98, 123–125] [126–129], the
other of which uses “geometric consistency checks” for finding the correspondences be-
tween feature points on the partial shapes and those of the whole shape [80,130–135].
Using the order of the points or the geometric relationship among the feature points,
these methods excel in finding the point correspondences (the point-to-point map-
ping) between two shapes. However, the previous studies only focused on solving the
point correspondences; they did not deal with the normalization for the shape repre-
sentation. Unless the features of the shapes are well normalized, the similarity of the
corresponding points cannot be determined even if the shortest path is found. More-
over, unless the features of the shapes are well extracted, the geometric relationship
between two shapes would be vague even if they are geometrically consistent. For
example, the curvature representation is widely used to describe a series of contours
on shapes [7, 84, 88, 90, 97, 105, 124, 127, 136]. Curvature itself, however, varies when
expansion occurs, since it is defined as the rate of change of angle per unit length.
It is true that the curvature representation can be normalized if the whole body is
completely observed. However, the curve length cannot be used as the normalization
parameter if it is not known whether the observed shape is the whole body or part
of one. Although the previous studies discussed this problem [90, 124], none of them
describe a normalization of the shape description.
In this chapter we propose a shape retrieval method using a ”curvature parti-
tion” shape representation and a shape mapping including a normalization using an
”angle-length profile”. The curvature partition, which is composed of geometrically
characterized contours partitioned by zero-crossing points on the contours with coarse
and fine shapes, describes general shapes well [22]. Although the curvature partition
excels at representing shapes, the previous methods do not have a mapping process
including a normalization that works when there are occlusions, geometric distortions,
and differences in image resolution. Here, we describe such a normalization process
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using the angle-length profile. By exploiting the fact that the angle variation is Eu-
clidean invariant even under occlusions, we construct an angle-length profile as a basis
for the normalization of the curvature partition. As a result, unlike the previously
proposed methods, our method can be applied in situations with occlusion, geometric
distortion, and differences in image resolution. Section 4.2-4.4 describes the three
main steps to our approach (see Fig. 4.1). Briefly, in the first step, the feature points
are extracted as the bases for the point-to-point mapping on the shapes (Section 4.2).
In the second step, the point-to-point mapping is done with the angle-length profile
and the sizes of the two shapes are normalized (Section 4.3). In the final step, the
normalized shapes are represented with the curvature partition and the shapes are
matched (Section 4.4). Section 4.5 presents experimental results, and Section 4.6
discusses them and concludes the chapter. Appendix A presents empirical studies
showing how our method performs under noisy conditions and with affine transforms.
Appendix B presents experimental results for typical previous approaches, i.e., dy-
namic programming and geometric hashing, to serve as benchmarks of the evaluation
of our method.
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4.2 Feature Point Extraction
This section explains how feature points are extracted on the contours of shapes. Let
us suppose that shape A, a complete shape in memory, is matched to shape B, an
incompletely observed shape. Shape A can be described with a closed contour (the
whole shape), whereas shape B can be described with an open contour (a partial
shape), as shown in Figs. 4.1(a-1) and 4.1(b-1). We use both the zero-crossing points
on lines of curvature and the curvature peak points on contours on multiple scales for
smoothing the feature points. The feature point extraction consists of two steps.
1. Construction of smoothed contours on multiple scales
2. Extraction of feature points on multiple scales
The smoothed contours are constructed on multiple scales on the basis of the idea
of curvature partitions [22]. When convolved with a one-dimensional Gaussian kernel
g(t, σ) of width σ, a contour C evolves into a smoother contour C(x(t, σ), y(t, σ)),
where x(t, σ) and y(t, σ) are x(t) and y(t) convolved with g(t, σ). This convolution is
done for closed and open contours after the contours for the open curves are completed
with curvature approximation.
The feature points are extracted on multiple scales, as shown in Fig. 4.2. These
are the zero-crossing points and the peak points on lines of curvature on the contours.





















where x and y are abbreviations of x(t, σ) and y(t, σ). Then, the zero-crossing points
and the peak points on κ(t, σ) are found. Although the zero-crossing point is invariant
to affine transformations [86], it cannot be detected in shapes without concave/convex
areas. For this reason, we use both the zero-crossing points and peak points on the
curvatures on the contours as feature points.
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(a)
(b)
(b-1)                         (b-2)                       (b-3)                          (b-4)                      (b-5)  
(a-1)                         (a-2)                       (a-3)                          (a-4)                      (a-5)  
Fig. 4.1 Our approach to shape retrieval. Here, shape A, which is a complete
shape in memory is matched to shape B, which is an incompletely observed
shape. Shape A is described with a closed contour (a), and shape B is described
with an open contour (b). The closed (a) and open contour (b) are specified in
(a-1) and (b-1), respectively. In order to find the feature points, the closed (a)
and open contour (b) are smoothed in (a-2) and (b-2) on multiple scales (σ =
2, 4, 8, 16, 32, and 64). Then, their feature points are extracted (zero-crossing
points on lines of curvature are shown for simplicity). In order to find the point
correspondences between the shapes, the angle-length profiles are constructed
in (a-3) and (b-3) for both sides (left/right sides) of each feature point. The
angle-length profiles, the closed (a-3) and the open contour (b-3), and the points
on the closed contour corresponding to that on the open contour are found.
Then, the two shapes are normalized on the basis of the correspondences. The
normalized open contour (b-4) and the contour area (points) on the original
closed contour corresponding to the open contour (a-4) are presented. After the
curvature partitions are constructed as shown in (a-5) and (b-5), the two shapes
are finally matched by comparing the curvature partitions for both shapes.
56 Chapter 4 Shape Mapping (Shape Retrieval)
(b-1)               (b-2)              (b-3)              (b-4)             (b-5)              (b-6)
(a)
(b)
(a-1)               (a-2)              (a-3)              (a-4)             (a-5)              (a-6)
Fig. 4.2 Convolved contours and feature points on multiple scales. (a) is a
closed contour (shape A), and (b) is an open contour (shape B). (a-1)-(a-6)
and (b-1)-(b-6) correspond to contours convolved with σ = 2, 4, 8, 16, 32, and 64.
Curvature zero-crossing points are indicated as circles, and curvature peak points
are indicated as crosses.
4.3 Angle-Length Profiles 57
4.3 Angle-Length Profiles
This section explains how to normalize the size of shapes A and B by comparing
their angle-length profiles and how to find the correspondences between them. Angle-
length profiles are constructed from the viewpoint of the feature points extracted
with the procedure described in Section 4.2. These profiles describe the change in
the curve length per unit of angle from the viewpoint of the feature points. These
profiles correspond to those in Fig. 4.1(a-3)(b-3). After the sizes of shapes A and B
are normalized, the correspondences are found. This process roughly consists of three
steps.
1. Construction of angle-length profiles
2. Derivation of normalization parameter
3. Detection of the corresponding areas (points)
4.3.1 Construction of Angle-Length Profiles
An angle-length profile is constructed for each feature point on shapes A and B. The
angle-length profile (AL) is defined as the change in curve length per unit angle from
the viewpoint of a feature point. The angular unit is denoted as ϵ (ϵ is set to 10
degrees in this chapter). To construct AL, the contour vector, C, of the original or
the smoothed contour of shapes A and B, is resampled with an angle-based contour
vector (AC). Each element of AC is the curve length from the initial point to a point
at which the difference in tangents from that of the initial point is a certain value.
The initial point of AC is defined as a feature point of a contour of each of shapes A
and B. AC is described with a vector Z defined as
Z = (ζ(δθ = ω), ζ(δθ = 2ω), . . . , ζ(δθ = mω)) , (4.3)
where ω denotes a unit difference in tangents, ζ(δθ) denotes the curve length from
the initial point to the point at which angle difference from the initial point is δθ, and
m = ⌈δθmax⌉, (4.4)
where ⌈x⌉ denotes the ceiling function for x, and δθmax denotes the difference in
tangents to the end point on an open contour. On a closed contour, on the other
hand, δθmax denotes 360 degrees. AC is defined on both the left and right of the
initial point. Examples of angle-based contour vector (AC) are given in Figs. 4.3,
4.4(i), and 4.5(i). The angle-length profile (AL) is constructed by referring to AC.
AL is a vector Ξ defined as
Ξ = (ξ(1), ξ(2), . . . , ξ(µ)) , (4.5)
where
ξ(i) = ζ(iϵ), (4.6)
and
µ = ⌈δθmax/ϵ⌉. (4.7)
Fig. 4.4(ii) and Fig. 4.5(ii) show examples of angle-length profile ALs.
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4.3.2 Derivation of Normalization Parameter
A normalization parameter is derived for each feature point pair on shapes A and
B by comparing the angle-length profiles (ALs) of shapes A and B. Supposing that
shape A is described with a closed contour and shape B is described with an open
contour, their ALs are expressed as
ΞA = {ξ(1), ξ(2), . . . , ξ(µA)}, (4.8)
and
ΞB = {ξ(1), ξ(2), . . . , ξ(µB)}, (4.9)
where ΞA and ΞB are vectors representing the ALs of shapes A and B, and µA and
µB are derived using Eq. 4.7. In this case, it is assured that
µB ≤ µA. (4.10)
Therefore, the closed contour (shape A) is converted into an open contour if the
number of elements of its AL is limited to µB . The corresponding AL is
ΞA = {ξ(1), ξ(2), . . . , ξ(µB)}. (4.11)
Fig. 4.5 illustrates the process of finding the correspondences between shapes A and B.
Now that two ALs are described with the same number of elements, the normalization







Finally, we use the normalization parameter r to define the certainty parameter c






The best certainty parameter c is selected from those of all pairs of feature points of
shapes A and B.
4.3.3 Detection of the Corresponding Areas
The process described in the last sub-section derives a certainty parameter c for each
pair of feature points of shapes A and B. Then, the best certainty parameter is selected
from those of all pairs of feature points of shapes A and B. Assume that (iA, iB) are a
pair of feature points of shapes A and B. Here, iA denotes the iAth feature points on








B) = arg max
iA,iB
ciA,iB ,
for iA = 1, 2, . . . ,MA,
iB = 1, 2, . . . ,MB,
(4.14)
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where shape A has MA feature points, shape B has MB feature points, and ciA,iB
denotes the certainty parameter c derived with the pair (iA, iB). As a result, the
normalization parameter r∗ for shapes A and B is the one derived for the best feature
point pair (i∗A, i
∗
B) by using Eq. 4.12. Similarly, the contour area on shape A (closed
contour) corresponding to the contour of shape B (open contour) can be derived
using the best feature point pair (i∗A, i
∗
B), as a result of the AL conversion shown with
Eq. 4.11. The open contour resulting from this process is shown in Fig. 4.6.
Fig. 4.3 Angle-based contour vector (AC). An AC on the left of a feature point
(indicated by the star) on the contour of the shape and the elements of AC (AC1,
AC2, and AC3) are shown. The tangent difference from that of the initial element
is an integral multiple of angular units dθ.
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Fig. 4.4 Angle-based contour vectors and angle-length profiles. The angle-based
contour vectors (AC) on the left (L) and right (R) of a feature point (indicated by
the asterisk) on an open contour and the tangents (indicated by the arrows) are
shown in (i). The angle-length profiles (AL) on each side of the feature point (∗)
are shown in (ii). The x-axis indicates the order of AC, and the y-axis indicates
the curve length from the feature point.












































Fig. 4.5 Comparison of angle-length profiles of closed and open contours. In (i),
the angle-length profiles on the left of a feature point (indicated by an asterisk
on each contour) in (ii) are shown for a closed contour (a) and an open contour
(b). Because angle-length profiles of closed and open contours have different
number of elements, this comparison is done after the same numbers of elements
are selected. The number is the minimum of the two contours.
(a)                               (b) 
Fig. 4.6 Area enclosed by a closed contour (a) corresponding to the area of an
open contour (b). In (a), the original contour is indicated by the dashed line,
and the area enclosed by the original contour corresponding to the open contour
(b) is indicated by the bold line.
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4.4 Curvature Partitions
This section explains how two shapes are represented and matched in order to accom-
plish the final step of our shape retrieval. The shape representation is obtained with
the process described in the last section. The shapes represented with the curvature
partition (explained in Chapter 3) are compared in order to calculate the similarity.
The shape representation and matching consists of two steps.
1. Construction of curvature partitions (Sub-section 4.4.1)
2. Evaluation of parameter distance with geometric transformation (Sub-section
4.4.2)
Because this matching is done with all partitions, the edges of which are the feature
points or the edges of a contour, it is only done for open contour pairs having the
same numbers of feature points.
4.4.1 Construction of Curvature Partitions
Curvature partitions are constructed as partial curves whose edges are the feature
points or the edges of contour C on multiple scales of smoothing. They are expressed
as Pi(i = 1, 2, . . . , n), where n is the number of curvature partitions that the contour
has. Once they are constructed, they are divided into N sub-partitions. Each sub-
partition pij is expressed in terms of its average curvature κij , length lij , normal









where j = 1, 2, . . . , N . Therefore, curvature partition Pi has N × 5 elements:
Pi =

κi1 κi2 . . . κiN
li1 li2 . . . liN
θi1 θi2 . . . θiN
xi1 xi2 . . . xiN
yi1 yi2 . . . yiN
 . (4.16)
Each curve on a contour (which is a partial curve whose edges are both feature
points) is expressed by its curvature, length, normal direction, and location. The
curvature partitions, (P1, P2, . . ., Pn), on multiple scales of smoothing are stored as
representations of the shape.
4.4.2 Evaluation of Parameter Distance
The curvature partitions of shapes A and B are compared with each other on multiple
scales in order to derive similarities in the manner described in [22]. The geometric
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where (xa, ya) is a set of the sub-partition locations on shape A and (xb, yb) is that on
shape B. The values of a, b, c, d, e, f , are estimated with the least-squares estimation
method. Each parameter of curvature partition Pi is deformed using Eq. (4.17).
Finally, the similarity between the two shapes is taken to be the smallest parameter
distance on the scales. The parameter distance distij for sub-partition pij is defined
with its length dlij , curvature dκij , location doij , and normal direction dθij as follows:
distij = wldlij + wκdκij + wodoij + wθdθij , (4.18)
where wl, wκ, wo, and wθ are weight parameters for the length, curvature, location,
and normal direction of each sub-partition, respectively. Here, we apply wl = 0.1,
wκ = 0.1, wo = 0.2, and wθ = 0.2/N in the manner described by [22]. After the
average distij is derived for each scale, the smallest average value is chosen as the
similarity between the two shapes.
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4.5 Results of Evaluation
This section evaluates the effectiveness of our method by presenting the experimen-
tal results on an open contour classification test as an example of shape retrieval.
The results show that our method, which includes the normalization process, effec-
tively retrieves shapes from open contours especially under unpredictable conditions
in which occlusion, geometric distortion, and differences in image resolution occur
simultaneously.
Our classification test is based on the standard MPEG-7 CE-Shape-1 part B data
set. This data set is widely used to test the similarities in shape representations [92].
It consists of 1400 images classified into 70 shape classes of 20 images each, as shown
in Fig. 4.7. Although they do not have occlusion, the classes of this data set include
quite a few rotated, sheared, and expanded examples. For this reason, this data set
was used to investigate the classification of shapes with differences in resolution as
well as geometric distortion. However, as it does not include any examples of occluded
shapes, we constructed a data set of open contours from it, which consisted of 350
images, i.e., five images from each of the 70 classes. The open contours in our data set
were of a certain ratio (99%, 90%, 80%, 70%, 60%, 50%) of the length of the original
closed contours. Fig. 4.8 shows some examples of these open contours. We supposed
that the shapes would be correctly retrieved if the open contours were effectively
classified on the basis of closed contours. For this evaluation, the number of similar
open contours was counted for each closed contour in the top 10 matches. The open
contours belonging to the same class as those of the closed contour included in the top
10 matches were counted as a score showing the effectiveness of the shape retrieval.
This sort of evaluation is called a bull’s-eye test.
The results of the evaluation for contour length ratios (%) of 99% − 50% are pre-
sented in Fig. 4.9, where the average scores of all image shapes are indicated as
percentages. The average scores of the 70 shape classes are 71.94% (ratio of 99%),
70.29% (ratio of 90%), 59.83% (ratio of 80%), 44.69% (ratio of 70%), 31.03% (ratio
of 60%), and 11.66% (ratio of 50%). Fig. 4.10 compares these results with those of
promising previous approaches. As shown in this figure, our method classifies open
contours more accurately for the contours whose length ratios are more than 50 %
of the whole contour, whereas the previous approaches classify them more accurately
for open contours equal to 50 % of the whole contour.
Our experimental results do not show that our method perfectly retrieves shapes
but rather that it is suitable for retrieving shapes under unpredictable conditions.
We believe that this is the effect of the normalization process. We can better explain
the effect of the normalization process by examining the difference between the re-
sults for the 99% and 100% ratios of contour length. Although some of the previous
methods are effective at classifying shapes, some of whose scores in the bull’s eye test
with MPEG-7 CE-Shape-1 part B data set are up to 93.32% [94, 137], the scores of
our experiments with dynamic programming and geometric hashing are respectively
31.26% and 25.60% for the contour length ratio of 99%. This is caused by the effect
of the normalization which much more significantly affects occluded contours than
closed contours. Needless to say, the sizes are easily normalized for closed contours
since the centroids or the whole length of the contours are used as the bases. How-
ever, the contour size cannot be deterministically normalized for a contour that does
not completely show the whole shape since it is not predetermined what percentage
of the whole shape is shown. Even contours with 99% contour length ratios are not
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exceptions, since that ratio cannot be determined beforehand. Nevertheless, the score
71.94% with our method for the 99% contour length ratio is almost the same score as
73.68% for the closed contour (100% contour length ratio) with the curvature parti-
tion [22]. This result shows that our normalization process works well on incomplete
open contours.
In addition, the scores for the 99% and 60% contour length ratios plausibly show
the effect of the normalization process. It is true that the lower the ratio goes,
the more the score decreases. Because open contours with smaller ratios have fewer
features, it is more difficult for the human visual system to classify shorter contours.
The computational models are not exceptions, and all of the scores of our models
and previous methods are correlated to the ratio of the contour length. Nonetheless,
Fig. 4.10 clearly shows that the scores of our method are much better than those of the
promising previous methods. These results are plausible evidence of the suitability of
our normalization process.
As a supplement, let us explain why the scores of our method for the 50% contour
length ratio are less than those of the previous methods, as shown in Fig. 4.10. As
we can see in Fig. 4.8(f), it is usually quite difficult to retrieve the original shapes
from open contours with such a small ratio. However, the open contour data set for
our bull’s eye test is composed of classes, each of which includes five open contours.
Because each open contour is classified with a closed contour, one of the five open
contours is classified with exactly the original closed contour. When an open contour
is matched and classified with the original closed contour, the normalization process
is not necessary since their sizes are exactly the same. On the other hand, while
neither the “curvature partition” shape representation nor “the angle-length profile”
shape mapping is suitable for exactly representing and matching shapes, both are
suitable for roughly representing and matching shapes in the same class. For this
reason, the scores of our method for the 50% contour length ratio are less than those
of the previous methods.
Fig. 4.7 MPEG-7 CE-Shape-1 part B data set. Shapes were chosen from each
of 70 classes.




Fig. 4.8 Examples of open contours constructed with the MPEG-7 CE-Shape-
1 part B data set shown in Fig. 4.7. The open contours are certain ratios
(99%, 90%, 80%, 70%, 60%, 50%) of the length of the closed contours of the orig-
inal shapes in the data set. Examples of open contours for the ratios of
99%, 90%, 80%, 70%, 60%, and50% are shown in (a)-(e).



























































































































































































Fig. 4.9 Average scores for each class (as percentages) for ratios of (a)
99%, (b)90%(c)80%, (d)70%, (e)60%, and (f) 50%. The average scores of 70
shape classes are 71.94, 70.28, 59.83, 44.69, 31.03, and 11.66% for ratios of
99%, 90%, 80%, 70%, 60%, and 50%.































ratio of length on contour (%)
Fig. 4.10 Comparison of our method and typical previous methods. The average
scores of 70 shapes for contour length ratios from 99% to 50% are shown. The
bold line shows the results for our method, the dashed line those for dynamic
programming, and the dotted line those for geometric hashing.
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4.6 Discussion and Conclusion
We described a new method of computation for retrieving shapes under the conditions
of occlusion, geometric distortion, and differences in resolution. We demonstrated
that our method effectively retrieves shapes through experiments on an open contour
classification test. This section reviews the progress we made with our approach.
Let us review the conditions that cause shapes to appear incomplete. They are oc-
clusion, geometric distortion, and differences in the resolution of images. Our method
deals with occlusion by conducting normalization on the shape representation with
the angle-length profile. This normalization can be stably conducted because the
angle-length profile is Euclidean invariant even under occlusion. The angle-length
profile slightly varies as the base contour is smoothed through the smoothing process
shown in Section 4.2. In this smoothing process, the variations are similar for two
angle-length profiles of similar shape, as can be checked with the smoothed contours
shown in Fig. 4.2. Geometric distortion can be treated by using the curvature parti-
tion and the angle-length profile. Because the shape representation that we use is a
curvature partition composed of geometric parameters, the geometric transform can
be easily done if a clear criterion is obtained. The criterion consists of the normal-
ization of the sizes of the shapes and the point-to-point mapping acquired by the
angle-length profile. Differences in image resolution can be dealt with by conducting
the smoothing process on multiple scales in the feature point extraction step. Because
multiple scales of smoothing results in coarse and fine structures of shapes, the con-
tours are represented at varying levels of detail. This absorbs the effect of differences
in resolution.
Now let us discuss how our method performs under noisy conditions and affine
transforms. Our method’s performance (in Section 4.5) deteriorated, although only
slightly, for the occluded shape retrievals compared with whole shape retrievals using
the method described in [22]. We assume this is caused by the angle-length profile
(the normalization and mapping step), which is not exactly invariant under affine
transformations. However, the deterioration in accuracy is so small that we believe
our method is still applicable to affine transformed shapes. In addition, our method
can be used in noisy conditions, since the contour smoothing (feature point extraction
step) eliminates the noise. Studies showing this is are described in Appendix A.
Now let us compare our method with two previous approaches, one based on a
shortest path search [98,123–125] [126,127], the other a geometrical consistency check
[80,130] [131,132]. For this comparison, we point out the qualitative and quantitative
differences between our method and the two approaches.
The first approach, based on a shortest path search, is different from our approach
especially in the shape representation and the normalization process. While our repre-
sentation is geometrically invariant with coarse and fine structures, the representations
used with the shortest path search are, in most cases, not invariant under geomet-
ric transformations. For example, shortest path search methods often use curvature
as a descriptor of contours of shapes [127], but curvature is inversely proportional
to the contour size and should be normalized before comparison. For this reason,
the accuracy of our method is approximately twice that of a shortest path search
without normalization when the contour length ratio is more than 70%. However,
shortest path searches still excel in finding the point correspondences between con-
tours because they use the order of points on the contour coordinates. Therefore, the
similarity can be well represented (normalized) for shape contours on which the order
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of points identifies the shapes. The performance of DP matching (a typical shortest
path search) is discussed in Appendix 4.8.1. Although the scores for this method are
much smaller than those of our method, the tendency for the scores to decrease as the
ratio of the contour length decreases is small. In fact, the scores of DP matching for
contour length ratios of 50% are larger than those of our method. This result implies
that the scores of DP matching would be better for specific shapes. Compared with
the shortest path searches, our approach better represents and normalizes shapes es-
pecially under unpredictable conditions such as when occlusion, geometric distortion,
and differences in resolution occur simultaneously.
The second approach, based on a geometric consistency check, is also different from
our approach, especially in the shape representation and the normalization process.
While our method represents the order of curvature partitions with an index and the
partitioned areas with geometric parameters, the methods based on geometric con-
sistency checks only represent the geometric relationships between features. For this
reason, geometric consistency checks are only half as accurate as our method when
the contour length ratio is more than 60%. However, they excel in detecting occluded
shapes since the geometric relationships are invariant for occlusion. Therefore, the
similarities in shape can be well represented for occluded shapes. Geometrical hash-
ing (a typical geometric consistency check method) is described in Appendix 4.8.2.
Although the scores for this method are much smaller than those of our method, the
tendency for the scores to decrease as the ratio of the contour length decreases is
small. For this reason, the score of geometrical hashing for the contour length ratio
50% is a bit larger than that of our method. This result implies that the scores of
geometrical hashing would be better for specific shapes with occlusion. Compared
with the geometric consistency checks, our approach better represents and normalizes
shapes especially under unpredictable conditions such as when occlusion, geometric
distortion, and differences in resolution occur simultaneously.
Finally, we should point out the consequences of our development. The experimen-
tal results showed that our method effectively retrieves shapes under unpredictable
conditions. However, the classification accuracies of our results (the average scores
for the classification test) seem far from 100% and do not seem sufficient for shape
retrieval. Nonetheless, these accuracies are high enough for accurate shape retrieval.
For instance, at an accuracy around 70%, “candidates” can be effectively nominated,
and these candidates will be well normalized with our method. Therefore, we can
use the previously proposed shape recognition methods for closed contours (such
as [94, 137]) to select the most similar shape from the candidates. In summary, our
method is effective enough for realizing accurate shape retrieval by combining it with
previously proposed shape recognition methods for closed contours. An evaluation
of open contour classification by using previously proposed methods in combination
with ours will therefore be a topic of future work.
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4.7 Appendix I
Performance of method under noisy conditions and affine
transformations
This section describes empirical studies showing how our method performs under
noisy conditions and affine transforms.
First, we studied how our method performed for affine transformations. This study
used the examples shown in Fig. 4.11(a)(b) and the transformed shapes shown in
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where (xo, yo) is a coordinate of the original shape (Fig. 4.11) and (xa, ya) is that
of the transformed shape (4.12), and α = 0.1, 0.2, ·, 1.0. For each shape in Fig. 4.12,
our method calculates the similarity to Fig. 4.11. The results are shown in Fig. 4.13
with the parameter distances between Figs. 4.11 and 4.12. They show that the simi-
larity slightly deteriorated when the shape was transformed (although only slightly).
Despite that, they show that our method still works well for transformed shapes.
The performance of our method for the occluded shape retrievals (see Section 4.5)
slightly deteriorated in comparison with that for the whole shape retrievals using the
method described in [22]. This deterioration is presumably caused by the angle-length
profile (the mapping step), which is not exactly invariant under affine transformations.
We studied the performances using shapes affected by salt and pepper noise. This
study was done with the examples shown in Fig. 4.11(a)(b) and shapes with salt
and pepper noise shown in Fig. 4.14(a-1)(b-1). Each noisy shape in Fig. 4.14 was
obtained by adding salt and pepper noise quantified using the ratio of the number
of pixels of the original shapes to that of noise α = 0.1, 0.2, · · · , 1.0. Our method
calculated the similarity to Fig. 4.11 for each shape in Fig. 4.12 and for each shape in
Fig. 4.14. The results are shown in Fig. 4.15. These results show that the similarity
only slightly deteriorated as the noise increased. This suggests that our method works




Fig. 4.11 Shapes used for empirical studies under noisy conditions and affine
transforms. (a) is “bell-1”, and (b) is “hammer-1” in the standard MPEG-7
CE-Shape-1 part B.





Fig. 4.12 Transformed shapes of Fig. 4.11(a)(b) with Eq. 4.19. From the left
side, the shapes are obtained with α = 0.1, 0.2, · · · , 1.0. (a-1) is transformed
from Fig. 4.11(a), and (b-1) is transformed from Fig. 4.11(b). (a-2) and (b-2) are
contours obtained with (a-1) and (b-1) simultaneously.
Fig. 4.13 Parameter distances between Fig. 4.11 and Fig. 4.12. The row is
Fig. 4.11(a)(b), and the column is Fig. 4.12(a-1)(b-1). Each parameter distance
is shown with a brightness (the less bright, the more similar).





Fig. 4.14 Shapes of Fig. 4.11 with salt and pepper noise. From the left side, the
shapes are obtained with the ratio of the number of pixels of noise to that of the
pixels of the original shapes α = 0.1, 0.2, ·, 1.0. (a-1) is for Fig. 4.11(a), and (b-1)
is for Fig. 4.11(b). (a-2) and (b-2) are contours obtained with (a-1) and (b-1)
simultaneously. Each noisy shape shown in Fig. 4.14 was obtained by adding salt
and pepper noise with the ratios corresponding to noise α = 0.1, 0.2, ·, 1.0.
Fig. 4.15 Parameter distances between Fig. 4.11 and Fig. 4.14. The row is
Fig. 4.11(a)(b) and the column is Fig. 4.14(a-1)(b-1). Each parameter distance
is shown with a brightness (the less bright, the more similar).
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4.8 Appendix II
Previous Methods for Comparison
This section evaluates the performance of previous whole-to-part shape matching
approaches in order to compare them with our method. As mentioned in Section
4.1, the previous methods seem to have difficulty in identifying similar shapes while
they excel in finding the point correspondences on shapes. In order to verify this
supposition, we evaluated the effectiveness of a shortest path search and a geometric
consistency check. The evaluations used the same standard MPEG-7 CE-Shape-1
part B data set that was used to evaluate our method in Section 4.5.
4.8.1 Shortest Path Search
Dynamic programming (DP) matching was selected as a representative shortest path
search. There are more efficient calculation methods for finding shortest paths, such
as Dynamic Time Warping [127]). However, we chose DP matching as a benchmark
since we wanted to focus on shape matching accuracy, and DP matching is a pattern
matching algorithm with high accuracy [98,123–126].
The DP matching illustrated in Fig. 4.16. Before applying DP matching, each sam-
ple point should be described as a feature. As the descriptor, we used the curvature
of the contour on the shapes. Therefore, each contour is represented as a vector C:
C = C(κ(t)), (4.20)
where t denotes the contour coordinate from the starting point on the contour.
Fig. 4.16(b) shows examples of curvatures of Fig. 4.16(a). Given two shapes A (a
closed contour) and B (an open contour), represented as CA(κ(tA)) and CB(κ(tB)),
we derive the map (tA, tB) that minimizes the parameter distance between κ(tA) and
κ(tB). This map is searched with the graph shown in Fig. 4.16(c). The map (tA, tB)
is found by taking a path on the graph whose y-axis denotes the contour coordinate of
shape B (tB) and whose x-axis denotes the duplicated (repeated) contour coordinate
of shape A (tA). The parameter distance between CA(κ(tA)) and CB(κ(tB)) is then
allocated to each point on the graph. Finally, the map (tA, tB) is derived with DP
as the path on which the accumulated parameter distance is minimized. Fig. 4.16(d)
shows the point correspondences between two shapes. The path is investigated in the
clockwise and counterclockwise directions on shape B. The minimum accumulated
parameter distance describes the similarity of the two shapes.
Now let us turn to the results of applying this approach to the standard MPEG-7
CE-Shape-1 part B data set. This evaluation shows quite different performance from
that of our method (Fig. 4.17). The average scores of the 70 shape classes are 31.26%
(ratio of 99%), 29.71% (ratio of 90%), 28.80% (ratio of 80%), 27.77% (ratio of 70%),
24.80% (ratio of 60%), and 22.34% (ratio of 50%). These results clearly show that
the matching accuracy of the DP matching is much worse than that of our method,
especially for larger ratios. As a successful example (Fig. 4.18) and a failure example
(Fig. 4.19) show, the DP matching is successful only when the point correspondences
between mostly the same two contours are found. It appears that DP matching has
difficulty in describing ”global” similarity, since it is sensitive to local differences.
In contrast, our method, which describes contours on multiple scales, can deal with
global similarity.
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4.8.2 Geometric Consistency Check
Geometric hashing was selected as a representative geometric consistency check. ge-
ometric hashing, originally introduced in [131], is one of the traditional methods for
checking geometric consistency, and it is utilized in many fields [133,138,139] because
of its efficiency and accuracy in identifying geometric relationships.
The geometric hashing we use here is illustrated Fig. 4.20. Before applying geo-
metric hashing, the feature points should be extracted from the shapes. As features,
we chose curvature extrema (peak points) of the contour on the shapes, in the same
manner as [131] (points of sharp convexities and deep concavities). Each feature point
is represented as a vector P :
P = P (x(i), y(i)), (4.21)
where i denotes the index. Fig. 4.20(b) shows examples of feature points of
Fig. 4.20(a). Given two shapes A (a closed contour) and B (an open contour),
represented with feature points as PA(x(iA), y(iA)) and PB(x(iB), y(iB)), we derive
the map (iA, iB) that minimizes the distance between PA and PB . For P (PA and
PB), each set of three, non-collinear points (p1, p2, p3) is chosen as a basis triplet.
Examples of basis triplets are shown in Fig. 4.20(c). An affine transformation from
(p1, p2, p3) to (0, 0), (1, 0), (0, 1) is performed on each point of P . Fig. 4.20(d) shows
examples of the transformed points. After this transformation has been performed
with all possible basis triplets, the best triplet is selected from each of shapes A and
B by voting. After this transformation, a grid coordinate system is prepared, and
each point of P is located on it, as shown in Fig. 4.20(e). After superimposing the
grid coordinate system, we find how many votes each point gained. The basis triplet
(p1, p2, p3) with the most votes for P is selected for each of PA and PB, and the map
(iA, iB) is finally obtained. Examples of the point correspondences with the map
are shown in Fig. 4.20(f). Here, the similarity of two shapes is determined by the
number of points located in the same bin.
Finally, let us describe the results of applying this approach to the standard MPEG-
7 CE-Shape-1 part B data set. The performance in this case is quite different from
that of our method shown in Fig. 4.21. The average scores of the 70 shape classes are
25.60% (ratio of 99%), 21.60% (ratio of 90%), 18.91% (ratio of 80%), 16.46% (ratio of
70%), 15.26% (ratio of 60%), and 15.26% (ratio of 50%). The results clearly show that
the matching accuracy of geometric hashing is much worse than that of our method,
especially for larger contour ratios. As a successful example (Fig. 4.22(a)) and a
failure example (Fig. 4.22(b)) show, the geometric hashing is successful only when
the features are located in the ”same manner”. Although it is strong against local
noise, geometric hashing neglects information between points. In contrast, our method
takes into account information between points by using geometric parameters. As this
comparison shows, using geometric parameters in a suitable manner is necessary for
describing shapes.

























0                  50                100/0                50                100
Fig. 4.16 Process of DP matching. An example of contours on a shape is shown
in (a-1), and a fragment of (a-1) is shown in (a-2). The curvature of (a-1) and
(a-2) are shown in (b-1) and (b-2). The x-axis of (b-1) and (b-2) is the contour
coordinate, and the y-axis is curvature. The graph to search the map (tA, tB)
is shown in (c). The y-axis of (c) is the contour coordinate of shape (a-2) (tB),
and the x-axis is the duplicated (repeated) contour coordinate of the shape (a-1)
(tA).The shortest path, which has the minimum parameter distance, is plotted
in (c). The point correspondences are shown in (d). The selected corresponding
points in (a-1) are shown with a thick solid line, and the remnant of the contour
is shown with a thin line.



























































































































































































Fig. 4.17 Average score for each shape (shown in percentage) obtained by DP
matching for ratios of (a) 99%, (b) 90%, (c) 80%, (d) 70%, (e) 60%, and (f) 50%.
The average scores of 70 shape classes are 31.26, 29.71, 28.80, 27.77, 24.80, and
22.34% for ratios of 99%, 90%, 80%, 70%, 60%, and 50%.























0                  50                100/0                50                100
Fig. 4.18 Example of the contours in which the point correspondences are suc-
cessfully found. The selected corresponding point pair is shown in (a). The
curvature of (a-1) is shown in (b-1), and that of (a-2) is shown in (b-2). The
shortest path is shown in (c).























0                  50                100/0                50                100
Fig. 4.19 Example of the contours which the point correspondences are not
found. The selected corresponding point pair is shown in (a). The curvature of
(a-1) is shown in (b-1), and that of (a-2) is shown in (b-2). The shortest path is
shown in (c).














Fig. 4.20 Process of geometric hashing. An example of the contours on a shape
is shown in (a-1), and a fragment of (a-1) is shown in (a-2). Feature points on
(a-1) and (a-2) are shown in (b-1) and (b-2) with asterisks on the contours (thin
lines). Examples of extracted basis triplets from the feature points are shown in
(c-1) and (c-2) with black stars. The feature points after an affine transformation
that transformed the basis triplets to (0, 0), (1, 0), (0, 1) are shown in (d-1) and
(d-2). The grid coordinate system obtained by the transformed feature points
are shown in (e-1) and (e-2). Examples of the point correspondences obtained
by voting on the possible triplets are shown in (f-1) and (f-2).



























































































































































































Fig. 4.21 Average score for each shape (shown as a percentage) obtained by geo-
metric hashing for ratios of (a) 99%, (b) 90%, (c) 80%, (d) 70%, (e) 60%, and (f)
50%. The average scores of 70 shape classes are 25.60, 21.60, 18.91, 16.46, 15.26,
and 15.26% for ratios of 99%, 90%, 80%, 70%, 60%, and 50%.
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(a)
(b)
Fig. 4.22 Example of the contours for which the point correspondences are suc-
cessfully found (a), and example of the contours for which the point correspon-




System of detecting underwater
threats in side scan sonar images
5.1 Introduction
For object detection systems in the maritime environment, high reliability is quite
challenging to be accomplished since the maritime environment changes unpredictably
and dynamically. Underwater threats are, for example, buried in noisy images with
occlusion. Generally speaking, high reliability for object detection systems is ac-
complished by learning a huge number of the samples under various different envi-
ronments. However, samples of underwater objects are quite hard to be collected.
Underwater threats are no exception.
For this reason, we propose a promising method of recognizing objects called “One
Shot Detector (OSD)”. OSD is a method of recognizing objects with their shapes
included in color images without machine learning procedure. OSD is, then, based on
the human visual system, which performs well under unpredictably and dynamically
changing environment. OSD is composed of two main processes, one of which is to
extract object area, and the other of which is to represent the area.
1. Object Area Extraction
It has been quite challenging for computational visual systems to extract ob-
ject area. Objects are represented with pixels in images. In the same time,
background is also represented with pixels in images. How do computational
visual systems distinguish the pixels of objects from those of the background?
Pixels in images are usually quite hard to be automatically distinguished since
RGB values of pixels are not usually exactly the same. Our approach to ex-
tract object area is, on the other hand, to represent pixels as neural oscillators,
which are synchronized with neighbors when their rhythms are similar. With
this mechanism, object areas are ”autonomously” constructed.
2. Shape Representation
Object areas are required to be described with shape representations in order
to match other object areas. However, it is usually quite hard to robustly de-
scribe objects in real world scenes since they are observed under the conditions
of noise/occlusion/geometric deformation. On the other hand, our shape repre-
sentation, called ”curvature partition”, describes shapes with multiple resolu-
tion contours, each of which is divided as partitions with curvature zero-crossing
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points [22]. These partitions are, then, describes with geometric parameters.
With our representation, noises described with high resolutions are ignored in
low resolutions, occluded parts are ignored as occluded partitions, and geomet-
ric deformations can be transformed with geometric parameters. Therefore,
our representation can robustly describe objects in real world scenes.
In this chapter, we show an approach to detect underwater threats in side scan
sonar (SSS) images using OSD, which combines our object area extraction process and
shape representation process. We, then, show that OSD effectively detects underwater
objects included in wide-area SSS images. As a result, we show the effectiveness of
our approach. Finally, through the comparison to a promising previous approach, we
show that our approach is suitable under the condition that any machine learning
procedure cannot be used. .
5.2 Method
In this section, we propose “One Shot Detector” (OSD), a promising method of rec-
ognizing objects. We, then, explain how to detect underwater threats on side scan
sonar images using OSD. Our proposed method OSD comprises four steps as shown
in Fig. 6.1, image acquisition, image segmentation (explained in Chapter 2), shape
representation (explained in Chapter 3), and shape matching (explained in Chapter
4).
In the image acquisition step, input images are divided into small grids. In this
chapter, the grid size is limited to no more than 60× 60 pixels.
In the image segmentation step, pixels on each image grid are segmented with non-
linear oscillators that describe color relationships among their neighbors. Each pixel is
described by a set of oscillators for their color R, G, and B. The oscillation pattern of
them determines the link strength between each two pixels, and the strongly connected
pixels form a segment that corresponds to a shape on the image. The construction
of the oscillator network is shown in Fig. 5.2, and the dynamics of the interaction






v − xcu), (5.1)
where C denotes a set vector elements which represent color (R, G, and B), xcv and x
c
u
denote nonlinear oscillators, su,v denotes the first connection strength determined by
globally formed groups, and Wu,v denotes the second connection strength determined




ψ(xcv − xcu) for Wmin ≤Wu,v ≤Wmax, (5.2)
whereWmin andWmax denote the lower and upper limits forWu,v, and ψ(ζ, ξ) denotes
an equation determined by using the following expression:
ψ(ζ, ξ) =

w (ζ > 0 ∩ ξ > 0)




The first connection strength su,v is, then, determined by
su,v =
{
1 (|Ik − Iu| < Ith)
0 (otherwise)
for ∀(v) ∈ ϕk, (5.4)
where Iu denotes the vector for the color of pixel u, Ik denotes the vector for the
average color of pixels included in the segment k which u belongs to, Ith denotes the
threshold, and ϕk denotes a set of pixels belonging to the segment k.
In the shape representation step, shapes extracted as segments are described with
a shape representation ”curvature partition” as shown in Fig. 5.3.
The curvature partitions are constructed as partial curves whose edges are the
curvature zero-crossing points on contour C on multiple scales of smoothing. They
are expressed as Pi(i = 1, 2, . . . , n), where n is the number of curvature partitions that
the contour has. Once they are constructed, they are divided into N sub-partitions.
Each sub-partition pij is expressed in terms of its average curvature κij , length lij ,









where j = 1, 2, . . . , N . Therefore, curvature partition Pi has N × 5 elements:
Pi = (pi1, pi2, . . . , piN ). (5.6)
Each curve on a contour (which is a partial curve whose edges are both the curva-
ture zero-crossing points) is expressed by its curvature, length, normal direction, and
location. The curvature partitions, (P1, P2, . . ., Pn), on multiple scales of smoothing
are stored as representations of the shape.
In the shape matching step, the curvature partitions of shapes A and B are com-
pared with each other on multiple scales after geometric transformation. The com-
parison is done with the derivation of the similarity between shapes A and B, SA,B
which is given by






where Sth denotes the threshold, dij denotes the parameter distance for sub-partition
pij of shapes A and B defined with its curvature dκij , length dlij , location doij , and
normal direction dθij as follows:
dij = wldlij + wκdκij + wodoij + wθdθij , (5.8)
where wl, wκ, wo, and wθ are weight parameters for the curvature, length, location
and normal direction of each sub-partition. In this chapter, shapes A and B are
defined as similar shapes if the similarity between the two shapes SA,B fulfills:
SA,B > 0. (5.9)





Fig. 5.1 Overview of OSD.
Fig. 5.2 Image Segmentation.
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(a)                           (b)                         (c)                
Fig. 5.3 Shape Representation and Matching.
5.3 Experimental Results
In this section, we conduct two types of experiments using SSS images acquired by a
high resolution SSS system, Klein System 3000 [140], which has frequencies of 100 kHz
and 500 kHz, an angular resolution (beam width) of 0.70◦ at 100 kHz or 0.21◦ at 500
kHz, and maximum range 600 m at 100 kHz or 150 m at 500 kHz. First experiment
is “object detection test”, in which “target objects” included in one “training image”
are detected in a wide-area SSS image. The target object included in the training data
is a tetrapod. Second experiment is, then, “accuracy evaluation”, in which 20 small
grid SSS images, some of which includes target objects (tetrapods) and the others of
which do not, are classified as those with the target objects and those without them.
Both experiments are conducted with SSS images acquired by a frequency of 500 kHz.
5.3.1 Object Detection Test
In this experiment, target objects (tetrapods) are detected in a wide-area SSS image
which is acquired by Klein System 3000. Firstly, the target object image is given as
a training image, a small grid SSS image as shown in Fig. 5.4(a). Then, a wide-area
SSS image is given as shown in Fig. 5.4(b). The wide-area SSS image is, then, divided
into small grids as shown in Fig. 5.4(c). Each grid image is matched to the training
data, and the similarities between two segments included in the grid image and the
training image are calculated. Finally, segments are chosen if their similarities with
the segments included in the training image fulfill the Eq. 6.9. In this way, the grids
including the target objects (tetrapods) are selected and shown with a green square as
shown in Fig. 5.4(d). As a result, three tetrapods are detected as shown in Fig. 5.4(e).
This result shows that our “One Shot Detector” has the ability to detect objects with
“one shot” (one training image).
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Fig. 5.4 Results of Object Recognition Test
5.3.2 Accuracy Evaluation
In this experiment, we show the effectiveness of our OSD compared to a promising
previous method Geometric Hough Transformation (GHT). Our evaluation is done
with 20 grid images shown in Fig. 5.5. Figs. 5.4 (1)-(10) include the target objects
(tetrapods). For the evaluation of the classification accuracy of our method, we
compare every image that includes one tetrapod with all other images, and calculate
the similarities between each two images.
For the evaluation of this experiment, we express similarity matrices. In the similar-
ity matrices, the similarities of the detected shapes with the comparison of images are
expressed. The similarity matrix for OSD is shown in Fig. 5.6(a) and that for GHT is
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shown in Fig. 5.6(c). Then, in order to evaluate the classification accuracy, we firstly
choose the thresholds which maximize the classification accuracy, and we derive the
classification accuracy with the numbers of true positive, false positive, true negative,
and false negative. In this manner, we choose the threshold for OSD (Sth in Eq. 6.7)
as 0.8 and that for GHT as 80. Then, the elements of the similarity matrices over
the thresholds are shown with white square and those under the thresholds are shown
with black square in in Fig. 5.6(b) for OSD and in Fig. 5.6(d) for GHT. Although


























Fig. 5.6 Results of Accuracy Evaluation
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The accuracy is quantitatively evaluated with confusion matrices in Table 5.1 and
Table 5.2. In the confusion matrices, the number of “true positives” (actual tetrapods
that are correctly detected as tetrapods), “false negatives” (tetrapods that are not
detected), “false positives” (other objects that are incorrectly detected as tetrapods),
and “true negatives” (non-tetrapods that are correctly classified as non-tetrapods)
are shown. The rows of the confusion matrices denote the actual class (“positive”
denotes that the tetrapods are included in the images, and “negative” denotes that
they are not), and the columns denote the predicted class (“positive” denotes that
tetrapods are detected with OSD or GHT, and “negative” denotes that they are not).
As a result, 89.0% of all tetrapods are detected with OSD while 4.0% of them are
detected with GHT. Then, OSD exactly recognizes 92.0% of all images which do not
include tetrapods while GHT recognizes 100.0% of them. The classification accuracy
with OSD is, then, 90.1% while that with GHT is 52.0% (the classification accuracy
of even random classification method is still 50%).
These results clearly show that OSD can classify images since it detects shapes
included in images and represents and matches shapes. On the other hand, GHT, in
principle, is hard to detects shapes since it does not distinguish features belonging
to an object from others. In order to distinguish them, object “area” is required to
be identified, and in order to regard the area as the object, the shape of the area
is represented. For this reason, two processes that OSD is composed of, object area
extraction and shape representation, are key factors to successfully recognize objects,
and these experimental results show that these processes are helpful to improve object
detection accuracy.
5.4 Discussion and Conclusion
We, finally, discuss the applicability of OSD. A distinct feature of OSD is that it
clearly represents features of an object included in one sample image. With previ-
ous methods, however, representing features of an object requires a large number of
samples. Therefore, OSD is applicable for objects located in environment that people
are hard to access. For this reason, OSD is quite suitable for detecting underwater
threats in SSS images.
In this chapter, we proposed an object recognition approach called “One Shot
Detector” (OSD), which is composed of image segmentation and shape representation.
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We, then, proposed an approach to detect underwater threats in SSS images using
OSD. Our approach, which is suitable for the case without prior knowledge, is shown
to accomplish a great performance (the classification accuracy of 90.1% compared to
52.1% of a previous method) in SSS images. The detection tests for various types of





Brain-like Object Recognition on
Satellite Images without Machine
Learning Scheme
6.1 Introduction
As the use of high resolution satellite images has been widespread, expectations are
growing for automatic recognition of objects in these images. However, it is a quite
challenging task for computational visual systems to automatically recognize arbi-
trary objects without learning a huge number of samples observed in real world con-
ditions. Generally speaking, patterns of objects are unpredictable since the real world
is dynamically changing. Objects are sometimes occluded, geometrically distorted, or
superimposed by noise signals. For this reason, object recognition requires sufficient
prior-knowledge in order to predict various patterns of the objects described in the
real world condition. High reliability would be accomplished with enough number
of samples with conventional methods. However, sample images taken on satellite
images cannot always be sufficiently acquired. It is usually not always easy to predict
any patterns of the objects described under unpredictable conditions.
On the other hand, the human visual system performs well under unpredictably
and dynamically changing environment even when a huge number of patterns are not
previously learned. For this reason, neural network models that emulate the hierarchi-
cal processing of the human visual system have traditionally been proposed [74,105].
However, these neural networks basically assume that a number of samples are ac-
quired, and then common features of these samples should be learned. Therefore,
object recognition without learning a large number of samples have not been accom-
plished with neural network models. We assume that computational visual systems
for object recognition without machine learning schemes are required to solve two
problems: (1) a figure/ground separation, and (2) an invariant shape representa-
tion. A figure/ground separation is a basic function of the human visual system that
segregates focused objects from the background. Likewise, the human visual system
plausibly represent shapes invariantly even under noise, occlusion, or geometric distor-
tion [22]. These two problems are assumed to be hard for conventional computational
systems to solve without prior knowledge or machine learning schemes.
In this chapter, we propose an approach to detect object on satellite images using
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“One Shot Detector” (OSD) in order to to accomplish object recognition without
learning scheme. As shown in Chapter 5, a figure/ground separation is solved with
a neuron-like nonlinear oscillator network, and an invariant shape representation is
accomplished by a curvature based hierarchical shape descriptor. As a result, our One
Shot Detector is shown to achieve much greater performance compared to previous
methods for object detection on satellite images.
6.2 Method
In this section, we explain how to detect objects on satellite images using “One Shot
Detector” (OSD), which is proposed in Chapter 5.
In the image acquisition step, input images are divided into small grids. In this
chapter, the grid size is limited to no more than 50× 50 pixels.
In the image segmentation step, pixels on each image grid are segmented with non-
linear oscillators that describe color relationships among their neighbors. Each pixel is
described by a set of oscillators for their color R, G, and B. The oscillation pattern of
them determines the link strength between each two pixels, and the strongly connected
pixels form a segment that corresponds to a shape on the image. The construction
of the oscillator network is shown in Fig. 6.2, and the dynamics of the interaction






v − xcu), (6.1)
where C denotes a set vector elements which represent color (R, G, and B), xcv and x
c
u
denote nonlinear oscillators, su,v denotes the first connection strength determined by
globally formed groups, and Wu,v denotes the second connection strength determined




ψ(xcv − xcu) for Wmin ≤Wu,v ≤Wmax, (6.2)
whereWmin andWmax denote the lower and upper limits forWu,v, and ψ(ζ, ξ) denotes
an equation determined by using the following expression:
ψ(ζ, ξ) =

w (ζ > 0 ∩ ξ > 0)
−w (ζξ < 0)
0 (otherwise).
(6.3)
The first connection strength su,v is, then, determined by
su,v =
{
1 (|Ik − Iu| < Ith)
0 (otherwise)
for ∀(v) ∈ ϕk, (6.4)
where Iu denotes the vector for the color of pixel u, Ik denotes the vector for the
average color of pixels included in the segment k which u belongs to, Ith denotes the
threshold, and ϕk denotes a set of pixels belonging to the segment k.
In the shape representation step, shapes extracted as segments are described with
a shape representation “curvature partition” as shown in Fig. 6.3.
The curvature partitions are constructed as partial curves whose edges are the
curvature zero-crossing points on contour C on multiple scales of smoothing. They
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are expressed as Pi(i = 1, 2, . . . , n), where n is the number of curvature partitions that
the contour has. Once they are constructed, they are divided into N sub-partitions.
Each sub-partition pij is expressed in terms of its average curvature κij , length lij ,









where j = 1, 2, . . . , N . Therefore, curvature partition Pi has N × 5 elements:
Pi = (pi1, pi2, . . . , piN ). (6.6)
Each curve on a contour (which is a partial curve whose edges are both the curva-
ture zero-crossing points) is expressed by its curvature, length, normal direction, and
location. The curvature partitions, (P1, P2, . . ., Pn), on multiple scales of smoothing
are stored as representations of the shape.
In the shape matching step, the curvature partitions of shapes A and B are com-
pared with each other on multiple scales after geometric transformation. The com-
parison is done with the derivation of the similarity between shapes A and B, SA,B
which is given by






where Sth denotes the threshold, dij denotes the parameter distance for sub-partition
pij of shapes A and B defined with its curvature dκij , length dlij , location doij , and
normal direction dθij as follows:
dij = wldlij + wκdκij + wodoij + wθdθij , (6.8)
where wl, wκ, wo, and wθ are weight parameters for the curvature, length, location
and normal direction of each sub-partition. In this chapter, shapes A and B are
defined as similar shapes if the similarity between the two shapes SA,B fulfills:
SA,B > 0. (6.9)





















Fig. 6.2 Image Segmentation.
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(a)                   (b)                      (c) 
Fig. 6.3 Shape Representation and Matching.
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6.3 Experimental Results
In this section, we show our evaluation that shows the effectiveness of our proposed
“One Shot Detector (OSD)” compared to a promising previous method Geometric
Hough Transformation (GHT). Our evaluation is done with 25 mini-scale images
shown in Fig. 6.4 which are extracted as divided grid squares of a satellite image
published by MapMart [141] as shown in Fig. 6.5. Figs. 6.4 (1)-(10) and (21)-(25)
include the shapes of airplanes. Especially, a multiple number of airplanes included
in (7) and (8) and complex backgrounds of (21)-(25) make it difficult to accurately
recognize the airplanes included in the images. For the evaluation of the accuracy of
our method, we compare every image that includes one or more airplanes with all other
images so that airplanes are detected. As a result, airplanes are detected as shown in
Fig. 6.6, which column denotes all images (1)-(25), and which row denotes images that
include airplanes (1)-(10) and (21)-(25). Therefore, airplanes would be detected in
the column of (1)-(10) and (21)-(25), and nothing would be detected in the column of
(11)-(20). We call the images chosen in the column “Observed Images” and the images
chosen in the row “Sample Images”. Then, in order to focus on one type of object
(airplane), we choose one pixel in each sample image so that shapes (corresponding
to airplanes) including the selected pixels are automatically selected. The shapes
selected in this manner are shown in Fig. 6.7. For the evaluation of this experiment,
we express the detection accuracy with similarity matrices and confusion matrices.
In the similarity matrices, the similarities of the detected shapes with the comparison
of images are expressed. The similarity matrix for OSD is shown in Fig. 6.8(a)
and that for GHT is shown in Fig. 6.8(b). The columns of the similarity matrices
denote all images (1)-(25), and the rows of them denote images that include airplanes
(1)-(10) and (21)-(25) as Fig. 6.6. Ideally, all elements of columns (1)-(10) and (21)-
(25) would be maximum similarity value, and those of columns (11)-(20) would be
minimum similarity value except for elements in the diagonal line. Although most of
the elements of the similarity matrix for OSD have this tendency, those for GHT have
similar values regardless of the columns. These results show that OSD determines
the similarity between two shapes, but GHT does not. Without parameter tuning
through learning a large number of shapes, GHT cannot define the similarity between
two shapes. The results of the statistical analysis for the similarity matrices are shown
with the confusion matrices shown in Table 6.1 (for OSD) and Table 6.2 (for GHT).
In the confusion matrices, the number of “true positives” (actual airplanes that are
correctly detected as airplanes), “false negatives” (airplanes that are not detected),
“false positives” (other objects that are incorrectly detected as airplanes), and “true
negatives” (non-airplanes that are correctly classified as non-airplanes) are shown.
The rows of the confusion matrices denote the actual class (“positive” denotes that
the airplanes are included in the images, and “negative” denotes that they are not),
and the columns denote the predicted class (“positive” denotes that airplanes are
detected with OSD or GHT, and “negative” denotes that they are not). As a result,
71.4 % of all airplanes are detected with OSD while 44.3 % of them are detected
with GHT. Then, OSD exactly recognizes 82.7 % of all images which do not include
airplanes while GHT recognizes 66.7 % of them. The classification accuracy with
OSD is, then, 76.1 % while that with GHT is 53.6 % (the classification accuracy of
even random classification method is still 50 %). It is assumed that there are two
reasons of the failure of the detection using OSD. One is the influence of the small
fragments. For our evaluation, we chose one pixel in each sample image, and we
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selected segments that include the pixel. It is supposed that some of these segments
are shapes as small fragments. The other reason of the failure is that images of our
evaluation include airplanes of different shapes. It is true that our human brains have
acquired the concept of “airplanes”, it would be too difficult to represent “airplanes”
only with one shape.
Fig. 6.4 Mini-scale Images for Evaluation.
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Fig. 6.5 Satellite Image presented by MapMart.
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Fig. 6.6 Detected Shapes.
Fig. 6.7 Corresponding Shapes.
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1.0
Fig. 6.8 Evaluation Results (Similarity Matrices).













In this section, we discuss the effectiveness and the applicability of our proposed
method. Our method “One Shot Detector” (OSD) is composed of image segmentation
step and shape representation step. The effectiveness of these two steps is confirmed in
condition without prior knowledge. Traditionally, the image segmentation cannot be
accomplished without using the prior knowledge on the images such as the number of
segments included in these images. Similarly, previous shape representation cannot be
invariant in case when noise, preliminary unknown occlusion, and geometric distortion
simultaneously occur. Our OSD, however, determines these parameters using the
information included in the observed images even without this prior knowledge. As a
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result, our method accomplished much greater performances than a previous method,
Geometric Hough Transformation (GHT). We, finally, discuss the applicability of our
proposed method. Although our method does not need prior knowledge for object
recognition, there is plenty of knowledge on objects with huge number of samples,
such as human faces or human finger prints. Now that satellite images are widespread,
knowledge on general airplanes can easily be stored. However, there are still many
objects without enough knowledge. For example, it is quite challenging to store
knowledge when “new” airplane is developed. Our method is applicable especially in
these cases.
6.5 Conclusion
In this chapter, we proposed an approach to detect objects on satellite images using
OSD. Our approach, which is suitable for the case without prior knowledge, is shown
to accomplish a great performance (the classification accuracy of 76.1 % compared to
53.3 % of a previous method) in satellite images. The detection tests for other objects





In this thesis, we proposed models to solve issues on the processes of “perceptual
grouping”, “shape representation”, and “shape mapping” in order to make it clear
how the human visual system recognizes object in real-world scenes, which are in un-
predictably and dynamically changing uncertain environments. As a result, we made
it clear that how figure-ground separation occurs through the models of “perceptual
grouping”, “shape representation”, and “shape mapping” in real-world scenes.
Firstly, our proposed model of the perceptual grouping in color images models the
inter-element interaction, the inter-layer interaction (the interaction between the glob-
ally formed groups and locally formed connections), and the inter-variable interaction
(the interaction among RGB values) to solve the ill-posed problem. Our proposed
model consists of two hierarchical layers of neural oscillator networks and their inter-
actions [31, 46, 47]. As a result, we showed that our model can perceive not only the
color surface but also the gradation on the surface.
Secondly, our proposed shape representation “curvature partition” was shown to
be biologically plausible for matching general shapes with their contour curvature
information. Although our representation is not based on hierarchical neural network
models, it reflects the constraints that are required for shape matching. We firstly
defined a ”curvature partition” as a descriptor of a group of partitioned contours. We,
then, implemented a Gaussian blur in multiple scales in order to obtain a coarse and
a fine spatial coding. Finally, we applied the geometric transformation in order to
achieve the invariant shape recognition. Therefore, our shape representation “curva-
ture partition” is applicable in condition of occlusion, geometric transformation, and
difference in the resolution of images.
Thirdly, we proposed a shape retrieval method using a ”curvature partition” and a
shape mapping including a normalization using an ”angle-length profile”. Although
the curvature partition excels at representing shapes, the previous methods do not
have a mapping process including a normalization that works when there are occlu-
sions, geometric distortions, and differences in image resolution. Here, we described
such a normalization process using the angle-length profile. As a result, unlike the
previously proposed methods, our method is shown to be applied in situations with
occlusion, geometric distortion, and differences in image resolution.
Fourthly, we presented the evaluation results that our proposed model of perceptual
grouping, shape representation, and shape mapping method are applied for recogniz-
ing object in real-world scenes (side scan sonar images and satellite images). The
evaluation results were compared to those of generalized Hough transformation (a
promising conventional method). Through the comparison, it was shown that our
models are applicable for object recognition method even without using machine
learning scheme with a large number of samples.
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Through these models and evaluations, the understanding on how the human visual
system (visual cortex) recognizes object is progressed especially from the view of
shape recognition. Although the mechanism of “shape” recognition is understood
through this paper, it is still unclear how the visual cortex recognizes “objects” by
referring to their shapes. In other words, it is still unclear what is it to “recognize
object”. It is assumed that the visual cortex assumes what the objects are through
their appearances (shapes). In other words, when the visual cortex assumes what an
object is, the visual cortex infers its whole and semantic by referring to the appearance
(shape) in the context in which the visual cortex is. Now few are known on semantic
(whole) understanding, it would be too much challenging to computationally model
how to “recognize object”. However, we assume that there is still a good chance that
computational modeling approaches help us to develop an understanding of semantic
(whole) understanding. The computational modeling of the time-series variations or
the shape patterns of shapes as inference processes are good examples to help us to
understand the processes of the object recognition. Therefore, our future works are
the computational modeling approaches for the understanding of object recognition.
Finally, we explain the significance of applying the knowledge of brain science for
computational visual system. Although our computational approaches are based on
the knowledge of brain science, computational visual systems do not always need to
be based on the brain’s visual system. Also, “object recognition” can be partially ac-
complished if the problems on “object recognition” are clearly set (defined) without
using brain-like computational approaches. However, the brain’s functions are not
only to recognize objects but also to “limit” the context in which the brain recognize
the objects. Because our brain is in the real world, which is an unpredictably and
dynamically changing environment, the semantics of objects cannot be determined
unless the contexts are clearly determined. Therefore, we assume it is quite mean-
ingful to investigate how to “limit” the contexts in which objects are and how to
recognize the objects in these contexts. Notably, this study approaches problems on
the real world (an unpredictably and dynamically changing environment). What we
achieved in this study is to detect shapes which commonly included in arbitrary two
pictures without any prior knowledge. In other words, in arbitrary two real-world
scenes, without any prior knowledge on the scenes or objects, our methods detects
commonly included shapes by limiting the context through the processes of “per-
ceptual grouping”, “shape representation”, and “shape mapping”. We would like to
emphasize that it is meaningful to investigate how to “limit” the context in which the
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