Certain techniques that have been used to study the structure of finite projective planes which admit (non-trivial) elations are developed and applied to the study of finite generalised hexagons admitting central root automorphisms.
INTRODUCTION
Let A be the flag complex of a generalised 2m-gon, with m 2 2, and let G be a group of special automorphisms of A. An automorphism of A is called a central root awomorphism if it fixes every vertex at distance less than or equal to m from a prescribed vertex of A. This paper begins a study of the structure of the pair (A, G), under the assumptions that G is finite and contains a central root automorphism distinct from the identity.
Here, we shall be concerned primarily with generalised hexagons (the case m = 3), and a second paper dealing with generalised octagons is being prepared. Both of these papers are based upon results contained in my thesis [ 
221*
In order to formulate the principal results (Theorems A and B), it is necessary to introduce a certain amount of notation. The reader is referred to Sections 1 and 2 for all definitions and terminology.
A is a (weak) building of type I, (6) which is neither of type (D), nor of type (E2), when viewed as a convex subgraph of itself (in effect, this means that A is either the flag complex of a thick generalised hexagon, or the doubled flag complex of a projective plane); G is a finite group of special automorphisms of A;
I is the totality of non-trivial central root automorphisms in G having centres in a preassigned type class of A; E = (I); 3 is the set of centres of the elements in I; 303
J is the set of vertices in A which are adjacent to at least two vertices in 3:
3" is the subgraph of A having vertices 3 U J and edges those pairs of vertices which are edges of A; G + G (x F+ X, for each x E G) is the representation of G on 2; K is the kernel of the homomorphism G + G.
Essentially, the object of the paper is to describe the possibilities for the pairs (E, E). The approach taken follows similar investigations that have been made into projective planes and, before going further, it is perhaps instructive to emphasize this connection. As has already been mentioned, the conditions imposed upon A mean that it is a weak building precisely when it is the doubled flag complex of a projective plane, say 9. In this case, G may be viewed as a group of collineations of 9; the elements of Z act as elations, and 3 corresponds to the set of centre-axis pairs for these elations. Conversely, if we are given a projective plane .P, and a group G of collineations of .?, then G can be regarded as a group of special automorphisms of the doubled flag complex of .7, and the elations in G act on this weak building as central root automorphisms, aH of whose centres belong to the same type class. Thus investigations concerning the structure of projective planes admitting elations just correspond to the weak building instance of the investigations undertaken here. When taken together, the results of this paper extend almost all of our knowledge from the well researched weak building case to the building case.
THEOREM A. Zf z is connected, then one of the following statements holds :
I. z is the empty graph;
Iii.
(i = 1, 2, 3 or 4). B is a tree of diameter 2(i -1);
III. Z is a conjugacy class in E of central involutions, .T is isomorphic to L.H(Z) (with 3 being mapped onto I), and either 1. Z?zA,, or 2. EzJJ,;
IV. E is the doubled jlag complex of a desarguesian projective plane defined over some finite field F,, and ES L,(q);
V. E is the flag complex of a Moufang generalised hexagon defined over some finite field 1;4, and either 1. 8 is associated with 3D,(q), and i?r 3D,(q), or 2. z is associated with G2(q), and either E z G,(q), or q = 2 and i?g G,(2)'. Furthermore, if2 is one of the types listed III-V, then K = C, (E) , and E is a perfect central extension of E.
The graph .1(I), which appears in III, is defined at the beginning of Section 7, and in 1112 the group denoted J, is the sporadic simple group constructed by Hall and Janko. THEOREM B. If A is finite, ' and if B is disconnected, then each connected component of E consists of a single vertex or is a tree of diameter 2.
COROLLARY.
Suppose that A is finite, G does not fix a vertex of A and E contains a path of length 3. Then one of III, IV, or V holds.
For A a weak building (i.e., A is the doubled flag complex of a projective plane), the above corollary was proved by Piper [ 16) . In this case, either 1111 or IV holds.
The graphs of type I, Iii (i = 1,2,3 or 4), IV and V are all convex in A; while those of type III, although not convex, are 2-closed in A (for the meaning of convex and 2closed see Section 1). This prompts one to extend the labelling to the possible disconnected graphs, by assigning a type which distinguishes their degree of convexity in A. This leads to three disconnected types (cf. Section 9): VI (when 3 is convex), VII (when E is non-convex but 2-closed) and VIII (when .? is not 2-closed).
If 8 is of type II, then E necessarily fixes a vertex of A. That is, there is a vertex of A which is fixed by every central root automorphism in the set 1. In this case , we call Z a reducible set of central root automorphisms. If no such fixed vertex exists, then Z is called irreducible. Clearly, if E is of type III, IV or V, then I is necessarily reducible; while if E is of type VI or VII, then both reducible and irreducible cases are ( a priori) possible. The type VI label is now refined as follows: VIl, when I is reducible, and V12, when I is irreducible. Similarly, the label VII1 refers to graphs of type VII for which 1 is reducible.
Since graphs of type VII or VIII are not convex, it is appropriate to refine their labels by considering the convex closure of these graphs. This is consistent with the labelling used in Theorem A because if .? is of type 1111, then its convex closure is the double flag complex of the projective plane of order 4 (cf. 9.3), while if E . is of type 1112, then its convex closure is the flag complex of a thick generalised hexagon. (Actually, this generalised hexagon is probably of type G,(4), but I have not been able to prove this.) Moreover, this labelling does not, in the case of graphs of type VI, conflict with that of the previous section because we shall see that the convex closure of a graph of type VI is always a tree of diameter 6. This gives a classification of the disconnected graphs into seven distinct types: VII, V12, VIIl, VII2, VII3, VIII1 and VII12.
For these disconnected types, a complete classification seems to be well out or reach (including when ,4 is weak). However, if attention is restricted to the irreducible cases (i.e., to the types V12, VII2 and VII3), then the situation is more hopeful. For these types, we know that E/Z(E) contains a unique minimal normal subgroup, and this is simple (cf. 4.3; for projective planes, this result was proved by Hering [ 11, Theorem 5.51). So a complete classification can probably be achieved by using the classification of finite simple groups. Actually, the situation is even easier to handle if I contains an involution (cf. 9.1 and 9.2).
The proof of Theorem A and B essentially occupies Sections 5-8. Background material is reviewed in Sections 1-3, and, in these sections. attention is not restricted solely to generalised hexagons. In Section 4 the geometry of the centres of the central root automorphisms is introduced, and in Section 9 the classification outlined above is described in more detail.
In Section 5 we study the group which is generated by a pair of central root groups. Most of the ideas in this section are drawn from Hering [ IO] . (Actually, a more efficient development of this section should permit a classification of E when 5 -is of type 114. Hering essentially does this when A is weak; i.e., in the projective plane case.)
In Sections 6 and 7 the connected components of .S are classified. Central to this classification is 6.6. This result gives us control over groups generated by pairs of central root groups which have centres in the same connected component (when this is not a tree). With the help of 6.6, and an important result due to Ronan [ 171 (cf. also the remarks following the proof of Theorem A in Section 8), we are able to conclude that a convex connected component is either a tree, or a (weak) Moufang building (cf. 6.10 and 6.11). The non-convex components are classified in Section 7. Results from Section 6 are used to argue that, in this case, every central root group has order 2, and then 6.6 and a theorem due to Timmesfeld [ 18 ] are applied.
The proofs are completed in Section 8. Theorem A follows easily from the analysis of connected components undertaken in the previous two sections, and the observation, made by Tits [20, p. 2201 . that the classification of finite Moufang hexagons is a consequence of work due to Fong and Seitz [ 4 ] on finite BN-pairs of rank 2. Theorem B is proved using arguments derived from Piper [ 161, and a theorem due to Aschbacher [ 1 ] to handle the case when Z is a class of involutions.
NOTATION
All graphs considered in this paper are undirected and without multiple edges or loops. If A is a graph, and if X is a vertex of A, then vd(X) denotes the valency of X in A. When no confusion can arise as to which graph is under consideration, the subscript will be dropped. If Y is a vertex which is connected to X in A, then dA(X, Y) is the length of a shortest path connecting X and Y in A. Again, the subscript will be delated whenever possible. If n is a non-negative integer, then A,(X) = {Y 1 dd(X, Y) = n}; i.e., A,(X) is the sphere of radius n and centre X. Similarly, A,,)(X) = (Y 1 dd(X, Y) < n). We use Aut(A) for the group of all automorphisms of A.
Most group-theoretic notation is standard and follows Gorenstein's book [6] . The places where our notation differs are as follows. If a group G = G', then G is called perfect A familiarity with the structure of X(2,4) is assumed, and structural properties of this group are cited without reference. The reader should consult Huppert's book [ 14, Kapitel II].
GENERALISED POLYGONS
Let n be a natural number which is strictly greater than 1. Following Tits [ 191, a building of type I,(n) is defined to be a graph A which satisfies the following three conditions: (Bl) each vertex of A has valency at least three, (B2) every pair of edges of A belongs to a circuit of length 2n, (B3) there is no circuit in A of length less than 2n.
A graph A which satisfies (B2) and (B3), but not (Bl), is called a weak building of type I,(n).
Let A be a (weak) building of type Z*(n). Vertices X and X' of A are said to be of the same type if d(X, X') = 0 (mod 2). The relation "being of the same type" is an equivalence relation on the vertex set of A; it has two equivalence classes, and these are called the type classes of A. Calling vertices in one of these classes points, those in the other lines, and introducing an incidence relation Z on the vertices as follows:
XI Y if and only if {X, Y) is an edge, gives rise to an incidence structure known as a generalised n-gon. If A is a building, then the generalised n-gon is thick; i.e., each point is incident with at least three lines, and each line is incident with at least three points. Thus a building of type I,(n) is simply the&g complex of a thick generalised n-gon. It is often more convenient to use this terminology, and I shall freely adopt whichever seems most appropriate to the situation at hand.
Feit and Higman [ 31 have shown that finite thick generalised n-gons exist only when n is one of 2, 3, 4, 6 or 8. These incidence structures are tactical: i.e., there are parameters s and t, such that each line is incident with exactly s + 1 points, and each point lies on precisely t + 1 lines. Of course, these parameters correspond to the valencies of the vertices in the two type classes of the associated building.
In a (weak) building A of type I,(n), circuits of length 2n are called apartments, and paths of length n are called roots. Let /i be a subgraph of A. Then /1 is convex (in A) if (X, Y) c/i whenever X and Y are vertices of /1. Convex subgraphs play a major part throughout this paper, and it is convenient to classify them into live distinct types. Before doing this, it is necessary to recall a construction for weak buildings due to Tits [20, p. 2231 .
Let m > 2 and d be natural numbers, and let ZZ be a (weak) building of type Z*(m). Subdividing each edge of ZI into d parts (i.e., replacing each edge by a chain of length d) gives a (new) graph dZZ, and it is easy to verify that this is a (weak) building of type Z,(dm). In fact, dZZ is weak whenever ZZ is weak or d > 2.
1.1. THEOREM. Let A be a (weak) building of type Z,(n) and A a convex subgraph of A, then A is of one of the following types:
(A) the empty graph; (B) a null graph with vertex set not reduced to a singleton, and with every two distinct vertices in A opposites in A; (C,) a tree of diameter d, with d < n; (D) there exist vertices X and X' in A, which are opposites in A, and such that A is a union of apartments in A containing X and X'; (E,) there is a unique natural number m > 2, and a building ZZ of type Zz(m), such that n = 0 (mod m) and A = n/mZZ.
A proof of this result will be given shortly, but first it is appropriate to make a few comments.
The concept of convex, as used here, is not quite the same as that of Tits [ 19, p. 61 ; indeed subgraphs of type (B) are not necessarily convex in his sense. However, if the subgraph has an edge, then the two concepts do agree.
The restriction that a subgraph of type (B) should not consist merely of a single vertex is quite artificial; it being made in order to ensure disjointness of types and disconnectedness of subgraphs of type (B).
If, in a convex subgraph n of type (D), the pair {X,X}'} is not unique, then /i is actually an apartment of A.
As a (weak) building is a convex subgraph of itself, (weak) buildings of type Z,(n) are described under (D) and (E,) . In particular, except in trivial cases covered by (D), the study of weak buildings can be reduced to the study of buildings [cf. 20, p. 2331.
Given an arbitrary subgraph 9 of A, its convex closure is defined to be the intersection of all convex subgraphs of A which contain E. This being well defined, because A is itself convex. The convex closure of .? is denoted by g"; obviously f is convex because the family of convex subgraphs is closed under intersection.
In later sections, it will prove useful to have a notation for weaker forms of convexity. Let m be a natural number with m < n. A subgraph /i of A is said to be m-closed if (X, Y) c /1, whenever X and Y are vertices of/i, with dd(X, Y) = m. Obviously, /i is convex if and only if it is m-closed for each m < n. The m-closure of an arbitrary subgraph of A is defined in a way analagous to the convex closure.
Proof of 1.1. If n is the empty graph, then it is of type (A); and if n consists simply of a vertex of A, then it is of type (C,). It may be assumed that /1 has at least two vertices. If /1 has no edge, then (X, Y) = {X, Y), for every pair of vertices X, Y in A, and so /i is of type (B). Assume that /i has an edge, then (B2) and convexity imply that A is connected; in particular, each vertex of II lies in an edge of A. But now it follows that either /i is of type (C,), for some 1 < d Q n, or n is a (weak) building of type Z,(n).
Suppose that /i is a (weak) building of type Z,(n), and set % = {X ] X is a vertex of A, and v~(X) > 3}.
Clearly, if 5 = 0, then A is an apartment of A, and so of type (D). Assume that 5 # 0, choose X,, E %, and let z = (X0, X, ,..., X,,-,) be an apartment in A. Observe that X E % implies n,(X) LX; in particular, X,, E %.
Choose i E (l,..., n}, so that Xi E .X but Xj & X, for everyj E { l,..., n}, with j < i. Then Xi+,, E .% (where addition is in H/nZ). Hence there is a path (Xi+n= yCb, y1Y*.9 Y, = Xi) in A of length n, with Yj @ z for all jE (l,...,n-1). Certainly Yi E % because X,, E % and Yi E /i,(X,,); Concerning groups of automorphisms of A which leave invariant a convex subgraph of type (E), the following elementary result will be useful.
1.2. LEMMA. Suppose that G is a group of automorphisms of A which leaves invariant a convex subgraph E = nlmli' of type (E,) , then G induces an automorphism group G of II, and the kernel of the representation of G in Aut(ZZ) coincides with that of G in Aut(B). Moreover, if G < spec Aut(A) and if n/m s 1 (mod 2), then G < spec Aut(n).
If G is a group of special automorphisms of A, then the totality of vertices and edges of A which are fixed by every element in G form a convex subgraph of A, which is denoted by A(G) and called thefixed structure of G. In general, if 0 is a subgraph of A, then R(G) is defined to be the inter-section f2 n A(G). Of course, if Q is convex, then so also is n(G). The next result is easily verified. A very useful result, due to Tits [ 19, 4. 1.11 (a proof of which may be readily constructed using l.l), concludes this section. The result is not, in general, true for weak buildings. 
ROOT AUTOMORPHBMS AND MOUFANG POLYGONS
Let @ = (X0, X, ,..., X,) be a root of a (weak) building A of type Z,(n). An automorphism of A which fixes every vertex that is adjacent to some Xi (i = l,..., n -1) is called a root automorphism for the root @. Suppose that G < Aut(A), and define G(@) to be the set of all elements in G which are root automorphisms for @. Then G(@) is a group of special automorphism and is called the root group in G for the root @. Clearly, G(Q) fixes @ and permutes the apartments in A which contain it. The next result shows that if A is not "degenerate," then the root group is actually semi-regular on these apartments. 
CENTRAL ROOT AUTOMORPHISMS
From now on, A is assumed to be a (weak) building of type 1,(2m), which is neither of type (D), nor of type (E,) , when viewed as a convex subgraph of itself. If a # 1 is a central root automorphism of A, then 2.1 shows that its centre X is unique, and its fixed structure A((a)) = A,,,(X) (the solid sphere having centre X and radius m). The object of this section is to describe the fixed structure of the product of two central root automorphisms whose centres are of the same type.
3.1. THEOREM. Let X and X' be distinct vertices of the same type in A, and set 2d = d(X, Xl). Suppose that a and a' are non-trivial central root automorphisms with respective centres X and X', and let Z be a vertex in A(W)).
(1) Zf d<m-1, set (X,X')=(X=X,,,X ,,..., X*,=X').
(2) Zf d = m, then Z is equidistant from both X and X', and either d(Z, Y) < m -1 for some unique YE A,(X) n A,(X'), or Z is opposite both X and X' and d(Z, Y) = m for all YE A,,,(X) ~7 A,(X').
Proof. First, we argue that if A((aa')) contains a vertex I/ which is opposite to X or X', then X and X' are opposites, V is opposite both X and X' and d( V, Y) = m for every YE A,(X) ~3 A,(X').
Assume that d(V, X) = 2m, and let (V= VO, V, ,..., V,, =X) be a path of length 2m connecting V and X. Clearly, it is sufficient to argue that V, is fixed by a'. For convenience, set p = (a'))'. Therefore Vu = V4 and, since V and Vu are opposites, it follows that V is also opposite X'. Hence d(V,,X')=2m-1. Set (V,,X')=(V,= W, ,..., W,,=X'). Thus W,,, belongs to A,(X'). Suppose that a' does not fix V,. In particular, V, # W, . The chain (I', ,..., V, = W, ,..., W,,,) joins V,,, and W,,, and has length 2m -2. Hence (V,, W,) is contained in this chain and contains V,,_ , . However, I', and W, are also joined by the chain (V,, VE-, ,..., V" = V5, Wf ,..., W,), which has length 2m. Since V, _, # Vg _, , we have a contradiction. Now, (2) is immediate.
To prove (1), note that A,,-,l(X,) c A((aa')). The first paragraph excludes the possibility that A((aa')) contains a vertex which is opposite to X. Thus A((aa')) cannot contain an apartment, and so must be of type (C). Therefore d(Z, X,) < 2m -(m -d) = m + d because A((aa')) has diameter at most 2m; and d(Z, X,) < 2m -d -1 because Z is not opposite to X.
COROLLARY.
The fixed structure A((aa')) is of type (Bj, type (C), type CD) or type 03.
If aa' is a central root automorphism, then 2d < m -1, and the centre of aa' is at distance 2d from both X and X'.
Proof: Suppose that aa' is a central root automorphism, and let Z be its centre. If Y is a vertex in dd(X)nd,(X'), then d,m-dl(Y) g A((aa')), and A,,-&') must contain an end vertex of A((aa')). Consequently 
by 3.1(l), and hence 2d,<m-1. Let e = d(Z, X). Then e < 2d < m -1. Thus aa' fixes every vertex in d,-,(X). Since these vertices are fixed by a, they are also fixed by a'. it follows that 2d + m -e < m; i.e., 2d < e. Therefore e = 2d.
It remains to argue that d # m. Assume to the contrary. Then Z is opposite both X and X' and at distance m from every vertex in ProoJ: Suppose that (aa')' = 1. Then a(a')2 = (a-')e' is a central root automorphism with centre X"'. If (a')' # 1, then 2d < m -1, by 3.3 (applied with (a')2 instead of a'). But then a' fixes X, and so a(a')2 has centre X. This contradicts 3.3 because d # 0. Therefore (a')' = 1. Hence a = (a-')"'. This means that a' again fixes X, in particular, 2d Q m. But now [a, a'] is a central root automorphism with two distinct centres X and X'. Therefore [a, a'] = 1, and so a = (a-')"' = a-l.
THE GEOMETRY OF CENTRES
From now on in this paper, A is a (weak) building of type I,(6), which is neither of convex type (D), nor of convex type (EZ), (thus A is either the doubled flag complex of a projective plane, or the flag complex of a thick generalised hexagon), and G is a finite group of special automorphisms of A. A type class of A is assumed to be fixed, and I is the totality of nonidentity central root automorphisms in G which have centres in this class.
The set of centres of the elements in I is denoted by 3. Thus 3 is a G invariant subset of the vertex set of A, and the distance in A between distinct members of 3 is always even.
For each X E 3, we define G(X) = {a E G 1 a is a central root automorphism with centre X}. Then G(X) is a normal subgroup of G, and is called a central root group. From 2.1, it follows that:
Consequently, G(X) n G(X) = { 1 } whenever X # X' ; and [G(X), G(X')] = { 1 } whenever d(X, X') = 2.
We define E = (I). So E is a normal subgroup of G. Let 3 be the set of all vertices of d which are adjacent to at least two vertices in 3 and define S to be the subgraph of A which has vertices 3 u 3;
and edges those pairs of vertices in this set which are edges of A. We shall frequently need to consider subgraphs of E that are determined by certain subsets of Z which are normal in G. Suppose then that I, is a subset of Z which is normal in G. Let 3,, be the centres of the elements in I,, and define & and z0 in the obvious way. Set E, = (I,,).
Then E, is a normal subgroup of G, and E0 is a G invariant subgraph of z. Let K, be the subgroup of G consisting of all automorphisms which fix every element of 30. Observe that K, is also the vertex stabiliser in G of E,, as well as that of its convex closure ;",.
LEMMA.
Suppose that there does not exist X E 30, such that so c A,,,(X), then K, = C, (E,) (in particular, K, n E, = Z(E,)), and G(X)nK,= (l}jbr eueryXE&,.
Proof: Certainly C,(Z,,) acts trivially on 30. Hence C&5,,) ( K, because E, = (Z,,). If 1 # a E K, n G(X), for some X E 30, Lhen {X} g 3. c A((a)) = Afjl(X). But the distance between elements in 3. is always even, so {X} g 3. c (X} U A,(X), and it follows that r y0 E A,*](X). This contradicts hypothesis. Therefore K, n G(X) = ( 1 }, for every X E 3,. However, [K,, G(X)] < K, n G(X) because both G(X) and K, are normal in G,. Hence K, < C,(G(X)) for every X E 3,,. In particular, K, ( C,(E,).
If I,, is non-empty, and if I, does not fix a vertex in A, then I,, is said to be irreducible, otherwise it is said to be reducible. Clearly, if I, # 0, then I,, is irreducible precisely when n Ad-J3 = 0. Zf IO is irreducible, then the convex closure of .TO is of type @I, type 0%) or type 0%).
Proof. Since I, is irreducible, it is clear that s0 is neither of type (A) nor of type (C). Suppose that it is not of type (B). So we may choose X, X' E 30, with d(X,X') = 2 or 4. If d(X, X') = 4, then XGtx') # {X), by 2.1.
So it may be assumed that d(X, X') = 2. Let YE 3, be adjacent to both X and X'. Since 8, is not of type (C), there exists Z E 36, with d(Z, Y) = 5. It may be assumed that Z is opposite to X. If Z is not opposite to X', then d(Z, X') = 4, and there exists Z' E ZGtX" -{Z}, again by 2.1. Obviously X is opposite both Z and Z'. Consequently, after possibly switching the roles of X and Z, we may assume that Z is opposite both X and X'. It is now clear that z,, cannot be of type (D) or of type (E,) , and hence the lemma follows from 1.1. Now let F*(E,) be the generalised Fitting subgroup of E,; i.e., F*(E,) = F(E,)L(E,), where F(E,) is the Fitting subgroup of E, and L(E,) is the product of all subnormal quasi-simple subgroups of E,. Perhaps not surprisingly, if I, is irreducible, then the structure of F*(EO) is rather severely restricted. Before being precise, it is convenient to exclude a "degenerate" case.
Suppose that each element of Z,, has order 2. Then I, is called a totally disconnected set of involutions, if 3,, = 0, and if no two members of I, have the same centre.
4.3. THEOREM. Suppose that Z,, is irreducible but is not a totally disconnected set of involutions. Then F(E,) = Z(E,), and L(E,) is quasi-simple. Moreover, G/K, has exactly one minimal normal subgroup, and this is isomorhic to L(E,)/Z(L(E,)).
For a proof, the reader is referred to my thesis [22, 3.21 . The proof given there can be adapted to cover generalised quadrangles and octagons (for a precise statement of the result see [23, Theorem 4] ), and will probably appear in print elsewhere. As far as this paper is concerned, 4.3 is only applied when I,, is a set of involutions. The following special case is of particular importance. 4 .4. COROLLARY (cf. Timmesfeld [ 18, Section 31) . Assume that Z,, is an irreducible conjugacy class of involutions, and that there exist a, a' E I, with au' E I,,, then E, is quasi-simple.
Proof. Let a, a' and aa' have respective centres X, X' and X". Then either X=X' =X", or X, X' and X" are pairwise at distance 2 by 3.3. In particular, I,, is not a totally disconnected set of involutions, and so 4.3 is applicable. Set Q = L(E,). Thus Q is a quasi-simple normal subgroup of G. and, since I, is a conjugacy class in G, and as E, = (I,), it is sufficient to show that Q n I,, # 0.
Suppose that it is possible to choose x E Q, such that X and X" are opposite. Then certainly X" is opposite at least one of X' and X", and we may assume it to be opposite the former. Therefore (a', ax) g D2,,,, with m = 1 (mod 2) (where this follows from 2.3). In particular, a'ax E ([a', a']). However, [a', aXI E Q because [a', a] = 1 and x E Q. Therefore a'ax E Q, and so a'a E Q n I, because a'ax = a'a[a, x].
It remains to show that such a choice of x is, in fact, possible. By hypothesis, I, is a conjugacy class in G, and so G is transitive on 3,. If p is a prime number, the subset of Z consisting of elements whose order is divisible by p is certainly normal in G. We shall denote the set of centres of these automorphisms by p3, and define p3 and p6 in the obvious way.
GROUPS GENERATED BY Two CENTRAL ROOT GROUPS
In this section, we consider the structure of automorphism groups which are generated by a pair of central root groups. We need some additional notation.
Suppose If R is a partial spread of V, and if x E GL( V, J') is a shear which leaves R invariant and has its axis in R, then x is called a R-elation. Clearly, if ] R I# 1, then the set of all R-elations having a prescribed axis X E R form a subgroup of GL(V, F), and this subgroup is normalised by all automorphisms which leave both X and R invariant. From now on, assume that a # 1 #/I. As p # 1, it follows from 2.1 that x:=x,.
But now (1) applied to a suitable root containing (X0, X, , X2, Xf, Xt> gives
In particular, a # 1 implies that [a, p] # 1. Assume that p has prime order, say p. Then the displayed equations give &(a-')")P = @(a-')fl)P = ((JfJ-')qlyJ = ((p-')"-')qy = {l}, and it follows that G(X,, X,) has exponent p.
Reversing the labelling of the root (X0, X, ,,.., X6) shows that G(X,, X6) is also an elementary abelian pgroup, and now (2) and (1) imply that the same is true of [G(X,,, X,), G(X,, X6) ].
(4) This follows from (l)-(3).
5.2. COROLLARY. Suppose X, X' E 3 are such that d(X, X') = 4, then X, X' E p3, for some unique prime number p.
It would be nice to be able to make a stronger observation than 5.2; namely, that (X,X'> is contained in a connected component of pE When d is of type (EJ, then this is actually the case, by a result due to Hering [7, Lemma 3.21.
5.3. LEMMA. Let C = (X0,X, ,..., X,,) be an apartment in & and assume that Ww&,+,)# 111, f or n=O, 2 und 3. Set H= (G(X,,,X,), G(X,, X,)) and M = (G(X,, X,), G(X., , X6)). Then, for a suitable prime power q = pa # 1, and a natural number m, the following statements hold:
(1) G(X,,, X,) and G(X,, X,) are elementary abelian of order q, moreover, they are conjugate in H; (2) G(X, , X,) and G(X,, X6) are elementary abelian of order qm, and M = G(X,, X,) x G(X,, X,); (3) H Q N,(M), the factors G(X, , X,) and G(X,, X6) are conjugative under H, and [M, x] = C,(x) = C,(G(X,, X,)) = G(X,, X,), for all 1 # x E G(X,, , X,); it foliows that M is a faithful F,H-module, and one of the folio wing occurs :
(i) Hz SL(2, q), and M is a direct sum of m isomorphic copies of the standard module,
(ii) Hz Sz(q), m = 2m', and M is a direct sum of m' isomorphic copies of the standard module, (iii) q = 3, Hz SL(2,5), m = 2m', and i&f is a direct sum of m' copies of the F,H-module obtained from the standard module for SL(2,9), or (iv) q = 2, and Hz Dzn, with n z 1 (mod 2).
Proof. Applying 5.1( 1) to the root (X,, X, ,..., X8) shows that M = G(X, , X,) x G(X, , X6). Also G(X,, X,) # { 1 }, by 5.1(2). From 5.1(3), applied first as it stands and then to the root (X,, X, ,,.., X,), it follows that C(X,,, X2,,+ *), with n = 0, 1 or 3, is a non-trivial elementary abelian p-group for a suitable prime number p* A similar double application of 5.1 (2) proves that H normal&es M. That G(X,, , X,) and G(X, I X8) are conjugate in H (and that G(X,, X,) and G(X, , X,) are conjugate under H) now follows from 2.2.
Let ] G(X,, X,)] = 4, then the above arguments prove (I ).
It is convenient to write M additively and regard it as a vector space over FP. So M becomes an F,H-module.. Equality of orders of G(X, t X,,) and G(X,, X6), coupled with 5.1( 1) and 5.1(2), establish the chain of identities given in (3). In other words, G(X,, X,) acts faithfully on M as a group of shears with axis G(X,, X4).
Let R be the orbit of G(X,, X4) under H, so G(X,, X,) E R, and dim,$ U= (I/Z) dirnFP M, for each UE R, We argue that 5% is a partial spread. Let Q, be the root (XIO, Xi, ,..., X4). Then all pairs of distinct elements of @' are opposites because H fixes the extremities of @. In particular, if @' = (XIOt Xii ,..=% Xj, X4) and @" = (XIBI Xl', f=.., X:,X,) are distinct roots in QIH, then 5.1 may be applied to the root (Xi,..., Xi, X4, X;l, X;O. If U', U" E R are distinct, then there are distinct roots P, gi" E Qjjrll such that u' = G(Xi. X4) and U" = G(X;, X,). But now, from 5,1(l), it follows that U' n U" = (0); i.e., 5% is a partial spread, Let (o be the representation of H afforded by M as FPH-module. Then II* is a linear group which leaves invariant the partial spread R, and H" is generated by' R-elations (i.e,, shears with axes in R). The possiMe pairs (M, H") have been classified by Hering 19 , 101 and Ostrom [ 151 and correspond to those listed under (i)--(iv) for some parameter 4 which is a power of p. The proofs of (2) and (3) are complete upon showing that 4 = in* and that the kernel of rp is trivial.
If q =p, then q = q because [G(X,, X,)] = g and G(X,, X,) acts faithfully on M as a group of shears with axis G(X2, X4), In particular, it may be assumed that H" z SL(2, q) or H" z Ss(@). Let P be a Sylow p-subgroup of H" which contains G(X,, X,)", Then N,,(P) =I N,,(G(X,, X6)) in view of the structure of M as F,H@-module. Since iV,(G(X,, X6)) fixes the root Q, = (X1Q, x,, 7.') X4), it certainly fixes the vertices X, and X,. It follows that N,(G(X,, X,)) < N,(G(X,, X2)>. But now N,,(P) = N,,e(G(X,l X6>> G N,,(G(X,, X,)), and as G(X,) X,)" 4 Z(P), and as N,,(P) is irreducible on Z(P), it follows that G(X,, X,)* = Z(P), Hence q = 1 G(X, , X,)"" I= I ~P)I = 6
If H" is as in (iv), then Ker v, = (I), by 2.2. For the remaining casea (i)-(iii), consider the group space (R, H). So if X is the kernel of this group space, then Ker o < X and 1X: Ker rpl = fq -1,2). From the structure of (R, H), and a result of Herings [ 10, Lemma 2.111, it follows that X = Z(H), and either II= %. (2,3) , or H is perfect, But now using our knowledge of the Schur multipliers of H", and arguing as Hering does in [ 10, p-4 1 ], it follows that IX/ = (q -I, 2). Therefore Ker o =;: { 1) as claimed. 5.4. COROLLARY. rf @ = (X, , X2 ,,.., X,) is a root in A, and if X, , X5, X, E 3, then @ is contained in a connected component of pE, for some unique prime number p. 5.5. THEOREM. Let Z = (X0, X, ,..., X,,) be an apartment in A, and assume that G(X,, + , ) # { 1 }, for n = 0, 2 and 4. Then there is a power q of a prime number p, such that for every n E Z/122 the following statements hold: g SJ% d9 and (G(x2n+3)q G(X,,+d) has the structure of Fp((Xzn+, , ) G(X,,+,))-module isomorphic to the standard module for SL(2, q).
Proof: Applying 5.1(2) to suitable chosen (and labelled) roots in C shows that G(X,,, X2n+2) # { 1 }, for every n E Z/122. But now multiple application of 5.3( 1) (for suitable labellings of Z) proves that ail of these groups are elementary abelian pgroups, for some prime number p, and have common order q.
Let H and M be defined as in 5.3. Then 5.3(3) and the conclusions drawn above combine to imply that HE SL(2, q), and M is F,-isomorphic to the standard module for SL(2, q). In particular, N,(G(X,,, X2)) is irreducible on C,(G(X,, X2)). But C,(G(&, X2>> = G(X,, X.,), again by 5,3(3), so N,(G(X,,, X2)) acts irreducible on G(X,, X,). Also G(X,) # { 1 } because G(X,) # { 1 } (by hypothesis), G(X,) < G(X,, X,) and G(X, , X,) is conjugate to G(X, , X,) under H. As G(X,) is normalised by N,(G(X,, , X,)), it follows that G(X,) = G(X,, X,). Repeated applications of 5.3(l) now show that G(X,,+,) = G(X2n, X2,,+&, for each n E Z/122; in particular, (1) is proved.
Conclusions (2~(4) now follows easily from 5.1(4), 4.3(2) and 4.3(3).
CONNECTED COMPONENTS
The object of this and the next section is to classify the connected components of E. The notation is the same as in the previous sections, with the following additions.
If are subgroups of G*, whenever X E 3 * and YE 3 *. The kernel of the representation of G* on 3 * (or equivalently on S*) is K*, and we let -be the canonical homomorphism of G* onto G*/K* (so G* < Aut(Z*)). Proof: As 8* is non-convex, there exist X, X' E 3 * U 3 * such that (X,X') 5Z S*. Since 8* is connected, X and X' are joined by a path in .P. Let (X = x1 ,..., x,, 1 = X') be such a path, chosen to have minimal length r. From (X,X') & E*, it follows that r > 7. Let C be the apartment in d containing the subpath (X,, X, ,..., X8). Then (X,, X, ,..., X8) G 5* by construction, but Z & E* by the minimality of r. By reversing the labelling of (X, 3 x* ,***, X8), if necessary, 6.5 follows. In addition, E* is transitive on 3 * and has at most two orbits on 3 *.
Proof: Suppose that 8* is convex, then 6.1 and the assumption that s* is not of type (C,), with d = 0 (mod 2), imply that 8* is of type (E3) or of type (E,) . By applying 5.5 to sufficiently many apartments of E*, it is easy to deduce (l)-(3), as well as the final statement.
It may be assumed that 8* is non-convex. The first step is to establish that (l)- (3) hold (for a suitable prime power) whenever X, Y and @ are contained together in a path of length 7 in 8*.
Suppose that we have a path (Xi, X2,..., X8) of length 7 in .Z*, with X, E 3*. Let .?Z be the apartment in d which contains this path. Select x9 E qv,) -IX,}, and let Z' be the apartment in d which contains the path (X2, X3 ,..., X,). Note that Z' could well be Z. Now write c = (X0, x, ) ...) x, , x; ,...) Xi r) and Z' = (Xi, Xi, X2 ,..., X, ,). It is clear that Z and Z' (after suitable relabelling) both satisfy the hypothesis of 5.3. But now and these groups are elementary abelian p-groups (for some prime number p), and have common order q. Arguing now as in the proof of 5.5 shows that G(X,,-,) = E*(XZn-2,XZn), for each n E (l,..., 5}, (G(X,), G(X,)) g SL(2, @, and (G(X,), G(X,)) has the structure of F,-(G(X,), G(X,))-module isomorphic to the standard module for SL(2,&. Moreover, {G(X) 1 G(X) < (G(X,), G(X,))} is a partition of (G(X,), G(X,)). In particular, (1) holds (with q = q) for each X E 3 * which lies in (Xi, X, ,..., X8), and (3) follows once (2) has been established in this path.
Let X E ET(X,) and let X' E .?,* (X,) be such that X # X' and G(X') < (G(X,), G(X,)). Choose x E (G(X,), G(X,)), so that X' =X;; this is possible by the conclusions reached in the last paragraph. Applying 6.4 to the path (X,, X8 ,..., X,) in ,Y shows that (X, , X, ,..., X,,) is a root in E*. Therefore (X, X., , X; ,..., XT,) is a path of length 7 in .Y*. Applying the conclusions of the above paragraph to this path gives (G(X), G(X')) -(G(X$, G(X:)). However, the same conclusions applied to the path (X9 9 X8 ,*-*, X2> give (
)). Hence (G(X), G(X')) -(G(X,), G(X,)). It is now clear that M(X,)
is an elementary abelian fl-group which is partitioned by {G(X) 1 X E E:(X,)}. But now, if 1 # a E G(X,), then where the inequality comes from 5.1 (2) . This means that if we consider M(X,) to be a vector space over FP, then a acts as a quadratic p-element on this space and has fixed subspace precisely G(X,). As G(X,) has order q, it follows that M(X,) has order at most 4'. However, (G(X,), G(X,)) < M(X,), and since this group has order $, we actually have equality. Obviously the same conclusion may be drawn for M(X,) by repeating the above arguments. That the same is true of M(X,) and M(X,) follows from the fact that X, is in the orbit of X, under (G(X,), G(X,)), and X, is in the orbit of X, under (Wd, G(X,)h By 6.5, there exists a path (X,, X, ,..., X,) of length 7 in E*. Assume that X, E 3 *. Let X,, X, and X,, be constructed as above, and let l7 be the path (-&,X1,"', X,, Xi,). The above discussion shows that ZZ c E*, the group G(X,) is an elementary abelian p-group, for some prime number p, and G(X,,-,)-G(X,), for every n E {l,..., 5). Take this p to be as in the statement of the theorem and set q = 1 G(X,)(. Let Z E 3*. In view of the above paragraph, (1) (2) again follows. If we choose Z to be adjacent to Y in E* but distinct from X, then Y is in the orbit of X, under (G(Z), G(X,)). Therefore Y is in the orbit of X, or X, under E*. In particular, E* has at most two orbits on 3 *.
If @ is a root in 8* with extremities in 3 *, then the transitive of E * on 3* allows @ to be embedded in a path of length 7, so (3) follows. 6 .7. COROLLARY. Ifs* is a non-trivial connected component of E, then either 8* is convex and of type (C,), type (C,) or type (C,), or 2* is a connected component of pZ, for some unique prime number p.
ProoJ: This follows directly from 6.6(l) and 6.3. 6.8. COROLLARY. IfE* is a non-trivial connected component of .5 which is not convex of type (C,), with d G 0 (mod 2) , then E * fT K* = Z(E*) and E * is perfect.
ProoJ As B* is connected and not convex of type (C), E* n K* = Z(E*) follows from 4.1. Let Cp = (Xi, X,,..., X,) be a root in E* with extremities in 3*, this exists by 6.1 and 6.5. From 6.6(3), it follows that W,) = [WA WAI. B u now the transitivity of E* on 3* proves that t E* is perfect.
6.9. COROLLARY. Every connected component of Z is 2-closed.
ProoJ: The reader is reminded that a subgraph A of A is 2-closed if (X, Y) c n whenever X and Y are vertices of II which are at distance 2 in A. Let E* be a connected component of 6. If S* is convex, then the observation is trivially true. Assume that 8* is non-convex. Then 6.5 and the transitivity of E* on 3* (last statement in 6.6) imply that each element in MICH.4ELWALKER 3 * has valency at least 2 in 5*. Let X,, X, E 3 * be at distance 2 in A, and let X, be the vertex in A which is adjacent to both X, and X,. We must show that X, E 3 *. Choose X, E 8:(X,) and X5 E ST(X,), such that (X, ,X5) = (X, 9 x2 ,***, X5). Then (X,, X, ,..., X,) can be extended to a root Y = (X, ) x, )...) X,), with X, E 3*, because X5 is adjacent to an element in 3* other than X,. But now, Y s 8*, by 5.4, and so X, E 3 *. 6.10. COROLLARY. ZfE* = 2l7* is a connected component of type (E,) , then IZ* is Moufang (i.e., l7* is the flag complex of a finite desarguesian projective plane).
Proof: In view of 1.2, it sufftces to show that if @ is a root in S* with centre X in 3*, then G(X) is transitive on the apartments of &* containing @. But this follows immediately from 6.6. 6.11. COROLLARY. ZfE* is a connected component of type (E6), then E* is Moufang (i.e., 8* is the jlag complex of a finite Moufang generalised hexagon).
ProoJ Let X E 3 *, and let @ be a root in Z* which has centre X. Then 6.6 implies that G(X) is transitive on the apartments of .?* containing @. In the terminology of Ronan [ 171, this means that the generalised hexagon with flag complex 8* and line set corresponding to 3* admits all axial automorphisms. Hence g* is Moufang by Ronan [ 17, 3. 81.
NON-CONVEX CONNECTED COMPONENTS
Before turning to the classification of possible non-convex connected components of E, it is necessary to introduce and briefly discuss some concepts due to Aschbacher [ 1 ] and Timmesfeld [ 181. For the moment, we abandon the notation fixed at the beginning of Section 4, and let G be an arbitrary finite group. Let D be a normal subset of involutions in G. The natural graph @a(D) is the graph with vertex set D and edge set the collection of all pairs {u, v} which satisfy u, v ED and uv = vu # 1. For the purpose of this paper, it is convenient to consider a certain bipartite graph which is derived from g(D). Let M be the set of all maximal cliques in g(D). The graph A(D) is defined to be the graph with vertex set MUD and edge set the collection of all pairs {M, d}, with MEJanddED.
Following Timmesfeld, a normal subset D of involutions in G satisfying: A weak TI-set T is said to be connected if, for every distinct pair U, u E T, there exist ui E T (with i = l,..., n), such that (1) zfu, u ED are such that C,(u) = C,(U), then u = u;
(2) there is a maximal weak TZ-set T, such that (T) z Z, X Z,.
Then G z A,, J,, L,(2), G,(2)' or 3D, (2) .
We now return to our investigation of the connected components of E. All notation will follow that of the previous sections.
7.3. THEOREM, If E* is a non-convex connected component of 2, then I* is a conjugacy class of central involutions in E*, S"* is isomorphic to .M(I*) (with 3 * being mapped onto I*) and ,!?* % A, or J,.
Proof: Let p and q be as in the statement of 6.6. The first step in the proof is to argue that q = 2.
Let 2 = (X, , X, ,..., X,,) be an apartment in d of the type described in 6.5. Let S = (G(X,), G(X,)), and set Z to be the intersection of the normalisers of G(X,) and G(X,) in S. Therefore S g SL(2, q) and Z Z' Z,-, by 6.6( 1) and (3). It has been observed, by Hering [ 10, Lemma 2.71, that any element not in the centre of SL(2, q) is the product of two transvections in SL(2, q).
Thus, in our case, any element of Z -Z(S) is the product of two central root automorphisms. Therefore no element in Z-Z(S) has fixed structure of type (E,) by 3.2. As both d,,,(X,) and Z are contained in d(Z), this means that no element in Z -Z(S) fixes an element in d,(X,) -{X,, X, i ). But now, as X, E .51* (X,,), and as Xi, @ e:(X,,), it follows that each orbit of Z on G-(x,) -ix,} h as length divisible by (q -1)/(2, q -1). Therefore q E {2,3} because 1.5: (X,)1 = q + 1 by 6.6 (2) .
Suppose that q = 3. Then Z(S) fixes a vertex in Z,(X,,) which is distinct from Xi. Therefore the fixed structure d(Z(S)) is of type (EJ. Now S induces a group of automorphisms of d(Z(S)) which is isomorphic to L,(3). Therefore there exists CI E G(X,) and /3 e G(X,), with c$ an involution on d(Z(S)). However, a and /l act as central root automorphisms of d(Z(S)), and their centres are opposites. Hence 3.4 is contradicted, and we conclude that q = 2.
Hence G(X) g Z, for each X E 3* (by 6.6(l)), and I* is a conjugacy class of involutions because E* is transitive on 3 *. Let a, a' E I* be distinct and have respective centres X and X'. From 6.6(2), it follows that: (i) if dH,(X, X') = 2, then (a, a') z D, and cm' E I*. As Z"* has no end vertex, each path of length 4 in 8* may be extended to a root in 8*. Thus 6.6(3) implies that:
(ii) if dz,(X, X') = 4, then (a, a') z D, and [a, a'] E I*. The same result also yields:
(iii) ifd&X,X') = 6, then (a, a') z D,.
In order to determine the isomorphism type of (a, a') when d,,(X, X') # 2, 4 or 6, it is necessary to consider the following situation, Suppose that Y,,, Y4 E In fact, it can be shown that d,.(X,X') # 2, 4 or 6 implies that &.(X,X') = 8 and (a, a') g D,,. However, for our proof, it is sufficient to know that the existence of an apartment of the type described in 6.5 means that there exist Y,, Y, E 3 * such that (M(Y,,) , M(Y.,)) z SL (2, 4) . In particular, it follows that:
(v) there exist a, a' E I*, such that (a, a') z D,,.
The proof of 7.3 is now easily completed. Observe first that if X E 3*, then (i) and (ii) imply that V(x) is a 2-group and G(X) = V(x)'. But now (iii) and (iv) imply that V(X) (this is defined at the beginning of Sectipn 6) is normal in any Sylow 2-subgroup of E* which contains it; in particular, G(X) is central in such a group. Thus Z* is a conjugacy class of central involutions. Also (i)-(iv) show that each maximal clique in g(Z*) has the form M(Y) -{ 1 }, for some YE 3 *. It follows that S* is isomorphic to -m*>: As 8* is necessarily of type (E3) or type (E,), 3.4 implies that each of the dihedral groups occuring in (i)-(v) is faithful on g*. Therefore, I'* is a nondegenerate class of root involutions in E"*, in the sense of Timmesfeld. Since G(X) z Z, , for every X E 3 *, it follows that I'* satisfies (1) in 7.2. Certainly M(Y) -{ 1 } is a weak TZ-set of I;" and is maximal by 7.1 and (i)-(iv). Thus (2) in 7.2 is satisfied. Finally, Z?* is simple by 4.4. Therefore Z?* is isomorphic to one of the groups listed in the conclusion of 7.2. However, (v) excludes the last three groups in the list, so Z?* z A, or .Z2 as claimed.
THEOREMS A AND B
We begin by proving Theorem A. Suppose then that z is connected. If E is non-convex, then III (in the statement of Theorem A) holds by 7.3. So assume that B is convex. Then either I, or II holds, or Z is of type (E3) or type (E,), by 6.1. Suppose that S ' is of type (Es). Then S = 2ZZ, where 17 is the flag complex of a finite desarguesian projective plane 9, by 6.10. Moreover, if X E 3, then X is a flag of 9, and G(X) acts faithfully on 9 as the group of all elations having this flag as centre-axis pair. Since E= (G(X) 1 X E 3), it follows that ,!?r L,(q), where F, is the field over which 9 is defined. Thus IV holds. Now, assume that B is of type (E,) . Then ,5 is the flag complex of a finite Moufang generalised hexagon by 6.11. Thus E is of type G, or type 'D,, over a finite field F,, from Tits [20, p. 2201 . Moreover, we have seen (in the proof of 6.11) that if X E 3, then GQ is the full root group of B for every root which is centred at X. Now V follows from Z? = (G(X) 1 X E 3), and the fact that E is perfect by 6.8.
The final statement in Theorem A is a consequence of 4.1 and 6.8.
Remarks.
(1) If 8 is convex of type (Es), then the assertion that Z is Moufang, and E is generated by all root automorphisms of E, is merely a restatement of a theorem due to Gleason [5, Theorem 1.81.
(2) Suppose that B is convex of type (E,). In 6.11, it was argued that if X E 3, then G(X) is the full root group of .Z for every root which is centred at X. Then Ronan's result [ 17, 3. 81 was used to conclude that s" is Moufang. A more direct approach is given in my thesis [22, 6.21 , the ideas behind this alternative proof being derived from Timmesfeld [ 181. The proof is somewhat more elementary than Ronan's, in the sense that it uses little more than the classification of split BN-pairs of rank 1 (cf. Hering, Kantor and Seitz [ 12] ), but has the disadvantage that it only works when Z is finite; while Ronan's proof is also valid in the infinite case. because X +Z p3 *. But now, the connected component of p8 which contains X is certainly of type (C,), for otherwise is contains a vertex which has distance 5 from Y,, and the above argument may be used to contradict the fact that pS* is of type (C,). Therefore all connected components of pS are convex of type (C,).
Finally, suppose that Y, Y' Ep3 are opposites. Choose X, EpS,(Y), and set (X,,Y')=(X,,X, ,..., X,=Y'). Now select XEpS,(Y'), with X#X,. Then X, and X are opposites, and 2.2 implies that X, is in the orbit of Y' under (G(X,), G(X)). But then the connected component of pE which contains X, is not of type (C,), in contradiction to the above conclusion. ProoJ Suppose that 28 is disconnected. If 2s is convex, then it is necessarily of type (B) because of its disconnectedness. In this case, the first conclusion in 8.5 holds. If 28 is not 2-closed, then the second conclusion in 8.5 holds, by 8.3. Therefore it may be assumed that 28 is non-convex and 2-closed. It follows that 2E is not of type (B), type (C,), type (C,) or type (C,), and that if 2g is of type (C,), then each connected components of 28 is of type (C,) or of type (C,), and at least one of the latter type exists.
Let D be the set of all involutions in 21, and define .Z = (0). The 2-closure of 2.? implies that elements of 23 which lie in distinct connected components are opposites. Therefore disconnectedness and 2.2 together imply that .Z is transitive on 23. In particular, all connected components of 28 are of the same type. Therefore it may be assumed that 25 is not of type (C,) because we have seen that if 28 is of this type, then 2E contains a component of type (C,). Hence D is irreducible, but is not a totally disconnected set of involutions (cf. Section 4). From 4.2, it follows that 22 is of type (E,) or type (E,) . Consequently, it may be assumed that 2g=d. But now, 4.3 tells us that .Z has exactly one minimal normal subgroup M, and M is non-abelian and simple.
Since 2.? is disconnected, D is a conjugacy class of involutions in .Z, by 2.2. Moreover, the disconnectedness of 28 implies that the natural graph g(D) (as defined in Section 7) is also disconnected. Suppose it is known that a/I E D, whenever a, p E D and a/3=@ # 1. Then .Z is non-abelian and simple, by 4.4, J is generated by a conjugacy class of involutions D, the natural graph g(D) enjoys the property that uu E D whenever (u, V) is an edge of g(D), and g(D) is disconnected. Under these conditions, Aschbacher [l] has shown that Jr X(2, q), B(q) or U,(q), with q > 2 and q a power of 2. But now the lemma follows immediately from the structure of these groups.
It remains to show that a/3 E D, whenever a and /3 are distinct commuting elements of D. Assume the existence of a, a' ED which contradict the statement. Let a have centre X, and let a' have centre X'. Then X #X' because aa' & D, and so d(X, X') = 2 because a and a' commute. Let Y be adjacent to both X and X'. Then aa' E M(Y) but aa' @ I. From 6.6(2) and the transitivity of J on 3, it follows that all connected components of 2E are convex of type (C,), for some d = 0 (mod 2). If aa' fixes each connected component, then so does M because it is the only minimal normal subgroup of J. This is impossible because otherwise the simplicity of M, and the fact that connected components are of type (C) force M to be trivial on 23". Therefore choose X" E 23 to lie in a connected component which is not fixed by aa'. Then X" is opposite both X and X'. Set (Y, X") = (Y = y, 7 y, ,-*-9 Y5 =X"), and let /I be an involution in J(P); so {Y,) G A((aa', /I)). As aa' does not fix the connected component containing X", the vertices X" and X"""' are opposites. Therefore o(pp""') = 1 (mod 2). From this and aa' 6? D, it follows that oQ3aa') = 0 (mod 2) but ovaa') f 0 (mod 4). Hence, if 1 # z E Z((aa', /3)), then z = aa'y, where y is a conjugate Proof of Theorem B. Suppose that B is disconnected. By 8.4 it may be assumed that B is 2-closed. Also E may be assumed non-convex, for otherwise disconnectedness implies that E is of type (B). 8.6 . If p is a prime number, then pS is 2-closed.
Proof: Suppose that the statement is false for some p. Choose a path (X,,X2 ,..., X5) in B with extremities in 3. As 8 is disconnected and 2-closed, there exists X E 3 such that X is opposite each of Xi, X, and X,. In particular, g cannot be of type (C). However, pg is of type (C) by 8.3, and now 8.1 is contradicted. (immediately following (iii)), and the fact that g* z A, or J,, it follows that H z SL(2,4) and (d2(Y2) n 3 *, H) is the natural 2-transitive group space. But now, as G(X) normalises H and is semi-regular on the five vertices of 4(Y*)n3*, it follows that Z, 2 G(X) < H. But this means that G(X) is inverted by an involution in H, which is ridiculous because all such involutions are central root automorphisms with centres in 3*.
Assume now that E* is a connected component of B which is not convex and of type (C,) or type (C,). We shall derive a contradiction. now, ( W} C S*( [P,, a]), and it follows that [P2, a] = { 1 } because [P,, a] < G(Z,). Therefore C,(,, (PJ # { 1 }, for every WE 3 * which is also a vertex of =*(P,). Therefore S* (Pz) is the doubled flag complex of a desarguesian projective plane, or the flag complex of a Moufang generalised hexagon over a field of characteristic p, by Theorem A. In particular, the cardinality of the set of vertices in E*(P,) which are opposite to X is a power of p, therefore P, /Pz is a p-group.
It follows that P/P, is a p-group, and A(P,) is of the same convex type as A. Again, choose Y to be adjacent to X. Then P fixes Y. Moreover, P fixes besides X precisely one more vertex which is adjacent to Y, namely, the vertex which is adjacent to Y in (Y, Z). This follows from 3.1(2) (cf. proof of 8.9). Therefore vhu,,,(Y) s 2 (modp). On the other hand, we have seen that if W is a vertex in E*(P& which belongs to 3*, then P, is centralised by a non-trivial a E G(W). Choose W so that d( W, Y) = 3 and d( W, X) = 2. Then (a) is semi-regular on the vertices in A(P,) which are distinct from X but adjacent to Y. However, (a) is a p-group by 6.6, and so This contradiction completes the proof of Theorem B. Note that this is the. only point where the finiteness of A has been used. 8 .11. COROLLARY. Assume that A isjkite and Z is disconnecred. Then if p is a prime number, and ifpS is non-trivial, either p8 is convex of type (B), or every connected component of pB is convex of type (C,).
ProoJ This is immediate from Theorem B and 8.2.
A CLASSIFICATION OF THE GEOMETRY OF CENTRES
The graphs listed in Theorem A under I, Iii (i = 1, 2, 3 or 4), IV, Vl and V2 are all convex in A, while, although non-convex, those listed as 1111 and 1112 are 2-closed in A. It seems natural to continue this labelling to the graphs which may occur in Theorem B, by assigning a type which distinguishes their degree of convexity. The following subdivision seems to be appropriate.
VI B is disconnected and convex
In this case, all connected components of E consist of a single vertex, every distinct pair of which are opposite in A. It is convenient to subdivide this type into VI1 if Z is reducible and VI2 if Z is irreducible. VII z is disconnected, non-convex but 2-closed This type may be conveniently refined according to the nature of the convex closure of .F. It is easy to see that the following subdivisions are exhaustive: VII1 if @ is of type (C,) (equivalently: if 1 is reducible), VII2 if g is of type (E3), and VII3 if .? is of type (E6). VIII 8 is neither connected, nor 2-closed In this case, 8.4 indicates that the type should be refined as follows: VIII1 if f is of type (C,) and VIII2 if E is of type (C,).
It seems to be unknown whether types VI12, VII3 or VIII exists. Certainly, if A is of type (E,), then VIII does not arise (cf. remark following 5.2).
Observe that if I is irreducible, then ,5 is one of the types III, IV, V, V12, VII2 or VI13.
A complete classification of B in the disconnected cases seems to be well out of reach at present. However, if Z is not of type VII1 or VIII, then Hering's [8] or Aschbacher's [l] extensions of Bender's theorem on strongly embedded subgroups may be used to determine 2.Y. In the irreducible cases, this actually leads to a complete determination of E. This is summarised in the next two results. 9.1. THEOREM. Suppose that E is of type VI2 and that 2.Z is not empty.
Then .Z = 28, and I is a conjugacy class of involutions in E; furthermore, either G(X) g Z, and E = O(E) >a G(X), for every X E 3, or E z U,(2") or SU(3, 2"), for some n > 1, and (Z, E) is the natural 2-transitive group space. 9.2. THEOREM. Suppose that B is of type VII2 or VII3 and that 25 is not empty. Then I is a conjugacy class of involutions in E, and 2.Y = Z is isomorphic to J(I) (with 3 being mapped onto I); moreover, E g U,(2") or SU(3, 2"), for some n > 1.
As mentioned earlier, whether the situation described in 9.2 can actually occur is an undecided and apparently difficult question.
Proof of 9.1 and 9.2. Suppose that B is of one of the types V12, VII2 or VI13. So Z is certainly irreducible. If I is a totally disconnected set of involutions, then B = 2.5 is of type V12, and G(X) g Z, for each X E 3. In this case, I is a conjugacy class of involutions in E, by 2.2, and E = O(E) M G(X) by Hering [8] . This situation is covered by 9.1, and so we assume that I is not a totally disconnected set of involutions. In particular, E has a. unique normal quasi-sim-ple subgroup Q, and Q g Q 1 Z(Q) is the only minimal normal subgroup of E, by 4.3.
Assume now that 2.5 is non-empty, let D be the totality of involution in Z, and set J = (D). By 8.11, either 2E is convex of type (B), or every connected A, by 6.9. Also X0 and X, lie in distinct orbits under E (similarly X, and X, are in distinct E orbits) because X, and X, constitute a set of representatives for the orbits of E on 3. For i = 0, l,..., 6, define Xi = Xf. It follows that Xi n Xj = 0, whenever i #j, and the vertex set of /i is the union of type classes 2B=x,ux,ux,, 23=x0u3E,u3E,uI,, where 3 = X, and 3 = X, U 3,. Since L,(4) z @4(X,), M(X,,)) < E,,, it is clear that Ex, E L,(4) and n,(X,,) s X,. Similarly, E*, E L,(4) and /i ,(X,) E X, . From this it follows that (i) lsE,I=IsE,I=2.3, and VA(X) = 5 for all X E X, U 31,.
Also we have
(ii) IX,1 = 3' . 5, and v,,(X) = 2 for all X E X,, where the second observation follows from the fact that X, is not adjacent to a vertex in 3E, U X,. As B is 2-closed in A, we have n ,(X1) n (3, U 3,) = {X,). In particular, because Ifi,1 = (l/2) IJI = 3 . 5. Also where the last equality follows from (i). Therefore However, {X,}#X";'(X4)511,(X2)nX1, and so In,(X,)T\X,J=2 and In,(X,)n;X,,I= 1. But Ai(X,) because A,(X,)c3E,, and so /i,(X,) = (X,, X0}. Using the same argument for X,, it follows that (iii) IX,1 = Ifi, = 2. 3 . 5, and v,,(X) = 2 for all X E X, U 3,. Also, as vE(Xz) = 3, and as X, is adjacent to no vertex in X,, by (iii), we have (iv) IX,I=JX,l=3.5, and v,(X) = 5 for all X E 3E, U X,.
But now, from (i)-(iv), it follows that: IZI I = 42, and v,,( I') = 5 for every VE%J); I2Bl= 105, and v,,(w)=2
for every WE'D. Using these parameters, a simple counting argument shows that /i is convex in A, and now it is obvious that n is the doubled flag complex of the projective plane of order 4.
