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Abstract
The existence of common zero of a family of polynomials has led to the study of
inertial forms, whose homogeneous part of degree 0 constitutes the ideal resultant.
The Kozsul and Cˇech cohomologies groups play a fundamental role in this study. An
analogueous of Hurwitz theorem is given, and also, one finds a N.H.Mcoy theorem in
a particular case of this study.
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1 Introduction
La notion des formes d’inertie (Tra¨gheitsformen) est due a` F.Mertens [13] au
XIX-ie`me sie`cle, est lie´e au proble`me fondamental de la the´orie de l’e´limination,
c’est-a`-dire, l’existence des ze´ros communs d’une famille donne´e de polynoˆmes.
Ce proble`me a e´te´ aborde´ par plusieurs auteurs avant Mertens comme J.J.
Sylvester ou Cayley dans le cas ou` le nombre des polynoˆmes co¨ıncide avec celui
des variables en utilisant la notion de re´sultant, qui est ici, une forme d’inertie
de degre´ ze´ro.
En conside´rant des polynoˆmes ge´ne´riques (les coefficients sont des inde´termi-
ne´es) homoge`nes, A.Hurwitz a e´tudie´ dans [8] l’ide´al gradue´ associe´ des formes
d’inertie ce qui correspond a` l’homologie du complexe de Koszul de´fini par ces
polynoˆmes. Cette e´tude a e´te´ reprise par J.P.Jouanolou [9] et [10] dans le cadre
de la the´orie des sche´mas, en utilisant notamment des me´thodes homologiques.
∗Ce travail a e´te´ e´labore´ avec l’aide de la coope´ration franco-marocaine Action ine´tgre´e
A.I. MA/02/32 et du programm PAS 27/2001 finance´ par l’AUPELF.
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Dans ce travail on introduit l’ide´al des formes d’inertie relatives a` des polynoˆmes
f1, ..., fr ge´ne´riques plurihomoge`nes c’est a` dire homoge`nes par rapport a` s pa-
quets de variables X1, ..., Xs, dont la partie plurihomoge`ne A de multidegre´
(0, ..., 0) est l’ide´al re´sultant. On donne un certain nombre de caracte´risations
qui nous permettent de retrouver les formules de Perron et de Perrin donne´es
dans le cas s = 1.
En adoptant ici les me´thodes utilise´es par J.P.Jouanolou [10], nous de´finissons
le complexe de Koszul K• par les polynoˆmes (fi), et le complexe de Cˇech C
•
par les monoˆmes
(σi1,...is = X1,i1 ...Xs,is)i1,...,is .
Ceci nous permet d’e´tudier deux suites spectrales ′E et ′′E associe´es au bi-
complexe K•
⊗
A C
• et conduit a` l’e´tude de la cohomologie de Koszul et a` la
cohomologie locale, cette dernie`re n’est autre que la cohomologie de Cˇech.
Nous donnons enfin, un re´sultat analogue au the´ore`me de Hurwitz [8] et
dans un cas particulier nous retrouvons un the´ore`me de N.H.Mcoy [12].
2 Donne´es et notations
Soient K un anneau commutatif inte`gre et X1, ..., Xs des paquets de variables
avec
Xj = (Xj,1, ..., Xj,nj+1)
pour tout 1 ≤ j ≤ s. On suppose de plus que ns > ns−1 > ... > n1 > 1.
Soit r ∈ N fixe´ et di,1, ..., di,s avec i = 1, . . . , r. des entiers naturels non
nuls. Pour tout i = 1, . . . , r, on conside`re le polynoˆme ge´ne´rique homoge`ne par
rapport a` chaque paquet de variables Xj de degre´ di,j donne´ par
fi =
∑
Ui,α
1
,...,αs
X
α
1
1 ...X
αs
s (1)
la sommation e´tant prise pour α1 ∈ N
n1+1tel que |α1| = di,1, . . . , αs ∈ N
ns+1 tel
que |αs| = di,s et ou` les Ui,α1,...,αs sont des inde´termine´es sur K et X
α
j
j =
X
αj,1
j,1 ...X
αj,nj+1
j,nj+1
.
On de´signe par A = K
[
Ui,α
1
,...,α
s
]
(1 6 i 6 r et
∣∣αj∣∣ = di,j pour tout
j = 1, . . . , s), l’anneau des coefficients universels.
Pour tout j = 1, . . . , s, l’alge`bre de polynoˆmes Cj = A[Xj,1, ..., Xj,nj+1]
est note´e A[Xj ]. Si l’on conside`re que deg(Xj,l) = 1 pour 1 6 l 6 nj + 1,
cette alge`bre est naturellement N−gradue´e. L’alge`bre C = C1 ⊗A ... ⊗A Cs =
A[X1, ..., Xs] est N
s− gradue´e par :
deg(a) = (0, ..., 0) ∈ Ns, pour tout a ∈ A,
deg(Xj,l) = (0, ..., 0, 1, 0, ..., 0) ∈ N
s ici 1 est situe´ sur la j − ie`me position.
(2)
pour tout j = 1, . . . , s et 1 6 l 6 nj + 1
De´finition 2.1 Tout polynoˆme de C homoge`ne par rapport a` la Ns− graduation
ainsi de´finie est dit polynoˆme plurihomoge`ne.
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Les polynoˆmes f1, ..., fr sont donc plurihomoge`nes de degre´ deg(fi) = di =
(di,1, ..., di,s), en particulier l’alge`bre quotient B =
C
(f1,...,fr)
de C par l’ide´al
(f1, ..., fr) engendre´ par f1, ..., fr est N
s− gradue´e.
On note par M l’ide´al de C = A[X1, ..., Xs] engendre´ par les q monoˆmes :
σi1...is = X1,i1 ...Xs,is ou` (i1, ..., is) ∈
∏s
j=1
[1, nj + 1] (3)
ou` q =
∏s
j=1(1 + nj) et on notera σq = X1,n1+1...Xs,ns+1.
3 Formes d’inerties
Comme l’alge`bre C est Ns−gradue´e et les polynoˆmes f1, ..., fr plurihomoge`nes,
alors l’alge`bre quotient B est Ns− gradue´e. Notons par Bσi1...is le localise´ de
B par σi1...is muni de la Z
s− graduation provenant de la Ns− graduation de
B. Alors la surjection canonique p : C −→ B et le morphisme de A−alge`bres
pi : b 7−→ ( b1 , ...,
b
1 ) de B a` valeurs dans
∏
i1,...,is
Bσi1...is sont gradue´s de degre´
(0, ..., 0) ∈ Ns. On a donc
kerpi = {b ∈ B | ∀m ∈ M, ∃ν ∈ N,mνb = 0}.
De´finition 3.1 L’image re´ciproque T =p−1 (kerpi) est appele´e l’ide´al des formes
d’inertie des polynoˆmes f1, ..., fr, et la partie plurihomoge`ne T(0,...,0) = T ∩A =
A de degre´ (0, ..., 0), est appele´e l’ ide´al re´sultant de f1, ..., fr.
Les formes d’inertie, c’est-a`-dire les polynoˆmes de T sont caracte´rise´es par
la proposition suivante :
Proposition 3.1 Pour tout f ∈ C les proprie´te´s suivantes sont e´quivalentes :
1. f est une forme d’inertie.
2. Il existe ν ∈ N tel que σν
i1...is
f est dans l’ide´al engendre´ par f1, ..., fr,
quels que soient i1, ..., is.
3. Il existe ν ∈ N et il existe i1, ..., is tels que σ
ν
i1...is
f est dans l’ide´al
engendre´ par f1, ..., fr.
4. Il existe des entiers naturels ν1,...,νs tels que, pour tout (α1, ..., αs) ∈
s∏
j=1
N
nj+1 avec
∣∣αj∣∣ = νj (1 6 j 6 s), le polynoˆme Xα11 ...Xαss f est dans l’ide´al
engendre´ par f1, ..., fr.
On e´crit σν
i1...is
f = 0 dans B pour exprimer que σν
i1...is
f est dans l’ide´al
engendre´ par f1, ..., fr.
La de´monstration de cette proposition repose sur le lemme suivant :
Lemme 3.1 Pour tout i1, . . . , is on a kerpi = ker(can : B −→ Bσi1...is ), ou` can
de´signe la projection canonique de B sur Bσi1...is .
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De´monstration. Il suffit de montrer que
ker(can : B −→ Bσi1...is ) = ker(can : B −→ Bσj1...js )
pour tous monoˆmes σi1...is et σj1...js (3). En effet, le diagramme
B
can
−→ Bσi1...is
can ↓ ↓ γ2
Bσj1...js
γ1
−→ Bσi1...isσj1...js
est commutatif, et, puisque σj1...js n’est pas un diviseur de ze´ro dans Bσi1...is ,
alors les homomorphismes γ1 et γ2 sont injectifs, par conse´quent on a ker(can :
B −→ Bσi1...is ) = ker(can : B −→ Bσj1 ...js ). D’ou` le lemme.
Remarque 3.1 Il re´sulte aussitoˆt de la caracte´risation de l’ide´al des formes
d’inertie et du fait que les polynoˆmes sont plurihomoge`nes, que l’ide´al T est
N
s−gradue´.
Soit i1, ..., is tels que 1 ≤ ij ≤ nj + 1. Pour tous i = 1, . . . , r et j = 1, . . . , s,
on de´signe par Ui,i1,...,is le coefficient de X
di,1
1,i1
...X
di,s
s,is
dans fi, et on notera dans
toute la suite :
εi = Ui,n1+1,...,ns+1
τi = X
di,1
1,n1+1
...X
di,s
s,ns+1
hi = fi − εiτi
X˜j = (Xj,1, ..., Xj,nj , 1) (on substitue 1 a` Xj,nj+1)
f˜ = f( X˜1 , ..., X˜s),
ou` f est un polynoˆme de C = A[X1, ..., Xs], que l’on regardera dans la suite
sous la forme suivante f = f( ε1, ..., εr, X1, ..., Xs) ∈ A
′[ ε1, ..., εr, X1, ..., Xs]
et A′ = K
[
Ui,α
1
,...,αs
]
avec Ui,α
1
,...,αs
6= εi (1 6 i 6 r). Dans ces nouvelles
notations, on a une deuxie`me caracte´risation des formes d’inertie:
Proposition 3.2 Pour tout polynoˆme f plurihomoge`ne dans C de degre´ (ν1, ..., νs)
les assertions suivantes sont e´quivalentes :
1. f ∈ T
2. f
X
ν1
1,n1+1
...X
νs
s,ns+1
= 0 dans
(
Bσq
)
(0,...,0)
,
3. f(−h˜1, ...,−h˜r, X˜1, ..., X˜s) = 0 dans C.
Montrons tout d’abord le lemme suivant :
Lemme 3.2 Pour tout i1 . . . is, il existe un isomorphisme de A
′[X1, ..., Xs]−alge`bre:
Bσi1...is −→ A
′[X1, ..., Xs]σi1...is .
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De´monstration. On peut supposer que i1 = n1 + 1, . . . , is = ns + 1, c’est a` dire
σi1...is = σq.
Soit donc ϕ l’homomorphisme de A′[X1, ..., Xs]−alge`bres
ϕ : C = A′[X1, ..., Xs][ε1, ..., εr] −→ A
′[X1, ..., Xs]σq
de´fini par ϕ ( εi) = −
hi
τi
, ou` τi = X
di,1
1,n1+1
...X
di,s
s,ns+1
et hi = fi − εiτi.
L’homomorphisme ϕ est bien de´fini, car τi est inversible dansA
′[X1, ..., Xs]σq ,
et, puisque ϕ(fi) = 0, pour tout i = 1, ..., r, et ϕ(σq) est inversible dans
A′[X1, ..., Xs]σq , alors ϕ induit un homomorphisme de A
′[X1, ..., Xs]−alge`bres
ψ : Bσq −→ A
′[X1, ..., Xs]σq . Soit ψ
′ l’homomorphisme compose´
ψ′ : A′[X1, ..., Xs]σq
j
−→ Cσq
p
−→ Bσq
ou` j est l’injection canonique et p et l’homomorphisme induit de la surjection
canonique de C dans B = C(f1,...,fr) . On de´duit que ψ ◦ψ
′ = IdA′[X
1
,...,Xs]σq
, de
meˆme on a ψ′ ◦ ψ = IdBσq .
De´monstration de la proposition. Il re´sulte de la premie`re caracte´risation des
formes d’inertie que les deux premie`res assertions sont e´quivalentes.
Soit f ∈ T , plurihomoge`ne. de degre´ (ν1, ..., νs). On a
f = f( ε1, ..., εr, X1, ..., Xs) = 0
dans Bσq (premie`re caracte´risation des formes d’inertie), donc
ψ(f) = f(−
h1
τ1
, ...,−
hr
τr
, X1, ..., Xs) = 0 dans A
′[X1, ..., Xs]σq ,
et, si on remplace Xj,nj+1 par 1, pour tout j = 1, ..., s, dans ψ(f), on en de´duit
que
f(−h˜1, ...,−h˜r, X˜1, ..., X˜s) = 0
dans C, d’ou` 1=⇒ 3.
Re´ciproque. Supposons que f(−h˜1, ...,−h˜r, X˜1, ..., X˜s) = 0 dans C. Par
homoge´ne´isation par rapport a` chaque paquet de variables Xj a` l’aide de la
variable Xj,nj+1, on obtient
f(−
h1
τ1
, ...,−
hr
τr
,
X1
X1,n1+1
, ...,
Xs
Xs,ns+1
) = 0 dans Cσq
car hi est plurihomoge`ne. de degre´ di = (di,1, ..., di,s). Or, pour tout i = 1, . . . , r,
−hi
τi
= εi dans Bσq , et comme f est plurihomoge`ne, on en de´duit que
f
1 = 0
dans Bσq , d’ou` 3 =⇒ 1.
On va donner ici une autre caracte´risation de l’ide´al re´sultantA des polynoˆmes
f1, ..., fr c’est a` dire, des formes d’inertie de degre´ (0, . . . , 0).
Conside´rons l’homomorphisme de C−alge`bres F : Ti 7−→
fi
τi
de C[T1, ..., Tr]
a` valeurs dans Cσq et l’automorphismeG : εi 7−→ εi−Ti de l’alge`bre C[T1, ..., Tr]
sur l’anneau A′[X1, ..., Xs, T1, ..., Tr],ou` T1, ..., Tr sont des nouvelles variables.
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Proposition 3.3 KerF co¨ıncide avec l’image par G de l’ide´al T [T1, ..., Tr] .
De´monstration. On conside`re l’homomorphisme de A′[X1, ..., Xs]σq− alge`bres
de Cσq [T1, ..., Tr] a` valeurs dans Cσq de´fini par :
Ti 7−→
fi
τi
et εi 7−→ −
hi
τi
.
Puisque, pour tout 1 6 i 6 r, on a −hi
τi
= εi dans Bσq , alors l’ide´al en-
gendre´ par f1, ..., fr est le noyau de l’homomorphisme de´fini ci dessus, qui in-
duit par conse´quent, un isomorphisme ω : Bσq [T1, ..., Tr] −→ Cσq . On sait que
l’homomorphisme canonique d’anneaux u : C −→ Bσq admet pour noyau l’ide´al
T des formes d’inertie, et T [T1, ..., Tr] est le noyau du morphisme d’alge`bres u,
qui prolonge u a` C[T1..., Tr]. Le diagramme commutatif suivant
C[T1, ..., Tr]
u
−→ Bσq [T1, ..., Tr]
G ↓ ↓ ω
C[T1, ..., Tr]
F
−→ Cσq
montre que kerF = G(T [T1, ..., Tr]).
On de´duit :
Corollaire 3.1 Formule de Perron. L’homomorphisme de A- alge`bres F˜ :
Ti 7−→ f˜i, de A[T1, ..., Tr] a` valeurs dans A[X˜1, ..., X˜s] a pour noyau : ker F˜ =
G(T )[T1, ..., Tr].
Corollaire 3.2 Formule de Perrin. Pour tout a ∈ A, les proprie´te´s suivantes
sont e´quivalentes
i) a ∈ A,
ii) Il existe un polynoˆme Q ∈ A[T1, ..., Tr] sans terme constant tel que a =
Q(f˜1, ..., f˜r)
De´monstration. Soit a = a(ε1, ..., εr) ∈ A conside´re´ comme polynoˆme en
ε1, ..., εr. L’e´galite´ ker F˜ = G(A[T1, ..., Tr]) montre que G(a) = a(ε1−T1, ..., εr−
Tr) ∈ ker F˜ .
En appliquant F˜ au polynoˆme Q(T1, ..., Tr) = a(ε1, ..., εr)−a(ε1−T1, ..., εr−
Tr), on obtient a(ε1, ..., εr) = Q(f˜1, ..., f˜r).
Re´ciproquement, s’il existe Q(T1, ..., Tr) ∈ A[T1, ..., Tr] sans terme constant
tel que a = Q(f˜1, ..., f˜r), alors a−Q(T1, ..., Tr) ∈ ker F˜ = G(A[T1, ..., Tr]), donc
on peut e´crire a − Q(T1, ..., Tr) =
∑
α
aα(ε1 − T1)
α1 ...(εr − Tr)
αr avec aα ∈ A.
D’ou`, par spe´cialisation Ti 7−→ 0 pour tout i = 1, . . . , r, on de´duit a ∈ A.
4 Complexes de Koszul et de Cˇech
On e´tudie ici le complexe de Koszul et la cohomologie locale associe´s a` des
polynoˆmes plurihomoge`nes.
Dans ce paragraphe, on de´signe par A un anneau commutatif, M un A−
module libre et a = (a1, ..., ar) une suite d’e´le´ments de A.
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4.1 Complexe de Koszul
Soient (e1, ..., er) la base canonique du A− module libre A
r. Pour 0 ≤ p ≤ r, la
p− ie`me puissance exte´rieure
∧p
(Ar) du A−module Ar est un A−module libre
de rang Cpr =
r!
p!(r−p)! et de base
(
ei1 ∧ ... ∧ eip
)
1≤i1<...<ip≤r
, avec la convention∧0
(Ar) = Ar.
Le complexe de chaˆines de Koszul associe´ a` la suite a, note´ (K•(a,A), d•),
est de´fini par
Kp(a,A) =
∧p
(Ar)
pour tout p = 0, . . . , r, telle que pour 1 ≤ i1 < ... < ip ≤ r, et
dp : Kp(a,A) −→ Kp−1(a,A)
est donne´e par
dp(ei1 ∧ ... ∧ eip) =
p∑
k=1
(−1)k+1aikei1 ∧ ... ∧ êik ∧ ... ∧ eip .
On de´finit aussi, pour tout A−module M , le complexe de chaˆınes de Koszul
associe´ a` la suite a et au module M par :
K•(a,M) = K•(a,A)
⊗
A
M. (4)
Si A est N−gradue´ alors le A−module
∧p
(Ar) est N−gradue´ par :{
deg(ek) = νk, pour 1 ≤ k ≤ r
deg(ei1 ∧ ... ∧ eip) = νi1 + ...+ νip , pour 1 ≤ i1 < ... < ip ≤ r
(5)
Si a1, ..., ar sont homoge`nes de degre´s ν1, ..., νr alors les diffe´rentielles sont
homoge`nes de degre´ 0. On obtient ainsi une graduation du complexe de Koszul
K•(a,M), et pour tout p = 1, . . . , r, on a un isomorphisme Kp(a,A) −→⊕
1≤i1<...<ip≤r
A
[
−νi1 − . . .− νip
]
, ou` A [ν] est le A−module gradue´ obtenu par
de´calage de la graduation de ν ∈ Z, c’est a` dire, (A [ν])t = Aν+t.
4.2 Complexe de Cˇech
Pour tout I = {i1, . . . , ip | i1 < ... < ip} ⊂ {1, . . . , r}, on de´signe par MaI le
A−module Mai1 ...aip localise´ de M par le produit ai1 ...aip .
Le complexe de Cˇech associe´ a` la suite a = (a1, ..., ar) et au module M est
le complexe note´
(
∨
C• (a,M), d•
)
de´fini par
∨
Cp (a,M) =
∏
|I|=p+1
MaI (6)
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et les diffe´rentielles dp :
∨
Cp (a,M) −→
∨
Cp+1 (a,M) ou` pour tout 0 ≤ p ≤ r − 1
sont de´finies, pour tout m = (mI)|I|=p+1 et pour tout J ⊂ {1, ..., r} de cardinal
p+ 2, par :
(dp(m))J =
∑
j∈J
(−1)lj−1
mJ−{j}
1
(7)
ou` lj est la position de j dans J = {j1, . . . , jp+2 | j1 < . . . < jp+2} et
mJ−{j}
1
est l’image de mJ−{j} par le morphisme canonique MaJ−{j} −→ (MaJ−{j})aj =
MaJ .
On note par
∨
H• (a,M) la cohomologie du complexe du Cˇech
∨
C• (a,M).
Soit maintenant α : m 7−→
(
m
1 , ...,
m
1
)
l’homomorphisme de A−modules de
M a` valeurs dans
r∏
i=1
Mai . On ve´rifie aise´ment que d
0 ◦ α = 0 (voir 7). On a
donc un autre complexe :
0→M
α
→
r∏
i=1
Mai
d0
→
∏
|I|=2
MaI
d1
→ . . .
dr−2
→ Ma1...ar
dr−1
→ 0, (8)
appele´ complexe de Cˇech augmente´, qu’on de´signera par
∨
C• (a,M) ; d’ou` les
relations :
H0
(
∨
C• (a,M)
)
= kerα, H1
(
∨
C• (a,M)
)
=
∨
H0 (a,M)
Im
α,
et,
Hi
(
∨
C• (a,M)
)
=
∨
Hi−1 (a,M) pour i ≥ 2.
Soit J = (a1, ..., ar) l’ide´al de A engendre´ par a1, ..., ar. On note
H•
(
∨
C• (a,M)
)
= H•J (M) .
Conside´rons le sche´ma affine X = spec(A) et U =
r⋃
i=1
D(ai) la re´union des
ouverts affines D(ai) de X, de´finis respectivement par a1, ..., ar.
Le complexe de Cˇech
∨
C
•
(a,M) associe´ a` la suite a = (a1, ..., ar) et au module
M , n’est rien d’autre que le complexe de Cˇech habituel associe´ au recouvrement
U = (D(ai))16i6r et au faisceau M˜ associe´ au A−moduleM (voir [7], Chapitre.
III). D’apre`s le the´ore`me de Cartan-Leray on a Hi(U, M˜) =
∨
Hi (a,M), pour
tout i = 0, . . . , r
Proposition 4.1 Soit Y le sous sche´ma ferme´ du sche´ma affine X = spec (A)
de´fini par l’ide´al J = (a1, ..., ar) de A. On a alors un isomorphisme
H•J(M) −→ H
•
Y (X, M˜)
8
ou` H•Y (X, M˜) est la cohomologie a` support dans Y .
De´monstration. De la suite exacte longue de cohomologie
0 → H0Y (X, M˜)→ H
0(X, M˜)→ H0(U, M˜)→ H1Y (X, M˜)→ . . .
. . . → HiY (X, M˜)→ H
i(X, M˜)→ Hi(U,M)→ Hi+1Y (X, M˜)→ . . .
et du the´ore`medeCartan-Serre (Hi(X, M˜) = 0 pour i > 1 [6]) on de´duit qu’on a
un isomorphisme Hi(U,M) ≃ Hi+1Y (X, M˜), pour i > 1. La suite
0→ H0Y (X, M˜)→ H
0(X, M˜)→ H0(U, M˜)→ H1Y (X, M˜)→ 0.
est exacte, U e´tant X − Y.
Il re´sulte du the´ore`me de Cartan-Leray et de la de´finition du complexe de
Cˇech augmente´ que, pour i > 2, on a un isomorphisme HiJ (M) −→ H
i
Y (X, M˜).
Pour i = 0, on a H0Y (X, M˜) = ker(M → Γ(U, M˜)) = ker(α) = H
0
J (M). On
de´duit de la suite exacte pre´ce´dente que pour i = 1 on a H1Y (X, M˜) = H
1
J (M),
ce qui ache`ve la de´monstration.
Exemple 4.1 Soient R = K[X1, ..., Xn] l’anneau des polynoˆmes a` coefficients
dans un corps commutatif K, U l’ouvert
n⋃
i=1
D (Xi) de spec (R) et soit J =
(X1, ..., Xn) l’ide´al de R engendre´ par X1, ..., Xn. Puisque X1, ..., Xn est une
R−suite, alors prof(J) > n, et par conse´quent les groupes de cohomologie
HiJ (R) sont nuls sauf pour i 6= n. Et d’apre`s 8, on a H
n
J (R) est le n −
ie`me groupe de cohomologie du complexe
∨
C• (X,R) , d’ou` :
HnJ (R) =
RX1...Xn
Im
(⊕n
i=1 RX1...X̂i...Xn → RX1...Xn
) = 1
X1...Xn
K[X−11 , ..., X
−1
n ].
(9)
De plus, si R est gradue´ au moyen des Xi (degXi = 1) , alors les groupes de
cohomologie sont gradue´s, et on a HnJ (R)ν = 0 si ν > −n et H
n
J (R)−n = K.
4.3 Suites spectrales associe´es au bicomplexe K••(f, C).
Soit f = (f1, ..., fr) la suite de polynoˆmes ge´ne´riques plurihomoge`nes (1). No-
tons par :{
K0 = C
K−l = Kl
(
f, C
)
=
⊕
16i1<...<il6r
C[−di1 − ...− dil ], pour l = 0, ..., r
(10)
le complexe de Koszul de´fini sur C = A[X1, ..., Xs] par la suite f .
Les polynoˆmes fi sont homoge`nes par la N
s− graduation de´finie dans 2, ce
qui induit une Ns− graduation sur K•.
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Comme les diffe´rentielles d−l : K−l −→ K−l+1 sont homoge`nes de degre´
(0, ..., 0) ∈ Ns, on de´duit que les groupes de cohomologie (Hi(K•))−r6i60 sont
aussi Ns− gradue´s.
On de´finit maintenant le complexe de Cˇech augmente´ sur l’anneau C par la
suite de monoˆmes σ = (σi1...is)i1...is (8 et 3) que l’on note
∨
Cp=
∨
Cp (σ,C) , (11)
pour p = 1, ..., q. On a donc un bicomplexe
K•• = K••(f, C) = K•
⊗
C
∨
C•
qu’on se propose d’e´tudier dans le paragraphe suivant.
4.3.1 Proprie´te´s du bicomplexe K••(f, C)
Pour tous l = −r, ..., 0 et p = 1, ..., q, on pose K l,p = K l
⊗
C
∨
Cp. Conside´rant p
comme indice de ligne et l comme indice de colonne, on obtient le diagramme
commutatif suivant
0 0 0 0
↓ ↓ ↓ ↓
0 → K−r,0
d
′
→ K−r+1,0
d
′
→ ...
d
′
→ K−1,0
d
′
→ K0,0 → 0
↓ d
′′
↓ d
′′
↓ d
′′
↓ d
′′
0 → K−r,1
d
′
→ K−r+1,1
d
′
→
d
′
→ K−1,1
d
′
→ K0,1 → 0
↓ d
′′
↓ d
′′
↓ d
′′
↓ d
′′
...
...
...
...
↓ d
′′
↓ d
′′
↓ d
′′
↓ d
′′
0 → K−r,q
d
′
→ K−r+1,q
d
′
→
d
′
→ K−1,q
d
′
→ K0,q → 0
↓ ↓ ↓ ↓
0 0 0 0
(12)
ou` d
′
(resp. d′′) de´signe les diffe´rentielles des lignes (resp. des colonnes),
obtenues par tensorisation a` partir de celles de K• et de
∨
C•. Les complexes
lignes K•,p = K•
⊗
C
∨
Cp= K•(f,
∨
Cp), pour 0 6 p 6 q sont des complexes de
Koszul Ns− gradue´s associe´s a` la suite f et aux C−modules
∨
Cp. Les complexes
colonnes K l,• = K l
⊗
C
∨
C•=
∨
C• (σ,K l), pour −r 6 l 6 0 sont des complexes de
Cˇech augmente´s associe´s a` la suite σ = (σi1...is)i1...is et aux C− modules K
l.
Le bicomplexeK•• donne lieu a` deux suites spectrales ayant meˆme aboutisse-
ment : { ′
El,p1 = H
p(K l,•) ⇒ El+p
′′
El,p2 = H
l(L•,p) ⇒ El+p
, pour (l, p) ∈ Z2 (13)
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(voir[6] §11, [1],[3]), ou` Lp,• est le complexe
0→ Hp(K•,0)→ Hp(K•,1)→ ...→ Hp(K•,q)→ 0.
Puisque K•,i = K•
⊗
C
∨
Ci est un C− module plat, alors le complexe Lp,•
n’est autre que le complexe de Cˇech augmente´ associe´ a` la suite σ et au C−
module Hp(K•). On en de´duit{ ′
El,p1 = H
p
M
(K l) ⇒ El+p
′′
El,p2 = H
l
M
(Hp(K•)) ⇒ El+p,
(14)
et, il re´sulte des de´finitions 10 et 11, que l’on a{ ′
El,p1 = 0 pour (l, p) /∈ {−r, ..., 0} × {0, ..., q}
′′
El,p2 = 0 pour (l, p) /∈ {0, ..., q} × {−r, ..., 0}.
4.3.2 Supports des deux suites spectrales
′
E et
′′
E
Le support d’une suite spectrale
(
El,pt
)
(t > α = 1 ou 2) est l’ensemble des cou-
ples entiers (l, p) tels que El,pα 6= 0. Pour tout j = 1, ..., s, on note Uj =
spec(Cj) − V (Mj) l’ouvert comple´mentaire du ferme´ V (Mj) dans spec(Cj) et
U = U1 ×S ...×S Us l’ouvert produit fibre´ sur S = spec (A) des ouverts Uj. Or,
pour tout 1 6 j 6 s, on a Uj =
(
E
nj+1
A
)∗
, donc
U =
(
En1+1A
)∗
×S ...×S
(
Ens+1A
)∗
= spec (C)− V (M).
On de´duit la proposition suivante :
Proposition 4.2 On a
′
El,p1 = 0, pour tous l ∈ {−r, ..., 0} et p 6= 1 +
∑
j∈J
nj
pour toute partie J non vide de {1, ..., s}.
De´monstration. Le C−module K l est libre, donc plat, par conse´quent on a
′
El,p1 = H
p
M
(K l) = K l
⊗
C H
p
M
(C). Il suffit donc de montrer le re´sultat pour
Hp
M
(C). Pour cela on distingue les cas suivants :
1. 0 6 p 6 n1, ou` n1 6 n2 6 ... 6 ns.
Il est clair que (σi = X1,i...Xs,i)16i6n1+1une C− suite, d’ou` profM (C) >
n1 + 1, et d’apre`s [11], on a H
p
M
(C) = 0, pour 0 6 p 6 n1.
2. Lorsque p > n1,on sait d’apre`s 9, du fait que nj > 1 pour tout j, 1 6 j 6 s
que
Hp(Uj , OUj ) =

Cj si p = 0
H
nj+1
Mj
(Cj) si p = nj
0 si p /∈ {0, nj}
(15)
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ou`
H
nj+1
Mj
(Cj) =
1
Xj,1...Xj,nj+1
A
[
X−1j,1 , ..., X
−1
j,nj+1
]
est un A− module libre. Et comme U = U1 ×S ...×S Us, on a, d’apre`s la
formule de Ku¨nneth,
Hp(U,OU ) =
⊕
p1+...+ps=p
s⊗
j=1
Hpj (Uj , OUj ),
et Hp
M
(C) = Hp−1(U,OU ), pour p > 2. On en de´duit
Hp
M
(C) =
⊕
p1 + ...+ ps = p− 1
pj = 0 ou nj
s⊗
j=1
Hpj (Uj , OUj ). (16)
Comme p > n1, il re´sulte de la formule15 que
′
El,p = 0, pour tout p 6=
1 +
∑
j∈J
nj ou` J est une partie non vide de {1, ..., s}
Corollaire 4.1 Pour l + p > N = 1 +
s∑
j=1
nj = max
J⊆{1,...,s}
(
1 +
∑
j∈J
nj
)
, avec
−r ≤ l ≤ 0 on a ′El,p1 = 0.
Comme f = (f1, ..., fr) est une Cσi− suite, elle est e´galement une
∨
Cp − suite
pour p 6= 0. Or K•,p est le complexe de Koszul associe´ a` la suite f et au module
∨
Cp;il est donc acyclique pour n ≥ 1 d’apre`s [11], et on a :
Proposition 4.3 Pour p 6= 0, on a Hp(K•,i) = 0, pour tout i ∈ {1, ..., q}.
On de´duit aussi qu’on a :
′′
El,p2 =

0 si p 6= 0 et l 6= 0
H l
M
(B) si p = 0
Hp (K•) si p 6= 0 et l = 0.
(17)
En vertu du re´sultat ci-dessus et des proprie´te´s de cette suite spectrale
(
′′
E
)
associe´e a` un bicomplexe limite´ supe´rieurement et infe´rieurement on a
′′
El,p2 =
′′
El,p3 = · · · =
′′
El,p∞ = E
l+p ou` El+p est l’aboutissement. Par conse´quent, on a
les re´sultats suivants :
Proposition 4.4 1. Em = Hm (K•) si m < 0 et Em = Hm
M
(B) si m > 0,
2. Em = 0 si m > N .
3. Hm
M
(B) = 0 si m > N .
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4.4 Etudes des groupes de cohomologie H•
M
(B) et H• (K•)
On se propose dans cette partie de ge´ne´raliser le the´ore`me de Hurwitz ame´liore´
par J.P.Jouanolou [10] dans le cas d’un seul paquet au cas de s paquets de
variables.
Proposition 4.5 Supposons que le nombre r de polynoˆmes plurihomoge`nes f1, . . . , fr
est infe´rieur ou e´gal au nombre de variables du premier paquet ( r 6 n1 + 1).
Alors :
1. le complexe de Koszul est acyclique sauf en degre´ 0 : Hi (K•) = 0 si i 6= 0
2. si r < n1 + 1 alors H
i
M
(B) = 0 pour i = 0, · · · , n1 + 1− r.
De´monstration. Des caracte´risations des supports des deux suites spectrales
′
E
et
′′
E (4.2 et 17) on de´duit que :
1. Si r < n1 + 1, alors, pour tout couple (l, p) d’entiers relatifs tels que
l + p < n1 + 1 − r, on a
′
El,p1 = 0, par suite E
i = 0, pour i < n1 + 1 − r
, et, donc, Hi
M
(B) = 0 pour 0 6 i < n1 + 1 − r et H
i (K•) = 0, pour
0 < i < n1 + 1− r.
2. Si r = n1 + 1 alors on a
′
El,p1 = 0 pour l + p < 0 et E
i = 0 pour i < 0.
Ceci montre que Hi (K•) = 0 si i 6= 0.
Remarque D’apre`s la de´finition 3.1 on a
T = pi−1(H0
M
(B)).
Corollaire 4.2 Si r < n1 + 1 alors l’ide´al des formes d’inertie est donne´ par
T =(f1, ..., fr) , en particulier, l’ide´al re´sultant A est nul.
Rappelons (3) que les monoˆmes (σi1,··· ,is) sont plurihomoge`nes de degre´
(1, · · · , 1), ce qui induit une Zs−graduation sur les complexes colonnesK l
⊗
C
∨
C
•
du diagramme (12) , et, puisque, les diffe´rentielles d′′ sont plurihomoge`nes de
degre´s (0, · · · , 0) , alors les groupes de cohomologie sont e´galement Zs−gradue´s.
Pour tous l = 0, . . . , r et p = 1, . . . , s, on pose,{
δj (l) = max1≤i1<...<il≤r (di1,j + . . .+ dil,j)− nj − 1
δj (0) = −nj − 1,
on a donc, δj (0) < δj (1) < . . . < δj (r) = d1,j + . . . + dr,j − nj − 1. On note
δ = (δ1, . . . , δs) , ou` δj = δj (r) pour tout 1 ≤ j ≤ s.
Proposition 4.6 Pour tous l = 0, . . . , r et p = 1 + n1, . . . , N, on a :
1.
(
′
E−l,p1
)
(0,··· ,0)
= 0 si p < N = 1 +
s∑
j=1
nj,
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2.
(
′
E−l,p1
)
(ν1,··· ,νs)
= 0 pour νj > δj (l) .
De´monstration. Il re´sulte de la proposition 4.2 que, pour tout p 6= 1 +
∑
j∈J
nj ,
ou` J est une partie non vide de {1, · · · , s}, la premie`re suite spectrale ve´rifie
′
E−l,p1 = 0; on se rame`ne donc au cas de p = 1 +
∑
j∈J
nj. Les formules
′
E−l,p1 =
Hp
M
(
K−l
)
= K−l
⊗
C H
p
M
(C) (14) 16 donnent
(
′
E0,p1
)
(0,...,0)
= (Hp
M
(C))(0,...,0) =
⊕
p1 + ...+ ps = p− 1
pj = 0 ou nj
s⊗
j=1
(
Hpj (Uj , OUj )
)
0
,
dans ces conditions, il existe j = 1, · · · , s tel que pj = nj , or on aH
nj (Uj, OUj ) =
0 (d’apre`s 15), par conse´quent on a
(
′E0,p1
)
(0,··· ,0)
= 0, ce qui montre la premie`re
assertion pour l = 0.
Supposons maintenant que l 6= 0. Pour que la partie plurihomoge`ne de degre´
(0, . . . , 0) de la premie`re suite spectrale soit nulle (
(
′
E−l,p1
)
(0,··· ,0)
= 0) il faut
et il suffit que l’on ait (Hp
M
(C))−di1−···−dil
= 0 pour tous 1 ≤ i1 ≤ · · · ≤ il ≤ r
(cf 10). La relation
(Hp
M
(C))−di1−···−dil
=
⊕
p1 + .+ ps = p− 1
pj = 0 ou nj
 s⊗
j=1
(
Hpj (Uj , OUj )
)
−di1,j−···−dil,j

et le fait que p < N montrent qu’il existe j ∈ {1, · · · , s} tel que pj = 0, donc
d’apre`s 15
(
H0(Uj , OUj )
)
−di1,j−···−dil,j
= 0 ce qui ache`ve la de´monstration de
la premie`re assertion.
Montrons maintenant la seconde assertion. Soient p = 1+
∑
j∈J
nj ou` J est une
partie non vide de {1, · · · , s} et ν = (ν1, · · · , νs) ∈ Z
s. Nous avons la formule
qui met en relief les cas l = 0 et l 6= 0 :
(
′
E−l,p1
)
ν
=
{
(Hp
M
(C))
ν
si l = 0⊕
16i1<...<il6r
(Hp
M
(C))
ν−di1−···−dil
si l 6= 0 .
Lorsque l = 0, la formule 16 entraˆine(
′
E0,p1
)
ν
=
⊕
p1 + ...+ ps = p− 1
pj = 0 ou nj
s⊗
j=1
(
Hpj (Uj , OUj )
)
νj
,
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et puisque p ≥ n1+1, il existe j = 1, · · · , s tel que pj = nj , donc d’apre`s 9 on a(
Hnj (Uj , OUj )
)
νj
= 0 si νj > −nj − 1, d’ou`
(
′
E0,p1
)
ν
= 0 si νj > −nj − 1 pour
tout 1 ≤ j ≤ s.
Lorsque l 6= 0, on observe que(
′
E−l,p1
)
ν
=
⊕
16i1<...<il6r
(
′
E0,p1
)
ν−di1−···−dil
.
Or
(
′
E0,p1
)
ν−di1
−···−dil
= 0 si νj > di1,j + · · · + dil,j − nj − 1 et j = 1, · · · , s.
Par conse´quent(
′E−l,p1
)
ν
= 0, si νj > max1≤i1<···<il≤r (di1,j + · · ·+ dil,j) − nj − 1 = δj (l)
pour tout 1 ≤ j ≤ s, ce qui montre la proposition.
Proposition 4.7 r e´tant le nombre de polynoˆmes plurihomoge`nes f1, . . . , fr,
on a :
1.
(
Hi (K•)
)
(0,··· ,0)
= 0 si r ≤ N et i 6= 0,
2.
(
Hi
M
(B)
)
(0,··· ,0)
= 0 si r < N et 0 ≤ i < N − r.
De´monstration. La proposition pre´ce´dente donne
(
′El,p1
)
(0,··· ,0)
= 0 si p < N.
Ainsi pour tous l = −r, · · · , 0 et p = 1+ n1, · · · , N tels que l+ p < N − r, on a(
′
El,p1
)
(0,··· ,0)
= 0, ce qui montre que l’aboutissement en degre´ (0, · · · , 0) est nul
: Ei(0,··· ,0) = 0 si i < N−r. La proposition re´sulte des relations E
m = Hm (K•)
si m < 0 et Em = Hm
M
(B) si m ≥ 0; ceci ache`ve la de´monstration
Corollaire 4.3 Sous les hypothe`ses et notations ci dessus, on a :
1.
(
Hi
M
(B)
)
ν
= 0 pour tout i,
2.
(
Hi (K•)
)
ν
= 0 pour tout i 6= 0.
pour tout ν = (ν1, . . . , νs) ∈ N
s tel que νj > δj.
Corollaire 4.4 Pour ν = (ν1, . . . , νs) ∈ N
s avec νj > δj , on a Tν=(f1, . . . , fr)ν .
4.4.1 Etudes de (H•
M
(B))
δ
et (H• (K•))δ
L’e´tude des parties plurihomoge`nes (H•
M
(B))
δ
et (H• (K•))δ des groupes de
cohomologies ne´cessite la :
Proposition 4.8 On a(
′
E−l,p1
)
δ
=
{
A si (l, p) = (r,N)
0 si (l, p) 6= (r,N).
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De´monstration. On sait que, pour (l, p) /∈ {0, . . . , r}×{1+n1, . . . , N},
′
E−l,p1 =
0. Il suffit de montrer la proposition pour (l, p) ∈ {0, . . . , r}×{1+n1, . . . , N}.Rappelons
que δ = (δ1, . . . , δs) ∈ Z
s ou` δj =
r∑
i=1
di,j − nj − 1.
Pour 0 ≤ l < r, on a δj (l) < δj , donc (
′
E−l,p1 )δj = 0 en vertu de la proposi-
tion 4.6, r e´tant le nombre de polynoˆmes plurihomoge`nes f1, . . . , fr.
Pour l = r, on sait que
′
E−r,p1 = H
p
M
(K−r) = Hp
M
(C) [−d1− . . .−dr], donc(
′
E−r,p1
)
δ
= (Hp
M
(C))(−n1−1,...,−ns−1) et la formule de Ku¨nneth donne
(
′
E−r,p1
)
δ
=
⊕
p1 + ...+ ps = p− 1
pj = 0 ou nj
s⊗
j=1
Hpj (Uj , OUj )−nj−1.
Si p < N, alors on peut supposer, d’apre`s la proposition 4.2, que p = 1+
∑
j∈J
nj
ou` J est une partie non vide de {1, · · · , s}, et puisque dans l’expression de(
′
E−r,p1
)
δ
ci-dessus pj ne prend que deux valeurs 0 ou nj alors il existe j ∈
{1, . . . , s} tel que pj = 0. Comme H
0
(
Uj , OUj
)
−nj−1
= 0 (15), on de´duit que(
′
E−r,p1
)
δ
= 0.
Lorsque p = N, on a
(
′
E−r,N1
)
δ
=
s⊗
j=1
Hnj (Uj , OUj )−nj−1. De la formule
15, on de´duit que Hnj (Uj , OUj )−nj−1 = A, par conse´quent
(
′
E−r,N1
)
δ
= A.
De la proposition pre´ce´dente on de´duit l’aboutissement de la premie`re suite
spectrale en degre´ δ :
Eiδ =
{
A si i = N − r
0 si i 6= N − r.
En comparant la formule ci dessus avec
Eiδ =
{ (
Hi
M
(B)
)
δ
si i ≥ 0(
Hi (K•)
)
δ
si i ≤ 0,
on de´duit le the´ore`me suivant, qui est un bilan des re´sultats pre´ce´dents. Rap-
pelons que r est le nombre de polynoˆmes ge´ne´riques plurihomoge`nes fi et
N = 1 + n1 + . . . + ns ou` 1 + nj est le nombre de variables dans le paquet
j.
The´ore`me 4.1 Dans les hypothe`ses et notations ci dessus on a :
1. Si r < N, alors
(a) le complexe K•δ (10) est acyclique sauf en degre´ 0 :
(
Hi(K•)
)
δ
= 0
pour i 6= 0,
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(b) Lorsque i ≥ 0 et i 6= N − r, on a
(
Hi
M
(B)
)
δ
= 0.
2. Pour r = N on a :
(a) le complexe K•δ est acyclique sauf en degre´ 0 :
(
Hi(K•)
)
δ
= 0 pour
i 6= 0,
(b) le A−module
(
H0
M
(B)
)
δ
est libre de rang 1 et
(
Hi
M
(B)
)
δ
= 0, pour
i > 0.
3. Supposons que r > N
(a) Lorsque i 6= 0, on a
(
Hi(K•)
)
δ
= A pour i = N−r, et
(
Hi(K•)
)
δ
= 0
pour i 6= N − r
(b) Pour i ≥ 0, on a
(
Hi
M
(B)
)
δ
= 0.
Corollaire 4.5 On a :
1. Si r 6= N, la partie plurihomoge`ne de degre´ δ de l’ide´al des formes d’inertie
est Tδ = (f1, . . . , fr)δ
2. Si r ≤ N alors le complexe K•δ de´finit une re´solution libre du A−module
Bδ.
Dans le cas ou` le nombre de polynoˆmes f1, . . . , fr est e´gal a` N = 1 + n1 +
. . . , nr , le A−module
(
H0
M
(B)
)
δ
est libre de rang 1, dont on donne ici un
ge´ne´rateur sans donner le lien avec le de´terminant ”Jacobien” des polynoˆmes
f1, . . . , fr, e´tabli dans [2]
On de´finit par re´currence sur j = 1, . . . , s, des polynoˆmes uniques f
(1)
i,l (ou`
1 ≤ l ≤ nj + 1) par :
fi = X1,1f
(1)
i,1 + . . .+X1,n1+1f
(1)
i,n1+1
f
(1)
i,l ∈ A [X1,l, . . . , X1,n1+1] [X2, . . . , Xs] ,
(18)
pour tout i = 1, . . . , r = N. Pour de´finir f
(j)
i,l , pour 2 ≤ j ≤ s et 1 ≤ l ≤ nj + 1,
on de´compose f
(j−1)
i,nj−1+1
sous la forme 18 par rapport au paquet Xj :
f
(j−1)
i,nj−1+1
= Xj,1f
(j)
i,1 + . . .+Xj,nj+1f
(j)
i,nj+1
f
(j)
i,l ∈ A
[
X1,n1+1, . . . , Xj−1,nj−1+1
]
[Xj,l, . . . , Xj,n1+1]
[
Xj+1, . . . , Xs
]
,
on obtient alors une de´composition
fi =
n1∑
l=1
X1,lf
(1)
i,l + X1,n1+1
n2∑
l=1
f
(2)
i,l + . . . +
j−1∏
k=1
Xk,nk+1
nj∑
l=1
xj,lf
(j)
i,l + . . . +
s−1∏
k=1
Xk,nk+1
ns∑
l=1
xs,lf
(s)
i,l +
s∏
k=1
Xk,nk+1f
(s)
i,ns+1
du polynoˆme fi pour i = 1, . . . , r.
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Conside´rons le de´terminant d’ordre N
D =
∣∣∣∣∣∣∣∣∣∣∣∣∣
f
(1)
1,1 . . . f
(1)
1,n1+1
. . . f
(j)
1,1 . . . f
(j)
1,nj
. . . f
(s)
1,1 . . . f
(s)
1,ns+1
...
...
...
...
...
...
f
(1)
i,1 . . . f
(1)
i,n1
. . . f
(j)
i,1 . . . f
(j)
i,nj
. . . f
(s)
i,1 . . . f
(s)
i,ns+1
...
...
...
...
...
...
f
(1)
N,1 . . . f
(1)
N,n1
. . . f
(j)
N,1 . . . f
(j)
N,nj
. . . f
(s)
N,1 . . . f
(s)
N,ns+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Si on pose Nj =
s∑
l=j+1
nl pour 1 ≤ j ≤ s− 1 et Ns = 0 alors on a :
The´ore`me 4.2 1. Le de´terminant D est une forme d’inertie plurihomoge`ne
de degre´ δj−Nj par rapport au paquet Xj , c’est a` dire D ∈ T (δ1−N1,...,δs−Ns).
2. La classe ∆ de XN11,n1+1 . . . X
Ns−1
1,ns−1+1
D modulo (f1, . . . , fN ) est un ge´ne´rateur
de
(
H0
M
(B)
)
δ
.
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