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Introduction
The real business cycle (RBC) theory of Kydland and Prescott (1982) initiated a rev-
olution in macroeconomics, a transformation in methodology that has reshaped how we
conduct our science.1 The RBC revolutionary ideas2 led to a major scientific debate
within the field.3 The controversial aspect of the RBC theory, which I address in this
thesis, is the central role attributed to technology shocks in driving business fluctuations.
The technology shock of the RBC literature is defined as an unanticipated persistent
shock on a measure of technological change, i.e. total factor productivity (TFP). The
most popular estimate of TFP is the Solow residual, which is the diﬀerence between
changes in output and changes in the production factors, weighted by the share of each
factor in the production function. This measure, as explained by Solow (1957), does
not capture only technologies, but includes any kind of shift in the production function.
For this reason, the Solow residual received its moniker as ‘measure of our ignorance’.
Basu et al. (2006) propose a model to correct the Solow residual for varying utilization of
capital and labor, nonconstant returns, imperfect competition, and aggregation eﬀects.
The macroeconomic literature considers this series more useful, and a more accurate
measure of TFP than the Solow residual. Nevertheless, this corrected measure of TFP
neither captures only technological change.
Moreover, studies that take a more microeconomic perspective of technological progress
observe that there is a considerable time lag between the invention of new technologies,
and their adoption in production at such a large scale that the diﬀusion is reflected in
measures of aggregate productivity. For example, Eden and Nguyen (2016) show that in
the US the adoption lag is about twenty years for technologies invented in the last two
centuries. This implies that the technology shock defined in the RBC literature can be
thought of as an unexpected improvement in productivity triggered by sudden changes
in regulations or management practices that promote more production, but not by tech-
nological innovation. For this reason, throughout this thesis, this shock is named the
unanticipated productivity shock.
The controversy related to the unanticipated productivity shock does not only con-
cern its content, but also its eﬀects on the economy. An important result of the RBC
literature is that unanticipated productivity shocks are pro-cyclical, meaning that they
lead to the comovement in macroeconomic aggregates observed in the data. However,
empirical findings suggest that positive unanticipated productivity shocks lead to a fall
in employment. Furthermore, they raise doubts about the central role attributed to these
shocks in driving economic fluctuations.4
1For details, see Prescott (2006).
2See Rebelo (2005) for a discussion of the revolutionary ideas that the RBC theory introduced.
3See De Vroey (2016) for a discussion of the RBC controversies.
4See Basu et al. (2006), and Gal´ı (1999), among others, for details on the estimation approach and
results using total factor productivity in the first, and labor productivity in the latter.
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2 Introduction
The unanticipated productivity shock seems neither a technology shock, nor an impor-
tant driver of aggregate fluctuations. This opens the possibility of using other approaches
to identify technology shocks, and to measure the impact of technological change on eco-
nomic activity. One option is to apply identification schemes in structural autoregressive
models to identify technology shocks from macroeconomic data. For example, Beaudry
and Portier (2004), and Beaudry and Portier (2006) show that mere news about major
innovations, such as information and communication technologies (ITC), may lead to
business cycle fluctuations. The idea is that technologies need time to diﬀuse or ma-
terialize, and eventually increase aggregate productivity. However, agents acknowledge
the changes in future economic prospects when the news arrives, and they adapt their
behavior ahead of them. This can lead to a boom in both consumption and investment,
which precedes the growth in productivity. The anticipated productivity (news) shock is
usually defined in the literature as being a shock with no impact eﬀect on productivity,
which explains most of the variation in TFP after some years. This definition of the news
shock is close to what is expected from a technology shock, i.e. to have no significant
short-run eﬀect on TFP given the slow diﬀusion of the technology, but to be a major
source of fluctuations in productivity in the medium- and long-run. Beaudry and Portier
(2006) find that news shocks lead to the comovement of macro aggregates, and are an
important source of business cycle fluctuations. However, Barsky and Sims (2011), and
Kurmann and Sims (2017) report contradictory results, as they show that news about
technological improvements are contractionary on impact.
The second option to identify technology shocks is to use direct measures of tech-
nological change in the empirical analysis. Two recent proposals of such measures were
made by Alexopoulos (2011), and Baron and Schmidt (2017). Alexopoulos (2011) uses
new book titles in the category technology as proxy for the adoption of technological
innovations. She finds that technology shocks identified using the book-based indicators
are an important source of economic fluctuations. Moreover, she shows that TFP, in-
vestment, and labor increase following a technology shock. Baron and Schmidt (2017)
use an indicator based on the counts of standards in the category ICT (and electron-
ics). They claim that standardization precedes the implementation of new technologies
and signals future productivity gains. This makes the technology shock identified using
the standards-based indicator conceptually very similar to an anticipated productivity
(news) shock. Baron and Schmidt (2017) find that TFP, output, and investment have an
S-shaped response to a technology shock, which indicates that new technologies diﬀuse
slowly, but have significant medium- and long-run eﬀects on macroeconomic variables.
They also show that forward looking variables respond on impact to technology shocks,
which is in line with the predictions of the news literature.
The papers included in this thesis contribute to the macroeconomic literature by
addressing several topical questions related to the causes and eﬀects of fluctuations in
productivity. In particular, they highlight the role played by technological change in
shaping the economy, both directly through the diﬀusion of new technologies in produc-
tion, and indirectly through the changes it triggers in agents’ expectations about future
economic outlook.
The first chapter of this thesis addresses the lack of consensus in the empirical lit-
erature regarding the eﬀects of news shocks. In this paper, titled “Unraveling News:
Reconciling Conflicting Evidence”, together with Sarah Fischer, we contribute to
the debate with an extensive analysis of variable settings and identification schemes, and
shed some light on the minimal information that is necessary for the identification of a
3news shock. We show that the news shock depends critically on the applied identification
scheme. We compare the news shock to an unanticipated productivity shock, and find
that some methods identify a news shock that is in fact a mixture of the two. We also
investigate the importance of the information content of the model, and of the productiv-
ity measure used. We find that models which either contain a large set of macroeconomic
variables or include variables that are strongly forward looking deliver more robust re-
sults. Moreover, we show that the type of productivity series may influence results. Our
conclusion is that robust news shocks have expansionary properties.
In the second chapter, titled “The Impact of Technological Change”, I combine
the approaches presented before to show which of three shocks plays a more important
role for driving macroeconomic fluctuations: the unanticipated productivity shock, the
technology shock, or the news shock. My findings indicate that the two technological
change indicators I described previously can be used interchangeably as they give similar
results. Moreover, I show that news shocks play a more important role than technology
shocks at business cycle frequencies, while in the medium- to long-run technology shocks
take the lead. Unanticipated productivity shocks do not seem to be a significant source
of aggregate fluctuations, regardless of the forecast horizon considered.
The third chapter, titled “News as slow diﬀusing technology”, joint work with
Sarah Fischer, proposes a theoretical model to explain the evolution of productivity
following unanticipated productivity and news shocks. The model predictions match the
empirical results of both unanticipated productivity and news shocks qualitatively. The
key ingredient for obtaining these results is the introduction of an endogenous technology
adoption mechanism in a standard RBC model with real frictions. Intuitively, through
this mechanism, we assume that the technology frontier evolves exogenously, but the
production economy needs to engage in a costly adoption process in order to reap the
benefits of using newly developed technologies.
The last chapter of my thesis, titled “News shocks: Diﬀerent Eﬀects in Boom
and Recession?”, is an empirical paper written also with Sarah Fischer. In this paper we
ask whether news about future changes in productivity aﬀect the economy in a diﬀerent
way in booms than in recessions. We find that good news have a smaller eﬀect on
economic activity in a recession than in a boom. But what is more intriguing is that
good news increase the probability of the economy escaping a recession by about five
percentage points and this is a much stronger increase than in the probability of an
economy continuing booming if the news comes in an expansion. This paper contributes to
the literature in the following ways. First, there are several methodological contributions,
in particular the introduction of the medium-run identification scheme into a nonlinear
vector autoregressive model. From a theoretical point of view, the fact of having news
increasing the probability of exiting a recession has implications for theory. In particular,
models should take into account that good news are more eﬀective in recession.
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Chapter 1
Unraveling News: Reconciling
Conflicting Evidence
Maria Bolboaca and Sarah Fischer
Abstract
This paper addresses the lack of consensus in the empirical literature regarding
the eﬀects of technological diﬀusion news shocks. We attribute the conflicting
evidence to the wide diversity in terms of variable settings, productivity series
used and identification schemes applied. We analyze the diﬀerent identifica-
tion schemes that have been employed in this literature. More specifically,
we impose short- and medium-run restrictions to identify a news shock. The
focus is on the medium-run identification maximizing at and over diﬀerent
horizons. We show that the identified news shock depends critically on the
applied identification scheme and on the maximization horizon. We also in-
vestigate the importance of the information content of the model and of the
productivity measure used. We find that models which either contain a large
set of macroeconomic variables or include variables that are strongly forward
looking deliver more robust results. Moreover, we show that the productiv-
ity series used may influence results, but there is convergence of findings for
newer total factor productivity series vintages. Our conclusion is that news
shocks have expansionary properties.
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1.1 Introduction
Macroeconomists have debated whether productivity improvements are expansionary or
contractionary at business cycle frequencies for a long time. A consensus seems to have
been reached on the fact that unanticipated productivity shocks increase output, con-
sumption, and investment, while they decrease hours worked for several quarters.1 How-
ever, the same cannot be said about the eﬀect of expectations about future productivity
improvements. While Beaudry and Portier (2006) find in their seminal paper that news
about emerging technologies have expansionary properties on impact, the result is con-
tradicted by Barsky and Sims (2011), and Kurmann and Sims (2017). Their findings
indicate that news about technological improvements are initially contractionary.
In this paper we critically revisit the diﬀerent approaches in the empirical news litera-
ture in order to examine whether news shocks are expansionary in the short- to medium-
run.
Ever since the ideas of Pigou (1927) and Keynes (1936), economists have investigated
ways to show that changes in expectations about future fundamentals may be an impor-
tant source of economic fluctuations. One such approach was brought up by Beaudry and
Portier (2004), and Beaudry and Portier (2006), henceforth BP, who proposed that news
about emerging technologies that potentially increase future productivity have an eﬀect
on economic activity. Their influential papers founded the technological diﬀusion news
literature. They investigate this conjecture by estimating a linear vector error correction
model (VECM) with two variables, total factor productivity (TFP) and stock prices.
Structural shocks are identified either with short-run or long-run restrictions. They find
that the two identification schemes deliver highly cross-correlated news shocks, indicating
that permanent changes in productivity are preceded by stock market booms. In two-
to four-dimensional systems with consumption and output, hours worked, or investment,
they find that a news shock leads to a temporary boom in consumption, output, hours,
and investment that anticipates the permanent growth in TFP.
A growing literature questions or defends BP on their methodology and the eﬀects of
the news shock, but so far an agreement has not been reached. For example, Kurmann
and Mertens (2014) criticize the long-run identification in their larger models. With more
than two variables the identification scheme fails to determine TFP news.
Barsky and Sims (2011) (BS) propose a medium-run identification scheme2 as an
alternative method to identify the news shock. They estimate a four variables vector
autoregressive (VAR) model in levels with TFP, consumption, output and hours worked,
or investment. They identify the news shock as the shock orthogonal to contemporaneous
TFP movements that maximizes the sum of contributions to TFP’s forecast error variance
(FEV) over a finite horizon. Their results indicate that a positive news shock leads to
an increase in consumption, and an impact decline in output, hours, and investment.
Afterwards, aggregate variables largely track, but not anticipate, the movements in TFP.
The news shock is thus not expansionary as in BP.
Beaudry and Portier (2014) show that the two identification schemes give similar
results under the same information content, i.e. same variable setting. Most importantly,
they point out that when consumption is replaced with stock prices in the four-variable
1See Basu et al. (2006), and Gal´ı (1999), among others, for details on the estimation approach and
results using total factor productivity in the first, and labor productivity in the latter.
2Throughout the paper we use two names interchangeably to define the same identification scheme,
i.e. medium-run and maximum forecast error variance (max FEV).
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model of BS, the results resemble very much those of BP.
Sims (2016), henceforth Sims, and Kurmann and Sims (2017), henceforth KS, find
that the results also depend strongly on the TFP vintage series used. Furthermore, they
introduce another identification scheme similar to BS where they omit the zero impact
restriction and allow the identified shock to have an immediate eﬀect on TFP. Their shock
leads to an impact decrease in hours worked and, hence does not generate a boom in the
economy. The response of hours worked to a news shock is currently the most debated
point in the news literature. Almost the same identification scheme was used in Francis
et al. (2014) to identify a technology shock instead of a news shock. While KS maximize
the contribution at a finite horizon, Francis et al. (2014) maximize the contribution to
the cumulated sum over that horizon. The authors argue that their identification scheme
is similar to the long-run restrictions applied in Gal´ı (1999) with the advantage of being
applicable to data in levels. The max FEV method does not require precise assumptions
about the number of common stochastic trends among the variables of interest in the
model. The impact eﬀect of the technology shock of Francis et al. (2014) and Gal´ı (1999)
on hours worked is negative. Hence, the negative response of hours worked found by KS
is not surprising. It indicates that their identification scheme might not identify a news
shock but rather a standard technology shock.
Most of the existing evidence on news shocks has been obtained using small-scale
VAR or vector error correction (VECM) models. Forni et al. (2013) argue that this
may be problematic, because when structural shocks have delayed eﬀects on macroe-
conomic variables, VAR models used to estimate the eﬀects of shocks may be aﬀected
by non-fundamentalness. Non-fundamentalness means that the variables used by the
econometrician do not contain enough information to recover the structural shocks and
the related impulse response functions. To circumvent the problem they estimate a
FAVAR model which is designed to process large datasets and generally does not suf-
fer from non-fundamentalness. In the case of news shocks, the FAVAR model suﬀers
from another problem. As it requires stationarity of the dataset, it misses possible
cointegrating relationships which determine the news shock. In stationary VARs and
VECMs, the non-fundamentalness test of Forni and Gambetti (2014) tests whether the
identified shock is indeed structural. The results of Gambetti (2014-2015) applying the
non-fundamentalness test indicate that forward-looking variables, such as consumer con-
fidence, are an important source of information to identify structural news shocks. Sims
(2012) reaches a similar conclusion and finds that news shocks can be identified once suf-
ficient information is included in the model. Furthermore, even if non-fundamentalness
prevails it may not be always a very severe problem as the non-fundamental representation
could actually be very close to its fundamental presentation. Beaudry et al. (2016) derive
a diagnostic that measures the potential severity of the non-fundamentalness problem.
Considering the wide diversity in terms of variable settings, productivity series used
and identification schemes applied in this literature, our contribution is given by an
overview of all the mentioned factors and a discussion of their role in generating the
conflicting evidence.3 We further propose several key ingredients for the model to de-
liver robust results, and show that a technology diﬀusion news shock leads indeed to an
economic boom.
We estimate linear VAR models in levels with four lags for over 100 diﬀerent variable
settings, henceforth settings. In all these settings we keep the sample fixed to the pe-
3Similar but less extensive analyses of the literature were performed in Beaudry et al. (2011), Beaudry
and Portier (2014), and Ramey (2016).
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riod between 1955:Q1 and 2014:Q4, and include the same TFP series4. As a first step,
we analyze the cross-correlations of structural shocks, impulse response functions, and
variance decompositions to investigate which settings seem to deliver reliable results. A
reliable setting is necessary to compare diﬀerences in identification schemes. The analysis
is conducted on short- and medium-run identification schemes identifying two structural
shocks, an unanticipated productivity shock and a news shock. The analysis of settings
is purely ad-hoc and is not based on a formal test. This means that we assume that
models containing a large set of variables deliver more robust results. One reason is
that larger models are less prone to non-fundamentalness problems. Another reason is
that macroeconomic relationships which determine the medium-run eﬀects of structural
shocks are only modeled correctly if the necessary information is contained in the model.
Furthermore, we assume that if the addition of a variable changes results strongly, then
the variable is essential. Even though the analysis is not based on a test, we believe that
our analysis shows diﬀerences between settings that are noteworthy. It becomes apparent
that, once certain variables are added to the model, the informational content changes
dramatically, and this clearly aﬀects results. There is a large pool of settings that deliver
similar results, and whose structural shocks are highly cross-correlated. We will call these
settings robust or reliable throughout the paper.
Given a robust setting, we further consider various short- and medium-run identifi-
cation schemes of news shocks that have been prominent in the literature. Short-run
identification schemes need a variable containing a lot of information about future pro-
ductivity and technology, such as stock prices or a measure of consumer confidence by
construction. The shock is uncorrelated with contemporaneous productivity but still
moves TFP in the long-run. The only two shocks aﬀecting the informative variable on
impact are the unanticipated productivity and the news shock. Medium-run identifica-
tion schemes maximize the share of the forecast error variance (FEV) of TFP over or
at a certain future horizon. The identification method does not rely on an informative
variable. But to overcome an information deficiency problem it may still be a valuable
addition. Furthermore, we verify robustness of results for diﬀerent sample lengths and
TFP vintage series.
Our results indicate that no matter which variables are added to TFP, the identified
unanticipated productivity shocks are always highly cross-correlated. Nevertheless, the
addition of a mixture of macroeconomic variables is necessary to obtain robust impulse
responses and contributions. For the short-run identification of a news shock the ob-
servation is very similar. To identify the shock, TFP and the informative variable are
needed, but the impulse responses are not robustly specified without more information.
The shock depends entirely on the information content of the informative variable. The
shocks identified through diﬀerent expectation driven informative variables are only little
cross-correlated. If the news shock is identified with a medium-run identification scheme,
more information is necessary to identify a robust shock. The addition of strongly for-
ward looking variables such as the index of consumer sentiment and stock prices deliver
more robust results. If a large set of macroeconomic variables is included, stock prices
do not seem to contain a lot of additional information. In the absence of these variables,
as many macroeconomic variables as possible need to be added. A combination of two
real macro variables such as output, consumption, and investment is essential to obtain
reliable impulse responses. Inflation and interest rates capture the nominal side and have
4We use the TFP16 vintage series which is described in the Data Section of the paper. Additionally,
various TFP vintage series are compared.
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forward looking properties. The addition of the index of consumer sentiment aﬀects the
identified shock and makes it more robust as long as either nominal or real variables are
included.
Once a robust set of variables is employed, diﬀerent identification schemes of the
news shock can be analyzed. Qualitatively, the results of short-run and medium-run
identification schemes are very similar. We show that the positive responses to a news
shock can be found for any identification scheme and sample. But if a medium-run
identification scheme is employed, the response of hours worked clearly depends on the
maximization horizon. The results stabilize if the maximization horizon becomes large
and deliver a boom reaction akin to BP even for the identification schemes of BS or KS.
We confirm the result of Gal´ı (1999), Basu et al. (2006), and Fe`ve and Guay (2009) and
find a negative impact reaction of hours worked to an unanticipated productivity shock.
Based on our extensive analysis we conclude that there exists a large set of variable
settings that identify robust shocks and that deliver fairly robust impulse response func-
tions and variance decomposition. The robust settings do not depend on the shock. This
means that the same variable settings deliver robust impulse responses for the unantic-
ipated productivity shock and the news shock. We find that the results clearly depend
on the sample as well as the TFP series employed. While older TFP series vintages are
more highly correlated with the Solow residual than newer ones, a part of the diﬀerence
in results comes from the sample considered in these analyses.
The rest of the paper is organized as follows. In the next section we describe the
model employed. In Section 1.3, we explain the diﬀerent identification schemes. Section
1.4 then gives an overview of the data while Section 1.5 contains an extensive analysis of
news shocks and unanticipated productivity shocks. In Section 1.6 we conclude.
1.2 Methodology
We estimate a linear vector autoregressive model in levels. The model is given by:
Yt =c+
p∑
i=1
ΦiYt−i + ϵt (1.1)
where Yt is a vector of k endogenous variables which we aim to model as the sum of an
intercept c, p lags of the same endogenous variables and ϵt ∼ WN(0,Σ), which is a vector
of reduced-form residuals with mean zero and constant variance-covariance matrix, Σ. Φi
are the matrices containing the VAR coeﬃcients. Model (1.1) is a reduced form because
all right-hand side variables are lagged and hence predetermined.
Most variables in Yt are integrated. A cointegrating relationship is defined as a station-
ary linear combination of integrated variables. We assume that there exist cointegrating
relationships between the variables which allow us to estimate a stable vector error cor-
rection model. As we analyze many diﬀerent variable settings, the number and nature
of the cointegrating relationships would vary from setting to setting. Since the num-
ber of cointegrating relationships is not always clearly indicated by economic theory or
econometric tests, variability between settings may rather stem from errors in the model
specification than the variable setting itself. Therefore, we find it more appropriate to
work with a model in levels and do not specify the cointegrating relationships. As de-
scribed in Kilian and Lu¨tkepohl (2017), in VAR models with a lag order larger than one
and including a constant, the least squares estimator of the parameters remains consis-
tent even if the cointegration restrictions are not imposed in estimation and marginal
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asymptotic distributions remain asymptotically normal even in the possible presence of a
unit root or a near unit root. The reason is that the cointegration parameters and, hence,
the cointegrating relationships are estimated superconsistently. However, in the presence
of integrated variables, the covariance matrix of the asymptotic distribution is singular
because some components of the estimator converge with rate T rather than
√
T . As
a result, standard tests of hypotheses involving several VAR parameters jointly may be
invalid asymptotically. Hence, Kilian and Lu¨tkepohl (2017) advise to be cautious when
conducting inference.5 In the case of no cointegrating relationships, the asymptotic dis-
tribution of the estimator is well-defined, but no longer Gaussian, and standard methods
of inference do not apply. As it has been shown by Sims et al. (1990), an estimation in
levels delivers reliable results if the model is cointegrated. Moreover, in several papers
(e.g. Barsky and Sims (2011), Beaudry and Portier (2014)) it is shown that VAR and
VEC models deliver similar results regarding news shocks.
It is assumed that the reduced-form residuals can be written as a linear combination
of the structural shocks ϵt = Aut, assuming that A is nonsingular. Structural shocks are
white noise distributed ut ∼ WN(0, Ik) and the covariance matrix is normalized to the
identity matrix. The structural shocks are completely determined by A. As there is no
unambiguous relation between the reduced and structural form, it is impossible to infer
the structural form from the observations alone. To identify the structural shocks from
the reduced-form innovations, k(k − 1)/2 additional restrictions on A are needed.6 In
the following section we describe the identification schemes used in the empirical news
literature.
1.3 Identification Schemes
In the news literature many diﬀerent identification schemes have been employed to iden-
tify a news shock. The range goes from zero impact restrictions over zero long-run
restrictions to maximizing the share of the forecast error variance decomposition given
various criteria.
We explain the diﬀerences and similarities in the most prominent identification schemes
used in the literature. We look at theoretical properties as well as the implications for
empirical results.
1.3.1 BP’s Short-Run Zero Restrictions
Beaudry and Portier (2006) apply two diﬀerent identification schemes. One is based on
short-run restrictions, while the other is supposed to identify the same two shocks with
long-run restrictions. Their basic model is a two-variable system containing total factor
productivity and stock prices. As a measure of total factor productivity they construct
the Solow residual either unadjusted or adjusted for capital utilization. Their goal is
to identify two diﬀerent productivity shocks, an unanticipated productivity shock and a
news shock. The unanticipated productivity shock can be thought of as an unexpected
5Kilian and Lu¨tkepohl (2017) argue that if Yt consists of I(0) and I(1) variables only, it suﬃces to add
an extra lag to the VAR process fitted to the data to obtain a nonsingular covariance matrix associated
with the first p lags.
6A thorough treatment of the identification problem in linear vector autoregressive models can be
found in Neusser (2016).
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improvement in productivity such as sudden changes in regulations or management prac-
tices that promote more production. The shock is identified as the only shock having
an impact eﬀect on TFP. BP argue that today’s stock prices reveal important techno-
logical innovations which will materialize in the future. The news shock is, then, the
only other shock having an impact eﬀect on stock prices. We will call this identification
scheme SRI2. In a two-variable model the news shock is just the remaining shock. The
structural shocks are written as a linear combination of reduced form shocks (ϵkt) in a
bi-variate system.(
Unanticipated Productivity Shockt
News Shockt
)
= A−1ϵt =
( ∗ 0
∗ ∗
)(
ϵ1t
ϵ2t
)
(1.2)
Additional settings include consumption as a third variable and either hours worked,
output or investment as a fourth variable. BP find that the unanticipated productivity
shock has an immediate eﬀect on all variables and that its eﬀect on stock prices vanishes
over time. On the other hand, the news shock has an immediate eﬀect only on stock
prices and real quantities, while TFP responds with a lag. Furthermore, the eﬀect on
real quantities and TFP is permanent. Thus, the news shock seems to introduce business
cycle movements.
In several papers, such as Barsky and Sims (2012), and Ramey (2016), it is argued that
stock prices may not be the best variable to be used in this model because they are very
volatile and prone to react to many other forces. Confidence measures of consumers and
producers about the economic outlook are considered to contain more stable information
about future productivity growth. We call SRI1 the identification scheme of BP where
stock prices are replaced by a confidence measure.
The two structural shocks are identified by imposing short-run restrictions. The
variance-covariance matrix Σ of the reduced-form shocks is decomposed into into the
product of a lower triangular matrix A with its transpose A′ (Σ = AA′). This decompo-
sition is known as the Cholesky-decomposition of a symmetric positive-definite matrix.
Thereby, the innovations are orthogonalized and the first two shocks are identified as
unanticipated productivity shock and news shock. The rest of the shocks cannot be
economically interpreted without additional assumptions.
1.3.2 BP’s Long-Run Zero Restrictions
The second identification scheme of BP assumes that the news shock is the only shock
having a long-run eﬀect on TFP and they show that this shock is highly correlated with
the shock identified with short-run restrictions. On the one hand, these results suggest
that the short-run news shock contains information about future TFP growth, which is
instantaneously and positively reflected in stock prices. On the other hand, permanent
changes in TFP are reflected in stock prices before they actually increase productive
capacity. The similarity between the eﬀects of these two shocks derives from the quasi-
identity of the two shocks. Nevertheless, we are not applying the long-run identification
scheme of BP as it has been shown by Kurmann and Mertens (2014) that the news shock
is not identified for more than two variables. The authors argue that this identification
problem is caused by the interplay between the cointegration assumption and the long-run
restrictions. Kurmann and Mertens (2014) plead instead for a medium-run identification
scheme in the style of BS.
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1.3.3 BS’ Short-Run Zero Restrictions and Max FEV
Barsky and Sims (2011) estimate a four- and a seven-variable VAR and apply a medium-
run identification scheme to identify the news shock. We name this identification scheme
based on the abbreviation for their paper, i.e. MRI-BS. The initial TFP vintage series
from Basu et al. (2006) is used as TFP measure. They identify an unanticipated produc-
tivity shock by imposing the same restrictions as in BP, namely they define it as the only
shock that aﬀects TFP on impact. The news shock is then determined by a combination
of the remaining shocks that maximizes the sum of the shares of the FEV of TFP over
the first ten years (i.e. up to a horizon of 40 quarters). The method is based on the
assumption that TFP is only aﬀected by news and unanticipated productivity shocks.
They contradict the business cycle view of BP as they find a negative impact reaction of
output, hours worked and inflation to the news shock.
The identification scheme imposes medium-run restrictions in the sense of Uhlig
(2004).7 Innovations are orthogonalized by applying the Cholesky decomposition to the
covariance matrix of the residuals. The entire space of permissible impact matrices can
be written as A˜D, where D is a m×m orthonormal matrix (DD′ = I).
The h step ahead forecast error is defined as the diﬀerence between the realization of
Yt+h and the minimum mean squared error predictor for horizon h:
Yt+h − Pt−1Yt+h =
h∑
τ=0
Bτ A˜Dut+h−τ (1.3)
The share of the forecast error variance of variable j attributable to structural shock
i at horizon h is then:
Ξj,i(h) =
e′j
(∑h
τ=0Bτ A˜Deie
′
iD˜
′A′B′τ
)
ej
e′j
(∑h
τ=0BτΣB′τ
)
ej
=
∑h
τ=0Bj,τ A˜γiγ
′
iA˜
′B′j,τ∑h
τ=0Bj,τΣB′j,τ
(1.4)
where ei denote selection vectors with the ith place equal to 1 and zeros elsewhere. The
selection vectors inside the parentheses in the numerator pick out the ith column of D,
which will be denoted by γi. A˜γi is a k×1 vector and has the interpretation as an impulse
vector. The selection vectors outside the parentheses in both numerator and denominator
pick out the jth row of the matrix of moving average coeﬃcients, which is denoted by
Bj,τ .
Under the assumption that TFP is on the first position in the system of variables, and
let the unanticipated productivity shock be indexed by 1 and the news shock by 2, then
identifying the news shock implies choosing the impact matrix to maximize contributions
to Ξ1,2(h) over h. This is equivalent to solving the following optimization problem:
γ∗2 =argmax
H∑
h=0
Ξ1,2(h)
s.t.
A˜(1, i) = 0,∀i > 1
γ2(1) = 0
γ′2γ2 = 1
7We thank Luca Benati for sharing with us his codes for performing a medium-run identification in
a linear framework.
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The first two constraints impose that the news shock has no contemporaneous eﬀect
on TFP, while the third ensures that γ2 is a column vector belonging to an orthonormal
matrix.
1.3.4 BNW’ Short-Run Zero Restrictions and Max FEV
Beaudry et al. (2011), henceforth BNW, use a very similar identification scheme as BS.
But instead of maximizing the sum of the shares of the forecast error variance over a
certain horizon, they maximize it simply at that horizon. By taking this approach, they
omit information that is only valuable in the short-run and focus more on the medium-
run and long-run eﬀects of the news shock. By increasing the horizon to infinity, the
identification scheme approaches a long-run zero restriction framework, but the problem
occurring with long-run zero restrictions and partial identification is avoided. This is our
benchmark scheme, hence we name it simply MRI.
1.3.5 KS’ Max FEV
Kurmann and Sims (2017) claim to have found a more robust identification scheme than
BS that supposedly delivers robust results for any TFP vintage series. They only identify
one shock which is no longer orthogonal to an unanticipated productivity shock. Their
news shock is identified as the shock that maximizes the share of the forecast error
variance in 20 years (horizon = 80 quarters). But they do not apply any zero restriction,
thus the news shock can aﬀect TFP on impact. We name this scheme MRI-KS. The
authors confirm the results of BS and find a negative impact reaction of hours worked
to the news shock. The main reason is that by omitting the zero impact restriction,
the identified news shock becomes a mixture of an unanticipated productivity shock and
a traditional news shock. Also the impulse responses appear to be a mixture of the
reactions to an unanticipated technology and a news shock, which results in the negative
impact reaction of hours worked.
1.4 Data
We work with quarterly data for the U.S. economy from 1955Q1 to 2014Q4.
We use the series of Total Factor Productivity adjusted for variations in factor uti-
lization constructed with the method of Fernald (2014) based on Basu et al. (2013) and
Basu et al. (2006). They construct TFP controlling for non-technological eﬀects in ag-
gregate total factor productivity including varying utilization of capital and labor and
aggregation eﬀects. They identify aggregate technology by estimating a Hall-style regres-
sion equation with a proxy for utilization in each disaggregated industry inspired by Hall
(1990). Aggregate technology change is then defined as an appropriately weighted sum of
the residuals. The series of TFP adjusted for utilization for the nonfarm business sector,
annualized, and as percent change, is available on the homepage of the Federal Reverse
Bank of San Francisco.8 We use the vintage series until October 2016 and downloaded
in December 2016 (TFP16). To obtain the log-level of TFP, the cumulated sum of the
original series, which is in log-diﬀerences, is constructed.
8http://www.frbsf.org/economic-research/total-factor-productivity-tfp/
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We use the S&P 500 stock market index as a measure of stock prices.9 We obtain
data for output, consumption, investment, and the nominal interest rate from the Bu-
reau of Economic Analysis. For output we use the real gross value added for the nonfarm
business sector. As a measure of consumption we use the sum of personal consumption
expenditures for nondurable goods and personal consumption expenditures for services.
Investment is measured as the sum of personal consumption expenditures on durable
goods and gross private domestic investment. We obtain data on hours worked, popula-
tion, and price level from the Bureau of Labor Statistics. As a measure of hours worked,
we use the hours of all persons in the nonfarm business sector. Output, consumption, and
stock prices are in logs and scaled by population (all persons with ages between 15 and 64)
and the price level for which we use the implicit price deflator for the nonfarm business
sector. Hours worked are in logs and scaled by population only. The price deflator (PD)
is also used to compute the annualized inflation rate IR = 4∗(log(PDt) − log(PDt−1)).
As a measure of the nominal interest rate we use the Eﬀective Federal Funds Rate.
We use data from the surveys of consumers conducted by the University of Michigan
for the measure of consumer confidence. For the whole sample only the index of consumer
expectations for six months is available.10 We use the index in logs.
1.4.1 Total Factor Productivity
BP use the Solow residual as a measure of total factor productivity. A second measure
they employ is the Solow residual corrected for capital utilization. As they indicate in the
paper, the Solow residual has several caveats when used as a proxy for technology. The
main point is that even though they try to capture capital utilization, they still miss the
eﬀort with which labor is employed. Thus, there is room for improvement in measuring
TFP.
Basu et al. (2006) propose a model to correct the Solow residual for varying utilization
of capital and labor, nonconstant returns, imperfect competition, and aggregation eﬀects.
Their fundamental identification comes from estimating sectoral production functions.
They find that an increase in technology reduces factor inputs on impact. They identify
aggregate technology by estimating a Hall-style regression equation with a proxy for
utilization in each disaggregated industry. Aggregate technology change is then defined
as an appropriately weighted sum of the resulting residuals. The literature considers
this series more useful and a more accurate measure of TFP than the Solow residual.
Therefore, the main body of the technological diﬀusion news literature has been working
with the series of Basu et al. (2006) or later vintages of it. In follow-up papers, Basu et al.
(2013) and Fernald (2014) improve the estimation model and method. As Sims (2016)
shows, these changes lead to a quite diﬀerent series which has a low correlation with the
initial series and the series diﬀer in their unconditional correlations with other variables.
Moreover, Sims (2016) finds that the results of BS are not robust to the change of series.
9http://data.okfn.org/data/core/s-and-p-500$\sharp$data
10Consumer confidence reflects the current level of business activity and the level of activity that can
be anticipated for the months ahead. Each month’s report indicates consumers assessment of the present
employment situation, and future job expectations. Confidence is reported for the nation’s nine major
regions, long before any geographical economic statistics become available. Confidence is also shown by
age of household head and by income bracket. The public’s expectations of inflation, interest rates, and
stock market prices are also covered each month. The survey includes consumers buying intentions for
cars, homes, and specific major appliances.
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TFP Vintages
In Table 1.1 we present the cross-correlation coeﬃcients of various TFP vintages and
the Solow residuals. For convenience we refer to cross-correlation simply as correla-
tion. The series are taken either from the homepage of Eric Sims11 or were down-
loaded at diﬀerent points in time from the homepage of the Federal Reserve of San
Francisco.12 The Solow residual is constructed from the dataset in Appendix 1.A. The
TFP series are stored as the original series in log-diﬀerences and are indicated by the
year in which they stop. The approach is similar to the one of KS. All series have
been corrected for autocorrelation by regressing them on four lags of their own to avoid
spurious correlation. For this comparison, the lengths of the series are all adjusted
to match TFP07 and the sample we use for the model estimations (1955Q1-2007Q3).
Table 1.1: Cross-Correlations of TFP Vintages in Log-Diﬀerences
Solow TFP07 TFP11 TFP13 TFP14:1 TFP14:2 TFP15 TFP16
Solow 1 0.75 0.69 0.59 0.38 0.40 0.34 0.33
TFP07 1 0.95 0.83 0.54 0.58 0.56 0.56
TFP11 1 0.90 0.53 0.57 0.57 0.57
TFP13 1 0.60 0.63 0.63 0.62
TFP14:1 1 0.95 0.91 0.91
TFP14:2 1 0.96 0.96
TFP15 1 0.997
TFP16 1
As it can be seen in Table 1.1, there were two major changes in the composition
of the TFP series. TFP07, TFP11 and TFP13 are highly correlated (> 0.83), while the
correlation diminishes over time. The correlation coeﬃcients with the rest of the vintages
are all around 0.6. The major changes were made in 2014. The first vintage of 2014,
entitled TFP14:1, is highly correlated with the more recent vintages with correlation
coeﬃcients of over 0.91. But there is an eminent second change in composition visible
between the composition of TFP vintage 2014:1 and 2014:2. The three last vintages are all
highly correlated with correlation coeﬃcients of over 0.96, while the correlation between
the two most recent vintages is almost one.13 Curiously, the Solow residual is not highly
correlated with any of the series. But while its correlation coeﬃcient is 0.75 with TFP07
and 0.59 with TFP13, the correlation dropps to 0.33 with the most recent vintages. This
implies that the changes made in the methodology are taking the TFP series farther
apart from the Solow residual. The first change that was made in Basu et al. (2013) is
the switch to using updated utilization estimates and the assumption of constant returns
to scale. The second change applied in Fernald (2014) involves new industry-level data
to compute the aggregate utilization series. It seems that the changes in estimation and
composition are major and possibly quite important for further empirical work performed
with a TFP vintage series. It is reassuring that the procedure seems to be very coherent
and becoming more and more stable from 2014Q2 on. The correlation between the two
most recent vintages is extremely high which we interpret as a sign that the estimation
11https://www3.nd.edu/˜esims1/tfp_vintage.html
12http://www.frbsf.org/economic-research/total-factor-productivity-tfp/
13For a more detailed analysis consider Sims (2016). The results are very close to Sims (2016) even
though he works with a diﬀerent sample (1947Q3:2007Q3).
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procedure becomes more constant.14
Since Fernald (2014) argues that the newest estimation method is the most appro-
priate, it seems advisable to work with most recent vintages. Henceforth, we mainly
work with TFP16 adjusted to a shorter sample size to avoid the problem of later data
adjustments. Nevertheless, we compare some results to older vintage series.
1.5 Discussion
1.5.1 Discussion of Variable Settings
Before we compare the responses to shocks identified with diﬀerent identification schemes,
we first determine which variables are essential to identify a robust news shock and an
unanticipated productivity shock. The information content of the model is in general very
important to identify structural shocks in VAR models, but it is even more important in
this particular case since the variables included in the model have to capture the news
that agents receive.
Many diﬀerent combinations of variables have been used in the literature without fur-
ther analysis about the actual information content. We conduct an extensive analysis of
impulse responses, forecast error variance decompositions for two short-run (SRI1, SRI2)
and a medium-run identification scheme (MRI). We identify two structural shocks, the
first is an unanticipated productivity shock that is identified as the only shock aﬀecting
TFP on impact. The second shock is a technological diﬀusion news shock, henceforth
news shock, identified according to the three mentioned identification schemes. We as-
sume that similar results obtained from many diﬀerent variable settings indicate robust-
ness and that the information content is extensive enough to identify true and reliable
shocks. Results stabilize as more information is included. Furthermore, the conclusion
about qualified models and the variables’ important information do neither depend on
the identified shock nor on the identification scheme.
We estimate a VAR in levels with four lags. We use data for the sample period 1955Q1-
2014Q4. In all models we include the same TFP vintage series, namely TFP16. This is
the first variable in every model setting. We have looked at over 100 diﬀerent variable
combinations, but we only present very specific variable combinations and examples in
order to demonstrate clear evidence and to focus on the most important points. The
settings in the following tables and graphs are named by their variable content.15 TFP,
the first variable in the models is omitted due to lack of space. For brevity, we will also
use confidence as a name for the index of consumer sentiment.
We find that a certain minimum amount of information needs to be included in order
to identify robust shocks and to obtain reasonable impulse responses. The most impor-
tant variables are TFP, output and consumption. A strong forward looking variable,
such as a measure of consumer confidence or stock prices, contains valuable information.
Additional variables such as hours worked, inflation or interest rates are necessary to
correctly identify the news shock but only change the results slightly. Interestingly, mea-
sures of stock prices lose their worth if a lot of macroeconomic information is included in
the model.
14A detailed analysis of the TFP vintage series is given in Sims (2016) and Kurmann and Sims (2017).
15Y: output, C: consumption, H: hours worked, I: investment, Infl: inflation rate, i: interest rate, cc:
index of consumer sentiment, SP: stock prices.
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We look at four variable settings to which we add a combination of SP and cc. The
variable combinations are: YCH, YCHInfli, IHInfli and Infli. Thus, the models either only
contain real macro variables, or only nominal variables, or a combination of them. First,
we look at cross-correlations between various shocks. Autocorrelation can be clearly
rejected for all identified shocks by an F-test of regressing the shocks on two of their
own lags.16 Therefore, we do not correct for autocorrelation and work with the direct
cross-correlations between the shocks.
Table 1.3, Appendix 1.C, displays the cross-correlations, henceforth correlations, be-
tween unanticipated productivity shocks of diﬀerent variable settings. The identification
method is always the same. The unanticipated productivity shock is assumed to be the
only shock aﬀecting TFP on impact. All correlation coeﬃcients are above 0.9. This
indicates that the main ingredient to identify an unanticipated productivity shock is
TFP itself. Given the variable settings, the inclusion of stock prices or confidence does
not alter the result. The highest correlation between diﬀerent settings can be found for
YCH(SP,cc) and YCHInfli(SP,cc), which is 0.98.
In Tables 1.4 and 1.5, Appendix 1.C, we report the correlations between news shocks
of diﬀerent variable settings and identification schemes MRI, SRI1 and SRI2. A general
observation for MRI is that the news shock for a certain variable combination is strongly
influenced by the addition of confidence. For example the correlation between YCH and
SPYCH is 0.82 and between ccYCH and ccYCHSP is even 0.97. On the other hand,
between ccYCHSP and SPYCH the correlation is only 0.54. If confidence is included,
the news shocks of the diﬀerent variable settings are all highly correlated (> 0.8) except
for ccYCH(SP), whose shock is highly correlated only to the one of ccYCHInfli(SP). The
strongest correlations are found between ccIHinfli(SP) and ccInfli(SP), which indicates
that hours worked and investment do not change the identified news shock. On the other
hand, if we only consider settings without cc, we find the highest correlation between
YCHInfli(SP) and IHInfl(SP) of over 0.8. The reason seems to be that both models
contain a reasonable amount of real and nominal information. The addition of stock
prices does not change the result. But the correlation between YCH and Infli is almost
zero. By adding stock prices to Infli, the correlation increases from basically zero to
0.27. If stock prices are added to both settings the correlation of the news shocks is
about 0.55. Stock prices surely add valuable real information to small models. Given
all other variable settings we have looked at, we can conclude that for the identification
of a robust news shock especially the inflation rate, interest rates and confidence are
important ingredients.
The short-run identification schemes identify the news shock either based on stock
prices or based on confidence. The news shocks based on the same informative variable are
all highly correlated with correlation coeﬃcients of over 0.94. The strongest correlations
can be found between models containing the inflation rate and interest rates. On the
other hand, shocks identified with SP and shocks identified with cc only have a correlation
coeﬃcient of approximately 0.4. It does not play a role whether the other informative
variable is also included in the model. Hence, the main information to identify a robust
shock with a short-run identification scheme are TFP and the informative variable (SP
or cc). But the two shocks are quite diﬀerent.
Surprisingly, the news shock identified with SRI1 is highly correlated with the MRI
news shock of the settings ccYCH(SP) and ccYCHInfli(SP), with correlation coeﬃcients
of over 0.8. The correlation with the other settings is only about 0.6. The stronger
16Consider Neusser (2016) for the analysis of time series.
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correlation between SRI2 and a MRI news shock can be found for SPYCH and it is around
0.66. If neither SP nor cc are included in the model setting of MRI, the correlation to SRI
news shocks is low. We conclude that, once confidence is included in the model, it does
not matter immensely whether the news shock is identified with MRI or SRI1. Overall,
it seems that confidence contains a lot of information about future TFP which cannot be
found in any other variable considered.
In the following graphs we show impulse response functions and variance decomposi-
tions for all variable settings. Models including the same variables with and without cc
or SP are displayed in shades of the same basis color. The settings (cc)YCH(SP) which
are only including real variables are shown in shades of blue whereas the settings only
containing nominal variables (cc)Infli(SP) are shown in red. The green lines correspond
to the variable settings (cc)IHInfli(SP) containing a mixture of nominal and real vari-
ables. In black shades we show our baseline settings (cc)YCHInfli(SP) that is delivering
the most robust results. The groupings will be called ’real’, ’nominal’, ’mixture’ and
’baseline’. The dotted lines correspond to the 68%, 90% and 95% confidence intervals
from 1000 bias-corrected bootstrap replications of the reduced form VAR of the base-
line model, ccYCHInfliSP. The left graph shows impulse responses while the right graph
shows the corresponding forecast error variances explained by the specific shock.
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Figure 1.1: The left graph shows impulse response functions of TFP to an unanticipated productivity
shock in diﬀerent variable settings. The vertical axis refers to percentage deviations. The graph on the
right shows the share of the forecast error variance of TFP determined by an unanticipated productivity
shock in diﬀerent variable settings. The vertical axis refers to percentage points. The horizontal axes
indicate the forecast horizons. The dotted lines correspond to the 68%, 90% and 95% confidence in-
tervals from 1000 bias-corrected bootstrap replications of the reduced form VAR of the baseline model,
ccYCHInfliSP.
Figure 1.1 displays the impulse responses and forecast error variances of TFP ex-
plained by an unanticipated productivity shock. While all models seem to identify a very
similar shock, the eﬀects and contributions of the shocks are quite diﬀerent overall. The
results of settings ’real’ are very similar to ’baseline’, which additionally include inflation
and the nominal interest rate. The only exception is the plain model YCH, excluding
confidence and stock prices. The confidence bands of the baseline setting indicate sig-
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nificant diﬀerences in eﬀects and contributions in the medium- and long-run.Given the
extensive analysis of models, we conclude that the true impulse response of TFP to
an unanticipated productivity shock is in line with ’baseline’ and most of ’real’. The
cross-correlation analysis of shocks shows that the unanticipated productivity shocks of
’mixture’ and even some of ’nominal’ are highly correlated with the shock of ’baseline’,
but the impulse responses follow a qualitatively diﬀerent path and estimate a more than
0.2 percentage points higher long-run eﬀect. Looking at the contribution of the unan-
ticipated productivity shock to TFP, all four ’nominal’ settings estimate a much higher
contribution, especially in the long-run. Thus, even though mainly TFP itself is neces-
sary to identify an unanticipated productivity shock, to estimate the correct eﬀect and
contribution more information is needed. Specifically, real macroeconomic variables such
as output, consumption and hours worked are necessary to model macroeconomic rela-
tionships. This last point is not surprising, but is important to be noted since it has often
been ignored in the literature.
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Figure 1.2: The left graph shows impulse response functions of TFP to a news shock identified with SRI
in diﬀerent variable settings. The vertical axis refers to percentage deviations. The graph on the right
shows the share of the forecast error variance of TFP determined by a news shock identified with SRI in
diﬀerent variable settings.The vertical axis refers to percentage points. The horizontal axes indicate the
forecast horizons. The dotted lines correspond to the 68%, 90% and 95% confidence intervals from 1000
bias-corrected bootstrap replications of the reduced form VAR of the baseline model, ccYCHInfliSP.
Next, we look at the identification schemes SRI1 and SRI2. The news shock is iden-
tified as the second shock after an unanticipated productivity shock aﬀecting either con-
fidence or stock prices on impact. Figure 1.2 contains the impulse responses and forecast
error variances of TFP. Also, the impulse responses indicate that the two identification
schemes do not identify the same shock. Nevertheless, the impulse responses are qualita-
tively very similar. In the short-run the results only depend on the identification scheme
but not at all on the variable settings. Thus, the eﬀect of the shock is purely determined
by TFP and the informative variable. In the long-run SRI1 appears to deliver more stable
results.
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Figure 1.3: The left graph shows impulse response functions of TFP to a news shock identified with
MRI in diﬀerent variable settings. The vertical axis refers to percentage deviations.The graph on the right
shows the share of the forecast error variance of TFP determined by a news shock identified with MRI in
diﬀerent variable settings. The vertical axis refers to percentage points. The horizontal axes indicate the
forecast horizons. The dotted lines correspond to the 68%, 90% and 95% confidence intervals from 1000
bias-corrected bootstrap replications of the reduced form VAR of the baseline model, ccYCHInfliSP.
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Figure 1.4: The left graph shows impulse response functions of hours worked to an unanticipated
productivity shock in diﬀerent variable settings. The vertical axis refers to percentage deviations.The
graph on the right shows the share of the forecast error variance of hours worked determined by an
unanticipated productivity shock in diﬀerent variable settings. The vertical axis refers to percentage
points. The horizontal axes indicate the forecast horizons. The dotted lines correspond to the 68%, 90%
and 95% confidence intervals from 1000 bias-corrected bootstrap replications of the reduced form VAR
of the baseline model, ccYCHInfliSP.
As illustrated in Figure 1.3, the implications of the results for the news shock identified
with MRI are similar to those of the cross-correlation analysis. The ’real’ and especially
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the ’baseline’ settings seem more robust, while the ’mixture’ settings overestimate the
long-run eﬀect. For the ’nominal’ settings, it matters a lot whether consumer confidence
is added. Even though MRI news shocks of ’nominal’ including cc are highly correlated
with those of ’baseline’, there is a large diﬀerence in results. It seems that the ’nominal’
settings do not model macroeconomic relationships suﬃciently well, which is due to the
lack of real variables.
In Figure 1.4 we show the eﬀect and contribution of an unanticipated productivity
shock on hours worked. In contrast to TFP, the impulse responses are qualitatively
and quantitatively closer which is also indicated by the confidence bands of the baseline
setting. In the short-run all settings deliver very similar results that drift apart as time
evolves. The shares of the forecast error variance are also very close in the short-run
and disperse in the long-run. Since the results are coherent over all variable settings
and the response of the baseline setting is significant at the 95% significance level, it can
be concluded that the impact reaction of hours worked to an unanticipated productivity
shock is negative.
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Figure 1.5: The left graph shows impulse response functions of hours worked to a news shock identified
with SRI in diﬀerent variable settings. The vertical axis refers to percentage deviations.The graph on
the right shows the share of the forecast error variance of hours worked determined by a news shock
identified with SRI in diﬀerent variable settings.The vertical axis refers to percentage points. The
horizontal axes indicate the forecast horizons. The dotted lines correspond to the 68%, 90% and 95%
confidence intervals from 1000 bias-corrected bootstrap replications of the reduced form VAR of the
baseline model, ccYCHInfliSP.
In Figure 1.5 the news shock is either identified with SRI1 or SRI2, hence, the infor-
mative variable on position two is either confidence or stock prices. We further consider
settings where the other informative variable is also added to verify whether the addi-
tional information changes the results. The impulse responses indicate that the inclusion
of confidence leads to a higher long-run eﬀect and contribution for most settings. Even
though all shocks are highly correlated, merely the short-run results are close.
In Figure 1.6 we present the impulse responses of hours worked to a news shock iden-
tified with MRI and the corresponding shares of the forecast error variance. ’Baseline’
seems to be the most robust setting again. The impulse responses display qualitatively
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very similar results. The same is true for the contributions, but they spread over 30 per-
centage points in the long-run. While it matters less for TFP, the inclusion of confidence
seems to play a more important role in this case. The models including cc are more
highly correlated and also deliver more similar results.
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Figure 1.6: The left graph shows impulse response functions of hours worked to a news shock identified
with MRI in diﬀerent variable settings. The vertical axis refers to percentage deviations. The graph
on the right shows the share of the forecast error variance of hours worked determined by a news shock
identified with MRI in diﬀerent variable settings.The vertical axis refers to percentage points. The
horizontal axes indicate the forecast horizons. The dotted lines correspond to the 68%, 90% and 95%
confidence intervals from 1000 bias-corrected bootstrap replications of the reduced form VAR of the
baseline model, ccYCHInfliSP.
While it matters for other variable settings, the addition of confidence or stock prices
does not aﬀect the results of the ’baseline’ settings (TFP, Y, C, H, Infl, i,(cc),(SP))
strongly. The impulse responses of the ’baseline’ settings to an unanticipated produc-
tivity shock are displayed in Figure 1.7. In the short-run, the inclusion of stock prices
mainly aﬀects the inflation rate. In general it reduces the long-run eﬀect. There is more
variation in the results to a MRI news shock, which we show in 1.8. All variables display
a diﬀerent short-run reaction depending on the inclusion of confidence. Most prominent
is the impact response of inflation, which is doubled. For output, consumption, hours
worked and the interest rate, it also matters whether stock prices are added. The addition
of stock prices increases the eﬀects. We conclude that the variable setting is quite robust
to the addition of stock prices or confidence. And even though the correlation between
the news shock of TFPYCHInfli and TFPccYCHInfliSP is only 0.54, results are very
close. All impulse responses and contributions clearly lie within the confidence bands
of ccYCHInfliSP. While consumer confidence seems to include important information on
TFP and determines to a great extent the identified shock, the combination of real and
nominal variables as in the ’baseline’ settings is key to obtain robust impulse responses.
TFP, inflation, interest rates and confidence are the main ingredients needed to identify
robust unanticipated productivity and news shocks. But to obtain robust results for the
long-run eﬀect and the contribution to each variable, more or diﬀerent information is
needed. A robust model contains a combination of real macroeconomic variables (i.e. Y,
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C, I). The most encompassing combination is output and consumption. The further ad-
dition of investment does not influence results much. Hours worked is another important
addition including information on the labor market, which aﬀects mainly the magnitudes
of results.
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Figure 1.7: The graph shows impulse response functions of all variables to an unanticipated productiv-
ity shock in diﬀerent variable settings. The vertical axis refers to percentage deviations. The horizontal
axes indicate the forecast horizons. The dotted lines correspond to the 68%, 90% and 95% confidence
intervals from 1000 bias-corrected bootstrap replications of the reduced form VAR of the baseline model,
ccYCHInfliSP.
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Figure 1.8: The graph shows impulse response functions of all variables to a news shock identified
with MRI in diﬀerent variable settings. The vertical axis refers to percentage deviations. The horizontal
axes indicate the forecast horizons. The dotted lines correspond to the 68%, 90% and 95% confidence
intervals from 1000 bias-corrected bootstrap replications of the reduced form VAR of the baseline model,
ccYCHInfliSP.
24 CHAPTER 1. UNRAVELING NEWS
Variable Settings Used in the Literature
In what follows we perform the same analysis but with variable settings that have been
used in the related empirical news literature. A discussion of the applied identification
schemes in the respective papers is given in Section 1.3. For a description of the various
model settings consider Appendix 1.B.17 We will abstract from the short-run identification
as it does not deliver any further insights.
In Table 1.6, Appendix 1.D, we present the correlations between unanticipated pro-
ductivity shocks of the variable settings. The results clearly indicate that the information
content of the model is not very important to identify this shock. Between all settings
the correlation is above 0.9. This confirms our previous result that to identify an unan-
ticipated productivity shock mainly a measure of technology is needed.
The correlations between news shocks identified with MRI are displayed in Table 1.7,
Appendix 1.D. Again we find that models with SP are strongly correlated with each other
and the same for cc. As the setting 9 contains both measures, the high correlation with
7BS of over 0.8 and the lower correlation of 0.63 with 8KS suggests that cc plays an
important role and aﬀects the news shock. The news shocks of 7BNW and 8KS have
a high correlation coeﬃcient of 0.93 indicating that investment does not add a lot of
necessary information. The news shocks from the smaller models 2BP, 4BP2, 4BS and
4KS are less correlated with the shocks from larger models. This points to an information
deficiency of the smaller models.
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Figure 1.9: The left graph shows impulse response functions of TFP to an unanticipated productivity
shock in diﬀerent variable settings. The vertical axis refers to percentage deviations. The graph on the
right shows the share of the forecast error variance of TFP determined by an unanticipated productivity
shock in diﬀerent variable settings.The vertical axis refers to percentage points. The horizontal axes
indicate the forecast horizons.
Figure 1.9 displays the impulse response functions on the left and the shares of the
17The numbers used in the naming of settings indicate the number of variables included in the model
setting. BP stands for the variable settings in Beaudry and Portier (2006). BS stands for the variable
settings in Barsky and Sims (2011). BNW stands for the variable settings in Beaudry et al. (2011).
KS stands for the variable settings in Kurmann and Sims (2017). 9 variables includes all variables
TFPccYCHIInfliSP.
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FEV on the right for TFP to an unanticipated productivity shock. The impulse response
function of TFP to an unanticipated productivity shock is similar for most models. There
is one setting with an obviously diﬀerent response and that is 2BP. This model only
includes minimal information, namely TFP and stock prices. There are other models such
as 4BS and 4KS, whose responses do not move adequately and are oﬀ in the medium-
or long-run. The larger models follow a similar pattern and their long-run responses are
very close. It is evident that the models that perform badly in terms of IRFs do not
show a consistent pattern in the variance decomposition either. For the other models the
contribution lies within a range of 0.1 percentage points after one year, indicating a clear
pattern. It seems that even though small models are able to identify an unanticipated
productivity shock as indicated by the high correlation coeﬃcients between shocks, there
is not enough information in the models to obtain coherent impulse response functions.
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Figure 1.10: The left graph shows impulse response functions of TFP to a news shock identified with
MRI in diﬀerent variable settings. The vertical axis refers to percentage deviations. The graph on the
right shows the share of the forecast error variance of TFP determined by a news shock identified with
MRI in diﬀerent variable settings.The vertical axis refers to percentage points. The horizontal axes
indicate the forecast horizons.
In Figure 1.10 we present the impulse responses of TFP to a news shock identified
with MRI and the contribution of this shock to TFP’s variance. The picture for this
identification is more scattered. In the very short-run the impulse response of TFP
increases in only three models, while it remains below zero for all other models for at
least one year. The models with the positive short-run eﬀect are 7BNW and 8KS which
are both models that include a lot of macroeconomic information excluding confidence.
Considering the small negative responses of 7BS and 9, the eﬀect in the first year is
probably around zero. After one year all model settings indicate a strong increase in
TFP that reaches its peak between 18 and 30 quarters. Smaller models display a more
negative short-run response which leads to a slower evolution of TFP. 2BP seems to
overestimate the long-run eﬀect of the news shock on TFP. A similar conclusion can be
reached concerning the contribution of the shocks. 2BP, 4KS and 5BNW, which are all
models lacking cc and output, clearly underestimate the long-run contribution.
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Figure 1.11: The left graph shows impulse response functions of output to an unanticipated produc-
tivity shock in diﬀerent variable settings. The vertical axis refers to percentage deviations. The graph
on the right shows the share of the forecast error variance of output determined by an unanticipated pro-
ductivity shock in diﬀerent variable settings.The vertical axis refers to percentage points. The horizontal
axes indicate the forecast horizons.
Figure 1.11 illustrates the eﬀects of an unanticipated productivity shock in terms of
impulse responses of output and contribution to the FEV of output at diﬀerent horizons.
Only model settings including output can be considered for this exercise. The impulse
response functions of most model settings seem to be very similar, especially in the short-
run. 4BS displays a slightly higher long-run eﬀect and, similar to 4BP2, it has a slightly
diﬀerent evolution from the rest. 4BP2 and 4BS seem to underestimate the contribution
in the medium- and long-run.
In Figure 1.12 we consider the response of output to a news shock identified with
MRI and the share of the FEV of output explained by this shock. In the medium-run the
eﬀect and contribution of the news shock seems to be overestimated by smaller models.
The analysis so far gives a clear picture of better and worse parameter settings. First
of all, there are model settings that are undoubtedly not advisable. For example, 2BP or
(TFP,cc) always display diﬀerent patterns than the rest of the models. 4BS and 4KS are
two other models that lack suﬃcient information to deliver robust results. Nevertheless,
they suﬃce to grasp the idea of news shocks due to the inclusion of consumption and hours
worked. They either lack suﬃcient real or nominal information and do not include any
informative variable (SP,cc). Our analysis of further models indicates that hours worked,
interest rates, and inflation are important to determine the magnitude of the eﬀect. The
necessity of including consumption becomes even more obvious if further variable settings
are considered. It seems advisable to work with models that either include many real and
nominal variables or at least add confidence as a partial substitute. In smaller models the
combination of variables is key and the inclusion of stock prices and confidence becomes
more important. Apparently, confidence contains additional information on TFP which
is not present in the other eight macroeconomic variables, including stock prices. Overall,
it can be said that most larger variable settings capture the structural shocks and their
eﬀects well.
The same exercise could be conducted for further identification schemes, for other
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Figure 1.12: The left graph shows impulse response functions of output to a news shock identified
with MRI in diﬀerent variable settings. The vertical axis refers to percentage deviations. The graph on
the right shows the share of the forecast error variance of output determined by a news shock identified
with MRI in diﬀerent variable settings.The vertical axis refers to percentage points. The horizontal axes
indicate the forecast horizons.
samples and diﬀerent horizons in the MRI. The results appear to be very robust and the
essential variables remain the same. This is the reason why we believe that these results
are noteworthy and important for future research.
1.5.2 The Role of the Horizon in the Medium-Run Identifica-
tion Scheme
Even though we have presented the several medium-run identification schemes used in the
literature, we briefly summarize the approaches again. Barsky and Sims (2011) maximize
the share of the forecast error variance over a certain horizon (BS-MRI) whereas Beaudry
et al. (2011) maximize it at a certain horizon (MRI) and both their news shocks remains
orthogonal to an unanticipated productivity shock. Kurmann and Sims (2017) maximize
at a certain horizon but give up on the orthogonality condition (KS-MRI). In the following
we compare the three medium-run identification schemes and show how diﬀerent horizons
influence results. As our baseline model we use the variable setting including total factor
productivity, confidence, output, consumption, hours worked, inflation, interest rates and
stock prices.
Figure 1.13 displays the impulse responses to a news shock identified with MRI. The
news shock is identified as the shock with maximum contribution to TFP at horizons
three, five, ten or twenty years. We find that results are very sensitive to the choice
of horizon. For horizons 12 and 20, TFP increases almost immediately which indicates
that we are not really looking at a news shock. Probably more transitory productivity
eﬀects are included. With maximization horizon 12, the impact response of hours worked
is negative. Moreover, stock prices seem not to react at all. Otherwise, the results are
qualitatively very similar, but the response of output, consumption and hours to a news
shock increase with the identifying horizon. Furthermore, the results seem to stabilize for
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higher maximization horizons. Very similar results are obtained with the identification
scheme MRI-BS. In general the eﬀects are slightly smaller resulting from the fact that
short-run eﬀects are always included.
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Figure 1.13: IRFs to a news shock identified with MRI maximizing at diﬀerent horizons 12 (green), 20
(red), 40 (black), 80 (blue), 120 (magenta) quarters. The unit of the vertical axes is percentage deviation,
with the exception of the index of consumer sentiment for which it is points. The horizontal axes indicate
the forecast horizons in quarters. The dotted lines correspond to the 68% confidence interval from 1000
bias-corrected bootstrap replications of the reduced form VAR of the model with MRI maximizing at
horizon 40 (black).
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Figure 1.14: Contributions of a news shock identified with MRI maximizing at diﬀerent horizons
12 (green), 20 (red), 40 (black), 80 (blue), 120 (magenta) quarters. The unit of the vertical axes is
percentages. The horizontal axes indicate the forecast horizons in quarters. The dotted lines correspond
to the 68% confidence interval from 1000 bias-corrected bootstrap replications of the reduced form VAR
of the model with MRI maximizing at horizon 40 (black).
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In Figure 1.14 we present the contributions of a news shock identified with MRI at
diﬀerent maximization horizons to the FEV of all variables. The diﬀerences between the
horizons become even more apparent. The identification scheme maximizing at horizon
12 seems to identify a shock that contributes fast to TFP reaching the maximum after two
years while higher horizons maximize the contribution in the long-run which is higher. As
a result the shock does not contribute to the forecast error variance of output, inflation,
consumption and hours worked at any horizon and also the contribution to confidence
and stock prices is low. The contribution generally increases with the horizon. The
exceptions are confidence and stock prices for which the highest contribution is obtained
with 40 quarters (10 years). This last observation may signify that economic agents
mainly form expectations about technological innovations that have a considerable eﬀect
on productivity in at least ten years.
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Figure 1.15: IRFs to a news shock identified with KS maximizing at diﬀerent horizons 12 (green), 20
(red), 40 (black), 80 (blue), 120 (magenta) quarters. The unit of the vertical axes is percentage deviation,
with the exception of the index of consumer sentiment for which it is points. The horizontal axes indicate
the forecast horizons in quarters. The dotted lines correspond to the 68% confidence interval from 1000
bias-corrected bootstrap replications of the reduced form VAR of the model with MRI maximizing at
horizon 40 (black).
In Figure 1.15 we show the impulse responses to a news shock identified with MRI-KS
for horizons 12, 20, 40, 80 and 120 quarters. Qualitatively, the impulse responses depend
less on the maximization horizon. The impulse responses to MRI-KS12 and MRI-KS20
look very similar to the responses to an unanticipated productivity shock. Thus, we
conclude that the omission of the orthogonality assumption between contemporaneous
TFP and the news shock creates a shock that mixes these two innovations. In general, the
eﬀect becomes larger as the horizon increases, while the short-run eﬀect on TFP decreases.
We contradict Kurmann and Sims (2017) by showing that the reaction of hours worked
becomes positive on impact once the horizon is high. We use a slightly diﬀerent variable
setting than they do and exchange investment for confidence. If their variable setting
were used, the eﬀect on hours worked would already be positive for horizon 80 quarters
which is exactly the setting in their paper.
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Figure 1.16: Contributions of a news shock identified with KS maximizing at diﬀerent horizons 12
(green), 20 (red), 40 (black), 80 (blue), 120 (magenta) quarters. The unit of the vertical axes is percent-
ages. The horizontal axes indicate the forecast horizons in quarters. The dotted lines correspond to the
68% confidence interval from 1000 bias-corrected bootstrap replications of the reduced form VAR of the
model with MRI maximizing at horizon 40 (black).
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Figure 1.17: Impulse responses to a news shock identified with MRI-KS (green), MRI (black), MRI-BS
(blue) with maximization horizon 40 quarters and a news shock obtained with SRI1 (magenta). The
unit of the vertical axes is percentage deviation, with the exception of the index of consumer sentiment
for which it is points. The horizontal axes indicate the forecast horizons in quarters. The dotted lines
correspond to the 68% confidence interval from 1000 bias-corrected bootstrap replications of the reduced
form VAR of the model with MRI (black).
Figure 1.16 illustrates the contribution of the news shock identified with MRI-KS for
horizons 12, 20, 40, 80 and 120 quarters. If shorter horizons are applied, the identified
shock seems to explain approximately 80 percent of the variation in TFP, which is close
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to the sum of the contribution of an unanticipated productivity shock and a news shock
identified with MRI. We conclude that as long as shorter maximization horizons are
considered, the identified shock seems to be a mixture of unanticipated productivity and
a news shock. Identification schemes with shorter maximization horizons identify a shock
that does not contribute to inflation, consumption or stock prices on impact, meanwhile
longer maximization horizon schemes contribute up to thirty percent on impact. We have
shown that no matter the identification scheme, we can find a positive impact eﬀect on
hours worked. But results diﬀer considerably with the maximization horizon.
In Figure 1.17 we present the impulse responses of TFP to a news shock identified
with either MRI, MRI-BS or MRI-KS, and to an unanticipated productivity shock. It
seems that the three identification schemes deliver very similar results given the same
maximization horizon is used. The response to a MRI-BS shock is always smaller than to
a MRI shock since more short-run eﬀects are considered. Even though a MRI-KS shock
aﬀects TFP strongly on impact, the responses of the remaining variables are very similar
to those obtained with the other identification schemes. The most important diﬀerence
is hours worked. It seems that the MRI-KS news shock is a mixture of a MRI news shock
and an unanticipated productivity shock, which explains the negative reaction of hours
worked.
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Figure 1.18: Contributions of a news shock identified with KS (green), MRI (black), BS (blue) with
maximization horizon 40 quarters and a news shock obtained with SRI1 (magenta). The unit of the
vertical axes is percentages. The horizontal axes indicate the forecast horizons in quarters. The dotted
lines correspond to the 68% confidence interval from 1000 bias-corrected bootstrap replications of the
reduced form VAR of the model with MRI (black).
The contributions of the shocks displayed in Figure 1.18 provide more support in favor
of the fact that the KS shock is a mixture of an unanticipated productivity shock and a
MRI shock. The contribution of the MRI shock is in general much larger than that of the
MRI-BS shock. As the horizon increases, the impulses and contributions for these two
methods converge also quantitatively. In our opinion, it is evident from this analysis that
the identification scheme of MRI-KS does not identify a news shock but rather a mixture
of a news shock and a persistent unanticipated productivity shock. Even conceptually,
the strong impact reaction of TFP they find seems counterintuitive considering that a
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new technology, which is not yet in use, needs time to diﬀuse or materialize and hence to
have an eﬀect on aggregate productivity. Nevertheless, it may be interesting to separate
a transitory from a permanent unanticipated productivity shock.
We believe that this analysis has clearly indicated for all medium-run identification
methods that news shocks identified with shorter horizons are dominated by transitory
shocks that do not correspond to the news shock we are looking for. If we sum the
contributions up to a certain horizon, the smaller maximization horizons contaminate
the news shock with contemporaneous eﬀects.
1.5.3 The Role of the Sample and TFP Vintage Series
In the news literature diﬀerent samples as well as diﬀerent TFP vintage series have been
employed. In this section we show in what way this aﬀects the identified news shock
based on MRI maximized at horizon 40 quarters.
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Figure 1.19: Impulse responses to a news shock identified with MRI maximized at 40 quarters, using
TFP16 samples until 2000 (green), 2007 (red), 2011 (red), 2014 (black). The unit of the vertical axes
is percentage deviation, with the exception of the index of consumer sentiment for which it is points.
The horizontal axes indicate the forecast horizons in quarters. The dotted lines correspond to the 68%
confidence interval from 1000 bias-corrected bootstrap replications of the reduced form VAR of the model
using TFP16 samples until 2014 (black).
In Figure 1.19 we display impulse responses to a news shock for the samples up to
2000, 2007, 2011, 2014. In general, the results are very similar both qualitatively and
quantitatively. The main diﬀerence and debating point is the impact reaction of hours
worked. While it is slightly negative and close to zero for shorter samples, it has become
positive later on. This result was shown in Kurmann and Sims (2017) and indicates that
the identification scheme may not be robust over time. But if the maximization horizon
were increased, the impact eﬀect of hours worked would become positive also for shorter
samples.
The forecast error variance decomposition, shown in Figure 1.20, also indicates that
generally the same shock is identified. Again the biggest diﬀerence can be found for
hours worked where the impact contribution is larger in shorter samples but afterwards
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the contributions of the news shocks from later samples become much stronger. While
the shock seemed more related to stock prices in the sample until 2000, confidence reacts
much stronger in the two most recent samples.
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Figure 1.20: Contributions to the forecast error variance of a news shock identified with MRI maximized
at 40 quarters, using TFP16 samples until 2000 (green), 2007 (red), 2011 (red), 2014 (black). The unit
of the vertical axes is percentages. The horizontal axes indicate the forecast horizons in quarters. The
dotted lines correspond to the 68% confidence interval from 1000 bias-corrected bootstrap replications
of the reduced form VAR of the model using TFP16 samples until 2014 (black).
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Figure 1.21: Impulse responses to a news shock identified with MRI maximized at horizon 40 quarters
using diﬀerent TFP vintage series and samples: TFP16/2000 (green), TFP16/2007 (red), TFP07/2000
(red), TFP07/2007 (black). The unit of the vertical axes is percentage deviation, with the exception of
the index of consumer sentiment for which it is points. The horizontal axes indicate the forecast horizons
in quarters.
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The biggest diﬀerence in the eﬀects and contributions of a news shock comes from the
TFP vintage series employed. In Figure 1.21 we show the impulse responses to a news
shock estimated with TFP07 and TFP16 for samples until 2000 and 2007. The results
with TFP07 were also found by Barsky and Sims (2011) indicating a contractionary eﬀect
of news shocks. Furthermore, the increase of TFP is fast and strong. These results cannot
be recovered with newer TFP vintage series after the revision in 2014. The reaction of
output and consumption is now always positive. The eﬀect on hours worked depends on
the maximization horizon and the sample. As has been shown before using TFP16 and a
sample until 2000 or 2007 leads to a slightly negative eﬀect on hours worked. Undoubtedly,
this eﬀect is much smaller than the one found with earlier vintages. Also the contributions
of the shocks using diﬀerent samples and TFP vintage series, as displayed in Figure 1.22,
indicate that the vintage series definitely lead to the identification of diﬀerent shocks.
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Figure 1.22: Contributions of a news shock identified with MRI maximized at horizon 40 quarters
using diﬀerent TFP vintage series and samples: TFP16/2000 (green), TFP16/2007 (red), TFP07/2000
(red), TFP07/2007 (black).The unit of the vertical axes is percentages. The horizontal axes indicate the
forecast horizons in quarters.
1.6 Conclusions
In the news literature various identification schemes in many diﬀerent variable settings
have been employed to identify a technology diﬀusion news shock and to discuss its eﬀects
on economic activity. The literature still has not come to an agreement on what is the
optimal variable setting and identification scheme to be used. More importantly, there is
no consensus on whether the news shock is expansionary or contractionary. Our paper
contributes to the debate with an extensive analysis of variable settings and identification
schemes, and sheds some light on the minimal information that is necessary for the
identification of a news shock. Small-scale models are not giving satisfactory results for
either the unanticipated productivity shock or the news shock. Furthermore, we show
how diﬀerent samples or identification schemes may change some eﬀects of the news shock
on the economy. Depending on the variable setting, identification scheme, maximization
horizon, TFP vintage series and sample that is chosen, the results may diﬀer.
1.6. CONCLUSIONS 35
In our opinion and close to the definition of Beaudry and Portier (2006), a news shock
is a technological innovation or change in the technical environment that is known today,
but its full potential will only develop in the future and over time. An example are self-
driving cars that are now known to be feasible, as there are working prototypes and some
are already in use. However, there is no present change in aggregate productivity due
to their invention as their full potential of productivity improvement will only become
visible in TFP measures in the next years or decades. Having this example in mind, we
believe that a medium-run identification scheme with zero impact eﬀect of the news and
a longer maximization horizon may be more appropriate than others. Based on that, we
conclude that news shocks do have an expansionary eﬀect.
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Appendix
1.A Data
TFP: log tfp adj. for capacity utilization (from Federal Reverse Bank of San Francisco,
following the method of Fernald (2014), Basu et al. (2013) and Basu et al. (2006))
cc: index of consumer sentiment (US CONSUMER CONFIDENCE - EXPECTA-
TIONS SADJ/US UNIVERSITY OFMICHIGAN: CONSUMER EXPECTATIONS VOLN,
USCCONFEE, M, extracted from Datastream)
Y: log real per capita output nonfarm (log of Real gross value added: GDP: Business:
Nonfarm, A358RX1Q020SBEA, Q, sa, U.S. Department of Commerce: Bureau of Eco-
nomic Analysis; adjusted for population: US POPULATION, WORKING AGE, ALL
PERSONS (AGES 15-64) VOLN, USMLFT32P, M, retrieved from Datastream)
Infl: inflation rate (4*log-diﬀerence of Nonfarm Business Sector: Implicit Price Defla-
tor, IPDNBS, Q, sa, U.S. Department of Labor: Bureau of Labor Statistics)
SP: log real per capita stock stock prices (log of S&P 500, http://data.okfn.org/data/core//s-
and-p-500♯data; divided by the price deflator and population)
C: log real per capita consumption (log of Personal Consumption Expenditures: Non-
durable Goods, PCND, Q, sa, U.S. Department of Commerce: Bureau of Economic Anal-
ysis + Personal Consumption Expenditures: Services, PCESV, Q, sa, U.S. Department of
Commerce: Bureau of Economic Analysis; divided by the price deflator and population)
I: log real per capita investment (log of Personal Consumption Expenditures: Durable
Goods, PCDG, Q, sa, U.S. Department of Commerce: Bureau of Economic Analysis +
Gross Private Domestic Investment, GPDI, Q, sa, U.S. Department of Commerce: Bureau
of Economic Analysis; divided by the price deflator and population)
H: log per capita hours (log Nonfarm Business Sector: Hours of All Persons, HOANBS,
Q, sa, U.S. Department of Labor: Bureau of Labor Statistics; divided by population)
i: nominal interest rate (Eﬀective Federal Funds Rate, FEDFUNDS, M (averages of
daily figures), nsa, Board of Governors of the Federal Reserve System)
Solow residual: (log(tfp) = log(Y/(H(av(ls))KS(1−av(ls)); ls:Share of Labour Compen-
sation in GDP at Current National Prices for United States, LABSHPUSA156NRUG,
annual, nsa, University of Groningen, University of California, Davis; KS: US CBO FCST
SURVEY-INDEX OF CAPITAL SERVICES(NONFARM BUS SECT), USFCICSN, an-
nual/linearly interpolated, US CBO)
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1.B Model Settings
Table 1.2: Model settings
variables
TFP SP Y C I H Infl i ICS
2BP × ×
4BP1 × × × ×
4BP2 × × × ×
4BP3 × × × ×
5BNW × × × × ×
7BNW × × × × × × ×
4KS × × × ×
8KS × × × × × × × ×
4BS × × × ×
7BS × × × × × × ×
9 × × × × × × × × ×
The numbers indicate the number of variables included in the
model setting. BP stands for the variable settings in Beaudry
and Portier (2006). BS stands for the variable settings in Barsky
and Sims (2011). BNW stands for the variable settings in
Beaudry et al. (2011). Sims stands for the variable settings
in Sims (2016). The pure number 9 is a model containing all
variables.
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1.D Cross-Correlations between Shocks from Settings
used in the Literature
Table 1.6: Cross-correlations between unanticipated productivity shocks identified
in the literature.
Model Settings
2BP 4BP2 4BS 4KS 5BNW 7BNW 7BS 8KS 9
2BP 1.00
4BP2 0.97 1.00
4BS 0.93 0.96 1.00
4KS 0.93 0.96 0.97 1.00
5BNW 0.97 0.98 0.96 0.97 1.00
7BNW 0.93 0.95 0.95 0.92 0.96 1.00
7BS 0.93 0.95 0.95 0.95 0.94 0.94 1.00
8KS 0.91 0.94 0.93 0.93 0.94 0.98 0.95 1.00
9 0.90 0.92 0.92 0.92 0.93 0.97 0.97 0.99 1
Each value from the table reports the cross-correlation between an unanticipated
productivity shock from a specific model setting.
Table 1.7: Cross-correlations between news shocks identified in the literature
(MRI).
Model Settings
2BP 4BP2 4BS 4KS 5BNW 7BNW 7BS 8KS 9
2BP 1
4BP2 0.68 1
4BS 0.22 0.79 1
4KS 0.20 0.59 0.64 1
5BNW 0.46 0.67 0.46 0.51 1
7BNW 0.46 0.72 0.65 0.41 0.78 1
7BS 0.44 0.49 0.40 0.30 0.19 0.41 1
8KS 0.41 0.67 0.61 0.57 0.69 0.93 0.46 1
9 0.47 0.49 0.35 0.26 0.46 0.63 0.88 0.63 1
Each value from the table reports the cross-correlation between a news shock from
a specific model setting identified with the medium-run identification scheme.
Chapter 2
The Impact of Technological Change
Maria Bolboaca
Abstract
In this paper I introduce recent measures of technological change, based on
counts of books in the field of technology and technological standardization,
in an otherwise standard vector autoregressive model, to show the relative
importance of unanticipated productivity shocks, technology shocks, and an-
ticipated productivity (news) shocks, in driving macroeconomic fluctuations.
The results indicate that news shocks play a more important role than tech-
nology shocks at business cycle frequencies, while in the medium- to long-run
technology shocks take the lead. Unanticipated productivity shocks do not
seem to be a significant source of aggregate fluctuations regardless of the
forecast horizon.
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2.1 Introduction
The aim of this paper is to contribute to the ongoing debate on the role played by
diﬀerent productivity shocks in driving macroeconomic fluctuations, and in particular to
shed some light on the impact of technological change on economic activity.
The macroeconomic literature is far from reaching a consensus on which are the shocks
that aﬀect productivity and how important these shocks are for the rest of the economy.
Following the reasoning proposed by the real business cycle (RBC) literature, aggregate
productivity is aﬀected immediately and permanently only by technology shocks, and
these shocks are the main driving force of cyclical fluctuations.1 However, studies that
take a more microeconomic perspective of technological progress observe that there is a
considerable time lag between the invention of new technologies and their adoption in
production at such a large scale as the diﬀusion to be reflected in measures of aggregate
productivity.2 Hence, the shock defined in the RBC literature to be the only shock with
impact eﬀect on productivity cannot be a technology shock. For this reason, I prefer
to further call it an unanticipated productivity shock. Moreover, empirical studies also
question the RBC idea that this shock is the main source of macroeconomic fluctuations.3
With the unanticipated productivity shock being neither a technology shock, nor an
important driver of aggregate fluctuations, other approaches have been taken to identify
technology shocks, and to measure the impact of technological change on economic activ-
ity. One is to apply identification schemes to identify technology shocks from macroeco-
nomic data. For example, Beaudry and Portier (2004), and Beaudry and Portier (2006),
state that, while technologies need time to diﬀuse and increase aggregate productivity,
economic agents receive news about them early on. This information about future poten-
tial productivity gains encourages them to respond immediately in order to be among the
first to benefit from the adoption of the new technologies. The coordination of agents’
actions may lead to an increase in consumption and investment, and consequently in
output, in anticipation of the change in productivity determined by technological inno-
vations. On these premises, Beaudry and Portier (2006) impose short-run restrictions
in a vector autoregressive model to identify an anticipated productivity (news) shock.
They define the news shock to be the shock with no impact eﬀect on productivity, which
has immediate eﬀect on a forward looking variable. The idea is that forward looking
variables, such as stock prices, or measures of consumer (business) confidence, capture
the news about emerging technologies that potentially increase future productivity. They
find that the news shock has no short-run eﬀect on productivity, but afterwards it leads
to a permanent increase in total factor productivity (TFP). In this respect, the news
shock seems to match the slow diﬀusion of new technologies in productivity as indicated
by micro studies. Moreover, Beaudry and Portier (2006) show that news shocks drive
business cycle fluctuations. Barsky and Sims (2011), and Beaudry et al. (2011), propose
the use of medium-run restrictions as an alternative method to identify news shocks.
The definition of Beaudry et al. (2011) is that the news shock is the shock orthogonal
to contemporaneous TFP movements that contributes the most to TFP’s forecast error
1For details, see Kydland and Prescott (1982).
2Eden and Nguyen (2016) show that in the US the adoption lag is about twenty years for the tech-
nologies invented in the last two centuries, and that in the recent years technologies have been adopted
faster than in the past.
3See Basu et al. (2006), and Gal´ı (1999), among others, for details on the estimation approach and
results using total factor productivity in the first, and labor productivity in the latter.
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variance (FEV) at a finite medium-run horizon. This definition of the news shock is even
closer to what is expected from a technology shock, i.e. to have no significant short-run
eﬀect on TFP given the slow diﬀusion of the technology, but to be a major source of
fluctuations in productivity in the medium- and long-run. The findings of Beaudry et al.
(2011) are similar to those of Beaudry and Portier (2006).4
The results reported in the empirical news literature have the drawback of being
highly dependent on the identification schemes employed. Consequently, another ap-
proach proposed is the use of direct measures of technological change in the empirical
analysis. Some earlier proposals of indicators were the number of patents, or data on
R&D expenditures. However, as shown in Baron and Schmidt (2017), these are proxies
for inventive activities, which may or may not translate into new technologies. The rea-
son is that at the time of invention it is hard to predict the future use, profitability, or
commercialization date of products using the new technology. In the recent years, two
new proxies were proposed. The first was made by Alexopoulos (2011), who uses new
book titles in the category technology as proxy for the adoption of technological innova-
tions. She finds that technology shocks identified using the book-based indicators are an
important source of economic fluctuations. Moreover, she shows that TFP, investment,
and labor increase following a technology shock. The second proposal belongs to Baron
and Schmidt (2017), and is an indicator based on the counts of standards in the categories
information and communication technologies (ICT), and electronics. Baron and Schmidt
(2017) claim that standardization precedes the implementation of new technologies and
signals future productivity gains. This makes the technology shock identified using the
standards-based indicator conceptually very similar to an anticipated productivity (news)
shock, as defined in the empirical news literature. Baron and Schmidt (2017) find that
TFP, output, and investment have an S-shaped response to a technology shock, which
indicates that new technologies diﬀuse slowly, but have significant medium- and long-run
eﬀects on macroeconomic variables. They also show that forward looking variables re-
spond on impact to technology shocks, which is in line with the predictions of the news
literature.
In this paper, I take an empirical approach to investigate which of these three shocks
plays a more important role in driving macroeconomic fluctuations: the unanticipated
productivity shock, the technology shock, or the anticipated productivity (news) shock.
The unanticipated productivity shock is the only shock with impact eﬀect on aggregate
productivity. The technology shock is the shock on the measure of technological change
that has no impact eﬀect on TFP. The news shock is the shock on the index of consumer
sentiment, which does not aﬀect TFP, and the technological change indicator on impact.
My findings indicate that the two technological change indicators I employ, i.e. based
on either book titles or standardization, give similar results. Following a technology
shock, TFP does not respond for several years, but then it gradually increases until it
stabilizes at a new long-run level. This goes against the idea that technology shocks
should aﬀect immediately productivity, but matches the slow diﬀusion of technologies
in the economy, as indicated by studies of micro data. Macroeconomic aggregates are
also unaﬀected by the technology shock on impact, but start responding positively to
the shock soon afterwards, and increase for several quarters until they stabilize at higher
new permanent levels. When comparing the technology shock with the other shocks, I
observe that the technology shock has much stronger short- and medium-run eﬀects on all
4For an analysis of this literature see Bolboaca and Fischer (2017a), Beaudry and Portier (2014), and
Ramey (2016), among others.
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macroeconomic variables than the unanticipated productivity shock. The unanticipated
productivity shock has positive impact eﬀects on almost all macroeconomic variables,
with the exception of consumption on which the eﬀect is almost nil, and hours worked for
which the response is significantly negative, thus confirming the conclusion of Gal´ı (1999)
and Basu et al. (2006) that the unanticipated productivity shock is not expansionary.
An important comparison which, to the best of my knowledge, has not been done
previously in the literature is between the technology and the news shock identified with
short-run restrictions, when both shocks are identified in the same model. I find that
the diﬀerences between the two shows are mostly apparent in the short-run. The impact
eﬀect of the news shock on investment, output, and hours worked is significantly higher
than the one of the technology shock. With the exception of hours worked and the
index of consumer sentiment, all variables stabilize at higher permanent levels following
a news shock. However, these long-run levels are slightly lower than those reached after
a technology shock hits the economy.
I also find that these three shocks have diﬀerent roles in driving macroeconomic fluctu-
ations, depending on the forecast horizon. The unanticipated productivity shock explains
most of the fluctuations of TFP in the short-run, but does not seem to play an important
role in driving macroeconomic fluctuations either in the short-run, or in the medium-run,
as its contribution to the variation in macroeconomic variables is small at all forecast
horizons. This once again contradicts the RBC literature that assigns a central role to
the unanticipated productivity shock in driving economic fluctuations. When comparing
the relative importance of the other two shocks, it is evident that the news shock plays
a more important role than the technology shock at business cycle frequencies, while in
the medium- to long-run the technology shock takes the lead.
Furthermore, I draw a parallel between a news shock identified with the medium-
run identification scheme, the news shock obtained using short-run restrictions, and the
technology shock. My findings indicate that the news shock obtained using medium-run
restrictions is virtually a mixture of the technology shock and the news shock obtained
with short-run restrictions.5 However, depending on the truncation horizon, this shock
may resemble more either the news shock obtained with short-run restrictions, or the
technology shock.
This paper contributes to the empirical literature on productivity shocks6 with the
introduction of the technological change indicator in an otherwise standard linear vec-
tor autoregressive setting, and the identification of technology shocks along with the
unanticipated and anticipated productivity shocks. Moreover, it contributes to the re-
cent literature that develops direct measures of technological change (e.g. Alexopoulos
(2011), Alexopoulos and Cohen (2011), and Baron and Schmidt (2017)) by making a
comparison of several indicators, and evaluating their performance in a horse-race of
potential important sources of macroeconomic fluctuations. Finally, with the results ob-
tained in this paper, I aim to contribute to the theoretical literature that investigates
the eﬀect of technology shocks on economic activity. In particular, this paper provides
empirical evidence in favor of theoretical models that depart from the exogeneity assump-
tion on productivity, and which allow for a slow diﬀusion of technology into aggregate
5The news shock identified with the medium-run identification scheme is obtained along with the
unanticipated productivity shock, but not with the other two shocks.
6Ramey (2016) oﬀers a recent survey of the empirical literature on macroeconomic shocks, including
the diﬀerent types of productivity shocks.
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productivity.7
The rest of the paper is organized as follows. In the next section I describe the
direct measures of technological change employed. In section 2.3, I present the empirical
approach, and the diﬀerent identification schemes. Section 2.4 then gives an overview of
the results, and section 2.5 concludes.
2.2 Measures of Technological Change
2.2.1 Book-Based Indicators
Following Alexopoulos (2011), the first measure of technological change I use is the book-
based indicator obtained with data from the R.R. Bowker company, henceforth Bowker.8
According to Peters (1992), Bowker provides statistics regarding the US publishing in-
dustry since 1880, but started reporting the number of new book titles and editions based
on subject category only from 1950 onward (Nord and Miller (2009)). Alexopoulos (2011)
employs the annual series for the categories technology, science, and history, for the sam-
ple period 1955-1997. My intuition for the reason why she did not consider more recent
data is that until 1998 Bowker used the American Book Publishing Record database,
which counted only the books categorized by the Library of Congress, while from then
on they switched to the Books in Print database. This change of the procedure created
a level shift in the series. In 2006, Bowker made another change of the methodology, but
they restated the numbers for 2002-2005 data using the new approach in order to provide
comparable prior year data.9
Using various sources,10 I construct the annual series for the categories technology, and
science, for the sample period 1955-2012. As previously discussed, the time series have
two breaks, one in 1998 and the other in 2002.11 In order to use this data for empirical
analysis, one approach is to employ sub-samples of the unadjusted time series. Given the
annual frequency of the data, the only subsample long enough to be considered is the one
ranging from 1955 to 1997, as it is done in Alexopoulos (2011). For the comparability of
my results with those obtained in the aforementioned paper, I call the indicator based on
the new titles published on the subject technology, TECH97, and the one on the subject
science, SCI97.12 However, reducing the sample to the period prior to 1998 makes the
indicators miss some important technological advances that occurred in the decade from
2000 to 2010. For example, on what concerns the technology indicator, there were major
developments in ICT such as WI-FI, Internet search engines, GPS, smart phones, USB
7See, for example, Comin et al. (2009), and Bolboaca and Fischer (2017b), among others.
8Bowker is the world’s leading provider of bibliographic information, which oﬀers tools and resources,
such as the Books In Print database and Identifier Services. Bowker is also the oﬃcial ISBN (International
Standard Book Number) Agency for the US. More information is available on the company’s website:
http://www.bowker.com/.
9Details on the changes implied by the latest methodology are presented in the ISBN Annual
Output Reports available online on Bowker’s website (http://www.bowker.com/tools-resources/
Bowker-Data.html).
10Details concerning the data sources are presented in Appendix 2.A.
11The second break occurred in 2006, but given that the data has been adjusted for the period 2002-
2005, the break is currently apparent in 2002.
12In Alexopoulos (2011) the indicators are named TECH, and SCI, respectively. Throughout this
paper I add to these names the last two digits of the year corresponding to the last data point in the
sample.
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flash drives, and Bluetooth, among others, which are discarded by reducing the sample to
the period prior to the 2000s. Another important information that is neglected is the tech
bubble burst in 2000, the years of technology recession that followed, and the rebound
from 2003 on. Hence, in order to use the data for the whole sample period, i.e. 1955-
2012, I construct break-adjusted level data by fixing the level for the reference period to
the latest available data point,13 and recursively dividing by one-period growth rates to
generate values for all other periods before the reference period.14 The annual series for
the categories technology, and science, both with level-breaks, and break-adjusted, are
displayed in Figure 2.10, and Figure 2.11, in Appendix 2.B.
The book-based indicators obtained with data from Bowker have several drawbacks,
some of them being signaled already by Alexopoulos (2011). One criticism is that the
classification of titles in one of the twenty-three categories is done based on the Dewey
Decimal Classification. According to Peters (1992), the Dewey Decimal numbers for each
category are: Technology (600-609; 620-629; 660-669), and Science (500-599). This im-
plies that category technology, for example, contains also dictionaries, and encyclopedias
(603), or books on the history of technologies (609). Alexopoulos (2011) points also to
the fact that, while these categories include some books which do not actually belong
there, they also disregard some valuable materials such as company’s product manuals,
or books released by small publishers. To this list I would also add the non-traditional
books.15 By computing the ratio between the traditional and non-traditional annual title
output as reported by Bowker (2017), in 2002 there were six times more traditional books
printed, while in 2012 the figures indicate the opposite. The diﬀerence is arguably even
bigger given that Bowker’s figures are based on the number of ISBNs registered, and
thus it does not include the non-traditional books without ISBNs (Bradley et al. (2011)).
Besides the non-traditional prints, audiobooks and e-books are also excluded, which may
downward bias the counts mainly for the more recent years. Given these limitations of
Bowker’s series, it seems reasonable to use also other proxies for technological change.
Alexopoulos (2011) proposes a second set of book-based indicators, which are con-
structed using catalog records from the Library of Congress, henceforth LC. LC claims
to be the largest library in the world, with more than 164 million items at the level
of 2016, and to have one of the world’s most extensive and diverse collection of scien-
tific and technical information.16 In the US, LC is also involved in various cataloging
and recording activities of bibliographical data, and in particular it provides libraries
with MARC (machine-readable cataloging) records that contain information about bibli-
ographic items. Alexopoulos and Cohen (2011) argue that the dataset of MARC records
is virtually a complete list of all major new titles copyrighted within the US across a vast
range of topics. Both Alexopoulos (2011), and Alexopoulos and Cohen (2011), use a
technological change indicator based on the MARC records in the subgroup T, which
13The choice of the reference point is arbitrary, but in practice either the first or the latest available
data point is chosen as reference period. In this particular case the choice of the latest available data
point seems more reasonable since Bowker motivated the switch to the new methodology in 1998 by
stating that the old approach undercounted the number of publications.
14For obtaining the values corresponding to the year 2001 and 1997, the growth rate used for the
division is the average of the antecedent and subsequent one-period growth rates.
15According to Bowker’s reports (e.g. Bowker (2017)), category non-traditional consists of reprints
(often public domain), other titles printed on-demand, and wiki-based material. Bradley et al. (2011)
state that non-traditional prints include also books whose authors choose to publish their own material
(so-called self-published books).
16More information about LC can be found on https://www.loc.gov/about/.
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corresponds to the field of technology, and another two more specific indicators for the
categories telecommunications and computer software and hardware, respectively. In
this paper, I only consider the indicator of total technological change, referred to as the
TECH2 series in Alexopoulos (2011), mainly for testing the robustness of the Bowker’s
TECH97 series.17
The advantage of using MARC records-based indicators is that the MARC database
contains more titles than the Bowker’s counts, while its greater granularity allows the
researcher to decide which subcategories to include in the indicators, and thus to create
less noisy indices. On the other hand, these indicators also have their weaknesses. One
of them is that more recent data cannot be used because of LC’s large backlog of uncat-
alogued titles, which may create biases. This is the reason why Alexopoulos (2011), and
Alexopoulos and Cohen (2011) use only the sample for the period 1955-1997, even though
they had data up to 2004. Another issue is that, similarly to Bowker’s indicators, these
indices can only be constructed at annual frequency due to data availability. Moreover,
depending on the LC’s cataloging rules some titles may be disregarded, as it is the case of
self-published materials that are not eligible for cataloging because they are not produced
by a recognized publisher (Holley (2014)).
To address some of these issues related to the MARC records-based indicators, Alex-
opoulos and Cohen (2011) construct also a quarterly indicator for computer technologies
based on the titles available on Amazon for the period 1980Q1-2008Q3. Amazon is the
largest book retailer in the world, its virtual bookshelves containing more than 3.4 million
books at any given time (Farfan (2017)). Amazon not only has the largest and diverse
collection of titles (i.e. traditional and non-traditional books, prints and ebooks), but it
also has an up-to-date database given that it cannot sell materials which are not recorded
and cataloged. Using Amazon’s database for making an indicator has several advantages.
One is that the indicator can be constructed at quarterly frequency. Moreover, as op-
posed to the Bowker- or MARC records-based indices, this indicator has better chances
of containing most of the titles published on a given topic, and hence best reflect the
reality.18 However, the Amazon-based indicator has also some limitations. Alexopou-
los and Cohen (2011) mention the fact that classification of titles is done by Amazon’s
employees, and while there is no reason to assume there is something wrong with their
classification, the grouping is not granular enough to allow the researcher to choose which
subcategories to include in the index. For this reason, Alexopoulos and Cohen (2011)
consider this index noisier than the MARC records-based indicator. Another drawback
is the shorter timespan of this series. Because the backward reach of Amazon’s titles is
limited to 1980, it is not possible to use this series for the purpose of the present paper.
While having the potential of being valuable proxies for technological change, all the
book-based indicators used so far in the literature have the drawback of being left to the
discretion of either the cataloging institution, or the researcher. As seen in the discussion
above, depending on the institutions’ policies or researcher’s preferences, the counts of
titles on specific topics may be biased. For this reason, I believe it is important to use also
a more objective proxy for technological change in the empirical analysis, and I consider
the technological standardization-based indicator to be a good candidate for that.
17Details concerning the data source are presented in Appendix 2.A.
18Alexopoulos and Cohen (2011) do not explain how the Amazon-based indicator for computer tech-
nologies is constructed. In particular, they do not state if they excluded any titles depending on whether
the books were self-published, or ebooks. Given that, I assume the indicator contains all titles available
on Amazon on the chosen topic.
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2.2.2 Technological standardization-based indicators
Baron and Schmidt (2014) were the first to use technology standards as an indicator of
technological change for empirical research. Standardization is the process through which
common rules for all producers and users of a technology are set such that compatibil-
ity is ensured. Because of that, standardization precedes the implementation of new
technologies, and hence provides economic agents with information about future possible
productivity gains.
Baron and Schmidt (2014) use data on standards documents from PERINORM to
analyze the eﬀect of the adoption of new technology standards on TFP, and economic
activity. In the revised version of the paper, Baron and Schmidt (2017) replace the data
from PERINORM with the one from the Searle Center Database. The reason is that
the latter is a more comprehensive source of information on technology standards from
a large sample of standard setting organizations, henceforth SSOs.19 Standards are usu-
ally developed by SSOs (i.e. established organizations, informal consortia, or interest
groups), while some firms can also adopt de facto standards. De facto standards emerge
from public acceptance (e.g. MP3 audio format, HTML, PDF), but are often eventu-
ally adopted by established SSOs as formal (de jure) technology standards. The Searle
Center database includes standards established by more than 600 SSOs (formal SSOs
and informal standards consortia), but excludes de facto standards with the exception of
those that have been eventually accredited as a de jure standard by one of the SSOs in
the sample.
Baron and Schmidt (2017) explain that technology standards are a good proxy for
technological change because standardization is an essential step in the implementation
of new technologies due to its key role in harmonizing technological devices and ensuring
compatibility. They focus their analysis on information and communication technologies
(ICT) standards, arguing that ICT has been shown to be a general purpose technology
(GPT), and has constituted the dominant GPT in recent decades. The series is con-
structed by counting the number of industry standards released per quarter in classes 33
(“Telecommunications. Audio and video engineering”), and 35 (“Information technology.
Oﬃce machines”) according to the international classification of standards (ICS) system.
For robustness checks, Baron and Schmidt (2017) also create an indicator in which they
include standards from the field of electronics.20 Moreover, the information included in
the Searle Center Database allows Baron and Schmidt (2017) to identify the national
focus of standards, and hence create indicators based on standards released by US SSOs,
as well as indices with standards released by both US and international SSOs that also
apply to the US.
For the analysis in this paper, I use both technological standardization-based indica-
tors (i.e. counts of standards on ICT, and ICT plus electronics, respectively) at quarterly
and annual frequency. Nevertheless, the main indicator is the one based on counts of
standards on ICT and electronics, as it includes more technologies, and thus I assume
it to be closer to the indicator based on Bowker’s book titles in the category technology
(TECH). I perform most exercises with the indicators based on the standards released by
US SSOs, but I consider for robustness checks also the series obtained using standards
19Baron and Spulber (2015) describes in details the Searle Center Database and the use of its content
for empirical research.
20In this indicator, Baron and Schmidt (2017) add also the standards in the classes 31 (“Electronics”)
and 37 (“Image technology”).
2.3. COMPARISON OF TECHNOLOGICAL CHANGE INDICATORS 53
from international SSOs. I further check the results for the case when the indicators only
include new standards, and no standards upgrades.21 The data is available for the period
1949Q1-2014Q4.
The advantage of using the counts of technology standards adopted as proxy for
technological change, as opposed to book titles counts, is that standardization is more
regulated, and thus both the counting and classification are more objective, transparent,
and consistent over time. Moreover, data is available at quarterly and annual frequency,
which gives the possibility of performing more extensive analyses. However, there are
some drawbacks of using this indicator. One issue is that the grouping of standards from
various ICS classes is left to the discretion of the researcher. For example, Baron and
Schmidt (2017) create the indicators using the counts of standards from classes 33-35, and
31-37, respectively, but one may think that some other technologies should be included
in a general indicator of technological change (e.g. 71 (“Chemical technology”), or 75
(“Petroleum and related technologies”)). Moreover, as Baron and Schmidt (2017) note,
it might also be the case that there exists a longer time lag between standardization and
adoption/commercialization of new technologies, than between the publication of new
titles and adoption, which may aﬀect the empirical results.
The other macroeconomic variables used in the estimations are: output in the business
sector, hours of workers on non-farm payrolls, consumption, investment, TFP (adjusted
for capacity utilization), and index of consumer sentiment from the University of Michi-
gan. Macroeconomic aggregates are real, seasonally adjusted and in per capita terms,
being divided by the population aged 16 and above. All data series are used in log levels
in the empirical exercises. Quarterly data is available for the period 1955Q1-2014Q4.
Annual data is available for all variables only from 1964, hence, in order to ensure com-
parability of results, the sample period used throughout this paper is 1964-2012. Details
concerning the data construction and sources are presented in Appendix 2.A.
2.3 Comparison of Technological Change Indicators
Before introducing the technological change indicators presented in the previous section
in the empirical analyses performed in the news literature, I consider it important to
have a look at these series and investigate the relationship between them. In Figure 2.1,
I present the annual series for the main two technological change indicators I use in this
paper, the Bowker’s book titles in the category technology (TECH), and the counts of
standards on ICT and electronics that were released in the US (US ICT+ELEC Stan-
dards). While Bowker’s series is available starting from 1955 and the counts of standards
from 1949, I plot the series only from 1964 onwards since the empirical analysis is per-
formed using annual data for the sample period 1964-2012, and hence the relationship
between indicators is relevant only for this time frame. Only by eyeballing this figure
one may observe that both series are upward trending. However, while the number of
new titles displays a rather steady growth over time with a slight acceleration in the
more recent years, the counts of standards grow more by leaps and bounds. Thus, it
is hard to judge from this picture how correlated the two series are. The computation
of cross correlations indicates a strong relationship between the series, but the trend in
21I am thankful to Julia Schmidt for providing me the dataset containing the various counts of stan-
dards that she uses in Baron and Schmidt (2017).
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both series may give rise to this strong (maybe spurious) relation.22 Therefore, I postpone
the discussion of the importance of these two indicators, and whether we can use them
interchangeably, to the results section in which I present impulse responses and forecast
error variance decompositions for various settings.
Moreover, in this figure I highlight the year 1997 in order to indicate the end period
for the sample used in Alexopoulos (2011). As it can be observed, both series display
significant fluctuations in the period between 1998 and 2012 that deserve to be considered
for the empirical analysis of the impact of technological change on economic activity. In
the discussion of results, I explain the diﬀerences that arise from reducing the sample
that covers the period 1964-2012 to the one that only covers the period 1964-1997.23
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Figure 2.1: Comparison of the main technological change indicators for the sample period 1964-2012.
The blue line represents the annual series for the Bowker’s book titles in the category technology (TECH),
break-adjusted level data obtained by fixing the level for the reference period to the latest available data
point. The orange line defines the annual series for the counts of standards on ICT and electronics that
were released in the US. The left-hand side axis corresponds to the number of book titles, while the
right-hand side axis corresponds to the number of standards. The shaded area indicates the year 1997,
which is the end period of the sample used in Alexopoulos (2011).
Figure 2.12, in Appendix 2.B, illustrates the two annual series for new titles in the cat-
egory technology (TECH) for the sample period 1955-1997, which are used in Alexopoulos
(2011). One is the indicator based on Bowker’s book titles in the category technology
(TECH97), while the other is the MARC records-based indicator for the field of technol-
ogy (TECH2). Even though TECH2 is by construction a more exhaustive indicator of
technological change than TECH97 because it includes more titles, the two series seem
to follow a common growth path until the early 1980s, when they start to slightly di-
verge. For this reason, in the exercises performed with the shorter sample, I also check
the robustness of results when TECH97 is replaced by TECH2.
22The cross correlations of growth rates or detrended series indicate only a weak relationship, which
may be positive or negative depending on the leads or lags considered.
23Alexopoulos (2011) considers the sample 1955-1997, but not all data series in my sample are available
starting from 1955.
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In Appendix 2.C, I display the annual series for various technological standardization-
based indicators.24 In Figure 2.13, I plot the baseline series, which is the indicator based
on counts of all standards on ICT and electronics released in the US (US ICT+ELEC
Standards), against the series that contains only the counts of new standards on ICT and
electronics, and thus excludes any updated standards (US ICT+ELEC New Standards).
Until late 1980s the series almost coincide, which implies that most of the standards de-
veloped were new ones. Afterwards, the gap between the series becomes larger, indicating
that in the recent years many standards were not new, but updates of previously released
standards. While I assume that a technology of the early 90s is not the same with the
updated technology of today, and thus the original and the updated standards for this
technology should not be considered the same, I also perform robustness checks with the
indicator based only on new standards.
Figure 2.14, Appendix 2.C, illustrates the comparison between the baseline indicator
(US ICT+ELEC Standards) and the indicator based only on counts of standards on ICT
(US ICT Standards). Lastly, Figure 2.15 compares the indicators based on the counts of
standards on ICT that were released in the US (US ICT Standards), and those released
in the US and abroad (US+Int ICT Standards). Baron and Schmidt (2017) argue that
the three series are positively correlated, with the relationship being stronger between the
baseline indicator (US ICT+ELEC Standards) and the indicator based only on counts
of standards on ICT (US ICT Standards).25 Among these series, Baron and Schmidt
(2017) choose the indicator based only on counts of standards on ICT released in the US
(US ICT Standards) to be their baseline indicator, with the motivation that ICT is the
most dominant general purpose technology (GPT) of the recent decades. In this paper, I
prefer to use instead the indicator based on counts of all standards on ICT and electronics
released in the US as baseline indicator because it is a more comprehensive index, but I
use the other indicators for robustness checks.
2.4 Empirical Approach
I estimate a linear vector autoregressive (VAR) model, which is given by:
Yt =c+
p∑
i=1
ΦiYt−i + ϵt,
where Yt is a vector of k endogenous variables modeled as the sum of an intercept c, p
lags of the same endogenous variables and ϵt ∼ WN(0,Σ), which is a vector of reduced-
form residuals with mean zero and constant variance-covariance matrix, Σ. Φi are the
matrices containing the VAR coeﬃcients. As a general rule, the system with quarterly
data features four lags, while the model with annual data has two lags.26
The variables in Yt are log-levels, and most of them are also integrated. Nevertheless,
I choose to estimate the VAR model in levels, and do not assume a specific cointegrating
relationship between the variables. This is the approach taken in the empirical news
literature with the motivation that by estimating the model in levels it is possible to
24The plots for the quarterly series look similar, and are not included in this paper. However, for the
sample period 1975Q1-2011Q4, they are illustrated in Baron and Schmidt (2017).
25Based on my computations, results hold regardless of the sample size considered.
26For models with annual data, sometimes the Information Criteria indicate the use of more or less
lags. I discuss these issues throughout the paper whenever it is the case.
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keep the information contained in the long-run relationships. Moreover, this estimation
is shown to be robust to cointegration of unknown form and gives consistent estimates
of the impulse responses.27 Given that the purpose of this paper is to compare the
results obtained in models that comprise technological change indicators with those in
the empirical news literature, I keep the modeling assumptions imposed in this literature.
The reduced-form residuals can be written as a linear combination of the structural
shocks ϵt = Aut, assuming that A is nonsingular. Structural shocks are white noise
distributed ut ∼ WN(0, Im) and the covariance matrix is normalized to the identity
matrix. To identify the structural shocks from the reduced-form innovations, k(k − 1)/2
additional restrictions on A are needed. Following the news literature, I consider two
identification schemes. The first is based on short-run restrictions, while the other on
medium-run restrictions. The goal is to identify two productivity shocks, an unanticipated
productivity shock, and an anticipated (news) shock, along with a technology shock.
The short-run identification scheme is applied as it follows. The innovations are
orthogonalized by decomposing the variance-covariance matrix Σ of the reduced-form
shocks into the product of a lower triangular matrix A and its transpose A′ (Σ = AA′).
The first three shocks are defined as the unanticipated productivity shock, the technology
shock, and the news shock. In systems with more than three variables, the other shocks
cannot be economically interpreted without imposing additional restrictions.
Bolboaca and Fischer (2017a) argue that the unanticipated productivity shock can
be thought of as an unexpected improvement in productivity due to sudden changes in
policies or management practices that promote more production. This shock is identified
with short-run zero restrictions under the assumption that TFP is on the first position in
the system of variables, and the unanticipated productivity shock is the only shock having
an impact eﬀect on it. The second variable included in the system is the technological
change indicator. The other shock on this variable, in addition to the unanticipated
productivity shock, is defined to be the technology shock. The third variable has to be
one that contains significant information about new technologies with great potential
to increase productivity in the future. Beaudry and Portier (2006) were the first to
introduce this concept, and used stock prices as the informative variable about future
changes in productivity.28 Bolboaca and Fischer (2017a) advise to use the index of
consumer sentiment instead of stock prices as it contains more stable information about
future productivity growth. Consequently, I put the index of consumer sentiment on the
third position of the system. The shock on this variable, in addition to the unanticipated
productivity shock, and the technology shock, is defined to be the news shock.
The second identification scheme imposes medium-run restrictions in the sense of
Uhlig (2004).29 As in the previous case, the unanticipated productivity shock is the only
shock aﬀecting TFP on impact. The news shock is then identified as the shock that has
no impact eﬀect on TFP and that, in adition to the unanticipated productivity shock,
27An extensive discussion of this issue is done in Bolboaca and Fischer (2017a).
28Barsky and Sims (2012), and Ramey (2016) argue that stock prices may not be the best variable to
be used in this setting because they are very volatile and prone to react to many other forces.
29The first to apply medium-run restrictions to identify news shocks were Barsky and Sims (2011).
The method I use in this paper to identify news shocks was introduced by Beaudry et al. (2011). This
approach diﬀers from the original one of Barsky and Sims (2011) because the latter aims at identifying
a shock with no impact eﬀect on TFP that maximizes the sum of contributions to TFP’s FEV over
all horizons up to the truncation horizon H. Bolboaca and Fischer (2017a) show that the news shock
identified with the method of Barsky and Sims (2011) is contaminated with contemporaneous eﬀects,
being a mixture of shocks that have either permanent or temporary eﬀects on TFP.
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influences TFP the most in the medium-run. More precisely, it is the shock which explains
the largest share of the TFP’s forecast error variance (FEV) at some specified horizon h.
Innovations are orthogonalized by applying the Cholesky decomposition to the covari-
ance matrix of the residuals, Σ. The entire space of permissible impact matrices can be
written as A˜D, where D is a k × k orthonormal matrix (DD′ = I). The h step ahead
forecast error is defined as the diﬀerence between the realization of Yt+h and the minimum
mean squared error (MSE) predictor for horizon h:30
Yt+h − Pt−1Yt+h =
h∑
τ=0
Bτ A˜Dut+h−τ
The share of the forecast error variance of variable j attributable to structural shock
i at horizon h is then:
Ξj,i(h) =
e′j
(∑h
τ=0Bτ A˜Deie
′
iA˜
′DB′τ
)
ej
e′j
(∑h
τ=0BτΣB′τ
)
ej
=
∑h
τ=0Bj,τ A˜γγ
′A˜′B′j,τ∑h
τ=0Bj,τΣB′j,τ
,
where ei denote selection vectors with the ith place equal to 1 and zeros elsewhere. The
selection vectors inside the parentheses in the numerator pick out the ith column of D,
which will be denoted by γ. A˜γ is a m×1 vector and has the interpretation as an impulse
vector. The selection vectors outside the parentheses in both numerator and denominator
pick out the jth row of the matrix of moving average coeﬃcients, which is denoted by
Bj,τ .
Note that TFP is on the first position in the system of variables, and let the unantic-
ipated productivity shock be indexed by 1 and the news shock by 2. Having the unan-
ticipated shock identified with the short-run zero restrictions, I identify the news shock
by choosing the impact matrix to maximize contributions to Ξ1,2(h) at h=40 quarters,
or h=80 quarters.
When I employ annual data, I investigate these shocks in settings which include, apart
from TFP, the technological change indicator, and the index of consumer sentiment,
either hours worked, consumption, output or investment as a fourth variable. In several
applications, I also consider the three variables model. Given the limited number of
observations in the sample with annual data, I do not consider larger settings. However,
Bolboaca and Fischer (2017a) encourage the use of larger settings for the robustness of
results, and for this reason, when using quarterly data, I work with a system that contains
all seven variables.
With both identification schemes, I allow the unanticipated productivity shock to
have an immediate eﬀect on all variables. On the other hand, the technology shock
has an immediate eﬀect on the technological change indicator and the other variables
of the model, but TFP responds with a lag. This approach is diﬀerent from the one of
Alexopoulos (2011), and Baron and Schmidt (2017), who place the technological change
indicators on the last position of the system. The reason is that they want all macroe-
conomic variables to respond with a lag to a technology shock.31 However, following the
empirical news literature, I consider that a technology shock provides economic agents
with information about the future potential productivity gains, which may encourage
them to respond immediately in order to be among the first to benefit from the adoption
30The minimum MSE predictor for forecast horizon h at time t− 1 is the conditional expectation.
31Alexopoulos (2011) claims that the ordering of the variables do not influence her results.
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of the new technologies. The coordination of agents’ actions may lead to an increase in
consumption and investment, and consequently in output, in anticipation of the change in
productivity. This view opposes the one of Baron and Schmidt (2017) who consider that
macroeconomic aggregates should respond with a lag to the technology shock because of
the implementation lag and slow diﬀusion of technology into productivity. Finally, both
TFP, and the technological change indicator respond with a lag to a news shock, but all
other variables are allowed to react on impact.
2.5 Results
2.5.1 Results Obtained Using Bowker’s Book-Based Indicators
The benchmark setting I use contains TFP adjusted for capacity utilization, the Bowker’s
book-based indicator for the category technology (TECH), and the index of consumer
sentiment. The variables are introduced in the model in this precise order, and the
structural shocks are obtained from the reduced from residuals by applying the short-run
identification scheme. The first shock is the unanticipated productivity shock, and has
an immediate eﬀect on all three variables. The second shock, the technology shock has
an impact eﬀect on both the book-based indicator and the confidence index, but aﬀects
TFP with a lag. The third shock has an immediate eﬀect on the index of consumer
sentiment, but not on the others, which respond with a lag. The shock on the measure
of consumer confidence, unrelated to current changes in productivity, has been shown
in the empirical news literature to be highly correlated with the news shock.32 While
in the related literature, this shock is obtained in models that lack a direct measure of
technological change, I choose to identify it also in this setting in order to investigate
how the shock on the confidence measure, henceforth news shock, and the shock on the
technological change indicator, i.e. technology shock, compare. Figure 2.2 displays the
bias corrected mean impulse responses to a one standard deviation positive technology
shock. These results are obtained in the three-variables VAR model, estimated with two
lags.33 While one lag is usually considered to be suﬃcient for estimating a VAR with
annual data, I choose to employ two lags to ensure robustness of my results given that
the system potentially contains unit root or near unit root variables.34
The impulse responses indicate that a positive technology shock leads to a permanent
increase in TFP, the eﬀect becoming apparent already in the second period. Consumer
confidence also responds positively, but the eﬀect is not significant for the first year.
Interestingly, the positive eﬀect is quite persistent, lasting for about ten years after the
shock hits.
32Details can be found in Bolboaca and Fischer (2017a).
33The Akaike Information Criterion (AIC) indicates two lags, while the Bayesian Information Criterion
(BIC) indicates one lag.
34See Kilian and Lu¨tkepohl (2017) for details on the importance of lag augmentation in the particular
case of VAR models with integrated variables.
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Figure 2.2: Impulse responses to a one standard deviation positive technology shock. The shaded
area corresponds to the 68% confidence intervals from 1000 bias-corrected bootstrap replications of the
reduced form VAR. The horizontal axis indicates the forecast horizon (years) and the unit of the vertical
axis is percentage points.
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Figure 2.3: Comparison of the technology and news shocks. The black starred line corresponds to
the impulse responses to a technology shock. The red solid line corresponds to the impulse responses
to a news shock. The shaded area corresponds to the 68% confidence intervals for the responses to the
technology shock, while the dotted red lines define the equivalent for the responses to the news shock.
The unit of the horizontal axis is years, and of the vertical axis is percentage points.
In Figure 2.3, I compare the eﬀects of the technology shock to those of the news shock
on TFP. It is evident that the responses to the two shocks are not significantly diﬀerent
from each other. While the news shock does not seem to aﬀect productivity for the first
two years after the shock hits, its eﬀect becomes significantly positive afterwards and
permanent. The mean impulse responses of TFP to the two shocks do not look similar.
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However, the confidence bands overlap, which indicates that there are no significant
diﬀerences between the two. In contrast, the eﬀect of the news shock on the index of
consumer sentiment is very diﬀerent from the one of the technology shock. Consumer
confidence increases immediately after the positive news shock hits, but the eﬀect fades
away fast.
The eﬀects of both shocks on macroeconomic variables are presented in Figure 2.4.
These impulse responses are obtained after estimating four-variables VAR models in
which each of the variables is included as the forth.35 The impulse responses indicate a
positive impact eﬀect of the technology shock on all variables. All four variables continue
increasing after the shock hits, which indicates that they not only anticipate the increase
in productivity but also track the diﬀusion of the new technologies. At a horizon of ten
years, output, investment, and consumption seem to stabilize at a new permanent level,
while the eﬀect on hours worked starts diminishing. In contrast, the impulse responses
to the news shock indicate significantly stronger positive impact eﬀects of the news shock
on the macroeconomic variables. All four responses display hump-shapes, and clearly
indicate that the eﬀects of the news shock are less persistent than those of the technology
shock. The eﬀects on most variables, with the exception of output, seem to fade away
after ten years. To conclude, from the comparison of the impulse responses to these
two shocks, I observe that both shocks have small or insignificant eﬀects on TFP in the
short-run, but lead to higher long-run levels of productivity. Both shocks lead also to
a comovement of macro aggregates, with output, consumption, investment, and hours
worked, increasing on impact. However, the dynamics of the macroeconomic variables
are not the same following the two shocks.
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Figure 2.4: Comparison of the technology and news shocks. The black starred line corresponds to
the impulse responses to a technology shock. The red solid line corresponds to the impulse responses
to a news shock. The shaded area corresponds to the 68% confidence intervals for the responses to the
technology shock, while the dotted red lines define the equivalent for the responses to the news shock.
The unit of the horizontal axis is years, and of the vertical axis is percentage points.
35The models are estimated with two lags. The AIC indicates two lags for the models with output,
or consumption, as the forth variable, one for the model with investment, and four for the model with
hours. There are no significant diﬀerences in the results when I change the number of lags to those
indicated by AIC.
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In Figure 2.16, Appendix 2.D, I present the impulse response functions to the unan-
ticipated productivity shock. This shock is defined as the only shock with impact eﬀect
on TFP, while all the other variables of the model are allowed to respond on impact to it.
For brevity, I do not make a discussion of all these impulses, and do not use them in the
comparison of results. However, I consider some results worth mentioning. Firstly, the
eﬀect of the unanticipated productivity shock on TFP is persistent, but transitory. The
impact eﬀects on most macroeconomic variables are not significantly diﬀerent from zero.
In contrast, hours worked decrease on impact following the unanticipated productivity
shock, which is in line with the results obtained in the related literature.36 Moreover,
the dynamics of most variables are also in accordance with the findings in the related
literature, with the exception of consumption, for which the eﬀect of the unanticipated
productivity shock seems to be persistently negative in the long-run.
Table 2.1: Forecast Error Variance Decomposition of TFP and ICS. The numbers indicate the percent
of the FEV of TFP and ICS explained by the unanticipated productivity, technology and news shocks
at various forecast horizons (years).
Horizon
2 8 10 20 30
Total factor productivity (adjusted)
TFP shock 97.38 70.78 62.86 46.84 43.05
TECH shock 1.82 6.49 10.66 26.62 31.98
News shock 0.06 21.56 24.35 21.81 19.89
Index of consumer sentiment
TFP shock 8.15 14.48 14.57 14.57 14.59
TECH shock 1.69 15.68 16.65 16.76 16.79
News shock 89.52 66.88 65.76 65.50 65.44
In Table 2.1, I present the contribution of the unanticipated productivity shock, the
technology shock and the news shock, to the FEV of TFP and the index of consumer
sentiment.37 As expected, the unanticipated productivity shock explains the biggest share
of the variation in TFP at all forecast horizons. However, the news shock explains about
20 percent of the variation in TFP in the medium- and long-term. An interesting result
is the percent of variation of TFP that can be attributed to the technology shock. The
share is quite small in the short-run, but it starts increasing in the medium-run, being
above 10 percent at a horizon of ten years, and almost 32 percent at a horizon of thirty
years. What is even more intriguing is that, while the news shock contributes most to
the variation of TFP at a horizon of ten years, the contribution of the technology shock
continues to increase with the forecast horizon.
The contributions of the technology and news shocks to the variation in macroeco-
nomic variables are displayed in Table 2.2. The technology shock explains a small percent
of the variation in macroeconomic variables in the short-run, while the news shock ex-
plains more than 50 percent of the variation in most variables at a horizon of two years.
36See, for example, Gal´ı (1999) and Basu et al. (2006).
37The shares displayed in the table are the average of the contributions obtained in the three-variables
VAR model (TFP, TECH, index of consumer sentiment), and in the four-variables VAR models with
output, consumption, investment, or hours worked as the forth variable. The shares obtained in each of
these models can be provided by the author.
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However, the roles are inversed when considering the lower frequencies. In the medium-
to long-run, the technology shock explains more than 40 percent of the variation in out-
put, about 34 percent of the variation in hours worked, and 17 percent of the variation in
investment. A particular result is the high contribution that the technology shock has to
the variation of consumption, which goes above 70 percent at a horizon of twenty years.
Table 2.2: Forecast Error Variance Decomposition of macro variables. The numbers indicate the
percent of the FEV of output, consumption, investment, and hours worked explained by the technology
shock and the news shock at various forecast horizons (years).
Horizon
2 8 10 20 30
Output
TECH shock 9.74 28.23 32.49 41.94 44.67
News shock 61.86 48.47 43.78 34.03 31.43
Consumption
TECH shock 12.03 48.5 55.31 73.46 79.55
News shock 48.68 24.31 18.44 8.59 6.35
Investment
TECH shock 4.51 12.28 14.06 16.79 17.36
News shock 61.33 53.37 51.13 45.54 43.36
Hours worked
TECH shock 7.6 28.95 32.51 34.06 33.82
News shock 58.71 52.6 49.72 47.36 46.78
When replacing the book based indicator for category technology (TECH) with the
indicator for category science (SCI), I do not obtain the same results. At first sight, most
results hold qualitatively. In Figure 2.17, Appendix 2.D, I present the impulse responses
to a one standard deviation positive technology shock (on variable SCI). These results are
obtained in the three-variables VAR model, estimated with two lags, in which variable
TECH is replaced by SCI. The impulse responses indicate that a positive technology shock
leads to a permanent increase in TFP. In contrast to the shock on TECH, the response of
consumer confidence is not significantly diﬀerent from zero at all horizons. Moreover, in
Figure 2.18, Appendix 2.D, it is evident that the eﬀects on most macroeconomic variables
are not significant, either on impact or at longer horizons. This indicates that the counts
of new titles in category science cannot be used as an indicator for technological change
instead of the counts of books in category technology.
As a final step in the analysis of results obtained using the book-based indicators, I
wish to draw a parallel between these results and those obtained in Alexopoulos (2011).
While the results I find in this paper are qualitatively in line with those of Alexopoulos
(2011), there are several diﬀerences in our approaches. As I previously stated, we choose
to place the indicator of technological change on diﬀerent positions in the VAR.While I set
it on the second position, Alexopoulos (2011) puts it last in the system of variables. This
gives the diﬀerence in the impact responses of the variables in the model to the technology
shock. With my approach, which follows the one in the empirical news literature, except
for TFP, the other variables are allowed to respond on impact to the technology shock. In
Alexopoulos (2011), all variables respond with a lag to this shock. My findings indicate
that all macroeconomic variables respond significantly on impact to the technology shock,
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and hence I do not see a reason for imposing these ‘no impact response’ restrictions.
Another diﬀerence consists in the sample used for the empirical analysis. Alexopoulos
(2011) uses data for the sample period 1955-1997, while the data employed in this paper
covers the period 1964-2012. For comparison, I present in Figure 2.19, and Figure 2.20, in
Appendix 2.D, the impulses responses to the technology shock when the Bowker’s book
based indicator for category technology (TECH97) is used. For this analysis, I consider
the subsample for the period 1964-1997.38 Both Alexopoulos (2011) and I estimate a
linear VAR model with data in log-levels. However, Alexopoulos (2011) includes one
lag of the endogenous variables, and a linear time trend in the model.39 In contrast, I
choose a lag length of two. The choice is in several settings indicated by the AIC, the
information criterion advised to be used in case of small sample size,40 while in others
I choose it for consistency and robustness.41 The impulse responses displayed in Figure
2.19, and Figure 2.20, Appendix 2.D, indicate that using the shorter sample does not
significantly influence the results. The technology shock leads to a permanent increase in
TFP, and the comovement of macroeconomic variables. However, the confidence bands
are wider, and this makes the persistence of the eﬀects arguable. As the increase in the
width of confidence bands may be the side-eﬀect of estimating the VAR model with two
lags, and using a shorter sample, I focus on the mean impulse responses to make my
argument, and these are qualitatively similar to those obtained with the larger sample.
Moreover, in Figure 2.19, and Figure 2.20, in Appendix 2.D, I also present the impulse
responses obtained when the Bowker’s book-based indicator is replaced by the MARC
records-based indicator, both for the titles published in the category technology. The
results indicate that the two technological change indicators can be used interchangeably
as the eﬀects of the two technology shocks are virtually the same on almost all variables,
with the exception of consumption, on which the technology shock obtained using the
MARC records-based indicator has a significantly smaller eﬀect.
A last (possible) diﬀerence to the approach in Alexopoulos (2011) is that we might use
diﬀerent measures of productivity.42 We both use the series constructed with the method
of Fernald (2014) based on Basu et al. (2013) and Basu et al. (2006), but I perform the
analysis using the TFP series that is adjusted for variations in capacity utilization. It is
not clear to me whether the TFP series used by Alexopoulos (2011) is the same, or the
one which is unadjusted for capacity utilization. I checked the robustness of results when
the TFP series unadjusted for capacity utilization is used, and the diﬀerences are mostly
quantitative. The impulse responses obtained with the unadjusted series usually indicate
stronger eﬀects of the technology shock, mainly in the short-run. However, the use of
the TFP series that is unadjusted for capacity utilization is not recommended in this
setting because capacity utilization may also respond to the technology shock, as firms
38At annual frequency, not all time series in my sample are available starting from 1955. While I
cannot use the exact sample period as in Alexopoulos (2011) for all estimations, I could perform the
analysis for a bivariate model with only TFP and the technological change indicator, and the findings
were very similar.
39Alexopoulos (2011) uses the BIC to decide upon the lag length, and includes a time trend to hopefully
address the problem of estimating a model with level data, which may be (co-)integrated.
40See Liew (2004) for details on the choice of information criteria depending on the sample size.
41Kilian and Lu¨tkepohl (2017) explain that the lag augmentation of VAR models with potentially
integrated variables can ensure robustness of results, but may involve a loss of eﬃciency in estimation,
reducing the power of tests and inflating the width of confidence intervals.
42Even if the measure is the same, we definitely use diﬀerent vintages of the TFP series, as I employ
the latest available vintage as of October 2017.
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may decide to increase capacity until adopting the new technologies in order to smooth
output production. Thus, the response of TFP to the technology shock may reflect the
increase in capacity and not the diﬀusion of technologies in the short-run.
To conclude, using the the book-based indicators of Alexopoulos (2011) as a proxy
for technological change I find that technology shocks lead to a comovement of macro
aggregates, and explain a big share of the variation in these variables in the medium-
to long-run. Technology shocks are more similar to news shocks than to unanticipated
productivity shock. However, while the technology and news shocks have qualitatively
similar eﬀect on macroeconomic variables, there are significant quantitative diﬀerences.
The eﬀects of the news shock are stronger in the short-run, but they diminish in the
medium- to long-run.
2.5.2 Results Obtained Using Standards-Based Indicators
In this section, I perform a similar analysis of technology shocks, but in this setting I use
standards-based indicators as proxy for technological change. The benchmark setting I
use contains TFP adjusted for capacity utilization, the counts of standards on ICT and
electronics that were released in the US (US ICT+ELEC Standards), and the index of
consumer sentiment. The variables are introduced in the model in this precise order, and
the structural shocks are obtained from the reduced from residuals by applying the short-
run identification scheme. As before, the first shock is the unanticipated productivity
shock, the second is the technology shock, and the third is the news shock. The three-
variables VAR model is estimated with two lags.43
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Figure 2.5: Comparison of technology shocks. The black starred line defines the impulse responses to
a technology shock on variable TECH, and the shaded area is the corresponding 68% confidence interval.
The green crossed line represents the impulse responses to a technology shock on variable US ICT+ELEC
Standards, and the dotted green lines define the corresponding 68% confidence interval. The unit of the
horizontal axis is years, and of the vertical axis is percentage points.
Figure 2.5 displays the bias corrected mean impulse responses to one standard devi-
43The AIC indicates three lags, while the BIC indicates one lag.
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ation positive technology shocks. I present the results for the technology shock obtained
in this setting, in which I use the standards-based indicator US ICT-ELEC Standards
as proxy for technological change, to those obtained in the previous analysis, in which
I employed the book-based indicator TECH instead. The impulse responses indicate
that a positive technology shock, on the standards-based indicator, leads to a permanent
increase in TFP, but the eﬀect is significant only after about five years. Consumer confi-
dence responds positively already on impact, but the eﬀect is not significant for the first
year. Interestingly, I find the same persistent positive eﬀect of both technology shocks
on the confidence measure. Moreover, apart from the eﬀect on TFP in the first year, the
two shocks seem to lead to the same dynamics in TFP and the index of consumer senti-
ment, as the confidence bands overlap. The closeness in the eﬀects of the two shocks is
evident also in Figure 2.6, in which I compare the responses of macroeconomic variables
to the two technology shocks. These impulse responses are obtained after estimating
four-variables VAR models in which each of the variables is included as the forth.44 The
technology shock, on the standards-based indicator, has smaller impact and short-run
eﬀects on output and consumption. However, the confidence bands overlap, which indi-
cates that there is no significant diﬀerence between these two technology shocks when
judging from the perspective of impulse responses.
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Figure 2.6: Comparison of technology shocks. The black starred line defines the impulse responses to
a technology shock on variable TECH, and the shaded area is the corresponding 68% confidence interval.
The green crossed line represents the impulse responses to a technology shock on variable US ICT+ELEC
Standards, and the dotted green lines define the corresponding 68% confidence interval. The unit of the
horizontal axis is years, and of the vertical axis is percentage points.
To further investigate the relationship between the two technology shock, I present
in Table 2.3 the contribution of each of them to the FEV of TFP and the index of con-
sumer sentiment.45 The contributions of the technology shocks to the variation of TFP
44The models are estimated with two lags.
45The shares displayed in the table are the average of the contributions obtained in the three-variables
VAR model (TFP, technological change indicator, index of consumer sentiment), and in the four-variables
VAR models with output, consumption, investment, or hours worked as the forth variable. The shares
obtained in each of these models can be provided by the author.
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at diﬀerent forecast horizons follow the same pattern. The shares are rather small in
the short-run, but start increasing in the medium- to long-run. An interesting result is
that the technology shock on variable TECH explains a bigger share of the variation in
TFP at business-cycle frequencies than the technology shock on variable US ICT+ELEC
Standards, but the roles are reversed at lower frequencies. Baron and Schmidt (2017)
explain that the diﬀerence stems from the fact that standardization occurs prior to the
introduction of books and manuals describing the technology on the market. The in-
tuition is that publishers launch the books close to the commercialization of products
using the new technology in order to sell more. In contrast, standardization precedes
the development of products that use the new technology. This is why the technology
shock on the TECH variable more closely tracks the diﬀusion of the new technology into
productivity, while the shock on standardization anticipates it. However, this argument
does not clarify the reversal observed in the contributions in the medium-run. My expla-
nation for this result is that the book-based indicator is a noisier proxy for technological
change, and this may downward bias the eﬀect of important technologies on economic
activity. Lastly, it is important to note that when looking at the percent of variation of
the confidence measure that can be attributed to the technology shocks, it is evident that
the shares are close at all forecast horizons.
Table 2.3: Forecast Error Variance Decomposition of TFP and ICS. The numbers indicate the percent
of the FEV of TFP and ICS explained by the technology shock on variable TECH, and the technology
shock on variable US ICT+ELEC Standards, at various forecast horizons (years).
Horizon
2 8 10 20 30
Total factor productivity (adjusted)
TECH shock 1.82 6.49 10.66 26.62 31.98
US ICT+ELEC shock 0.50 2.41 5.49 34.12 48.57
Index of consumer sentiment
TECH shock 1.69 15.68 16.65 16.76 16.79
US ICT+ELEC shock 1.99 17.04 18.89 20.09 20.12
The contributions of the technology shocks to the variation in macroeconomic vari-
ables are displayed in Table 2.4. As seen already in the case of TFP, both technology
shocks explain a small percent of the variation in macroeconomic variables in the short-
run, but at these high frequencies the technology shock on variable TECH has bigger
contributions. On the other hand, in the medium- to long-run the technology shock on
variable US ICT+ELEC Standards explains between 28 percent and 92 percent of the
variation in macroeconomic variables, and thus seems to be a more important source of
macroeconomic fluctuations.
In Table 2.6, Appendix 2.E, I present the contributions of the unanticipated produc-
tivity shock, the technology shock on variable US ICT+ELEC Standards, and the news
shock, to the FEV of TFP and the index of consumer sentiment. The conclusions to be
drawn are similar to those for the setting in which the book-based indicator was used as
proxy for technological change. The only major diﬀerence consists in the contributions
to the fluctuations of TFP. The unanticipated productivity shock explains the biggest
share of the variation in TFP at business cycle frequencies. However, in the medium- to
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long-run, the technology shock becomes more important, as it explains more than 48 per-
cent of the variation in TFP at a forecast horizon of thirty years, while the unanticipated
shock explains less than 37 percent.
The contributions of the technology and news shocks to the variation in macroeco-
nomic variables are displayed in Table 2.7, Appendix 2.E. Once more, the observations
are very similar. The news shock explains about 50 percent of the variation in most
variables at a horizon of two years, but the contributions drop at lower frequencies. In
contrast, the technology shock explains a small percent of the variation in macroeconomic
variables in the short-run, while in the medium- to long-run, it becomes a major source
of macroeconomic fluctuations.
Table 2.4: Forecast Error Variance Decomposition of macro variables. The numbers indicate the
percent of the FEV of output, consumption, investment, and hours worked explained by the technology
shock on variable TECH, and the technology shock on variable US ICT+ELEC Standards, at various
forecast horizons (years).
Horizon
2 8 10 20 30
Output
TECH shock 9.74 28.23 32.49 41.94 44.67
US ICT+ELEC shock 1.49 25.4 36.71 65.65 73.89
Consumption
TECH shock 12.03 48.5 55.31 73.46 79.55
US ICT+ELEC shock 2.58 48.08 62.45 87.69 91.32
Investment
TECH shock 4.51 12.28 14.06 16.79 17.36
US ICT+ELEC shock 2.48 15.01 18.96 27.87 31.46
Hours worked
TECH shock 7.6 28.95 32.51 34.06 33.82
US ICT+ELEC shock 8.3 18.97 35.76 37.16 37.39
In the analysis presented so far I use the technological change indicator based on
counts of all standards on ICT and electronics released in the US (US ICT+ELEC Stan-
dards). As a robustness check, I perform the same empirical exercises, but I replace
the baseline indicator with one of the following: the counts of new standards on ICT
and electronics, excluding any updated standards (US ICT+ELEC New Standards), the
counts of standards on ICT (US ICT Standards) only, and the counts of standards on
ICT released in the US and abroad (US+Int ICT Standards). In Figure 2.21, Appendix
2.E, I present the impulse responses of TFP, the index of consumer sentiment, output,
consumption, investment, and hours worked, to the various technology shocks. The re-
sults indicate that the baseline indicator and the indicator based on counts of only new
standards on ICT and electronics can be used interchangeably as the mean impulse re-
sponses almost coincide. The impulse responses to the technology shock identified using
the counts of standards on ICT (US ICT Standards) lie within the confidence bands of
the baseline setting, with the exception of the short-run response of investment, which is
not significantly diﬀerent from zero in this case. A similar conclusion can be drawn for
the technology shock obtained using the counts of standards on ICT released in the US
and abroad. Most impulse responses to this shock lie also within the confidence bands
of the baseline setting, with only the response of consumption being entirely outside the
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confidence interval and indicating an insignificant eﬀect of the technology shock on this
variable. To conclude, the baseline indicator based on counts of all standards on ICT
and electronics released in the US (US ICT+ELEC Standards) seems to give the most
robust results among the standards-based indicators I investigated. Moreover, as seen in
the comparison with the Bowker’s book-based indicator for category technology, the two
proxies for technological change deliver similar results in terms of impulse responses and
shares of variation attributed to the technology shock they help identify. Based on these
findings, I infer that the indicator based on counts of all standards on ICT and electronics
(US ICT+ELEC Standards) is a robust proxy for technological change. Hence, I further
use the quarterly series of this indicator constructed by Baron and Schmidt (2017) to
perform several empirical exercises of the news literature.
I begin by estimating a seven-variables VAR model, which contains TFP adjusted for
capacity utilization, the indicator based on counts of all standards on ICT and electron-
ics released in the US (US ICT+ELEC Standards), the index of consumer sentiment,
investment, hours worked, output, and consumption. The variables are introduced in
the model in this precise order, and the structural shocks are obtained from the reduced
from residuals by applying short-run restrictions. The first shock is the unanticipated
productivity shock, and has an immediate eﬀect on all variables. The second shock, the
technology shock has an impact eﬀect on all variables, with the exception of TFP that
responds with a lag. The third shock has an immediate eﬀect on the index of consumer
sentiment, and the other macroeconomic variables, but TFP and the standards-based in-
dicator are aﬀected with a lag. I consider the same sample period as in the exercises with
annual data, i.e. 1964Q1-2012Q4, in order to have comparable results.46 The model is es-
timated using quarterly data, with four lags. The choice of the lag length is motivated by
the usual practice in the literature, and thus by obtaining results that can be compared
with those in the empirical news literature. However, as it can be observed in Figure
2.22, Appendix 2.E, results do not change significantly if the estimation is performed
with eight lags. The diﬀerences in impulse responses are evident only in the short-run.
The results obtained in the model with eight lags indicate an insignificant eﬀect of the
technology shock on investment, output, and hours worked for the first two years, and
on TFP for the first almost six years. In contrast, the eﬀects obtained in the model with
four lags become significantly positive at shorter horizons. Increasing the number of lags
to twelve, as it is done in Baron and Schmidt (2017), leads to a higher uncertainty of the
estimates, and makes the impulse responses statistically insignificant at longer horizons,
but the results are still qualitatively similar.
In Figure 2.7, I compare the impulse responses to the technology shock with those to
the unanticipated productivity shock. In response to a one standard deviation positive
unanticipated productivity shock, TFP rises on impact, but the eﬀect fades over time even
though it is quite persistent. The shock has positive impact eﬀects also on the index of
consumer sentiment, investment, output, while on consumption it is almost nil. However,
the impact eﬀect on hours worked is significantly negative, which confirms the results of
Gal´ı (1999) and Basu et al. (2006). In the short-run, it is evident a hump-shaped pattern
in the responses of the index of consumer sentiment, output, consumption, investment,
and hours worked, but the eﬀects wane after two to three years. Concerning the responses
to the technology shock, TFP is restricted not to respond on impact, but in the first four
to five years there is almost no change in its response. However, TFP starts increasing
46Quarterly data is available for the period 1955Q1-2014Q4, and results do not change considerably if
the whole sample is used.
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afterwards, and after about fifteen to twenty years it stabilizes at a new long-run level.47
While I do not impose any restrictions for the impact eﬀect on the other model variables as
in Alexopoulos (2011), and Baron and Schmidt (2017), I do not find a significant impact
eﬀect of the technology shock on output, investment, consumption, and hours worked.
Nevertheless, these variables start responding positively to the shock soon after the shock
hits, and increase for several quarters until they stabilize at higher new permanent levels.
The reactions of hours worked and investment display a hump-shaped pattern in the
short-run. When comparing the two shocks through the impulse response functions, I
observe that the technology shock has much stronger short- and medium-run eﬀects on
all macroeconomic variables than the unanticipated productivity shock.
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Figure 2.7: Comparison between the technology shock and the unanticipated productivity shock. The
green crossed line represents the impulse responses to a technology shock on variable US ICT+ELEC
Standards, and the shaded area is the corresponding 68% confidence interval. The black solid line
represents the impulse responses to an unanticipated productivity shock, and the dotted black lines
define the corresponding 68% confidence interval. The unit of the horizontal axis is quarters, and of the
vertical axis is percentage points.
In Figure 2.8, I compare the eﬀects of the technology shock to those of the news
shock on the model variables. The results are very similar to those obtained in the
models with annual data. The diﬀerences between the two are mostly apparent in the
short-run. The impact eﬀect of the news shock on investment, output, and hours worked
is significantly higher than the one of the technology shock. Concerning the short-run
dynamics, there is a hump-shaped pattern in the responses of output, consumption,
investment, and hours worked to the news shock. With the exception of hours worked
and the index of consumer sentiment, all variables stabilize at higher permanent levels
following a news shock. However, these long-run levels are slightly lower than those
reached after a technology shock hits the economy.48
47Figure 2.23, Appendix 2.E displays the impulse responses to the technology shock for forecast hori-
zons up to 120 quarters.
48Figure 2.24, Appendix 2.E, displays the impulse responses to the technology shock, and to the news
shock, for forecast horizons up to 120 quarters.
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Figure 2.8: Comparison between the technology shock and the news shock. The green crossed line
represents the impulse responses to a technology shock on variable US ICT+ELEC Standards, and the
shaded area is the corresponding 68% confidence interval. The red solid line represents the impulse
responses to a news shock, and the dotted red lines define the corresponding 68% confidence interval.
The unit of the horizontal axis is quarters, and of the vertical axis is percentage points.
In order to further investigate the role played by these shocks in driving macroeco-
nomic fluctuations, in Table 2.5 I present the contribution of each of them to the FEV of
TFP, the index of consumer sentiment, investment, hours worked, output, and consump-
tion. The contributions of the three shocks to the variation of the model variables at
diﬀerent forecast horizons follow the same pattern as observed previously in the models
estimated with annual data. Undoubtedly, the shares do not coincide because of the
diﬀerent information content of the models, but the roles of these shocks are the same
at various forecast horizons. The three shocks together explain more than 60 percent of
the variation in TFP at all horizons considered. The unanticipated productivity shock
explains most of the fluctuations of TFP in the short-run. However, this shock does
not seem to play an important role in driving macroeconomic fluctuations either in the
short-run, or in the medium-run, as its contribution to the variation in macroeconomic
variables is small at all forecast horizons. This contradicts the real business cycle (RBC)
literature that assigns a central role to the unanticipated productivity shock in driv-
ing economic fluctuations.49 When comparing the relative importance of the other two
shocks, it is evident that the news shock plays a more important role than the technol-
ogy shock at business cycle frequencies, while in the medium- to long-run the technology
shock takes the lead. The news shock explains between 25 and 42 percent of the vari-
ations in macroeconomic variables at business cycle frequencies, while the technology
shock explains between 27 and 42 percent of the variations in the same variables at lower
frequencies. The findings for the technology shock are in line with those of Alexopoulos
(2011), and Baron and Schmidt (2017), who show that technology shocks explain a small
percent of the variation in macroeconomic variables in the short-run, but have bigger
contributions in the medium- to long-run.
49The unanticipated productivity shocks are known as technology shocks in the RBC literature where
aggregate productivity is aﬀected immediately and permanently only by technology.
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Table 2.5: Forecast Error Variance Decomposition of model variables. The numbers indicate the
percent of the FEV of the model’s variables explained by the unanticipated productivity shock (TFP
shock), the technology shock on variable US ICT+ELEC Standards, and the news shock, at various
forecast horizons (years).
Horizon
2 8 10 20 30
Total factor productivity (adjusted)
TFP shock 69.65 41.77 35.5 14.74 9.42
US ICT+ELEC shock 0.49 5.73 11.71 32.3 36.6
News Shock 1.07 19.3 21.87 19.72 16.56
Index of consumer sentiment
TFP shock 3.16 5.59 5.54 5.65 5.64
US ICT+ELEC shock 8.51 14.38 14.89 14.95 15.07
News Shock 79.84 56.86 54.41 52.37 52.25
Output
TFP shock 8.92 3.29 2.56 1.23 0.92
US ICT+ELEC shock 9.65 32.32 35.22 40.42 41.37
News Shock 48.54 32.48 29.02 20.36 17.49
Consumption
TFP shock 3.35 0.69 0.5 0.21 0.19
US ICT+ELEC shock 14.89 38.36 40.39 43.31 43.52
News Shock 32.31 23.71 21.92 16.76 14.78
Investment
TFP shock 9.65 6.52 5.81 4.04 3.58
US ICT+ELEC shock 6.62 19.81 22.86 29.64 31.2
News Shock 43.21 40.33 37.75 29.32 26.59
Hours worked
TFP shock 1.82 2.24 2.17 2.37 2.39
US ICT+ELEC shock 10.72 27.02 27.28 27.15 27.13
News Shock 26.45 23.08 21.09 19.14 19.16
The similarity of results to those of Baron and Schmidt (2017) extends beyond the
shares of the FEV attributable to the technology shock, even though we take diﬀerent
empirical approaches.50 The impulse responses to the technology shock reported by Baron
and Schmidt (2017) are qualitatively similar to those I compute, with the only diﬀerence
that in their paper the short-run responses of investment, and output, are insignificant
for a longer period, and TFP initially decreases following the technology shock before
picking up in the medium- and long-run. I do not find a significant decrease in TFP in
response to the technology shock either in the baseline model or in the settings with more
lags (i.e. 8, and 12 lags).
The last step of my analysis is to verify how a news shock identified with the medium-
run identification scheme (MRI) compares with the news shock obtained using short-
run restrictions, and the technology shock. The news shock identified with medium-run
50Baron and Schmidt (2017) estimate a linear VAR with quarterly data in log-levels, but include 12
lags in the model, and take a Bayesian approach for the estimation in order to use Bayesian shrinkage
methods to tackle the problem of overparametrization. In contrast, I take a frequentist approach to
estimate the model, and use a lag length of 4 quarters.
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restrictions is defined to be the shock with no impact eﬀect on productivity, which explains
most of the variation of TFP in the medium-run. In Figure 2.9, I show that the news
shock obtained using medium-run restrictions, with a truncation horizon of 10 years, is
virtually a mixture of the technology shock and the news shock obtained with short-run
restrictions. Note that this shock is identified in the same variable setting as before, but
only together with the unanticipated productivity shock. The other two shocks obtained
with short-run restrictions are not identified in this framework, and this allows the news
shock obtained with medium-run restrictions to be a mixture of all shocks, with the
exception of the unanticipated productivity shock. As it can be observed in Figure 2.9,
the news shock identified with MRI is more similar to the news shock obtained with
short-run restrictions than to the technology shock. This is confirmed also by computing
the cross correlation coeﬃcient between each pair of shocks. The correlation coeﬃcient
between the two news shocks is 0.69, while between the news shock obtained with MRI
and the technology shock the coeﬃcient equals 0.43. This is not a surprising result since
in Table 2.5 it is evident that the news shock explains a bigger share of the FEV of TFP
than the technology shock at a horizon of ten years.
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Figure 2.9: Comparison between the technology shock and the news shocks. The dark blue circled line
defines the news shock obtained using medium-run restrictions, with a truncation horizon of 10 years.
The shaded area is the corresponding 68% confidence interval. The green crossed line represents the
impulse responses to a technology shock on variable US ICT+ELEC Standards, and the red solid line
represents the impulse responses to a news shock, obtained with short-run restrictions. The unit of the
horizontal axis is quarters, and of the vertical axis is percentage points.
However, when comparing the news shock obtained using medium-run restrictions,
with a truncation horizon of 20 years, with the other shocks (see Figure 2.25, Appendix
2.E), I find that this news shock is more similar to the technology shock than to the
news shock obtained with short-run restrictions. In this case, the correlation coeﬃcient
between the two news shocks is 0.45, while between the news shock obtained with MRI
and the technology shock the coeﬃcient equals 0.68. The results are reversed, which
is also in line with the reversal of contributions of the two shocks to the variation of
TFP at a forecast horizon of 20 years. This result confirms the conclusion of Bolboaca
and Fischer (2017a) that the choice of the truncation horizon plays an important role
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in the identification of news shocks with MRI. With the choice of shorter truncation
horizons, I find that MRI puts more emphasis on shocks that contribute more to TFP
at business cycle frequencies, but with longer horizons, MRI isolates shocks that play a
more important role in driving TFP fluctuations in the medium- and long-run. This is
the reason why Bolboaca and Fischer (2017a) advise choosing longer truncation horizons,
as this ensures obtaining more robust results.
2.6 Conclusions
Several approaches have been taken in the macroeconomic literature to measure the im-
pact of technological change on economic activity. One is to apply identification schemes
to identify technology shocks from macroeconomic data. The other is to use direct mea-
sures of technological change. Two recent proxies that were proposed are based on either
counts of book in the field of technology, or technological standardization. The first was
made by Alexopoulos (2011), who uses new book titles in the category technology as
proxy for the adoption of technological innovations. The second belongs to Baron and
Schmidt (2017) and is an indicator based on the counts of standards in the category ICT
(and electronics). In this paper, I combine the two approaches to show which of three
shocks plays a more important role for macroeconomic fluctuations: the unanticipated
productivity shock, the technology shock, or the anticipated productivity (news) shock.
My findings indicate that the two technological change indicators can be used inter-
changeably as they give similar results. Regardless of the indicator employed, following a
technology shock, TFP does not respond for several years, but then it gradually increases
until it stabilizes at a new long-run level. Macroeconomic aggregates are also unaﬀected
by the technology shock on impact, but start responding positively to the shock soon
afterwards, and increase for several quarters until they stabilize at higher new permanent
levels. When comparing the technology shocks with the other shocks, I observe that the
technology shock has much stronger short- and medium-run eﬀects on all macroeconomic
variables than the unanticipated productivity shock. The unanticipated productivity
shock has positive impact eﬀects on almost all macroeconomic variables, with the excep-
tion of consumption on which the eﬀect is almost nil, and hours worked for which the
response is significantly negative. When comparing the technology with the news shock,
I find that the diﬀerences between the two shows are mostly apparent in the short-run.
An important result is that these three shocks have diﬀerent roles in driving macroe-
conomic fluctuations, depending on the forecast horizon. The unanticipated productivity
shock does not seem to play an important role in driving macroeconomic fluctuations,
as its contribution to the variation in macroeconomic variables is small at all forecast
horizons. When comparing the relative importance of the other two shocks, I find that
the news shock plays a more important role than the technology shock at business cycle
frequencies, while in the medium- to long-run the roles are reversed. For this reason,
I believe it is important for future research to find what is the information that the
news shock captures, apart from the development of new technologies which have been
now identified through the technology shock, that leads to much stronger fluctuations in
macroeconomic aggregates in the short-run than the technology shock, and continues to
explain a significant share of their variation also in the medium- and long-run.
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Appendix
2.A Data
The data I use in this paper is for the US economy. The Bowker book-based indicators
are constructed using information from the Bowker annual reports on US print book
production. The data is collected from the reports on US book titles (ISBN output)
by category for the groups technology, science, and history. The dataset I construct for
the sample period 1955-2012 contains data from three sources.51 For the period 1955-
1997, I use the dataset of Alexopoulos (2011), which is publicly available on the journal’s
website. For the period 1998-2001, I take the data from Greco et al. (2014). The data
for the period 2002-2012 is obtained from Bowker’s website (Bowker (2017)).
The MARC records-based indicator, TECH2, at annual frequency, is constructed by
Alexopoulos (2011) for the period 1955-1997, and made publicly available on the journal’s
website.
The technological standardization-based indicators are created by Baron and Schmidt
(2017) at quarterly frequency using the standards documents registered in the Searle
Center database. The data is available for the period 1949Q1-2014Q4.52 Using this
data I construct also annual series, of which I use diﬀerent subsamples depending on the
timespan of the other annual series employed in the analysis.
I use the series of TFP adjusted for variations in factor utilization constructed with
the method of Fernald (2014) based on Basu et al. (2013) and Basu et al. (2006).The
series for the nonfarm business sector, annualized, and as percent change, is available on
the homepage of the Federal Reverse Bank of San Francisco.53. The series is available
both at quarterly and annual frequency. To obtain the log-level of TFP, I construct the
cumulated sum of the original series, which is in log-diﬀerences.
Data for output, investment and consumption, both at quarterly and annual fre-
quency, is from the Bureau of Economic Analysis. For output I use the real gross value
added for the nonfarm business sector, while for consumption I use the sum of personal
consumption expenditures for nondurable goods and personal consumption expenditures
for services. Similarly, for investment I consider the sum of personal consumption expen-
ditures on durable goods, and gross private domestic investment.
I obtain data on hours worked, both at quarterly and annual frequency, from the
Bureau of Labor Statistics. As a measure of hours worked, I use the hours of all persons
in the nonfarm business sector.
51There is no single source that provides publicly the series for the whole period except for Bowker,
but when contacted via email a company’s representative refused to oﬀer me this data claiming that
they do not share this information for academic purposes anymore.
52Baron and Schmidt (2017) employ the subsample 1975Q1-2011Q4.
53http://www.frbsf.org/economic-research/total-factor-productivity-tfp/
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Quarterly data on population, and price level is also from the Bureau of Labor Statis-
tics. Population defines all persons with ages between 15 and 64 from the US, and the
price level is the implicit price deflator for the nonfarm business sector. Annual data for
the price level is from the Bureau of Economic Analysis and it is defined by the implicit
price deflator for gross domestic product. Annual data for population is obtained from
the Organization for Economic Co-operation and Development.
The index of consumer sentiment is from the University of Michigan. The University
of Michigan conducts surveys of consumers and provides, among others, the index of
consumer sentiment at monthly, quarterly, and annual frequency.54
Quarterly data is available for the sample period 1955Q1-2014Q4. Annual data for
most variables covers also this sample period, with the exception of the index of consumer
sentiment, and hours worked, which are only available starting from 1961, and 1964,
respectively. Moreover, for some of them, the latest available data point is for 2012 (or
2012Q4). Hence, I restrict the sample period to cover the timespan between 1964 and
2012.
2.B Bowker’s Book-Based Indicators
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Figure 2.10: The annual series for the Bowker’s book titles in the category technology (TECH) for the
sample period 1955-2012. The dotted line corresponds to the original data with level breaks in 1998 and
2002. The solid line defines the break-adjusted level data obtained by fixing the level for the reference
period to the latest available data point, while the starred line represents the break-adjusted level data
obtained by fixing the level for the reference period to the first available data point.
The annual series for the Bowker’s book titles in the categories technology, and science,
for the sample period 1955-2012, have two breaks, one in 1998 and the other in 2002.
Break-adjusted level data can be constructed by fixing the level for the reference period
to either the latest or the first available data point. In the figures below I display the
54Details about the surveys, and computation of measures are available on https://data.sca.isr.
umich.edu/.
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original series along with the reconstructed series using both approaches, one with the
reference period being the latest available data point, and the other with the reference
period being the first observation.
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Figure 2.11: The annual series for the Bowker’s book titles in the category science (SCI) for the sample
period 1955-2012. The dotted line corresponds to the original data with level breaks in 1998 and 2002.
The solid line defines the break-adjusted level data obtained by fixing the level for the reference period
to the latest available data point, while the starred line represents the break-adjusted level data obtained
by fixing the level for the reference period to the first available data point.
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Figure 2.12: Comparison of the annual series for new titles in the category technology for the sample
period 1955-1997, which are used in Alexopoulos (2011). The starred blue line corresponds to the
indicator based on Bowker’s book titles in the category technology (TECH97). The solid orange line
defines the MARC records-based indicator for the field of technology (TECH2).
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2.C Standards-Based Indicators
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Figure 2.13: Comparison of the annual series for the counts of standards on ICT and electronics that
were released in the US in the period 1964-2012. The black starred line corresponds to the total number
of standards on ICT and electronics, while the gray solid line indicates the number only of new standards
on ICT and electronics.
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Figure 2.14: Comparison of the annual series for the counts of standards on ICT only, and on ICT
along with electronics that were released in the US in the period 1964-2012. The black starred line
corresponds to the total number of standards on ICT and electronics, while the green solid line indicates
the number of standards only on ICT.
2.D. RESULTS OBTAINED USING BOWKER’S BOOK-BASED INDICATORS 81
1965 1970 1975 1980 1985 1990 1995 2000 2005 2010
Year
1000
2000
3000
4000
5000
6000
St
an
da
rd
s c
ou
nts
US ICT Standards US+Int ICT Standards
Figure 2.15: Comparison of the annual series for the counts of standards on ICT that were released in
the US, and those released in the US and internationally in the period 1964-2012. The blue dotted line
corresponds to the total number of standards on ICT released by US and international SSOs, while the
green solid line indicates the number of standards on ICT released in the US.
2.D Results Obtained Using Bowker’s Book-Based
Indicators
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Figure 2.16: Impulse responses to the unanticipated productivity shock. The green circled line cor-
responds to the impulse responses to a one standard deviation unanticipated productivity shock. The
shaded area corresponds to the 68% confidence intervals. The unit of the horizontal axis is years, and of
the vertical axis is percentage points.
The impulse responses in Figure 2.16 are obtained in four-variables VAR models, esti-
mated with two lags. The first three were obtained in a model that contained TFP,
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TECH, index of consumer sentiment, and output. The last three were obtained in the
same model by replacing output by one of the other three variables, consumption, invest-
ment, and hours worked, respectively. The unanticipated productivity shock is defined
as the only shock with impact eﬀect on TFP. All the other variables of the model are
allowed to respond on impact to the unanticipated productivity shock.
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Figure 2.17: Impulse responses to a one standard deviation positive technology shock (SCI). The
shaded area corresponds to the 68% confidence intervals from 1000 bias-corrected bootstrap replications
of the reduced form VAR. The horizontal axis indicates the forecast horizon (years) and the unit of the
vertical axis is percentage points.
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Figure 2.18: Comparison of technology shocks. The black starred line corresponds to the impulse
responses to a technology shock, on variable TECH, and the shaded area defines the 68% confidence
interval. The blue solid line corresponds to the impulse responses to a technology shock, on variable
SCI, while the dotted blue lines delimit the 68% confidence interval. The unit of the horizontal axis is
years, and of the vertical axis is percentage points.
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Figure 2.19: Comparison of technology shocks. The black starred line corresponds to the impulse
responses to a technology shock, on variable TECH97, and the shaded area defines the 68% confidence
interval. The blue solid line corresponds to the impulse responses to a technology shock, on variable
TECH2, while the dotted blue lines delimit the 68% confidence interval. The unit of the horizontal axis
is years, and of the vertical axis is percentage points.
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Figure 2.20: Comparison of technology shocks. The black starred line corresponds to the impulse
responses to a technology shock, on variable TECH97, and the shaded area defines the 68% confidence
interval. The blue solid line corresponds to the impulse responses to a technology shock, on variable
TECH2, while the dotted blue lines delimit the 68% confidence interval. The unit of the horizontal axis
is years, and of the vertical axis is percentage points.
Figure 2.17 displays the bias corrected mean impulse responses to a one standard de-
viation positive technology shock (SCI). These results are obtained in the three-variables
VAR model, estimated with two lags, but in which variable TECH was replaced by SCI.
The impulse responses reported in Figure 2.18 are obtained after estimating four-variables
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VAR models in which each of the variables is included as the forth. The first three vari-
ables are TFP, TECH or SCI (depending on the model), and the index of consumer
sentiment. The forth variable is output, consumption, investment, or hours worked. The
models are estimated with two lags. The impulse responses reported in Figure 2.19, and
Figure 2.20 are obtained after estimating three-variables VAR models. The three vari-
ables are TFP, TECH97 or TECH2 (depending on the model), and the index of consumer
sentiment, output, consumption, investment, or hours worked, as the third. The models
are estimated with two lags. The sample period is 1964-1997.
2.E Results Obtained Using Standards-Based Indi-
cators
Table 2.6: Forecast Error Variance Decomposition of TFP and ICS. The numbers indicate the percent
of the FEV of TFP and ICS explained by the unanticipated productivity, technology and news shocks
at various forecast horizons (years).
Horizon
2 8 10 20 30
Total factor productivity (adjusted)
TFP shock 98.93 78.26 72.41 47.70 36.65
US ICT+ELEC shock 0.50 2.41 5.49 34.12 48.57
News shock 0.08 17.42 19.37 14.44 10.99
Index of consumer sentiment
TFP shock 11.05 26.75 27.74 27.75 27.82
US ICT+ELEC shock 1.99 17.04 18.89 20.09 20.12
News shock 85.85 53.85 50.79 48.86 48.75
The shares displayed in Table 2.6 are the average of the contributions obtained in the
three-variables VAR model (TFP, US ICT+ELEC Standards, index of consumer senti-
ment), and in the four-variables VAR models with output, consumption, investment, or
hours worked as the forth variable. The shares obtained in each of these models can be
provided by the author.
The impulse responses for TFP, and the index of consumer sentiment, reported in Fig-
ure 2.21, are obtained after estimating a three-variables VAR model, which contains TFP,
the indicator of technological change ( US ICT+ELEC Standards, US ICT+ELEC New
Standards, US ICT Standards, or US+Int ICT Standards), and the index of consumer
sentiment. The other impulse responses are obtained after estimating a four-variables
VAR models with output, consumption, investment, or hours worked, added as the forth.
The models are estimated with two lags. The sample period is 1964-2012.
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Table 2.7: Forecast Error Variance Decomposition of macro variables. The numbers indicate the
percent of the FEV of output, consumption, investment, and hours worked explained by the technology
shock on variable US ICT+ELEC Standard, and the news shock, at various forecast horizons (years).
Horizon
2 8 10 20 30
Output
US ICT+ELEC shock 1.49 25.4 36.71 65.65 73.89
News shock 56.08 48.08 40.63 21.64 16.37
Consumption
US ICT+ELEC shock 2.58 48.08 62.45 87.69 91.32
News shock 42.63 36.25 18.27 5.78 3.63
Investment
US ICT+ELEC shock 2.48 15.01 18.96 27.87 31.46
News shock 54.02 46.48 43.24 36.29 33.85
Hours worked
US ICT+ELEC shock 8.3 18.97 35.76 37.16 37.39
News shock 46.17 31.83 28.36 27.43 27.22
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Figure 2.21: Comparison of technology shocks. The green crossed line represents the impulse responses
to a technology shock on variable US ICT+ELEC Standards, and the shaded area is the corresponding
68% confidence interval. The black dotted line defines the impulse responses to a technology shock on
variable US ICT+ELEC New Standards. The blue solid line gives the impulse responses to a technology
shock on variable US ICT Standards, and the red dotted line is for the technology shock on variable
US+Int ICT Standards. The unit of the horizontal axis is years, and of the vertical axis is percentage
points.
The results reported in Figures 2.22 - 2.25 are obtained after estimating a seven-
variables VAR model, which contains TFP adjusted for capacity utilization, the indi-
cator based on counts of all standards on ICT and electronics released in the US (US
ICT+ELEC Standards), the index of consumer sentiment, investment, hours worked,
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output, and consumption. The model is estimated with four lags using quarterly data
covering the period 1964Q1-2012Q4.
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Figure 2.22: Comparison of technology shocks obtained in models estimated with diﬀerent lag lengths.
The green crossed line represents the impulse responses to a technology shock on variable US ICT+ELEC
Standards obtained in a model estimated with four lags, and the shaded area is the corresponding 68%
confidence interval. The orange solid line represents the impulse responses to the same technology shock
obtained in a model estimated with eight lags, and the dotted orange lines define the corresponding 68%
confidence interval. The unit of the horizontal axis is quarters, and of the vertical axis is percentage
points.
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Figure 2.23: Impulse responses to the technology shock. The green crossed line represents the
impulse responses to the technology shock on variable US ICT+ELEC Standards, obtained in the model
estimated with four lags. The shaded area is the corresponding 68% confidence interval.The unit of the
horizontal axis is quarters, and of the vertical axis is percentage points.
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Figure 2.24: Comparison between the technology shock and the news shock. The green crossed line
represents the impulse responses to a technology shock on variable US ICT+ELEC Standards, and the
shaded area is the corresponding 68% confidence interval. The red solid line represents the impulse
responses to a news shock, and the dotted red lines define the corresponding 68% confidence interval.
The unit of the horizontal axis is quarters, and of the vertical axis is percentage points.
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Figure 2.25: Comparison between the technology shock and the news shocks. The dark blue circled
line defines the news shock obtained using medium-run restrictions, with a truncation horizon of 10 years.
The shaded area is the corresponding 68% confidence interval. The black dotted line defines the news
shock obtained using medium-run restrictions, with a truncation horizon of 20 years. The green crossed
line represents the impulse responses to a technology shock on variable US ICT+ELEC Standards, and
the red solid line represents the impulse responses to a news shock, obtained with short-run restrictions.
The unit of the horizontal axis is quarters, and of the vertical axis is percentage points.
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Chapter 3
News as Slow Diﬀusing Technology
Maria Bolboaca and Sarah Fischer
Abstract
In this paper we develop a medium scale dynamic stochastic general equilib-
rium model with real frictions that proposes an explanation for the evolution
of productivity and delivers the comovement of macroeconomic aggregates in
response to a technology diﬀusion news shock. An important feature of the
model is that, even though the technology frontier evolves exogenously, the
production economy needs to engage in a costly adoption process in order
to reap the benefits of using newly developed technologies. The model pre-
dictions match the empirical results of both unanticipated productivity and
technology diﬀusion news shocks qualitatively.
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3.1 Introduction
The seminal paper of Kydland and Prescott (1982) initiated the real business cycle (RBC)
literature that assigns a central role to real shocks, in particular to unanticipated pro-
ductivity shocks,1 in driving economic fluctuations. One of the key implications of the
RBC theory is that unanticipated productivity shocks lead to the comovement in macro
aggregates observed in the data. However, empirical findings suggest that positive unan-
ticipated productivity shocks lead to a fall in employment (Basu et al. (2006)), while
news about future changes in productivity has the expansionary eﬀect on economic ac-
tivity that was previously attributed to the unanticipated productivity shock (Beaudry
and Portier (2006)).
In this paper we propose an endogenous technology adoption mechanism through
which a simple RBC model generates predictions that mimic the eﬀects of both empir-
ical unanticipated productivity and news shocks. The model features a representative
household, and one production sector in which a final good producing firm bundles the
diﬀerent goods produced by intermediate firms into a final output good. In this setting,
news shocks are exogenous changes in the technologies for producing new intermediate
goods. One might think that prototypes of new intermediate goods are created in research
institutes and universities, while the private sector does not contribute to the invention
process. Nevertheless, without the adoption of these prototypes, there is no technology
transfer from the technological frontier to the economy. To be used a new technology
must be successfully adopted, which involves a costly investment. Hence, technology
diﬀusion is not instantaneous as it is usually assumed in the related literature.2 The
number of ‘adopted’ intermediate goods in the production of final output thus evolves
endogenously, as it depends on the endogenous technology adoption, and represents the
endogenous component of productivity. We add the exogenous component, which is
the standard productivity measure in RBC models entirely determined by unanticipated
productivity shocks.
We find that the model’s predictions match the empirical results qualitatively. After
an unanticipated productivity shock, there is an immediate increase in TFP but the eﬀect,
despite being quite persistent, fades over time. Investment also increases on impact,
and continues increasing for some quarters. The eﬀect of the unanticipated shock on
investment is also transitory. The response of output follows a pattern similar to the
one of investment, while the positive eﬀect seems to be more persistent on consumption.
Finally, the impact eﬀect on hours worked is negative. It becomes positive after about one
year but the eﬀect is quite transitory and fades away much faster than in the case of the
other variables. In response to a positive technology diﬀusion news shock, consumption,
output, total investment, and hours worked increase on impact. TFP starts responding
in the next period after the shock hits, and in one year and a half it almost reaches a
permanently higher level. Apart from the diﬀerent impact responses, the dynamics of the
1These shocks are known as technology shocks in the RBC literature where aggregate productivity is
aﬀected immediately and permanently only by technology.
2Comin et al. (2009) introduced this idea and mechanism to implement it in a complex two-sector
model, but abandoned it in the newer version of the paper, Comin et al. (2016). Our model builds on
their initial approach, but diﬀers in several ways which we discuss in the next sections. Tsai (2012)
uses also a costly technology adoption, following Comin et al. (2009), but he assumes that technological
progress is embodied in new capital goods. Moreover he uses preferences that eliminate wealth eﬀects,
and this makes it impossible to get the negative eﬀect of unanticipated productivity shocks on hours
worked.
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macroeconomic variables indicate that they basically track the movements in TFP. All
variables experience a permanent increase, as they stabilize at higher levels in the long
run.
The key feature of the model that allows us to generate the comovement of macro
aggregates in response to the news shock, while obtaining the negative eﬀect of the unan-
ticipated productivity shock on hours worked, is the endogenous adoption mechanism.
The model also incorporates two real rigidities, habit persistence and investment adjust-
ment costs, that enhance the propagation of the shocks. As to the responses to the
unanticipated technology shock, investment adjustment costs are essential for obtaining
the negative response of hours worked. Regarding the eﬀects of the news shock, the three
elements play more important roles. The endogenous technology adoption mechanism
triggers an increase in investment on impact because resources are immediately required
to adopt the newly created technologies. This leads to an impact increase in the demand
for output, and consequently in labor input. The demand for output overrides the supply,
and this drives interest rates up. With higher interest rates, there is an intertemporal
substitution of labor which oﬀsets the wealth eﬀect. This makes hours worked increase.
Adjustment costs prevent agents from substituting investment in capital with investment
in adoption when the new technologies become available. Habit formation leads house-
holds increase consumption when the news arrives, while otherwise they would allocate
more resources to investment and less to consumption.
Our paper is related to several strands of literature. First of all, it builds on the em-
pirical literature on productivity shocks. For the contractionary eﬀects of unanticipated
productivity shocks, the key references are Gal´ı (1999)3 and Basu et al. (2006), while
the seminal paper on the eﬀects of news about future changes in productivity is Beaudry
and Portier (2006).4 Ramey (2016) oﬀers a recent survey of the empirical literature on
macroeconomic shocks, including the diﬀerent types of productivity shocks. There is
an ongoing debate about the eﬀects of productivity shocks independent of whether they
are anticipated or not. These shocks are identified with structural vector autoregressive
methods, and the conflicting evidence stems from the wide diversity in variable settings,
productivity series used and identification schemes applied.5 Nonetheless, under stan-
dard assumptions, the contractionary eﬀects of unanticipated productivity shocks and
the expansionary eﬀects of news shocks prevail.
With this paper, we aim to contribute to the theoretical literature that reproduces
these stylized facts. Hence, the paper is related to the theoretical literature that in-
vestigates the eﬀect of unanticipated productivity shocks on hours worked. Frictionless
models like the standard RBC of Kydland and Prescott (1982) indicate that employment
increases after an unanticipated productivity shock. In contrast, models with nominal
rigidities such as sticky prices and wages, as the one suggested by Gal´ı (1999), or with real
rigidities in the form of habit persistence and investment adjustment costs, as presented
in Francis and Ramey (2005), generate a short-run decrease in hours worked following an
unanticipated productivity improvement. Thus, standard models with frictions, either
nominal or real, are capable of generating the decline in employment in response to an
unanticipated productivity shock. On the other hand, replicating the eﬀect of news about
future changes in productivity is more challenging. The reason is that equilibrium in the
3See Gal´ı and Rabanal (2005) for additional references.
4Extensive analyses of the empirical news literature are performed in Beaudry et al. (2011), and
Beaudry and Portier (2014).
5For details, see Bolboaca and Fischer (2017).
92 CHAPTER 3. NEWS AS SLOW DIFFUSING TECHNOLOGY
labor market prevents news from triggering an aggregate expansion. News has a wealth
eﬀect on households, restraining labor supply. With capital and productivity unchanged,
labor demand is unaltered. Hence, labor input decreases instead of increasing. This ren-
ders it impossible for both consumption and investment to rise since output decreases.
The recent theoretical news literature proposes several approaches to produce the co-
movement of macro aggregates in response to news shocks.6 For example, Beaudry and
Portier (2004) obtain the comovement of macro aggregates in response to an anticipated
productivity shock by using a multi-sector RBC model. Jaimovich and Rebelo (2009)
obtain these results in a simpler one-sector RBC model, but only when augmented with
real rigidities and a special class of preferences, which renders the positive eﬀect of news
on hours worked. Another approach is the one of Christiano et al. (2010), who use a
model with both nominal and real rigidities to deliver the responses to the news shock.
Lorenzoni (2011) provides an exhaustive overview of this literature. An important com-
mon assumption in these papers is that productivity evolves exogenously. Hence both
the unanticipated productivity shock and the news shock are modeled as exogenous pro-
cesses. In the case of the news shocks, today agents receive a signal that productivity will
jump to a new permanent level in the near future, usually in 4 to 8 quarters. Therefore,
our contribution to the literature is that we depart from the exogeneity assumption on
productivity, and by doing so we let the modeled news shock mimic the slow diﬀusion of
technology into aggregate productivity similarly to its empirical counterpart.
Moreover, we borrow the endogenous technology adoption mechanism used in the
models of expanding varieties from the literature on economic growth. Romer (1990)
introduced the model with an expanding variety of productive inputs in the literature
on technological change and economic growth in order to endogenize R&D. Comin and
Gertler (2006) use this mechanism in a two-sector RBC model, but allow for an endoge-
nous rate of adoption of new technologies, along with the endogenous R&D. However,
our approach is closer to the one of Comin and Hobijn (2010) and Anzoategui et al.
(2017) because we work with a one-sector RBC model, and to Comin et al. (2009) in
the sense that we keep technological change exogenous but have endogenous adoption of
innovations. There is a slight resemblance of our model to the Schumpeterian models of
creative destruction7 in the fact that we allow for some varieties to become obsolete and
be replaced by new ones in every period. Nevertheless, as opposed to the assumptions in
the creative destruction models, this has no eﬀect on growth.
Our paper is organized as follows: In the next section, we reproduce the empirical
analysis of both unanticipated productivity shocks and news shocks in order to obtain
the stylized facts which we aim to match with the theoretical model. In Section 3.3
we introduce a simple RBC model with exogenous technology diﬀusion and discuss the
ingredients needed to generate the comovement of macro aggregates in response to a news
shock. We conclude that, under reasonable parametrization, the model fails to match
the empirical results. Therefore, in Section 3.4, we propose a model with endogenous
technology diﬀusion as an alternative. This model is able to deliver the responses to both
shocks. Moreover, it provides a more realistic interpretation of the technology diﬀusion
news shock than the previously assumed idea of news about manna from heaven. Section
6Guo et al. (2015) enumerate the various features introduced in RBC models to produce the co-
movement of macro aggregates. These are: convex production possibility frontier, multiple production
sectors, non-separable preferences, investment adjustment costs, knowledge capital, imperfect competi-
tion, countercyclical markups, sticky prices, and costly technology adoption, among others.
7See Aghion et al. (2014) for a summary of this literature.
3.2. EMPIRICAL EVIDENCE 93
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3.2 Empirical Evidence
This section reports evidence on the eﬀects of identified unanticipated productivity shocks
and technology diﬀusion news shocks on macro aggregates. We estimate a five variable
vector autoregressive8 (VAR) model in levels in which we include five variables in the fol-
lowing order: total factor productivity (TFP) adjusted for variations in factor utilization,
real consumption, real investment, hours worked, and real output. We use U.S. quarterly
data for the sample period 1960Q1-2014Q4,9 and estimate the model using four lags as
indicated by the Akaike criterion. In this setting we identify two productivity shocks.
The first is defined as an unanticipated productivity shock and is the only shock that
has impact eﬀect on TFP. The second shock, which is usually defined in the empirical
literature as the (technology diﬀusion) news shock, has no impact eﬀect on productivity
but contributes the most to the forecast error variance of TFP in the medium-run.10 We
take ten years as the horizon at which the shock should have maximum contribution to
TFP, but the results are robust to diﬀerent choices of horizon.11
Figure 3.1 reports the impulse response functions of total factor productivity, con-
sumption, investment, hours worked, and output to a one standard deviation, positive
unanticipated productivity shock as the black starred lines. The red lines are the impulse
response functions of the same variables to a one standard deviation, positive news shock.
The dotted lines correspond to the 68% confidence interval from 5000 bias-corrected boot-
strap replications of the reduced form VAR.12
In response to a one standard deviation positive unanticipated productivity shock,
total factor productivity rises on impact by 0.8%. The eﬀect fades over time, but it is
quite persistent. The shock has positive impact eﬀects on investment, output, while on
consumption it is almost nil. However, the impact eﬀect on hours worked is significantly
negative, which confirms the results of Gal´ı (1999) and Basu et al. (2006). Concerning
the short-run dynamics, we observe a hump-shaped pattern in the responses of output,
consumption, investment, and hours worked. The eﬀects of the unanticipated productiv-
ity shock wane in the medium-run. On the other hand, in response to a one standard
deviation positive news shock, all variables rise on impact, except for total factor produc-
tivity.13 Productivity is restricted not to respond on impact, but even in the short-run
there is almost no change in its response. After about one year, productivity starts in-
creasing and in almost five years it stabilizes at a new long-run level. The responses of
the other variables display a hump-shaped pattern in the short-run, but afterwards they
stabilize at higher permanent levels. When comparing the two sets of impulse responses,
it becomes clear that the two shocks deliver significantly diﬀerent responses. The ef-
fects of the news shock are much stronger and more persistent than of the unanticipated
productivity shock. Moreover, the news shock has a significant positive eﬀect on hours
worked, while the eﬀect of the unanticipated shock is significantly negative. In the fol-
8The model is described in Appendix 3.B.
9The data series are presented in Appendix 3.A.
10The identification scheme is presented in Appendix 3.C.
11For details about the variable settings see Bolboaca and Fischer (2017).
12The impulse responses with 68%, 90% and 95% confidence intervals for the unanticipated produc-
tivity shock are reported in Figure 3.11 and for the news shock in Figure 3.12, in Appendix 3.D.
13These results support the findings of Beaudry and Portier (2006) that news shocks are expansionary.
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lowing sections we will investigate the ability of two theoretical models to account for
these stylized facts.
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Figure 3.1: Impulse responses to an unanticipated productivity and to a technology diﬀusion news
shock. The black starred line shows the responses to the unanticipated productivity shock, while the red
line shows the responses to the news shock. The dotted lines correspond to the 68% confidence intervals.
The horizontal axes indicate the forecast horizons and the units of the vertical axes are percentage
deviations.
3.3 Model with Exogenous Technology Diﬀusion
In this section we use a simple dynamic stochastic general equilibrium (DSGE) model
with exogenous technology diﬀusion to replicate our empirical results. We begin with the
framework of the one-sector model of Jaimovich and Rebelo (2009). They introduce three
elements into the neoclassical model to generate the comovement of macro aggregates
in response to the news shock. The three elements are: variable capacity utilization,
adjustment costs to investment, and a new class of preferences. These preferences are
described by the following lifetime utility function:
E0
∞∑
t=0
βt
(Ct − ψLθtXt)1−σ − 1
1− σ ,
where Ct denotes consumption, and Xt is defined by the following equation:
Xt = Cγt X1−γt−1
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Xt makes preferences non-time-separable in consumption and hours worked. We further
refer to this class of preferences as JR preferences. When γ = 1 the preferences corre-
spond to a class discussed in King et al. (1988), henceforth KPR, while when γ = 0 the
preferences are of the type proposed by Greenwood et al. (1988), henceforth GHH. The
assumptions on parameters are: 0 < β < 1, θ > 1,ψ > 0,σ > 0.
These preferences give a weak short-run wealth eﬀect on labor supply and help gen-
erate a rise in hours worked in response to positive news. Very important implication
of this approach is that these same elements generate also a comovement in response to
unanticipated productivity shocks, and this contradicts the empirical results. Our aim is
to modify this model in a way that allows us to have the comovement in the responses
to a news shock, but not for a contemporaneous shock.
The model has the following structure. The economy is populated by households who
consume, invest in physical capital, supply labor, and rent capital to firms. There is no
heterogeneity in households and firms, so we can treat them as being one representative
agent and one representative firm. The model equations and chosen calibration are
presented in Appendix 3.E.1.14
The shock specifications are the same for neutral and investment-specific shocks. We
only consider the neutral productivity shocks. The exogenous process for the natural
logarithm of TFP (ln(At) = at) is:
at = ρaat−1 + et, where ρa = 1,
and the innovation in productivity, et, is the summation of two components,
et = ϵt + εt−4,
ϵt being the unanticipated component, and εt the anticipated or news component. The
two components are independent white noises, which implies zero correlation between
the news and unanticipated productivity shocks. The timing of the news shock is the
following. At time zero the economy is in steady state and news arrives that there will
be a one percent permanent increase in productivity, At, four quarters later.
Given the calibration of the parameters,15 the model produces aggregate comovement
in response to both unanticipated shocks to At and to news about future values of At.
As it can be seen in Figure 3.2, there is an immediate expansion in response to
positive news about future changes in productivity. Consumption, investment, output,
hours worked, and capital utilization, all rise after the news arrives, even though the
improvement in productivity only occurs after some periods. The impact of news about
At is less important than the realization of the unanticipated productivity shock. An
unanticipated improvement in At has an immediate, direct impact on output. On the
other hand, news of a future increase in At aﬀects output only through changes in the
supply of labor and in the amount of capital that is accumulated before the shock arrives.
A future increase in At implies that investment will rise in the future. In the presence
of investment adjustment costs, it is optimal to smooth investment over time, and so
14We keep the presentation of this model as succinct as possible. Details on the assumptions and
parametrization can be found in Jaimovich and Rebelo (2009).
15Jaimovich and Rebelo (2009) show that there is a wide range of parameter values that generate
aggregate comovement in response to news about future changes in At. Using the benchmark calibration
and changing one parameter at a time: ϕ′′(1) > 0.4, δ′′(u)u/δ′(u) < 2.5, θ < 10, γ < 0.4.
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investment rises in period one. An increase in investment leads to a decline in the value
of installed capital in units of consumption. Capital is less valuable because it is less
costly to replace, so it is eﬃcient to increase today’s rate of capital utilization. The rise
in utilization increases the marginal product of labor. This increase provides an incentive
for hours worked to rise. As long as the wealth eﬀect on the supply of labor is small
enough, hours rise and we see an expansion in response to good news about future changes
of At. In Appendix 3.E.2 we discuss the importance of each of the three elements (i.e.
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Figure 3.2: Impulse responses to a permanent unanticipated productivity shock and a news shock.
The black starred line shows the responses to the unanticipated productivity shock, while the red line
shows the responses to the news shock. The horizontal axes indicate the forecast horizons and the units
of the vertical axes are percentage deviations.
variable capacity utilization, adjustment cost to investment, and JR preferences) used
by Jaimovich and Rebelo (2009) for obtaining the comovement of macro aggregates in
response to the two productivity shocks.
When comparing the results presented in Figure 3.2 with the empirical evidence, we
observe that there are some important diﬀerences. First of all, the impulse responses
of TFP do not resemble. The empirical impulse response of TFP with regard to an
unanticipated productivity shock is not permanent as its theoretical counterpart. Also
the response of productivity with regard to the empirical news shock indicates a slow
diﬀusion of technology after the news arrives, with aggregate productivity increasing
slowly for several periods until reaching its new permanent level. Evidently, TFP does not
remain unresponsive to the news shock for some periods and then jump to the new level
as the theoretical response indicates. Moreover the impulse responses of hours worked
with regard to the unanticipated productivity shock are contradictory. The empirical
IRF indicates a negative impact eﬀect of the shock, while the theoretical IRF gives the
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opposite. Lastly, the eﬀect of the empirical news shock on investment is much stronger,
while the theoretical results show almost no impact eﬀect of this shock on investment.
We take two approaches to correct for these diﬀerences in responses. One is to model
diﬀerent exogenous processes for the two productivity shocks with the aim to bring closer
the impulse responses of TFP. The other is to replace the JR preferences with more
standard preferences that are time-separable in consumption and hours worked. We
renounce at JR preferences in order to break the comovement of consumption and hours
worked in response to any shock.
3.3.1 Diﬀerent Shock Processes
We propose an ad-hoc shock specification that allows the unanticipated productivity
shock to be persistent but not permanent, while the response of TFP to the news shock
mimics technology diﬀusion similarly to the empirically found news shock.16 By looking
at Figure 3.3, we can observe that modeling the news shock as a technology diﬀusion
shock mainly eliminates the jump when the announced productivity increase actually
happens, as it allows for a slow diﬀusion of technology in the economy. However, it does
not solve the problem of hours worked responding positively to the unanticipated pro-
ductivity shock. Moreover, it aﬀects the response of investment to the news shock. In
this setting, investment drops after a positive news shock, which clearly contradicts the
empirical evidence.
3.3.2 Habit Persistence
We replace JR preferences with a utility function that is time-separable in consumption
and labor. We allow for intertemporal non-separability in consumption in the form of in-
ternal habit formation such that utility in consumption depends on consumption relative
to own lagged consumption. There are two main reasons for introducing habit forma-
tion. One is to be able to mimic the “hump-shaped” responses of consumption to the
productivity shocks that we see in the estimated impulse responses. The second is that
habit persistence makes households anticipate the higher consumption when the news
arrives. This leads to an increase in the marginal utility of consumption. Hence, also the
marginal benefit from working today increases.
Preferences are described by the following utility function:
E0
∞∑
t=0
βt
{[
ln(Ct − τCt−1)− ζ L
1+η
t
1 + η
]}
,
where τ controls for the degree of internal habit persistence. We calibrate τ = 0.6 as in
Christiano et al. (2010).
Lorenzoni (2011) shows, using the calibration τ = 0.6, and ϕ′′(1) = 15, that a news
shock generates an immediate expansion in output, investment, consumption and hours
worked in a simple RBC model with only habit persistence and investment adjustment
costs. However, this holds only for the shock specification as in Jaimovich and Rebelo
(2009) and for changes in productivity that occur soon after the news, preferably in less
than one year. Moreover, the value used for the calibration of the investment adjustment
16The processes are described in Appendix 3.E.3.
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Figure 3.3: Impulse responses to a temporary unanticipated productivity shock and a technology
diﬀusion news shock. The black starred line shows the responses to the unanticipated productivity
shock, while the red line shows the responses to the news shock. The horizontal axes indicate the
forecast horizons and the units of the vertical axes are percentage deviations.
cost must also be quite big.17 For example, Lorenzoni (2011) uses ϕ′′(1) = 15, while the
parameter equals 1.3 in Jaimovich and Rebelo (2009).
In Figure 3.4 we plot the impulse responses for the two shocks modeled to look more
similar to the empirical productivity shocks. The impulse responses indicate that by
making the utility function time-separable in labor and consumption and introducing
habit persistence, we improve on the responses to an unanticipated productivity shock.
We obtain the negative impact reaction of labor in response to an increase in productivity,
along with the positive responses of output, consumption and investment.
Nevertheless, the results are worse in terms of impulse responses to the news shock.
The news shock triggers a strong negative impact response of labor. The eﬀect is negative
also for investment, and almost nil for output.
Our conclusion after performing these exercises is that no matter the ingredients we
add to the model, the empirical impact responses with regard to the news shock are hard
to obtain as long as productivity is completely exogenous. The intuition is the follow-
ing. If there is an announcement of potentially increased productivity in the future, no
one needs to invest or contribute in any way for this to happen. Technology diﬀusion
occurs exogenously and instantaneously at a certain time, while economic agents profit
from this future productivity improvement no matter what they do. We consider this
an unrealistic assumption. Our interpretation of a news shock is that it represents the
public announcement of technological innovations that need time and further investment
17The complete list of results from this analysis are available from the authors.
3.4. MODEL WITH ENDOGENOUS TECHNOLOGY ADOPTION 99
to be developed and adopted in production at such a large scale that they reflect into
increased productivity. Hence, we believe that we need an endogenous technology adop-
tion mechanism in the model to boost investment, output and employment in response
to a news shock. In the following section, we present our proposed model.
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Figure 3.4: Impulse responses to a temporary unanticipated productivity shock and a technology
diﬀusion news shock in a model with habit persistence. The black starred line shows the responses to
the unanticipated productivity shock, while the red line shows the responses to the news shock. The
horizontal axes indicate the forecast horizons and the units of the vertical axes are percentage deviations.
3.4 Model with Endogenous Technology Adoption
Our model is a medium scale DSGE model, which incorporates real frictions such as habit
formation in consumption, and investment adjustment costs.
The model has the following structure. The economy is populated by households who
consume, invest in physical capital and adoption of new technologies, supply labor, lease
capital to firms, and accumulate bonds. There is no heterogeneity in households, so we
treat them as being one representative agent. There exists a final good producing firm
that bundles the diﬀerent goods produced by intermediate firms into a final output good.
The intermediate goods producers operate in an environment of monopolistic competition.
They use capital and labor to produce heterogeneous output goods. Finally, there is a
fiscal authority (i.e. government) whose spending requirement evolves exogenously. The
fiscal authority finances this spending through lump sum taxes and debt.
These features of the model are relatively standard for RBC models, with one partic-
ularity. As seen in the description of the model’s structure, households invest not only
in physical capital but also in the adoption of new technologies. This is the case because
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our model comprises an endogenous technology adoption mechanism, which we developed
following Comin et al. (2009). Technologies for producing new intermediate goods arrive
exogenously to the economy. One may think that they are created in research institutes
and universities, while the private sector does not contribute to the invention process.
Once created, these inventions are not immediately usable in production. In order to
become usable, a new prototype must be successfully adopted. This involves a costly
investment. Adopters receive funds from households for adopting these new technologies.
However, there is an endogenous probability for an adopter to be successful in adoption.
If the adopter fails this period, she may try again in the subsequent periods. Once she
succeeds, she sells it on a competitive market to a firm that becomes the producer of
a new intermediate good. This endogenous variety expansion determines the level of
embodied productivity.
While we are mainly interested in the eﬀects of two shocks, the disembodied pro-
ductivity shock, and a shock on embodied technological change, we introduce another
three shocks in order to estimate some of the parameters. These are shocks to marginal
eﬃciency of investment, government spending, and intertemporal preference.
3.4.1 Production
There is only one production sector, and that is for output, Yt. Within the sector there
are two stages of production, for intermediate and final goods, respectively. The final
goods sector is competitive, and the production technology is a constant elasticity of
substitution (CES) bundling of intermediate goods. On the other hand, there is monopo-
listic competition in the intermediate goods sector, where a large number of firms produce
diﬀerentiated products using capital and labor. The intermediate goods producers have
market power, and charge the final goods producers a price above their marginal cost.
Thus they earn a monopoly rent.
Producers of Final Goods
The final goods producers operate in a competitive market, so we can assume there exists
only one representative firm. This firm does not use any factors of production but only
“packs” the diﬀerentiated intermediate goods into one single final good. The composite
Yt is a CES aggregate of the output of a continuum, measure At, of diﬀerentiated inter-
mediate goods producers. Let Yt(s) be the amount of output that intermediate goods
firm s produces, then:
Yt =
(∫ At
0
Yt(s)
1
ϑds
)ϑ
,
where At is the total number of intermediate inputs adopted in production (i.e. the stock
of adopted technologies). This implies that an expanding variety of intermediate goods
increases the eﬃciency of producing final goods, which will be reflected in TFP. The
evolution of At depends on endogenous technology adoption.
Final goods producers solve the following problem:
max
Yt(s)
Pt
(∫ At
0
Yt(s)
1
ϑds
)ϑ
−
∫ At
0
Yt(s)Pt(s)ds
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whose first order condition (FOC) gives the final goods producers’ demand functions:
Yt(s) =
[
Pt(s)
Pt
] ϑ
−(ϑ−1)
Yt
and the price index:
Pt =
(∫ At
0
Pt(s)
1
−(ϑ−1)ds
)−(ϑ−1)
Producers of Intermediate Output Goods
There is a continuum of intermediate goods producers indexed by s. The mass of these
firms is normalized to At. A typical intermediate firm produces a specialized output
according to a constant returns to scale technology in labor and capital, with a common
productivity shock, Xt.
Yt(s) = XtKt(s)αLt(s)1−α,
where Xt is the level of disembodied productivity (i.e. the exogenous component of total
factor productivity), and Kt(s) and Lt(s) are the amount of capital and labor that firm
s rents.
The firm solves the following cost minimization problem, by taking the nominal rental
rate Rkt , and nominal wage Wt as given:
min
Kt(s),Lt(s)
RktKt(s) +WtLt(s)
s.t.
Yt(s) = XtKt(s)αLt(s)1−α
Let µt(s) be the marginal cost of production for the intermediate goods producer s.
Then the factor demand equation for labor is:
Lt(s) = µt(s)(1− α)Yt(s)
Wt
and similarly, the one for capital is:
Kt(s) = µt(s)α
Yt(s)
Rkt
Afterwards, the firm solves the following maximization problem:
max
Pt(s)
Pt(s)Yt(s)− µt(s)Yt(s)
s.t.
Yt(s) =
[
Pt(s)
Pt
] ϑ
−(ϑ−1)
Yt
Normalizing the price of the final good Pt = 1, the FOC is:
Pt(s) = ϑµt(s)
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In a symmetric equilibrium, firms hire capital and labor in the same ratio, which in
turn equals the average ratio (i.e. Kt(s) = K¯t, Lt(s) = L¯t, ∀s), because they face the
same factor prices. Therefore, they have the same nominal marginal cost, µt(s) = µt.
Going back to the pricing rule, having the same marginal cost, they also charge the
same price. From the demand specification, if all firms charge the same price, they must
produce the same amount of output. If firms are defined as existing over the unit interval,
the output of any each firm would be equal to the aggregate output since this is the same
as the average output. However, in this model we have that the number of intermediate
firms is At ≠ 1. Hence, the output of each firm is 1/At of the aggregate output of
intermediate goods producers, and this defines the average output. Similarly, the average
factor demand is 1/At of the aggregate. Using this information, we can write the average
output of intermediate firms as:
Y¯t = Yt(s) = XtK¯αt L¯1−αt = XtA−1t Kαt L1−αt
Thus, aggregate output can be written as:
Yt =
(∫ At
0
Yt(s)
1
ϑds
)ϑ
=
(∫ At
0
Y¯
1
ϑ
t ds
)ϑ
= [XtAϑ−1t ]Kαt L1−αt ,
where the term in square brackets is identified with TFP. Given that TFP depends on
Xt, and At, the model allows for both exogenous and endogenous movements in TFP.
Using these findings, we can rewrite the labor demand equation in aggregate terms
as:
Lt =
1
ϑ
(1− α)Yt
wt
,
where wt is the real wage.
Similarly, for capital we obtain that:
Kt =
1
ϑ
α
Yt
rkt
,
where rkt is the real rental rate of capital.
The last step at this stage is to compute the profits of the intermediate goods pro-
ducers. The profit of producer s in nominal terms is:
Ft(s) = Pt(s)Yt(s)− µt(s)Yt(s)
= (ϑ− 1)
ϑ
PtYt
At
= Ft
The profit of producer s in real terms is:
ft =
(ϑ− 1)
ϑ
Yt
At
Since there is a mass At of these firms, the total amount of profits made by intermediate
firms equals AtFt in nominal terms, and Atft in real terms.
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3.4.2 Productivity
TFP has two components in this model. One is exogenous and is given by the disembodied
productivity variable, Xt. The other, At, is endogenous, and is defined by the number of
‘adopted’ intermediate goods in the production of the final output. Next we present the
processes that govern the evolution of these variables.
Evolution of disembodied productivity
We assume that the natural logarithm Xt follows an AR(1) process:
lnXt = ρx lnXt−1 + sxϵxt ,
where 0 < ρx < 1, ϵxt is i.i.d. and drawn from a standard normal distribution, and sx is
the standard deviation of the shock.
Innovation
In contrast with the assumption in the endogenous growth literature, innovation in this
model is exogenous. Thus, growth is also exogenous. Let Zt be the technological frontier
at time t. Zt comprises all technologies publicly available for producing intermediate
goods. It contains both previously adopted technologies, which are already used in pro-
duction, and ‘not yet adopted’ prototypes. The natural logarithm of Zt follows a random
walk with drift. This implies that zt ≡ ( ZtZt−1 ), the stochastic growth rate of the number
of prototypes, is governed by the following process:
ln zt = ∆z + szϵzt ,
where ∆z is calibrated to match the growth rate of the economy, ϵzt is i.i.d. and drawn
from a standard normal distribution, and sz is the standard deviation of the shock.
In this setting, news about future economic prospects are captured by shocks to zt.
These changes in zt govern the potential growth of new intermediate goods. However,
without the adoption of the new technologies, there is no technology transfer from the
technological frontier to the economy. Hence, the key diﬀerence between this model
and the others in the related news literature is that technology diﬀusion is no longer
instantaneous. In order to reap the benefits of using new technologies, firms need to
become involved in a costly adoption process that is presented below.
Adoption of Innovations
The adoption sector is perfectly competitive, with free entry. Adopters are firms that try
to make unexploited technologies usable. Households lend to these firms the resources
they need to adopt the new inventions. Adopters succeed with an endogenously deter-
mined probability Ξt. Once an adopter makes a technology usable, she sells it to a firm
that wants to enter the intermediate goods market by using the technology to produce a
new variety of intermediate goods.
The adoption process works as follows. To try to make one prototype usable at time
t+ 1, an adopting firm s invests St(s) at time t. Its success probability Ξt(s) is given by
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the following logistic function:18
Ξt(s) =
2
1 + exp(−Γt(s)) − 1,
with Γt(s) being:
Γt(s) = Γ¯
[
St(s)
(Zt − At)
At
]ρΓ
,
where Γ¯ > 0, 0 < ρΓ < 1.19
We assume that the adoption probability increases in the amount of resources devoted
to adoption at the firm level, St(s), and in the distance between the current technological
state of the economy, At, and the technological frontier, henceforth the technology gap.
Empirical studies show that industries that are farther from the technological frontier
converge faster20 and we follow this line of logic in assuming that the adoption probability
Ξt(s), which is an indicator of the pace of technology adoption, is increasing in the
technology gap.
In order to discuss the adopter’s maximization problem, we need to clarify which is
the cost of adopting a technology and the price she may charge the new intermediate
goods producer when selling it. If there were no uncertainty regarding the successfulness
of the adoption process, then the adopter’s price would equal her cost, St(s), given that
she cannot make any profits while operating in a competitive market. The price charged
to the intermediate goods producer would equal the present value of profits that the
innovation would help generate, which would drive profits on the intermediate goods
market to zero. The value an intermediate goods producer acquires after buying a new
technology is given by the present value of profits from using the technology, Vt(s). This
firm makes profits, ft(s), due to her monopolistic power since she is the only producer
of the new variety of intermediate goods. Given that the stochastic discount factor for
returns between t+ 1 and t equals β λt+1λt , we can express Vt(s) as:
Vt(s) = ft(s) + Et
[
β
λt+1
λt
φVt+1(s)
]
,
where φ is the survival rate of intermediate goods.21
Hence, the optimal level of investment in adoption would equal the present value of
profits the technology generates, i.e. St(s) = Vt(s). However, the adopter needs to take
into account the fact that there is a probability of 1 − Ξt(s) that she is unsuccessful in
making the technology usable in the current period. In this case, she may try again in
18Γt(s) is used in the related literature as the function for the adoption probability, but we perform
the transformation into Ξt(s) in order to make sure that the probability lies between 0 and 1. We use the
logistic function for the transformation because it allows us to mimic the diﬀusion of innovations. The
initial stage of adoption is approximately exponential; then, as the economy converges to the technological
frontier, adoption slows, and it finally stops when the technology gap is closed.
19Γ¯ is a parameter which we calibrate to obtain a steady state value for Ξ(s) of 0.025, which is the
equivalent of a technology diﬀusion lag of 10 years, while ρΓ reflects decreasing returns to the adoption
eﬀort.
20Details on these empirical results ca be found in Griﬃth et al. (2002), Acemoglu et al. (2006), and
Griﬃth et al. (2009), among others.
21As in the case of capital, we assume that adopted technologies also depreciate, and this is given by
the fact that every period a fixed number (1− φ) of intermediate goods become obsolete.
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the following periods, but needs to consider this possibility when making her investment
decision.
Let Jt(s) be the value an adopter gets from acquiring an innovation that has not been
adopted yet. Jt(s) is given by:
Jt(s) = max
St(s)
−St(s) + Et
{
β
λt+1
λt
[Ξt(s)φVt+1(s) + (1− Ξt(s))Jt+1(s)]
}
Solving this maximization problem, we find that the choice of the optimal investment
in adopting a new technology takes into consideration the eﬀect it has on the probability
of a successful adoption. This can be seen in the equation below:
0 = −1 + Et
{
β
λt+1
λt
(φVt+1(s)− Jt+1(s))∂Ξt(s)
∂St(s)
}
Note that the choice of St(s) does not depend on any firm specific characteristics.
Thus in equilibrium all adopting firms incur the same adoption costs, i.e. St(s) = St.
This implies that the adoption probability is the same for all firms attempting adoption
(Ξt(s) = Ξt), as are the value of using the new technology (Vt(s) = Vt) and the value of
acquiring an innovation that has not been adopted yet (Jt(s) = Jt).
Evolution of Embodied Productivity
Embodied productivity, which is equivalent to the number of intermediate goods used in
production, evolves according to the following equation:
At+1 = ΞtZt + (1− Ξt)φAt
= Ξt (Zt − φAt) + φAt,
The level of embodied productivity depends on the old productivity level and the
outcome of technology adoption activities. Note the similarity of this equation to the law
of motion for capital, where the capital stock at the beginning of next period is given
by the non-depreciated part of current period capital and contemporaneous investment.
Since every period (1 − φ) of the intermediate goods become obsolete, if there is no
technology adoption then At+1 equals φAt. This is the case if either the economy is at
the technological frontier, and hence there is no technology gap (i.e. At = Zt), or there is
no investment in adoption, which makes the successful adoption probability zero. When
the technology gap is wide, the economy tries to catch up through technology adoption.
Given that the adoption market is competitive, every period adopting firms would want
to try adoption. If all firms are successful, the technological frontier, Zt, is reached.
Ξt indicates how fast the technological convergence is. Hence, with probability Ξt, the
technological frontier is reached, while with probability (1− Ξt) embodied productivity
equals φAt. By rearranging terms in the equation above, we can observe that the whole
term Ξt (Zt − φAt) gives the proportion by which productivity rises every period. From
the evolution of embodied productivity we can infer that an increase in the productivity
frontier, Zt, is not instantaneously translated into a one-to-one increase in productivity.
technology diﬀusion may be slower or faster depending on the pace of the adoption process
implied by Ξt, but it is not immediate.
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3.4.3 Households
There is one representative household whose preferences are additively separable in con-
sumption and labor.22 These preferences are characterized by the following lifetime utility
function:
E0
∞∑
t=0
βt
{
ιt
[
ln(Ct − τCt−1)− ζ (Lt)
1+η
1 + η
]}
,
where Ct is consumption, Lt labor supply, β is the discount factor, τ controls for the
degree of internal habit persistence, η is the inverse of Frisch labor supply elasticity, and
ζ is the labor disutility parameter. ι is an exogenous intertemporal preference shock.
We allow for intertemporal non-separability in consumption in the form of internal habit
formation such that utility in consumption depends on consumption relative to own lagged
consumption.
In each and every period households consume, save, and supply labor. They save by
either accumulating capital or lending to technology adopters. They make one period
loans to adopters and also rent capital that has been accumulated directly to firms. Each
household also has equity claims in the firms.
The capital accumulation equation is given by:
Kt+1 = It
[
1− ϕ
(
It
It−1
)]
bt + [1− δ]Kt,
where Kt is physical capital, It is the amount of final goods used by the households for
investment in capital, ϕ(·) denotes adjustment costs to investment for which we assume
that in the steady state ϕ(∆i) = ϕ′(∆i) = 0, where ∆i is the growth rate of investment
along the balanced growth path that we discuss later, and δ determines the capital
depreciation rate. bt is an exogenous marginal eﬃciency of investment shock.
The household’s problem is to maximize utility subject to the budget constraint,
evolution of embodied technology, and law of motion for capital:23
maxE0
∞∑
t=0
βt
{
ιt
[
ln(Ct − τCt−1)− ζ (Lt)
1+η
1 + η
]}
s.t.
PtCt + PtIt + PtSt[At+1 − At] +Bt+1 = WtLt +Rt−1Bt + FtAt +RktKt − PtTt
At+1 = Ξt (Zt − φAt) + φAt
Kt+1 = It
[
1− ϕ
(
It
It−1
)]
bt + [1− δ]Kt
K0, Z0, A0, B0, I−1, C−1 given
In the budget constraint, FtAt denotes the nominal profit of the intermediate goods
production sector paid fully as dividends to households, Pt is the nominal price of goods,
Bt is the amount of nominal government bonds that households acquire at t− 1 and that
pay at t a nominal gross interest rate Rt−1, and Tt is a real lump sum tax or transfer from
22The choice of this particular utility function with log utility in consumption is motivated by the fact
that the marginal rate of substitution between consumption and leisure is linear in consumption and this
ensures the existence of a balanced growth path with constant hours worked.
23The Lagrangian for this problem and the first order conditions are presented in Appendix 3.F.
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the government. Note that we index the predetermined variables, Kt and At, by the time
their level is used and not decided. Hence, having At+1 decided at time t, the household
allocates funds amounting to PtSt[At+1 − At] for technology adoption. Therefore, the
household decides on labor supply, consumption, investment, capital and bond holding.
These decisions that the household makes are quite standard in the macroeconomic liter-
ature, with the exception of the choice of investment in adoption. Knowing the evolution
of embodied technology, the household chooses the optimal amount of resources to in-
vest in the adoption of new technologies. This equation describes the supply of adoption
investment.
The optimal choices of the household characterizing an interior solution are given in
real terms by the following first order conditions:24
Ct : ιt(Ct − τCt−1)−1 − βτEtιt+1(Ct+1 − τCt)−1 = λt (3.1)
Bt+1 : λt = βEt
(
λt+1Rt
Pt
Pt+1
)
(3.2)
It : 1 = qtbt
[
1− ϕ
(
It
It−1
)
− ϕ′
(
It
It−1
)
It
It−1
]
+ βEt
[
qt+1bt+1
λt+1
λt
ϕ′
(
It+1
It
)(
It+1
It
)2]
(3.3)
Kt+1 : qt = βEt
[
λt+1
λt
rkt+1 + qt+1(1− δ)
]
, (3.4)
Lt : ιtζLηt = λtwt, (3.5)
St : λt(At+1 − At) = Ωt∂Ξt
∂St
(Zt − φAt) (3.6)
The transversality condition is:
lim
s→∞ β
sEtλt+s (Kt+s +Bt+s) = 0 (3.7)
3.4.4 Government
The government consumes an exogenous share of output, Gt = gtYt. The natural loga-
rithm of the share of output allocated to government spending follows an AR(1) process
with a non-stochastic mean equal to gss:
ln gt = (1− ρG) ln gss + ρG ln gt−1 + sGϵGt ,
24Λt is the Lagrange multiplier associated with the budget constraint, Ωt is the Lagrange multiplier
associated with the evolution of technology adoption, and Qt is the Lagrange multiplier associated with
the law of motion for capital. Note that we deflate the nominal variables using Pt as deflator, and define
the Tobin’s q as qt = QtΛtPt , and λt = ΛtPt.
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where 0 ! ρG < 1. The shock ϵGt is i.i.d. and drawn from a standard normal distribution
and sG is the standard deviation of the shock. The government raises revenue via lump
sum taxes and issues debt:
PtgtYt +Rt−1Dt ! PtTt +Dt+1,
Dt is the stock of nominal debt with which the government enters the period. The
government pays back this debt with interest Rt−1. It raises revenue from lump sum
taxes, and can issue new debt, Dt+1, to finance its nominal expenditures.
3.4.5 Stochastic Processes
To complete the presentation of the model, we add to the list of equations25 the exogenous
processes for marginal eﬃciency of investment (bt), and intertemporal preference (ι).26
It is assumed that the natural logarithm of marginal eﬃciency of investment, (bt), and
intertemporal preference, ι, follow AR(1) processes with non-stochastic means normalized
to unity (i.e. zero in logs):
ln bt = ρb ln bt−1 + sbϵbt
ln ιt = ρι ln ιt−1 + sιϵιt
The autoregressive parameters are assumed to lie between 0 and 1 and the shocks are
i.i.d. and drawn from standard normal distributions, with sb, and sι, being the standard
deviation of each shock.
3.4.6 Calibration and Empirical Approach
In what follows we present our methodology for solving and evaluating the model. We
solve the model numerically using a first order perturbation method. We use the solution
to the log-linear approximation of the detrended model around its deterministic steady
state to find the equilibrium values of all variables.27 To apply this solution method we
first need to assign values to the parameters of the model.28 We partition the model
parameters into two groups. The first group of parameters we calibrate, while the second
group we estimate.
The group of parameters that we calibrate is composed of β (discount factor), η (in-
verse Frisch elasticity), δ (capital depreciation rate), κ (capital investment adjustment
costs parameter), α (capital share in the production function), φ (survival rate of a tech-
nology), ϑ (steady state markups for intermediate goods), ϕ ( labor disutility parameter),
25The complete list of equilibrium equations is presented in Appendix 3.F.
26Note that the exogenous processes for disembodied productivity (Xt), embodied technological change
(zt), and government spending (Gt) have been described before, and are not included in this section to
avoid repetition.
27We solve the model in Matlab R2016a, using Dynare 4.4.3. toolbox. The codes are available from
the authors upon request.
28We perform a quarterly calibration of the model for the US economy because we want to obtain
results which may be comparable to those obtained from estimating a model with quarterly US data.
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∆z (steady state growth of the economy), gss (ratio of steady state government spending
to output) and Γ¯ (parameter contained in the definition of Γ, and Ξ respectively).
In the steady state of this economy, the gross real interest rate equals the growth rate
of prototypes times the inverse of the discount factor: R = ∆zβ−1. We calibrate the
steady state growth rate of prototypes, ∆z, to 1 + 0.02/4 in order to match the roughly
2 percent annual growth rate of output in the US over the period 1960-2014.29 We then
calibrate the gross real interest rate to an annual rate of 5 percent, which we choose to
be close to the mean after-tax return on capital over the same time span.30 This implies
that β equals 0.9926 = (1 + 0.02/4)/(1 + 0.05/4).
We set α equal to 0.37, which corresponds to a steady-state capital share of income of
roughly 37 percent, that is the average value over the period 1960-2014.31 We calibrate
η, the inverse Frisch labor supply elasticity, to 1.32
Using estimates from Ramey and Francis (2009) for average weekly number of leisure
hours,33 and average weekly number of working hours34 for the working-age population
in the US from 1960 to 2005, we find that hours worked represent one third of available
time. Hence, we calibrate ϕ, the labor disutility parameter, such that we have steady
state hours worked equal to 1/3.
For the depreciation rate, δ, we set a value of 0.025, which implies an annual rate of
depreciation on capital equal to 10 percent. This value of δ is in the range of values for the
average of the investment to capital ratio for manufacturing machinery and equipment.
The estimates reported in the literature, typically obtained using data from the NBER-
CES Manufacturing Industry Database, vary depending on the industries considered in
the analysis and sample period (e.g. 7.72 percent in Cooper and Priestley (2016), 11.7
percent in Albonico et al. (2014)). We calibrate φ, the quarterly survival rate of a
technology, to 1 − 0.1/4. This implies that we use the same rate of depreciation for
technology as for capital, that is an annual obsolescence rate of 10 percent. Examples of
calibrations chosen in the related literature are 3 percent per year (Comin and Gertler
(2006)), 4 percent in Comin et al. (2009), and 8 percent in Anzoategui et al. (2017). Their
motivation is that these values are contained in the range of estimates in the literature,
with a minimum estimate of 4 percent in Caballero and Jaﬀe (1993) and a maximum
29We use data for real output per person in the non-farm business sector (percent change at an-
nual rate, quarterly, seasonally adjusted) from the Federal Reserve Bank of St. Louis as provided on
fred.stlouisfed.org to compute an average of 1.9 percent over 1960-2014.
30Gomme and Lkhagvasuren (2013) compute an average value of 4.9869 percent for the after-tax return
to capital over 1954Q1 through 2009Q4. They use the approach of Gomme et al. (2011), that is to use
NIPA data and compute the after-tax return to capital by dividing after-tax private market capital
income by the corresponding capital stock. We choose a slightly higher value because from 2009 to 2014
the after-tax return to capital has been steadily increasing to almost 7 percent (for details see Gomme
et al. (2015))
31We use data for the share of labor compensation in GDP at current national prices for the US
(ratio, annual, not seasonally adjusted) from the Federal Reserve Bank of St. Louis as provided on
fred.stlouisfed.org to compute the average share of labor over 1960-2014, and then approximate the
average share of capital as being one minus the share of labor.
32The values used to calibrate the Frisch elasticity in general equilibrium models typically fall within
the range from 1 to 4, with more recent estimates based on macro data indicating that the range should
be reduced to the interval from 1 to 2 (for details see Fiorito and Zanella (2012), Keane and Rogerson
(2012)), or even below 1 to get closer to the estimates obtained in the micro literature.
33Ramey and Francis (2009) define leisure hours as the total time available per week less hours used
for sleep, meals, hygiene, commute, and household chores.
34According to Ramey and Francis (2009), working hours include paid hours in the private sector,
hours worked for the government, and unpaid family labor
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of 25 percent in Pakes and Schankerman (1987). However, in a more recent empirical
analysis by Park et al. (2006), using a new method for estimating the depreciation rate of
technological knowledge based on the analysis of technology cycle time applied to patent
citation data, it is computed an average obsolescence rate of roughly 13.3 percent, with
consistent upward trends being found over time.
We calibrate the steady state ratio of government spending to gross domestic product
to 0.207, which equals the 20.7 percent average share of gross domestic product dedicated
to government consumption expenditures and gross investment in the US for the period
1960-2014.35
We set the value of ϑ, the steady state gross markup for specialized intermediate
goods, equal to 1.63. The range of estimates for markups in the US is large, results
depending on the industries considered in the analysis, data, and methodology employed.
The results presented in Hall (1988) indicate markup ratios close to, or above 100 percent,
while in more recent studies, such as Oliveira Martins and Scarpetta (1996) and Høj et al.
(2007), the estimates are in the range of zero to 30 percent for most industries and seldom
over 50 percent. For the sectors with higher markups, the explanation is that they are
due to innovation and monopoly rents. Given the specialized nature of the intermediate
goods in this model, the related literature assumes that their markups should be in the
high range, e.g. Comin and Gertler (2006) calibrate the markup to 1.6. However, there
is also a practical need for our chosen calibration. The steady state gross markup for
specialized intermediate goods is equal to 2 − α, which is required in order to ensure a
balanced growth path.
For Γ¯ we choose a value which gives a steady state value for Ξ of 0.025. Following
Comin and Gertler (2006), we consider the average time for the adoption of an inter-
mediate good to be 1/(4Ξ), that is equivalent to an average adoption lag of 10 years
given our parametrization. Comin and Hobijn (2010) use technology measures36 for 166
countries and 15 technologies for the period from 1820 to 2003 and find that on average
countries need 45 years to adopt technologies after their invention. However, in the case
of the US the adoption lag for these technologies reduces to 19.8 years (for details see
Eden and Nguyen (2016)), and when we consider only the group of technologies that were
invented after 1950 (e.g. cell phones, personal computers, internet usage, blast oxygen
steel, magnetic resonance imaging), the average becomes 6.7 years. This implies that the
US is more than 20 years ahead in adopting technologies than the average country, but
also that recent technologies are adopted faster than in the past. Taking these results
into account and given that we calibrate the model using information for the US from
1960 to 2014, choosing an average adoption lag of 10 years seems reasonable. This cali-
bration also facilitates the comparison of a shock to the growth rate of prototypes to the
empirical news (or slow-diﬀusing productivity) shock, which is defined as the shock with
no impact eﬀect on productivity that explains most of its forecast error variance in 10
years.
The group of parameters that we estimate contains τ (consumption habit), κ (capital
investment adjustment costs parameter), ρΓ (expenditure elasticity of the adoption prob-
ability), persistence and standard deviation of shocks. We define the set of parameters
35We use data for the shares of gross domestic product: government consumption expenditures and
gross investment (percent, quarterly, not seasonally adjusted) from the Federal Reserve Bank of St. Louis
as provided on fred.stlouisfed.org to compute the average over 1960-2014.
36Data is taken from the CHAT dataset, introduced by Comin and Hobijn (2004) and expanded by
Comin et al. (2008).
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to be estimated as: ϖ = [τ, κ, ρΓ, sz, ρx, sx, ρb, sb, ρι, sι, ρG, sG].
In a first stage, we calibrate some of these parameters to standard values in the
literature to investigate the theoretical impulse responses to the two productivity shocks.
We switch oﬀ the other shocks as they are only needed for performing the estimation.
Hence, we calibrate only the standard deviations of the unanticipated productivity shock
and of the news shock (i.e. sz and sx) and the autocorrelation coeﬃcient in the law
of motion of Xt. We normalize the standard deviations of shocks to 0.01, and set the
autocorrelation coeﬃcient, ρx, to 0.95. The chosen value for the habit parameter, τ ,
is 0.75. This value is in the region between 0.6 and 0.9 in which the estimates for this
parameter usually lie in the macroeconomic literature. For the parameter ρΓ that governs
the elasticity of adoption with respect to adoption investments, we set the value equal
to 0.9, which is close to the calibration in the related literature (e.g. 0.95 in Anzoategui
et al. (2017), and 0.85 in Comin et al. (2016)). We calibrate κ, the capital investment
adjustment costs parameter, equal to 1.3, which is the value used for calibration in
Jaimovich and Rebelo (2009).37
In a second stage, we estimate all the parameters in the set ϖ. We use the approach
of Christiano et al. (2005) to estimate these parameters. Specifically, we minimize a
measure of the distance between model and empirical impulse response functions. We
define as Ψ(ϖ) the mapping from ϖ to the model impulse response functions, and as Ψˆ
the corresponding empirical estimates.38 Our estimator of ϖ is the solution to:
ϖˆ = min
ϖ
[
Ψˆ−Ψ(ϖ)
]′
Θ−1
[
Ψˆ−Ψ(ϖ)
]
,
with Θ being a diagonal matrix with the sample variances of the Ψˆ’s on the diagonal.
These variances are the basis for the confidence intervals of the empirical impulse re-
sponses. Hence, with this choice of Θ, ϖ is eﬀectively chosen such that Ψ(ϖ) lies as
much as possible inside these confidence intervals.
Regarding the starting parameter values, ϖs, we normalize the standard deviations of
shocks to 0.01, and set all autocorrelation coeﬃcients to 0.5. The starting value for the
habit parameter, τ , is 0.75. For the parameter ρΓ we set the starting value equal to 0.75.
This value is smaller than the 0.9 chosen for the calibration, but we wanted to have a
starting value that is not very close to the upper bound. For κ we chose a starting value
equal to 3.
To obtain Ψˆ, we need the empirical impulse responses. From the impulse response
functions to the two shocks for 40 quarters of the 5 variables included in the model, we
include in Ψˆ only the first 10 elements, and the last 5 elements of the response functions
of all variables to both shocks. This makes Ψˆ a 1× (5 ∗ 15 ∗ 2) vector.
We follow the same approach to compute Ψ(ϖ), with the only diﬀerence that instead
of real data we use data simulated from the model, starting with ϖs as calibration for
the parameters to be estimated.
The diagonal matrix Θ is obtained by taking only the first 10, and the last 5 diagonal
elements of the variance covariance matrix of the estimated impulse response functions
to both shocks, and for each variable. This implies that the dimension of Θ is (5 ∗ 15 ∗
2)× (5 ∗ 15 ∗ 2).
37The benchmark calibration is summarized in Table 3.2 from Appendix 3.G.
38There exists a vector of theoretical moments, Ψ, whose true value is denoted by Ψ0 and which is
substituted by an estimate Ψˆ in practice. It is assumed that
√
T (Ψˆ−Ψ0) ∼ N(0,ΣΨ), where T denotes
the sample size.
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To derive the standard deviations we use the fact that, under standard regularity
conditions,
√
T (ϖˆ −ϖ0) ∼ N(0,Σϖ), where ϖ0 is the true value of ϖ and Σϖ follows:39
Σϖ =
(
∂Ψ(ϖ)′
∂ϖ
Θ−1∂Ψ(ϖ)
∂ϖ
′)−1 ∂Ψ(ϖ)′
∂ϖ
Θ−1ΣΨΘ−1
∂Ψ(ϖ)
∂ϖ
′ (∂Ψ(ϖ)′
∂ϖ
Θ−1∂Ψ(ϖ)
∂ϖ
′)−1
3.4.7 Results
Theoretical Impulse Responses
Using the benchmark calibration presented in the previous section, and summarized in
Table 3.2 from Appendix 3.G, we compute theoretical impulse responses to a one percent
shock to disembodied productivity, X, and to exogenous embodied technology, Z. We
consider these two shocks to be the model equivalent of the empirical technology diﬀusion
(news) shock and unanticipated productivity shock we discussed in Section 3.2.
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Figure 3.5: Impulse responses to an unanticipated productivity and technology diﬀusion news shock.
The black starred line shows the responses to the unanticipated productivity shock, while the red line
shows the responses to the news shock. The horizontal axes indicate the forecast horizons and the units
of the vertical axes are percentage deviations.
In Figure 3.5 we see that the technology diﬀusion shock is a shock that takes on impact
the technological frontier, Z, to a new permanent level. This shock however has no eﬀect
on the level of disembodied productivity, since X evolves purely exogenously. The level
of adopted technologies, A and hence TFP, are not aﬀected by the news shock on impact.
39For details see Fe`ve et al. (2009).
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There is a time lag between the period when the technology frontier improves until
aggregate productivity changes because of the newer technology available. However, after
the first period adoption occurs, and this triggers the fast increase in adopted technologies,
and in TFP. In about one year and a half, the technology gap is almost closed, and both
A and TFP seem to stabilize at a new higher permanent level. Therefore, whenever the
technology gap is enlarged because of a change in the technology frontier, the economy
responds immediately and uses resources to close it in order to reap the benefits of higher
aggregate productivity. This mechanism is observed in Figure 3.6. After the news hits,
there is an increase in funds allocated to adoption, which makes successful adoption more
probable.
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Figure 3.6: Impulse responses to an unanticipated productivity and technology diﬀusion news shock.
The black starred line shows the responses to the unanticipated productivity shock, while the red line
shows the responses to the news shock. The horizontal axes indicate the forecast horizons and the units
of the vertical axes are percentage deviations.
Nevertheless, the economy may want to get closer to the frontier also when there
is no change in the frontier itself, but only because it has the resources to make adop-
tion investments. This is the case, for example, when there is a surprise productivity
improvement. An increase in disembodied productivity, X, translates into a one-to-one
increase in TFP, which leads to an increase in output. Having more resources available,
households decide to spend some on adoption. As it can be seen in Figure 3.6, after an
unanticipated productivity shock, there is an immediate increase in investment in adop-
tion. But because there are not many technologies to be adopted given that the frontier
is unchanged, investment is ceased much faster than after a news shock. This translates
into fewer technologies adopted, and hence, into a smaller increase in A. However, this
eﬀect of an unanticipated productivity shock on adoption gives the hump-shape response
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of TFP in Figure 3.5. TFP continues to increase for some periods after the unanticipated
productivity shock due to increased adoption. Because of this channel, the eﬀect of the
unanticipated productivity shock is more persistent on TFP than on X, and this makes
the IRF of TFP look more similar to its empirical counterpart.
Comin et al. (2009) introduced this idea of endogenizing the adoption of technologies
that are invented exogenously to provide a more realistic story for the technology diﬀu-
sion news shock. However, our model diﬀers significantly from theirs. They work with a
complex two-sector model, for output and capital goods production, and have invention
and adoption in both sectors. Moreover, we model both the evolution of the technology
frontier and the adoption of new prototypes in diﬀerent ways. Furthermore, their model
predictions do not match the empirical evidence. More importantly is that in the newer
version of the paper, Comin et al. (2016), the technology frontier does not evolve exoge-
nously anymore. They endogenize also R&D, and both invention and adoption do not
depend on investment anymore but on skilled capital employed in these sectors. Finally,
given that there is no shock to the evolution of new technologies in this new framework,
their news component is only the eﬀect of an unanticipated productivity shock on adop-
tion, which triggers the amplification of the response of TFP to the unanticipated shock.
But as we illustrate in Figure 3.5, this is a much smaller eﬀect than the one of a news
shock, and hence cannot be used to explain the empirical evidence.
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Figure 3.7: Impulse responses to an unanticipated productivity and technology diﬀusion news shock.
The black starred line shows the responses to the unanticipated productivity shock, while the red line
shows the responses to the news shock. The horizontal axes indicate the forecast horizons and the units
of the vertical axes are percentage deviations.
In Figure 3.7 we report the impact eﬀects and dynamics of the main macroeconomic
variables in response to the two productivity shocks, as predicted by our theoretical
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model. These are the variables for which we provide empirical evidence in Figure 3.1.
We find that the model’s predictions match qualitatively the empirical results. After a
surprise productivity shock, there is an immediate increase in TFP but the eﬀect, even
though it is quite persistent, is fading over time. Total investment, which comprises in-
vestment in both capital and adoption, also increases on impact, and continues increasing
for some quarters. The eﬀect of the unanticipated shock on investment is also transitory.
The response of output follows a similar pattern to the one of total investment. However,
the positive eﬀect seems to be more persistent on consumption. Finally, the impact eﬀect
on hours worked is negative. It becomes positive after about one year but the eﬀect
is quite transitory and fades away much faster than in the case of the other variables.
In response to a one standard deviation positive technology diﬀusion news shock, con-
sumption, output, total investment, and hours worked increase on impact. As discussed
previously, TFP starts responding in the next period after the shock hits, and after one
year and a half it almost reaches a permanently higher level. Apart from the diﬀerent
impact responses, the dynamics of the macroeconomic variables indicate that they ba-
sically track the movements in TFP. All variables experience a permanent increase, as
they stabilize at higher levels in the long run.
Discussion of the Key Elements of the Model
In this section we discuss the features of the model that allow us to generate the comove-
ment of macro aggregates in response to the news shock, while obtaining the negative
eﬀect of the unanticipated productivity shock on hours worked.
In Figure 3.8 we plot the impulse responses to the two shocks of some of the other
variables in the model, which are needed to stress the importance of the model’s features.
Concerning the responses to the unanticipated technology shock, investment adjustment
costs are essential for obtaining the negative response of hours worked. Since there is
a convex cost in the investment growth rate, agents want to adjust investment growth
slowly. This gives the hump-shaped response of investment, which is partially reflected
in output too. Because investment increases less on impact due to this friction, and
given the rise in output, the resources that agents do not invest are then allocated to
consumption. Hence, consumption responds more to the surprise productivity shock.
This automatically translates into an increase in the marginal value of leisure, and thus
to a fall in hours worked. Habit formation helps us to get the hump-shaped response of
consumption, with the peak response occurring several quarters after the shock hits. The
negative eﬀect on hours worked is accentuated by stronger real rigidities. If agents find it
costly to raise investment and consumption in response to the increased productivity, the
only way to benefit from the shock is by enjoying more leisure. These two real frictions
also give the decline in interest rate, that would have otherwise increased in response to
the surprise productivity shock. This breaks the connection between the real interest rate
and the marginal product of capital, with the rental rate increasing while the interest rate
decreases. We obtain this negative eﬀect on interest rates because the frictions lead to an
increase in output supply that overrides the increase in demand for both consumption and
investment.40 The endogenous technology adoption mechanism only slightly amplifies the
eﬀects of the unanticipated technology shock.
40For details on the eﬀect of investment adjustment costs and habit persistence on interest rates, see
Beaudry and Guay (1996).
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Figure 3.8: Impulse responses to an unanticipated productivity and technology diﬀusion news shock.
The black starred line shows the responses to the unanticipated productivity shock, while the red line
shows the responses to the news shock. The horizontal axes indicate the forecast horizons and the units
of the vertical axes are percentage deviations.
With regard to the eﬀects of the news shock, the three elements play more important
roles. We do not discuss the case without endogenous technology adoption since this is
the RBC with real frictions we discussed in Section 3.3. In that model there is no eﬀect of
the shock to the evolution of new technologies that we consider to be the model equivalent
of the news shock. Hence, we discuss how the endogenous technology adoption helps us
to achieve what was not possible in a standard RBC model. This mechanism triggers an
increase in investment on impact because resources are immediately required to adopt the
newly created technologies. This leads to an impact increase in the demand for output,
and consequently in labor input. The demand for output overrides the supply, and this
drives interest rates up. With higher interest rate there is an intertemporal substitution
of labor which oﬀsets the wealth eﬀect. This makes hours worked increase.
Since there is no change in the marginal productivity of capital when the news comes,
there is no encouragement to increase investment immediately. In fact, agents would
rather substitute investment in capital with investment in adoption to adopt the newer
technologies faster. This leads to an impact decrease in investment in capital. The
investment adjustment costs play a role here. Because of them, investment in capital
does not decrease much on impact. Hence, the eﬀect of news on total investment is
positive. Without adjustment costs (see Figure 3.17, Appendix 3.H), investment in capital
would drop following a news shock, while consumption and investment in adoption would
increase. The demand for output would be less than the supply. Thus, interest rates would
increase. Agents would then prefer to enjoy more leisure. With labor supply decreasing,
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output also drops. Thus, the impact eﬀects of the news shock in the model without
investment adjustment costs would not match the empirical evidence.
It is obvious that investment adjustment costs are essential for this model to match
the empirical evidence. However, they have the drawback of putting downward pressure
on consumption. Since there is a high demand for investment and not much increase in
output, in a model without habit persistence, consumption would drop (see Figure 3.18,
Appendix 3.H). Without habit persistence, households do not have strong incentives to
increase consumption. The rise in the interest rate means a decrease in the discounted
price of future consumption, and agents would like to save more today. There are also
no strong income eﬀects since wage is not changing much on impact. In the absence of
habit persistence, consumption would drop on impact, while output would increase only
slightly since the increase in adoption investment is largely compensated by the drop of
investment in capital. Employment would still increase on impact in order for output
to increase, but by less than in the case with habit persistence. Habit formation makes
households want to smooth consumption more, and this prevents the drop in consumption
that we would observe otherwise.
In a setting with no real rigidities (see Figure 3.19, Appendix 3.H) the increase in
consumption is smaller than in the case without investment adjustment costs only, and
the decrease in output and investment in capital is slightly higher. Hence, we conclude
that both types of real rigidities are needed, while investment adjustment costs play a
more important role than habit persistence. In contrast to Jaimovich and Rebelo (2009),
we do not include variable capacity utilization. The addition of this third real rigidity
is not needed to replicate the empirical evidence, and its inclusion would in fact worsen
our results. It would make investment in capital drop even more in response to the news
shock, and this way it would reduce the positive eﬀect on total investment.41
VAR Results with Real and Simulated Data
For this exercise, we perform the estimation of some of the parameters, as described in
Section 3.4.6.
The parameters that we estimate are ϖ = [τ, κ, ρΓ, sz, ρx, sx, ρb, sb, ρι, sι, ρG, sG].
From the results presented in Table 3.1, we can infer that some model parameters
have to be adjusted in order for the impulse responses obtained with real data and those
obtained with simulated data from our model to get closer. For example, the habit
persistence parameter needs to have a higher value. In our benchmark calibration, it
equals 0.75, and the estimation gives a value of almost 0.83. The value of the parameter in
the investment adjustment cost function is also higher than in our benchmark calibration
(i.e. 1.9 as opposed to 1.3), but since we started the estimation from a high value, it
still indicates that the model does not need as big adjustment costs as a standard RBC
to deliver the comovement of macro aggregates in response to the news shock. Another
parameter whose value is higher than in our benchmark calibration is the investment
elasticity of adoption. While we calibrated the parameter to 0.9, after the estimation
we obtain a value of almost 0.96 even though we started the estimation from 0.75. This
clearly indicates that the model needs a number that is close to 1 for this elasticity.
Concerning the standard deviations and autocorrelation coeﬃcients of shocks, we obtain
the most important results for the news shock and the surprise productivity shock. We
observe that to minimize the distance between impulse responses, we need the news shock
41Results can be provided by the authors upon request.
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to have a bigger standard deviation ( i.e. 0.016 as opposed to 0.01 in the benchmark
calibration), while the unanticipated productivity shock should have a smaller standard
deviation (i.e. 0.006), and autocorrelation coeﬃcient (i.e. 0.68 as opposed to 0.95 in the
benchmark calibration).
Table 3.1: Estimation results
Parameter Description Starting Value Estimated Value
τ habit persistence 0.75 0.825
(0.09)
κ investment adjustment costs 3 1.916
(0.10)
ρΓ investment elasticity of adoption 0.75 0.958
(0.02)
sz s.d. of news shock 0.01 0.016
(0.01)
ρx autocorrelation coeﬃcient of surprise productivity shock 0.5 0.678
(0.24)
sx s.d. of surprise productivity shock 0.01 0.006
(0.00)
ρb autocorrelation coeﬃcient of of marginal eﬃciency of investment shock 0.5 0.391
(0.18)
sb s.d. of marginal eﬃciency of investment shock 0.01 0.009
(0.03)
ρι autocorrelation coeﬃcient of intertemporal preference shock 0.5 0.540
(0.15)
sι s.d. of intertemporal preference shock 0.01 0.011
(0.02)
ρG autocorrelation coeﬃcient of government spending shock 0.5 0.396
(0.17)
sG s.d. of government spending shock 0.01 0.009
(0.02)
After we replace the calibrated values of the parameters with the estimation results,
we simulate data from the model for total factor productivity, consumption, investment,
hours worked, and output. The correlation coeﬃcients between the simulated series
and the real series are: 0.96 (TFP), 0.99 (consumption), 0.89 (investment), -0.06 (hours
worked), 0.98 (output). Hence the variables that are trending in the model are strongly
correlated with the real data, while the model does not have enough information to match
the movement in real hours worked. We then perform the estimation of the five variable
VAR model in levels with four lags as we did in Section 3.2. The only diﬀerence is that
we use the simulated data from the model instead of the U.S. quarterly data.
In this setting, we impose the short- and medium-run restrictions to identify the two
productivity shocks. The first is defined as an unanticipated productivity shock and is the
only shock that has impact eﬀect on TFP. The second shock is the (technology diﬀusion)
news shock, which has no impact eﬀect on productivity but contributes the most to the
forecast error variance of TFP in the medium-run.42 We take ten years as the horizon at
which the shock should have the maximum contribution to TFP.
The results reported in Figure 3.9 indicate that the impulse responses to an unan-
ticipated productivity shock obtained with data simulated from the model lie within the
95% confidence interval of the empirical responses, with only the impact eﬀect of the
shock on investment being above the upper limit of the confidence interval. Thus, the
theoretical model can statistically account for all the empirical impulse response functions
with regard to the unanticipated productivity shock.
42The identification scheme is presented in Appendix 3.C.
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Figure 3.9: Impulse responses to an unanticipated productivity shock. The black line shows the
responses to the unanticipated productivity shock in a VAR with real data, , while the dotted black lines
correspond to the 95% confidence interval from 1000 bias-corrected bootstrap replications of the reduced
form VAR. The blue dashed line gives the responses to the unanticipated productivity shock in a VAR
with data simulated from the theoretical model. The horizontal axes indicate the forecast horizons and
the units of the vertical axes are percentage deviations.
In Figure 3.10 we observe that the model can also statistically account for the empirical
impulse response functions of consumption, investment, output, and hours worked with
regard to the news shock. These impulse responses obtained with data simulated from
the model lie within the 95% confidence interval of the empirical responses. However,
when looking at the eﬀect of the news shock on total factor productivity we observe that
the impulse response obtained in the model with simulated data is not contained in the
confidence interval of the empirical response. This implies that in order to deliver similar
eﬀects of the news shock on macro aggregates, the theoretical model needs a news shock
that diﬀuses almost immediately in aggregate productivity and has a much stronger eﬀect
on total factor productivity than the empirical news shock. To us this in an indicator
that by modeling the diﬀusion of new technologies into aggregate productivity we do get
closer to replicating the empirical results, but there are still some apparent quantitative
diﬀerences. In order to improve our results, we believe that it is essential to introduce
a mechanism through which we may capture the eﬀect of news about newly created
prototypes on the demand side of the economy.
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Figure 3.10: Impulse responses to a news shock. The black line shows the responses to the news
shock in a VAR with real data, while the dotted black lines correspond to the 95% confidence interval
from 1000 bias-corrected bootstrap replications of the reduced form VAR. The blue dashed line gives the
responses to the news shock in a VAR with data simulated from the theoretical model. The horizontal
axes indicate the forecast horizons and the units of the vertical axes are percentage deviations.
3.5 Conclusions
In this paper we propose a theoretical model that generates the comovement of macroe-
conomic aggregates in response to technology diﬀusion news shocks, while delivering the
usual responses to unanticipated productivity shocks. The key ingredient for obtaining
these results is the introduction of an endogenous technology adoption mechanism in
a standard RBC model with real frictions. Our results indicate that consumption, in-
vestment, output, and hours worked increase on impact following a news shock, while
TFP starts responding in the next period after the shock hits. All variables experience
a permanent increase, as they stabilize at higher levels in the long run. On the other
hand, an unanticipated productivity shock leads to an immediate increase in TFP, but
the eﬀect fades over time. The responses of investment, consumption, and output to
the unanticipated productivity shock track the movements in TFP. What is important is
that the impact eﬀect on hours worked is negative. These model predictions match the
empirical results of news shocks qualitatively. However, some quantitative diﬀerences are
still apparent. We believe that these diﬀerences stem from the fact that the model does
not entirely capture the eﬀect of news about newly created prototypes on the demand
side of the economy. We think that introducing a mechanism that would make consumers
more responsive to the news shock is an important next step.
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Appendix
3.A Data
TFP: log tfp adj. for capacity utilization (from Federal Reverse Bank of San Francisco,
following the method of Fernald (2014), Basu et al. (2013) and Basu et al. (2006))
Output: log real per capita output nonfarm (log of Real gross value added: GDP:
Business: Nonfarm, A358RX1Q020SBEA, Q, sa, U.S. Department of Commerce: Bureau
of Economic Analysis; adjusted for population: US POPULATION, WORKING AGE,
ALL PERSONS (AGES 15-64) VOLN, USMLFT32P, M, retrieved from Datastream)
Consumption: log real per capita consumption (log of Personal Consumption Expen-
ditures: Nondurable Goods, PCND, Q, sa, U.S. Department of Commerce: Bureau of
Economic Analysis + Personal Consumption Expenditures: Services, PCESV, Q, sa, U.S.
Department of Commerce: Bureau of Economic Analysis; divided by the price deflator
and population)
Investment: log real per capita investment (log of Personal Consumption Expendi-
tures: Durable Goods, PCDG, Q, sa, U.S. Department of Commerce: Bureau of Eco-
nomic Analysis + Gross Private Domestic Investment, GPDI, Q, sa, U.S. Department of
Commerce: Bureau of Economic Analysis; divided by the price deflator and population)
Hours worked: log per capita hours (log Nonfarm Business Sector: Hours of All
Persons, HOANBS, Q, sa, U.S. Department of Labor: Bureau of Labor Statistics; divided
by population)
3.B Linear Vector Autoregressive Model
The model we estimate is given by:
Yt =c+
p∑
i=1
ΦiYt−i + ϵt,
where Yt is a vector of m endogenous variables which we aim to model as the sum of an
intercept c, p lags of the same endogenous variables and ϵt ∼ WN(0,Σ), which is a vector
of reduced-form residuals with mean zero and constant variance-covariance matrix, Σ. Φ
are the matrices containing the VAR coeﬃcients.
It is assumed that the reduced-form residuals can be written as a linear combination
of the structural shocks ϵt = Aut, where Σ = A′A. To identify the structural shocks
from the reduced-form shocks, n(n − 1)/2 additional restrictions on A are needed. In
the following section we describe the identification schemes used in the empirical news
literature.
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3.C Identification Scheme
The identification scheme imposes medium-run restrictions in the sense of Uhlig (2004).43
Innovations are orthogonalized by applying the Cholesky decomposition to the covariance
matrix of the residuals, Σ. The entire space of permissible impact matrices can be written
as A˜D, where D is a k × k orthonormal matrix (DD′ = I).
The h step ahead forecast error is defined as the diﬀerence between the realization of
Yt+h and the minimum mean squared error predictor for horizon h:44
Yt+h − Pt−1Yt+h =
h∑
τ=0
Bτ A˜Dut+h−τ
The share of the forecast error variance of variable j attributable to structural shock
i at horizon h is then:
Ξj,i(h) =
e′j
(∑h
τ=0Bτ A˜Deie
′
iA˜
′DB′τ
)
ej
e′j
(∑h
τ=0BτΣB′τ
)
ej
=
∑h
τ=0Bj,τ A˜γγ
′A˜′B′j,τ∑h
τ=0Bj,τΣB′j,τ
where ei denote selection vectors with the ith place equal to 1 and zeros elsewhere.
The selection vectors inside the parentheses in the numerator pick out the ith column
of D, which will be denoted by γ. A˜γ is a m × 1 vector and has the interpretation as
an impulse vector. The selection vectors outside the parentheses in both numerator and
denominator pick out the jth row of the matrix of moving average coeﬃcients, which is
denoted by Bj,τ .
Note that TFP is on the first position in the system of variables, and let the unan-
ticipated productivity shock be indexed by 1 and the news shock by 2. Having the
unanticipated shock identified with the short-run zero restrictions, we then identify the
news shock by choosing the impact matrix to maximize contributions to Ξ1,2(h) at h=40
quarters.
43We thank Luca Benati for sharing with us his codes for performing a medium-run identification in
a linear framework.
44The minimum MSE predictor for forecast horizon h at time t− 1 is the conditional expectation.
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3.D Empirical Evidence
0 5 10 15 20 25 30 35 40
-0.2
0
0.2
0.4
0.6
0.8
1
Total factor productivity
0 5 10 15 20 25 30 35 40
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
Consumption
0 5 10 15 20 25 30 35 40
-0.5
0
0.5
1
1.5
2
2.5
Investment
0 5 10 15 20 25 30 35 40
-0.4
-0.2
0
0.2
0.4
0.6
0.8
Hours worked
0 5 10 15 20 25 30 35 40
-0.5
0
0.5
1
Output
unanticipated TFP shock 95% CI 90% CI 68% CI
Figure 3.11: Impulse responses to an unanticipated productivity shock. The black line shows the
responses to the unanticipated productivity shock. The dotted lines correspond to the 68%, 90%, and
95% confidence intervals. The horizontal axes indicate the forecast horizons and the units of the vertical
axes are percentage deviations.
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Figure 3.12: Impulse responses to a news shock. The black line shows the responses to the news shock.
The dotted lines correspond to the 68%, 90%, and 95% confidence intervals. The horizontal axes indicate
the forecast horizons and the units of the vertical axes are percentage deviations.
3.E Model with Exogenous Technology Diﬀusion
3.E.1 Model Equations
Production of Output
Output is produced using the following Cobb-Douglas production function:
Yt = At(utKt)1−αLαt , (3.8)
where At is the level of TFP, Kt is the capital stock, ut is the utilization rate, and Lt
hours worked.
Households’ Problem
Agents maximize lifetime utility:
U = E0
∞∑
t=0
βt
(Ct − ψLθtXt)1−σ − 1
1− σ ,
where Ct denotes consumption, and Xt is defined by the following equation:
Xt = Cγt X1−γt−1
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Xt makes preferences non-time-separable in consumption and hours worked. We further
refer to this class of preferences as JR preferences. When γ = 1 the preferences corre-
spond to a class discussed in King et al. (1988), henceforth KPR, while when γ = 0 the
preferences are of the type proposed by Greenwood et al. (1988), henceforth GHH. The
assumptions on parameters are: 0 < β < 1, θ > 1,ψ > 0,σ > 0.
Output can be used for consumption and investment:
Yt = Ct + It/bt, (3.9)
where bt is the current state of technology for producing capital. An increase in bt results
from investment-specific technological progress.
The combination of equations (3.8) and (3.9) gives the resource constraint:
Ct + It/bt = At(utKt)1−αLαt (3.10)
The law of motion for capital is given by the following equation:
Kt+1 = It
[
1− ϕ
(
It
It−1
)]
+ [1− δ(ut)]Kt,
where ϕ(·) denotes adjustment costs to investment. In steady state ϕ(1) = ϕ′(1) = 0.
δ(ut) determines capital depreciation and is convex in ut, with δ′(ut) > 0, δ′′(ut) ≥ 0.
The households’ problem is to maximize utility subject to the resource constraint,
and law of motion for capital, as it follows:
maxE0
∞∑
t=0
βt
(Ct − ψLθtXt)1−σ − 1
1− σ
s.t.
Ct + It/bt = At(utKt)1−αLαt
Xt = Cγt X1−γt−1
Kt+1 = It[1− ϕ
(
It
It−1
)
] + [1− δ(ut)]Kt
K0, I−1, X−1 given
The Lagrangian for this problem is:
Lt = E0
∞∑
t=0
βt
{
(Ct − ψLθtXt)1−σ − 1
1− σ
−λt
[
Ct + It/bt − At(utKt)1−αLαt
]
−µt
(
Xt − Cγt X1−γt−1
)
−ηt
{
Kt+1 − It
[
1− ϕ
(
It
It−1
)]
− [(1− δ(ut)]Kt
}}
,
where λt , µt, and ηt are Lagrange multipliers associated with each of the constraints.
The first order conditions characterizing an interior solution are:
Ct : βt(Ct − ψLθtXt)−σ − λtβt + βtµtγCγ−1t X1−γt−1 = 0
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⇒ (Ct − ψLθtXt)−σ + µtγCγ−1t X1−γt−1 = λt
Xt : −βtψLθt (Ct − ψLθtXt)−σ − µtβt + Et[βt+1µt+1(1− γ)Cγt+1X−γt ] = 0
⇒ (Ct − ψLθtXt)−σψLθt + µt = βEt[µt+1(1− γ)Cγt+1X−γt ]
Lt : −βtψθXtLθ−1t (Ct − ψLθtXt)−σ + βtλtαAt(utKt)1−αLα−1t = 0
⇒ (Ct − ψLθtXt)−σθψLθ−1t Xt = λtαAt(utKt)1−αLα−1t
ut : βtλt(1− α)Atu−αt K1−αt Lαt − βtηtδ′(ut)Kt = 0
⇒ λt(1− α)Atu−αt K1−αt Lαt = ηtδ′(ut)Kt
Kt+1 : −βtηt + Et
{
βt+1ηt+1[1− δ(ut+1)] + βt+1λt+1(1− α)At+1u1−αt+1 K−αt+1Lαt+1
}
= 0
⇒ ηt = βEt
{
λt+1(1− α)At+1u1−αt+1 K−αt+1Lαt+1 + ηt+1[1− δ(ut+1)]
}
It : βtηt
[
1− ϕ
(
It
It−1
)
− It
It−1
ϕ′
(
It
It−1
)]
+
Et
[
βt+1ηt+1
(
It+1
It
)2
ϕ′
(
It+1
It
)]
− λt/bt = 0
⇒ λt/bt = 1− ϕ
(
It
It−1
)
− ϕ′
(
It
It−1
)
It
It−1
+ βEt
[
ηt+1ϕ
′
(
It+1
It
)(
It+1
It
)2]
Benchmark Calibration
The calibration chosen in Jaimovich and Rebelo (2009) is the following: σ → 1 (equivalent
to log-utility), β = 0.985,α = 0.64, γ = 0.001,ϕ′′(1) = 1.3, δ′′(u)u/δ′(u) = 0.15.
3.E.2 Discussion of the Key Elements of the Model with Ex-
ogenous Technology Diﬀusion
Variable Capacity Utilization
A model with constant capacity utilization (i.e. ut = 1, δ(ut) = δ) eliminates the first
order condition with respect to ut. As displayed in Figure 3.13, in a model without
variable capacity utilization, only investment is smoothed by the investment adjustment
costs. In response to a news shock, output does not react until productivity changes.
Investment and consumption decrease on impact. When the productivity improvement
occurs, all variables jump to the new permanent level. Investment is smoothed which
makes consumption slightly decline immediately after the increase in productivity. Once
the technology is implemented, the responses of the model’s variables mirror the reactions
to an unanticipated productivity shock.
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Figure 3.13: Impulse responses to a permanent unanticipated productivity shock and a news shock in a
model with constant capacity utilization. The black starred line shows the responses to the unanticipated
productivity shock, while the red line shows the responses to the news shock.
Preferences
The strongest response of Lt occurs with GHH preferences (γ = 0). However, in this case
hours worked are not stationary as they increase permanently (see Figure 3.15). With
KPR preferences (γ = 1), Lt converges back to the steady state after the shock, but its
short-run response is very weak. When γ is equal to 0.001 or 0.25, the short-run impact
of a wage increase on Lt is in between that obtained with GHH and KPR preferences.
Lower values of γ produce short-run responses that are closer to those obtained with
GHH preferences. As long as 0 < γ ≤ 1, hours worked converge to the steady state.
The wealth eﬀect is zero for GHH preferences and negative for KPR. In both cases the
wealth eﬀect is constant over time. When 0 < γ < 1, the wealth eﬀect varies over time.
In the long-run, this eﬀect is similar to that with KPR preferences. In the short-run, the
eﬀect is actually positive, leading to an increase in labor supply. This positive wealth
eﬀect results from the fact that the disutility from working is high when Xt is high. Since
consumption rises over time, Xt also increases over time, and the disutility from working
is higher in the future than in the present.
If γ is set to one, thus with KPR preferences, the eﬀects of the unanticipated pro-
ductivity shock and the news shock are less pronounced on all the variables (see Figure
3.14). Moreover, there are qualitatively diﬀerent responses of hours worked and invest-
ment with regard to a news shock. Thus, a news shock leads to an initial decline in hours
worked and investment. Interestingly, once productivity actually improves, output and
consumption jump. But since hours worked and investment are now increasing substan-
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tially, consumption declines after the jump to converge from below to the new long-run
level. This means that as soon as we allow the utility function to be time-separable in
hours worked and consumption, hours worked and investment strongly decline in response
to a news shock, while consumption increases more.
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Figure 3.14: Impulse responses to a permanent unanticipated productivity shock and a news shock
in a model with KPR preferences. The black starred line shows the responses to the unanticipated
productivity shock, while the red line shows the responses to the news shock. The horizontal axes
indicate the forecast horizons and the units of the vertical axes are percentage deviations.
Investment Adjustment Costs
As it can be observed in Figure 3.16, in a setting without investment adjustment costs
there is no investment smoothing and the economy reacts immediately to the news.
Investment, capital utilization, hours worked, and output decrease on impact, and then
jump to the new saddle path once productivity changes. In response to an unanticipated
productivity shock, all variables jump immediately to the new saddle path and then
slowly converge along it. Output reaches its new steady state immediately.
3.E.3 Diﬀerent Shock Processes
We propose the following ad-hoc shock specification in which at is the sum of two com-
ponents:
at = a1,t + a2,t,
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Figure 3.15: Impulse responses to a permanent unanticipated productivity shock and a news shock
in a model with GHH preferences. The black starred line shows the responses to the unanticipated
productivity shock, while the red line shows the responses to the news shock. The horizontal axes
indicate the forecast horizons and the units of the vertical axes are percentage deviations.
where a2,t is the temporary component, and follows the following process:
a2,t = ρ2a2,t−1 + ϵt, where ρ2 = 0.95
ϵt, the unanticipated productivity shock, is an i.i.d standard normal shock. The process
of the temporary component allows the unanticipated productivity shock to be persistent
but not permanent. For the other component, a1,t, we model a process for which the
response of TFP to the news shock mimics technology diﬀusion similarly to the empirically
found news shock:
a1,t = ρ1a1,t−1 + (1− ρ1)a3,t−1, where ρ1 = 0.95,
and a3,t evolves as:
a3,t = ρ3a3,t−1 + εt, where ρ3 = 1
and εt, the news shock, is an i.i.d standard normal shock.
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Figure 3.16: Impulse responses to a permanent unanticipated productivity shock and a news shock in
a model without investment adjustment costs. The black starred line shows the responses to the unan-
ticipated productivity shock, while the red line shows the responses to the news shock. The horizontal
axes indicate the forecast horizons and the units of the vertical axes are percentage deviations.
3.F Model with Endogenous Technology Adoption
3.F.1 Household’s problem
The Lagrangian for the household’s problem is:
Lt = E0
∞∑
t=0
βt
{
ιt
[
ln(Ct − τCt−1)− ζ L
1+η
t
1 + η
]
+Λt[WtLt +Rt−1Bt + FtAt +RktKt − PtCt−
PtIt − PtSt(At+1 − At)−Bt+1 − PtTt]
+Ωt [Ξt (Zt − φAt) + φAt − At+1]
+Qt
{
It
[
1− ϕ
(
It
It−1
)]
bt + (1− δ)Kt −Kt+1
}}
,
where Λt is the Lagrange multiplier associated with the budget constraint, Ωt is the
Lagrange multiplier associated with the evolution of technology adoption, and Qt is the
Lagrange multiplier associated with the law of motion for capital.
The first order conditions are:
Ct : ιt(Ct − τCt−1)−1 − βτEtιt+1(Ct+1 − τCt)−1 = ΛtPt
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Bt+1 : Λt = βEt(Λt+1Rt)
It : ΛtPt = Qtbt
[
1− ϕ
(
It
It−1
)
− ϕ′
(
It
It−1
)
It
It−1
]
+ βEt
[
Qt+1bt+1ϕ
′
(
It+1
It
)(
It+1
It
)2]
Kt+1 : βEtΛt+1Rkt+1 = Qt − βEtQt+1(1− δ)
Lt : ιtζLηt = ΛtWt
St : ΛtPt(At+1 − At) = Ωt∂Ξt
∂St
(Zt − φAt)
3.F.2 Equilibrium
A competitive and symmetric equilibrium of the economy consists of a distribution of
profits, allocations for output producing firms, for technology adopting firms, and for
the representative household, and a price path, such that, taking K0, A0, B0, Z0, C−1, I−1
and the stochastic processes for the exogenous variables as given, household’s allocation
satisfies the optimal choices in equations (3.1) - (3.6); firms’ allocations maximize profits;
the capital, labor, and bonds markets clear in every period, budget constraints hold with
equality, and the transversality condition holds.
For bond market-clearing, we require that Bt = Dt and Bt+1 = Dt+1 which means
that households hold the government bonds. Using the government’s budget constraint
we can solve for PtTt:
PtTt = PtgtYt +Rt−1Dt −Dt+1
Using this, we can rewrite the budget constraint as follows:
PtCt + PtIt + PtSt[At+1 − At] = WtLt + FtAt +RktKt − (PtgtYt +Rt−1Dt −Dt+1)−Bt+1 +Rt−1Bt
which is equivalent to:
PtCt + PtIt + PtSt[At+1 − At] = WtLt + FtAt +RktKt − PtgtYt
and in real terms is:
Ct + It + St[At+1 − At] = Wt
Pt
Lt +
FtAt
Pt
+ rktKt − gtYt
Real dividends received by the household are just the sum of real profits from the
intermediate good firms:
FtAt
Pt
= Y¯tAt
Pt(s)
Pt
− rktKt − wtLt
We introduce this in the integrated household budget constraint:
Ct + It + St[At+1 − At] + gtYt = Y¯tAtPt(s)
Pt
− rktKt − wtLt + wtLt + rktKt
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After some manipulations and having normalized Pt to one, we obtain the resource
constraint of the economy:
Ct + It + St[At+1 − At] + gtYt =
[
Pt(s)
Pt(s)A−(ϑ−1)t
] ϑ
−(ϑ−1)
YtAt
Pt(s)
Pt
=
[
A(ϑ−1)t
]1+ ϑ−(ϑ−1) YtAt = Yt
We have previously derived the factor demand functions in real terms as:
Lt =
(1− α)
ϑ
Yt
wt
Kt =
α
ϑ
Yt
rkt
In order to get the final set of equilibrium conditions we need to eliminate the price
level from the equations. We use the fact that PtPt−1 = Πt, and assume that Πt = 1, ∀t, to
write the Euler equation as:
λt = βEtλt+1Rt
The full set of equilibrium conditions is:
Ct + It + St[At+1 − At] = Yt(1− gt)
Yt = [XtAϑ−1t ]Kαt L1−αt
Lt =
(1− α)
ϑ
Yt
wt
Kt =
α
ϑ
Yt
rkt
λt = βEtλt+1Rt
ιt(Ct − τCt−1)−1 − βτEtιt+1(Ct+1 − τCt)−1 = λt
qt = βEt
[
λt+1
λt
rkt+1 + qt+1(1− δ)
]
3.F. MODEL WITH ENDOGENOUS TECHNOLOGY ADOPTION 137
1 = qtbt
[
1− ϕ
(
It
It−1
)
− ϕ′
(
It
It−1
)
It
It−1
]
+ βEt
[
qt+1bt+1
λt+1
λt
ϕ′
(
It+1
It
)(
It+1
It
)2]
ιtζL
η
t = λtwt
λt(At+1 − At) = Ωt∂Ξt
∂St
(Zt − φAt)
Kt+1 = Itbt
[
1− ϕ
(
It
It−1
)]
+ [1− δ]Kt
At+1 = Ξt (Zt − φAt) + φAt
Ξt =
2
1 + exp(−Γt) − 1
Γt = Γ¯
[
St
(Zt − At)
At
]ρΓ
ft =
(ϑ− 1)
ϑ
Yt
At
Vt = ft + φEt
[
β
λt+1
λt
Vt+1
]
Jt = max
St
−St + Et
{
β
λt+1
λt
[ΞtφVt+1 + (1− Ξt)Jt+1]
}
0 = −1 + Et
[
β
λt+1
λt
(φVt+1 − Jt+1)∂Ξt
∂St
]
These are 18 equations for 18 endogenous variables: Kt+1, Lt, Yt, At+1, St, Jt, Vt,Ξt,Γt,
λt, Ct, It, qt, wt, ft, Ωt, rkt , Rt.
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3.F.3 Stationary Equilibrium
Exogenous technological innovations induce growth in the model. The growth rate of the
economy is given by zt. In order to solve the model, we first discuss the balanced growth
path and then we deflate the variables which are growing.
In the steady state, the growth rate of the number of prototypes is constant, given
by ∆z. Hence, the technology frontier grows at the constant rate ∆z. Since there is no
population growth, from the set of equilibrium conditions we can infer that At, Yt, Kt,
It, Ct, and wt grow at the same constant rate ∆z. λt decreases at this rate, while the
other endogenous variables are constant along the balanced growth path.
To derive the set of equations that describe the stationary equilibrium, we deflate the
model by the growth component, Zt. Note that the predetermined variables, such as At
and Kt, which are used at time t but have been decided at t − 1, are deflated by the
growth component at t− 1.
The adoption success probability is constant in the steady state:
Ξt =
2
1 + exp(−Γt) − 1
Γt = Γ¯
⎡⎣St
⎛⎝ ZtZtZt
At
Zt−1Zt−1
− 1
⎞⎠⎤⎦ρΓ = Γ¯ [St
(
zt
A˜t
− 1
)]ρΓ
The evolution of embodied technology can be rewritten as:
At+1
Zt
Zt = Ξt
(
Zt
Zt
Zt − φ At
Zt−1
Zt−1
)
+ φ At
Zt−1
Zt−1
⇔ A˜t+1zt = Ξt
(
zt − φA˜t
)
+ φA˜t
The resource constraint can be stationarized as it follows:
Ct
Zt
Zt +
It
Zt
Zt + St
(
At+1
Zt
Zt − At
Zt−1
Zt−1
)
= Yt
Zt
Zt(1− gt)
⇔ C˜t + I˜t + St
(
A˜t+1 − A˜t
zt
)
= Y˜t(1− gt)
For the production function, we have:
Yt
Zt
Zt =
⎡⎣Xt
(
At
Zt−1
Zt−1
)(ϑ−1)⎤⎦( Kt
Zt−1
Zt−1
)α
L1−αt
⇔ Y˜tzt =
[
XtA˜
(ϑ−1)
t
]
(K˜t)αL1−αt
which is the case iﬀ ϑ = 2− α.
Concerning the FOCs for the households’ problem, we have:
Households’ FOC wrt Bt+1 (Euler equation)
λtZt = βEtλt+1Zt+1
1
zt+1
Rt
⇔ λ˜t = βEtλ˜t+1 1
zt+1
Rt
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Households’ FOC wrt Ct
ιt
(
Ct
Zt
Zt − τ Ct−1
Zt−1
Zt−1
)−1
− βτEtιt+1
(
Ct+1
Zt+1
Zt+1 − τ Ct
Zt
Zt
)−1
= λtZt
Zt
⇔ ιt
(
C˜t − τ C˜t−1 1
zt
)−1
− βτEtιt+1
(
C˜t+1zt+1 − τ C˜t
)−1
= λ˜t
Households’ FOC wrt Kt+1
qt = βEt
λt+1Zt+1
λtZt
Zt
Zt+1
[
rkt+1 + qt+1(1− δ)
]
⇔ qt = βEt λ˜t+1
λ˜t
1
zt+1
[
rkt+1 + qt+1(1− δ)
]
Households’ FOC wrt It45
1 =qtbt
⎡⎣1− ϕ
⎛⎝ ItZt
It−1
Zt−1
Zt
Zt−1
⎞⎠− ϕ′
⎛⎝ ItZt
It−1
Zt−1
Zt
Zt−1
⎞⎠ ItZt
It−1
Zt−1
Zt
Zt−1
⎤⎦
+ βEt
⎡⎢⎣qt+1bt+1λt+1Zt+1
λtZt
Zt
Zt+1
ϕ′
⎛⎝ It+1Zt+1
It
Zt
Zt+1
Zt
⎞⎠⎛⎝ It+1Zt+1
It
Zt
Zt+1
Zt
⎞⎠2
⎤⎥⎦
⇔
1 =qtbt
[
1− ϕ
(
I˜t
I˜t−1
zt
)
− ϕ′
(
I˜t
I˜t−1
zt
)
I˜t
I˜t−1
zt
]
+ βEt
⎡⎣qt+1bt+1 λ˜t+1
λ˜t
1
zt+1
ϕ′
(
I˜t+1
I˜t
zt+1
)(
I˜t+1
I˜t
zt+1
)2⎤⎦
Households’ FOC wrt Lt
ιtζL
η
t =
λtZt
Zt
wt
Zt
Zt
⇔ ιtζLηt = λ˜tw˜t
Households’ FOC wrt St
λtZt
(
At+1
Zt
Zt − At
Zt−1
Zt−1
)
= Ωt
∂Ξt
∂St
(
Zt
Zt
Zt − φ At
Zt−1
Zt−1
)
⇔ λ˜t
(
A˜t+1 − A˜t
zt
)
= Ω˜t
∂Ξt
∂St
(
zt − φA˜t
)
For the law of motion for capital and the factor demand equations, we find:
Kt+1
Zt
Zt =
It
Zt
Zt
⎡⎣1− ϕ
⎛⎝ ItZt
It−1
Zt−1
Zt
Zt−1
⎞⎠⎤⎦ bt + (1− δ) Kt
Zt−1
Zt−1
⇔ K˜t+1 = I˜t
[
1− ϕ
(
I˜t
I˜t−1
zt
)]
bt + (1− δ)K˜t
zt
45The adjustment cost function is defined as ϕ = κ2
(
It
It−1 −∆i
)2
which is equivalent to ϕ =
κ
2
(
I˜t
I˜t−1
zt −∆z
)2
.
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Lt =
(1− α)
ϑ
Y˜t
w˜t
K˜t =
α
ϑ
Y˜t
rkt
zt
The last step is to stationarize the equations related to technology adoption:
ft =
(ϑ− 1)
ϑ
Yt
Zt
Zt
At
Zt−1Zt−1
⇔ ft = (ϑ− 1)
ϑ
Y˜t
A˜t
zt
Vt = ft + φEt
[
β
λt+1Zt+1
λtZt
Zt
Zt+1
Vt+1
]
⇔ Vt = ft + φEt
[
β
λ˜t+1
λ˜tzt+1
Vt+1
]
Jt = max
St
−St + Et
{
β
λt+1Zt+1
λtZt
Zt
Zt+1
[ΞtφVt+1 + (1− Ξt)Jt+1]
}
⇔ Jt = max
St
−St + Et
{
β
λ˜t+1
λ˜tzt+1
[ΞtφVt+1 + (1− Ξt)Jt+1]
}
0 = −1 + Et
[
β
λt+1Zt+1
λtZt
Zt
Zt+1
(φVt+1 − Jt+1)∂Ξt
∂St
]
⇔ 0 = −1 + Et
[
β
λ˜t+1
λ˜tzt+1
(φVt+1 − Jt+1)∂Ξt
∂St
]
3.F.4 Set of Equilibrium Conditions with Stationary Variables
Having deflated by the growth component, Zt, all the variables that were growing, we
can summarize the set of model equations that describe the stationary equilibrium.
1. Success probability of adoption
Ξt =
2
1 + exp(−Γt) − 1
2. Definition of Γ
Γt = Γ¯
[
St
(
zt
A˜t
− 1
)]ρΓ
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3. Evolution of technology adoption
A˜t+1zt = Ξt
(
zt − φA˜t
)
+ φA˜t
4. Resource constraint
C˜t + I˜t + St
(
A˜t+1 − A˜t
zt
)
= Y˜t(1− gt)
5. Production function
Y˜tzt =
[
XtA˜
(ϑ−1)
t
]
(K˜t)αL1−αt
6. Households’ FOC wrt Bt+1 (Euler equation)
λ˜t = βEtλ˜t+1
1
zt+1
Rt
7. Households’ FOC wrt Ct
ιt
(
C˜t − τ C˜t−1 1
zt
)−1
− βτEtιt+1
(
C˜t+1zt+1 − τ C˜t
)−1
= λ˜t
8. Households’ FOC wrt Kt+1
qt = βEt
λ˜t+1
λ˜t
1
zt+1
[
rkt+1 + qt+1(1− δ)
]
9. Households’ FOC wrt It
1 =qtbt
[
1− ϕ
(
I˜t
I˜t−1
zt
)
− ϕ′
(
I˜t
I˜t−1
zt
)
I˜t
I˜t−1
zt
]
+ βEt
⎡⎣qt+1bt+1 λ˜t+1
λ˜t
1
zt+1
ϕ′
(
I˜t+1
I˜t
zt+1
)(
I˜t+1
I˜t
zt+1
)2⎤⎦
10. Households’ FOC wrt St
λ˜t
(
A˜t+1 − A˜t
zt
)
= Ω˜t
∂Ξt
∂St
(
zt − φA˜t
)
11. Households’ FOC wrt Lt
ιtζL
η
t = λ˜tw˜t
12. Law of motion for capital
K˜t+1 = I˜t
[
1− ϕ
(
I˜t
I˜t−1
zt
)]
bt + (1− δ)K˜t
zt
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13. Factor demand equation for labor
Lt =
(1− α)
ϑ
Y˜t
w˜t
14. Factor demand equation for capital
K˜t =
α
ϑ
Y˜t
rkt
zt
15. Profits
ft =
(ϑ− 1)
ϑ
Y˜t
A˜t
zt
16. Value of an adopted intermediate good
Vt = ft + φEt
[
β
λ˜t+1
λ˜tzt+1
Vt+1
]
17. Value of acquiring an innovation that has not been adopted yet
Jt = max
St
−St + Et
{
β
λ˜t+1
λ˜tzt+1
[ΞtφVt+1 + (1− Ξt)Jt+1]
}
18. Optimal choice of investment in adoption
0 = −1 + Et
[
β
λ˜t+1
λ˜tzt+1
(φVt+1 − Jt+1)∂Ξt
∂St
]
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3.G Benchmark Calibration of the Model with En-
dogenous Technology Adoption
Table 3.2: Benchmark calibration of model with endogenous technology adoption
Parameter Description Value
τ consumption habit 0.75
β discount factor 0.9926
η inverse Frisch elasticity 1
δ capital depreciation rate 0.025
α capital share in the production function 0.37
Γ¯ ss adoption lag 0.10/4
φ survival rate of a technology 1-0.1/4
ϑ steady state markups for intermediate goods 1.63
ϕ labor disutility parameter ss L is 1/3
δz ss growth of the economy 2%
gss ss government spending share of output 20.7%
ρΓ adoption elasticity 0.9
κ capital investment adjustment costs parameter 1.3
ρx autocorrelation disembodied productivity shock 0.95
sx standard deviation of unanticipated productivity shock 0.01
sz standard deviation of technology diﬀusion news shock 0.01
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Chapter 4
News Shocks: Diﬀerent Eﬀects in
Boom and Recession?
Maria Bolboaca and Sarah Fischer
Abstract
This paper investigates the nonlinearity in the eﬀects of news shocks about
technological innovations. In a maximally flexible logistic smooth transition
vector autoregressive model, state-dependent eﬀects of news shocks are iden-
tified based on medium-run restrictions. We propose a novel approach to
impose these restrictions in a nonlinear model using the generalized forecast
error variance decomposition. We compute generalized impulse response func-
tions that allow for regime transition and find evidence of state-dependency.
The results also indicate that the probability of a regime switch is highly
influenced by the news shocks.
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4.1 Introduction
In this paper we ask whether news about future changes in productivity aﬀect the econ-
omy in a diﬀerent way in booms than in recessions. We find that good news have a smaller
eﬀect on economic activity in a recession than in a boom. But what is more intriguing
is that good news increase the probability of the economy escaping a recession by about
five percentage points and this is a much stronger increase than in the probability of an
economy continuing booming if the news comes in an expansion.
We build on the literature on news shocks initiated by Beaudry and Portier (2006).
The idea of this literature is that mere news about technological improvements may lead to
business cycle fluctuations. These news shocks are announcements of major innovations,
such as information and communication technologies (ICT), that take time to diﬀuse
or materialize and eventually increase aggregate productivity. Agents acknowledge the
changes in future economic prospects when the news comes and adapt their behavior
ahead of them. This can lead to a boom in both consumption and investment, which
precedes the growth in productivity.
So far news shocks on future productivity have been analyzed only in linear settings,
that is in models that treat booms and recessions in the same way. By the properties of
these linear models, the eﬀect of a news shock is history independent, which means that
the response of agents to news is the same if the economy is booming or in a recession.
However, there is no reason to make this assumption. From a statistical point of view,
this assumption has to be tested. From a theoretical perspective, the news literature often
interprets this shock as a shock to agents’ expectations that creates waves of optimism or
pessimism concerning long run economic outcomes. But theory does not impose any prior
restrictions regarding the independence of agents’ psyche to the state they live in. In fact,
it is more probable that pessimism and optimism are actually state-dependent. Moreover,
there are also economic reasons to believe that responses to news can be diﬀerent. For
example, firms are more likely to be financially constrained in recessions than in booms.
By computing the first and second moments of the main economic indicators, conditional
on the economy being in an expansion or a recession as indicated by the NBER based
index, we find evidence in support of the previous arguments.1 In bad times, consumer
confidence and business expectations are low, consumption and investment growth rates
are below average, while uncertainty is high. The opposite holds true in normal times.
On these premises, in this paper we challenge the linearity assumption in the literature
and test whether the eﬀects of news are state-dependent, i.e. dependent on the state of
the economy at the time news arrives.
Our main contribution to the news literature is to open the possibility that news have
diﬀerent eﬀects in booms and recessions. To perform our empirical analysis, we proceed
as follows. We estimate a five-variable logistic smooth transition vector autoregressive
(LSTVAR) model including total factor productivity (TFP), consumer expectations, out-
put, inflation and stock prices (SP). Our model builds on Auerbach and Gorodnichenko
(2012) and Tera¨svirta et al. (2010), and allows for state-dependent dynamics through
parameters and state-dependent impact eﬀects through the variance-covariance matrix.
We have a smooth transition from one regime to the other, given by a logistic function,
which determines how the two regimes are combined at any given period in time. The
value of the transition function is dependent on the state of the economy indicated by
1Details are provided in Appendix 4.A.1.
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output growth. We let the transition in the mean equation and the variance equation to
be diﬀerent, and estimate the parameters of the transition functions.
In a nonlinear vector autoregressive (VAR) context short-run restrictions are usually
applied in order to identify structural shocks. In contrast, we choose to identify the news
shock via a medium-run identification method. This is by now a standard approach in the
empirical news literature,2 but its implementation in a nonlinear model is a challenge.
Our method takes into account the nonlinearity of the model and to the best of our
knowledge, we are the first to apply this identification scheme in a nonlinear setting. Our
identifying assumption is that a news shock about technological innovations is a shock
with no impact eﬀect on TFP but with maximal contribution to it after 10 years. To
analyze the eﬀects of the news shock we compute generalized impulse responses that allow
for endogenous regime transition by adjusting the transition functions in every simulation
step. This approach accounts for the transition of the system from one regime to the other
as a reaction to a shock and permits to measure the change in the probability of a regime
transition after a news shock has occurred. We further investigate the state-dependency in
the contribution of the news shock to the variation in the variables of the model at diﬀerent
frequencies. We use a generalization of the forecast error variance decomposition. The
reason is that a basic forecast error variance decomposition is inapplicable in a nonlinear
setting because the shares do not sum to one.
We then perform several robustness checks. We compare the eﬀects of the news
shock to those of a confidence shock, obtained by applying short-run restrictions. The
confidence shock is identified as the shock with no impact eﬀect on TFP, but with an
immediate eﬀect on consumer expectations. As showed in Bolboaca and Fischer (2017),
this shock has similar eﬀects to the news shock.3 We also compare the results with those
obtained by applying the same identification schemes within a linear VAR model that
includes the same variables.
Our results indicate that there is significant state-dependency in the eﬀects of the
news, mainly in the short- and medium-run. Because we allow the model to transi-
tion from one regime to the other after a news shock has occurred, we find that news
shocks significantly influence the probability of a regime change both in recessions and
expansions. Positive news shocks coming in expansions reduce the probability of tran-
sitioning to a recession by 3 percentage points after approximately one year. When the
positive news shock arrives in a recession, it increases the probability of a transition to
an expansion by almost 5 percentage points. Thus we can interpret that positive news
shocks are more eﬀective in recessions than in booms. The impulse response to a news
shock is in general larger in an expansion than in a recession. Our intuition for the
diﬀerence in the responses across the two regimes relates to the heightened uncertainty
of economic agents in a recession. By comparing the state-dependent results with those
from the linear model, we find that the eﬀects of news shocks are stronger in expansion
than the linear model would indicate, and smaller in recession. Hence using the linear
model would underestimate the eﬀects of news in expansion and overestimate them in a
recession. When analyzing the impact contribution of the news shock to the variation
2For an overview of the identification schemes employed in the empirical news literature see Bolboaca
and Fischer (2017), while the most prominent approaches are those of Beaudry and Portier (2006), and
Barsky and Sims (2011).
3The confidence shock is also referred to in the related literature as a news shock obtained with
short-run restrictions. We prefer to name it a confidence shock in this paper to make a clear distinction
between this shock and the other news shock obtained with the medium-run identification scheme.
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of all the variables in the model we observe that in an expansion the shares are similar
to the ones in the linear model. In recessions, the news shock contributes more to the
variance of the forward-looking variables, while the contribution to output’s variance is
almost nil. In the medium-run the shares converge to similar values in both regimes.
These results indicate that good news in boom are just some good news among many
others, but good news in recession are more valuable. Comparing the eﬀects of the news
shock to those of the confidence shock, we find that, while in recessions the two deliver
basically the same results, the impulse responses in expansions are stronger for the news
shock and the contributions to the variance of the model’s variables are diﬀerent. While
there is evidence in favor of state-dependency, the same does not hold true for the asym-
metry in the eﬀects of news shocks. Our results indicate there is no significant diﬀerence
between the eﬀects of positive and negative shocks, no matter whether the shocks hit in
an economic downturn or upturn.
Our paper is related to several strands of literature. First of all, it contributes to the
empirical literature on productivity related news shocks. The seminal paper on the eﬀects
of news about future changes in productivity is Beaudry and Portier (2006).4 There is an
ongoing debate about the eﬀects of news shocks, and the conflicting evidence stems from
the wide diversity in variable settings, productivity series used and identification schemes
applied.5 Moreover, our paper is methodologically related to the literature on state-
dependent fiscal multipliers that uses STVAR models. Some examples are: Auerbach
and Gorodnichenko (2012), Owyang et al. (2013), Caggiano et al. (2014), and Caggiano
et al. (2015). Our paper contributes to the literature in the following ways. First, from a
methodological perspective, we contribute to the model estimation through the fact that
we allow the transition in the mean equation and the variance equation to be diﬀerent,
and we estimate the parameters of both transition functions. Moreover, we apply a
medium-run identification scheme to identify a structural shock in an STVAR model.
From a theoretical point of view, the fact of having news increasing the probability of
exiting a recession has implications for theory. Models should take into account that
good news are more eﬀective in recessions.
The rest of the paper is organized as follows. In Section 4.2, we present the empirical
approach and the estimation method employed. In Section 4.3, we describe the data. We
discuss our results in Section 4.4, and oﬀer some concluding remarks in Section 4.5.
4.2 Empirical Approach
We employ a five-dimensional LSTVAR model in levels.6 We work with quarterly data for
the U.S. economy from 1955Q1 to 2012Q4. Our benchmark system contains five variables
in the following order: TFP adjusted for variations in factor utilization, University of
Michigan index of consumer sentiment (ICS), real output, inflation and stock prices
(details are provided in appendix 4.A.2).
4Extensive analyses of the empirical news literature are performed in Beaudry et al. (2011), and
Beaudry and Portier (2014).
5For details, see Bolboaca and Fischer (2017).
6We acknowledge the fact that estimating a nonlinear model with non-stationary data has several
drawbacks, but we aim at replicating the empirical results on news shocks available in the literature and
these shocks have been investigated only in linear models with data in levels. We indicate in this paper
whenever the inference based on our model is aﬀected by the non-stationary of data.
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According to van Dijk et al. (2002), a smooth transition model can either be inter-
preted as a regime-switching model allowing for two extreme regimes associated with
values of the transition function of 0 and 1 where the transition from one regime to the
other is smooth, or as a regime-switching model with a “continuum” of regimes, each
associated with a diﬀerent value of the transition function. We model an economy with
two extreme regimes (expansion, recession) between which the transition is smooth. By
relaxing the assumption of linearity, we allow the model to capture diﬀerent dynamics in
two opposed regimes.
4.2.1 Model Specification
Formally, the LSTVAR model of order p reads:
Yt = Π′1Xt(1− F (γF , cF ; st−1)) + Π′2XtF (γF , cF ; st−1) + ϵt, (4.1)
where Yt = (Y1,t, ....Ym,t)′ is anm×1 vector of endogenous variables,Xt = (1, Y ′t−1, . . . , Y ′t−p)′
is a (mp + 1) × 1 vector of an intercept vector and endogenous variables, and Πl =
(Π′l,0,Π′l,1, . . . ,Π′l,p)′ for regimes l = {1, 2} an (mp+ 1)×m matrix where Πl,0 are 1×m
intercept vectors and Πl,j with j = 1, ..., p are m×m parameter matrices.
F (γF , cF ; st) is the logistic transition function with transition variable st,
F (γF , cF ; st) = exp (−γF (st − cF )) [1 + exp (−γF (st − cF ))]−1 , γF > 0, (4.2)
where γF is called slope or smoothness parameter, and cF is a location parameter de-
termining the middle point of the transition (F (γF , cF ; cF ) = 1/2). Therefore, it can
be interpreted as the threshold between the two regimes as the logistic function changes
monotonically from 0 to 1 when the transition variable decreases. Every period, the
transition function attaches some probability to being in each regime given the value of
the transition variable st. ϵt ∼ N(0,Σt) is an m-dimensional reduced-form shock with
mean zero and positive definite variance-covariance matrix, Σt. We allow the variance-
covariance matrix to be regime-dependent:7
Σt = (1−G(γG, cG; st−1))Σ1 +G(γG, cG; st−1)Σ2 (4.3)
The transition between regimes in the second moment is also governed by a logistic
transition function G(γG, cG; st−1). We want to allow not only for dynamic diﬀerences in
the propagation of structural shocks through Π1 and Π2 but also for contemporaneous
diﬀerences via the two covariance matrices, Σ1 and Σ2. This method is similar to the one
employed in Auerbach and Gorodnichenko (2012),8 but we depart from their approach by
letting the parameters of the transition function in the variance equation to diﬀer from
the parameters in the mean equation.
The LSTVAR reduces to a linear VAR model when γF = γG = 0. The linear model
is described by the following equation:
Yt =Π′Xt + ϵt, (4.4)
where ϵt ∼ N(0,Σ) is a vector of reduced-form residuals with mean zero and constant
variance-covariance matrix, Σ.
7In Appendix 4.B.4 we describe the test for the constancy of the error covariance matrix. In our case,
the null hypothesis of a constant error covariance matrix is rejected. The results may be provided by the
authors. The test applies to models using stationary data, and its results in our case may not be correct
given that the distribution of the test statistic is not the same.
8We thank Alan Auerbach, and Yuriy Gorodnichenko for making publicly available their codes for
estimating a STVAR model.
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4.2.2 Transition Variable
The logistic transition function determines how the two regimes are combined at any
given period in time. The value of the transition function is dependent on the state of
the economy, which is given by the transition variable. As stated in Tera¨svirta et al.
(2010), economic theory is not always fully explicit about the transition variable. There
are several options. The transition variable can be an exogenous variable (st = zt), a
lagged endogenous variable (st = Yi,t−d, for certain integer d > 0, and where the subscript
i is the position of this specific variable in the vector of endogenous variables), a function
of lagged endogenous variables or a function of a linear time trend.
For our model, the transition variable needs to follow the business cycle and clearly
identify expansionary and recessionary periods. The NBER defines a recession as ‘a
period of falling economic activity spread across the economy, lasting more than a few
months, normally visible in real GDP, real income, employment, industrial production,
and wholesale-retail sales’. This makes the identification of a recession a complex process
based on weighing the behavior of various indicators of economic activity. One possibility
is to use as transition variable the NBER based recession index,9 which equals one if a
quarter is defined by the NBER as recession, and zero otherwise. But having an exogenous
variable as switching variable makes it impossible to investigate the eﬀects of shocks on
the transition from one state of the economy to the other. For this reason, we follow the
common rule of thumb which defines a recession as two consecutive quarters of negative
GDP growth, and use as transition variable a lagged three quarter moving average of the
quarter-on-quarter real GDP. This choice of the transition variable is close to the one
used in Auerbach and Gorodnichenko (2012), as they set st to be a seven quarter moving
average of the realizations of the quarter-on-quarter real GDP growth rate, centered at
time t. We depart from their approach in the sense that we do not assume the transition
variable to be exogenous, but we define it as a function of a lagged endogenous variable,
output. In order to avoid endogeneity problems, the transition functions F and G at
date t are based on st−1 = 13(gYt−1 + gYt−2 + gYt−3), gYt being the growth rate of output.
By endogenizing the transition variable, we are able to analyze how shocks coming in a
recession, for example, influence the chances of the economy to recover or to continue
staying in that state.
The LSTVAR model is only indicated if linearity can be rejected. We tested linearity
against the alternative of a nonlinear model, given the transition variable. We reject the
null hypothesis of linearity at all significance levels, regardless of the type of LM test we
perform (for details, see Appendix 4.B.1).10
4.2.3 Estimation
Once the transition variable and the form of the transition function are set, and under the
assumption that the error terms are normally distributed, the parameters of the LSTVAR
model are estimated using maximum likelihood estimation (MLE).
The conditional log-likelihood function of our model is given by:
9https://fred.stlouisfed.org/series/USREC
10The test applies to models using stationary data, and its results in our case may not be correct given
that the distribution of the test statistic is not the same.
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log L = const+ 12
T∑
t=1
log |Σt|− 12
T∑
t=1
ϵ′tΣ−1t ϵt, (4.5)
where ϵt = Yt − Π′1Xt(1− F (γF , cF ; st−1))− Π′2XtF (γF , cF ; st−1).
The maximum likelihood estimator of the parametersΨ = {γF , cF , γG, cG,Σ1,Σ2,Π1,Π2}
is given by:
Ψˆ = argmin
Ψ
T∑
t=1
ϵ′tΣ−1t ϵt (4.6)
We then let Zt(γF , cF ) = [X ′t(1− F (γF , cF ; st−1)), X ′tF (γF , cF ; st−1)]′ be the extended
vector of regressors, and Π = [Π′1,Π′2]′ such that equation (4.6) can be rewritten as:
Ψˆ = argmin
Ψ
T∑
t=1
(Yt − Π′Zt(γF , cF ))′Σ−1t (Yt − Π′Zt(γF , cF )) (4.7)
It is important to note that conditional on {γF , cF , γG, cG,Σ1,Σ2} the LSTVAR model
is linear in the autoregressive parameters Π1 and Π2. Hence, for given γF , cF , γG, cG, Σ1,
and Σ2, estimates of Π can be obtained by weighted least squares (WLS), with weights
given by Σ−1t . The conditional minimizer of the objective function can then be obtained
by solving the first order condition (FOC) equation with respect to Π:
T∑
t=1
(Zt(γF , cF )Y ′tΣ−1t − Zt(γF , cF )Zt(γF , cF )′ΠΣ−1t ) = 0 (4.8)
The above equation leads to the following closed form of the WLS estimator of Π
conditional on {γF , cF , γG, cG,Σ1,Σ2}:
vec(Πˆ) =
[
T∑
t=1
(
Σ−1t ⊗ Zt(γF , cF )Zt(γF , cF )′
)]−1
vec
[
T∑
t=1
(
Zt(γF , cF )Y ′tΣ−1t
)]
, (4.9)
where vec denotes the stacking columns operator.
The procedure iterates on {γF , cF , γG, cG,Σ1,Σ2}, yielding Π and the likelihood, until
an optimum is reached. Therefore, it can be concluded that, when γF , cF , γG, cG, Σ1, and
Σ2 are known, the solution for Π is analytic. As explained in Hubrich and Tera¨svirta
(2013); Tera¨svirta and Yang (2014b), this is key for simplifying the nonlinear optimization
problem as, in general, finding the optimum in this setting may be numerically demand-
ing. The reason is that the objective function can be rather flat in some directions and
possess many local optima.
Therefore, we divide the set of parameters, Ψ, into two subsets: the ‘nonlinear
parameter set’, Ψn = {γF , cF , γG, cG,Σ1,Σ2} , and the ‘linear parameter set’, Ψl =
{Π1,Π2}. To ensure that Σ1, and Σ2 are positive definite matrices, we redefine Ψn as
{γF , cF , γG, cG, chol(Σ1), chol(Σ2)}, where chol is the operator for the Cholesky decom-
position.
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Following Auerbach and Gorodnichenko (2012), we perform the estimation using a
Markov Chain Monte Carlo (MCMC) method. More precisely, we employ a Metropolis-
Hastings (MH) algorithm with quasi-posteriors, as defined in Chernozhukov and Hong
(2003). The advantage of this method is that it delivers not only a global optimum but
also distributions of parameter estimates. As we have seen previously, for any fixed pair
of nonlinear parameters, one can easily compute the linear parameters and the likelihood.
Therefore, we apply the MCMC method only to the nonlinear part of the parameter set,
Ψn (details are provided in Appendix 4.B.3).11
4.2.4 Starting Values
From this nonlinear parameter set, we first estimate the starting values for the transition
functions γF , cF , γG, and cG using a logistic regression. The transition function defines the
smooth transition between expansion and recession. Every period a positive probability
is attached for being in either regime. This means that the dynamic behavior of the
variables changes smoothly between the two extreme regimes and the estimation for each
regime is based on a larger set of observations.
A common indicator of the business cycle is the NBER based recession indicator (a
value of 1 is a recessionary period, while a value of 0 is an expansionary period). We
believe that it is reasonable to assume that the transition variable should attach more
probability to the recessionary regime when the NBER based recession indicator exhibits
a value of one. We determine the initial parameter values of the transition functions by
performing a logistic regression of the NBER business cycle on the transition variable
(three quarter moving average of real GDP growth). Thus, our transition function is
actually predicting the likelihood that the NBER based recession indicator is equal to 1
(rather than 0) given the transition variable st−1. Defining the NBER based recession
indicator as Rec, then the probability of Rect = 1, given st−1, is:
P (Rect = 1 | st−1) = exp [−γ(st−1 − c)]1 + exp [−γ(st−1 − c)] (4.10)
The estimation delivers the starting values γˆF = γˆG = 3.12 and cˆF = cˆG = −0.48 (for
details see Appendix 4.B.2). Usually, in the macroeconomic literature, γ is calibrated
to match the duration of recessions in the US according to NBER business cycle dates
(see Auerbach and Gorodnichenko (2012); Bachmann and Sims (2012); Caggiano et al.
(2014)). The values assigned to γ range from 1.5 to 3, but in all these settings, the location
parameter, c, is imposed to equal zero, such that the middle point of the transition is
given by the switching variable being zero. For comparison, we also estimate the logistic
regression forcing the constant to be zero and obtain an estimate for γ that equals 3.56.
However, the Likelihood Ratio (LR) test12 shows that the model with intercept provides
a better fit. Moreover, the intercept is statistically diﬀerent from zero so there is no
econometric support for assuming it to be zero (see Appendix 4.B.2).
11We follow the steps indicated in Auerbach and Gorodnichenko (2012), but the MCMC draws are
very close one to other, and to the starting values which define a local optimum. Hence, in case the local
optimum does not coincide with the global optimum, the parameter space is not well covered and the
estimation does not achieve convergence to the global optimum.
12Perfoming the LR test for nested models we obtain that D=37.66 with p-value=0.000.
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The transition function with γ = 3.12 and c = −0.48, is shown in Figure 4.6. It
is obvious that high values of the transition function are associated with the NBER
identified recessions.
The choice of the other starting parameter values is presented in details in Appendix
4.B.3.
4.2.5 Evaluation
According to Tera¨svirta and Yang (2014b), exponential stability of the model may be
numerically investigated through simulation of counterfactuals. By generating paths
of realizations from the estimated model with noise switched oﬀ, starting from a large
number of initial points, it can be checked whether the paths of realizations converge.
The convergence to a single stationary point is a necessary condition for exponential
stability.13
Yang (2014) proposes a test for the constancy of the error covariance matrix applicable
to smooth transition vector autoregressive models. To test for constancy of the error
covariance matrix, first, the model has to be estimated under the null hypothesis assuming
the error covariance matrix to be constant over time. Similar to the linearity test for the
dynamic parameters, the alternative hypothesis is approximated by a third-order Taylor
approximation given the transition variable. In our case, the null hypothesis of a constant
error covariance matrix is clearly rejected (for details, see Appendix 4.B.4).14
4.2.6 Identification of the News Shock
Medium-Run Identification
The medium-run identification (MRI) scheme defines the news shock to be the shock
orthogonal to contemporaneous movements in TFP that maximizes the contribution to
TFP’s forecast error variance (FEV) at horizon H. This method, introduced by Beaudry
et al. (2011) to identify news shocks, diﬀers from the original one of Barsky and Sims
(2011) because the latter aims at identifying a shock with no impact eﬀect on TFP that
maximizes the sum of contributions to TFP’s FEV over all horizons up to the truncation
horizon H. In Bolboaca and Fischer (2017), we show that the news shock identified with
the method of Barsky and Sims (2011) is contaminated with contemporaneous eﬀects,
being a mixture of shocks that have either permanent or temporary eﬀects on TFP.
Because of that, depending on the chosen truncation horizon, results may diﬀer. On the
other hand, MRI identifies a news shock that is robust to variations in the truncation
horizon and for this reason it is going to be the identification scheme which we employ
to identify the news shock in this model.
This identification scheme imposes medium-run restrictions in the sense of Uhlig
(2004).15 Innovations are orthogonalized, for example, by applying the Cholesky de-
13When F (γF , cF ; st−1) is a standard logistic function with a single transition variable, a naive ap-
proach for checking the model’s stability is by investigating whether the roots of the lag polynomial of
the two regimes lie outside the complex unit disk. However, this provides only a suﬃcient condition for
stability.
14The test applies to models using stationary data, and its results in our case may not be correct given
that the distribution of the test statistic is not the same.
15We thank Luca Benati for sharing with us his codes for performing a medium-run identification in
a linear framework.
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composition to the covariance matrix of the residuals Σ = A˜A˜′, assuming there is a linear
mapping between the innovations and the structural shocks. The unanticipated produc-
tivity shock is the only shock aﬀecting TFP on impact. The news shock is then identified
as the shock that has no impact eﬀect on TFP and that, in adition to the unanticipated
productivity shock, influences TFP the most in the medium-run. More precisely, it is the
shock which explains the largest share of the TFP’s FEV at some specified horizon H.
We set H equal to 40 quarters (i.e. 10 years). We choose this specific horizon as we be-
lieve that shorter horizons are prone to ignore news on important and large technological
innovations that need at least a decade to seriously influence total factor productivity.
On the other hand, longer horizons might ignore shorter-run news as they only consider
news shocks that turn out to be true in the long-run.16 We define the entire space of
permissible impact matrices as A˜D, where D is a k × k orthonormal rotation matrix
(DD′ = I).17
In the linear setting the h step ahead forecast error is defined as the diﬀerence between
the realization of Yt+h and the minimum mean squared error predictor for horizon h:18
Yt+h − Pt−1Yt+h =
h∑
τ=0
Bτ A˜Dut+h−τ (4.11)
The share of the FEV of variable j attributable to structural shock i at horizon h is
then:
Ξj,i(h) =
e′j
(∑h
τ=0Bτ A˜Deie
′
iA˜
′DB′τ
)
ej
e′j
(∑h
τ=0BτΣB′τ
)
ej
=
∑h
τ=0Bj,τ A˜γγ
′A˜′B′j,τ∑h
τ=0Bj,τΣB′j,τ
(4.12)
where ei denote selection vectors with the ith place equal to 1 and zeros elsewhere.
The selection vectors inside the parentheses in the numerator pick out the ith column of
D, which will be denoted by γ. A˜γ is a m × 1 vector and is interpreted as an impulse
vector. The selection vectors outside the parentheses in both numerator and denominator
pick out the jth row of the matrix of moving average coeﬃcients, which is denoted by Bj,τ .
Note that TFP is on the first position in the system of variables, and let the unanticipated
productivity shock be indexed by 1 and the news shock by 2. Having the unanticipated
shock identified with short-run zero restrictions, we then identify the news shock by
choosing the impact matrix to maximize contributions to Ξ1,2(H) at H=40 quarters. The
other shocks cannot be economically interpreted without additional assumptions.
The use of the MRI to identify a news shock is by now a standard approach in the
empirical news literature, but how to implement it in a nonlinear model is a challenge.
The calculation of the FEV decomposition depends on the estimation of GIRFs, which
are history dependent and constructed as an average over simulated trajectories. If tradi-
tional methods are used, in general, the shares do not add to one which makes it unclear
16The results for the application of variations of the MRI scheme, i.e. maximizations at diﬀerent
horizons and up to diﬀerent horizons, can be found in Bolboaca and Fischer (2017)
17The reduced-form residuals can be written as a linear combination of the structural shocks ϵt = Aut,
assuming that A is nonsingular. Structural shocks are white noise distributed ut ∼ WN(0, I) and the
covariance matrix is normalized to the identity matrix. The structural shocks are completely determined
by A. As there is no unambiguous relation between the reduced and structural form, it is impossible
to infer the structural form from the observations alone. To identify the structural shocks from the
reduced-form innovations, k(k − 1)/2 additional restrictions on A are needed. A thorough treatment of
the identification problem in linear vector autoregressive models can be found in Neusser (2016).
18The minimum MSE predictor for forecast horizon h at time t− 1 is the conditional expectation.
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what is identified as the news shock. We use instead a method of estimating the gen-
eralized forecast error variance decomposition (GFEV) for which the shares sum to one
by construction. Using this approach is the closest we can get to the application of the
medium-run identification scheme. A detailed presentation of the procedure can be found
in Appendix 4.C.2.
Short-Run Identification
For robustness checks, we employ also a short-run identification scheme (henceforth, SRI)
to identify the news shock. This is the approach followed in Beaudry and Portier (2006),
who use it to identify two diﬀerent productivity shocks, an unanticipated productivity
shock and a news shock in a bivariate system with TFP and stock prices. The unantici-
pated productivity shock is identified as the only shock having an impact eﬀect on TFP.
The news shock is, then, the only other shock having an impact eﬀect on stock prices.
We call this identification scheme SRI2.
It is argued in the literature19 that measures of confidence in the economy of consumers
and businesses contain more stable information about future productivity growth than
stock prices. Hence, we use the identification scheme of BP also in a setting in which we
replace stock prices by a confidence measure, and we call this method SRI1.
We identify these shocks in a linear framework by imposing short-run restrictions. The
variance-covariance matrix Σ of the reduced-form shocks is decomposed into the product
of a lower triangular matrix A with its transpose A′ (Σ = AA′). This decomposition is
known as the Cholesky-decomposition of a symmetric positive-definite matrix. Thereby,
the innovations are orthogonalized and the first two shocks are identified as unantici-
pated productivity shock and news shock. The rest of the shocks cannot be interpreted
economically without further assumptions.
The application of the SRI to the nonlinear setting is rather straight forward. We
apply the Cholesky decomposition to the history-dependent impact matrix Σt = Σ1(1−
G(γG, cG; st−1)) + Σ2G(γG, cG; st−1) such that Σt = AGt AG
′
t . The impact matrix AGt is
history-dependent and changes with G(γG, cG; st−1). For more details, see Appendix
4.C.1.
4.2.7 Generalized Impulse Responses
We analyze the dynamics of the model by estimating impulse response functions. The
nonlinear nature of the LSTVAR does not allow us to estimate traditional impulse re-
sponse functions due to the fact that the reaction to a shock is history-dependent.
In the literature, state-dependent impulse responses have often been used. In the
LSTVAR, the transition function assigns every period some positive probability to each
regime. To estimate state-dependent impulse response functions, an exogenous threshold
is chosen that splits the periods into two groups depending on whether the values of
the mean transition function are above or below that threshold.20 Given this threshold,
the model is linear for a chosen regime which allows to estimate regime-specific IRFs.
Nevertheless, state-dependent impulse response functions have several drawbacks. The
imposed threshold is set exogenously, which arbitrarily allocates periods to either regime
19For details, see Barsky and Sims (2012), Ramey (2016), and Bolboaca and Fischer (2017).
20For example, Auerbach and Gorodnichenko (2012) use a threshold of 0.8, hence they define a period
to be recessionary if F (γF , cF ; st) > 0.8.
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even though the model assigns some probability to both regimes in each period. Further-
more, the possibility of a regime-switch after a shock has occurred is completely ignored.
In order to cope with these issues, we estimate generalized impulse response functions
(GIRFs) 21 as initially proposed by Koop et al. (1996). In addition, GIRFs have the
advantage that they do not only allow for state-dependent impulse responses but also for
asymmetric reactions. GIRFs may be diﬀerent depending on the magnitude or sign of
the occurring shock. A key feature is that GIRFs allow to endogenize regime-switches if
the transition is a function of an endogenous variable of the LSTVAR. This property of
GIRFs lets us investigate whether news shocks have the potential to take the economy
from one regime to the other. In the related empirical literature, this point has usually
been ignored.22
Hubrich and Tera¨svirta (2013) define the generalized impulse response function as a
random variable which is a function of both the size of the shock and the history. The
GIRF to shock i at horizon h is defined as the diﬀerence between the expected value of
Yt+h given the history Ωt−1, and the shock i hitting at time t, and the expected value of
Yt+h given only the history:
GIRF (h, ξi,Ωt−1) = E {Yt+h | ei,t = ξi,Ωt−1}− E {Yt+h | et = ϵt,Ωt−1} ,
where et is a vector of shocks that may either have on position i the value ξi and 0 on the
others, or may equal ϵt, which is a vector of randomly drawn shocks (i.e. ϵt ∼ N (0,Σt)).
Ωt−1 is the information up to time t that the expectations are conditioned on and which
comprises the initial values used to start the simulation procedure. The GIRFs are
computed by simulation. For each period t, E {Yt+h | et = ϵt,Ωt−1} is simulated based on
the model and random shocks. On impact:
Y simt =Π′1Xsimt (1− F (γF , cF ; st−1)) + Π′2Xsimt F (γF , cF ; st−1) + et, (4.13)
and for h ≥ 1:
Y simt+h =Π′1Xsimt+h(1− F (γF , cF ; st+h−1)) + Π′2Xsimt+hF (γF , cF ; st+h−1) + ϵt+h (4.14)
The transition functions, F (γF , cF ; st+h−1) and G(γG, cG; st+h−1), being functions of an
endogenous variable of the model, are allowed to adjust in every simulation step. There-
fore, also the time-dependent covariance matrix Σt+h changes in every simulation step,
and this way the shocks are drawn independently at every horizon based on the history
and the evolution of Σt+h:
ϵt+h ∼ N (0,Σt+h)
To simulate E {Yt+h | ei,t = ξi,Ωt−1}, ei,t is set equal to a specific shock, ξi, depending
on the chosen identification scheme, magnitude and sign, while the other impact shocks
are zero. For the other horizons, h ≥ 1, ϵt+h ∼ N (0,Σt+h). By updating the transi-
tion functions at every simulation step, we allow for possible regime-transitions in the
aftermath of a shock.
We simulate GIRFs for every period in our sample and do not draw periods randomly,
because we want to make sure that our results are not determined by extreme periods
that are drawn too often. For each period, the history Ωt−1 contains the starting values
for the simulation. For every chosen period, we simulate B expected values up to horizon
21We thank Julia Schmidt for oﬀering us her codes on computing GIRFs for a threshold VAR model.
22To our knowledge Caggiano et al. (2015) is the only paper to endogenize the transition function.
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h given the model, the history and the vector of shocks. For every chosen period, we then
average over the B simulations.
To analyze the results, we sort the GIRFs according to some criteria such as regime,
sign, or magnitude of the shocks and we scale them in order to be comparable. We
define a period as being a recession if F (γF , cF ; st−1) ≥ 0.5 and an expansion otherwise.23
With this definition, the economy spends roughly 15% of the time in recession which
corresponds closely to the value indicated by the NBER index. Then, to obtain, for
example, the eﬀect of a small positive news shock in recession, we take all the GIRFs to
a small positive news shock for which F (γF , cF ; st−1) ≥ 0.5 and compute their average.
Details are provided in Appendix 4.C.
4.2.8 Generalized Forecast Error Variance Decomposition
In a nonlinear environment, the shares of the FEV decomposition generally do not sum to
one which makes their interpretation rather diﬃcult. Lanne and Nyberg (2016) propose
a method of calculating the generalized forecast error variance decomposition (GFEVD)
such that this restriction is imposed. They define the GFEVD of shock i, variable j,
horizon h, and history Ωt−1 as:
λj,i,Ωt−1(h) =
∑h
l=0GIRF (h, ξi,Ωt−1)2j∑K
i=1
∑h
l=0GIRF (h, ξi,Ωt−1)2j
(4.15)
The denominator measures the squared aggregate cumulative eﬀect of all the shocks,
while the numerator is the squared cumulative eﬀect of shock i. By construction, λj,i,Ωt−1(h)
lies between 0 and 1, measuring the relative contribution of a shock to the ith equation
to the total impact of all K shocks after h periods on variable j. More details about the
computation of the GFEVD can be found in Appendix 4.C.4.
4.3 Results
4.3.1 Linear Setting
We estimate a linear VAR in levels and do not assume a specific cointegrating relationship
because this estimation is robust to cointegration of unknown form and gives consistent
estimates of the impulse responses. 24 Moreover, in papers revelant to our context (e.g.
Barsky and Sims (2011), Beaudry and Portier (2014)) it is shown that VAR and VEC
models deliver similar results. Our system features four lags, as indicated by the Akaike
Information Criterion. We keep the same number of lags for the nonlinear model.
We apply the three identification schemes to isolate structural shocks. In Figure 4.7,
Appendix 4.D, a scatterplot of the news shock identified with MRI and the confidence
shock obtained with SRI for our benchmark five-variable model is displayed. The two
identification schemes identify very similar structural shocks. This result is further con-
firmed by the high correlation between the two shocks (0.76). Impulse responses displayed
23At F (γF , cF ; st−1) = 0.5, the model attributes 50 percent probability to each regime.
24We prefer to estimate the model in levels to keep the information contained in long-run relationships.
Sims et al. (1990) argue that a potential cointegrating relationship does not have to be specified to deliver
reliable estimates in linear settings. Moreover, Ashley (2009) shows that impulse response functions
analysis can be more reliable if the model is estimated in levels.
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in Figure 4.8, Appendix 4.D, show that both identified shocks trigger a strong positive
co-movement of the real economy, while TFP only starts increasing after some quarters.
This result also indicates that a confidence shock resembles very much a news shock.
Under the two identification schemes, TFP is not allowed to change on impact but
it is important to note that there is neither a significant rise above zero for the first
two years. After that, TFP starts increasing in both cases until it stabilizes at a new
permanent level, which is slightly higher under MRI. This result is in line with those
found in Beaudry and Portier (2006) and Beaudry et al. (2011). The index of consumer
sentiment rises significantly on impact in both settings. This finding is consistent with
those of Beaudry et al. (2011) who use the same confidence indicator. Output also
increases on impact, and continues to increase for about eight quarters until it stabilizes
at a new permanent level. The eﬀect on output of the news shock obtained with MRI is
stronger. Inflation falls significantly on impact, more under MRI, this response being very
close to the one obtained by Barsky and Sims (2011). In this paper, the authors argue
that the negative reaction to a positive news shock is consistent with the New Keynesian
framework in which current inflation represents the expected present discounted value of
future marginal costs. The impulse response of inflation under SRI is similar to the one
obtained by Beaudry et al. (2011). Stock prices rise on impact to the same level in both
cases, but while under SRI the response resembles the one in Barsky and Sims (2011),
under MRI stock prices continue increasing for a long time, reaching a peak after about
twenty quarters.
In Figure 4.9, Appendix 4.D, we show that adding other variables does not signifi-
cantly modify the results for the first five variables. Inflation decreases faster, while the
response of stock prices is almost identical under the two identification schemes. For the
two new variables added, the responses are similar to those presented in Beaudry et al.
(2011). Both consumption and hours worked rise on impact, and while the response of
hours worked is hump-shaped, the eﬀect on consumption is permanent. The response
of consumption is slightly bigger under MRI, while the opposite holds for hours worked.
Under the two diﬀerent identification schemes, we find similar results. A shock on a
measure of consumer confidence with no impact eﬀect on TFP (news or optimism shock)
proves to be highly correlated with a shock with no impact eﬀect on TFP but which
precedes increases in TFP. This supports the conclusion of Beaudry et al. (2011) that
all predictable and permanent increases in TFP are preceded by a boom period, and all
positive news shocks are followed by an eventual rise in TFP. After the realization of a
positive news shock we find an impact and then gradual increase in output, the survey
measure of consumer confidence, stock prices, hours worked, and consumption, and a
decline in inflation while TFP only follows some quarters later. According to Beaudry
et al. (2011), the period until TFP starts increasing can be defined as a non-inflationary
boom phase without an increase in productivity.
4.3.2 Nonlinear Setting
In this section, we take the analysis one step ahead and examine whether the time when
the news arrive matters. More precisely, we verify whether the state of the economy
(i.e. the economy being in an expansion or in a recession) influences the responses to the
news shock. Will the eﬀect of a positive news shock be the same in the two states? Will
it matter whether it is good or bad news? Or is there a diﬀerence between extreme or
rather small news shocks?
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To answer these questions, we estimate a smooth transition vector autoregressive
model. We rely on the same setting as in the linear model containing five variables (TFP,
ICS, output, inflation, SP) with four lags. As a contribution to the STVAR literature, our
model comprises two instead of only one transition function, one for the mean equation
and one for the variance equation. Moreover, we estimate both sets of parameters in
the transition functions (i.e. smoothness and threshold parameters) instead of simply
calibrating them.
The results presented in Figure 4.10, Appendix 4.E, show that the parameters in
the transition function for the mean equation do not depart too much from the starting
values (i.e. the initial estimates obtained using a logistic regression), while the value of
γG increases a lot after the MCMC iterations for the variance equation. This indicates
that the transition behavior from recession to expansion is not the same for the mean
and the variance of the economy. The transition in the mean is much more smooth than
in the variance where it approaches a regime-switch.
We further evaluate the model to verify that it is not explosive and delivers inter-
pretable results. Because we estimate the model with level data that are potentially
integrated or growing over time, it is clear that some of the roots will be very close to
one.We use the method indicated by Tera¨svirta and Yang (2014b) to examine the stability
of the system. The convergence to a single stationary point is a necessary condition for
exponential stability, and therefore for our model not to be explosive. On these grounds,
we simulate counterfactuals for our model with all shocks switched oﬀ. In the long-run,
the model converges to a stable path. By plotting the simulated paths in first diﬀerences
we can show that they converge to zero (see Figure 4.11 in Appendix 4.E). It is clear
for each variable in our model that, independent of the history in the dataset chosen
as initial values, the trajectories converge to the same point. We can conclude that the
stability assumption is not contradicted by these calculations, and therefore our model
is not explosive. The non-explosiveness of the model is necessary for the estimation of
GIRFs and the GFEVD.
Variance Decomposition
In Table 4.1 we display for each variable the share of the (generalized) FEV attributable
to the news shock at diﬀerent horizons in the two regimes of the STVAR model and in
the linear VAR model. The numbers are percentage values. Not surprisingly, the contri-
butions of the news shock are very close in expansions to those in the linear model since
more than 85 percent of the periods contained in our sample are defined as normal times.
These results are reassuring since they indicate that the two methods for computing the
variance decomposition give similar results. The only bigger diﬀerence is the contribu-
tion of the news shock to the variance decomposition of TFP in expansions. In this case
the news shock accounts for a bigger share in the FEV of TFP both at high and lower
frequencies.
In the linear model, the news shock explains little of TFP variation in the short-run,
but almost 40 percent at a horizon of ten years. On impact, it accounts for almost half of
the variance in the confidence index and inflation. While the share stays almost constant
in the case of inflation, for confidence it increases to more than 70 percent at a horizon of
ten years. The shock contributes less to the FEV of output and stock prices on impact,
about 20-25 percent, but the contribution increases significantly over time. It reaches
more than 60 percent in the case of stock prices, and almost 80 percent for output at a
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horizon of ten years.
When comparing the results between the two regimes of the nonlinear model, it be-
comes clear that the contribution of the news shock to the FEV of all the variables in
the model is state-dependent. The medium-run contribution to TFP is above 50 percent
in both regimes. In expansion, the news shock contributes less than 50 percent to the
FEV in all variables, except TFP on impact and the inflation rate. On the other hand,
in recession the news shock explains on impact a much bigger share of the variance in
consumer confidence, inflation and stock prices while its contribution to the variance de-
composition of output is almost nil. In the medium-run the contributions converge to
similar values in the two regimes, with some slightly bigger values in the case of recessions
for TFP, inflation and stock prices.
We find intriguing the fact that, even though in a recession the news shock explains
little of output variance on impact, the share increases significantly and fast, such that
after one year it is close to 40 percent. The same pattern is observed in the case of TFP,
the news shock explaining more than 40 percent of its variance in recession at a horizon
of one year.
Table 4.1: Generalized Forecast Error Variance Decomposition for the news shock (MRI). The numbers
indicate the percent of the forecast error variance of each variable at various forecast horizons explained
by the news shock in expansions, recessions, and the linear model.
Impact One year Two years Ten years
TFP Linear 0 0.13 0.95 38.67
Expansion 0 6.82 12.14 53.68
Recession 0 42.66 42.65 67.54
Confidence Linear 56.06 72.09 75.5 71.76
Expansion 47.43 73.81 77.58 67.83
Recession 86.79 70.14 70.61 61.77
Output Linear 25.21 57.21 69.27 78.96
Expansion 24.65 54.49 70.63 72.11
Recession 1.25 39.9 64.57 71.48
Inflation Linear 44.28 41.1 43.31 48.57
Expansion 51.04 52.61 54.11 49.65
Recession 84.86 72.68 70.92 66.55
Stock Prices Linear 18.24 30.75 40.1 63.11
Expansion 13.77 37.79 50.67 59.11
Recession 69.62 79.2 79.12 72.14
In Table 4.3, Appendix 4.E, we present the total contribution of the unanticipated
productivity shock and the news shock to the FEV of the variables. In the linear model,
the two productivity related shocks combined explain almost 98 percent of variation
in TFP, about 93 percent of variation in output at a horizon of ten years, and more
than half of the variation in the other three variables. When we relax the linearity
assumption, we observe the state-dependency in the combined contributions. Overall,
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we find much larger contributions of these two shocks in recessions both in the short-
and the medium-run. The diﬀerences are particularly large on impact. In recessions, the
two shocks explain together more than 95 percent of the impact variance of all variables,
for TFP and inflation the shares being almost 100 percent. Since the two productivity
shocks combined explain almost all the variation in recession, we have support for their
high importance in driving economic fluctuations when they occur in downturns. They
continue to play a major role also in normal times, but in that case there is more chance
for other shocks to contribute to business cycle fluctuations.
When comparing the contributions of the news shock to those of the confidence shock
(SRI) to the variance decomposition of the variables in the model, we find that in reces-
sions there are some similarities between them. By looking at the results in Table 4.4,
Appendix 4.E, it is clear that in recessions, besides the unanticipated productivity shock,
the confidence shock has the largest influence on TFP (i.e. approximately 45 percent).
Therefore, we can conclude that as long as there is suﬃcient information in the model
also SRI isolates a shock that has a high medium-run impact on TFP. However, with
the exception of the impact eﬀect on consumer confidence, the confidence shock explains
much less of the FEV of variables than the news shock in recessions. The diﬀerences
between the contributions of the two shocks are even bigger when looking at expansions.
The confidence shock contributes little in the short-run to TFP, output, inflation and
stock prices, while in the medium-run the contribution increases, but it does not reach
the level of the news shock. Again, the only exception is the impact contribution of the
confidence shock to the index of consumer sentiment which is twice as big as the one of
the news shock.
Generalized Impulse Responses
The estimation of impulse response functions for a LSTVARmodel is not straight forward.
While Auerbach and Gorodnichenko (2012) estimate regime-dependent impulse response
functions and Owyang et al. (2013) opt for Jorda’s method (Jorda (2005)), we decide to
estimate generalized impulse response functions. Our approach for estimating the GIRFs
relaxes the assumption of staying in one regime once the shock hits the economy. A very
important aspect is that the output is an endogenous variable of the model. Simulating
the model for the computation of the GIRFs gives the possibility to adjust the transition
function in every period. In response to a shock, our method allows the model to change
the regime. As a policy maker, it is of great interest whether news shocks can enforce
regime changes. Moreover, we would actually expect that the reason for a regime change
is a strong shock to the economy. By excluding this possibility a very interesting and
important quality of the LSTVAR is ignored.
In Figure 4.1 we present the impulse responses of TFP and consumer confidence
to a one standard deviation news shock obtained with the MRI scheme. Results are
qualitatively very much in line with those obtained in the linear setting. A news shock
about a technological innovation leads to an immediate increase in consumer confidence
in both states. However, the impact eﬀect is bigger in expansions, and the gap between
the two stays large for almost five years after the shock hits. In the case of TFP, there
is no impact eﬀect of the news shock in expansions, and also no significant change in the
following two years. After that, TFP starts increasing, the change being of about one
percentage point in ten years. There is also an evident state-dependency in the short-run.
The diﬀerence comes from the almost immediate reaction of TFP to the news shock when
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it hits in a recession. This indicates that technology diﬀusion is much faster in this case.
The regime-dependence in the response to a news shock is significant in the short-
and medium-run, while in the long-run the responses in the two regimes converge and the
confidence bands overlap. This is not surprising as the same shock pushes the economy in
a similar direction and every period some probability is attached to both regimes. When
analyzing the confidence intervals for the two impulse responses, it is evident that those
for recessions are much wider, mostly in the short-run, than those for expansions. The
explanation is that we have more than eight times less starting values for the simulations
in the case of recessions. Even though we simulate eight times more for each starting value
belonging to this regime, it is clear that the much smaller number of recessionary periods
in the sample matters,25 The impulse responses of the other three variables of the model,
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Figure 4.1: Generalized impulse response functions to a positive small news shock under MRI. The
starred black line is the point estimate in recession, and the solid blue line is the point estimate in
expansion. The dashed black lines define the 95% bias-corrected confidence interval for recession, while
the shaded light grey area represents the 95% bias-corrected confidence interval for expansion. The
confidence bands indicate the 5th and the 95th percentile of 1,000 MCMC draws. The unit of the
vertical axis is percentage deviation from the case without the shock (for ICS it is points), and the unit
of the horizontal axis is quarters.
output, inflation and stock prices to a one standard deviation news shock obtained with
the MRI scheme are displayed in Figure 4.2. Similarly to the responses of TFP and ICS,
the responses are qualitatively similar, but there are quantitative diﬀerences. Inflation
drops significantly in both states of the economy, more in recessions, but the state-
dependency in responses fades away fast. Stock prices respond positively to the news
shock. The reaction in recessions is bigger but the impact diﬀerence is not significant.
At a horizon of two to five years, the eﬀect of the news on stock prices seems to be larger
in expansions. A peculiar finding is the response of output to the news. In expansion,
25For details about the computation of GIRFs and their confidence bands, see Appendix 4.C.
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we have clear evidence of a positive eﬀect of the news shock on output. On the other
side, in a recession the impact eﬀect is unclear, and not significantly diﬀerent from zero
for at least one year. After some time output starts increasing but stabilizes at a lower
permanent level than following a news shock occurring in an expansion.
In Figure 4.14, Appendix 4.E, we present the responses to a small positive, a big
positive, a small negative and a big negative news shock for both regimes. The big
shock is three times the size of the small shock. The results are normalized to the
same magnitude and sign to make them comparable. We find that the responses are
qualitatively very similar. There are quantitative diﬀerences, though. The eﬀect of a
small negative shock in a recession seems to exhibit a stronger eﬀect on output in the
long-run. This indicates that negative news depress the economy more in bad than in
good times. Furthermore, small negative news shocks have stronger eﬀects than the
positive ones on consumer confidence and stock prices in the long-run, independent of
the regime. Regarding the magnitude of the news shock, we find that the response to
a big shock is not proportionate with the shock size. Nevertheless, the magnitude and
the sign of the shock do not seem to play an important role as the diﬀerences are not
statistically significant.
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Figure 4.2: Generalized impulse response functions to a positive small news shock under MRI. The
starred black line is the point estimate in recession, and the solid blue line is the point estimate in
expansion. The dashed black lines define the 95% bias-corrected confidence interval for recession, while
the shaded light grey area represents the 95% bias-corrected confidence interval for expansion. The
confidence bands indicate the 5th and the 95th percentile of 1,000 MCMC draws. The unit of the
vertical axis is percentage deviation from the case without the shock, and the unit of the horizontal axis
is quarters.
As a next step, we compare the results obtained for the news shock with those for
the confidence shock, under the SRI scheme (as showed in Figure 4.12 from Appendix
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4.E). We find that the results from the two identification schemes are qualitatively very
similar to each other as well as to the linear case. If there are diﬀerences between the
two identification methods they are of quantitative nature. The impulse responses for
recession are actually almost the same for both identification schemes. This goes in
line with the findings of the GFEVD which indicate that in recession the news shock is
basically a confidence shock.
On the other hand, we find quantitative diﬀerences in the expansionary regime. While
the eﬀect of a news shock on TFP is very much the same in the short run, TFP grows
stronger under MRI even though the reaction of the index of consumer sentiment is
almost the same. In expansion, a shock to consumer confidence does not reflect the
entire news shock. When comparing the GIRFs to the responses obtained in the linear
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Figure 4.3: Comparison of the state-independent and the state-dependent eﬀect of the news shock
(under MRI). The figure displays the generalized impulse response functions to a positive small news
shock in an expansion as the blue dotted line, the generalized impulse response functions to a positive
small news shock in a recession as the starred black line, and the impulse responses to a news shock
obtained by applying the same identification scheme in the linear model as the red line. The shaded
light grey area represents the 95% bias-corrected confidence interval for the linear model. The confidence
bands indicate the 5th and the 95th percentile of 1,000 MCMC draws. The unit of the vertical axis is
percentage deviation from the case without the shock (for ICS it is points), and the unit of the horizontal
axis is quarter.
setting, as displayed in Figure 4.3, we observe a strong similarity, apparent mainly in
the short-run, between the responses in expansion and in the linear model. However,
on the medium-run, it is evident that the responses to the news shock are stronger in
expansions. Therefore, using a linear model to show the eﬀects of news shocks in normal
times may underestimate their value. We find that the news shock has in expansion a
much bigger eﬀect on output than the linear model would predict, output stabilizing at
a twice as high new permanent level in the expansionary regime. Similar conclusions can
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be drawn for TFP. Moreover, there is a temporary overreaction of stock prices to the
news in expansion, which the linear model misses.
On the contrary, using the impulse responses from a linear model to show the eﬀects
of a news shock in recessions may determine an overestimation of its value. As it can
be seen in Figure 4.3, in a recession a news shock has half the impact eﬀect implied by
the linear model on confidence. Furthermore, output does not react for some quarters to
a positive news shock in a recession, although the linear model indicates an immediate
positive reaction.
As a robustness check, we apply the identification scheme of Beaudry and Portier
(2006) (SRI2). The news shock is then identified as the shock on stock prices instead of
the index of consumer sentiment with no impact eﬀect on TFP. The impulse responses,
displayed in Figure 4.13, Appendix 4.E, are qualitatively very similar but smaller in
absolute values in both regimes than the impulse responses for the news shock obtained
with the MRI and the confidence shock identified by applying the SRI. This confirms
that stock prices do not capture the expectations of market participants as well as the
index of consumer sentiment.
Regime Transition
The probability of a change in regime is strongly influenced by news shocks.
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Figure 4.4: Regime transition probability change following a news shock. The four figures display
the change in the probability of switching from an expansion to a recession starting one year after a
news shock occured. The blue line shows the behavior following a news shock obtained with MRI, while
the shaded light blue area represents the 95% bias-corrected confidence interval. The confidence bands
indicate the 5th and the 95th percentile of 1,000 MCMC draws. The unit of the vertical axis is percentage
points, and the unit of the horizontal axis is quarter.
The results in Figure 4.4 and Figure 4.5 present the change in the probability of
switching from one regime to the other starting one year after a news shock happened.
We ignore the eﬀect on the probability of switching for the first four quarters since the
results are influenced by the starting values. Because our model features four lags, for
the first four simulation periods the probability of switching depends on real data.
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As shown in Figure 4.4, when the economy is in expansion, a positive small news shock
reduces the probability of a transition to recession by approximately four percentage
points after one year. A shock three times larger is not increasing this probability by
much. When a big positive news shock hits the economy during normal times, the
probability of going into a recession is reduced by almost six percentage points after one
year. An interesting finding is the eﬀect of the positive news shock on the transition
probability after five years. Although in the short-run the news shock seems to keep the
economy booming, in the medium-run, once the improvements in productivity become
apparent (i.e. TFP starts increasing), agents may acknowledge that they have overrated
the future evolution of the economy and start behaving accordingly. This behavior then
generates a bust, as the probability of moving from an expansion to a recession increases.
This result confirms the findings of Beaudry and Portier (2006) that booms and busts
can be caused by news shocks and no technological regress is needed for the economy to
fall into a recession.
Another important result is the eﬀect of the negative news shock in an expansion.
While the small news shock increases the probability of a transition to recession by
approximately three percentage points after one year, a big negative shock increases the
switching probability more than proportional to its size. The big negative news shock has
an extremely large eﬀect in expansion, when it increases the probability of a transition to
recession by almost twenty percentage points. This shows that strong bad news can end a
boom, and lead the economy into a downturn fast and sharp. A reason for this behavior is
given by Van Nieuwerburgh and Veldkamp (2006) who explain that expansions are periods
of higher precision information. Therefore, when the boom ends, precise estimates of the
slowdown prompt strong reactions. In Figure 4.5, we observe that, if the economy is in
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Figure 4.5: Regime transition probability change following a news shock. The four figures display the
change in the probability of switching from a recession to an expansion starting one year after a news
shock occured. The starred black line shows the behavior following a news shock obtained with MRI,
while the shaded light grey area represents the 95% bias-corrected confidence interval. The confidence
bands indicate the 5th and the 95th percentile of 1,000 MCMC draws. The unit of the vertical axis is
percentage points, and the unit of the horizontal axis is quarter.
a recession, a small positive news shock increases the probability of transitioning into an
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expansion by almost five percentage points after four quarters. If the shock is three times
bigger, the probability of a regime switch increases by about eight percentage points after
four quarters. It does not seem to be a reversal in the medium-run, once TFP increases,
as it was the case in booms. Negative news shocks increase the probability of staying in
a recession, but their eﬀect is not as strong as when they hit in an expansion.
By comparing the two figures, we conclude that positive news shock are more eﬀective
in recessions than in expansions, leading to a twice as large increase in the probability
of regime transition. On the other hand, negative news in booms ncrease more the
probability of going in a recession than the one of going in an expansion of positive news
in recession. The intuition for this result is found in Van Nieuwerburgh and Veldkamp
(2006). The authors argue that in a recession, uncertainty delays the recovery and makes
booms more gradual than downturns.
4.4 Conclusions
The Great Recession and the slow recovery of the following years have raised the question
of what may bring back the economy on a positive growth path. We confirm the view of
the news literature that news shocks may trigger a boom and initiate a transition from
recession to expansion. But the response to a news shock in recession is more delayed
and smaller than in normal times.
The type of news considered is about technological innovations. The idea is that
technological innovations have a permanent eﬀect, but they diﬀuse slowly. After an
innovation is conceived, it takes time for it to increase productivity in the economy.
However, market participants react immediately, and this may lead to a boom, absent of
any concurrent technological change.
To the best of our knowledge, the literature on news shocks has, so far, neglected
nonlinearities. In this paper, we test whether the reactions to this technology related
news shocks are state-dependent and/or asymmetric. By estimating a LSTVAR, we find
evidence of quantitative state-dependencies, mainly in the short- and medium-run.
The response to a news shock is in general larger in an expansion than in a recession.
Our intuition for the diﬀerence in the responses between the two regimes is the stronger
uncertainty of the economic agents about what to expect in the future when they are in
a recession. The result is that the same news shock leads to a lower business cycle eﬀect
when it hits the economy in a recession compared to occurring in expansion. We also find
that using a linear model to analyze the eﬀects of news shocks one may underestimate
their eﬀect in an expansion while overestimating it in a recession.
The impact contribution of the news shock to the variation in all the variables of the
model is also state-dependent. While in expansion the results are close to those for the
linear model, in recessions, the news shock contributes more on impact to the variance of
the forward-looking variables, while the contribution to output’s variance is almost nil.
In the medium-run the shares converge to similar values in both regimes.
We show that the probability of a regime-transition is strongly influenced by the
news shock. Our results indicate that good news increase the probability of the economy
escaping a recession by about five percentage points and this is a much stronger increase
than in the probability of an economy continuing booming if the news comes in an
expansion.
With this paper, we contribute to the empirical literature on STVAR models by
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introducing a medium-run identification scheme to isolate a structural shock and by
estimating the parameters of two diﬀerent transition functions of the model. Several
robustness checks of our results provide support in favor of their soundness. Another
contribution is made to the empirical literature on news, by performing the analysis in a
nonlinear setting.
We believe that future research in the news literature should try to develop a theoret-
ical model, which can help explaining the mechanisms at work in this nonlinear setting.
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Appendix
4.A Data
4.A.1 Descriptive Statistics
We employ US Data from 1955:1-2012:4.
Table 4.2: Statistics
Expansion∗ Recession∗
Mean Variance Mean Variance
dTFP 0.0028 0.0075 0.0039 0.0102
ICS 84.6619 12.7684 68.7171 14.8832
dY 0.0079 0.0093 -0.0108 0.0119
Infl 0.0274 0.0208 0.0465 0.0420
dSP 0.0138 0.0524 -0.0411 0.0932
dC 0.0070 0.0045 -0.0004 0.0084
dI 0.0126 0.0255 -0.0383 0.0355
H -7.5009 0.0501 -7.5239 0.0389
RR 0.0224 0.0254 0.0223 0.0334
NR 0.0498 0.0309 0.0688 0.0479
∗ Defined according to the NBER business cycle indicator.
dTFP: diﬀerence of log tfp adj. for capacity utilization (from Federal Reverse Bank
of San Francisco, following the method of Basu, Fernald, and Kimball (2006))
ICS: index of consumer sentiment (US consumer confidence - expectations sadj/US
University of Michigan: consumer expectations voln, USCCONFEE, M, extracted from
Datastream)
dY: diﬀerence of log real per capita output nonfarm (log of Real gross value added:
GDP: Business: Nonfarm, A358RX1Q020SBEA, Q, sa, U.S. Department of Commerce:
Bureau of Economic Analysis; adjusted for population: US population, working age, all
persons (ages 15-64) voln, USMLFT32P, M, retrieved from Datastream)
Infl: inflation rate (4*log-diﬀerence of Nonfarm Business Sector: Implicit Price Defla-
tor, IPDNBS, Q, sa, U.S. Department of Labor: Bureau of Labor Statistics)
dSP: diﬀerence of log real per capita stock stock prices (log of S&P 500, http://data.okfn.org/data/core//s-
and-p-500♯data; divided by the price deflator and population)
dC: log real per capita consumption (log of Personal consumption expenditures: Non-
durable goods, PCND, Q, sa, U.S. Department of Commerce: Bureau of Economic Anal-
ysis + Personal Consumption Expenditures: Services, PCESV, Q, sa, U.S. Department of
Commerce: Bureau of Economic Analysis; divided by the price deflator and population)
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dI: log real per capita investment (log of Personal consumption expenditures: Durable
goods, PCDG, Q, sa, U.S. Department of Commerce: Bureau of Economic Analysis +
Gross Private Domestic Investment, GPDI, Q, sa, U.S. Department of Commerce: Bureau
of Economic Analysis; divided by the price deflator and population)
H: log per capita hours (log Nonfarm business sector: Hours of all persons, HOANBS,
Q, sa, U.S. Department of Labor: Bureau of Labor Statistics; divided by population)
RR: real interest rate (nominal interest rate - annualized inflation rate)
NR: nominal interest rate (Eﬀective Federal Funds Rate, FEDFUNDS, M (averages
of daily figures), nsa, Board of Governors of the Federal Reserve System)
4.A.2 Details on Data Used in the Benchmark Model
We work with quarterly data for the U.S. economy from 1955Q1 to 2012Q4. This period
contains nine recessions of diﬀerent magnitudes which provide enough variation.
Our benchmark system contains five variables: TFP adjusted for variations in factor
utilization, index of consumer sentiment, real output, inflation and stock prices. Total
factor productivity is a measure of productivity in the economy whereas stock prices
represents a forward-looking variable which contains information about technological in-
novations. The consumer sentiment index is another forward-looking variable that con-
tains information about the expectations of consumers and producers. Output includes
information about the state of the economy. By including inflation we take care of the
nominal side of the economy and add another forward-looking variable. By adding these
three forward-looking variables, we believe that we encompass enough information to
identify the news shock. For robustness checks in the linear setting, we additionally
include consumption and hours worked.
We use the series of TFP adjusted for variations in factor utilization constructed
with the method of Fernald (2014) based on Basu et al. (2013) and Basu et al. (2006).
They construct TFP controlling for non-technological eﬀects in aggregate total factor
productivity including varying utilization of capital and labor and aggregation eﬀects.
They identify aggregate technology by estimating a Hall-style regression equation with a
proxy for utilization in each disaggregated industry inspired by Hall (1990). Aggregate
technology change is then defined as an appropriately weighted sum of the residuals.
The series of TFP adjusted for utilization for the nonfarm business sector, annualized,
and as percent change, is available on the homepage of the Federal Reverse Bank of
San Francisco.26 To obtain the log-level of TFP, we construct the cumulated sum of the
original series, which is in log-diﬀerences.
We use the S&P 500 stock market index as a measure of stock prices.27 Data for output
and consumption we obtain from the Bureau of Economic Analysis. For output we use
the real gross value added for the nonfarm business sector. As a measure of consumption
we use the sum of personal consumption expenditures for nondurable goods and personal
consumption expenditures for services. We obtain data on hours worked, population, and
price level from the Bureau of Labor Statistics. As a measure of hours worked, we use
the hours of all persons in the nonfarm business sector. Output, consumption, and stock
prices are in logs and scaled by population (all persons with ages between 15 and 64)
and the price level for which we use the implicit price deflator for the nonfarm business
26http://www.frbsf.org/economic-research/total-factor-productivity-tfp/
27http://data.okfn.org/data/core/s-and-p-500♯data
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sector. Hours worked are in logs and scaled by population only. The price deflator (PD)
is also used to compute the annualized inflation rate IR = 4∗(log(PDt)− log(PDt−1)).
We use data from the surveys of consumers conducted by the University of Michigan
for the measure of consumer confidence. For the whole sample only the index of consumer
expectations for six months is available.28 We use the index in logs.
4.B Estimation of LSTVAR
4.B.1 Linearity Test
For the test of linearity in the parameters we will first assume that the variance-covariance
matrix Σt = Σ is constant. Later we will test for constancy of the covariance matrix.
The null and alternative hypotheses of linearity can be expressed as the equality of
the autoregressive parameters in the two regimes of the LSTVAR model in equation (4.1):
H0 : Π1 = Π2, (4.16)
H1 : Π1,j ≠ Π2,j, for at least one j ∈ {0, ..., p} . (4.17)
As explained in Tera¨svirta et al. (2010) and van Dijk et al. (2002), the testing of
linearity is aﬀected by the presence of unidentified nuisance parameters under the null
hypothesis, meaning that the null hypothesis does not restrict the parameters in the
transition function (γF and cF ), but, when this hypothesis holds true, the likelihood is
unaﬀected by the values of γF and cF . As a consequence, the asymptotic null distributions
of the classical likelihood ratio, Lagrange multiplier and Wald statistics remain unknown
in the sense that they are non-standard distributions for which analytic expressions are
most often not available.
Another way of stating the null hypothesis of linearity is H ′0 : γF = 0. When H ′0 is
true, the location parameter c and the parameters Π1 and Π2 are unidentified.
The proposed solution to this problem, following Luukkonen et al. (1988), is to re-
place the logistic transition function, F (γF , cF ; st−1), by a suitable n-order Taylor series
approximation around the null hypothesis γF = 0.
The LSTVAR model in equation (4.2) can be rewritten as:
Yt =Π′1Xt + (Π2 − Π1)′XtFt−1 + ϵt, (4.18)
where Xt is the matrix of lagged endogenous variables and a constant.
Since our switching variable is a function of a lagged endogenous variable, for the LM
statistic to have power, van Dijk et al. (2002) advise to approximate the logistic function
by a third order Taylor expansion. This yields the auxiliary regression:
Yt =θ′0Xt + θ′1Xtst−1 + θ′2Xts2t−1 + θ′3Xts3t−1 + ϵ∗t (4.19)
28Consumer confidence reflects the current level of business activity and the level of activity that can
be anticipated for the months ahead. Each month’s report indicates consumers assessment of the present
employment situation, and future job expectations. Confidence is reported for the nation’s nine major
regions, long before any geographical economic statistics become available. Confidence is also shown by
age of household head and by income bracket. The public’s expectations of inflation, interest rates, and
stock market prices are also covered each month. The survey includes consumers buying intentions for
cars, homes, and specific major appliances.
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where ϵ∗t = ϵt+R(γF , cF ; st−1)(Π2−Π1)′Xt, with R(γF , cF ; st−1) being the remainder
of the Taylor expansion.
Since θi, i = 1, 2, 3, are functions of the autoregressive parameters, γF and cF , the
null hypothesis H ′0 : γF = 0 corresponds to H ′′0 : θ1 = θ2 = θ3 = 0. Under H ′′0 , the
corresponding LM test statistic has an asymptotic χ2 distribution with nm(mp + 1)
degrees of freedom, where n = 3 is the order of the Taylor expansion.
Denoting Y = (Y1, ...., YT )′, X = (X1, ...., XT )′, E = (ϵ∗1, ...., ϵ∗T )′, Θn = (θ′1, ...., θ′n)′,
and
Zn =
⎛⎜⎜⎜⎜⎝
X ′1s0 X
′
1s
2
0 · · · X ′1sn0
X ′2s1 X
′
2s
2
1 · · · X ′2sn1... ... . . . ...
X ′T sT−1 X
′
T s
2
T−1 · · · X ′T snT−1
⎞⎟⎟⎟⎟⎠ , (4.20)
we can write equation (4.19) in matrix form:
Y =Xθ0 + ZnΘn + E. (4.21)
The null hypothesis can be then also rewritten as: H ′′0 : Θn = 0. For the test we
follow the steps described in Tera¨svirta and Yang (2014a):
1. Estimate the model under the null hypothesis (the linear model) by regressing Y on
X. Compute the residuals E˜ and the matrix residual sum of squares, SSR0 = E˜ ′E˜.
2. Estimate the auxiliary regression, by regressing Y (or E˜) on X and Zn. Compute
the residuals Eˆ and the matrix residual sum of squares, SSR1 = Eˆ ′Eˆ.
3. Compute the asymptotic χ2 test statistic:
LMχ2 = T (m− tr
{
SSR−10 SSR1
}
) (4.22)
or the F-version, in case of small samples:
LMF =
mT −K
JmT
LMχ2 , (4.23)
where K is the number of parameters, and J the number of restrictions.
Under H ′′0 , the F-version of the LM test is approximately F (J,mT −K)-distributed.
We can reject the null hypothesis of linearity at all significance levels, regardless of the
type of LM test we perform.
Having assumed a priori that the potential nonlinearity in the vector system is con-
trolled by a single transition variable, we need to further test each equation separately
using the selected transition variable in order to check whether there are any linear equa-
tions in the system. Under H ′′0 , the LM test statistic for each equation has an asymptotic
χ2 distribution with n(p + 1) degrees of freedom while the F-version of the LM test is
approximately F (J, T −K)-distributed, where J = n(p+ 1) and K = (n+ 1)(p+ 1).
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4.B.2 Estimation Results of Logistic Regression Model
Dependent variable: rec (=1 for a recessionary period, =0 otherwise)
Independent variables:
Switching variable -3.1245***(0.4806)
Intercept -1.5038***(0.2721)
No. of observations: 228
Log Likelihood: -48.977
LR χ2(1): 104.25***
Pseudo R2: 0.5156
Significance levels : *10% **5% ***1%
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NBER identified recessions
Probability of a recession given by the logistic function F
Figure 4.6: Initial transition function with estimated parameters obtained from a logistic
regression
4.B.3 MCMC Procedure - MH algorithm
Our approach is, given the quasi-posterior densitiy p(Ψn) ∝ eL(Ψn),29 known up to a
constant, and a pre-specified candidate-generating (or proposal) density q(Ψ′n | Ψn), to
construct chains of length N , (Ψ0n, ...,ΨNn ). We follow the steps:
1. Choose intial parameter value Ψ0n.
29L(Ψn) is the likelihood function.
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2. For j = 1, ..., N :
(a) Generate Ψ′n from q(Ψ′n | Ψjn) and u from U [0, 1].
(b) Compute the probability of move, α(Ψ′n,Ψjn):
α(Ψ′n,Ψjn) = min
{
p(Ψ′n)q(Ψjn | Ψ′n)
p(Ψjn)q(Ψ′n | Ψjn)
, 1
}
(4.24)
(c) Update Ψj+1n from Ψjn, using:
Ψj+1n =
{
Ψ′n if u ≤ α(Ψ′n,Ψjn);
Ψjn otherwise.
(4.25)
3. Return the values (Ψ0n, ...,ΨNn ).
To implement the MH algorithm, it is essential to choose suitable starting parameter
values, Ψ0n, and candidate-generating density, q(Ψ′n | Ψn).
The importance of the starting parameter values is given by the fact that in case Ψ0n
is far in the tails of the posterior, p(Ψn), MCMC may require extended time to converge
to the stationary distribution. This problem may be avoided by choosing a starting value
based on economic theory or other factors.
The starting values for the transition function parameters are obtained by a logistic
regression of the NBER business cycle on the transition variable. The starting values
for the covariance matrices (Σ1, Σ2) are obtained from the auxiliary regression 4.19 in
Appendix 4.B.1, where it is altered by ε > 0 for the second.
The choice of the candidate-generating density, q(Ψ′n | Ψn), is also important because
the success of the MCMC updating and convergence depends on it. Although the theory
on how this choice should be made is not yet complete (Chib and Greenberg (1995)), it
is usually advised to choose a proposal density that approximates the posterior density
of the parameter. However, this approach is hard to implement when the parameter set
contains many elements, so in practice ad- hoc initial approximations, such as a N(0, 1)
proposal density may be used and subsequently improved on using the MCMC acceptance
rates. Therefore, this being the case in our setting, we use a candidate-generating density,
q(Ψ′n | Ψn) = f(|Ψ′n −Ψn|), with f being a symmetric distribution, such that:
Ψ′n = Ψn + ψ, ψ ∼ f (4.26)
Since the candidate is equal to the current value plus noise, this case is known in
the literature as the random walk MH chain. We choose f to be a multivariate normal
density, N(0,σ2ψ), with σ2ψ being a diagonal matrix.
Note that since f is symmetric, q(Ψ′n | Ψn) = q(Ψn | Ψ′n) and the probability of move
only contains the ratio p(Ψ′n)
p(Ψjn)
= eL(Ψ
′
n)
eL(Ψ
j
n)
.
What remains to be done at this stage is to specify a value for the standard deviation,
σψ. Since σψ determines the size of the potential jump from the current to the future
value, one has to be careful because if it is too large it is possible that the chain makes
big moves and gets far away from the center of the distribution while if it is too small
the chain will tend to make small moves and take long time to cover the support of the
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target distribution. To avoid such situations, we calibrate it to one percent of the initial
parameter value, as adviced in Auerbach and Gorodnichenko (2012).
For the normal proposal density, the acceptance rate depends heavely on σψ. Hence,
in order to make sure we obtain an acceptance rate between 25% and 45%, as indicated
in Roberts et al. (1997), we adjust the variance of the proposal density every 500 draws
for the first 20,000 iterations.
We use N=120,000, out of which the first 20,000 draws are discarded, while the
remaining are used for the computation of estimates and confidence intervals.
4.B.4 Constancy of the Error Covariance Matrix
Yang (2014) proposes a test for the constancy of the error covariance matrix applicable
to smooth transition vector autoregressive models. It is based on the assumption that
the time-varying conditional covariance matrix Σt can be decomposed as follows:
Σt = PΛtP ′, (4.27)
where the time-invariant matrix P satisfies PP ′ = Im, Im being an identity matrix, and
Λt = diag(λ1t, . . . ,λmt) which elements are all positive.
Under this assumption, the log-likelihood function for observation t =, . . . , T based
on vector Gaussian distributed errors is:
logLt = c− 12 log |Σt|−
1
2utΣ
−1
t u
′
t
= c− 12 log |Λt|−
1
2wtΛ
−1
t w
′
t
= c− 12
m∑
i=1
(log λit + w2itλ−1it )
where wt = utP .
The null hypothesis to be tested is then:
H0 : λit = λi, i = 1, . . . ,m (4.28)
The LM test given in Yang (2014) is based on the statistic:
LM = 12
m∑
i=1
⎡⎣( T∑
t=1
g˜itz˜
′
it
)(
T∑
t=1
z˜itz˜
′
it
)−1 ( T∑
t=1
g˜itz˜it
)⎤⎦ . (4.29)
To test for constancy of the error covariance matrix, first, the model has to be es-
timated under the null hypothesis assuming the error covariance matrix to be constant
over time. The residuals of this model u˜t are collected and the empirical covariance ma-
trix Σ˜t is computed and decomposed into Σ˜t = P˜ Λ˜tP˜ ′. In a next step, the transformed
residuals w˜t = u˜tP˜ and g˜it = w˜2it/λ˜i − 1 are computed. For each equation, an auxiliary
regression of g˜it on z˜it is run. z˜it is chosen to be a first or higher order approximation
of the transition function. In the case of the logistic smooth transition VAR and a first
order approximation z˜it may be a function of time zit = [t/T1] or the switching variable.
The LM statistic is then computed as follows:
LM =
m∑
i=1
T
SSGi −RSSi
SSGi
, (4.30)
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where SSGi is the sum of squared g˜it, and the RSSi the corresponding residual sum
of squares in the auxiliary regression. Under regularity conditions, the LM statistic is
asymptotically χ2 distributed with degrees of freedom equal to the number of restrictions.
Yang (2014) shows that this test exhibits high power and size even if the assumption
from equation (4.27) does not hold and performs especially well in the case of smooth
transition VARs.
4.C Estimation of GIRF and GFEVD
4.C.1 Estimation of GIRF with SRI
The GIRFs are estimated by simulation for eight diﬀerent cases:
case regime magnitude sign
1 Expansion σ +
2 Expansion 3σ +
3 Expansion σ -
4 Expansion 3σ -
5 Recession σ +
6 Recession 3σ +
7 Recession σ -
8 Recession 3σ -
σ denotes the standard deviation of the news shock.
The simulation for a case starts by choosing a period t and its corresponding history
Ωt−1 from the sample that satisfies the regime criterium of that case. We define a period
as being a recession if F (γF , cF ; st−1) ≥ 0.5 and an expansion otherwise.
The simulation of the GIRF
GIRF (h, ξi,Ωt−1) = E {Yt+h | ei,t = ξi,Ωt−1}− E {Yt+h | et = ϵt,Ωt−1}
is performed in two steps by simulating E {Yt+h | ei,t = ξi,Ωt−1} and E {Yt+h | et = ϵt,Ωt−1}
individually and then taking the diﬀerence.
Step 1: Simulation of E {Yt+h | et = ϵt,Ωt−1}
For a chosen period and history, conditional expected values of Yt+h are simulated
up to horizon h given the model. For the first p simulations also data contained in the
history is used. Every period the model is shocked randomly by ϵt+h ∼ N (0,Σt+h). The
shocks are drawn from a normal distribution with variance
Σt+h = G(γG, cG; st+h−1)Σ1 + (1−G(γG, cG; st+h−1))Σ2.
The variance is history-dependent through the switching variable and adjusts every fore-
cast horizon.
Step 2: Simulation of E {Yt+h | ei,t = ξi,Ωt−1}
In the first period, only a specific shock aﬀects the model. ei,t = ξi = AGt ei where AGt is
the Cholesky factor of Σt. ei is a vector of zeros with the expection of position i on which
we put a value determined by the criteria imposed to the shock (sign: positive/negative,
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magnitude: σ/ 3σ). In the case of SRI, the news shock is identified as the second shock,
while the first shock is an unanticipated productivity shock. The other shocks do not
have an economic interpretation without imposing further assumptions. For the other
horizons, h ≥ 1, the model is shocked with randomly drawn shocks ϵt+h ∼ N (0,Σt+h) as
in Step 1.
For each period we perform B simulations and then average over them. Since there are
about eight times more expansionary than recessionary periods, we simulate B = 8000
expected values up to horizon h for each recessionary period, given the history and the
vector of shocks, while for an expansionary history we simulate B = 1000 times.
To analyze the results, we sort the GIRFs according to some criteria such as regime,
sign, or magnitude of the shocks and we scale them in order to be comparable. Then, to
obtain, for example, the eﬀect of a small positive shock in recession, we average over the
chosen GIRFs fulfilling all these criteria.
4.C.2 Estimation of GIRF with MRI
For the estimation of GIRF with the MRI, first, the rotation matrix that maximizes the
generalized FEV at horizon 40 has to be identified and, second, the GIRF have to be
estimated given the rotation matrix.
Step 1:
The news shock is identified as the shock that has no impact eﬀect on TFP, but maximizes
the GFEVD at horizon 40. The rotation matrix is found by minimizing the negative of
the GFEVD at horizon 40. The estimated covariance matrices for both regimes are used
as starting values. They are rotated to set the restriction that the news shock has no
impact eﬀect.
Step 2:
The GIRF are estimated as described in Appendix 4.C.1. The only diﬀerence is that
the orthogonalization of the history-dependent covariance matrix is approximated by
AGt+h = G(γG, cG; st+h−1)A1 + (1−G(γG, cG; st+h−1))A2 (4.31)
where A1 and A2 are obtained using the MRI identification scheme. We use as initial
values the Cholesky decomposition of the covariance matrices of the residuals in each
state, Σ1 and Σ2, and then we search the matrices which, through their mixture, give a
covariance matrix AGt that delivers the news shock with maximum contribution to TFP’s
GFEV at horizon 40.
As in the case of SRI, the news shock is identified as the second shock, while the first
shock is an unanticipated productivity shock. The other shocks do not have an economic
interpretation without imposing further assumptions.
4.C.3 Confidence Bands
To estimate confidence bands, we use D = 1000 MCMC draws. For each position we
estimate GIRFs according to the identification scheme. The confidence bands are then
the respective quantiles of the set of estimated GIRFs from the draws.
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4.C.4 Generalized Forecast Error Variance Decomposition
The estimation of the GFEVD is based on the estimation of generalized impulse response
functions.
λj,i,Ωt−1(h) =
∑h
l=0GIRF (h, ξi,Ωt−1)2j∑K
i=1
∑h
l=0GIRF (h, ξi,Ωt−1)2j
(4.32)
We perform simulations to obtain GIRFs for all six news shocks (according to regime,
size, and sign) by adjusting et+h for a given horizon, shock and variable. To obtain the
numerator of λj,i,Ωt−1(h), the squared GIRF just have to be summed up to horizon h. For
the denominator the squared GIRFs are in addition summed over all shocks K.
4.D Results in the Linear Setting
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Figure 4.7: Comparison of the news and the confidence shocks using a scatterplot. The confidence
shock is identified using a SRI which assumes that the confidence shock aﬀects ICS on impact but not
TFP. Under a MRI, the news shock is defined as the shock that does not move TFP on impact but has
maximal eﬀect on it at H = 40.
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Figure 4.8: Comparison of news shock and confidence shock in a linear model.The red solid line shows
the response to the news shock, while the green dotted line is the response to the confidence shock. The
shaded region is the 95 percent confidence interval for the news shock. The unit of the vertical axis is
percentage deviation from the case without the shock (for ICS it is points), and the unit of the horizontal
axis is quarter.
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Figure 4.9: Comparison of news shock and confidence shock in a linear seven variables model. The
red solid line shows the response to the news shock, while the green dotted line is the response to the
confidence shock. The shaded region is the 95 percent confidence interval for the news shock. The unit
of the vertical axis is percentage deviation from the case without the shock (for ICS it is points), and
the unit of the horizontal axis is quarter,
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4.E Results in the Nonlinear Setting
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Figure 4.10: Comparison of the transition function for the mean equation - F (top), and the transition
function for the variance equation - G (bottom), with average parameter values obtained from the
MCMC iterations (γF = 3.00, cF = −0.61, γG = 6.31, cG = −0.52). The black line is the probability
of a recession given by the logistic function, while the grey bars define the NBER identified recessions.
The unit of the horizontal axis is quarters, while the unit of the vertical axis is percent in decimal form.
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Figure 4.11: Stability check for the five processes. Each plot displays the paths of realizations (in first
diﬀerences) from the estimated model with noise switched oﬀ, starting from a large number of initial
points from both regimes.
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Figure 4.12: Generalized impulse response functions to a positive small confidence shock under SRI.
SRI assumes that the confidence shock aﬀects ICS on impact but not TFP. The starred black line is the
point estimate in recession, and the solid blue line is the point estimate in expansion. The dashed black
lines define the 95% bias-corrected confidence interval for recession, while the shaded light grey area
represents the 95% bias-corrected confidence interval for expansion. The confidence bands indicate the
5th and the 95th percentile of 1,000 MCMC draws. The unit of the vertical axis is percentage deviation
from the case without the shock (for ICS it is points), and the unit of the horizontal axis is quarters.
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Figure 4.13: Generalized impulse response functions to a positive small news shock under SRI2. SRI2
assumes that the news shock aﬀects SP on impact but not TFP. The starred black line is the point
estimate in recession, and the solid blue line is the point estimate in expansion. The dashed black lines
define the 95% bias-corrected confidence interval for recession, while the shaded light grey area represents
the 95% bias-corrected confidence interval for expansion. The confidence bands indicate the 5th and the
95th percentile of 1,000 MCMC draws. The unit of the vertical axis is percentage deviation from the
case without the shock (for ICS it is points), and the unit of the horizontal axis is quarter.
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Table 4.3: Generalized Forecast Error Variance Decomposition. The numbers indicate the percent
of the forecast error variance of each variable at various forecast horizons explained by the unantici-
pated TFP shock together with the anticipated (news) TFP shock identified with the MRI scheme, in
expansions, recessions, and the linear model.
Impact One year Two years Ten years
Total TFP Linear 100.00 95.17 94.40 97.75
Expansion 96.58 82.88 77.64 74.09
Recession 99.69 91.79 86.27 86.32
Total confidence Linear 59.60 75.30 78.31 78.50
Expansion 48.70 75.33 80.04 75.46
Recession 94.60 95.50 95.59 91.77
Total output Linear 33.83 67.37 84.12 93.09
Expansion 33.27 60.59 78.22 79.13
Recession 96.16 96.46 95.64 90.44
Total inflation Linear 45.69 42.49 45.01 52.24
Expansion 55.51 56.75 59.32 59.30
Recession 99.10 97.36 96.94 94.02
Total stock prices Linear 19.81 33.41 42.16 64.68
Expansion 14.67 39.62 53.87 67.51
Recession 96.64 96.81 96.10 91.95
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Table 4.4: Generalized Forecast Error Variance Decomposition for the confidence shock (SRI). The
numbers indicate the percent of the forecast error variance of each variable at various forecast horizons
explained by the confidence shock in expansions, recessions, and the linear model.
Impact One year Two years Ten years
TFP Linear 0 0.38 2.16 23
Expansion 0 4.62 8.76 27.98
Recession 0 23.56 25.77 46.7
Confidence Linear 96.46 88.46 83.29 68.38
Expansion 98.59 76.35 65.31 44.29
Recession 92.51 54.46 51.88 43.29
Output Linear 4.61 28.14 33.79 33.1
Expansion 3.29 20.83 29.43 28.14
Recession 0.63 24.83 43.48 47.73
Inflation Linear 2.05 4.26 4.93 5.92
Expansion 0.64 5.5 7.61 13.3
Recession 52.28 45.78 45.06 43.58
Stock Prices Linear 16.32 16.18 17.89 17.32
Expansion 14.76 16.29 20.68 20
Recession 49.48 52.12 52.83 48.17
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