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InvestIgacIón
Resumen
El desarrollo continuo de las herramientas compu-
tacionales ofrece la posibilidad de realizar procesos 
con la capacidad de llevar a cabo actividades con 
mayor eficiencia, exactitud y precisión. Entre estas 
herramientas se encuentra la arquitectura neuronal, 
Deep Belief Network (DBN), diseñada con el pro-
pósito de colaborar en el desarrollo de técnicas de 
predicción para hallar información que permita es-
tudiar el comportamiento de los fenómenos natu-
rales, como lo es la radiación solar. En el presente 
trabajo se presentan los resultados obtenidos al ma-
nejar la arquitectura DBN para predicción de radia-
ción solar, la cual se simula mediante la herramienta 
de programación Visual Studio C#, indicando el 
nivel de profundidad que posee esta arquitectura, 
como afecta la cantidad de capas y de neuronas en 
el entrenamiento y los resultados obtenidos para po-
der predecir los valores deseados en el 2014, con 
errores cercanos al 2 % y mayor rapidez para el en-
trenamiento, respecto a errores obtenidos por méto-
dos convencionales de entrenamiento neuronal, que 
se encuentran por el 5% y que a su vez llevan largos 
periodos de entrenamiento.
Palabras Clave: Accord.Net, Afforge.Net, Back pro-
pagation (BP), Contrastive Divergence (CD), Deep 
Belief Network (DBN), predicción de radiación so-
lar, Restricted Boltzmann Machine (RBM), visual stu-
dio 2010–C#.
Abstract
The continued development of computational tools 
offers the possibility to execute processes with the 
ability to carry out activities more efficiently, exact-
ness and precision. Between these tools there is the 
neural architecture, Deep Belief Network (DBN), 
designed to collaborate in the development of pre-
diction technics to find information that allows to 
study the behavior of the natural phenomena, such 
as the solar insolation. This paper presents the ob-
tained results when using the DBN architecture for 
solar insolation prediction, simulated through the 
programming tool Visual Studio C#, showing the 
deep level that this architecture has, how it affects 
the number of layers and neurons per layer in the tra-
ining and the results to predict the desired values in 
2014, with errors close to 2% and faster to training, 
respect to errors obtained through conventional 
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INTRODUCCIÓN 
El avance en las herramientas computacionales 
ha permitido desarrollar aplicaciones para ana-
lizar el comportamiento de un sistema en condi-
ciones futuras, basadas en arquitecturas de redes 
neuronales, como la arquitectura multi-layer per-
ceptron (MLP) (Behrang, Assareh, Ghanbarzadeh 
y Noghrehabadi, 2010; Paoli, Voyant y Muselli, 
2010), time delay neural network (TDNN) (Wu Ji, 
2011), generalized fuzzy model (GFM) (Bhardwaj, 
Sharma y Srivastav, 2013) o fuzzy linea regression 
(FLR) (Ramedani, Omid, Keyhani, Khoshnevisan, 
Soboohi, 2014)Una de las principales temáticas 
abordadas por este tipo de arquitecturas es la de 
predicción de radiación solar, desarrollada por Ra-
medani, Omid, Keyhani, Khoshnevisan, Soboohi, 
(2014) y Wu Chan (2013), la cual surge para pro-
yectar una adecuada generación de energía foto-
voltaica en cada día del año, como se insinúa en 
Behrang, Assareh, Ghanbarzadeh y Noghrehabadi 
(2010) y Wu Ji (2011), teniendo en cuenta, el efecto 
que pueden llegar a tener las variables meteoroló-
gicas como velocidad del viento (m/s), tempera-
tura mínima, media y máxima (°C) (İzgi, Öztopal 
y Yerli, 2012), precipitación (mm/dia) y humedad 
relativa (%), en el comportamiento de la radiación 
horizontal diaria (KWh/m2/día) (Bhardwaj, Sharma 
y Srivastav, 2013), tomando como base la informa-
ción que suministra la NASA para cada día del año 
(Stackhouse, 2014; Chen, Duan, Cai y Liu, 2011).
En el presente trabajo se exponen los benefi-
cios que en la actualidad puede llegar a tener la 
implementación de la arquitectura deep belief ne-
twork (DBN), proponiendo una red neuronal con 
capas visibles y ocultas, explicando la etapa de en-
trenamiento no supervisado (restricted boltzmann 
machine, RBM) y supervisado (back propagation, 
BP), integrando el algoritmo de aprendizaje con-
vergence divergence (CD) y función de activación 
sigmoide, encargados de ofrecer la aproximación 
más cercana a los datos que se necesitan predecir. 
Por tanto, se empleó la herramienta de programa-
ción Visual Studio C#, con las librerías Accord.Net 
y Aforge.Net, con las cuales se desarrolló el proce-
so de predicción de radiación solar en el campus 
de la Universidad Militar Nueva Granada (Cajicá, 
Cundinamarca), con coordenadas 4°56’23,3’’N 
y 74°01’03’’.8W, y se evaluaron los resultados a 
partir de la velocidad de entrenamiento y cálculo 
de la red, con la obtención de errores considera-
blemente mínimos, dándose a conocer como una 
aplicación adicional a las que se manejan en la 
actualidad.
Este trabajo se divide en cuatro secciones: la 
primera es una breve introducción a las arquitec-
turas DBN, en la que se exponen los avances en 
la generación de este tipo de algoritmos; la segun-
da sección hace referencia a la metodología de 
entrenamiento con las funciones de aprendizaje 
implementadas, mediante la herramienta de pro-
gramación Visual Studio. Por último, se exponen y 
analizan los resultados relacionados con la predic-
ción de radiación solar, integrando los errores ob-
tenidos al entrenar la red con diferentes niveles de 
profundidad y cantidades de neuronas.
METODOLOGÍA 
La arquitectura deep belief network (DBN) 
El avance en los estudios de las arquitecturas en 
redes neuronales se ha llevado a cabo con el pro-
pósito de entender y aprovechar los beneficios del 
methods for neural training, which are about 5% 
and take long periods of training.
Keywords: Accord.Net, Afforge.Net, Back propa-
gation (BP), Contrastive Divergence (CD), Deep 
Belief Network (DBN), Restricted Boltzmann Machi-
ne (RBM), solar insolation prediction, visual studio 
2010–C#.
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comportamiento de diferentes eventos cotidianos 
en el medio ambiente, para lo cual se han imple-
mentado técnicas como el multi-layer perceptron 
(MLP) (Behrang, Assareh, Ghanbarzadeh y No-
ghrehabadi, 2010; Paoli, Voyant y Muselli, 2014), 
como la arquitectura básica para predicción; arti-
ficial neural network (ANN) (İzgi, Öztopal y Yerli, 
2012; Leconte, Achard y Papillon, 2012); o inver-
se artificial neural network (ANNi) (Hernández, 
Rivera, Colorado y Moreno, 2012), en donde se 
obtienen errores cercanos entre 5 y 6 %, lo que 
compromete la generación de energía fotovoltaica 
en épocas del año con el mejor índice de absor-
ción de la radiación solar en la superficie horizon-
tal de la tierra.
Otras arquitecturas desarrolladas para este tipo 
de propósitos son: deep neuronal network (DNN), 
deep belief network (DBN) y convolutional neural 
network (CNN), sugeridas para la identificación de 
rostros de personas (Le, 2013), identificación de 
escritura e identificación del habla (Maas, 2013; 
Plahl, Sainath y Ramabhad, 2012; Hinton et al., 
2012), reconocimiento de números telefónicos 
(Mohamed et al., 2011). Así, se da solución, de 
forma eficiente, a los problemas de aprendizaje de 
máquina y se obtiene una mayor abstracción de los 
datos que se están estudiando (Hamel y Douglas, 
2010), dependiendo del nivel de profundidad que 
tenga la red neuronal. En el estudio de radiación 
solar se puede presentar un mejor comportamien-
to en el entrenamiento de la red, como una dis-
minución considerable del error, para asegurar los 
resultados esperados por un sistema fotovoltaico.
Para llevar a cabo la arquitectura DBN, se 
propone realizar el proceso que se expone en la 
figura 1, el cual parte por indicar la cantidad de 
variables de entrada, el número de salidas que se 
desea obtener, el nivel de profundidad (deep) de la 
red neuronal o cantidad de capas ocultas y el nú-
mero de neuronas que se busca manejar por capa. 
Luego de definir la estructura del DBN, se adelan-
ta el entrenamiento, que se divide en dos etapas: 
el no supervisado (restricted boltzmann machine, 
RBM), con el objetivo de entrenar capa a capa de 
la red y así obtener los pesos actualizados encar-
gados de conectar capa a capa y los bias asignados 
a cada neurona de las capas y el supervisado con 
el método back propagation (BP). De esta manera, 
finalizó el entrenamiento de la arquitectura DBN, 
con los datos dispuestos para validación.
Figura 1. Flujo de proceso de la arquitectura DBN
Fuente: elaboración propia.
A partir del proceso de evaluación de la ar-
quitectura DBN, se propone plantear este método 
para la predicción de radiación solar, con resul-
tados cercanos al valor deseado entre el 2 y 0,1 
%. Esta arquitectura permite ser operada desde 
herramientas de programación como Python (Ha-
mel y Douglas, 2010; Ferreira y Andrade, 2013), 
Matlab (Sohn, Jung, Lee y Hero, 2011), y Visual 
Studio C# (De Grazia y Stoianov, 2012), donde 
cada una de estas posee sus propias librerías, que 
para el caso de Visual Studio C# maneja Accord.
Net y Afforge.Net, y se usa para crear y manipular 
redes neuronales, como se manifiesta en el desa-
rrollo de este trabajo.
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Entrenamiento no supervisado, restricted 
boltzmann machine (RBM) (T4)
La primera etapa de entrenamiento se realiza con 
el método restricted boltzmann machine (RBM), 
que se expone en la figura 2. Este se interpreta 
como una red neuronal estocástica, con propie-
dades de predecir sin exactitud con probabilidad 
aleatoria (Fischer e Igel, 2014), capaz de entrenar 
redes multicapa.
Figura 2. Entrenamiento no supervisado con RBM
Fuente: elaboración propia.
Este entrenamiento realiza el proceso capa a 
capa como se expone en la figura 3, sin entrenar la 
capa de salida. Así, se obtiene la actualización de 
los pesos encargados de unir la capa oculta con la 
capa visible, que con el algoritmo de aprendizaje 
contrastive divergence (CD) (Fischer e Igel, 2014; 
Tieleman, 2008) y la función de activación sigmoi-
de, ofrece el de reconocimiento de patrones du-
rante el proceso de entrenamiento.
Para el desarrollo de este método de aprendi-
zaje, se tiene en cuenta las ecuaciones que ma-
nejan Fischer e Igel (2014). El entrenamiento no 
supervisado busca actualizar de forma progresiva 
los pesos (w’ij, wij) (Plahl, Sainath y Ramabhad, 
2012), encargados de unir la capa visible (vi) con 
la capa oculta (hj), mediante la ecuación (1), ha-
ciendo uso de la distribución probabilística de la 
capa oculta a la capa visible (p(h|v)), la distribu-
ción probabilística de la capa visible a la capa 
oculta (p(v|h)) en la ecuación (2) y la función de 
energía (E) entre las mismas, manejando la ecua-
ción (8).
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Figura 3. Entrenamiento capa a capa de la arquitectura DBN, con el método de entrenamiento RBM
Fuente: elaboración propia
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Que en redes neuronales, se identifica cada tér-
mino de la ecuación (2), con la ecuación (3) y la 
ecuación (4).
 ����|�� �
����|��
���� ���
� ��� ������� � ��
�
���
���   (3)
 
����� �� ������ ������ ���
� 	�	�����
�
����|������	
�
   (4)
Que de forma simplificada, la probabilidad con-
dicional i=1 de la capa oculta en una (p(Hi=1|v)) 
en la ecuación (5), se hace con la función de ac-
tivación sigmoide (sig) de las ecuaciones (6) y (7).
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Que para determinar la distribución de Gibbs 
(p(v)), se hace necesario hallar la función de parti-
ción (Z), con la ecuación (9):
 ݖ ൌ ෍݁ିாሺ௩ǡ௛ሻ௩ǡ௛
    (9)
Otras de las ventajas que tiene este tipo de en-
trenamiento es que, a medida que avanza, permite 
actualizar los bias de la capa visible (ci), corres-
pondientes a un valor característico de las neuro-
nas de las capas de estudio, con la ecuación (10) 
y los bias de la capa oculta (bj) (Ji, Zhang y Zhang, 
2014), con la ecuación (13).
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Teniendo en cuenta la ecuación (11):
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Y para el actualizar los pesos bj:
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Teniendo en cuenta la ecuación (13):
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Entrenamiento supervisado, back propagation (BP)
Para el desarrollo del entrenamiento supervisado 
con BP o sintonización fina (Hinton et al., 2012), 
se tiene en cuenta el proceso que se expone en la 
figura 4. Este entrenamiento considera el método 
Figura 4. Entrenamiento supervisado, BP
Fuente: elaboración propia
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matemático mean square error (MSE) como se ma-
neja en Bhardwaj, Sharma, y Srivastav (2013), el 
cual se aplica para observar el error entre el valor 
deseado y el valor obtenido, devolviéndose hasta 
terminar el entrenamiento en la primera capa.
El desarrollo del algoritmo BP emplea la ecua-
ción (14), para determinar el error cuadrático me-
dio ߜ௞  (Xu, Yamada y Seikiya, 2014).
 
�� � 12���
�
�
���
    (14)
Donde, el valor de error para la capa de salida 
ߜ௞  en la ecuación (15), depende del valor desea-
do ݀௞ , el valor que se obtuvo ݕ௞ , la salida de la 
función de activación sigmoide ݂௞ (Velilla, Valen-
cia y Jaramill, 2014; Meng, Jia y Wang, 2013) de la 
ecuación (16) y el valor de cada neurona de la red 
݊݁ݐ௞  de la ecuación (17) (Graxiola, Melin y Valdez, 
2014), con los pesos wij los datos de la capa visi-
ble yj, los bias de las neuronas de la capa oculta bk.
 ߜ௞ ൌ ሺ݀௞ െݕ௞ሻ כ ݂௞ሺ݊݁ݐ௞ሻ   (15)
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RESULTADOS 
Teniendo en cuenta la arquitectura DBN y el flujo 
de proceso de entrenamiento de este tipo de red 
neuronal artificial, se requiere establecer la can-
tidad de entradas y salidas que va a tener la red 
neuronal. La salida de la red neuronal es la pre-
dicción de radiación solar (KWh/m2/día) del año a 
tener en cuenta; las variables de entrada son aque-
llas que pueden afectar el comportamiento de la 
radiación solar como lo son: velocidad del viento 
(m/s), temperatura mínima, media y máxima (°C) 
(İzgi, Öztopal y Yerli, 2012), precipitación (mm/
día) y humedad relativa (%), agregando el com-
portamiento de la radiación horizontal diaria del 
año anterior (KWh /m2/día) (Bhardwaj, Sharma y 
Srivastav, 2013) como lo ha considerado Behrang, 
Assareh, Ghanbarzadeh y Noghrehabadi (2010), y 
Chen, Duan, Cai y Liu (2011), adquiriendo la in-
formación suministrada por la base de datos de la 
NASA (Stackhouse, 2014).
Figura 5. Error de acuerdo con la cantidad de capas, sujeto a la cantidad de neurona que posee por capa
Fuente: elaboración propia
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Al indicar qué parámetros rigen tanto la entrada 
como la salida, se agrega a la construcción de la 
red, la profundidad que se desea manejar, lo cual 
hace referencia a la cantidad de capas que va a te-
ner la red neuronal. En la figura 5 se detallan los 
posibles resultados del comportamiento de la red, 
donde se muestra que a mayor cantidad de capas 
y con un menor número de neuronas por capa, se 
pueden obtener errores aproximados a 0. Para el 
caso de estudio, se propone una profundidad de 
9, donde el primer nivel de profundidad tendrá 10 
neuronas y en las siguientes capas desciende de a 
una neurona.
Al tener presente cómo será la arquitectura de 
la red neuronal, se toman los datos que ofrece la 
NASA (Stackhouse, 2014) desde 1997 al 2013, 
para desarrollar la etapa de entrenamiento, el cual 
se encarga de tomar el 80 %, correspondiente al 
periodo de 1997-2010, y el 20 % para validación, 
correspondiente al periodo de 2011-2013 como 
sugieren Gopal, Woodcock y Strah (1999). Para 
la etapa de entrenamiento no supervisado, co-
rrespondiente al método de entrenamiento RBM 
con el algoritmo de entrenamiento CD, el cual se 
encarga de aplicar de forma interna las ecuaciones 
(1), (10) y (11). El entrenamiento supervisado se su-
giere para realizar la sintonización fina a través del 
método BP, para hallar el MSE que se encuentra en 
la ecuación (13).
De esta manera se realiza la etapa de entrena-
miento hasta llegar a la capa oculta, otorgándole 
un valor sólido a los pesos iniciales de la red neu-
ronal y, a su vez, inicializando de forma adecuada 
los valores de las bias correspondientes a los va-
lores asignados a cada neurona que se encuentra 
en cada capa o cada nivel de profundidad de la 
red. Así, el resultado final es una estructura de ca-
pas entrenada en cortos lapsos de tiempo como se 
puede observar en la figura 6, que a medida que se 
pueda ir aumentando la cantidad de capas tiende 
a tardar mucho tiempo; sin embargo, al no mane-
jar gran cantidad de neuronas por capa, tiende a 
conservar el tiempo de entrenamiento.
Considerando los resultados obtenidos, con la 
arquitectura que se propuso, el entrenamiento y la 
validación desarrollados, cada uno con su méto-
do y algoritmo correspondiente, se buscó predecir 
la radiación del año en curso (2014). Para esto se 
Figura 6. Tiempo que tarda en realizar el entrenamiento, dependiendo de la cantidad de capas y el número de 
neuronas por capa
Fuente: elaboración propia.
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ingresó a la red los datos correspondientes al año 
2013 (°C, m/s, %, mm/día y KWh/m2/día), y se ob-
tuvieron radiaciones aproximadas a las esperadas 
con el año 2014, como se puede evidenciar en la 
figura 7.
Con el manejo de la arquitectura DBN se ob-
servó que se obtienen errores cercanos al 2,0 %; 
esto indica mejores resultados a los expuestos por 
Behrang, Assareh, Ghanbarzadeh y Noghrehabadi 
(2010), ya que ellos manejan las mismas entradas 
pero con errores cercanos a 5,21 % mediante la 
técnica MLP, implementando métodos matemáti-
cos para hallar el error como el root mean square 
error (RMSE) y mean square error (MSE) como lo 
proponen Bhardwaj, Sharma y Srivastav (2013).
CONCLUSIONES 
Con los resultados obtenidos en el desarrollo de 
esta etapa de predicción del proyecto, se puede 
llegar a incrementar la integración de los siste-
mas fotovoltaicos a la red, debido a que es posible 
predecir la radiación horizontal, garantizando una 
adecuada generación de energía fotovoltaica sin 
obtener posibles pérdidas en los diferentes días 
del año.
Se propone, como trabajo futuro, la predicción 
de radiación solar, con el manejo de los datos re-
gistrados por el grupo de investigación en áreas ru-
rales, en cada minuto, entre los que se encuentran: 
radiación solar horizontal, velocidad del vien-
to, humedad relativa y temperatura del ambiente, 
para predecir tanto diaria como anualmente la ra-
diación solar en este tipo de áreas donde se puede 
aprovechar este recurso natural y orientarlo a la 
población que no posee acceso a la red eléctrica 
convencional.
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Figura 7. Resultados de predicción de radiación solar para el año 2014, considerando los datos de 2013
Fuente: elaboración propia
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