Abstract-Archiving graph data over history is demanded in many applications, such as social network studies, collaborative projects, scientific graph databases, and bibliographies. Typically people are interested in querying temporal graphs. Existing keyword search approaches for graph-structured data are insufficient for querying temporal graphs. This paper initiates the study of supporting keyword-based queries on temporal graphs. We propose a search syntax that is a moderate extension of keyword search, which allows casual users to easily search temporal graphs with optional predicates and ranking functions related to timestamps. To generate results efficiently, we first propose a best path iterator, which finds the paths between two data nodes in each snapshot that is the "best" with respect to three ranking factors. It prunes invalid or inferior paths and maximizes shared processing among different snapshots. Then, we develop algorithms that efficiently generate top-k query results. Extensive experiments verified the efficiency and effectiveness of our approach.
INTRODUCTION
A RCHIVING graph data is important in many applications. For example, in social network analysis, scientists are often interested in analyzing the temporal dynamics of social relationships in order to understand how things change and to predict trends. We even want to archive the whole Web (i.e., the pages and their links) [1] , so that our future generations are able to see what is happening today, and analyze how things evolve. In a collaborative project, we would like to archive previous versions of data (such as workflows or programs) [2] so that an earlier version can be recovered in case of a mistake. Beyond the basic operations such as retrieving a snapshot from the archive and tracing the history of an element, often users want to query temporal graphs, as illustrated in some examples below. Workflow Design.
Q7: Find the relationship between Tuberin and
Hamartin discovered after 2004, ranked by the time of discovery. Q8: Find the subworkflows containing tasks "GenBank" and "Process Blast" which no longer existed after July, 2010. Q9: Find the workflows containing task "spectral analysis" that are created after 2009. To address such query needs, studies have been performed on designing a temporal relational model [3] and a temporal XML tree model [4] , and developing query languages on temporal data, including TQUEL [5] , TSQL2 [3] and SQL3 [6] for temporal relational data, and TXPath [4] for temporal XML trees.
However, performing structured temporal queries on temporal databases is not suitable for some applications for two reasons. First, many applications have graph structured data which can not be efficiently handled by relational databases as generally one join is required to navigate each edge. Second, structured queries are difficult for casual users to learn and are error-prone even for expert users.
To allow casual users who are not computer experts (as found in Web and scientific applications) to express queries on temporal graphs, it is critical to support keyword-based searches on temporal graphs. There is much research on keyword search on graphs that do not encode temporal information [7] , [8] , [9] , [10] , [11] , [12] . Given a data graph, each query result is a minimal tree that contains all query keywords, and the results are ranked by the reverse of weighted tree sizes. To generate top-k results efficiently, a widely-adopted approach is based on Dijkstra's shortest path algorithm ( [7] , [9] , [10] , [12] ), which explores the graph from each keyword match using a shortest path iterator. A result is found if a node is visited by iterators from all query keywords. In this way, results are likely generated in the order of their sizes, thus enabling efficient top-k processing. We investigate the problem of processing keywordbased queries on temporal graphs. Adapting the existing techniques, one approach is to store every snapshot of the graph, and run existing keyword search methods on each snapshot. However, this will require excessive storage space and a huge number of traversals on the graph (one for each snapshot). Instead, we use a more concise data model that "unions" the snapshot graphs in different time instants to a temporal graph, such as the one in Fig. 1 . In this graph, each node and edge can have a label on its valid times.
To process a keyword query, one approach is to run one of the existing graph keyword search methods on such a temporal graph to find candidate results oblivious to the timestamps, and then remove the invalid ones (i.e., the results where nodes and edges do not have a common timestamp) at the end. However, such an approach suffers from low efficiency and low result quality: although invalid results are discarded by post-processing, much time may be wasted in generating such results, and valid results may be missing. For example, for query "Mary, John" against Fig. 1 , a result containing nodes Mary, Microsoft and John will be generated and then discarded due to its invalidity, and this method will fail to generate any result for query "Mary, John". In fact, there are valid results for this query: Mary -Bob -Ross -John at time instant t6 and t7, and Mary -Bob -Mike -Jim -John at t4.
Furthermore, adapting existing techniques as discussed above is also inadequate to support queries involving the temporal aspects of data. For instance, a user may want to rank results based on temporal information, e.g., Q1 and Q2 rank results by time and duration time, respectively. A user may also want to restrict the search using temporal predicates, e.g., "before 2016" in Q3. Existing keyword search methods ignore temporal information and cannot efficiently generate top-k results for queries that involve temporal-based ranking functions and/or temporal predicates.
In this paper we study an open problem of processing keyword search on temporal graphs. We first propose a simple and yet expressive extension to keyword queries to support temporal predicates that are able to express the most common relationships between two time intervals. We support three types of ranking functions: ranking by descending order of relevance/end time/duration, ranking by ascending order of start time, and their combinations.
To generate valid results efficiently, we propose a best path iterator algorithm, which finds the valid paths between two data nodes in each time instant that is the "best" with respect to a specified ranking function among all valid paths. This algorithm extends Dijkstra's shortest path algorithm to process temporal graphs, and has the following advantages: First, it avoids generating invalid paths. Second, given two nodes, it guarantees to find the best path between them in each time instant (if exists), and thus avoids the problem of missing results due to version incompatibility. Third, it maximizes shared processing among different snapshots. Besides the extension of Dijkstra's algorithm for shortest paths on temporal graphs, we also make a principled generalization of the algorithm to support other ranking functions, including the commonly used ranking functions for temporal graphs, such as ranking by result time and by duration. Moreover, we leverage advanced data structures that use bitmaps to store the temporal information of the best paths for fast computation.
Given the best path iterator, we integrate it into existing approaches for keyword search on graphs, and address the unique challenges for generating top-k results when searching temporal graphs and for supporting temporal based ranking functions. To handle relevance-based ranking that considers result size, existing keyword search methods always give a higher priority to expand path exploration with the highest rank. However, such a strategy does not work for temporal-based ranking since the relevance-based ranking is strictly decreasing with further exploration versus temporal-based ranking functions are non-increasing. We propose techniques for path exploration and for estimating the score upper bound of unseen results, which is proved to be tight. We discuss the tradeoffs between quality and efficiency for different upper bound estimation.
The contributions of this paper can be summarized as: 1) This paper initiates a study of searching temporal graphs. 2) We have defined a simple query syntax that supports temporal predicates and ranking factors. Adapted from TSQL2, this syntax can express all relationships between the result time and a given time interval (Section 2). 3) We have developed two principled generalization of Dijkstra's algorithm for shortest paths. One is to handle temporal graphs where nodes have timestamps to achieve snapshot reducibility [5] . 4) The other is to characterize the type of ranking functions that it can support, beyond the distance function in the traditional setting (Section 3). 5) We have designed efficient algorithms for top-k result generation that handle keyword queries on temporal graphs (Section 4). 6) Experimental evaluations have verified the efficiency and effectiveness of the proposed algorithms (Section 6).
PROBLEM DEFINITION

Background of Keyword Search on Graphs
There is much existing work on keyword search on non-temporal graphs (see Section 7) . Each node in the graph has a label, representing its tag or value. Nodes and edges in the graph may have weights. A keyword in the query can match words in the labels of one or more nodes in the data. An answer to a query is a subtree of the data graph that contains matches to all query keywords. Subtrees with smaller size are considered better results and ranked higher. We adopt a similar model in this paper, except that nodes are also associated with time intervals, and the search syntax is enriched with temporal clauses, as defined in the following sections.
Data Model
We define the temporal graph model in a similar way as the temporal XML model used in [4] . The data is modeled as a directed graph, where each node n and edge e is annotated with one or more time intervals in which it is valid (i.e., exists), denoted as valðnÞ and valðeÞ, respectively. A time interval is defined by a start time and an end time. The graph should be valid at any timestamp, thus for every node n, valðnÞ must be a superset of every valðeÞ, where n is an endpoint of e. A node has a label, recording its name/tag or its value. Each node and edge may optionally have a weight, denoted as wðnÞ and wðeÞ, respectively. A sample data graph is shown in Fig. 2 , where the valid times of an edge is the intersection of the valid times of its endpoints, and are omitted in the figure. Node 7 has a label k 1 , and nodes 4 and 10 have a label k 2 . Every edge has a unit weight.
In a temporal relational model, there are two types of times: transaction time and valid time [3] . Following [4] , we work with a simpler model with one type of time, transaction or valid time. This is sufficient for many applications as end users typically only care about valid time.
Query Syntax
We support extended keyword queries to temporal graphs, where a users can issue a query with optional temporal predicates and temporal ranking functions as defined below.
Definition 2.1. The query syntax for searching temporal graphs is defined as:
where " < KEYWORD > +" represents one or more keywords, each of which may match the labels of data nodes, " < PRED > *" represents zero or more temporal predicates, and " < RF > *" represents zero or more ranking factors.
We support the following temporal predicates:
< PRED > ::= RESULT TIME -fPRECEDES j FOLLOWSg t x -MEETS t x -OVERLAPS ½t x ; t y -fCONTAINS j CONTAINED BYg ½t x ; t y "result time" refer to the time when the result exists (Definition 2.2). While other predicates are self-explanatory, predicate "meets t x " means that the result is valid in t x , and is either invalid in any time instant before t x , or invalid in any time instant after t x . Predicates can be combined using AND, OR and NOT.
We support the following ranking factors:
The syntax of temporal predicates follows the syntax of TSQL2 [3] , the temporal extension to the SQL language standard. It can express any relationships between the result time and a time instant t x or a time interval ½t x ; t y , as illustrated in Fig. 3 . For each pair of symmetric relationships, we only show one of them in the figure. As an example, Table 1 shows Q1-Q3 under this syntax.
We follow state-of-the-art approaches [7] , [8] , [9] , [10] , [11] , [12] to define relevance as the weighted result tree size, the smaller, the better. For the other ranking factors, "result time" and "duration" are defined in Section 2.4.
To facilitate users to express temporal queries, the system can provide a graphical interface with drop-down menus that list options for user selections.
Query Result Definition
Following most existing approaches for keyword search on regular graphs, we adopt minimal tree result definition, but extend it with a validity constraint: all nodes and edges of a result must co-exist in at least one time instant. Definition 2.2. The result of keyword query Q on data graph G is defined by (T; valðT Þ), such that:
T is a rooted, connected subtree that contains all keywords in Q, removing any node of T will make T no longer a tree containing all keywords in Q, T satisfies the temporal predicates in Q, if any, result time valðT Þ 6 ¼ ;.
where valðT Þ denotes the valid time of T , i.e., the set of time instants in which every node n and every edge e in T is valid, i.e., valðnÞ valðT Þ, valðeÞ valðT Þ, 8n; e 2 T . The start, end, and duration (number of time instant included) of result time can be used in ranking.
Example 2.1. Consider query Q = "k 1 ; k 2 " on the data shown in Fig. 2 . Fig. 4 shows four of the eight subtrees of the graph that satisfies the first three conditions of Definition 2. 
TEMPORAL-AWARE BEST PATH ITERATOR
To efficiently process the queries defined in Section 2, we adapt a commonly used framework for processing keyword search on graphs [7] , [9] , [10] , [12] , which are based on Dijkstra's shortest path algorithm. We first propose temporal-aware best path algorithms in this section that extend Dijkstra's algorithm to efficiently find the "best valid path" between two nodes in every time instant with respect to ranking functions supported. In Section 4, we discuss how to use the best path iterator to generate top-k results.
Best Paths for Ranking by Relevance
As shown in the example in Section 1, the shortest path between two nodes oblivious to the temporal information may not be a valid path. Furthermore, the shortest path between two nodes in a temporal graph may be different at different time instants. Thus we propose an extension to the Dijkstra's single-source shortest path algorithm in order to generate valid shortest paths for every time instant on a temporal graph where nodes are annotated with timestamps. This algorithm can achieve good search quality by avoiding missing results due to time incompatibility. It also avoids redundant processing on nodes and avoid generating invalid paths as much as possible to achieve efficiency.
Let us start with a brief review on Dijkstra's single-source shortest path algorithm. Each node is assigned a distance. Initially, the distance of the source is 0, and the distances of all other nodes are infinity. In each iteration, we choose the node which has the smallest distance to the source and which has not been chosen before, and then we update the distances of its neighbors. At the time when a node is chosen, its recorded distance is the length of the shortest path to the source. Note that in this case, the exploration unit is a node.
We propose an extension to Dijkstra's algorithm that computes the shortest valid paths between two nodes in a temporal graph in all time instants. Since a node may have different distances to the source at different time instants, we record a set of (node, time interval, distance) triplets for each node, referred to as NTD triplet ðn; T; dÞ. An NTD triplet ðn; T; dÞ records the current shortest distance d from the source to node n during time interval T (In contrast, Dijkstra's algorithm only needs an ðn; dÞ pair without T ). Since we compute the shortest path for every time instant, the union of T in all NTD triplets associated with a node n is equal to the whole span of n's time intervals valðnÞ. Each time instant in valðnÞ should appear exactly once among all the NTD triplets of a node. For different time instants, if the same path is the shortest one between the source and node n in multiple time instants, then we only need one NTD, where T records the corresponding time instants. Using NTD triplet as the graph exploration unit, we can correctly find shortest paths in every time instant, and meanwhile, maximize shared processing, which is critical for efficiency.
Next we discuss our single-source shortest paths algorithm for temporal graph. Initially, the source node s has a single NTD triplet ðs, valðsÞ, wðsÞÞ; each other node n has a single NTD triplet ðn; valðnÞ; 1Þ. Each time, we choose the NTD triplet (n; T; d) that has the smallest d over all the NTD triplets that have not been chosen before. At this time, d is the shortest distance from source s to n during T .
After selecting an NTD triplet (n; T; d), we update the NTD triplets of all nodes n 0 , where there is an edge from n 0 to n. Recall that in Dijkstra's algorithm, for each neighbor n 0 of n, we simply re-calculate its distance, and replace the original distance if the new distance is smaller. On temporal graphs, however, we need to check the temporal relationship between n and n 0 . This consists of two steps. First we compute the intersection of T and the time instants associated with the edges from n 0 to n, i.e., valðn 0 ! nÞ. Let T \ ¼ T \ valðn 0 ! nÞ. T \ is the set of "surviving" time instants after expanding the NTD triplet ðn; T; dÞ from n to n 0 . Note that since valðn 0 ! nÞ valðn 0 Þ, T \ is among the valid times of node n 0 as well. If T \ ¼ ;, we can omit the next step. Second, for each NTD triplet ðn 0 ; T 0 ; d 0 Þ associated with a node n 0 , if T 0 does not intersect with T \ , then this NTD triplet is not affected. Otherwise, let T 00 ¼ T \ \ T 0 . If for the time instants in T 00 the path from s to n 0 through n has a smaller distance than the current shortest path from 
, then the shortest distance from source to n 0 in T 0 is still d 0 , and we do not need to change this NTD triplet. After an NTD triplet (n; T; d) has been selected, it does not need to be selected again since the shortest distance from the source to n during T has been computed (i.e., d), and its neighbors have been updated.
The algorithm for finding the best paths between two nodes in a temporal graph is shown in Algorithm 1. We store all NTD triplets (instead of nodes, as in Dijkstra's algorithm) in a priority queue, whose key is distance d. N is the number of nodes in the queue. Notice that when T 0 nT 00 6 ¼ ;, such deletion is actually followed by an insertion ðn 0 ; T 0 nT 00 ; d 0 Þ. 1: pq ¼ empty priority queue {The sorting function of pq depends on the ranking function of the query} 2: Create NTD triplet (s; valðsÞ; weightðsÞ), and push it to pq 3: while pq is not empty do 4: (n; T; d) = the NTD triplet on top of pq 5: if visitedðn; tÞ = true for all t 2 T then 6: continue 7: for each t 2 T do 8:
visitedðn; tÞ = true {This (node, time instant) pair will no longer be considered} 9: end for 11: UPDATENEIGHBOR (n; T; d) 12: end while UPDATENEIGHBOR (n, T , d) 1: for each node n 0 such that there is an edge from n 0 to n do 2:
create an NTD triplet ðn 0 ; T 00 ; d þ wðn; n 0 Þ þ wðn 0 ÞÞ, and push it into pq Example 3.1. Consider the graph in Fig. 2 as an example where every edge has a weight of 1 and every node weighted 0. Suppose node 10 is the source node, and we are looking at the point where the NTD triplet with the smallest d is (11; t 6 À t 8 ; 2). So we choose this NTD triplet, and update the neighbors of node 11, i.e., node 8. We intersect t 6 À t 8 with valð8Þ ¼ t 5 À t 8 , and get T \ ¼ t 6 À t 8 . Suppose node 8 currently has an NTD triplet (8; t 6 À t 7 ; 2), i.e., the current shortest distance from 10 to 8 in time instants t 6 and t 7 is 2. Since 2 < 2 + 1 = 3, we remove t 6 and t 7 from T \ , and create a new NTD triplet for node 8, which is (8; t 6 À t 8 ; 3), denoting that the shortest distance from 8 to 10 in time instant t 6 À t 8 is 3. The existing NTD triplet for node 8 (8; t 6 À t 7 ; 2) is also kept. Proof. We first prove that every path we output must be the shortest path in the corresponding time instant. In Algorithm 1, at each step, an NTD triplet ðn; T; dÞ with the smallest distance is selected. We claim that 8t 2 T where visitðn; tÞ ¼ false, the shortest distance from source to n at time t must be d. Suppose otherwise, the shortest distance from source to n at t is d 0 ; d 0 < d. Since each step we select the NTD triplet with the smallest distance, thus the NTD triplet ðn; T 0 ; d 0 Þ where t 2 T 0 must have already been selected. At that time, we set visitðn; tÞ ¼ true, which is a contradiction. Now we prove that the shortest path from source to a node n in every time instant, if exists, will be found. Note that every time instant in valðnÞ must appear in at least one of the NTD associated with n, and visitðn; tÞ can turn from false to true at most once. As proved above, when we select an NTD triplet ðn; T; dÞ where visitðn; tÞ turns to true for t 2 T , we find the shortest path from source to n at t. If visitðn; tÞ never turns to true, then we must have d equals to infinity. Since d is not updated after initialization, there is no path from source to n during T . t u
In other words, the paths generated by Algorithm 1 are the same as those generated by running Dijkstra's algorithm on the graph snapshot in each timestamp and then merging duplicate paths in different timestamps. This is referred as snapshot reducibility [5] .
Let jV j be the number of nodes, jEj be the number of edges, and T be the number of time instants in the data graph. For Algorithm 1, the worst-case time complexity of ranking by relevance is OðT 2 ðjV jlogðT Ã jV jÞ þ jEjÞÞ, assuming the complexity of computing time intersection is OðT Þ. The worst case happens when the shortest path from a source to every node is different in every time instant, thus we have T jV j NTD triples to process, which is unlikely to happen in practice.
Best Paths for Ranking by Time
Now we discuss how to generate valid best paths when query results need to be ranked by descending order of result end time. To handle ranking by ascending order of result start time is symmetric. One question is if we can adapt Algorithm 1 that finds the path between two nodes with shortest distance to find the path between two nodes with latest end time. Specifically, in each iteration, instead of choosing the NTD triplet with the smallest distance, we choose the triplet with the latest end time. In other words, using end time instead of distance as the key for the priority queue. We approved the correctness of this approach in Proposition 3.2. Proof. When ranking by end time, we claim that for any NTD triplet ðn; T; dÞ that we select at each time, if t 2 T and visitiedðn; tÞ = false, then the corresponding path must be the best path among all paths from source to n that is valid at t. The key observation is that the correctness of the Dijkstra's algorithm is based on the monotonicity property: when we expand a path, the length of the path will not decrease. Thus each time, it selects an unvisited node with the shortest distance to the source, which must be the true shortest distance to the source. Similarly, when we rank by end time, extending a path cannot increase its end time, In other words, the quality of the path monotonically decreases when the path becomes longer. Due to the monotonicity property, we have a similar argument as the one in the proof of Proposition 3.1. If ðn; T; dÞ is currently the best NTD triplet, it cannot be outperformed by expanding from any other NTD triplet. Therefore, it must correspond to the best path at time instants in t from source to n. Besides, for every time instant t, we will find the path with the latest end time among all paths from source to n that is valid at time t. t u
The proof of this Proposition leads to the corollary: Corollary 3.3. Algorithm 1 and the original Dijkstra's algorithm for shortest paths can be used to find best paths, when the rank of a path is monotonically non-increasing upon an edge expansion.
This captures the principles of our generalization of Dijkstra's algorithm for different ranking functions. The traditional Dijkstra's algorithm is used in the literature for ranking by relevance, which is proportional to the reverse of path distance. In this work, we show that Algorithm 1 can be used when rank by descending order of end time, by descending order of duration (Section 3.3), which represent two instances of such a generalization.
Example 3.2. Consider Fig. 2 , and suppose the source node is 10, which has an initial NTD triplet ð10; t 6 À t 8 ; 0Þ. We start with node 10, and update the NTDs of its neighbors: ð6; t 6 ; 1Þ, ð9; t 6 À t 7 ; 1Þ and ð12; t 6 À t 8 ; 1Þ, respectively. In the next iteration, since NTD triplet ð12; t 6 À t 8 ; 1Þ has the latest end time, it is chosen for further expansion. Using this method, we can quickly find the path from 8 to 10 that has the latest end time, i.e., 8 ! 11 ! 12 ! 10.
Best Paths for Ranking by Duration
When ranking by descending order of result duration, the rank is monotonically non-increasing upon an edge expansion, thus we can still use the best path iterator in Algorithm 1 to achieve snapshot reducibility, except that in each iteration, we choose the NTD triplet whose time interval has the longest duration. In other words, the key of the priority queue is duration.
New challenges arise when ranking by duration. When ranking by relevance/result time, we only record each time instant once among all NTDs of a node. However, that would give erroneous results when ranking by duration. Example 3.3. Consider there are two paths from the source to a node n, p 1 and p 2 , whose time intervals and distances are (t 1 À t 10 , d 1 ) and (t 6 À t 15 , d 2 ), respectively. Suppose we record NTD triplets: (n; t 1 À t 10 , d 1 ) and (n; t 11 À t 15 , d 2 ). There are two paths valid in t 6 À t 10 , and we only record the shorter one. Now consider a neighbor of n, n 0 , valðn 0 Þ ¼ t 4 À t 15 . When we expand from n to n 0 the best path iterator would intersect the two NTD triplets of n with valðn 0 Þ, and obtain two intervals: t 4 À t 10 and t 11 À t 15 , which implies that the longest duration from s to n 0 is t 4 À t 10 . However, this is wrong. The actual longest duration from source to n 0 is t 6 À t 15 through path p 2 plus the edge from n to n 0 . Thus, restricting a time instant to appear in just one NTD triple does not work for duration-based ranking.
As we can see, when ranking by duration, each triplet corresponds to a distinct candidate of path with longest duration, thus a time instant may appear in multiple NTD triplets of a node. While we could record an NTD triplet for each distinct time duration identified during the process, this would result a large number of NTD triplets associated with a node. The question is how to minimize the number of NTD triplets for a node to maximize shared processing, without compromising correctness.
To address this, in each iteration, after selecting an NTD triplet (n; T; d) with the longest duration, we update the NTD triplets of n's neighbors in a different way than the previous two ranking factors. For each node n 0 that is a neighbor of n, we first compute T \ ¼ T \ valðn 0 ! nÞ, which is the "surviving" time interval after expanding from n to n 0 . Then, we check all NTD triplets of node n 0 to see if T \ subsumes, or is subsumed by, some NTD triplets of n 0 . There are three cases:
(1) if T \ is subsumed by an NTD triplet (n; T; d) of n 0 , then it's impossible for the current path from the source to n to give a longer duration than the path corresponding to (n; T; d), thus we ignore T \ and enter the next iteration. (2) if T \ is not subsumed by any NTD triplet of n 0 , we create a new NTD triplet for node n 0 , which is (n 0 ; T \ ; d þ wðn; n 0 Þ) (recall that T \ must be contained in valðn 0 Þ since valðn 0 ! nÞ valðn 0 Þ), and push it into the priority queue. (3) if T \ subsumes some NTD triplets of n 0 , we remove the NTD triplets of n 0 that are subsumed by T \ . As we can see inferior NTD triplets (i.e., the time interval is subsumed by another NTD triplet) are pruned as early as possible to avoid further expanding an inferior path: we prune an NTD triplet (n; T; d) as soon as we find another NTD triplet (n; T 0 ; d 0 ) such that T 0 subsumes T . It is not possible to prune (n; T; d) earlier, since as long as T is not subsumed, (n; T; d) could be the winner in the end.
To determine whether T \ subsumes or is subsumed by some NTD triplets of n 0 by scanning all NTD triplets of n 0 can be inefficient. To improve efficiency, we use a bitmap to represent the NTD triplets of n 0 . Each row of the bitmap represents the time interval of an NTD triplet of n 0 , and each column of the bitmap represents a single discrete time instant. The bit in the ith row and the jth column is 1 if and only if the time interval of the ith NTD triplet contains time instant j. If n has a large number of NTD triplets, we can compress the columns in this bitmap.
To determine whether a time interval T \ is subsumed by some NTD triplets of n 0 , we extract the columns in n 0 's bitmap that correspond to the time instants in T \ , and perform an AND operation of all these columns. If the result of the AND operation has at least one '1' bit, it means that there exists at least one NTD triplet of n 0 , whose time intervals subsume T \ . On the other hand, to determine whether T \ subsumes the time interval of any NTD triplet of n 0 , we extract the columns in n 0 's bitmap that do not correspond to the time instants in T \ , and perform an OR operation of all these columns. If the result of the OR operation has at least one '0' bit, it means there exists NTD triplets of n 0 , whose time intervals are subsumed by T \ . Fig. 5 . To see whether T \ is subsumed by any of the NTD triplets of n 0 , we extract the columns in the bitmap of n 0 that correspond to the '1' bits of T \ , i.e., the 1st, 2nd, 5th, and 8th columns. We perform an AND operation of the four columns, and the result is 0110. Since the result vector contains '1' bits in the 2nd and 3rd positions, it means that the 2nd and 3rd NTD triplets of n 0 subsumes T \ .
The pseudo code of updating the neighbors of a node is shown in Algorithm 2, which can be plugged in Algorithm 1 to correctly compute the path with the longest duration from a source to every other node in every time instance, if exists. The time complexity of ranking by duration is Oð2
T jV jðT þ TlogjV jÞ þ T 2 jEjÞ in the worst case. As discussed, the framework in Algorithm 1 can be adapted to handle ranking factors where the rank of a path is monotonically non-increasing upon an edge expansion. For instance, it can handle ranking by descending order of relevance, end time, duration or ascending order of start time, or any combination of them. Other ranking factors, such as ranking by ascending order of relevance, can not be supported using this framework since the non-increasing monotonicity property does not hold. We have discussions on supporting these ranking factors in Section 8.
RESULT GENERATION
In this section, we discuss how to generate query results based on the best path iterator which efficiently finds the best paths of two nodes in each time instant for the aforementioned ranking factors.
Generating Results Using Best Path Iterators
The best path iterator discussed in Section 3 can be plugged into any existing backward expansion algorithms (i.e., take the reverse direction of the edges) that involve computing shortest paths [7] , [8] , [9] , [10] , [11] , [12] to generate results for processing keyword queries on regular data graphs. In our implementation, we use the algorithm in BANKS [9] as the backward search framework. Given a keyword query, BANKS runs multiple copies of Dijkstra's algorithm as path iterators, one for each node matching a query keyword, to find the shortest path from that node to other nodes in the graph. Each path iterator traverses the graph edges in the reverse direction. The idea is to find a common node, where a forward path exists from that node to a keyword match node, for every query keyword. Such paths define a directed connected tree with the common node as the root and the corresponding keyword match nodes as leaves, so that every query keyword has at least one match in the tree. Each tree is considered as a query result, whose relevance ranking score is defined as the inverse of the weighted tree size. In this work, we extend the idea of BANKS to handle temporal data graphs.
Rank by Relevance. The pseudo code of generating query results is shown in Algorithm 3. First, we find the matches to all keywords using an inverted index. Then we run a copy of the best path iterator presented in Algorithm 1, which takes each match as a source node and traverses backward of the graph to find the best path from the source to other nodes in the graph. Recall that when ranking by result relevance, at each time we choose the best path iterator whose next NTD triplet has the smallest distance d. To do so we build a priority queue for all path iterators and pick the NID triplet (n; T; d) at the top. If node n is reached by at least one best path iterator from each keyword in the query, then it is potentially the root of some results.
There are two differences of our algorithm compared to BANKS. First, we need to generate all possible results whose root is n and who contain the shortest path from n to the source node of the NID triplet (n; T; d) considering different time instances. Suppose this source node is a match to a query keyword k i . We examine every possible set of NTD triplets NTDset ¼ ðNTD 1 ; . . . ; NTD iÀ1 ; ðn; T; dÞ, NTD iþ1 ; . . . ; NTD m Þ, where m is the number of keywords in the query, and NTD j ð1 j m; j 6 ¼ iÞ is an NTD triplet that has reached node n by a best path iterator originating from a match to keyword k j . Suppose there are r j path iterators originating from a match to keyword k j that have reached n at this time, then the possible number of results contributed by this NTD triplet (n; T; d) is Q k j 2query;j6 ¼i r j . Second, we check result validity before generation. Specifically we intersect the time interval of all NTD triplets in NTDset. If the result of the intersection (say T r ) is non-empty, then the source node of each NTD triplet in NTDset, node n, and their connecting paths form a subtree rooted at n that is valid in T r . Similarly as BANKS, we prune the candidate results whose roots only have a single child and do not match a query keyword.
Rank by Result Time or Duration. In practice a user often is interested in top k results only. One unique challenge that we must address is how to generate top ranked results as early as possible when ranking by result time or duration, as illustrated in the following example.
Example 4.1. Consider a query "k 1 ; k 2 " ranking by descending order of end time on the graph shown in Fig. 6 . Keyword k 1 matches node 2 and keyword k 2 matches node 4. Suppose all nodes in the cloud are valid in time t 2 . If we select the NTD triplet in each iteration purely based on the latest end time, it will be inefficient to find the query result. This is because we will keep expanding the path iterator starting from node 2 backward (to the cloud) as end time of the nodes visited is t 2 . The path iterator starting from node 4 will be stuck at node 3 whose valid time instant is t 1 . Thus it will take a long time before we expand from nodes 3 to 1 and to find the result rooted at node 1. create a best path iterator (Algorithm 1) with s as source, and put it into pq 8: results ¼ ; 9: while pq is not empty do 10: itID = GETNEXTITERATOR() {select a best path iterator to expand to a new node} 11: ðn; T; dÞ = the next NTD triplet on top of the priority queue of iterator itID {expand the select iterator} 12: perform an iteration of iterator itID 13: suppose the source of iterator itID matches keyword k j 14: if n is visited by iterators from all keywords k i , i 6 ¼ j then 15:
for each possible set of NTD triplets NTDset ¼ ðNTD 1 ; . . . ; NTD jÀ1 ; ðn; T; dÞ; NTD jþ1 ; . . . ; NTD m Þ, where NTD i ð1 i m; i 6 ¼ jÞ is an NTD triplet originating from keyword k i and has reached node n by some best path iterator do 16:
CandidateResult ¼ a tree rooted at n, consisting of paths from n to the nodes corresponding to each NTD triplet in NTDset. In order to find the smallest tree, the NTD triplets in NTDset should reach n from at least two nodes 17:
{Next we check the validity of results, which is necessary because although each individual path is valid, the tree they form may not} 18:
kScore = the score of the kth best result 22: bestRemaining = the estimated best score of the remaining results
23:
if kScore is better than bestRemaining then 24: break When ranking by result relevance, at each step we choose which node to expand based on path length, which is inherently a round-robin manner and all nodes will be expanded one by one. However, when ranking by result time or result duration, as can be seen from the example, this may not be the case. For two nodes matching k 1 and k 2 , if many nodes on k 1 's expansion paths have a later end time or longer duration than k 2 , then we will expand k 1 many times before expanding k 2 , which makes it difficult to find the results.
This problem arises because there exist conflicting goals when the results are ranked by time/duration. We have two goals in generating query results: generating results quickly; and generating results in the order of their ranking so we can stop earlier. These two goals can be achieved at the same time when ranking by relevance: each time we pick the best path iterators with the smallest distance to the source, and expand this node. However, these two goals become conflicting when ranking by time/duration. If we still choose the best path iterator with the smallest distance, then the result we found by expanding this best path iterator can be arbitrarily bad in terms of ranking function. On the other hand, if we choose the node whose current path has the latest end time/longest duration, then we may keep expanding one node and ignore the others, which is not helpful for finding results. The situation can be especially bad since unlike shortest path iterator, when ranking by result time or duration, expanding a node may not incur any penalty on the ranking function, thus resulting in a few nodes keep expanding for a long time in vein, as illustrated in the above example.
One solution is to do a round-robin on all best path iterators. However, this approach is problematic in that for each keyword, if we do not expand the best path iterator that currently has the highest score, then the score upper bound of unseen results won't change; and even if we find a result, it may not be a highly ranked result and we cannot output it, until the score upper bound decreases after we expand the iterator for this keyword with the best score.
Without prior knowledge, we assume the distance between a result root and each keyword match is the same. We propose that instead of doing a round-robin on all path iterators, we do a round robin on query keywords, so that it has maximal likelihood of finding a result. This idea is also used in BLINKS [7] for backward expansion. Then for each query keyword, we expand the iterator with the best ranking score, so that we can improve the score upper bound of unseen results and likely find highly ranked results. In this way, we balance the goal of finding results quickly and the goal of generating results in ranked order.
To do round-robin on keywords, we use k priority queues, one for all best path iterators for each query keyword. In each iteration, we choose a query keyword in a round-robin manner, then choose the NTD triplet corresponding to this keyword that has the latest end time, i.e., the NTD triplet on top of the corresponding priority queue. Another question is, when ranking by result time or duration, since the latest end time/duration of a result is obtained by the intersection of the time intervals of all edges and nodes in the result, whether we can prune some time instants during the backward expansion for better efficiency. Let us look at an example. Example 4.2. Considering Fig. 6 and query "k 3 ; k 4 " rank by descending order of end time. We have two best path iterators from nodes 6 and 9. We first expand node 6 with time interval ½t 1 ; t 2 to node 5. Since node 5 has a latest end time t 1 , further expansion along this direction can not increase the end time beyond t 1 . At this point, can we avoid considering the time instant t 2 further when searching for results involving node 6 for improved efficiency? Unfortunately, we are not able to make such a pruning. In fact, the result composed by 6 ! 7 ! 9 is indeed valid at t 2 , which is obtained by the path iterator starting from node 9.
The above example shows as long as there exists one best path iterator whose next node is contained in time instant t, we must continue to consider the nodes in time instant t. Without auxiliary information such as indexes, the only pruning that can be done is to prune time instants that do not contain any match to a query keyword when we consider AND semantics of the query.
The worst-case time complexity of Algorithm 3 is M Ã PI þ jRj Ã T , where PI is complexity of the corresponding path iterator (Algorithms 1 and 2), and R is the number of candidate results generated.
Computing Top-k Results
To efficiently generate top-k results, we first generate k results according to the method discussed in Section 4. Then we estimate the score upper bound of the remaining results.
When ranking by relevance, the score of a result is the inverse of the total weights of its nodes and edges. Recall that each result is found by selecting an NTD triplet (n; T; d) from the top of the priority queue. Suppose this NTD triplet originates from a data node m i that matches a query keyword k i . If n is also visited by the expansion from all other query keywords, we generate a set of results rooted at n. Since these results use the NTD triplet (n; T; d), they must contain the shortest path from n to m i in some time instants in T . Thus the total weight of this result tree is at least d. Furthermore, since d is the smallest distance of all unvisited NTD triplets, all unseen results must have a weight that is at least d. Therefore, we can use 1=d as the upper bound score of the unseen results. The following proposition shows that this upper bound is tight. Although 1=d is tight, in some cases we may need to generate a large number of results before we can stop, even if k is small, thus causing inefficiency. Thus we also propose an empirical score upper bound. If there are m keywords and the next NTD triplet has a distance of d, then we consider 1=md as the score upper bound of the unseen results. Intuitively, since there are m keywords, and each best path iterator has already been expanded to at least a distance of d, for any result whose root node has not been visited by any best path iterator, its score cannot be higher than 1=md. That is, 1=md is in fact the upper bound score of all such results. Although 1=md may be lower than the scores of some unseen results,it cannot be more than m times worse than the score of any unseen results. Using 1=md instead of 1=d enables the program to stop much faster. As shown in experimental evaluation in Section 6, this empirical upper bound achieves high efficiency with a small compromise on the search quality.
Similarly, when results are ranked by time instant and duration, we have the following propositions: Proposition 4.2. When ranking by descending order of result end time, we take the NTD triplet at the top of each priority queue, and suppose their latest end time is t. Then, t is a tight score upper bound of results that have not yet been generated. Similar as using 1=d as the score upper bound when ranking by relevance, although these two upper bounds are theoretically tight, they might be arbitrarily loose and cause inefficiency. Consider query "k 1 ; k 2 " issued on the graph in Fig. 6 . Suppose we use t as an upper bound when ranking by descending order of end time. After we find the result rooted at node 1, since this result's latest end time is t 1 and the estimated latest end time is t 2 , we need to find more results. If all nodes in the cloud has the latest end time of t 2 , we will have to finish exploring the entire graph before we can stop and output the result rooted at node 1. Now we propose an empirical score upper bound. When ranking by end time, we check the NTD triplet at the top of each priority queue, and pick the NTD triplet with the smallest latest end time t 0 among these NTD triplets as the empirical score upper bound of unseen results. When ranking by duration, we check the NTD triplet at the top of each priority queue, and pick the NTD triplet with the smallest duration D 0 among these NTD triplets as the empirical score upper bound of unseen results. Although these empirical upper bounds may not be the true upper bound and can be smaller than the scores of some unseen results, they are indeed the score upper bound of those results whose roots have not been visited by any best path iterator.
PROCESSING TEMPORAL PREDICATES
Now we discuss how to support temporal predicates: precedes/follows, meets, overlaps, contains/contained by. The challenge is how to correctly prune nodes and edges that will not lead to qualified results during the backward expansion to achieve efficiency.
Precedes/Follows. Since "precedes" and "follows" are symmetric, we only discuss "precedes". A result satisfies predicate "precedes t x " if and only if all nodes and edges of the result is valid in a time instant that precedes t x (which may be optionally valid after t x ). Thus, during the backward expansion process, if a node or edge visited is not valid in any time instant that precedes t x , it will be pruned.
Overlaps. Predicate "overlaps t x À t y " requires that the result time must overlap t x À t y . During the backward expansion process, we can check whether the valid time of each node and edge we visit satisfies "overlaps t x À t y ", and prune the one that failed the condition.
Meets. Predicate "meets t x " requires that a result must be valid in time instant t x , but is either invalid before t x , or is invalid after t x . That is, t x should be either start time or end time of the result time. Note that different from "precedes" and "overlaps", a result that satisfies "meets t x " does not necessarily mean that its nodes and edges also satisfy "meets t x ". Example 5.1. Consider a result consisting of two nodes n and n 0 . Suppose valðnÞ ¼ f1; 3; 5; 7g and valðn 0 Þ ¼ f2; 4; 5; 7g and valðn ! n 0 Þ ¼ f5; 7g. Then the time interval of this result is f5; 7g, which satisfies predicate "meets t 5 ". However, neither n nor n 0 satisfies this predicate.
A necessary condition for a result to satisfy "meets t x " is that all nodes and edges in the result must be valid in time instant t x . Thus we can prune all nodes and edges that are not valid in t x during the backward expansion. However, after we find a result, we need to check whether the result time satisfies "meets t x ".
Contains. Predicate "contains t x À t y " requires that the result time must contain t x À t y . During the backward expansion, we can prune the nodes and edges that failed this condition and the results generated this way are guaranteed to qualify the predicate. Predicate "contained by t x À t y " requires that the result time should be contained by t x À t y . We are not able to prune nodes and edges during backward expansion using this predicate, but have to check its satisfaction on the generated results.
EVALUATION
Setup
Data Set. We use two data sets: DBLP (for publications up to October 2002) and Social Network, SNAP (http://snap. stanford.edu). DBLP data has 53 time instant, one for each year. If an article was published in year x, we consider it is valid from year x till now. It contains 3.8 million nodes and 4.0 million edges. The social network dataset is a graph in which each node represents a user, and each edge represents the interaction of two users. We randomly generate a set of time intervals for each edge from 100 time instants in the following way: we set the default probability that any two edges have at least one common time instant as 70 percent, and also vary this probability in evaluation. The valid time of each node is the union of the valid times of its edges. It contains 265 thousand nodes and 420 thousand edges. Both datasets assume the unit weight on edges and no weight on nodes.
These two datasets have different characteristics. First, they have different graph structures. In DBLP, there is a directed path from node "DBLP" to every other node, and there are citation paths. The structure of the Social Network data is more general in the sense that it does not have particular patterns. Thus given a set of query keyword matches it is more likely to find a rooted tree connecting them in the DBLP data. Second, these two datasets are different in temporal characteristics. DBLP is considered as an "insertion-only" (also known as "append-only") dataset, and thus the valid time of each node/edge is represented as a single interval. Whereas Social Network data has both insertions and deletions, and generally multiple time intervals are associated with a node/edge. Moreover, the datasets differ in graph connectivity with respect to time. We define edge connectivity as the probability that two adjacent edges have at least one common time instant. DBLP has 100 percent edge connectivity. Any subtree in the DBLP dataset is valid, as all nodes and edges are valid at the latest time instant ("current"). We evaluated Social Network data with various edge connectivity (Fig. 12) .
Queries. On each dataset, we randomly generate 100 queries consisting of 2-4 keywords. On DBLP, each query has at least one keyword that matches node values, and other keywords may match either values or tag names. The Social Network data does not contain information of the keywords associated with each node. For each query keyword, we randomly pick 200-5,000 data node as matches, where every node has the same chance to be selected. All the reported times are the average of processing 100 queries unless specified otherwise.
Comparison Systems. Since there is no existing work on supporting keyword search on temporal graphs, we use two baselines that adapt existing work of keyword search on regular graphs, BANKS [9] , which exhibits surprisingly high search quality even compared with more recent search engines [13] , to search temporal graphs. (1) We run BANKS's algorithm on data graph snapshot at distinct time instant to find keyword search results, referred to as BANKS (I). (2) we run the BANKS algorithm to process a query against the entire temporal graph, and then perform post-processing to filter out invalid results, referred to as BANKS (W). Recall that described in the original paper, BANKS maintains a fixed-size heap of generated results, sorted in the decreasing order of their ranking score, and outputs the result with the highest rank when the heap is full. This approach does not generate true top-k results nor have any quality guarantee. To be fair, we use the proposed empirical upper bounds (Section 4.2) for all three comparison systems by default, and compare the effect of different upper bounds in Section 6.3.
Efficiency 6.2.1 Different Ranking Functions
We test system efficiency for three different ranking functions (descending relevance, ascending start time, descending duration) on both data sets. The reported processing time is the average of generating top-20 results for 100 randomly generated test queries using the same empirical upper bound, as shown in Figs. 7 and 8 . Besides reporting the total processing time, we breakdown the total time based on four steps in the processing: 1) Finding matches of query keywords using inverted indexes (Line 1-3 in Algorithm 3); 2) Temporal predicate filtering on keyword matches (Line 4-7); 3) Best path iterator from each keyword match for path expansion (Line 9-12); 4) Result generation based on the best paths, with validity checking (line [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] .
First, let us compare the performance of our approach with BANKS(W) when ranking by relevance. On one hand, our method may take a longer time for best path iterator since the iterator (Algorithm 1) computes and records the shortest paths in all time instants between two nodes, while BANKS(W) only computes and records a single shortest path between two nodes. On the other hand, BANK(W) may generate many invalid results, which results in the overhead of result validation, and also the need of more path expansions in order to generate more results to obtain k valid ones. For DBLP data, all subtrees are valid since all the nodes and edges are valid at time instant "current". Thus all results generated by BANKS(W) are valid, resulting in negligible time for result generation, and overall fast processing time. On the other hand, for network data, BANKS(W) takes much more time on result generation and path expansion. This is because two adjacent edges only have 70 percent probability to share a common time instant, and thus contributing to a valid result. BANKS(W) expands 10,232 nodes and generates about 1,000 results, whereas our method visits 1,838 and generates less than 50 results. The combined effects on the experiments illustrated in Figs. 7 and 8 demonstrate that BANKS(W) is more efficient, while our processing time is still reasonable.
Note that the more invalid results generated, the more time BANKS(W) needs for path expansion and result generation. When we decrease the edge connectivity further, more top candidate results are likely to be invalid, BANKS (W) has performance degraded (Section 6.2.4). Also, BANKS(W) misses many relevant results on the Social Network data (Section 6.3).
Compared with BANKS(W) and our method, BANKS(I) spends much more time in both best path iterator and result generation because it has to search against the graph snapshots for every time instants (i.e., 53 graph snapshots for DBLP and 100 graph snapshots for SNAP), and generates results for each graph snapshot, resulting extremely long processing times. In fact, there is a lot of opportunities for exploiting shared processing. Using our approach, on average each node has 4.2 NTDs and 11.8 NTDs for DBLP and network data, respectively. This means, on average, there are only 4.2 unique shortest paths for a node in 53 time instants of the DBLP data. By computing and processing the same path only once, our approach is much faster than that of BANKS(I). Also note that the reported time of BANKS(I) is to find top-20 results in each valid time instant. Generating top-20 results among all time instants needs extra time.
BANKS is not designed for ranking by temporal information. It generates results roughly in the order of their relevance. So it often has to enumerate all the results before identifying highly ranked ones in terms of temporal information, which may take hours and exhaust the memory. Their performance are not reported for ranking by start time and duration.
In contrast, our approach uses less time to generate top-k results when ranking by start time or duration, compared with ranking by relevance. This is because for relevancebased ranking every expansion of a best path iterator increases the distance by 1, and thus all iterators are expanded in a round robin fashion. When there are a large number of keyword matches, it takes a relatively long time to generate results. In contrast, when we rank the results by time instant or duration, different expansions have different impact on the ranking score, and thus often one iterator can be expanded multiple steps before switch to another iterator. Consequently, iterators of different query keyword matches are more likely to meet earlier.
We also test the effect of using the round robin approach discussed in Section 4. On the Social Network data, the round robin approach is 8 times faster than the counterpart (0.6s versus 4.7s per query) for ranking by ascending start time, and on the DBLP data, the no round robin approach exceeds our main memory size. We also check the quality of the results, which are the same for round robin approach and the counterpart.
Temporal Predicates
To test the effects of temporal predicates, we generate 100 queries with each of the temporal predicate type, ranked by relevance, and let k ¼ 20. The time instant sets associated with the predicates are randomly generated. As we can see from Figs. 9 and 10, when temporal predicates are used, our algorithm has a much better efficiency and is never slower than BANKS. Predicates enable us to prune more nodes during path expansion and thus usually fewer NTDs will be processed. For instance, for Network dataset, the average number of NTDs associated with each node in the priority queue is 3.50, 2.61, 1.83, 1.26, 3.53 for queries with predicates "meet", "precedes", "overlaps", "contains", "contained by", respectively. Consequently, in most cases it spends shorter time in best path iterator, and has better efficiency. However, adding predicate "contained by" may make it harder to find valid results, resulting in a longer time to generate top-k results.
BANKS(W) will generate many more invalid results due to temporal predicates. Sometimes a predicate is so selective that the vast majority of generated candidate results do not satisfy the predicate, thus resulting in excessive long processing times. For example, for "precedes" in the Network data, BANKS(W) visites nearly 200 K nodes and generates 130 K results, including valid and invalid ones, in order to find top-20 results. Whereas our methods visits 1,653 unique nodes (15 K NTDs) and generates 52 results only. Also, compared with queries without temporal predicates, the bottleneck of BANKS(W) is shifted to result generation. This is because a single invalid node or path may result in many invalid results. The more invalid paths, the more time on result generation, as well as the overall processing time.
BANKS (I) becomes faster for queries with some temporal predicates compared with the counterpart without predicates, since it needs to process fewer graph snapshots. For instance, for "precedes" BANKS(I) only traverses the graph snapshots whose time instants are before the time specified in the query. The average number of graph traversals by BANKS(I) is 53.75 for queries with "precedes", and 34.64 for queries with "overlaps" and "contains". Note that, using this approach, BANKS(I) only finds top-20 results for every graph snapshot whose time satisfies the predicates, but does not report the total valid time of a result, nor find the top-20 results across all snapshots. However, to process queries with "contained by", BANKS(I) has to not only traverse snapshots in all time instants, but also merge the same results that appear in multiple time instants in order to find the valid time of result, and then test whether the result time is contained by the query specified time. This results in a longer processing time than processing corresponding queries without predicates. Similar situations exist for processing "meets".
Value of k
We test queries on the Social Network data set with varying values of k, ranging from 10 to 14, for ranking by relevance, as shown in Fig. 11a . As the processing time of BANKS (I) is too long, it is not shown in the figure. The processing times of BANKS(W) and ours increase linearly with k.
Edge Connectivity
Here we test processing efficiency on the Social Network data ranking by relevance, varying the edge connectivity, i.e., the probability that any two edges have at least one common time instant, from 10 to 90 percent, as shown in Fig. 12 . As can be seen, our approach significantly outperforms BANKS (W) when the edge connectivity is no more than 50 percent. Note that the processing time of our approach does not necessarily increase or decrease with the probability. This is because with a higher connectivity, it is easier to find results; however, each node may have more NTD triplets for processing, making the total number of NTD triplets larger and the path expansion slower. In contrast, the processing time of BANKS(W) increases with decreasing edge connectivity since more invalid results are generated. As one invalid edge may invalidate many generated candidate results, the result generation is called many more times in order to generate one valid result. The processing times for BANKS(I) are much longer than the other two systems, and increase with decreasing connectivity. The lower connectivity, the longer the path that connects two nodes, and more path expansions need to be made.
Data Size
We repeat the Network data from 1-5 times, and we randomly add 100 edges among different duplications. The processing time of our approach and BANKS(W) is shown in Fig. 11b . As we can see, when the data becomes bigger, the processing time may not necessarily increase or decrease. When the data is bigger, there are more keyword matches, thus more best path iterators need to be executed. However, when there are more keyword matches, it can be easier to connect matches to generate results and require fewer path expansions to generate top-k results.
Effectiveness
As anecdotal evidence of the applicability of our system on searching temporal graphs, we asked six students who did not participate in this project to issue three queries on the DBLP dataset. Among the 18 queries, we find 13 are temporal-related. All of them can be expressed in our query language, and 12 of them are correctly expressed by the users. This illustrates the need of temporal search, the expressiveness and user friendliness of our search syntax.
Since we adopt a commonly used result definition for keyword search on graphs and our contribution lies in searching temporal graphs, we use the result defined by BANKS on graph snapshots as ground truth. The result quality for five random queries ranking by relevance, on Social Network data, with k varied from 10 to ALL, using empirical upper bound is presented in Fig. 13a . As we can see, our results usually misses 20 to 30 percent of the results in top-40. The curve of BANKS(I) is similar with our method and is omitted here. BANKS (W) misses more results compared with our method. The larger the k, the higher percentage of results it misses. This is because the longer a path is, the less possible it is a valid path, and BANKS (W) is more likely to miss a larger result. When all results are needed, it returns less than 10 percent of the results in the ground truth. Furthermore, we evaluate the result quality and the efficiency of different systems using three upper bounds for generating top-20 results on three ranking functions. 1) Accurate upper bounds are stated in Proposition 4.1, 4.2 and 4.3. 2) Discussed in Section 4.2 Empirical upper bound of ranking by relevance is 1=md, where m is the number of keywords in the query, d is the smallest distance at the top of priority queues. The empirical upper bound of ranking by earliest start time is the latest start time at the top of priority queues. For ranking by longest duration, the empirical upper bound is the shortest duration at the top of priority queues. 3) Average upper bound is the average between the empirical and accurate upper bound.
As shown in Fig. 13 , with the accurate upper bound, both our method and BANKS(I) find true top-k results. Using empirical upper bounds negatively impacts result quality, some true positives are skipped. Even using accurate upper bounds, BANKS(W) cannot achieve 100 percent F-measure as it processes queries on the temporal graph without considering time stamps. The shortest paths it computes may be invalid, and the results that include valid shortest paths between two nodes are missed. For the same reason, using other upper bounds is worse than the other methods.
At the same time, using empirical upper bound is more efficient than the other two upper bounds. The runtime differences of different upper bounds are larger in ranking by relevance. The reason is that ranking by relevance is highly sensitive to the upper bound: slightly increasing the upper bound can make the upper bound much more difficult to be beaten, and the end condition harder to trigger.
In summary, our method efficiently generates results with high quality. Compared with BANKS(W), ours is faster for queries have temporal predicates or ranking functions, or edge connectivity is relatively low. Ours significantly outperforms BANKS(W) in terms of result quality. Our method always has a better efficiency than BANKS(I) due to elimination of redundant computations. Also, our method has stable performance for diverse types of data and queries.
RELATED WORK
Keyword Search on Graphs. For the work on processing keyword searches on graphs, the majority of them [8] , [9] , [10] , [11] , [12] , [14] , [15] , [16] , [17] adopt the minimal tree semantics. There are other result definitions for keyword search on graphs, such as subgraphs [18] , individual database tuples [19] , etc. However, none of existing work addresses the problem of searching temporal graphs.
Temporal Databases/XML/Graphs and Version Control Systems. Temporal databases extend the relational model by allowing a tuple to have a valid time and/or a transaction time. Several languages have been developed for querying temporal data, including TQUEL [5] , TSQL2 [3] and SQL3 [6] . Structured query languages are also available for temporal semi-structured data such as XML [20] , [21] . However, these approaches are not suitable for casual users to search temporal graphs due to complex query syntax and inefficiency for handling graphs.
Temporal graphs are also referred as time varying graphs, time evolving graphs and dynamic graphs. There are studies on specific query types on temporal graphs, such as singlenode queries that ask for historical information of a node in a graph [22] , reachability and subgraph matching queries [23] and centrality. Algorithms for these queries are not applicable for processing keyword queries except that [24] and [25] studied shortest path problem. [24] adopts a different data model, where a collection of snapshots are stored independently and clustered prior. They first run Dijkstra's algorithm on the representative of a cluster, then verify the result for snapshots, and if failed run Dijkstra's algorithm on individual snapshots directly. On the other hand, we extend Dijkstra's algorithm to process a compact data graph for all snapshots with timestamps and to support new ranking functions. [25] uses a similar data model as ours, with start and end times associated with each node and edge. It only supports querying shortest path between two nodes given a specific time range by adapting Dijkstra's algorithm to only process nodes and edges that satisfy the given time range, like the BANKS(I) implementation in our experiments. It does not compute the best path that is valid in at least one time instant, nor does it generate top-k results, or support temporal-based ranking.
Other types temporal graphs include road networks and communication networks, where edge connectivity and edge weight are dynamic during the processing [26] , [27] , whereas our work is based on existing graph snapshots. Data mining on system-generated temporal graphs representing low-level system entities and interactions has also been studied [28] .
For large temporal graphs that don't fit in the memory, there are studies on graph partition [29] . The challenge is the tradeoff between temporal-based partitioning (storing consecutive snapshots together) and structure-based partitioning (storing closely connected nodes together).
There's a large body of work on temporal information retrieval (T-IR), which combine document relevance and document temporal relevance. Since T-IR focuses on unstructured documents rather than graphs, the techniques are fundamentally different than search temporal graphs.
CONCLUSIONS AND FUTURE WORK
We initiate the study of the problem of searching temporal graphs. We propose a simple yet expressive keyword based query syntax that allows temporal information to be specified as either predicates or ranking factors. We propose a best path iterator, which finds the "best" paths between two data nodes in each time instant with respect to ranking functions where the rank of a path is monotonically nonincreasing upon an edge expansion. Then we propose algorithms to efficiently evaluate this type of queries on a temporal graph to generate top-k results. The efficiency and effectiveness of the proposed approach are verified through extensive empirical studies. In future, we will study how to support other ranking functions, specifically, the ones that involve descending order of end time, ascending order of start time or duration. For these ranking functions, the ranking of a path may improve after we expand an edge, which is analogous to find shortest paths in a graph with negative edge weights. Therefore Dijkstra's algorithm cannot be adapted. One possibility is to adapt the Bellman-Ford algorithm to compute best paths when ranking by these factors. We leave it to future work. Further, we plan to support temporal queries on graphs in structured languages for experts who need high expressiveness (e.g., variable bindings).
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