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The complex effective dielectric constant E* of matrix-particle composites is considered. Such 
composites consist of separated inclusions of material of type one embedded in a matrix of material 
of type two. The analytic continuation method is used to derive a series of bounds which incorporate 
a nonpercolation assumption about the inclusions. The key step in obtaining these improved bounds 
is to observe that the nonpercolation assumption restricts the support of the measure in the integral 
representation for E* (0. Bruno, Proc. R. Soc. London A 433, 353 (1991». The further the 
separation of the inclusions, the tighter the restriction on the support. The new bounds are applied 
to sea ice, which is assumed to consist of a pure ice matrix with random brine inclusions. Using 
experimental measurements of the average size and separation of the brine pockets, end points of the 
support of the measure can be determined, and subsequently used to find the allowed range of values 
of the effective dielectric constant of sea ice. The new bounds are compared with experimental data 
taken at 4.75 GHz, and exhibit significant improvement over previous fixed volume fraction and 
Hashin-Shtrikman bounds. © 1995 American Institute of Physics. 
I. INTRODUCTION 
Because of the difficulty of calculating the effective pa-
rameters (e.g., dielectric constant, or thermal or electrical 
conductivity) of heterogeneous media, there has been much 
effort devoted to obtaining bounds for these parameters. The 
first remarkable result was obtained by Wiener. 1 He found 
optimal bounds for the effective parameters of a multicom-
ponent material with fixed volume fractions and real compo-
nent parameters. For the isotropic case these bounds were 
improved by Hashin and Shtrikman2 using a variational for-
mulation of the problem. 
Bergman3- 5 and MiIton6,7 independently introduced a 
new method for obtaining bounds on complex effective pa-
rameters which does not rely on variational principles, but 
exploits the properties of the etfective parameters as analytic 
functions of the component parameters. A mathematical for-
mulation of it was given by Golden and Papanicolaou;8 first 
in the case of two-component materials, where the effective 
parameters are functions of a single complex variable---the 
ratio of the two component parameters. Subsequently they 
extended the method to the multicomponent case.9 
The integral representation they found involves a com-
plex kernel containing the component parameter information 
and a positive measure containing information about the ge-
ometry of the composite. The moments of the measure, 
which introduce geometric information most conveniently, 
are related to a perturbation expansion of the material about 
a homogeneous medium. The bounds were obtained by 
evaluating the formula over the set of the extremal points of 
the set of admissible measures. They can be improved if 
additional information about the microstructure is known. 
In this article we investigate the effective dielectric con-
stant E* of matrix-particle composites, which consist of 
separated inclusions of phase one embedded in a matrix of 
the other material. This kind of microstructure is prevalent in 
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nature. An example of such a composite is sea ice, or frozen 
sea water, which consists of a pure ice matrix with random 
brine and air inclusions. The effect of air inclusions on E* is 
often ignored, particularly for young sea ice, which typically 
has very low air content. Here we will assume the sea ice to 
be a two-phase composite. 
In Ref. 10, Golden compares the experimental data on E* 
at 4.75 GHz obtained in Ref. 11 with the fixed volume frac-
tion and Hashin-Shtrikman bounds on the complex effective 
dielectric constant of sea ice. One can notice that the data 
consistently lie in the lower left-hand comer of the bounds, 
i.e., where Re(E*) and Im(E*) are minimal. This observation 
suggests that the ice phase is dominating the behavior, which 
reflects the microstructural feature that the brine is contained 
in inclusions, and does not form a connected matrix. 
In this article we derive' improved complex bounds on 
the effective dielectric constant of matrix-particle compos-
ites using the analytic continuation method. Our results rely 
on the work of Bruno,12 who has found restrictions on the 
support of the measure in the integral representation for E*, 
which arise from imposing the geometrical condition that 
one phase be contained in separated inclusions embedded in 
a matrix of the other material. These restrictions are used to 
derive a new integral representation. We obtain the complex 
bounds by applying a series of extremal proceduresg to this 
integral representation. The improved bounds capture more 
tightly the data for E* of sea ice in Ref. 11 than the previous 
bounds found in Ref. 10. 
II. BOUNDS ON THE COMPLEX PERMITTIVITY OF 
COMPOSITE MATERIALS BY ANALYTIC 
CONTINUATION 
In order to describe the series of bounds we have been 
developing, let us briefly review the analytic continuation 
method for studying the effective properties of composite 
materials. For simplicity we consider a random medium in 
all of Rd. Let E(x,w) be a (spatially) stationary random field 
in x E Rd and WEn, where n is the set of all realizations of 
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our random medium. We assume E(x,w) takes the values el 
and ez, which are complex numbers, and write 
e(X,W) = elXI (x,w) + e2X2(X,W), (2.1) 
where Xj is the characteristic function of the medium j = 1 ,2, 
which equals one for all realizations WEn having medium j 
at x, and otherwise equals zero. Let E(x,w) and D(x,w) be 










where e k is a unit vector in the kth direction, for some 
k = 1 , ... , d, and (.) means the ensemble average over n or 
the spatial average over all of Rd. 
In view of the local constitutive law (2.2), the effective 
complex permittivity tensor E* is defined as 
(D)=E*(E). (2.6) 
For simplicity, we focus on one diagonal coefficient e* 
= etk' Due to the homogeneity of effective parameters, 
e*(Ael ,Ae~=Ae*(el ,e:J, E* depends only on the ratio 
h=e/c2' and we define m(h)=E*/c2' The two main proper-
ties of mCh) are that it is analytic off [ -00,0] in the h plane, 
and that it maps the upper half-plane to the upper 
half-plane,4,8 so that it is an example of a Herglotz function. 
The key step in the analytic continuation method is ob-
taining an integral representation for E*. For this purpose it is 







which is analytic off [0,1] in the s plane. It was then proven 
in Ref. 8 that FCs) has the following representation: 
F(s)= { d:~:), s$[O,I], (2.8) 
where fJ, is a positive measure on [0,1]' One of the most 
important features of Eq. (2.8) is thatit separates the param-
eter information in s = 1/(1-e/ e:J from information about 
the geometry of the mixture, which is all contained in fJ,. 
Actually, fJ, is the spectral measure associated with the op-
erator rXb where r=V(A)-IV·, and XI is the characteristic 
function of medium 1, equaling 1 in medium 1 (and ° oth-
erwise), which determines the geometry. 
Statistical assumptions about the geometry are incorpo-
rated into fJ, through its moments 
(2.9) 
Comparison of a perturbation expansion of Eq. (2.8) around 
a homogeneous medium (s=oo, or 101 ~c:J with a similar ex-
pansion of a resolvent representation for F(s),8 yields 
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fJ,n= (-It(XI[(rXlt· edek)' 
Then 
fJ,O=Pl' 






if the material is statistically isotropic, where d is the dimen-
sion of the system. In general, knowledge of the (n + I)-point 
correlation function of the medium allows calculation of fJ,n 
(in principle). 
Bounds on E*, or F(s), are obtained by fixing s in Eq. 
(2.8), varying over admissible measures fJ, (or admissible 
geometries), such as those that satisfy only Eq. (2.11), and 
finding the corresponding range of values of F(s) in the 
complex plane. 1\vo types of bounds on e* are obtained. The 
first bound R I assumes only that the relative volume frac-
tions P I and P2 = I-PI of the ice and brine are known, so 
that Eq. (2.11) is satisfied. In the F plane, the region RI is 
bounded by circular: arcs, one of which is parametrized by 
PI C1(z)= --, O""Z""PZ' S-Z (2.13) 
To exhibit the other arc, it is convenient to consider the aux-
iliary function 
CI l-sF(s) 
E(s)=I- c* = s[l-F(s)]' (2.14) 
which is a Herglotz function like F(s), analytic off [0,1]. 
Then in the E plane, we can parametrize the other circular 





In the e* plane, R] has vertices Plel +pzez and 
(PI/cl +pz!ez)-I, and collapses to the interval 
(2.16) 
when el and ez are real, which are the classical arithmetic 
and harmonic mean bounds. The complex bounds (2.13) and 
(2.15) are optimal and can be attained by a composite of 
uniformly aligned spheroids of material one in all sizes 
coated with confocal shells of material two, and vice versa. 
These arcs are traced out as the aspect ratio varies. 
If the material is further assumed to be statistically iso-
tropic, i.e., Cik= e* 0ik, then Eq. (2.12) must be satisfied as 
well. A convenient way of including this information is to 
use the transformation of Ref. 3, 
I 1 
F1(s)=---F( ). 
~ PI S S 
(2.17) 
The function F I (s) is, again, a Herglotz function which has 
the representation 
II dfJ,I(Z) FI(s)= --. o s-z (2.18) 
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The constraint (2.12) on F(s) is then transformed to a re-
striction of only the mass, or zeroth moment f.L6 of f.LI, with 
(2.19) 
Applying the same procedure as for Rl yields the bound Rz, 
where the boundaries are again circular arcs. In the F plane, 
one of these arcs is parametrized by 
Pl(S-Z) 
Cz(Z) = s(s-z-Plld), O~z";;;(d-l)/d. (2.20) 
In the E plane, the other arc is parametrized by 
A pz(s-z) 
Cz(z)= s[s-z-Pl(d-I)ld], O~z~lId. (2.21) 
When EI and £z are real with EI~E2' R z collapses to the 
interval 
~E*";;;E2+PI /(_1_+ dPZ ),' (2.22) 
EI-Ez EZ 
which are the Hashin-Shtrikman bounds.2 We remark that 
higher-order correlation information can be conveniently in-
corporated by iterating Eq. (2.17), as in Ref. 13. 
To summarize, R 1 is a region in the complex E* plane, 
bounded by circular arcs, in which E* for any microgeometry 
with the given volume fractions must lie. In addition to the 
volume fractions, the second bound R2 assumes that the ma-
terial is statistically isotropic within the horizontal plane, so 
that we take d=2. The region R2 is again bounded by circu-
lar arcs, and lies inside R l' These bounds are compared in 
Ref. 10 with the experimental data found by Arcone, Gow, 
and McGrew ll for artificially grown sea ice at 4.75 and 9.5 
GHz. 
III. IMPROVED BOUNDS ON THE COMPLEX 
PERMITTIVITY OF SEA ICE AS A MATRIX-PARTICLE 
COMPOSITE 
In Ref. 10, a striking feature of the figures illustrating the 
comparison of the experimental data for sea ice with the 
bounds Rl and R2 is that the data consistently lie in the lower 
left-hand corner of the bounds, i.e., where Re(E*) and Im(E*) 
are minimal. This observation suggests that the ice phase is 
dominating the behavior, which reflects the microstructural 
feature that the brine is contained in inclusions, and does not 
form a connected matrix. 
In order to try and capture the data in Ref. 11 more 
closely, we incorporate the nonpercolation assumption about 
the inclusions into our series of bounds, by turning to the 
work of Bruno.1Z In this seminal paper, Bruno has found 
restrictions on the support of f.L in the integral representation 
(2.8) which arise from imposing the geometrical condition 
that one phase be contained in separated inclusions embed-
ded in a matrix of the other material. The further the separa-
tion, the tighter the restriction on the support. Based on this 
7242 J. Appl. Phys., Vol. 78, No. 12, 15 December 1995 
support restriction, Bruno has derived bounds on the effec-
tive conductivity, in the case of real component conductivi-
ties, of some matrix-particle composites. 
One of the reasons for developing bounds based on the 
matrix-particle assumption is that more general bounds be-
gin to break down, and become trivial in the high contrast 
limit. For example, as E2-+oo in Eq. (2.22), the upper 
Hashin-Shtrikman bound diverges. For composites made of 
highly contrasting components, such as the ice and brine of 
sea ice, such bounds which do not become trivial are clearly 
of significant use. 
To describe the new complex bounds, we must first 
briefly review12,14 the main ideas of Bruno's work on how 
the matrix-particle assumption restricts the support of the 
measure f.L. While the general, stationary random formulation 
of the effective permittivity problem given in Sec. II is still 
valid, it is perhaps more useful at this point, given that we 
are, considering a specific class of possible geometries, to 
focus on this spatial dependence. 
Let us consider a material occupying a cubic (or square) 
box A in Rd , with O~xj';;;l, 1 ~i~d. We assume that the 
material consists of a matrix of permittivity El containing a 
finite, arbitrarily large number of nontouching grains of per-
mittivity ~. The region of A occupied by El will be referred 
to as the outside region, denoted by A out, and the inside 
region containing E2 is denoted by Ain. We assume that A is 
very large compared to the microstructural scale, which is 
determined by the size and spacing of the inclusions. The 
local permittivity E(x) is still given by Eq. (2.1). For sim-
plicity, the inclusions are a.ssumed to be connected regions 
with smooth boundaries. If the upper and lower faces of A 
are kept at constant potentials <I>(Xd= 1)= I and <I>(Xd=O)=O, 
the electric potential <I> inside the box A satisfies 
V· (EV<I»=O, (3.1) 
with the boundary condition a<l>IBn =0 along the vertical 
walls, as well as the equipotential condition on the top and 
bottom faces. The effective permittivity is then defined by 
f a<l> E*= E-dV A aXd ' (3.2) 
or equivalently by 
(3.3) 
Correspondence with Sec. II is obtained by taking the limit 
as the microstructural scale---+O, or as the volume becomes 
infinite, with appropriate normalization in Eqs. (3.2) and 
(3.3). See Ref. 8, for example. Again it will be important to 






F(s)= l-m(h), s= I-h' 
(3.4) 
(3.5) 
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Recall that general arguments alone yield only that mCh) is 
analytic off (-00,0] in the h plane, while F(s) is analytic off 
[O,lJ in the s plane. Note that <I> is harmonic in Aout and Ain, 
i.e., 
(3.6) 
Across the boundary y separating A out and A in, <P must be 
continuous, and yield continuity of the normal component of 
D=EE. 
Now, the physical observation. which underlies the re-
striction of the spectral measure is that in high contrast me-
dia with inclusions, energy is concentrated where the inclu-
sions begin to touch. If these situations can be avoided, then 
the energy can be controlled. In particular, if we consider a 
class of media CAB' 12 defined in terms of control on the 
energy, then one c~ obtain the estimates necessary to get 
convergence of a series which allows further analytic con-
tinuation of mCh) or F(s) beyond the domains given in Sec. 
II. For definition of the class and more details, see Ref. 12. In 
the same paper the following theorem is proved for materials 
in the class C A,B • 
Theorem 3.1. The (normalized) effective permittivity 
m(h) is analytic off the interval [- B, -lIA] in the h plane.-
We remark that the main idea used in establishing the 
above theorem is to obtain converg~nce of the expansion 
<I>(x,h) = 2: cJ>i(x)h i. 
i=O 
(3.7) 
As a consequence of Theorem 3.1, the support of the 
measure f.L in the integral representation (2.8) for F(s) is 
contained in the interval 
(3.8) 
[s", ,SMJ C[O,l], where 
1 A 
s"'=I+B' sM=A+l· (3.9) 
Then Eq. (2.8) takes the form 
ISM df.L(z) F(s)= --. - Sm s- Z (3.10) 
To obtain complex bounds on €'" which incorporate the 
matrix-particle assumption for type C A B materials, we ex-
ploit the restricted representation (3.10): for given values of 
s/ll and SM. We will describe later how these values are cho-
sen for relevant sea ice micro geometries. 
In the standard sequence of bounds on tt' (e.g., Ref. 13), 
the first one normally considered is the so-called "zeroth-
order" bound, where one assumes only that the permittivities 
of the constituents are known, and nothing about the geom-
etry is assumed. In terms of Eq. (2.8), the only assumption 
imposed on F is F(s = 1) ~ 1, and that the mass fLo of f.L 
satisfies .uo~ 1. A convenient way of incorporating the sup-
port restriction is to first consider a new variable t, defined 
by 
(3.11) 
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Then the interval [s /II's M ] in the s p lane gets mapped to 
[O,IJ in the t plane, and the function 
(3.12) 
is analytic off [0,1] in the complex t plane. It can be shown 
that there is a positive Borel measure von [0,1] such that 





be the spectral width, it can be shown using Eqs. (2.11) and 
(2.12) that 
P1 
vo=-";;; 1 A. ' 
if only the volume fractions are known, and 
if the material is statistically isotropic. 
(3.15) 
(3.16) 
Now, if we view Eq. (3.13) for fixed t as a linear func-
tional in v, then the allowed region in the H plane is the 
image of admissible IIleasures, which forms a compact, con-
vex set whose extreme points are of the form 
(3.17) 
which are Dirac point measures of mass a concentrated at z. 
For such measures H has the form 
a 
H(t)=-. t-z (3.18) 
Then the allowed region in the complex H plane is the image 
under Eq. (3.18) of the triangle in (a,z) space, 
(3.19) 
This region is bounded by a circular ~c parametrized by 
[-1 +a' O~a~l, 





In view of Eq. (3.12) the allowed region Qo in the tt' 
plane is bounded by a circular arc C(a) 
€2 - SM( €2 - €\) 
C(a)=€2 ( )[ . )J' £2+ €2-€1 SM+a(SM-Sm 
O~a";;;l, 
and a line segment 
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The vertices of the region are WI = EI' and 
EI( - EI +SM El-SME2) 
Wz= 
- EI +SmEI-SmEZ 
(3.24) 
For real parameters E!'''';; E2' Q 0 collapses to the inte,rval 
(3.25) 
As indicated in Eq. (2.11), if one assumes that the rela-
tive volume fractions of the two constituents are known, then 
the mass IkJ of f-L satisfies 1kJ= PI' In order to get complex 
bounds on E* for CAB materials, it is useful at this point to 
briefly review how the arcs C 1 (z) and <\ (z) in Eqs. (2.13) 
and (2.15), respectively, are obtainedY For F(s) having the 
representation (2.8), with 1kJ= PI, the possible range of val-
ues of F(s) lie inside the circle 
(3.26) 
in the F plane. Furthermore, the possible range of values of 
E(s) = 1-€/E* lie inside the circle 
(3.27) 
in the the E plane. Intersection of these two circles leads to 
the region R 1 given in Sec. II. Incorporation of knowledge of 
f-LI is accomplished with transformations of the type in Eq. 
(2.17), applied to F and E. 
Now we apply this procedure to H(t), so that in the H 
plane its possible range of values lies in the circle 
P fA K '(z)-- _1_, -OO";;;;z=S;;OO. 
I t-z (3.28) 
In the F plane this translates into the circle 
(3.29) 
which happens to coincide with the circle C I (z) in Eq. 
(3.26). Now we consider the analog of E(s) which is the 




Then G(t) has an integral representation 
fl dp(z) G(t)= --, o t-z 







We then obtain a circle in the G plane analogous to. Eq. 
(3.28), which in the E plane becomes 
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Back in the E* plane, the intersection of these two circles 
yields a region Q I which has vertices 
- EZ+ (E2- El)(Sm + PI) 
VI =E2 (3.35) 
-E2+ Sm(EZ- Et) 
- E2 + SM( E2 - EI) (3.36) 
For sm=O and sM=l they coincide with the arithmetic and 
harmonic mean formulas, as expected. If EI and E2 are real 
and positive, Q I reduces to the interval 




Finally, we consider the case where the material is fur-
ther assumed to be statistically isotropic. Let 
1 1 sM-sm I 
H1(t)= Vo - tH(t) = PI tH(t)' (3.38) 
Then HI is a Herglotz function which is analytic off [0,1] 
and has an integral representation in terms of a measure vI, 
which can be shown to have mass 
I VI P2 ld - sm 
VO=(VO)2= PI (3.39) 
Then the allowed values of HI (t) are contained inside the 
circle vf/u- z), -oo=S;;z:s;;oo, which becomes in the F plane 
the circle 
-OO:;;;;z=S;;OO. (3.40) 
For S m =0 and_s M= I the above circle is identical to the full 
circle containing the arc (2.20). 
To obtain the other circle, we apply a similar transfor-
mation to G(t), obtaining a function 
1 1 sM-sm 1 
GICt)= Po - tH(t) = sM-sm-PI tH(t)' (3.41) 
which, again, is a Herglotz function analytic off [0,1] with 
the representing measure pi of mass 
I Po(1-PO)-PI PI(dsM-PI-l) 
Po= (l-PO)2 = d(SM- Sm-PI)2' (3.42) 
Then in the G I plane, the allowed values are contained inside 
the circle 
I PICdsM-PI -1) K~(z)= )2)' -oo=S;;z";;;;oo. (3.43) 
_. d(sM-Sm-PI (t-z 
The intersection of the two circular regions (in a common 
plane) yields a region Q2 bounded by circular arcs, with 
vertices in the E* plane at 
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0 40 SO 
FIG. 1. Zeroth-order bounds Ro (outer) and the improved zeroth-order 
bounds Qo (inner) for sea ice with the frequency f=4.75 GHz, salinity 
S=0.41 %, temperature T=-6 °C, E)=3.15+iO.002, E2=51 +i45. To find 
Qo, the brine inclusions are assumed to have security spheres for which the 
minimal ratio of the radius of the inclusion to the radius of the security 
sphere q is not greater than O.S. This corresponds to the end points of the 














0 3.6 3.8 4.2 4.4 4.6 4.8 
FIG. 2. Comparison of experimental data with the volume fraction bounds 
R, (outer) and the improved volume fraction bounds Q) (inner) for sea ice 
with the frequency f=4.75 GHz, salinity S=0.41 %, temperature T= -6°C, 
E) =3.15+iO.002, ":2=51 +i45, and the brine volume fraction P2=0.036. To 
find Q) , the brine inclusions are assumed to have security spheres for which 
the minimal ratio of the radius of the inclusion to the radius of the security 
sphere q is not greater than 0.8. This corresponds to the end points of the 
support of the measure J.L at the points sm=O.IS and sM=O.82. 
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FIG. 3. Experimental data, volume fraction (outer), Hashin-Shtrikman, and 
improved Hashin-Shtrikman (inner) bounds on the complex effective di-
electric constant of sea ice with the frequency f=4.75 GHz, salinity 
S=0.41%, temperature T=-6°C, c)=3.15+iO.002, E2=51+i45, and the 
volume of brine P2=0.036. To find improved Hashin-Shtrikman bounds, 
the brine inclusions are assumed to have security spheres for which the 
minimal ratio of the radius of the inclusion to the radius of the security 
sphere q is not greater than 0.8. This corresponds to the end points of the 
support of the measure f.L at the points sm=0.18 and sM=O.82. 
Note that the vertex v~ is the lower Hashin-Shtrikrnan ex-
pression, so that it coincides with the same vertex from the 
region R2 • When the IDeal dielectric constants €l and €2 are 
positive with tEl";'; tE2, it collapses to the interval 
(3.47) 
Now let us describe how the new complex bounds are 
compared with the data on complex c from Ref. 11. For a 
sample of sea ice at a given temperature and salinity, we 
compute the tE2 and P2 for brine the same as in Ref. 10. Now 
we assume that we are looking at a horizontal slice of sea ice 
with d=2, so that it is reasonable to assume that the brine 
phase is contained in separated inclusions. We will further 
assume that the brine is contained in circular disks, which 
allows us to utilize the explicit calculations in Ref. 12 of the 
constants A and B, as well as S m and SM' Our class of ma-
terials then is as follows. Disks of brine of radius rb hold 
random positions in a host of jce, in such a way that each 
disk of brine is surrounded by a "corona" of ice, with outer 
radius ri' Then the minimal separation of brine inclusions is 
2(ri- rb)' Such a medium i~ called a q material, where 
q = rb1ri' Using typical brine inclusion sizes from Ref. 15, 
we assume rb=0.2 mrn. Now, the longest typical separation 
distance between brine pockets is across a basal plane of the 
platelets present in formation, and this distance averages 0.6 
mrn. However, along a basal plane these separations are usu-
R. Sawicz and K. Golden 7245 







3.4 3.45 3.5 
FIG. 4. Experimental data, volume fraction (outer), Hashin-Shtrikman, and 
improved Hashin-Shtrikman (inner) bounds on the complex effective di-
electric constant of sea ice with the frequency f=4.75 GHz, salinity 
S=0.41%, temperature T=-ll "C, cl=3.15+iO.002, c2=42.2+i45.6, and 
the volume of brine P2=0.0205. To find improved Hashin-Shtrikman 
bounds, the brine inclusions are assumed to have security spheres for which 
the minimal ratio of the radius of the inclusion to the radius of the security 
sphere q is not greater than 0.8. This corresponds to the end points of the 
support of the measure JL at the points sm=0.18 and sM=0.82. 
ally smaller. As a lower bound on these separations, we take 
0.1 mrn. Then ri=0.25 and q=O.8. From Ref. 12, we have 
for d=2 
(3.48) 
so that sm=0.18 and sM=0.82. Figure 1 shows a comparison 
of the region Qo with the zeroth-order bounds Ro in Ref. 10. 
The region Ro is bounded by Egs. (3.22) and (3.23) where 
s m =0 and s M = 1. In Fig. 2, the region Q 1 is compared with 
R 1 and experimental data. Q 1 is the lens-shape region inside 
7246 J. Appl. Phys., Vol. 78, No. 12, 15 December 1995 
R l' bounded from below by the curve which coincides with 
the arc circle C 1 (z) in Eq. (3.26). Finally, in Figs. 3 and 4 we 
compare experimental data in Ref. 11 for two different tem-
peratures (and brine volumes) with the regions R 1 , R 2 , and 
Q2' The region Q2 is the innermost one, inside Rl and R2 • 
The agreement is very good. Discrepancies are accounted for 
here by small uncertainties in the brine volume of the actual 
data, and a slight degree of anisotropy, which was observed 
in some of the samples. Nevertheless, Q2 is a significant 
improvement for matrix-particle composites over the more 
general bounds R 1 and R 2 • 
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