In this paper, the Orlicz addition of measures is proposed and an interpretation of the f -divergence is provided based on a linear Orlicz addition of two measures. Fundamental inequalities, such as, a dual functional OrliczBrunn-Minkowski inequality, are established. We also investigate an optimization problem for the f -divergence and establish functional affine isoperimetric inequalities for the dual functional Orlicz affine and geominimal surface areas of measures.
I. INTRODUCTION Let Ω be a nonempty set and µ be a measure on Ω. Assume that P and Q are two finite measures on Ω whose density functions p and q, respectively, with respect to µ are positive on Ω. That is, p, q > 0 such that P (Ω) = Ω p dµ < ∞ and Q(Ω) = Ω q dµ < ∞.
For a real valued function f , the f -divergence of P and Q, denoted by D f (P, Q), was introduced independently by Ali and Silvey [2] , Csiszár [12] and Morimoto [33] . It can be formulated by
The f -divergence is an extension of the classical L p distance of measures and contains many widely-used distances for measures as its special cases, e.g., Bhattcharyya distance, Kullback-Leibler divergence, Renyi distance, χ 2 -distance and total variation distance (see e.g. [1] , [6] , [15] , [16] , [25] ). Moreover, if f is strictly convex with f (1) = 0 and P (Ω) = Q(Ω) = 0, Jensen's inequality implies that, , · · ·,
if p 1 (x) + · · · + p m (x) > 0, and otherwise by
If ϕ ∈ Ψ m and in addition p 1 , · · · , p m ∈ F + , the Orlicz addition + ϕ (p 1 , · · · , p m ) is defined by equation (2) .
Remark. Although in Definition 1, the functions p 1 , · · · , p m are assumed to be measurable, equation (2) can also be used to define the Orlicz addition of general nonnegative functions. In an independent work [21] , Gardner and Kiderlen also provided the definition for the Orlicz addition of nonnegative functions. The second author of this paper would like to thank Professor Gardner for mentioning [21] to him. It is worth to mention that the major concentrations of these two papers are completely different: this paper focuses on the Orlicz addition of measures, an interpretation of the f -divergence and related inequalities; while the paper [21] mainly aims to provide a structural theory of operations between real-valued functions.
Clearly if ϕ ∈ Φ m , then + ϕ (p 1 , · · · , p m )(x) = 0 implies that p 1 (x) = · · · = p m (x) = 0. Moreover,
In later context, when ϕ ∈ Ψ m , the functions p 1 , · · · , p m in + ϕ (p 1 , · · · , p m )
are always assumed to be in F + .
It is worth to mention that if ϕ ∈ Φ m , + ϕ (p 1 , · · · , p m )(x) for x ∈ Ω given in Definition 1 is equal to the infimum of Λ(x) ⊂ R, where
If ϕ ∈ Ψ m and p i ∈ F + for all i = 1, · · · , m, then + ϕ (p 1 , · · · , p m )(x) for x ∈ Ω is equal to the supremum of Λ(x) ⊂ R. To this end, if ϕ ∈ Φ m and p 1 (x) = · · · = p m (x) = 0, then Λ(x) = {λ : λ > 0} and hence inf Λ(x) = 0 as desired. Now assume that m j=1 p j (x) > 0 which yields
It is easy to see that
by formula (2) . On the other hand, the fact that lim t→∞ ϕ(tz) = ∞ for each nonzero z ∈ [0, ∞) m implies + ϕ (p 1 , · · · , p m )(x) > 0. Formula (2) together with the fact that ϕ is strictly increasing in each component imply February 21, 2018 DRAFT that for all 0 < λ < + ϕ (p 1 , · · · , p m )(x),
Thus, Λ(x) = + ϕ (p 1 , · · · , p m )(x), ∞ and + ϕ (p 1 , · · · , p m )(x) = inf Λ(x).
Along the same lines, one can get the desired argument for the case ϕ ∈ Ψ m . Now we prove the basic properties of + ϕ (p 1 , · · · , p m )(x) where p 1 , · · · , p m ∈ F .
Theorem 2. Let m ≥ 2 and ϕ ∈ Φ m .
(i) For r ≥ 0, one has,
(ii) Assume that ϕ ∈ Φ m satisfies ϕ(e j ) = 1 for all j = 1, · · · , m, where {e 1 , · · · , e m } is the standard orthonormal basis of R m . Then, for j = 1, · · · , m, one has
In particular,
where τ 0 > 0 satisfies ϕ(τ 0 , · · · , τ 0 ) = 1.
(iv) Assume that p ij ∈ F for j = 1, · · · , m and i = 1, 2, · · · , such that, for all x ∈ Ω and for all j = 1, · · · , m,
Then, for all x ∈ Ω,
(v) Let p ij be as in (iv) and let S ⊂ Ω be a compact set. Assume that all functions p ij are positive and continuous on S, and the sequence p ij is uniformly convergent to
The above statements except statement (ii) still hold true when ϕ ∈ Ψ m and all functions involved are positive, except that r ≥ 0 should be replaced by r > 0 in (i).
Proof: We only prove the results for ϕ ∈ Φ m , and the case ϕ ∈ Ψ m follows along the same lines.
February 21, 2018 DRAFT (i) The equality holds trivially if r = 0 or m j=1 p j (x) = 0. Let x ∈ Ω be such that m j=1 p j (x) > 0. The desired equality for r > 0 follows from the fact that for all (a 1 , · · · , a m ) = o, the equation
has a unique solution and the fact that
Together with the facts that ϕ(e j ) = 1 and ϕ is strictly increasing in each component, one gets
(iii) The desired result holds trivially if
Note that ϕ is strictly increasing in each component. By equation (2), one has,
.
Again by the fact that ϕ is strictly increasing in each component, one gets
In particular, let
The right hand side is equal to τ 0
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Consequently, one has,
Then there is i 0 ∈ N, such that, m j=1 p ij (x) > 0 for all i > i 0 and hence
Taking the limit as i → ∞, the desired conclusion follows from the continuity of ϕ and the uniqueness of the solution of (2). That is, for x ∈ Ω such that
(v) Assume that all functions p ij are positive and continuous on S, and the sequence p ij is uniformly convergent
If the convergence is not uniform on S, then there exist ε 0 > 0 and n i > i, such that, x ni ∈ S with x ni → x 0 (due to the compactness of S), and
Part (iii) and the fact ϕ(τ 0 , · · · , τ 0 ) = 1 imply
} i∈N is a bounded sequence and hence has a convergent subsequence. Without loss of generality, assume that
where c 0 > 0 is a constant. This together with x ni → x 0 and p nij → p j uniformly on S further imply that
It follows that
, which leads to a contradiction with
after taking i → ∞ from both sides of (4). Hence, the desired uniform convergence follows.
B. Orlicz addition for star bodies and convex bodies
Our definition of the Orlicz addition for measures is motivated by the recently introduced Orlicz additions for convex bodies and star bodies, which are the foundation of the newly initiated Orlicz-Brunn-Minkowski theory for convex bodies and its dual theory [19] , [20] , [39] , [44] .
In this subsection, we briefly discuss these Orlicz additions in geometry and show how it can be linked with our
Orlicz addition for functions. Notations and concepts for geometry below are standard, and more details can be found in [36] .
Denote by
the unit sphere of R n . Throughout this paper, a subset K ⊂ R n is star-shaped if, for all x ∈ K, the line segment from the origin o to x is contained in K. The radial function of a star-shaped subset K, ρ K : S n−1 → R, is defined by
The radial function can be extended to R n \ {o} by ρ K (ru) = r −1 ρ K (u) for all r > 0 and u ∈ S n−1 . Note that such an extension is of homogenous degree −1. A star body K is a star-shaped subset with continuous and positive radial function ρ K . Clearly, a star body K is compact with o in its interior.
The radial Orlicz sum of star bodies
, is determined by its radial function ρ + ϕ (K1,...,Km) , the unique solution of the following equation [20] : for u ∈ S n−1 ,
Formula (5) can also be used to define the radial Orlicz sum of star bodies K 1 , · · · , K m for ϕ ∈ Ψ m . In fact, the radial Orlicz sum of star bodies K 1 , · · · , K m defined by formula (5) is a special case of the Orlicz addition of functions defined by formula (2); it can be obtained by letting Ω = S n−1 and p j = ρ Kj . Alternatively, it can be also obtained by letting Ω = R n \ {o} and
The set K ⊂ R n is said to be a convex body if K is a star body such that for all x, y ∈ K, the line segment from x to y is contained in K. An arguably better way to characterize convex body K is its support function h K : S n−1 → {t : t ≥ 0}, which can be defined by:
Clearly, h K is a sublinear function. Let Ω = S n−1 , p j = h Kj , and let ϕ ∈ Φ m be convex, then formula (2) becomes: for u ∈ S n−1 ,
The unique solution of (6) is exactly the support function of + ϕ (K 1 , . . . , K m ), the Orlicz addition of convex bodies
C. Orlicz addition for measures and a dual functional Orlicz-Brunn-Minkowski inequality
Let µ be a given measure on Ω such that µ(Ω) = 0. Denote by M the set of finite measures on Ω that are absolutely continuous with respect to µ and whose density functions with respect to µ are in F . That is, P ∈ M has the density function p with respect to µ such that p ∈ F , P (Ω) < ∞, and
In this paper, we always assume that M = ∅. Let M + and M +c denote the sets of all measures in M whose density functions are in F + and in F +c , respectively. Note that
where the first inequality follows from inequality (3). That is, + ϕ (p 1 , · · · , p m ) can be the density function of a measure in M . This observation leads to our definition for the Orlicz addition of measures.
Similarly, the Orlicz addition of P 1 , · · · , P m ∈ M + for ϕ ∈ Ψ m is a measure in M + whose density function is
The following theorem provides a dual functional Orlicz-Brunn-Minkowski inequality for the Orlicz addition of measures.
Theorem 4.
Let m ≥ 2 and let P j ∈ M with density functions
If ϕ ∈ Φ m ∪ Ψ m is convex, the inequality holds with ≥ replaced by ≤.
If ϕ ∈ Φ m ∪ Ψ m is strictly concave or convex, and
equality holds if and only if there are
Proof: Let ϕ ∈ Φ m and m j=1 p j (x) > 0 for x ∈ A almost everywhere with respect to µ. By inequality (3), for x ∈ A almost everywhere with respect to µ,
Together with µ(A) = 0, one has
Hence, we can define a probability measure dν on A by
Assume that ϕ ∈ Φ m is concave. By (2) and Jensen's inequality (see e.g. Proposition 2.2 in [20] ), one has,
If ϕ ∈ Φ m is a convex function, the above inequality holds with ≤ replaced by ≥.
Assume that ϕ is strictly concave or strictly convex. Note that P j ∈ M +c has continuous and positive density functions p j for all j = 1, · · · , m. This yields that
are positive and continuous on A. Hence, equality holds in (7) if and only if there are constants b j > 0, such that, for all x ∈ A and for all j = 1, · · · , m,
Equivalently, there are constants
The proof for the case ϕ ∈ Ψ m follows along the same lines, and hence is omitted.
Corollary 5.
while the inequality holds with ≥ replaced by ≤ if ϕ ∈ Φ m is convex.
Proof: Assume that µ(A) < ∞ and ϕ ∈ Φ m such that ϕ(e j ) = 1 for j = 1, · · · , m. Let p j ∈ F be density functions of P j ∈ M for j = 1, · · · , m. Let ε > 0 and p ε j be functions defined on A by
It is clear that p ε j ↓ p j pointwisely on A as ε ↓ 0. By the arguments of (iii) and (iv) in Theorem 2, we get
pointwisely on A as ε ↓ 0. The Lebesgue dominated convergence theorem (as µ(A) < ∞) implies that, as ε ↓ 0,
The statements (ii) and (iii) in Theorem 2, together with the assumption that P j0 (A) > 0 for some j 0 ≤ m,
Then, for all ε > 0,
Assume that ϕ ∈ Φ m is concave. By inequality (7), one has,
Letting ε ↓ 0 and by the continuity of ϕ, one gets the desired inequality (8) .
The proof for the other case M + = ∅ follows along the same lines with p ε j in (9) replaced by
where p is the density function of any given measure P ∈ M + .
D. Special cases and applications.
The above functional Orlicz-Brunn-Minkowski inequalities for the Orlicz addition of measures are important and have many interesting consequences. We will list some of them in both geometry and analysis.
The first one is the following fundamental dual Orlicz-Brunn-Minkowski inequality for star bodies [20] . See [44] for a spacial case. For ϕ ∈ Φ m ∪ Ψ m , let
with σ the spherical measure on S n−1 .
while if ϕ 0 is convex, the inequality holds with ≥ replaced by ≤.
If ϕ 0 is strictly concave (or convex, as appropriate), equality holds if and only if there exist constants
In fact, Theorem 6 follows from Theorem 4 directly by letting Ω = S n−1 , µ = σ the spherical measure on S n−1 ,
, and by the fact that
Let A ⊂ Ω be a measurable subset with µ(A) = 0. Define
We have the following theorem regarding · s,A .
Theorem 7. Let m ≥ 2 and let
If ϕ s is convex, the inequality holds with ≥ replaced by ≤.
If ϕ s is strictly concave or convex, and
equality holds if and only if there are constants
for all x ∈ A and for 2 ≤ j ≤ m.
Proof:
The desired result follows from Theorem 4 and the following equality: Here, the L s norm of g is
In fact, let m = 2 and ϕ(x 1 , x 2 ) = x 1 + x 2 , then
where the second inequality follows from Theorem 7.
A fundamental object in convex geometry is the L s mixed volume. Define V s (K, L), the L s mixed volume of convex bodies K, L with the origin in their interior, by
where
Together with Theorem 7 and formula (6), one gets the following Orlicz-Brunn-Minkowski type inequality for the L s mixed volumes, which is new to the literature of geometry. 
If ϕ s is strictly concave or convex, equality holds if and only if there are constants
for all 2 ≤ j ≤ m.
III. AN INTERPRETATION OF THE f -DIVERGENCE
A special case of the Orlicz addition of functions p 1 , · · · , p m in Definition 1 is the linear Orlicz addition, where ϕ in formula (2) is replaced by
with all α j > 0, and with ϕ j either all in Φ 1 or all in Ψ 1 . To obtain an interpretation for the f -divergence, we consider m = 2, α 1 = 1, and α 2 = ε > 0. That is, let ϕ(x 1 , x 2 ) = ϕ 1 (x 1 ) + ǫϕ 2 (x 2 ) for ϕ 1 , ϕ 2 ∈ Φ 1 and let p 1 + ϕ,ε p 2 be given by
if p 1 (x) + p 2 (x) > 0, and otherwise by 0. We use the same formula for
A
. An interpretation of the f -divergence
The following lemma is needed for our interpretation of the f -divergence. Denote by (ϕ 1 ) ′ l (1) and (ϕ 1 ) ′ r (1) the left and, respectively, the right derivatives of ϕ 1 at t = 1 if they exist. Let Φ
for some constant a 1 < ∞. Then, for 0 = s ∈ R, one has,
If
1 satisfy that (ϕ 1 ) ′ r (1) exists and is nonzero, and if
for some constant a 2 > 0, then (12) holds with (ϕ 1 )
and ε ∈ (0, 1]. As ϕ 1 and ϕ 2 are strictly increasing, one can easily check, by an argument similar to the proof of Theorem 2 (iii), that for all ε ∈ (0, 1],
This together with formula (11) yield, for all x ∈ A,
where we have used the assumption
The above assumption also implies that there is a constant b 1 < ∞, s.t., for all ε ∈ (0, 1],
Let ε be small enough so that 1 − εϕ 2 (a 1 ) > 0. Then,
, and hence, for all x ∈ A,
Taking ε → 0 + , (13) yields
For convenience, let
Then w(ε, x) → 0 + as ε → 0 + by (14) . For x ∈ A, by (11) and (14),
where we have used
1 is increasing). This further implies that for all x ∈ A, 0 ≤ lim
Moreover, by inequality (13) and a calculation similar to (16), we get, for ε < 1/ϕ 2 (a 1 ), for 0 = s ∈ R and for all x ∈ A, 0 ≤ lim
follows from a calculation similar to (15) . Hence, for 0 = s ∈ R, one can find ε 0 < 1/ϕ 2 (a 1 ), such that, for all 0 < ε < ε 0 and for all x ∈ A,
The desired formula (12) then follows by the Lebesgue dominant convergent theorem. That is,
The case for ϕ 1 , ϕ 2 ∈ Ψ
1 can be proved along the same lines. For completeness, we include a brief proof with modification emphasized. Assume that
1 and ε ∈ (0, 1], then for x ∈ A,
where p 1 , p 2 ∈ F + . Note that ϕ 1 and ϕ 2 are decreasing. Hence, formula (11) yields, for all x ∈ A,
+ εϕ 2 (a 2 ).
Let ε < 1/ϕ 2 (a 2 ). Similar to inequality (13), one has,
This yields (14) if we let ε → 0 + . Moreover,
becausez(ε) = ϕ −1 1 (1 − εϕ 2 (a 2 )) → 1 + as ε → 0 + (note that ϕ 1 is decreasing). Hence, one can find ε 0 < 1/ϕ 2 (a 2 ), such that for all 0 < ε < ε 0 and for all x ∈ A,
Following the calculations for (16) and (17), one can get, for all x ∈ A,
The desired formula (12) then follows by the Lebesgue dominant convergent theorem.
Let p 1 and p 2 be density functions of measures P 1 ∈ M + and P 2 ∈ M respectively. Consider A = Ω and s = 1.
Under the assumptions stated in Theorem 9, formula (12) becomes, if one notices the definition of the f -divergence given in (1),
where the measure P 1 + ϕ,ε P 2 refers to the measure with the density function p 1 + ϕ,ε p 2 . In other words, we provide an interpretation for the f -divergence by the linear Orlicz addition of measures.
B. The Orlicz mixed volume and its dual
Again, with suitable selections of Ω, µ, P 1 , P 2 etc, one can obtain many interesting and important results.
For a continuous function
, the dual Orlicz mixed volume of star bodies K and
The dual Orlicz mixed volume is a central concept in the dual Orlicz-Brunn-Minkowski theory. It can be obtained by formula (12) , if we let Ω = S n−1 , n · µ = σ the spherical measure on S n−1 , s = n, p 1 = ρ K , p 2 = ρ L and the star body K + ϕ,ε L determined by, for u ∈ S n−1 ,
That is,
Please see Theorem 5.4 in [20] for more precise statements.
Now we prove the following theorem regarding the L s mixed volume given by (10) . Let K, L be convex bodies with the origin in their interiors. Let Ω = S n−1 and n · dµ = h 1−s K dS K . Define the convex body K + ϕ,ε L by its support function h K+ϕ,εL , the unique solution of
for u ∈ S n−1 and for convex functions ϕ 1 , ϕ 2 ∈ Φ
1 .
Corollary 10. Let K, L be convex bodies with the origin in their interiors. Assume that convex functions
1 satisfy the conditions in Theorem 9. Then, for 0 = s ∈ R,
is the Orlicz φ-mixed volume ( [19] , [39] , [40] ) defined by
Proof: Let Ω = S n−1 and n · dµ = h 
In other words, we provide a new interpretation for the Orlicz φ-mixed volume, which is different from the one given by [19] , [39] :
It is worth to mention that the Orlicz φ-mixed volume is a fundamental object in the Orlicz-Brunn-Minkowski theory for convex bodies; and it plays important roles in, e.g., the Orlicz-Minkowski inequality [19] , [39] , and the Orlicz affine and geominimal surface areas [40] .
IV. AN INEQUALITY EQUIVALENT TO JENSEN'S INEQUALITY
With the linear Orlicz addition of functions, we can prove that the classical Jensen's inequality has an equivalent form. For α 1 , α 2 > 0, let
with ϕ 1 , ϕ 2 are either both in Φ 1 or both in Ψ 1 . For this special ϕ, the dual functional Orlicz-Brunn-Minkowski inequality in Theorem 4 can be rewritten as:
if ϕ 1 , ϕ 2 are concave; and the direction of the inequality is reversed if ϕ 1 , ϕ 2 are convex. On the other hand, by
Jensen's inequality, one can obtain the following inequality:
if φ is concave; the direction of the inequality is reversed if φ is convex. If φ is strictly concave or convex and Let ϕ be as in (19) for some constants
Theorem 2 yield
where P 1 + ϕ P 2 is the measure with density function p 1 + ϕ p 2 given by, for x ∈ Ω,
Suppose that inequality (21) holds true. For the concave functions ϕ 1 , ϕ 2 ,
,
It can be checked by (22) that
That is the desired inequality (20) holds.
On the other hand, assume that inequality (20) holds for all α 1 , α 2 > 0, in particular for α 1 = 1 and α 2 = ε.
Then,
which is equivalent to, for ε small enough,
Together with (18) , one gets,
where the limit in the last equality can be obtained by a calculation similar to (15) . Hence, inequality (21) holds.
Note that if the functions involved are strict concave and p 1 , p 2 ∈ F +c , these two inequalities have the same characterization for equality; that is, there is a constant α > 0 such that p 1 = αp 2 on Ω.
V. AN OPTIMIZATION PROBLEM FOR THE f -DIVERGENCE AND RELATED AFFINE ISOPERIMETRIC INEQUALITIES
A general optimization problem for the Csiszár's f -divergence can be described as follows: for a fixed measure
where the infimum and supremum depend on the convexity and concavity of f . The optimization problem (23) contains many important objects in the information theory as special cases, such as the famous I-divergence geometry of probability distributions (see e.g., the highly cited paper by Csiszár [13] ).
In this section, we link the optimization problem (23) with Orlicz affine and geominimal surface areas in geometry.
Then, we propose a special optimization problem and establish related functional affine isoperimetric inequalities.
A. Connection between the optimization problem (23) and Orlicz affine and geominimal surface areas
With appropriate selections of geometric measures on convex or star bodies, the optimization problem (23) leads to fundamental geometric notions, for instance, the dual Orlicz affine and geominimal surface areas [42] . Let
is decreasing and strictly convex. The dual
Orlicz geominimal surface area of a star body K is defined by
where K is the set of convex bodies with the following properties: if L ∈ K , then L is a convex body with its centroid at o and with V n (L • ) = V n (B n 2 ). Here, B n 2 is the unit Euclidean ball of R n and L • is the polar body of L defined by
Translating to the language of the f -divergence, one can let Ω = S n−1 , n · µ = σ the spherical measure on S n−1 ,
where E contains all measures dQ = ρ n L dµ with L ∈ K . An arguably more important concept is the Orlicz geominimal surface area for convex bodies, which can be defined by, if φ(t −1/n ) is strictly convex on t ∈ (0, ∞),
Translating to the language of the f -divergence, one can let Ω = S n−1 , n · µ = S K the surface area measure of K on S n−1 , dP = h K dµ, dQ = h L dµ, and E be the set containing all measures dQ = h L dµ with L ∈ K . Then,
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B. Functional affine isoperimetric inequalities
Motivated by the connection between the optimization problem (23) and Orlicz affine and geominimal surface areas, we propose the dual functional affine and geominimal surface areas for functions and/or measures. To simplify our arguments, we make the following assumptions (and more general results could be established by slight modifications). Let Ω = R n , µ be the Lebesgue measure on R n , and γ n be the Gaussian function. That is,
for x ∈ R n where · 2 denotes the usual Euclidean norm on R n .
For p ∈ F + , define p
, the polar dual function of p with respect to x 0 ∈ R n , by
In particular, the polar dual function of p ∈ F + (with respect to o) is
Note that γ
• n = γ n and hence γ n can be viewed as the "unit Euclidean ball" of functions (in terms of the polar dual for functions). Consequently, the Gaussian function γ n serves as the optimizers of many optimization problems in, such as, probability theory and information theory.
Let D ⊂ F + be the set given by
where for simplicity,
Clearly, D = ∅ as γ n ∈ D. Note that the choice of the set D is not ad-hoc; it comes from the geometry of log-concave functions. In fact, the functional Blaschke-Santaló inequality for log-concave functions (see e.g., [4] , [14] , [26] ) states that for a log-concave function p (where p can be written as p = e −ψ with ψ a convex function), there exists z 0 ∈ R n (indeed z 0 can be assumed to be the center of mass of p) such that
Denote by L c the set of all log-concave functions; and clearly all log-concave functions with barycenters at o are in D.
Let φ : (0, ∞) → (0, ∞) be either in Φ or in Ψ with Φ = {φ : φ is decreasing and strictly convex on (0, ∞)}; Ψ = {φ : φ is increasing and strictly concave on (0, ∞)}.
When we say a measure Q ∈ D, we mean that Q is a measure whose density function q is in D.
Now, we define the dual functional Orlicz affine and geominimal surface areas of functions and/or measures.
Write by q the density function of Q ∈ M .
Definition 12.
For fixed measure P ∈ M + , the dual functional Orlicz affine surface area of P is defined by
for φ ∈ Φ; while for φ ∈ Ψ, Ω orlicz φ (P ) is defined similarly but with "inf" replaced by "sup".
In a similar way, with D replaced by D ∩ L c , we can define G orlicz φ (P ), the dual functional Orlicz geominimal surface area of P .
It can be easily checked that if φ is a constant α > 0, then Ω orlicz φ (P ) = G orlicz φ (P ) = αP (R n ) for any fixed measure P ∈ M + . It is also clear that
In general, it is not easy to calculate Ω orlicz φ (P ) and G orlicz φ (P ), except when P is a Gaussian measure. To this
. By letting q = γ n • c which belongs to D, one has,
On the other hand, as φ ∈ Φ is convex, Jensen's inequality implies that
where the second inequality follows from the definition of D and the fact that φ ∈ Φ is decreasing. That is, if
This result also holds for φ ∈ Ψ. Moreover, if φ ∈ Φ ∪ Ψ,
Let T be a linear transform on R n with determinant ±1. First of all, for all p ∈ F + ,
where T −1 denotes the inverse of T and T −t the transpose of T −1 . An easy argument by the substitution z = T x
On the other hand, we can check that
Taking the infimum if φ ∈ Φ (or supremum if φ ∈ Ψ) over D, one gets
In fact, we have proved the following result, which asserts that both Ω Theorem 13. Let T be a linear transform on R n with determinant to be ±1. For any P ∈ M + , one has,
where P • T ∈ M + is the measure with density function p • T (x) = p(T x) for all x ∈ R n ; and
The functional affine isoperimetric inequality aims to provide upper and/or lower bounds for an affine invariant functional defined on functions. Here, an affine invariant functional G : F + → R is a functional such that
for all p ∈ F + and for all invertible linear transform T on R n with determinant ±1. For example, µ(p)µ(p • ) is an affine invariant functional, and the celebrated functional Blaschke-Santaló inequality (24) is a typical example of the functional affine isoperimetric inequality.
Another example of such affine invariant functionals is
The following functional affine isoperimetric inequality provides upper and/or lower bounds for Ω orlicz φ (P ).
Theorem 14.
For φ ∈ Φ, one has,
where c > 0 is the constant determined by
The inequalities hold for φ ∈ Ψ with " ≥" replaced by " ≤".
Proof: Note that the function φ ∈ Φ is decreasing and strictly convex. Jensen's inequality implies that
where the second equality follows from the fact that φ is decreasing and µ(q)µ(q • ) ≤ µ(γ n ) 2 , and the last equality follows from formula (26) .
For φ ∈ Ψ, which is increasing and strictly concave, Jensen's inequality implies that
where the second equality follows from the fact that φ is increasing and µ(q)µ(q • ) ≤ µ(γ n ) 2 , and the last equality follows from formula (26) .
Theorem 14 states that, among all measures P ∈ M + , the dual functional Orlicz affine and geominimal surface areas for φ ∈ Φ attain their minimums at the Gaussian measures; while if φ ∈ Ψ, their maximums are attained at the Gaussian measures.
The following functional affine isoperimetric inequality provides an upper bound for Ω orlicz φ (P ). It states that, among all measures P ∈ D, the dual functional Orlicz affine surface area for φ ∈ Φ attain its maximum at the Gaussian measures.
Theorem 15.
For measures P ∈ D and for φ ∈ Φ, one has,
where c 1 > 0 is the constant determined by
Proof: Let φ ∈ Φ. By (25) and P ∈ D, one has,
where the first inequality follows by letting Q = P , the second inequality follows from µ(q)µ(q • ) ≤ µ(γ n ) 2 , and the last equality follows from formula (26) .
Along the same lines, we can prove the following functional affine isoperimetric inequality for G orlicz φ (P ). It states that, among all log-concave measures P ∈ D, the dual functional Orlicz geominimal surface area for φ ∈ Φ attain its maximum at the Gaussian measures.
Theorem 16. Let P ∈ D be a log-concave measure whose density function p ∈ F + is a log-concave function.
Then, for φ ∈ Φ, one has, These inequalities also hold for the dual functional Orlicz geominimal surface area if in addition P ∈ D is a log-concave measure.
VI. CLOSING REMARKS
This paper provides a functional analogue of the recently initiated dual Orlicz-Brunn-Minkowski theory for star bodies [20] , [44] . With the help of the newly introduced Orlicz addition for measures, we are able to establish the dual functional Orlicz-Brunn-Minkowski inequality. Moreover, we gave an interpretation for the famous Csiszár's f -divergence. Their applications and connections with geometry are also discussed. In particular, we are able to prove that the dual functional Orlicz-Brunn-Minkowski inequality is equivalent to Jensen's inequality for integrals. This paper further boosts the already existing connections between geometry and information theory. As explained in Subsection V-A, by choosing special measures and special set E , we are able to translate fundamental geometric concepts into an optimization problem for the f -divergence. In particular, we define the dual functional Orlicz affine and geominimal surface areas for functions, and establish related functional affine isoperimetric inequalities.
As expected, these functional affine invariants for measures attain their minimums (or maximums) at the Gaussian measures under certain conditions on φ. These functional affine isoperimetric inequalities are usually more important in applications.
Last but not the least, the newly defined dual functional Orlicz affine and geominimal surface areas can be viewed as "dual" concepts to the (Orlicz) affine and geominimal surface areas for log-concave functions [3] , [8] , [9] , [10] .
The latter ones are fundamental concepts in a rapidly developing field: geometrization of log-concave functions.
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