Sensory cortices must flexibly adapt their operations to internal states and external requirements. Neuromodulatory inputs to 16 specific classes of inhibitory interneurons may provide a network-level mechanism for adjustments on behaviourally relevant 17 timescales. Understanding of the computational roles of such modulation has been limited by use of transient optogenetic 18 activation and simple, artificial stimuli. We circumvented these limitations by using sustained, network-wide optogenetic 19 activation of parvalbumin-positive interneurons in the auditory cortex to study modulation of responses to complex, naturalistic 20 stimuli. We found highly conserved spectral and temporal tuning, despite profoundly reduced overall network activity. This 21 reduction was predominantly divisive, and consistent across simple, complex, and naturalistic stimuli. A recurrent network 22 model with power-law input-output functions replicated our key results. We conclude that modulation of parvalbumin-positive 23 interneurons on timescales typical of neuromodulation may provide a means for robust divisive gain control without alteration 24 of stimulus representations. Sensory processing in the cortex requires flexible and reliable mechanisms for adjusting computations and information flow 27 according to context. Both internal states and external requirements can reliably trigger changes of the most fundamental 28 cortical computations, and these modulations can also generalise across stimulus conditions. The different subtypes of cortical 29 inhibitory interneurons are candidate mediators of contextual modulation because they are in an exquisite position to produce 30 such changes [1] [2][3][4]. 31 Cortical interneurons can be subdivided into three classes: parvalbumin positive (PV+), somatostatin positive (SOM+), and 32 those expressing vaso-intestinal protein (VIP+). Each of these classes is differentially targeted by neuromodulation [5], and 33 has its unique, class-specific expression profile of neuromodulatory receptors [6]. This unique profile results in class-specific 34 modulation of interneurons in specific contexts: e.g. norepinephrine, which is linked to arousal and vigilance states, depolarises 35 PV+ cells, but not SOM+ cells [7][8][9]. A slow component of cholinergic action in sensory cortices is mediated by muscarinic 36 receptors and is similarly restricted to PV+ and not VIP+ or SOM+ cells [10, 11]. In addition, direct non-neuromodulatory, 37 target-specific projections from motor cortices to primary sensory areas provide interneuron class-specific input; in both 38 auditory and visual cortex, projections from M2 directly depolarize PV+ cells [9,[12][13][14]. Consequently, behavioural states 39 that differentially modulate cortical interneuron classes include vigilance and task-engagement [15, 16] and general locomotor 40 activity [9, 12, 13]. Thus, in order to obtain a functional understanding of neuromodulation, a more detailed description of 41 network effects of the activation of specific interneuron classes is needed [17]. While the specific modulatory inputs that 42 activate PV+ cells (the largest group of cortical interneurons) are well documented, the result of this activation at the network 43 level remains undetermined, and its computational consequences are unclear. Most of the behavioural and brain states that 44 activate PV+ cells fluctuate at a time scales of several seconds to minutes [7, 11, 12, 18, 19]. An investigation of the functional 45 role of modulation of PV+ activity should ideally be on the same time scale. 46 The availability of optogenetic tools for manipulation of neural excitability has opened new avenues for exploring the 47 functional role of specific classes of interneurons [20][21][22][23][24][25][26]. However, studies to date have limited their designs to short, transient 48 activation or deactivation of inhibitory interneurons, tightly locked to the onset of a brief, simple artificial sensory stimulus.
curves with a correlation coefficient smaller than 0.5 ( Fig. 3 , A, left, black dashed vertical lines). In order to describe patterns 125 of modulation in the data, we extracted the slope and the y-intercept from the fit. If there were no difference between the tuning 126 curves in the control condition and after PV+ activation, the slope would be 1 while the y-intercept would be 0 ( Fig. 3 , A, red 127 vertical lines). 
139
For individual units, overall reduction in firing rate could be well explained by a reduction of slope ( Fig. 3C , top, correlation 140 coefficient r = 0.36, p = 1.7e-23, n = 830). On the other hand, we did not find a relationship between rate changes and y-intercepts We found that many STRFs estimated from DRC responses were divisively or multiplicatively modulated for reduced and 156 enhanced cells respectively, which in turn meant that DRC responses predicted from the STRFs were divisively suppressed or 157 multiplicatively enhanced ( Fig. 4A ).
158
Linear fits to the STRF predictions for PV-activated versus control conditions show that most reduced cells were strongly substantially different optogenetic modulation for neurons with spike widths falling above and below this value (Fig. 6 C) Network model 473 We simulated an iso-frequency cortical column as a rate network model composed of n E excitatory neurons and n I inhibitory neurons with the following dynamics: 
where τ is the effective rate time constant, J J J AB the connectivity matrix onto population A from population B, e e e A A A is the tonic 474 background input different for every neuron in population A, s(t) is the phasic thalamic input and is the same for every neuron, 475 η η η A A A (t) is the white noise background input different for every neuron in population A, γ γ γ is the optogenetic input into inhibitory 476 neurons in PV-activated trials and is different for every neuron, and · n + is a threshold-linear input-output function raised to 477 the power n and operating elementwise.
478
The connectivity matrix J J J AB was tuned to have sparsity ρ:
where • denotes the Hadamard product between the weight matrix J J J AB and the sparsity matrix J J J AB . Within J J J AB , each element 479 is sampled from a Bernoulli distribution Bern(1 − ρ).
480
Thalamic input 481 In the model we assume all cortical neurons receive the same thalamic input s(t), without loss of generality. The input onset is at t on and is active for a time window ∆t. The input tuning is bell-shaped with respect to sound frequency, with centre frequency f c and standard deviation σ f , and n f sound frequencies overall:
where H(·) is the Heaviside (step) function.
482

Numerical simulations 483
The network model was simulated in MATLAB using the forward Euler-Maruyama for each of the n f thalamic inputs, and for 484 each of two conditions, control and PV-activated. The parameters used in the simulations are listed in Table 1 .
485
The response to a tone was computed as the average response in a 90 ms window following the tone onset. 
