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With the ever-growing popularity and interest in additive manufacturing technologies, the 
urge to control the process and understand its influence on the resulting structure and 
properties has surged. The complexity of the selective laser melting (SLM) process, which 
has shown success for shaping advanced structural alloys, has concentrated most of the 
research efforts to develop process-structure-property (PSP) models for fostering our 
understanding of the process that can ultimately serve as predictive and optimization tools. 
The data-driven approach has shown to effectively alleviate the burden of cost- and time-
intensive computational and experimental approaches.  
The aim of the present research is two-fold. Firstly, it attempts to introduce a systematic 
and robust workflow for characterization and quantification of the key structural attributes 
of the SLM’ed manufactured materials such as porosity and surface roughness. As of yet, 
the majority of the studies on the development of the SLM PSP models concentrate on a 
single structural feature as the interface between processing parameters and the resulting 
property of interest. The merit of implementing the introduced workflow is to enable data 
fusion and to integrate structural data and knowledge from various length-scales and 
sources for the creation of a coherent database. The concentrated structural database 
encompasses higher-level information on the status of the material leading to more rigorous 
PSP linkages. 
Secondly, this work seeks to investigate the implementation of various statistical and 
Machine Learning (ML) approaches for the establishment of the high-performance PSP 
models. Both parametric and non-parametric regression techniques are employed to 
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construct models to illustrate the suitability of the different ML methods. From well-
established regression techniques, non-parametric support vector regression (SVR), and 
Gaussian-based modeling approaches featuring uncertainty quantification to novel 
multiple tensor-on-tensor regression method with the distinct capability of data fusion of 
high-dimensional data have been examined. 
The establishment of a correlation between high-cycle fatigue strength of additively 
manufactured (AM) Inconel 625 parts with features that can be controlled by varying 
process parameters by data-driven frameworks is the primary focus of the present research. 
Establishing the relationships between processing, structure, and fatigue performance is 
challenging because of the multitude of parameters that can influence HCF, particularly in 
additive manufacturing. This work will have an imperative impact on addressing the 









CHAPTER 1. INTRODUCTION 
1.1 Research Objectives 
              Additive manufacturing (AM), a revolutionary and emerging approach to design, 
manufacturing, and maintenance, is receiving considerable attention from the variety of 
engineering sectors. Despite the tremendous recent advances, the scalable and commercial 
application of AM in industries with strict performance requirements is only amenable by 
comprehensive multi-scale modeling of the process-structure-property (PSP) relationships, 
which closes the design-predict-optimize loop for additively manufactured materials. 
Identifying the primary stimulus for the promotion of the unique AM structural defects 
among the numerous number of parameters involved in the AM process and, most 
importantly, establishing the capability to control them for consistent part quality still 
remains a challenge to overcome. Addressing this hurdle is particularly imperative for 
complex geometries subjected to harsh environmental conditions whose performance is 
susceptible to part integrity and quality.  
              Although conducting high-fidelity simulations, performing experiments, and in-
situ monitoring of the AM systems provide valuable insight and tools to formulate PSP 
relationships, they are associated with shortcomings such as being extensively time-
demanding and expensive. With the emergence of an unprecedented volume of AM-related 
data, the sparse AM information can be consolidated into insightful knowledge and 
efficient tools for optimization, prediction, and control of the process by adopting Machine 
Learning (ML). The successful implementation of ML to provide data-driven design 
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decision support, process optimization and performance prediction, and post-process 
inspection and validation have been demonstrated by researchers. 
              This research aims to assess the implementation of hybrid statistical and ML 
approaches and workflows for the establishment of high-performance process-structure-
property data-driven models. The system under study is Inconel 625 Ni-base superalloy, 
manufactured by selective laser melting (SLM) technology for applications with 
remarkable high-cycle fatigue (HCF) requirements. The developed models link SLM 
process parameters and structure, as well as the structure and HCF strength for process 
optimization and performance prediction of custom parts designs. 
1.2 Research Approach 
              Since data on the process-structure-HCF property of Inconel 625 available in the 
literature was not sufficient to establish the model, an extensive experimental program was 
undertaken to generate this data.  Flat dog-bone HCF specimens were fabricated using 
selective laser melting (SLM) process with post-processing, including a stress-relief and 
hot isostatic pressing (HIP). Several builds were fabricated, each containing multiple HCF 
specimens.  For each build, several parameters were systematically varied near the 
currently established optimum for Inconel 625.  In addition, two SLM machines were used 
to consider machine and vendor variation.  Parameters varied among the different builds 
include hatch spacing and scan speed, which collectively relate to the volume energy 
density.  Two sizes of specimens and two orientations (Z-direction, XY-direction) were 
fabricated.  In addition, two specimens of each type were polished to quantify the influence 
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of surface finish on fatigue strength.  Since there were limited specimens of each parameter 
set, fatigue strengths for 2 × 106 cycles were determined using a step-test method.  
              The structure database targeted three key attributes: 
1. The state of the internal porosity, including size, morphology, and spatial 
distribution of the pores. 
2. The surface roughness using the full 3-dimensional profiles, which provide higher-
level information compared to the 1-dimensional measures such as Ra. 
3. The microstructure features that can be measured by EBSD. 
Thus, this research seeks to establish and evaluate frameworks for data fusion, which 
involves systematic quantification of the SLM prominent structural features captured from 
different sources, in such a manner that the inhomogeneous and multi-scale data can be 
combined and incorporated in the PSP models.  
              The quantification of the structure database is carried out robustly and rigorously 
using the 2-point spatial correlation functions after performing a series of image processing 
techniques for image enhancement and segmentation. A dimensionality reduction scheme 
is employed to prepare the generated high-dimensional data for the process-structure-HCF 
property linkage modeling. Both parametric and nonparametric regression techniques are 
employed to construct the models and illustrate the suitability of the different ML 
approaches. Moreover, the novel Multiple Tensor-on-Tensor (MTOT) regression 
technique is adopted for the first time to be implemented on the AM data, which features 
consolidation of the independent dimensionality reduction and modeling task into one 
single step. This distinct advantage potentially impedes the loss of information encountered 
in the standard PCA-regression approach.   
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1.3 Dissertation Outline 
              The outline of this dissertation is as follows. First, Chapter 2 reviews the 
prominent literature pertaining to the current research effort. Chapter 3 introduces the 
statistical and ML algorithms utilized for data quantification, analysis, and construction of 
the PSP linkages. Chapter 4 elaborates on the details of the experimental design and 
methodology of data acquisition and processing for the generation of process, structure, 
and property databases that comply with the ML algorithms. Chapter 5 presents the 
obtained experimental results and discusses the derived correlation between SLM process 
parameters and structural variation. Various machine learning algorithms are implemented 
to develop the desired process-structure-property (PSP) models, and the unique benefits 
and limitations offered by each constructed PSP model are reviewed. In Chapter 6, the 
data-driven approach is employed in a case study for SLM process optimization based on 
surface roughness predictions of Ni-base superalloy. In this case study, the influence of the 
build plate location on the resulted structure is systematically addressed. Chapter 8 




CHAPTER 2. BACKGROUND 
2.1 Additive Manufacturing Process 
              Additive manufacturing (AM), also known as 3D printing, has found a remarkable 
place in the manufacturing industry. The technology originates from the “rapid 
prototyping” process that was developed in the 1980s for the fast creation of a part 
representation, model or mock-up from the digital data prior to the final release [1-3]. One 
of the applications of rapid prototyping was “Concept Modeling” to assess the initial design 
concept and visualize the spatial and three-dimensional appearance and proportions of a 
product having selected functionalities [4]. Over the course of the decades, the scientific 
and industrial efforts led to the technology transformation from rapid prototyping to rapid 
manufacturing since the fabrication of the final products with all assigned functionalities 
became feasible. The generic AM process comprises eight principal phases listed below 
and illustrated in Figure 2.1, from virtual CAD model to an actual operative part: (1) CAD, 
(2) Conversion to stereolithography (STL), (3) File transfer to the AM machine, (4) 
Machine setup, (5) Build the part, (6) Removal from the build volume, (7) Post-processing, 
and (8) Application [5, 6]. 
              There is a consensus that AM will become the norm over the coming decades. The 
fundamental question to be answered is what are the primary benefits of AM over 
traditional manufacturing methods that have caused the risen popularity. Easy 
customization of parts, elimination of swarf, welding operations and assembly phases, a 
significant reduction in material waste and production time, and fabrication of near-net-
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shape complex geometries are a few key benefits [7, 8]. Attaran [9] has summarized these 
advantages that are listed in Table 2.1. 
 
Figure 2.1 The generic eight stages of AM process from CAD model to the finished 
product [6]. 
 
              AM is a process that relies on the layer-by-layer construction of a part directly 
from CAD design as opposed to the subtractive manufacturing approaches such as 
machining [2, 8, 10, 11]. The digital CAD model is virtually sliced into cross-sections with 
mostly equal thicknesses. The resulting outcome of the process approximates the digital 
model. It is evident that the smaller selection of the layer thickness will result in a better 
resolution and conformity with the original design. However, the increase in manufacturing 
time is an inevitable consequence due to the increase in the total number of layers. The 
influence of the layer thickness selection on the geometry resolution and surface quality of 
the built part is demonstrated in Figure 2.2 and will be discussed in later sections.   
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Table 2.1 Advantages of AM processes over traditional manufacturing [9]. 
Areas of Application Advantages 
Rapid Prototyping Reduce time to market by accelerating prototyping 
Reduce the cost involved in product development 
Making companies more efficient and competitive at innovation 
Production of Spare Parts Reduce repair times and labor cost 
Avoid costly warehousing 
Small Volume Manufacturing Small batches can be produced cost-efficiently 
Eliminate the investment in tooling 
Customized Unique Items Enable mass customization at low cost 
Quick production of exact and customized replacement parts on site 
Eliminate penalty for redesign 
Very complex Work Pieces Produce very complex work pieces at low cost 
Machine tool Manufacturing Reduce labor cost and avoid costly warehousing 
Enables mass customization at low cost 
Rapid Manufacturing Directly manufacturing finished components 
Relatively inexpensive production of small numbers of parts 
Component Manufacturing Enable mass customization at low cost 
Improve quality and shorten supply chain 
Reduce the cost involved in development 
Help eliminate excess parts 
On site and On-demand 
Manufacturing of Customized 
Replacement Parts 
Eliminate storage and transportation costs 
Save money by preventing downtimes 
Reduce repair costs considerably 
Shorten supply chain 
The need for large inventory is reduced 
Allow product lifecycle leverage 
Rapid Repair Significant reduction in repair time 




Figure 2.2 CAD image of a teacup with further images showing the effects of building 
using different layer thicknesses [2]. 
 
               AM technology has been widely applied to various areas, especially the 
aerospace, automotive, and medical industries (Figure 2.3), where the customization and 
complexity of the part production are the critical advantages [12, 13]. The power industry 
is adopting the technology as well for redesigning, given the freedom offered by AM, 
maintenance, and repair of the parts in steam and gas turbines to reduce the time-to-market 
and downtimes significantly [14]. The industries with the prevalent or potential application 
of the AM technology predominantly use materials such as stainless steel, titanium, cobalt-
chrome, and nickel alloys, which are well suited for AM processes [12, 13]. 
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Figure 2.3 AM-manufactured (a) copper rocket nozzle, (b) titanium skull implant, and (c) 
race car steering knuckle [13]. 
 
              A wide range of materials, such as plastics, metals, ceramics and composites can 
be processed by AM technologies [15, 16]. Besides the material of choice, there exists 
other manufacturing aspects that bring about variety of technologies. Despite the fact that 
principal of all AM processes involve two key steps: (i) formation of layers with a specified 
shape and thickness and (ii) bonding of the successive layers, different AM technologies 
can essentially differ in accordance with their cost, range of materials, maintenance, speed, 
versatility, layer thickness and accuracy [17, 18]. 
              AM processes can be categorized based on various characteristics such as the state 
of the starting material as a liquid, filament/paste, powder, or solid sheet or the physical 
principle of the layer generation [10, 17]. ASTM F42 committee classified AM processes 
into seven main categories of (1) binder jetting, (2) directed energy deposition, (3) material 
extrusion, (4) material jetting, (5) powder bed fusion, (6) sheet lamination, and (7) vat 
photopolymerization [19].  
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              Powder bed fusion (PBF) processes are one of the first commercialized AM 
techniques that have become competitive for manufacturing high-resolution, intricate, 
small and complex parts while maintaining dimensional control and among all other metal 
AM processes has made the most significant economic impact [12, 20, 21]. It is based on 
the selective fusion of the powder layers using an energy source, typically either a laser or 
electron beam. A new layer is applied once a layer is scanned and the process is repeated 
until the desired 3D geometry is produced [20, 22]. In principle, all weldable metals are 
considered good material of choice for PBF processes. Stainless and tool steels, titanium, 
nickel-base, aluminum, and cobalt-chrome alloys are examples of the metallic systems 
being processed by PBF and are commercially available [16, 23]. 
2.1.1  Selective Laser Melting (SLM) of Metals 
              There are different types of laser-based PBF processes. Selective Laser Sintering 
(SLS) uses carbon dioxide laser to selectively scan the surface that leads to heating the 
powders, sintering, and eventually fusing them [3, 23]. Another class, known as selective 
laser melting, or SLM, employs a high-energy laser beam that fully melts the selected areas 
of each layer. The fusion of the molten layer to the previous one takes place by cooling and 
solidification of the molten material resulting in a high-density printed object [24]. 
              The schematic of the SLM process is depicted in Figure 2.4. The laser beam traces 
the geometry for each individual layer given by a CAD model and defined by an STL file. 
The energy is absorbed by the powder bed heated to a temperature higher than its melting 
point. A melt pool is formed and promptly re-solidifies, leading to the fusion of the powder 
particles. In order to prevent oxidation, the build chamber is filled with inert gas (argon or 
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nitrogen) that also removes the melting by-products (condensates) from the laser path. 
Therefore, it is critical for the properties and the quality of the final product to apply a 
uniform gas flow across the chamber [25-27]. Upon completion of one layer, the base 
platform is lowered by the known layer thickness, and a new powder layer is recoated on 
the previously molten layer evenly by a wiper, doctor blade, or a counter-rotating blade. 
This process is successively repeated until the entire part layers are built from bottom to 
top. The completed part, which is buried within the unfused powder bed, is removed from 
the platform, often after a stress relief process is applied.  Additional heat treatment 
processing steps after removal from the build plate are often preformed to improve the 
microstructure and the physical and mechanical properties. These treatments may include 
annealing, homogenization, solution, and age-hardening depending on the alloy system 
[24, 28]. 
              SLM involves different competing physical phenomena that make the overall 
process highly complicated: laser energy absorption and transmission, rapid melt pool 
formation, and solidification [26, 29, 30]. The characteristics of each phenomenon are 
driven by various factors involved in the SLM process. Improper choice of these factors 
could potentially lead to various defects such as porosities, incomplete fusion holes, cracks, 
high surface roughness, inhomogeneous and anisotropic microstructure, etc., resulting in 
impaired part quality and inferior mechanical properties [29, 31, 32]. Consequently, 
scientific research has been widely aimed towards the alleviation of the defects by tuning 
the process parameters. 
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Figure 2.4 Machine and powder scale schematic of the SLM process [22]. 
 
              The majority of the SLM parameters are categorized into five classes: laser-
related, powder-related, scan-related, temperature-related, and environment-related [28, 
29]. The details are provided in Figure 2.5. Fabrication of high-quality parts requires the 
establishment of a thorough understanding of the relationship between process parameters, 
physical and mechanical properties. The following sections review the well-understood 




Figure 2.5 SLM influencing process parameters [28, 29]. 
 
2.2 Structural Attributes Induced by SLM Process 
              One of the advantages of the SLM process, among many, is its ability to optimize 
the parameters for a set of desired properties as the quality and performance of the final 
product strongly relies on the choice of parameters. For the fabrication of a fully dense and 
defect-free part, several processing factors need to be adjusted. Some of the parameters 
listed in Figure 2.5 are predetermined and fixed by the machine, such as laser 
characteristics (e.g., maximum laser power and spot size) and material properties, while 
still vital factors exist that can be modified, such as laser power, scan speed, hatch spacing 
and layer thickness (Figure 2.6). 
              SLM parts are prone to structural imperfections such as undesired porosity, 
deformation due to residual stresses and surface roughness, or other surface defects that 
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can be detrimental to mechanical properties [33]. The most utilized measures for verifying 
compliance to the required final part quality are density (i.e., state of the generated pores) 
and surface texture. There are several concurrently active mechanisms and physical 
phenomena during melting and solidification that promote structural flaws. The details of 
the various types of defects and their underlying development mechanism is the subject of 
the following sections.  
 
Figure 2.6 Schematic of the SLM geometric process parameters [34]. 
 
2.2.1 Porosity 
              Unwanted porosities are observed in almost all metallic components, and one way 
to categorize them is by their morphology: (i) spherical, (ii) irregularly shaped, and (iii) 
cracks. Brittle and high-temperature materials are especially inclined to crack formation as 
a result of fast heating and cooling, thermal gradients, and the development of residual 
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stresses. The gas entrapment is the primary reason for spherical pore formation, while non-
spherical porosity generation is attributed to either incomplete melting or lack of fusion 
between subsequent layers of melt pools [27, 34-36]. The characteristics of the mentioned 
pores are shown in Figure 2.7. The mechanisms of porosity formation are broadly classified 
into equipment-related, powder-related, and process-related mechanisms [34, 37]. The 
spherical porosities prevail more towards the interior of the built part, whereas irregular-
shaped pores with low sphericity are to be found at the vicinity of the boundaries and close 
to the surface owing to the change in scan trajectory at the end of each scan track [34, 38, 
39]. Our focus in the present work is to investigate, characterize, and quantify the porosities 
driven by the process parameters.   
 
Figure 2.7 Schematic representation of (A) gas-entrapped pores, (B) incomplete melting-
caused pores, (C) lack of fusion-caused pores, and (D) crack [34]. 
              Spherical porosities typically result from gas entrapment, which is ascribed to 
either powder- or process-related mechanisms. The high energy input to the powders with 
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low melting temperature constituents causes vaporization and gas bubble generation. 
Besides, by elevating the melt pool peak temperature, the gas solubility increases that 
results in the enhanced dissolution of the flowing inert gas (i.e., argon or nitrogen) in the 
molten material. At high solidification and cooling rates, the gas bubbles fail to escape the 
melt surface. Accordingly, spherical porosities in bulk solidified part are the remainder of 
the entrapped gas. Furthermore, the employment of powders with low packing density, 
flowability, and homogeneity, as well as feedstock powders with already existing pores, 
will promote gas entrapment and spherical pore formation further. It is worth noting that 
this class of porosity might reduce but not entirely eliminated by effective treatments such 
as the HIP process because the entrapped gas remains [29, 33, 34, 40]. 
              The non-spherical porosities with irregular shape (Figure 2.7 (B) and (C)) are 
formed in various sizes (sub-micron to macroscopic) owing to the lack of fusion and 
insufficient energy input. A narrow width of the melt pool as a result of input energy 
deficiency at the powder bed decreases the overlap between each scan track and therefore, 
the chance of existing residual unmelted powders boosts.  Consequently, the incomplete 
fusion and porosity formation between the adjacent tracks are exceedingly triggered. Such 
issues may arise due to insufficient overlap between the consecutive tracks. The existence 
of the unmelted powders at the vicinity of the irregularly shaped pores is an indication of 
such a phenomenon. Furthermore, the decrease in melt pool depth, particularly in high 
layer thickness, restricts the extent to which the previous layer is re-melted. Inter-layer 
porosities are generated following the weak bonding and lack of fusion between successive 
layers [29, 34, 37, 41, 42].  
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              On the other hand, excessive laser energy input is accompanied by transitioning 
the powder layer melting mode from conduction-controlled to “keyhole”-controlled. In this 
mode, the melt pool penetration depth is notably increased, causing metal evaporation and 
plasma formation. By the development and collapse of the vapor cavities, a trail of voids, 
so-called keyhole mode porosities are formed [42, 43]. An example of higher than 300 µm 
melt pool penetration depth and keyhole porosity formation during SLM of 316 stainless 
steel with 50 µm layer thickness is illustrated in Figure 2.8. 
 
Figure 2.8 Extension of the melt pool and keyhole porosity formation [42].  
 
2.2.2 Surface Texture               
              Despite the advances made in SLM technology, achieving a high-quality surface 
with controllable and minimized surface roughness persists in being challenging. Utilizing 
operations such as machining, shot peening, and polishing to achieve the desired surface 
finish is time-consuming, if accessible at all, especially for complex and delicate 
geometries. Additionally, it is worth mentioning that applying post-processing is 
contradictory to the philosophy of the additive manufacturing that claims to produce close 
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to the net-shape parts. Furthermore, surface treatments that alleviate surface defects by 
material removal will most likely expose internal defects such as porosities to the surface, 
which will act as crack initiation sites and compromise properties such as fatigue life [34].  
              The layer-by-layer build-up approach of SLM prompts an effect known as the 
“staircase effect”, especially on slanted and overhanging surfaces [44]. This effect can be 
readily recognized in Figure 2.2. Reducing the layer thickness mitigates the staircase effect 
and improve surface finish. Nevertheless, production time and cost will be compromised 
by the selection of reduced powder thickness. In addition, reaching to a smooth surface is 
limited by a common and deleterious effect, so-called “balling” effect. The thermal 
properties variations induce surface tension gradient within the molten track, which 
reinforces the tendency towards shrinking and minimizing the surface energy. Such 
inclination initiates the balling effect [25, 45]. The phenomenon is known as Marangoni 
convection, a thermocapillary flow of fluid from regions with low surface tension to 
regions with high surface tension [46, 47].  Once the molten layer fails to wet the 
underlying layer properly, the molten track breaks up into spherical entities while the 
material is radially pulled outwards, which reduces the variation in surface tension. Low 
viscosity and excessive molten metal within the melt pool provoke balling further [48].  
              The balling effect substantially contributes to the surface roughness of the SLM 
parts. In particular, vertical sides are dominantly influenced due to the scattering direction 
of the melt pool. Furthermore, the development of the balling irregularities on the surface 
produces hindrance to recoater’s movement and impairs the interlayer bonding by uneven 
deposition of the material. Therefore, porosity and possible delamination are introduced to 
the final part as well. Such detrimental effects are pronounced with balls in hundreds of 
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micrometers in diameter [25, 26, 45, 49]. Figure 2.9 depicts the balling effect marked by 
arrows on a one-layer deposition of Inconel 625. It is readily recognized that the effect is 
intensified at lower laser power levels.   
 
Figure 2.9 Surface texture of Inconel 625 processed at (a) low and (b) high laser power 
[50]. 
 
              Surface features are also originated from the spatter formation and loose or 
partially melted particles, which will impact the surface integrity of the as-built part. If the 
impinging laser heat, aimed at the powder bed, is not promptly transmitted to the 
neighboring areas, overheating of the molten pool occurs, which will be associated with 
spatter formation. The temperature exceeds the powder melting temperature and triggers 
metal evaporation. By expansion of the metal vapor, high recoil pressure is exerted to the 
melt pool, causing the expulsion of the molten material. The ejected material will break 
into droplets that solidify quickly before depositing on the powder or solidified layer [51-
54]. 
              Furthermore, the unmelted powders around the melt pool in an aggressively 
heated regime, are forced to eject from the powder bed owing to the dynamics of laser 
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plumes and metallic vapor [54]. The schematic of Figure 2.10 displays the droplet and 
powder and droplet spatter generation surrounding the melt pool with respect to the scan 
direction. Figure 2.11 presents the initial feedstock and spatters generated during the 
process, marked by arrows, for a variety of material systems. It is noticed that the prevalent 
spherical morphology of the spatter is regardless of the initial metal powder alloy, which 
indicates that droplet solidification takes place prior to depositing on the powder bed [52, 
53]. 
 




Figure 2.11 Initial powders and spatters originated during SLM of (a) the 316L stainless 
steel, (b) the Al-Si10-Mg, and (c) the Ti-6Al-4V [53]. 
 
              The deleterious effect of the originated spatters is not restricted to the surface 
roughness. Spatters can persist in the manufactured part for many layers depending on the 
spatter size, material’s melting point, and laser beam energy forming unmelted regions and 
inclusions that serve as stress risers and crack initiators under cyclic loading [54]. 
 
2.2.3 Microstructure 
              The morphology of the deposited additive layers and track by track scanning is 
clearly manifested in the longitudinal and transverse cross-sections of the as-built part 
(Figure 2.12) [55-57]. The Gaussian-distributed laser energy induces a series of arc-shaped 
configuration in build direction, as shown in Figure 2.12. This phenomenon occurs owing 
to the fact that the laser energy at the center is higher than the boundaries, complying with 
the Gaussian distribution [58]. The dendrite structure and the primary dendrite arm spacing 
(PDAS) are key structural features that play significant roles in the consequent properties 
[55]. The epitaxial dendrite growth from the substrate is incurred by the vertical heat flux. 
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The columnar dendrite structure is preferentially formed along the build direction that 
provides the steepest thermal gradient [40, 59, 60]. The cellular and slender columnar and 
dendritic structure of Inconel 718 in Figure 2.13 implies the pronounced anisotropic 
microstructure with respect to the sectional direction.  
 
 
Figure 2.12 Three-dimensional visualization of the sections parallel and normal to the 
building direction (BD) of the as-built Inconel 718 sample [56]. 
 
 




                In general, the relatively fast cooling rate that the material experiences during the 
SLM process favors the generation of fine microstructures compared to wrought 
counterparts that are typically characterized by large PDAS, coarse grains, and strong 
dendritic segregation. Such refinement is intensified by the employment of low scan speed 
and high laser powers [40, 57, 61]. However, the typical microstructure of Figure 2.13 is 
subject to variation by adopting a scan strategy that changes the solidification rate and 
temperature gradients. In other words, although the overall heat dissipation direction is 
along building direction, the complexity associated with the thermal field of the melt pool 
may diverge the preferred growth direction and structure [7, 62]. Figure 2.14 illustrates the 
case in which the dendrite growth direction is not necessarily parallel to building direction. 
The boundaries of the melt pools are distinctly observed and marked by dashed, lines which 
can interrupt the growth of dendrites. Even within a single pool, the dendrite elongation 
can be along different directions. 
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Figure 2.14 Mixed cellular and columnar dendrites of Inconel 718 sectioned (a) normal 
and (b) parallel to the build platform. (c) and (d) are the magnified view of the indicated 
rectangles [63]. 
 
                The final solidified SLM microstructure is controlled by the imposed thermal 
condition, which includes temperature gradient (G) and solidification rate (R)  [60, 64]. 
The solidification microstructure is closely correlated with G and R that can be reflected 
in a solidification process map. Typically, there are three types of solidified 
microstructures: (1) columnar, (2) equiaxed, and (3) mixed. The microstructure map with 
respect to G and R is illustrated in Figure 2.15. The built material is prone to the 
development of columnar grains at high-temperature gradients, while the equiaxed 
structure is predominant at low-temperature gradients and high solidification rates. By 
increasing the cooling rate and transitioning from columnar to cell-like microstructures, 
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the mixed structure appears associated with the benefit of impeding compositional macro-
segregation [57, 64, 65].  
 
Figure 2.15 Solidification map associated with experimental data of Inconel 718 
processed at different energy densities [64]. 
 
                The EBSD inverse pole figure (IPF) maps in Figure 2.16 reveal the typical grain 
structure differences between SLM and conventional powder metallurgy (PM) for a Ni-
based superalloy. The coarse equiaxed grains of the PM alloy bring about highly isotropic 
mechanical properties. For the SLM part, the grains are roughly equiaxed on the XY plane 
normal to the build direction, while directional grain growth is observed to be parallel to 
the build direction, which can be explained by the difference in the temperature gradients 
[66]. In general, the thermal conductivity of the part of the build volume in powder form 
is reduced compared to the solidified state. In the transverse direction, heat accumulation 
at the vicinity of the molten pool at the unmelted powder zone is significantly larger than 
the parallel direction along the fully dense layers, and most of the heat is transported 
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through the solidified precedent layers. Consequently, a gentle thermal gradient generates 
low heat flux and equiaxed grains in the transverse direction. Conversely, fast grain growth 
rate due to high heat flux is triggered parallel to the build direction [66].  
 
Figure 2.16 EBSD IPF maps of SLM Ni-base superalloy in (a) transverse (XY plane) and 
(b) longitudinal direction (XZ plane) with respect to the build direction, and (c) 
conventional PM grain structure [67]. 
 
2.3 SLM Process Parameters effect on the Resultant Structure 
              The development of unwanted structural defects and microstructural attributes of 
the SLM parts are directly governed by the process parameters. Determining the processing 
factors that strongly correlate to the structural features and understanding the mechanism 
by which they influence the part quality is complex owing to the multi-mode heat, mass 
and momentum transfer of the process, and the complicated and intertwined network of 




)), defined as [25, 29, 54], 
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𝑉𝐸𝐷 =  
𝑃
𝑣×ℎ×𝑡
 ,                                                                                                           (2-1) 
where 𝑃 is the laser power (W), 𝑣 is the scanning speed (mm/s), ℎ is the hatch spacing 
(mm), and 𝑡 is the layer thickness (mm), is a measure commonly used to quantify the 
energy induced by the laser on the powder bed. It comprises the most influential printing 
process factors on the densification and structural characteristics of the manufactured parts 
[28, 68]. Scanning speed is inversely proportional to VED as the higher scanning speed 
signifies lower time for energy input. Hatch spacing (the distance between the central 
points of two consecutive laser tracks) determines the extent of track overlapping. 
Evidently, by increasing the hatch spacing, overlapping decreases, which will result in 
lower heat input to a specific area. Powder particles tend to absorb laser energy. Therefore, 
following the increase in layer thickness, the input energy demand to reach the melting 
point throughout the newly deposited layer rises [28]. 
               The potency of process parameters can be learned through understanding their 
influence on the physical phenomena that control the emergence of various structural 
attributes and defects. The likelihood of spattering, as the most unwanted phenomena, 
increases by raising VED owing to the greater rate of metal vaporization that intensifies 
material ejection from the melt pool and its neighboring areas [52]. On the other hand, high 
viscosity melt pool is obtained by decreasing VED. Inadequate wetting of the molten metal 
as a result of high viscosity promotes the balling effect by boosting the surface tension. 
Furthermore, the release of the gas bubbles entrapped in the low viscosity molten material 
becomes more likely, causing a reduction in the fraction of the spherical pores. A lack of 
fusion occurrence owing to the insufficient energy input can be a consequence of relatively 
low VED that deteriorates the bulk density and part integrity [69].  
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              Koutiri et al. [38] argued that process parameter optimization is inevitably a trade-
off between densification and spattering-induced surface roughness. Essentially, VED 
greatly affects the geometry and temperature of the melt pool [39]. Melts of high 
temperature in a deep and wide melt pool are achieved by increasing VED. The elevated 
temperature at the molten pool is vital for decent wettability to alleviate the balling 
phenomenon, and its high depth is required to ensure proper inter-layer fusion. At the same 
time, under both of these conditions, the inclination to appearance of unwanted phenomena 
such as spattering, destabilized melt pool, and keyhole formation increases [38, 39, 69]. 
The effect of laser energy density on the relative density of SLM-processed Inconel 718 
parts is demonstrated in Figure 2.17. Moreover, it was suggested that under specific 
circumstances, VED alone might not be a sufficient representative factor. For instance, as 
is shown in Figure 2.18, the correlation of surface roughness and VED relies on the laser 




Figure 2.17 Improvement in the densification of Inconel 718 parts by increasing the laser 
energy density [70]. 
 
 
Figure 2.18 Effect of the laser beam diameter size on the VED-Roughness correlation 
[38]. 
 
               The VED measure accounts for the combined effect of the constituent factors. 
The various combination of parameters can result in a successful build and satisfactory part 
quality. However, it is noteworthy to understand and examine the independent influence of 
each individual parameter. At high scan speeds, the energy input absorbed by the powder 
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bed becomes limited due to the shortened dwell time, and the peak temperature of the melt 
pool is lowered. As the depth of the melt pool decreases and the precedent layer is not 
melted, a high viscous melt with insufficient flowability is formed. The result is pore 
formation due to lack of fusion, weak debonding of the layers, and high surface roughness 
[28, 36, 39, 70, 71]. On the other hand, the surface texture has shown to be compromised 
at low scan speeds due to destabilization of the molten pool that provokes turbulence and 
leads to deleterious spattering situation [51]. Figure 2.19 (a) implies that an increase in 
scanning speed leads to the appearance of elongated porosities for the Ti-6Al-4V SLM 
parts. Moreover, at high speeds, discontinuities are introduced to the surface that impairs 
surface texture and quality (Figure 2.19 (b)). 
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Figure 2.19 Influence of the laser scan speed on porosity fraction and average surface 
roughness of SLM-processed Ti-6Al-4V alloy [72]. 
 
               Laser power, directly proportional to the VED variable, is another determiner of 
the printed part integrity. An increase in laser power favors sufficient re-melting of the 
previous powder layer, limiting the pore formation, and mitigates resultant rough surfaces 
by spreading the agglomerated particles stuck and covered on the surface [38]. The 
generation of such agglomerates is ascribed to spattering as well as coalescence of the 
powders surrounding the fused walls. Figure 2.20 shows the beneficial effect of laser power 
in improving surface roughness of Inconel 625 parts. However, it is essential to recognize 
that the presented relation depends on the surface sloping angle (i.e., the angle between the 
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build platform and the surface). The same study suggested that the descending trend of 
roughness is halted at 150 W by increasing the surface angle from 10˚ to 35˚ and ramps up 
further as power rises [38]. The discrepancy between the upper and lower side surfaces is 
attributed to the difference in their temperature ranges. The opposite relationship between 
average roughness and laser power was observed for SLM-processed Inconel 718 (Figure 
2.21). It should be noted that the selected power range is about three times greater than the 
one in Figure 2.20. 
 
Figure 2.20 Variation of the average roughness with laser power on upper and lower side 




Figure 2.21 Laser power and scan velocity influence on the average roughness of Inconel 
718 (V0< V1< V2) [39]. 
 
               The dependency of the variation in structural attributes on laser power relies on 
the level of scanning speed and vice versa, which implies a strong interaction between the 
two parameters. For instance, Wang et al. [73] argued that at low power regimes, the 
scanning speed is most influential on the relative density of IN738LC (Figure 2.22). 
Moreover, it was shown in Figure 2.21 that the adverse effect of power increase on the 
average roughness is enhanced at higher scan speeds. Therefore, it is pertinent to conclude 
that it is the combination of these factors that governs the outcome part quality [39].  
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Figure 2.22 Variation of the relative density of the as-built IN738LC with laser power 
and scan speed factors. From labels 1-9, the scan speed increases within the range of 520 
mm/s – 1050 mm/s [73]. 
 
               Modification of the layer thickness is a trade-off between the efficiency and 
quality of the fabricated part. The manufacturing time and cost reduces by adopting a large 
layer thickness [28]. However, the concerning aspect is the provoked “staircase effect”, 
which degrades the surface roughness as it is demonstrated for the case of Ti-6Al-4V alloy 
in Figure 2.23 (a). From the energy point of view, thick layers demand higher input energy. 
They are prone to ineffective fusion and bonding to the precedent layer giving rise to an 
increase in the average density of the pore (Figure 2.23 (b)), knowing that the risk of 
overheating increases simultaneously as the thickness is extensively lowered [34].  
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Figure 2.23 Correlation of (a) surface roughness and (b) porosity area fraction with 
powder layer thickness in SLM parts of Ti-6Al-4V alloy [72]. 
 
                The amount of track overlapping controlled by hatch distance determines the 
porosities generated due to the remaining unmelted zones. A high hatch spacing with no or 
small track overlap, unmelted powders are left in between adjacent tracks or within the 
unmelted zone between the conical melt pools that damages build density and integrity [28, 
71, 74]. Lack of overlap due to large hatching distance brings about arrays of pores 
arranged in a straight line [34]. On the other extreme, too short hatching distance causes 
accumulation of input energy, destabilizes the melt pool and, triggers spattering leading to 
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degraded surface quality [28]. There is a detectable growth in spherical and irregularly 
shaped pores of Inconel 718 parts once hatch spacing alters from 110 µm to 150 µm, 
illustrated in the X-ray CT scans of Figure 2.24. 
 
Figure 2.24 X-ray CT scans of Inconel 718 demonstrating introduction of lack of fusion 
pores by increasing the hatch spacing [74].  
 
2.4 Structural Attributes Effect on the Mechanical Properties of the SLM Parts 
                Due to the additive manner of manufacturing, structural characteristics that are 
unique to the SLM parts are responsible for the distinction of the mechanical properties 
between the AM components and the conventionally fabricated counterparts [63]. 
Furthermore, mechanical properties are known to be dependent on thermal history that the 
material has undergone, and given the complexities associated with thermal fields in SLM-
induced melt pools, there exists a distinguishable difference in the mechanical properties 
compared to the wrought materials [75]. Melting and solidification during the SLM process 
are highly localized. Under an asymmetric temperature field, the anisotropic and 
inhomogeneous microstructure prevails, which brings about anisotropy in the resultant 
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properties [76]. The combination of rapid melting and fast solidification yields a 
microstructure that is far from the thermodynamic equilibrium state achieved in 
conventional methods and originates the differentiation between the cast and as-built 
SLMed parts [50]. 
                The SLM and as-cast Inconel 939 maintain a comparable property trend under 
cyclic loading. The corresponding hysteresis loops for low cycle fatigue tests conducted at 
RT is illustrated in Figure 2.25. The fatigue life increased from 313 cycles in as-cast 
condition to 4702 cycles for SLM material since the yield strength of the cast specimens 
was exceeded under the given fatigue condition leading to remarkably high plastic strain 
[77].  
                The process-induced defects directly govern the tolerance and durability of an 
SLM part under cyclic loading and fatigue properties once the size, type, and distribution 
of such flaws reach their critical state. The fatigue strength and lifetime will dramatically 
drop by the appearance of such deleterious features compared to the theoretical properties 
of the given microstructure. Since the defects operate as cracks and stress raisers, they 
contribute to the initial portion of the fatigue damage, which will be bypassed, and thus, 
shortened fatigue life is an inevitable outcome. The decrease of fatigue performance by 40-
50% in the as-built condition has been reported due to defects such as high surface 
roughness, tensile residual stress, and porosities adjacent to the surface [75]. Such defects 
have shown to diminish fatigue strength of the SLM AlSi10Mg by 40% compared to that 
of conventional alloy [78]. 
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Figure 2.25 Hysteresis loop of the SLM and cast material  at RT and strain amplitude of 
0.5% [77]. 
 
                The fatigue lives of Inconel 718 samples with different process parameter sets 
and their distinct corresponding CT scans are depicted in Figure 2.26. The load-controlled 
fatigue testing was carried out at 25 ⁰C, R ratio of 0, and the frequency of 30 Hz. Specimens 
2 and 3 were subjected to higher and lower hatch spacing, respectively, compared to the 
nominal condition. In the case of increased hatch distance, the lack of fusion defect became 
prevalent. The cooling rate (CR) for specimens 4 and 5 was modified by coordination of 
laser power and scan velocity. A substantial number of keyholing porosities were promoted 
in specimen 5 by increasing the melt pool size [74]. The results indicate that by the 
formation of different types of porosities, fatigue life is drastically impaired. Furthermore, 
it is pertinent to conclude that the detrimental effect of lack of fusion and keyholing defects 
is highly pronounced. Likewise, Yadollahi et al. [76] suggested that the irregular-shaped 
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pores adversely impact the ductility and fatigue properties more severely than the spherical 
porosities. 
 
Figure 2.26 Average of fatigue lives and the CT scan results for different process 
parameter sets of SLM Inconel 718 [74]. 
 
                There is a broad consensus that the high-cycle fatigue crack initiation site is 
mainly within the following three groups: (1) surface and sub-surface porosities, (2) surface 
roughness, and (3) surface and subsurface unmelted particles [38, 79, 80]. The sensitivity 
of the high-cycle fatigue performance to the small surface defects was observed for Inconel 
718, where a substantial reduction of life in the high-cycle region took place for SLM-
fabricated specimens that did not occur for forged material [81].  
                The fatigue properties of Inconel 625 were examined with an R ratio of -1 and 
frequency of 20 Hz at the as-built and polished condition. The S-N curve results are plotted 
in Figure 2.27, which readily reveals the influential effect of surface quality on the number 
of cycles to failure. The failure mechanism was analyzed by surveying the fracture surfaces 
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by which three key mechanisms were identified. For polished samples, the fatigue damage 
is governed by either non-spherical subsurface pores or the localized plasticity in the 
matrix. The entrapped unmelted particles in the subsurface pores, as well as the surface 
particles due to the spatter ejection, were primarily the crack initiation sites for the as-built 
condition, which appeared to be the most damaging mechanism [38]. The superior creep 
strength of the Inconel 718 subjected to various heat treatments over the cast and wrought 
(C&W) conditions by one order of magnitude is illustrated in Figure 2.28. The presence of 
the γ́ and γ́ ́́ strengthening precipitates at the expense of eliminating detrimental δ phase 
and the contribution from the presence of subgrains induced during SLM process seems to 
be the main drivers in improving the creep response of the SLM material [82]. 
 




Figure 2.28 Creep curves of the cast and wrought (C&W) and heat-treated SLM Inconel 
718 [82]. 
 
2.5 The Post-Processing and Build Orientation Effects 
                 There are two types of thermal post-processing that can effectively enhance the 
mechanical properties of the as-manufactured parts: (1) controlled heat treatments and (2) 
hot isostatic pressing (HIP). Precipitation strengthening heat-treatment enhances the 
overall mechanical performance of the SLM alloys [39, 58]. Solution annealing and aging 
treatment that encourage the refinement of grains have shown to be effective in providing 
tensile properties superior to wrought materials at room temperature [77].  Improvement 
of the ductility was evidenced upon hot isostatic pressing owing to the amelioration of the 
poor interlayer bonding [80, 83].  
                 Porosities are an inevitable consequence of the SLM process that serve as stress 
raisers under cyclic loading, diminish the fatigue strength of the material, and encourage 
premature failure [39, 40, 80]. Such unfavored characteristics of SLM parts can be partially 
 42 
mitigated by the densification of the as-built sample via hot isostatic pressing (HIP) post-
process. The term “partially” is used since the densification process fails to annihilate the 
entrapped gaseous porosities. They prevail and incur internal stress at high-temperature 
applications due to thermal expansion. Thus, during the HIP process, only the closure of 
non-gaseous pores is feasible [34, 40]. The variation in the effectiveness of the 
densification process by increasing the HIP temperature and pressure is shown in Figure 
2.29. The dissolution of detrimental and unwanted precipitates (Laves and δ phase) is 
another outcome of the HIP process [56]. Furthermore, under the HIP process, the 
microstructure no longer retains its as-built characteristics. The preferential directionality 
of the grain structure might be lost depending on the HIP temperature, pressure, and 
duration and the material will possess higher isotropic characteristics. 
 
Figure 2.29 Effect of HIP temperature and pressure on Inconel 718 density [40]. 
 
                 The sample building direction has often shown to be a potent factor in altering 
the thermal history during fabrication and, therefore, the consequent mechanical properties 
[63, 76, 78, 84]. Strength and ductility are often orientation dependent. Such anisotropy is 
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ascribed to the dissimilarity in the developed residual stresses, orientation of the deposited 
layers with respect to the loading direction, orientation and aspect ratio of the grain’s long 
axes and crystallographic orientations [84, 85].  However, it is realized that the relationship 
between the material’s performance under static loading and the building direction is 
variant relying on the layer’s bonding quality and the formation of defects between layers. 
For instance, the supremacy of tensile and ultimate strength along with elongation to failure 
for the horizontally oriented SLM parts of precipitation hardened stainless steel (PH SS) is 
depicted in Figure 2.30. The limited elongation of the vertical specimens was explained by 
the existence of large voids and weak interfacial bonding of the layers that were oriented 
normal to the loading direction (Figure 2.31).  
 
Figure 2.30 Effect of sample direction and heat treatment on stress-strain curve of 17-4 




Figure 2.31  Schematic of the deposited layer orientation and consequent stress 
concentration at the interlayer defect [76]. 
 
2.6 Additively Manufactured Inconel 625    
                Inconel 625 (UNS N06625) is a nickel-chromium solid-solution hardened 
superalloy. Inconel® is a trademark of the Special Metal Corporation group, and it is used 
under different trade names such as Haynes 625, Alloy 625, and IN625 [86]. The name 
Inconel 625 is adopted in this study, as the most frequently used name in the publications 
dedicated to this alloy. Inconel 625 is characterized by exceptional high-temperature 
strength, excellent corrosion resistance in harsh environments, exceptional weldability, 
high creep resistance, and outstanding fatigue strength [87-90]. The combination of 
properties offered by this alloy has made it an attractive choice in diverse areas, as its 
operating temperature ranges from cryogenic to 1000 ⁰C [69, 91, 92]. It has been widely 
applied in the oil and gas, aerospace, marine, and nuclear industries, where there is a high 
demand for complex geometry components to operate in aggressive and severe 
environments [7, 92, 93]. In the high-temperature regime of the gas turbines, Inconel 625 
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is routinely used in the combustion system as swirlers or burners [94]. The fabrication of 
Inconel 625 parts with conventional subtractive manufacturing methods is associated with 
complications due to the poor machinability and high hardness, causing excessive tool wear 
[86, 90]. Consequently, this alloy's good weldability property makes it an attractive choice 
for fabrication via SLM, particularly for the manufacturing of the complex and intricate 
geometries [69, 95]. 
                The superior properties of the solid solution hardened Inconel 625 are derived 
from the FCC nickel-base γ matrix enriched by the addition of chromium, molybdenum, 
and niobium elements [94, 96]. Once the alloy is subjected to solution annealing treatment 
for high-temperature applications (up to 800 ⁰C), the creep, thermal-fatigue, and corrosion 
properties are boosted further. Although solid solution is the dominant underlying 
strengthening mechanism, some additional strengthening can be acquired by carbide and 
intermetallic phase precipitation [86]. Inconel 625 is highly prone and sensitive to the 
formation of Ni3M (γʹʹ) and Ni3M δ intermetallics along with Ni2(Cr, Mo) Laves phase and 
MC, M6C, and M23C6 carbides in the interdendritic regions due to the pronounced 
microsegregation of the solution elements during solidification process [86, 89, 97]. 
Nickel-base systems containing Nb have revealed a great tendency to the precipitation of 
a BCT γʹʹ ordered phase with D022 crystal structure. The coherency strains induced by the 
coherent γʹʹ precipitates, as well as the small number of operating slip systems in this phase, 
largely contribute to the overall high-temperature properties [98].  
                Notably, the γʹʹ is an inherently metastable phase with the high precipitation 
kinetics that under specific heat treatment condition will transform to the stable δ phase 
[91, 99, 100]. It is an invariably incoherent phase with the Ni matrix with an orthorhombic 
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D0a crystal structure that nucleates in the temperature range of 650°C – 980°C. All γʹʹ 
containing alloys are susceptible to δ precipitate formation with mostly plate-like 
morphology. They lack coherency with the γ matrix and therefore do not yield strength to 
the material. In general, the precipitation of δ precipitates is undesired since in extensive 
amounts they potentially give rise to property deterioration [98]. The precipitation and 
growth of the δ phase takes place at the expense of the γʹʹ content. The calculated 
precipitation kinetics of the two phases at 800°C and 870°C for the material’s nominal 
composition and the composition at different distances from the center of the interdendritic 
area are illustrated in Figure 2.32. It highlights the effect of elemental enrichment due to 
segregation. 
 
Figure 2.32 The calculated precipitation kinetics for the nominal composition and 
composition at three different spacing from the center of interdendritic area at (a) 800 ⁰C 
and (b) 870 ⁰C [100]. 
 
                Lass et al. [97] discovered that the standard industry-recommended stress-relief 
treatment (1 hour at 870 ⁰C) significantly promotes the precipitation of the Ni3Nb δ phase 
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(1.5 vol.%), as shown in Figure 2.33. In comparison with the wrought material where the 
initial traces of the δ precipitates are observed after 10-20 hours, the accelerated 
precipitation kinetics of the δ phase manifests the pronounced segregation of elements 
induced by the SLM process.   
 
Figure 2.33 The (a) as-built and (b) stress-relieved microstructure of L-PBF IN625 [100]. 
 
                The transformation of the coherent γʹʹ into incoherent δ phase is associated with 
variation in the mechanical response of the material. It is evidenced that the δ phase 
controls the grain size by a mechanism known as Zener pinning [99]. Figure 2.34 shows 
the effect of the increase in annealing temperature from 700°C to 1200°C on the resultant 
hardness of Inconel 625. It is indicated that in the as-built condition, the attained hardness 
of 343 HV is higher than that of the forged material owing to the significant lattice 
distortion induced by the high cooling rates and matrix enrichment with the elements such 
as Mo and Nb. The slight decrease of hardness at 700°C was reported to be due to the 
mitigation of the residual stresses. However, in another work conducted by Marchese et al. 
[101] instead of hardness reduction at temperatures around 700°C, an improvement was 
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obtained ascribed to the formation of nanometric γʹʹ phases. In both studies, by increasing 
the annealing temperature up to 900°C precipitation of the δ phase with high lattice 
mismatch conferred further increase in hardness. At annealing temperatures beyond 900°C 
dissolution of the δ phase occurs, which causes the drop in hardness [93]. Even though the 
brittle δ phase is known to impair ductility and elongation at the fracture, the grain size 
controlling characteristics of the fine precipitates will provide a hindrance to grain growth 
that will boost the resistance to grain boundary creep fracture [63, 102]. Therefore, 
although the δ phase is often desired to be avoided because of its influence on ductility, the 
adjustment of its morphology, size, and volume fraction is needed for grain size control.   
 
Figure 2.34 Variation in the hardness of the Inconel 625 undergoing annealing treatment 
at different temperatures [93]. 
 
2.6.1 SLM Process Parameters and Structural Attributes of Inconel 625 Controlling 
High-cycle Fatigue  
                 In section 2.4, comprehensive discussions were made on the role of SLM 
processing settings and material's structural characteristics on the mechanical properties. 
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In this section, our focus is placed to survey the conducted research on Inconel 625 and the 
corresponding process and structure relationship with the high-cycle fatigue (HCF) in 
particular. It should be noted that even though Inconel 718, the age-hardened version of 
Inconel 625, has been the focus of many studies, the available literature on process-
structure-property relations of Inconel 625 is not as extensive.   
                 The susceptibility of the HCF life to the surface finishing is a consensus 
achieved by researchers [79, 103-105]. Witkin et al. [106] investigated the effect of surface 
roughness, HIP cycle, and shot peening surface treatment on the HCF properties of the 
Inconel 625 and compared that against the wrought alloy counterparts, shown in Figure 
2.35. Shot peening results in a compressive residual stress in the surface layer that increases 
resistance towards fatigue crack propagation. In the case of SLM specimens, shot peening 
offers the additional advantage of flattening the unmelted surface particles. The SLM 
Inconel 625 in both HIP'ed and not HIP'ed conditions experienced an improvement in HCF 
life after applying shot peening treatment. Nevertheless, the impact of machining the as-
built surface is shown to be dramatically larger, leading to restoring fatigue life to the 
wrought alloy. Considering the fact that SLM samples exhibit finer grain size than the 
wrought material, the implication is that surface roughness is the primary player in 
controlling the HCF life. It is worth pointing out that the observations are made under the 
fully reversed cycle for vertically built specimens. 
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Figure 2.35 High-cycle fatigue S-N curve of SLM and wrought Inconel 625 at R = -1 and 
ambient conditions [106]. 
 
                An additional life-limiting attribute under HCF is the porosity, including internal 
and subsurface pores. SLM-induced porosity can compromise HCF even for specimens 
with machined surfaces. The HIP process is deemed as the prevalent post-processing 
treatment to alleviate the structural density by removing non-gaseous internal pores. 
Consequently, the prospect of failure initiation from the surface increases as roughness 
becomes the leading determinant of HCF performance for the HIP’ed parts [79, 105]. 
                 Although HIP is mainly perceived as a densification treatment that delays failure 
under fatigue loading, it subjects SLM-built material to microstructural evolution. The 
relatively coarse grains due to recrystallization that occurs during HIP at temperatures 
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exceeding 1100°C reduces the strength while improving the ductility of the SLM 
specimens [106]. According to the stress-strain curves shown in Figure 2.36, the response 
of the stress-relieved (SR) specimens of Inconel 625 under static loading is distinctly 
different from the wrought specimen (i.e., higher strength and lower ductility) and is 
associated with anisotropic tensile properties derived from the corresponding anisotropic 
as-built microstructures [101, 107, 108]. The higher ductility of 90° (z-direction) 
specimens is explained by the elongated grains in the loading direction, while the more 
refined grains in the loading axis of 0° (transverse) specimens bring about enhanced 
strength. Intriguingly, after HIP, no discernible anisotropy is observed owing to the grain 
structure evolution. Densification, grain evolution, and change in the chemical composition 
of the matrix that is associated with HIP treatment results in properties comparable to the 
wrought material. The improvement of ductility due to mitigation of porosity level and 
degradation of strength as a result of recrystallization can be readily observed. 
 
Figure 2.36 Stress-strain curves of the wrought and SLM Inconel 625 at stress-relieved 
(SR) and HIP’ed condition for vertical and horizontal specimens [107]. 
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                 The other noteworthy feature is the δ phase, which can significantly alter the 
mechanical properties. Although δ precipitates are formed after extended exposure hours 
at elevated temperature for wrought Inconel 625, it was confirmed that during stress relief 
treatment (870°C for 1 hour), δ precipitation occurs at a significant level. At a lower 
temperature of 800°C after 4 hours of exposure, the precipitates were formed in lower 
fractions. The presence of δ precipitates deteriorates the ductility and fracture toughness 
and reduces the elongation at the fracture point [97, 102]. In a similar manner, while the 
removal of the δ phase in wrought Inconel 625 requires long hours exposure, up to 24 
hours, at a temperature above 1100°C, the dissolution has shown to be achieved in SLM 
specimens after only 30 minutes at 1150°C [96, 97].  
                 The crux of identifying the structural attributes that govern the desired properties 
for any material system is that it enables an efficient optimization of the processing 
parameters based on the known relationship between the parameters and the identified 
structural features. According to the literature, surface roughness, porosity, grain structure, 
and δ precipitates are the critical features in governing the HCF and tensile properties of 
Inconel 625.  
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Figure 2.37 (a) Relative density and (b) average roughness P-V process maps of SLM 
Inconel 625 at hatch spacing 0.08 mm [90]. 
                 Yadroitsev et al. [108] found the optimum hatch spacing value for a set of fixed 
parameters to reach a density higher than 99%. Montgomery et al. [109], adopted a process 
mapping approach to examine the P-V (laser power – scan speed) space. The region prone 
to keyholing defect was detected to be at the high power and low-velocity levels of the 
selected windows. Koutiri et al. [38] aimed to reduce surface roughness and porosity level 
by optimizing the composite metric of volumetric energy density. The interplay of the 
different physical phenomena that give rise to high surface roughness and porosity showed 
that the optimization task is convoluted. A compromise should be made between the 
minimum porosity level and the reduction of the spattering phenomenon, impairing the 
surface roughness. Balbaa et al. [90] investigated a wide range of laser power, scan speed, 
and hatch spacing to ascertain the correlation between processing parameters and the built 
part surface integrity of SLM Inconel 625. Figure 2.37 depicts one of the constructed P-V 
process maps for hatch spacing of 0.08 mm.   
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CHAPTER 3. STATISTICAL AND MACHINE LEARNING 
ALGORITHMS 
3.1 Statistical Quantification (2-point correlation functions) 
                 Quantitative microstructure characterization is an essential pillar in mapping 
structure to the design spaces and development of the mathematical process-structure-
property relations. In a traditional viewpoint, one would selectively describe the state of a 
structure with measures such as phase size distribution, volume fraction, morphology, etc. 
intuitively, relying on the previous knowledge on the materials system. In addition to the 
enhanced likelihood of considerable loss of microstructural information in the adoption of 
such ad-hoc approaches, employment of traditional characterization methods such as linear 
intercept, leads to a tedious and inefficient microstructure quantification. Therefore, the 
adoption of a universal systematic and statistically robust methodology is of paramount 
importance to provide a distinctly reliable estimate of the microstructure.  
                 The use of n-point correlation functions, also known as n-point statistics, as a 
statistical tool, has shown to address the above hurdles [110, 111]. The n-point correlation 
functions are hierarchical statistical microstructure descriptors, which systematically 
provide more information as the order of the statistics increases [112]. For instance, the 
fundamental 1-point statistics, 𝑓(ℎ), captures the probability associated with finding a 
phase of interest, known as the local state (ℎ), in a random discrete point of microstructure 
and it clearly corresponds to the volume fraction of the selected phase. At the next 
hierarchical level, 2-point statistics, 𝑓(ℎ, ℎˊ|𝒓), captures the correlation between every two 
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points that are separated by vector 𝒓. Mathematically, 2-point correlation function 
computes the probability density of locating specific phases (ℎ and ℎˊ) at the discretized 
head and tail of a vector 𝒓 randomly thrown into the microstructure [110]. The complete 
set of n-point correlation functions provides a thorough microstructure representation. 
Practically, it is shown that employment of correlation function with an n value higher than 
3 is unwieldy, convoluted, and computationally expensive that will describe microstructure 
in significantly larger size compared to the original data.   
                 Nevertheless, 2-point statistics, the first-order spatial correlation, has proven to 
encompass all the required information to uniquely reconstruct microstructure with high 
precision [111, 113-115]. Some interpretable information can be readily gained from the 
2-point correlation results. For instance, if the microstructure possesses a prevailing shape, 
the average morphology and orientation can be captured.  Before delineating the details of 
the 2-point correlation function, notations, and terminologies that are utilized in the 
literature and will be referred to in the later sections must be introduced. “Local state” 
corresponds to the entire attributes that describe the material locally. The attributes can be 
a combination of composition, crystal lattice structure, and phase identifier. Therefore, the 
definition of the local state is tied to the length scale and in literature is denoted by ℎ [110, 
116, 117]. For instance, the microstructure of a Ni-base superalloy demonstrated in Figure 
3.1 in the given length scale comprises two local states, the cuboidal dark shaded γʹ 
precipitates and the bright γ channels. The interpretation of the microstructure can be given 
by “microstructure function”, 𝑚(𝑥, ℎ), which defines the probability density of identifying 
the unique local state ℎ in position 𝑥 [110, 111, 118]. Knowing that the acquired structure 
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images are often in digital and discretized format, local states are labeled as n = 1,2, … in 
a discrete grid on spatial bins.  
                 The 2-point correlation function in a discretized domain is expressed by [118]. 
1
' '













=                                                                                                        (3-1) 
where 𝑆 represents the total number of discretized bins or voxels, 𝑚𝑠
ℎ denotes the 
discretized microstructure function that reflects the volume fraction of phase ℎ in voxel 𝑠 
(the probability density of locating phase ℎ at bin 𝑠), and 𝑡 bins the vector space, 
enumerates the spatial bins and specifies the size of the prescribed vector. The schematic 
of a simplified discretized structure with two phases is depicted in Figure 3.1 (b). By 
assigning 0 and 1 to the white and gray phases, the example values of microstructure 
functions become 𝑚(1,2)
0 = 1 and 𝑚(1,2)
1 = 0. Fullwood et al. [111] established an efficient 
procedure for fast computation of 2-point correlations by employing fast Fourier transform 
(FFT) approach. It is important to recognize that the correlation function is denoted as auto-
correlation if ℎ = ℎ′ (e.g. 𝑓𝑡
11) in equation 3-1 and cross-correlation (e.g. 𝑓𝑡
12)  otherwise 
[119]. 
                 An artificial periodic honeycomb structure with two local states and its 
corresponding auto-correlation function is displayed in Figure 3.2. Niezgoda et al. [118] 
demonstrated that for a given microstructure with 𝐻 number of total local state, 𝐻 − 1 
spatial correlation functions suffice to fully represent microstructure, which is essentially 
the number of independent correlation functions. Therefore, only the demonstrated 
autocorrelation carries adequate structural information. In such a structure with a dominant 
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feature shape and periodicity, the morphology and feature spacing is promptly recognized 
in the correlation function map.   
 
Figure 3.1 (a) SEM image of the two-phase CMSX-8 single-crystal Ni-base superalloy 
[119]. (b) Schematic of a binned structure displaying indexing and vector notations [110]. 
 
 
Figure 3.2 Demonstration of a discretized two-local state periodic structure and the 
corresponding autocorrelation of white phase [110]. 
 
3.2 Principal Component Analysis (PCA) 
                 Principal Component Analysis [120] is one of the techniques widely used in data 
analysis and statistics for generating a low dimensional descriptor of data, and it is the basis 
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of many machine learning methods. PCA is a linear transformation technique that projects 
an ensemble of multivariate, correlated variables to a space with an orthogonal uncorrelated 
basis. The important information is extracted and represented by a new small set of 
variables called principal component scores or PC scores. Application of PCA to the high-
dimensional 2-point correlations results in a reduced-order representation of microstructure 
ensemble while performing an objective selection of the salient features [121].  
                 In theory, the principal components are directions along which the variation of 
the data is maximized and are identified sequentially so that they are ordered descendingly 
by the extent of the variation each explains. In practice, the mathematical algorithm of PCA 
involves implementing Singular Value Decomposition (SVD) on the matrix 𝐹𝑟
𝑛 = [𝑓𝑟
𝑛]𝑛×𝑝 
in which each row is comprised of the vectorized 2-point statistics of each microstructure. 
Hence, for microstructure 𝑛, the PCA decomposes the descriptor vector with the entries of 










= +                                                                                                       (3-2) 
where 𝛼𝑖
𝑛 is the coordinate of microstructure 𝑛 in the new space denoted as weights or PC 
scores, ∅𝑖𝑟 is the corresponding orthogonal basis vectors, 𝑓?̃? is the ensemble average of the 
2-point correlations of all microstructures with the vector size 𝑟 and p is the selected 
number of bases of the new space. Essentially, in this equation, PC scores signify the 
weight of the spatial pattern demonstrated by their associated basis vectors.  
                 In a study conducted by Khosravani et al. [122], low-carbon steel coupons had 
undergone nine distinct combinations of heat treatment and cold work that gave rise to the 
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formation of three distinct local states, deformed ferrite, undeformed ferrite, and 
martensite. The identified local states associated with the inverse pole figure (IPF) map of 
one of the samples and the corresponding correlation functions are shown in Figure 3.3. 
The low-dimensional representation of all microstructures in PC space and clustering of 
each group of microstructures, illustrated in Figure 3.4, implies the distinguishable 
influence that is exerted to the material upon application of various treatments. As stated 
before, the salient feature of PCA is ordering of the space axes based on the maximum 
variance. In this case, it was expressed that the first two PC axes accumulate 99.8% of the 
total variance in the dataset. 
 
Figure 3.3 (a) An IPF map of a low-carbon steel sample, (b) three identified local states: 
martensite, deformed ferrite and undeformed ferrite, (c) autocorrelation of martensite 
(black phase), (d) autocorrelation deformed ferrite (blue phase), and (e) cross-correlation 





Figure 3.4 Low dimensional representation of the microstructure of low-carbon steel 
under various treatments in PC space [122]. 
 
3.3 Model Development Techniques 
                 Regression is a methodology to determine and characterize the cause and effect 
type of relationship between several dependent (target) and independent (predictor) 
variables. Once such a relationship is estimated, it becomes a key tool in efforts aimed at 
predictive modeling, significance and impact analysis, and design. Regression is a well-
established technique with widespread application in various disciplines, including 
economics [123], social [124], medical [125], and environmental sciences [126], and 
engineering [127-129]. With the emergence of additive manufacturing and a wave of AM-
related available data, data-driven approaches, including regression, are being deployed 
more frequently to gain knowledge of the process and advance the technology [130-133]. 
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                 In general, the end goal is to form a function through a learning process by a 
machine learning algorithm that maps predictor(s) to the target(s). The regression 
algorithms can be broadly categorized into two classes: (i) parametric and (ii) 
nonparametric regression techniques. Examples of parametric regression models are linear, 
nonlinear, and generalized linear models. The primary characteristic that these parametric 
regression models have in common is that the form of the function that describes the 
relationship between independent and dependent variables is predefined, and the model 
parameters are determined through the learning process of the algorithm [134, 135]. 
                 Contrary to the parametric models, in nonparametric techniques, no assumption 
is made on the functional form of the relationship, and it does not require prior knowledge 
on the trend of the data. The function is data-dependent, and it allows information to be 
passed from the data set while establishing the form of a functional model [135]. Data 
smoothing techniques, Kernel-based models (e.g., support vector machines and Gaussian 
processes), k-Nearest neighbor, and regression trees are examples of nonparametric 
algorithms [134, 136-138]. Given the definitions for each approach, it is readily perceived 
that parametric methods are associated with restrictions due to the prescribed form that is 
imposed prior to the learning process. In contrast, the flexibility that accompanies 
nonparametric techniques enables them to adjust the learning function to bring about 
superior precision. Nonparametric methods are best suited if the empirical relationship is 
nonlinear and unknown, and they require a larger sample size to derive the model structure 
compared to the parametric techniques. 
                 In the following sections, the parametric and nonparametric regression 
algorithms that have been implemented in the present thesis are introduced and described. 
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For the sake of consistency, the notations and basic tensor algebra need to be detailed. 
Throughout the document, a lower-case letter, such as b signifies a scalar. A vector is 
expressed by a lower-case boldface letter, b, and a matrix by a boldface upper-case letter, 
B. A tensor is denoted by a calligraphic letter, ℬ. 
3.3.1 Parametric Multiple Regression              
                 Linear regression models are the most widely used and accepted parametric 
techniques owing to their simplicity of implementation and interpretation. A linear 
equation is fitted to a pattern of data, and for n number of variables and p number of 
observations, it is expressed in scalar form as, 
𝑦𝑖 =   𝛽0 + ∑ 𝑥𝑗𝑖𝛽𝑗
𝑝
𝑖=1 + 𝜀𝑖                                                                                            (3-3) 
where 𝑦𝑖 is the real-valued response, so-called dependent variable, explained variable, or 
regressand.  𝛽0 is the regression intercept and  𝛽𝑗 denotes the j
th unknown 
parameter/coefficient/weight. The vector of all inferred coefficients (𝜷), characterizes the 
regression model. 𝑥𝑗𝑖 signifies the j
th predictor for the ith observation. The matrix 𝑿 is also 
known as independent variables, explanatory variables, control variables, or regressors. 𝜀𝑖 
refers to the Gaussian error component of the model, which is presumed to exhibit zero 
mean and variance of 𝜎2. There exists an assumption that the error values are uncorrelated 
for various data points [139-141]. Even though equation 3-3 implies that the response is 
restricted to be a linear function of the predictor, by employing a transformation, a 
nonlinear relationship between the output and input variables can be formulated using the 
same equation [141, 142]. For instance, the following nonlinear 3rd-order polynomial 
model, 
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𝑦𝑖 =  𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝛽3𝑥
3 + 𝜀𝑖,                                                                             (3-4) 
can be rewritten as the equation below if the variables are redefined as 𝑥1 = 𝑥 , 𝑥2 = 𝑥
2, 
and 𝑥3 = 𝑥
3. 
𝑦𝑖 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝜀𝑖.                                                                            (3-5) 
                 Determination of the model parameters, also designated as the model training 
process, is carried out by different techniques, the most common of which is the ordinary 
least squares (OLS) algorithm. OLS framework is based upon minimizing a quantity 
known as the “residual sum of squares”. Thus, the loss function of the OLS linear 
regression that finds the estimates of the parameters (?̂?𝑖) in the matrix notation is [143],  
?̂? = 𝑎𝑟𝑔𝑚𝑖𝑛 ∥ 𝒚 −  𝑿𝜷 ∥ 2.                                                                                         (3-6) 
Thereafter, the fitted response is expressed as, 
?̂? =  𝑿?̂?.                                                                                                                         (3-7) 
                 The validity of the developed model, the significance of the coefficients, and the 
goodness of the fit must be evaluated quantitatively subsequent to the training process. The 
possibility of existing high-level noise in the data increases the likelihood that the 
developed model is inadequate in explaining the underlying relations. Furthermore, linear 
regression fit is associated with a couple of assumptions, including: (1) linear or 
approximately linear relationship between response and predictors, and (2) normally 
distributed errors that are uncorrelated and have zero mean and a constant variance. The 
validity measures diagnose the deviation from these assumptions that will result in 
misleading inferences [141]. The assessment is conducted utilizing various strategies and 
measures. 
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                 The significance of the regression model can be evaluated by the analysis of 
variance (ANOVA) approach. The total sum of square quantity measures the square of the 
departure of all observed data points from the mean value (𝑆𝑆𝑇 =  ∑ (𝑦𝑖 −  ?̅?)
2𝑛
𝑖=1 ), and it 
is associated with n-1 degrees of freedom. The total variance in the observations is referred 
to as the total mean square, and it is obtained by the equation: 𝑀𝑆𝑇 =  
𝑆𝑆𝑇
𝑛−1
. In a similar 
manner, the regression sum of squares and the error sum of squares are expressed as: 𝑆𝑆𝑅 =
 ∑ (?̂?𝑖 −  ?̅?)
2𝑛
𝑖=1  and 𝑆𝑆𝐸 =  ∑ (𝑦𝑖 −  ?̂?𝑖)
2𝑛
𝑖=1 .The sum of 𝑆𝑆𝐸 and 𝑆𝑆𝑅 equals the total sum 
of squares (𝑆𝑆𝑇). Essentially, the error sum of the square is the portion of the total 
variability in the data that is not captured by the regression equation. Therefore, a higher 
ratio of 𝑆𝑆𝑅/𝑆𝑆𝑇 results in a more satisfactory regression fit where the contribution of the 
regression in explaining the total variance is sufficiently high. The ratio is known as the 
coefficient of determination or R-squared; the most common statistic measure to 
characterize the goodness of the regression fit [139, 141]. 
                 The corresponding degrees of freedom for 𝑆𝑆𝑅 equals the number of predictor 
variables (k) and for 𝑆𝑆𝐸 is n-k-1 that can be utilized to compute regression and error mean 
squares (𝑀𝑆𝑅 and 𝑀𝑆𝐸). Computation of the aforementioned measures is essential to the 
statistical hypothesis testing, the details of which are beyond the scope of the present 
research.  The significance level of the overall regression is determined using the derived 
p-value that is compared against a specified significance level (𝛼 value). Once the p-value 
is found to be lower than 𝛼, it can be inferred that the regression fit is statistically 
significant and adequate. Analogously, the significance and sensitivity level of a response 
to the individual independent variables considered in the regression model are quantified 
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by calculating the contribution of each predictor in explaining the total variance and 
determining the corresponding p-values [144, 145]. 
                 Caydas et al. [146] attempted to employ regression analysis for surface 
roughness prediction of the AA 7075-T6 alloy under different parameters of abrasive 
waterjet machining (AWM). The regression ANOVA results are detailed in Figure 3.5. 
According to the p-values, the interaction terms were eliminated due to their nonsignificant 
impact and p-values higher than the predetermined 𝛼-level (0.005). The comparison of the 
predicted values from the developed model and the actual experimental measurements 
demonstrates the goodness of the obtained fit in Figure 3.5. 
 
Figure 3.5 Regression ANOVA results and the goodness of the fit illustration of surface 
roughness prediction after AWM [146]. 
 
                 It is noteworthy to point out a note on R2. There is a high tendency in R2 to 
increase with the further addition of independent variables even if they lack explanatory 
power. Initially, it can be deduced that increasing the number of variables is consistently 
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beneficial to the goodness of fit. However, such a strategy will promptly give rise to the 
overfitting issue that needs to be avoided. To rectify the situation, the adjusted R2 is defined 
(?̅?2 = 1 − (1 − 𝑅2)
𝑡−1
𝑡−𝑛
) such that it increases only if the newly added variable improves 
the model. It is presumed that the R-adjusted is always lower than the R-squared [139]. 
                 As much as the focus of training a regression model is to derive a good fit, 
attempts should be made to avoid overfitting, which occurs once the model becomes over-
complicated by learning the details and the noise in the training data set. The temptation to 
increase the flexibility of the model by increasing the number of predictors can lead to the 
hurdle of overfitting. The consequence is the lack of generalization and poor performance 
of the model given new data. Overfitting manifests itself during cross-validation by low 
testing error and high training error. Regularization, which is a form of regression, 
addresses the overfitting issue by imposing a penalty term to the regression loss function 
(equation 3-6) that regularizes (shrinks) the coefficient estimates. Ridge regression is the 
most popular regularized regression technique with the following loss function,  
?̂?𝑟𝑖𝑑𝑔𝑒 = 𝑎𝑟𝑔𝑚𝑖𝑛 ∥ 𝑦 −  𝑿𝜷 ∥ 
2 +  𝜆 ∥ 𝜷 ∥  2.                                                            (3-8) 
where the level of regularization is specified by the 𝜆 tuning parameter [131, 147, 148]. 
Other regularization techniques include least absolute shrinkage and selection operator 
(LASSO) [149], elastic net [150], and Bayesian linear regression (BLR) [151].                                    
3.3.2 Multiple Tensor-on-Tensor Regression 
                 The collection of data that constitute the process, structure, and property 
database can be a heterogenous set, collected from various sources in the form of scalar 
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values, waveform signals, images, or even 3D volumes. For instance, given that the state 
of the material’s internal structure is revealed by its dislocation density (scalar), materials 
texture (image), and 3D porosity structure (volume), consolidation of various types of data 
to fit the requirement of the available modeling algorithms remains to be a challenge. The 
common strategy is to investigate the individual data type that is generally represented in 
a reduced from in case of the high-dimensional data. Evidently, the loss of rich information 
by adopting this approach, results in the lack of accurate model performance and efficient 
optimization. The multiple tensor-on-tensor (MTOT) technique is a novel method that 
offers the capability to remedy the outlined limitations. It has previously shown promising 
results in the development of process-structure regression models [119]. It offers a general 
framework for integration of data representing the underlying state of a system that are 
acquired from different sources in a unified model [152]. 
                 The key advantage of MTOT over the well-established methods such as 
principal component regression (PCR) is that it exploits the spatial structure of the data. 
For instance, to perform PCA on images, the data is vectorized and therefore the structure 
spatial correlation between the neighboring elements is neglected.  However, high-
dimensional data are used in their original format in the MTOT framework. Moreover, in 
PCR, the principal components of the inputs and outputs are determined independently and 
solely based on the direction that describes the highest variability in the data. The drawback 
is the assumption that the input and output PCs with the highest variability exhibit the 
strongest correlation, which is potentially an unrealistic hypothesis [119]. In MTOT, 
predictors and responses are represented by n-dimensional tensors between which a linear 
regression model is formulated. The two separate steps of dimensionality reduction and 
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regression are combined and performed through a single algorithm. Therefore, the 
associated bases are learned with respect to the correlation between inputs and outputs. The 
regression parameters are then estimated in an iterative process.  
                 MTOT seeks to model the relationship between input and output tensors for 𝑛 
number of variables and 𝑝 observations, in the following format, 
Υ𝑖 =  ∑ 𝜒𝑗𝑖  ℬ𝑗
𝑝
𝑗=1 + ℰ𝑖,   𝑖 = 1, … , 𝑛.                                                                             (3-9) 
The terms are defined similar to the previous section. By combining tensors into one-mode 
larger tensor, the above equation can be rewritten as, 
Υ =  ∑ 𝜒𝑗  ℬ𝑗
𝑝
𝑗=1 + ℰ.                                                                                                    (3-10) 
If ℱ ∈ ℝ𝑛1×𝑛2× … ×𝑛𝑁 is an nth order tensor, 𝑛𝑖
 refers to the dimension of the ith mode. The 
mode-k matricization or unfolding of tensor ℱ is expressed by 𝑭(𝒌), and arranges the mode-
k fibers to be the columns of the resulting matrix. The mode-1 matricization of  a 3rd-order 
tensor is illustrated in Figure 3.6. In a general form, the tensor ℱ ∈ ℝ𝑃1×...×𝑃𝑙×𝑄1 … ×𝑄𝑑 is 
unfolded to matrix 𝑭(ℕ ×ℚ)  ∈  ℝ
𝑃×𝑄, where ℕ =  {𝑁1, 𝑁2, . . . , 𝑁𝑙} and ℚ =
 {𝑄1, 𝑄2, . . . , 𝑄𝑑} split the set with the dimension of the modes of tensor ℱ 
({𝑁1, 𝑁2, . . . , 𝑁𝑙, 𝑄1, 𝑄2, . . . , 𝑄𝑑}), 𝑃 =  ∏ 𝑃𝑖
𝑙
𝑖=1  and 𝑄 =  ∏ 𝑄𝑖
𝑙
𝑖=1 . The matricization of 
equation 3-10 is expressed as, 
𝒀(1) =  ∑ 𝑿𝑗(1) 𝑩𝑗 +  𝑬(1),
𝑝
𝑗=1                                                                                       (3-11) 
where 𝒀(1) and 𝑿𝑗(1) are mode-1 matricization of tensors Υ and 𝜒𝑗 and 𝑩𝑗  ∈  ℝ
𝑃𝑗×𝑄 is an 
unfold of ℬ𝑗, where 𝑃𝑗 =  ∏ 𝑃𝑖𝑘
𝑙𝑗
𝑘=1  and 𝑄 =  ∏ 𝑄𝑘
𝑑
𝑘=1 . The estimation of the matrix of 
parameters (𝑩𝑗) is conducted by minimizing the following loss function, 
 69 




.                                                                                   (3-12) 
However, solving for the equation above is intractable and is inclined to raise overfitting 
issue. Thus, the high-dimension tensor of parameters is represented in a lower-dimensional 
space by a set of basis matrices, 
ℬ𝑗 = Cj  ×1 𝑼𝑗1 ×2 𝑼𝑗2 ×3 … ×𝑙𝑗 𝑼𝑗𝑙𝑗 ×𝑙𝑗+1 𝑽1 ×𝑙𝑗+2 … ×𝑙𝑗+𝑑 𝑽𝑑,                          (3-13) 
where Cj ∈  ℝ
?̃?𝑗1×…×?̃?𝑗𝑙𝑗
×?̃?𝑖 × … ×?̃?𝑑
 is a core tensor where ?̃?𝑗𝑖  ≪ 𝑃𝑗𝑖  (𝑗 = 1, … , 𝑝; 𝑖 =
1, … , 𝑙𝑗) and ?̃?𝑖  ≪ 𝑄𝑖 (𝑖 = 1, … , 𝑑) , 𝑼𝑗𝑖  (𝑗 = 1, … , 𝑝; 𝑖 = 1, … , 𝑙𝑗) and 𝑽𝑖 (𝑖 = 1, … , 𝑑)  
are the set of bases matrices spanning the input and output space.  
 
Figure 3.6 Schematic of the mode-1 matricization of a 3rd-order tensor [119]. 
 
                 Indeed, the estimation of the tensor of parameters involves learning the core 
tensor and bases matrices. The core tensor identifies the weight by which the derived bases 
should be combined. Higher rank bases matrices capture detailed features of the input and 
output; however, the propensity of overfitting increases by the selection of high-rank 
matrices. The cross-validation procedure is recommended to determine the rank. 
Eventually, the following optimization problem is solved in an iterative process to estimate 
the core tensor and the bases matrices, 
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𝑠. 𝑡.  ℬ𝑗 = Cj  ×1 𝑼𝑗1 ×2 𝑼𝑗2 ×3 … ×𝑙𝑗 𝑼𝑗𝑙𝑗 ×𝑙𝑗+1 𝑽1 ×𝑙𝑗+2 … ×𝑙𝑗+𝑑 𝑽𝑑, 
𝑉𝑖
𝑇𝑉𝑖 =  𝐼?̃?𝑖(𝑖 = 1, … , 𝑑),                                                                                             (3-14) 
where 𝐼?̃?𝑖 is an identity matrix. The full details of solving equation (3-14) are provided in 
the work of Reisi Gahrooei et al. [152], where the MTOT is introduced.   
3.3.3 Support Vector Regression 
                 The support vector (SV) framework has shown popularity in additive 
manufacturing applications for both classification and regression models to provide design 
decision support, AM process and performance optimization, in-situ process monitoring 
and control, and post-process inspection and validation [132]. In some applications, SV-
based regression techniques are promising alternatives to artificial neural networks (ANN) 
by overcoming many of the fundamental intrinsic issues associated with ANN [153]. 
                 Support vector regression (SVR) is an extension of support vector machines 
(SVM) [154] to the regression problems where the model returns a continuous output as 
opposed to a discrete set in classification cases. The hyperplane that separates the distinct 
classes in SVM becomes the function to approximate the dependent variable in SVR. In 
other words, SVR, analogous to all other regression problems, attempts to find the best 
function that maps data from input to output domain. It entails solving a convex 
optimization problem to determine a hyperplane accompanied by an 𝜀-insensitive region, 
called 𝜀-tube that estimated the output data. Essentially, the 𝜀-tube designates a tolerance 
zone and the best hyperplane is the one that encompasses the largest number of support 
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vectors (the data points closest to the hyperplane) inside its corresponding tube [127, 155, 
156]. Interestingly, only the support vectors, not the entire data points, decide the best 
possible hyperplane. For a linear case, function 𝑓 is expressed by [157], 
𝑓(𝑥) =   ⟨𝑤,  𝑥⟩ + 𝑏 ,                                                                                                   (3-15) 
where ⟨ . ,  . ⟩ denotes a dot product. The shaded region in Figure 3.7 displays error 
tolerance. However, the prior knowledge of the case and the distribution of the error allows 
for placing a margin of error (𝜉) that constrains the optimization equation. The two-term 




∥ 𝑤 ∥2+ 𝐶 ∑ (𝜉𝑖 +  𝜉𝑖
∗)𝑙𝑖=1                                                                                   (3-16) 
subject to {
𝑦𝑖  –  ⟨𝑤,  𝑥𝑖⟩ − 𝑏 ≤ 𝜀 +  𝜉𝑖
⟨𝑤,  𝑥𝑖⟩ + 𝑏 − 𝑦𝑖  ≤ 𝜀 + 𝜉𝑖
∗
𝜉𝑖, 𝜉𝑖
∗                   ≥ 0.
                                                                       (3-17) 




∥ 𝑤 ∥2) and the degree to which errors larger than 𝜀 are tolerated (𝐶 ∑ (𝜉𝑖 + 𝜉𝑖
∗)𝑙𝑖=1 ). The 
positive constant 𝐶 specifies the weight of each objective imposed by the first and second 
terms. For instance, more weight is assigned to minimizing the error by increasing the 𝐶 
value. The 𝜀-insensitive loss function, also called as slack variable, is denoted by 𝜉 and is 
described by [157], 
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|𝜉|𝜀 =  {
0           𝑖𝑓 |𝜉| ≤ 𝜀
|𝜉| ≤ 𝜀       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
                                                                                  (3-18) 
 
Figure 3.7 Schematic of principle of SVR for a linear case [157]. 
 
                 Determining function 𝑓(𝑥) is quite straightforward for a set of linearly 
correlated data. However, one of the primacies of the SVR algorithm is that it is applicable 
to nonlinear cases as well. This is carried out by what is called the kernel trick. Nonlinear 
support vector regression is deemed as a nonparametric technique since it relies on the 
choice of the kernel function. The input data is mapped into a high dimensional kernel 
space, where the hyperplane 𝑓(𝑥) can be established in its corresponding feature space in 
a similar fashion as described before. By transforming back to the original space, a 
nonlinear 𝑓(𝑥) is obtained. The schematic of the application of the kernel trick to an SVM 
framework for deriving the separating plane between classes is demonstrated in Figure 3.8, 
which is analogous to the idea for nonlinear SVR. The kernel function is demanded to 
exhibit a set of characteristics, the description of which is out of the scope of the current 
work. Polynomial, radial basis functions and sigmoid functions are among the admissible 
ones that meet the required criteria.  
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Figure 3.8 An example of (a) two linearly inseparable classes. (b) Projection of data to a 
higher dimension space and achieving a linear separating plane with three bolded support 
vectors. (c) Transformation back to the original space [156]. 
 
                 The use of kernel transformation yields variation to the optimization equations. 
All instances of 𝑥 are replaced by 𝑘(𝑥𝑖, 𝑥𝑗), where 𝑘 is the kernel function and is expressed 
by equation 3-19 (𝜑(𝑥𝑖) is the projection to the kernel space). The modified function 
approximation is formulated as, 
𝑘(𝑥𝑖 , 𝑥𝑗) =  𝜑(𝑥𝑖). 𝜑(𝑥)                                                                                              (3-19) 
𝑓(𝑥) =  ∑ (𝛼𝑖
∗ −  𝛼𝑖) 𝑘(𝑥𝑖 , 𝑥)
𝑁𝑆𝑉
𝑖=1                                                                                  (3-20) 
where 𝛼 and 𝛼* are the Lagrange multipliers or dual variables. 
3.3.4 Gaussian Process Regression (GPR) 
                 Gaussian Process Regression (GPR) is a flexible, nonparametric, and 
probabilistic machine learning approach relying on the Bayesian inference framework. It 
is associated with attractive characteristics that has turned it into a prevalent surrogate 
modeling technique. In recent scientific efforts, researchers have devoted their attention to 
utilizing GPR for the development of the regression PSP models [158-161]. It circumvents 
the need for large size database and offers the capability for quantifying the uncertainties 
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associated with the predictions [159, 162]. The broad definition for the uncertainty 
quantification (UQ) is the science of diagnosis, characterizing, quantifying, and controlling 
uncertainties that are inevitably introduced in the stochastic physical systems and models. 
It has received considerable attention for modeling of complex systems in critical 
applications [163]. Before delving into the details of GPR, the Bayesian approach is 
introduced briefly, which is a counterpart to the traditional frequentist philosophy. In the 
traditional statistical viewpoint, the estimates of the unknown variables are considered as 
deterministic quantities, while the Bayesian scheme is based on probability, and all 
variables are random that follow a joint probability distribution with confidence intervals 
that reflect the high probability density regions. The other significant distinction is that 
Bayesian approach enables the inclusion of prior domain knowledge in the available 
observation which is an imperative capability in engineering settings. Therefore, Bayesian 
inference entails estimating the posterior distribution by combining the prior distribution 
and the observations based on the Bayes’ theorem [164]:  
  𝑝(𝒘|𝒙, 𝒚) = 
𝑝(𝒚|𝒘,𝒙)𝑝(𝒘)
𝑝(𝒚|𝒙)
 .                                                                                     (3-21) 
                 In the context of Bayesian linear models, the estimate is performed on the model 
coefficients (𝒘). Thus,  𝑝(𝒚|𝒘, 𝒙) denotes the likelihood distribution, which corresponds to 
the probability of observing the 𝒚 dataset given the model parameters 𝒘 and input 𝒙. The 
prior knowledge on the model parameters is captured by 𝑝(𝒘).  Furthermore, 𝑝(𝒚|𝒙) is 
called evidence, marginal likelihood, or normalization term. There exists a computational 
burden in calculating the marginal likelihood that involves integration over the entire x and 
can be even intractable at high dimensions [165, 166]. The primary role of the denominator 
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term is to normalize the posterior density. Therefore, often it is removed from 
computations, and the equal sign of equation 3-21 is substituted with a proportionality sign. 
Eventually, posterior distribution, 𝑝(𝒘|𝒙, 𝒚), the probability density of model parameters 
conditioned on the observed data, and the prior distribution are evaluated.  
                 In GPR, the focus is placed on the distribution over functions rather than 
distribution over weights. This is known as the function-space view, where the inference is 
made in the space of functions versus the weight-space view. The Gaussian process (GP) 
is a stochastic process and a generalization of the Gaussian distribution. Similar to 
multivariate Gaussian distribution that represents a probability distribution over vectors x, 
GP can model probability distribution over function f(x) with the characteristic that the 
finite set of function values are jointly normally distributed. Essentially, GP is a collection 
of random variables that possess joint Gaussian distribution and analogous to a Gaussian 
distribution it can be defined by its mean and covariance function [162, 164, 167, 168]. In 
GPR setting, the model output at any two or more points follows a joint multivariate 
Gaussian distribution, and at a given input x, it is written as,   
𝑦 = 𝑓(𝒙) +  𝜀.                                                                                                             (3-22) 
The signal and noise term constitute the output y. The white Gaussian noise expressed by 
𝜀 ~ 𝒩(0, 𝜎𝜖
2), is also a random variable that reflects the inherent and ineluctable 
randomness associated with the observations. Function 𝑓(𝒙) is a GP and a distribution over 
functions which is fully described by a mean (𝑚(𝒙)) and a covariance (𝑘(𝒙, 𝒙′)): 
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𝑓(𝒙) ~ 𝐺𝑃 (𝑚(𝒙), 𝑘(𝒙, 𝒙′)) = 𝒩(𝑚(𝒙), 𝑘(𝒙, 𝒙′)).                                                   (3-23) 
Indeed, the mean function is the expected function value and averages all admissible 
functions in the distribution evaluated at input 𝒙. The degree of dependency between the 
function values at 𝒙 and 𝒙′ points is captured through the covariance function. 
𝑚(𝑥) =  𝔼[𝑓(𝑥)],                                                                                                        (3-24) 
𝑘(𝒙, 𝒙′) =  𝔼[(𝑓(𝒙) − 𝑚(𝒙))(𝑓(𝒙′) − 𝑚(𝒙′)) = 𝑐𝑜𝑣 (𝑓(𝒙), 𝑓(𝒙′)).                      (3-25)   
The choice of the mean and the covariance function constructs the prior distribution 
discussed before. The 𝑘 function is also known as kernel of the Gaussian process. The 
prior’s covariance is designated by passing the kernel, which principally serves as an 
interpolator between the points and defines similarity. It possesses hyperparameters that 
need to be tuned based on the prior knowledge on the system. The choice of the kernel 
function relies on the expected pattern and assumptions, such as smoothness in the data. 
Hence, the learning process of the GPR entails determining the suitable kernel/covariance 
function and its corresponding properties [168, 169]. The kernel function selection is 
carried out considering the process being stationary or not. In a stationary process, the joint 
probability distribution is invariant with respect to time and space. The most commonly 
used functions are the Matern class, rational quadratic, and squared exponential, also 
known as radial basis functions [164, 168]. 
                  A pictorial demonstration of GPR is presented in Figure 3.9. The specifics of 
the covariance function signify the distribution over functions. Figure 3.9 (a) shows 
random sample functions drawn from the prior distribution. The sampling procedure entails 
the selection of a set of input points (𝑿∗) and generating outputs by a multivariate normal 
distribution associated with a covariance matrix obtained through the kernel function. The 
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corresponding covariances of the pairs of inputs are computed elementwise and collected 
in an 𝑛 × 𝑛 covariance matrix [169]:  
𝐾(𝑿∗, 𝑿∗) =  [
𝑘(𝒙1
∗ , 𝒙1
∗)    𝑘(𝒙1
∗ , 𝒙2






∗)    𝑘(𝒙𝑛
∗ , 𝒙2
∗ ) ⋯ 𝑘(𝒙𝑛
∗ , 𝒙𝑛
∗ )
]                                             (3-26) 
As is marked by the dark grey line in Figure 3.9 (a), the prior mean function is selected to 
be zero. Thereafter, the 𝑓∗ multivariate normal distribution from which the samples are 
evaluated at inputs 𝑿∗ is acquired. Light grey lines in Figure 3.9 (a) indicate the sampling 
from the following GP, where the generated values are plotted as a function of the inputs, 
𝑓∗ ~ 𝒩(0, 𝐾(𝑿∗, 𝑿∗)).                                                                                                  (3-27) 
It is important to remark that according to equation 3-22 an additional sample of the noise 
term is required to be incorporated in equation 3-27  to reflect the sample distribution over 
𝒚∗. 
                 To make a prediction from the posterior distribution for a new set of inputs, 𝑿∗, 
𝑓∗ should be drawn from the posterior (𝑝(𝑓|𝐷𝑡)) given the observation dataset 𝐷𝑡 =
(𝑿𝑡, 𝒚𝑡). In reference to the GP definition, a multivariate joint distribution exists between 
𝒚𝑡 and 𝑓∗ and is defined by equation 3-28, which is basically a conditional distribution of 




] ~ 𝒩 (0, [
𝐾(𝑿𝑡, 𝑿𝑡) + 𝜎𝜖
2𝑰 𝐾(𝑿𝑡, 𝑿∗)
𝐾(𝑿∗, 𝑿𝑡) 𝐾(𝑿∗, 𝑿∗)
]                                                             (3-28) 
Figure 3.9 (b) shows the samples from the posterior distribution after observing the 𝐷𝑡 
marked by the black dots. Accordingly, the GP posterior mean and covariance distribution 
for a specified kernel and observed data can be expressed as [169], 
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𝑚𝑡(𝒙) = 𝐾(𝒙, 𝑿𝑡)[𝐾(𝑿𝑡, 𝑿𝑡) + 𝝈𝜖
2𝑰]−1𝒚𝑡,                                                                 (3-29) 
𝑘𝑡(𝒙, 𝒙
′) = 𝑘(𝒙, 𝒙′) − 𝐾(𝒙, 𝑿𝑡)[𝐾(𝑿𝑡, 𝑿𝑡) +  𝝈𝜖
2𝑰]−1 𝐾(𝑿𝑡, 𝒙
′).                              (3-30) 
 
Figure 3.9 Sampling from a GP (a) prior and (b) posterior. Red triangle indicates a new 










CHAPTER 4. DATA ACQUISITION AND ANALYSIS METHODS  
                 In this chapter, the methodologies and framework for data acquisition, 
processing, and analysis to construct digitized, accurate and rigorous process, structure and 
property database are outlined. PSP dataset are the building blocks for the subsequent data-
driven PSP model development and the strategy, quality, and precision of generating such 
database directly influence the robustness of the derived models. Among all the employed 
techniques, some are novel characterization and quantification approaches that introduce 
workflows that deliver higher level of structural information.  
                 In Figure 4.1, the PSP chart of Inconel 625 is shown. The hierarchical structural 
attributes in the structure column lists the features of Inconel 625 from macroscopic to the 
microscopic scale. The highlighted boxes mark the features under investigation in this 
current thesis topic from the process and structure column. The selected attributes are 
identified to be key features essential in governing the HCF and tensile response while 
being highly correlated with the set of variables selected from the process column in this 
study.  The details of the experimental data acquisition, processing, and analysis of the 
process, structure, and property column are provided in the sections of this chapter. 
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Figure 4.1 Inconel 625 process-structure-property qualitative map for HCF and tensile 
behavior.  
 
4.1 Process Database 
                 In this research, spherical gas-atomized Inconel 625 powders with the diameter 
of 15-45 µm, produced via vacuum induction melt argon gas atomization (VIM-AGA) 
technology were utilized to carry out the SLM manufacturing process. The chemical 
composition of the utilized powder is given in Table 4.1. Three types of specimens were 
built: 
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1. Horizontally and vertically built flat fatigue dogbone specimens, referred to as 
XY and Z specimens, respectively, in two sizes to examine the high-cycle 
fatigue (HCF) strength. 
2. Horizontally and vertically built cylindrical uniaxial tension specimens to 
measure tensile properties. 
3. Small cylindrical samples for microstructure characterization purposes. 
Table 4.1 The chemical composition of the Inconel 625 powder. 
Element Ni Cr Mo Nb Fe Co Al O C Cu 
wt % 63.2 22.2 9.0 3.8 0.69 0.44 0.33 0.24 0.016 <0.01 
Element Mn Si Ta V Zr P N S B  
wt % <0.01 <0.01 <0.01 <0.01 <0.01 <0.003 0.0019 0.001 <0.0009  
 
                 The specimens with identical SLM parameters were all manufactured on a single 
substrate with one square foot area. The schematic of the build plate layout is illustrated in 
Figure 4.2. Table 4.2 details the labeling and orientation information for all 41 specimens 
built under the same processing conditions. The assessment of the tensile properties using 
the cylindrical uniaxial tension specimens was not the focus of the current research work. 
In addition, two different SLM machines were used to fabricate these specimens: (1) a 
Concept Laser M2 Cusing SLM machine with continuous laser mode and (2) a Renishaw 
AM250 machine with a discrete laser approach.  Both operated under argon inert gas flow. 
The variability introduced to the SLM process by the two significantly different continuous 
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and discrete scan strategies is to be examined. The black dot in Figure 4.2 represents the 
front of the plate. The wiper movement direction in the Renishaw machine is from the back 
towards the front while it starts from right and moves to left in the Concept M2 machine. 
Moreover, the laser beam formed the spot sizes of 90 µm and 70 µm in Concept M2 and 
Renishaw systems, respectively. Such distinctions can conceivably result in variations in 
internal porosity or the roughness of the surfaces located in similar positions.  
 
Figure 4.2 Specimen configuration on the build plate setup. 
 
Table 4.2 Specimen specification on each build plate. L, S, Z, and XY denote large, 
small, vertical, and horizontal, respectively.  
Sample ID 1-6 7-12 13-18 19-24 25-28 29-32 33-41 
Type L Fatigue S Fatigue S Fatigue L Fatigue Tensile Tensile Microstructure 
Orientation Z Z XY XY XY Z Z 
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                 Based on a series of literature reviews and preliminary experiments, relatively 
tight process parameter ranges were selected. The laser power was preset at 110 W, and 
the layer thickness was set at 40 µm. The substrate was preheated up to 80°C, and 
alternating laser path with scan rotation of 90⁰ rotation per layer was applied. The design 
of experiment (DOE), detailed in Table 4.3, spans the process database and it attempts to 
investigate the effect of the variation in laser scan speed (mm/s), hatch spacing (µm), heat-
treatment cycle and the operating machine (scan mode) as the primary variables. The 
Renishaw machine with discrete scan mode features a pulsed laser versus continuous laser 
mode used in Concept M2 system. In pulsed mode, the laser scan speed is determined by 
the three following parameters:  
(1) Point distance (d): The distance between consecutive laser spots.  
(2) Exposure time (te): The time the laser is ON at an individual spot.  
(3) Move time (tm): The time for laser to move between consecutive spots, during which 
the laser is switched off.   
Therefore, the effective laser scan speed is computed by 𝑑/(𝑡𝑒 +  𝑡𝑚). The DOE is a 24-1 
fractional factorial design plus a replication build and two builds with parameters set at the 
center point of the two-level scan speed and hatch spacing variables. Builds 2 and 6 are 
repetitions under identical parameters to evaluate the repeatability of the employed SLM 
system while builds 5 and 9 are center point additions to the fractional factorial to place 
the focus on the impact of the machine to machine variability. The energy density value is 
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calculated and provided in the last column of Table 4.3 for each build processing conditions 
according to equation 2-1. 
                 The heat-treatment cycle in Table 4.3 labeled "SR+HIP" applies an industry-
standard stress relief and annealing cycle (871°C for one hour) followed by the HIP 
process, which was the same for all specimens. The heat-treatment cycle labeled 
"NSR+HIP" uses an alternative stress relief cycle (802°C for four hours) based on NIST 
recommendation chiefly to avoid δ precipitate formation and similarly followed by the 
same HIP process [170]. In order to minimize warping, the specimens were subjected to 
stress relief heat treatment while still attached to the substrate. They were removed from 
the base plate to undergo HIP treatment. A scaffold design was used at the contact point of 
the specimens and the build plate so that they are removed by a snap to break the connection 
between printed parts and the base platform. The subsequent HIP process was conducted 
at 1121°C and 101.7 MPa (14.75 ksi) for a period of four hours. As stated in literature [97], 
exposure of Inconel 625 to 1150 ⁰C for 30 minutes is sufficient to eliminate the δ phase. 
The HIP process was skipped for one microstructure sample on each build (specimen # 35) 
to evaluate the effectiveness of the process and examine the characteristics of the porosity 
in the as-built specimens. Most of the fatigue and microstructure specimens did not 
experience surface finishing post-treatments, and the testing was carried out on the as-built 
surfaces. A couple of the fatigue specimens from each batch of conditions were ground and 
polished to remove the influence of surface roughness, to quantify that effect on fatigue 
strength.  
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Table 4.3 SLM design of experiments with four variables. 






Machine Energy density 
(J/mm3) 
1 --- 800 70 SR+HIP Concept M2 49.1 
2 ++- 900 100 SR+HIP Concept M2 30.6 
3 +-+ 900 70 NSR+HIP Concept M2 43.7 
4 -++ 800 100 NSR+HIP Concept M2 34.4 
5 Center Point 850 85 SR+HIP Concept M2 38.1 
6 ++- 900 100 SR+HIP Concept M2 30.6 
7 +++ 900 100 NSR+HIP Renishaw 30.6 
8 -+- 800 100 SR+HIP Renishaw 34.4 
9 Center Point 850 85 SR+HIP Renishaw 38.1 
10 +-- 900 70 SR+HIP Renishaw 43.7 
11 --+ 800 70 NSR+HIP Renishaw 49.1 
4.2 Structure Database 
                 The discussions in Chapter 2 provided sufficient evidence on the pivotal role of 
the surface roughness and porosity in surveying the part integrity of the SLM components 
and the susceptibility of the resulting properties to them. Moreover, it was suggested that 
microstructure texture closely reflects the thermal history of the melt pool controlled by 
the process parameters and crucial in bringing about anisotropic responses. Literature [97, 
135] suggested that the likelihood of the appearance of the intermetallic precipitates after 
the employed HIP process (1121°C and 101.7 MPa) is low. Hence, the structural attributes 
pertaining to the current research effort that constructs the structure database are (i) surface 
roughness, (ii) porosity, and (iii) grain size and crystallographic texture. Accordingly, this 
work features a multiscale characterization of the hierarchical structure. The structure 
database comprises heterogeneous data of various types and formats, the details of which 




4.2.1 Surface Roughness Characterization 
                 Surface metrology, in general, involves the measurement and characterization 
of the surface topography, which encompasses the entire information on surface shape, 
form, and features [12].  The quantitative surface analysis technologies have evolved over 
the decades from simple stylus-based measurements to sophisticated three-dimensional 
areal analysis. Our attention is focused on extracting the surface features through 
characterizing the surface roughness. In general, the two primary measurement categories 
are contact-based and non-contact techniques. Despite the simplicity of the contact-based 
methods, their application is confined to hard materials and also limited due to 
contamination concerns and accessibility issues [171]. Moreover, they only carry out linear 
profile measurements. On the other hand, non-contact techniques capture higher-level areal 
texture information in a short time and non-abrasive manner [172, 173]. Few examples of 
non-contact instrumentation are confocal microscopy, laser triangulation, focus detection, 
and optical interferometry [171]. The information obtained through measurements needs 
to be converted to parameters that capture the salient aspects of the surface texture. Profile 
and areal parameters are the two key measures that will be described.  
                 The most common and frequently used parameter is the Ra profile measure, 
which reflects the height variation along a sampling length relative to a centerline. It is also 
known as arithmetic average (AA), centerline average (CLA), and arithmetical mean 
deviation of profile and it is expressed as [174], 
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.                                                                                                       (4-1) 
The deviation of the surface height is denoted by 𝑍(𝑥) and 𝐿 is the measurement length. A 
representation of a linear profile with the corresponding definitions of peak and valley are 
depicted in Figure 4.3 (a). There are other profile parameters such as Rq, Rz, and Rt that 
offer additional surface texture information [12]. Despite the widespread use of profile 
texture parameters for the surface quality examination of AM parts, researchers are aware 
of the limitations associated with using these simple reduced-order scalar measures. The 
inadequacy of such metrics to represent surface roughness is illustrated in Figure 4.4, where 
all the profiles with remarkably distinct shapes and frequencies exhibit the same Ra value. 
Knowing that each of the illustrated profiles would give rise to significantly different 
mechanical properties such as HCF life, it is pertinent to conclude that an alternative 
metrology approach should be employed. Besides, surface topography is inherently three-
dimensional. Therefore, it is expected that the use of profile measurements offers a 
deficient description of the surface.  
 




Figure 4.4 Different surface profiles with the same Ra values [174]. 
 
                 To address the outlined issue, a shift towards areal topography measurement has 
occurred. The most widely used areal parameter is Sa, which is an extension of Ra to a 
measurement area (𝐴), shown in Figure 4.3 (b) and is calculated by the following equation,  
𝑆𝑎 =  
1
𝐴
∬|𝑍(𝑥, 𝑦)|𝑑𝑥𝑑𝑦.                                                                                               (4-2) 
However, Sa is still a reduced-order scalar measure that lacks information such as feature 
size, shape, frequency, and spatial distribution and is not relatively sufficient for a complete 
characterization of surface roughness. In this section, a workflow comprising of image 
segmentation, feature extraction, and statistical quantification is outlined that provides a 
comprehensive insight into the three-dimensional surface texture characterization.    
                 The surface roughness characterization of the fatigue specimens in this work 
was conducted using the Zygo Zegage 3D optical profiler system, prior to mechanical 
testing. The Zygo system works on the principle of optical interferometry. The optical 
interferometers generate interference fringe patterns that are processed by algorithms to 
achieve height variation on the surface and, consequently, an appropriate surface 
representation. The experimental Zygo 3D profiler setup, Mx data analysis software 
(version 7.5.0.1), and a sample 3D surface reconstruction are displayed in Figure 4.5. The 
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measurement scans were carried out on the gage section of the fatigue specimens prior to 
the mechanical testing. Data were collected from two parallel wide and narrow sides, 
constituting four scans for each specimen (Figure 4.6). The details of the scan area 
orientation and location on both XY and Z fatigue specimens are provided in the schematic 
of Figure 4.7. The corresponding scan sizes on the wide and narrow sides are 4.2 × 2.3 mm 
and 3.9 × 2.3 mm, respectively. The scan area dimensions were selected as the minimum 
area that encompasses statistically similar surface features compared to the entire gage 
section for time-effective data acquisition. Once the raw height data were collected by the 
instrument, it underwent a series of post-processing by Zygo Mx software version 7.5.0.1, 
including (i) surface form removal, to eliminate the influence of possible deviation of the 
surface form from a flat surface and (ii) data filling, to fill the voids or opening on the 
interior of the discrete regions. The final measurement data were exported in the format of 
a .xyz file for further analysis and characterization.  
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Figure 4.5  (a) Zygo 3D profiler measurement and analysis setup and (b) 3D surface 
reconstruction using Mx software. 
 
Figure 4.6 (a) Nominal dimensions of the small fatigue specimen and (b) position of the 
four roughness measurement scans in the gage section.  
 
Figure 4.7 Illustration of the roughness scan area with respect to the build direction for 
(a) Z and (b) XY fatigue specimens. 
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                 After the roughness measurement dataset was created, data cleaning and 
trimming were applied first to treat any missing values and second to adjust the scan area 
sizes to ensure consistency in the dataset. Figure 4.8 (a) and (b) demonstrate the scan area 
topography captured from a wide and a narrow side of a fatigue specimen. Subsequently, 
the task of feature extraction and segmentation to analyze the underlying surface roughness 
is addressed. Segmentation, by definition, involves assigning a local state to every pixel of 
an image. In this case, the local states are identified by the pixel’s height range. The 
following steps delineate the segmentation procedure: 
1- Identify the highest peak (𝑃𝑚𝑎𝑥) and the lowest valley (𝑉𝑚𝑖𝑛) within the entire 
surface roughness database. 
2- Judicious selection of the number of local states (𝑛). It will be explained later that 
𝑛 should have an optimum value not to impose a heavy computational burden for 
later quantification tasks with large n values and, simultaneously, to ensure passing 
on the vital texture information. 
3- Determine the height range for each of the defined local states (𝑠1 … 𝑠𝑛): 




b. 𝑠1 = [𝑉𝑚𝑖𝑛, 𝑉𝑚𝑖𝑛 + 𝐻𝑅], 𝑠2 = [ 𝑉𝑚𝑖𝑛 + 𝐻𝑅, 𝑉𝑚𝑖𝑛 + 2 ∗ 𝐻𝑅], … , 𝑠𝑛 =
[ 𝑉𝑚𝑖𝑛 + (𝑛 − 1) ∗ 𝐻𝑅, 𝑉𝑚𝑖𝑛 + 𝑛 ∗ 𝐻𝑅] 
4- Convert the surface texture images to segmented color-coded ones by assigning a 
local state to each pixel point according to the derived ranges. 
                 In the example demonstrated in Figure 4.8, the contour plots of the surface 
profiles with the valley to peak range of [-100, 150] and [-160, 150] are shown with their 
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corresponding discretized segmented patterns. For 𝑛 = 4, the black, blue, yellow, and red 
local states are designated to the equally spaced ranges consecutively from the minimum 
valley to the maximum peak. Note that steps 1-4 are performed independently for wide and 
narrow surfaces since distinct textures are expected to have resulted from each. The 
segmented images provide paramount information on the size, morphology, distribution, 
and frequency of the extracted texture features.  
                 The 2-point statistics framework is adopted to quantify the generated segmented 
surface roughness images. From the discussion in section 3.1, we recall that for a given 
image with 𝑛 local states, 𝑛 − 1 independent correlation functions suffice to represent the 
structure statistically. Hence, in the example of  Figure 4.8 with four local states, the black, 
yellow, and red auto-correlation functions provide the full statistical quantification of the 
segmented roughness images, as shown in Figure 4.9. The overall described workflow is 
schematically depicted in Figure 4.10 and was implemented on all the roughness scans. 
Hence, the surface roughness component of the structure database is comprised of a 




Figure 4.8 (a,b) 3D topography, (c,d) contour plots, and (e,f) segmented discretized 
representation of surface roughness.  
 
 
Figure 4.9 Statistical description of the segmented roughness maps with three local states 






Figure 4.10 Schematic of the surface roughness characterization and quantification 
workflow in this study.        
       
4.2.2 Porosity Measurement 
                 Researchers have adopted different methods to detect and characterize porosity 
in AM components. The three main approaches are (i) Archimedes method, (ii) 
metallography method, and (iii) X-ray computed tomography (CT) method. Archimedes is 
a non-destructive and fast density measurement method. However, it is highly sensitive to 
human measurement error, and precise calculation of the theoretical density for AM parts 
can be challenging. Therefore, the Archimedes method is only suitable for high porosity 
parts. It lacks quantitative structural characteristic information such as porosity size, 
morphology, and distribution and only provides density information [175]. It is essential 
to recognize that the overall pore structure status, comprising of porosity type, shape, and 
spatial distribution, is the foremost contributing factor to the resultant properties. 
Characterizing porosity state only by volume fraction is inadequate in incorporating critical 
information for later analysis and modeling.  
                 In metallographic methods, including optical and electron microscopy, the two-
dimensional representation of pores is revealed by sectioning and mirror polishing the 
sample surface. The inspection is carried out by an optical microscope at various locations 
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using the microstructure characterization samples from each build. Metallographic 
methods can perform precise pore detection and characterization. The Inconel 625 
microstructure samples were cut in the longitudinal (build) direction by electrical discharge 
machining (EDM) so that the variation in the degree of porosity along the building 
direction can be examined on the exposed cross-section. They were mounted in a 
conductive epoxy using a hot press and were ground by SiC paper ranging from 500 to 
1200 grit and polished on Struers MD-Dac, Mol and Nap polishing cloths, and 9 µm, 3 
µm, and 1 µm diamond suspensions. Imaging was carried out by an Olympus optical 
microscope at 50× magnification. In total, ten images were captured along the build 
direction from bottom to top, each with 1.8 × 1.3 mm field of view. Figure 4.12 (a) depicts 
the schematic of the imaging strategy. The images were later stitched together, representing 
an area of 23.4 mm2. A sample image of the pre-HIP’ed porosity structure is shown in 
Figure 4.12 (a). In order to quantify the revealed features, the 2-point correlation statistics 
framework is used. However, the segmentation strategy differs from the one implemented 
on the surface roughness profile images. A series of image processing techniques are 
applied to the RGB raw optical images to ensure the precise extraction of the pertinent 
surface features. The adopted image processing algorithms include the following steps. 
Figure 4.12 elaborates on the transformation of a sample raw image to the corresponding 
stitched image statistical representation.  
1- Conversion of RGB images to grey-scale. 
2- Improvement in the contrast of the images using adaptive histogram equalization 
(AHE). The feature edges and contrast are enhanced locally in the adaptive 
approach.  
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3- Binarization of the grey-scale images by adaptive image binarization framework. It 
involves choosing a local threshold based on the first-order statistics (local mean 
intensity) at the neighborhood of each pixel. The pixels associated with porosities 
are assigned as zero, and the dense matrix pixels are set as one. 
4- Removal of the detected surface features and porosities smaller than the specified 
threshold. The pores with a diameter lower than 20 µm are eliminated since their 
influence on the HCF properties is insignificant relative to the larger pores present. 
Furthermore, the artifacts that might be introduced to the surface due to polishing 
and sample preparation are treated as well.  
 
Figure 4.11 Optical imaging strategy of the Inconel 625 microstructure specimens at 50 × 








Figure 4.12 Image processing and quantification workflow of the optical porosity images 
illustrating the (a) raw image, (b) step 1, (c) step 2, (d) step 3, (e) step 4, (f) stitched 
image of the ten samples from one surface, and (g) 2-point correlation statistical 
representation.  
 
                 Even though metallographic methods are a satisfactory approach, especially in 
the absence of more advanced characterization tools, it should be recognized that they 
suffer from shortcomings. In general, no standard procedure exists for metallographic 
imaging of porosity that specifies the details such as a suitable choice of magnification, the 
total number of captured images, location, and focus adjustment. Researchers arbitrarily 
set these parameters that may introduce biases to their results and bring about discrepancies 
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in the results. Moreover, it is a destructive approach and labor-intensive at the sample 
preparation stage. XCT is a recognized non-destructive technology commonly used for 
inspection of the overall integrity of the parts by detecting and revealing internal defects 
such as cracks, discontinuities, and porosities in three-dimensional (3D) space [175-177]. 
Its application extends to powder analysis, topography characterization, and dimensional 
measurement as well. The accuracy and time benefits of XCT for screening AM parts 
concedes its advantages for the investigation of materials in large volumes over 
metallographic techniques.  It enables a great deal of structural insight by providing three-
dimensional defect detection, characterization, and visualization.  
                 As of any advanced technology, XCT exhibits limitations. The major hurdle 
faced in employing the state-of-the-art technology on superalloy components is the 
excessive power requirement for X-ray to penetrate through the material with heavy 
elements and successfully distinguish porous and solid regions. On the other hand, an 
increase in the X-ray power compromises the detection resolution as the focal spot size 
increases as well. Therefore, the challenge is to fully penetrate the AM parts and maintain 
the desired detection resolution simultaneously [177]. One way to rectify this issue is to 
reduce the part size. Thus, despite the non-destructive capability, the likelihood of some 
sort of sectioning can be the requirement for accurate analysis. Furthermore, geometries 
with high aspect ratio cross-sections promote erroneous feature detection due to a similar 
issue, and parts with circular and square-shaped cross-sections are favorable. In addition, 
compared to the metallographic approach, the processing and analysis of the XCT data to 




4.3 Property Database 
                 The properties of interest in this study is HCF strength. Populating an S-N curve 
for assessment of the fatigue endurance limit is time-consuming and restricted by specimen 
availability. This limitation is addressed by adopting the step test approach [178, 179]. The 
fatigue strength is determined by applying a constant stress range on a specimen for a 
predefined number of cycles. If failure does not occur, the cycling is continued under 
increased stress range (about 5%). This process is continued until the failure point, and the 
HCF strength is computed by the following equation [178], 
𝜎𝐸 =  𝜎𝑃𝑆 + (𝜎𝐹 −  𝜎𝑃𝑆)(
𝑁𝑓
𝑁𝑅𝑂
)                                                                               (4-3) 
where 𝜎𝐸  is the fatigue strength in terms of stress amplitude. 𝜎𝑃𝑆 and 𝜎𝐹  denote the stress 
amplitude of the previous block and stress amplitude from the final block, respectively.  
𝑁𝑓 and 𝑁𝑅𝑂 refer to the number of cycles to failure of the final step and run-out cycles, 
set at 2 × 106 in this work. 
                 Prior to testing the SLM specimens, HCF specimens of similar geometry were 
fabricated from a cold-rolled Inconel 625 sheet to generate S-N curve as a baseline 
reference and to verify that the step-test method provides suitable results when testing one-
of-a-kind Inconel 625 specimens.  This was important because some SLM specimens had 
unique defect features, and the step test enabled the relative fatigue strength to be 
determined for each defect feature, critical for developing correlations between attributes 
of the structure and HCF strength. The fatigue tests were conducted at stress amplitudes 
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within the range of 220 to 425 MPa with a frequency of 20 Hz except for the 425 MPa and 
375 MPa tests that were performed at frequencies of 10 Hz and 15 Hz, respectively. The 
test results are then fitted to the Basquin and a double power-law equation: 
𝜎𝑎 = 𝐴 (𝑁𝑓)
𝑏                                                                                                                 (4-4) 
𝜎𝑎 = 𝐴 (𝑁𝑓)
𝑎 + 𝐵 (𝑁𝑓)
𝑏                                                                                               (4-5) 
where 𝜎𝑎 and 𝑁𝑓 denote stress amplitude and the number of cycles to failure.  
                 The HCF fatigue tests were designed such that both intrinsic fatigue response of 
the material along with the effect of surface roughness are explored. To this end, for each 
Z fatigue specimen size, depicted in Figure 4.2,  two specimens were tested with polished 
sides in the gage section to eliminate the contribution of the surface finishing, and three 
specimens were tested in the as-built and post-processed condition. One specimen was left 
for further characterization purposes. Note that the support that was used on the bottom 
edge of the XY specimens introduced additional roughness to the surface. Therefore, the 
narrow side attached to the support of the XY specimen was polished for all samples. The 
step test was performed on one specimen in this condition. Two specimens were tested 
with their other narrow side polished as well, while two other specimens had all their four 
sides polished before testing. Similarly, the sixth XY specimen was set aside untested. It is 
important to recognize that total material removal during polishing of the surfaces did not 
exceed 200 µm. The process involved using a drill press and Dremel heads for narrow sides 
and DeWalt electric disk sander for wide faces. The employed SiC sandpaper grit sizes 
ranged from 60 to 1200.  
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                 All fatigue experiments were carried out on either MTS model 370 or Instron 
Satec TC-25 servohydraulic test frames with a stress ratio (R) of 0.1. The sinusoidal force 
waveform was programmed to stop after 2 × 106 and 107 cycles for step test and standard 
fatigue test, respectively. The experiment was terminated upon load drop below 100 N, 
which implies the failure (fracture) of the specimen. Prior to mechanical testing, the 
hardness of one rolled sheet specimen and the first SLM specimen from each build was 
measured in both polished and as-built conditions. In order to determine the stress 
amplitude of the first specimen of the build plate, it was assumed that the fatigue strength 
of the SLM specimen and rolled sheet specimen possess a ratio similar to their 
corresponding hardness ratio. Thereafter, the testing was conducted at 80% of the 
calculated stress level. The workflow of the adopted step test strategy is demonstrated in 
Figure 4.13. If the failure occurs in the first step, the fatigue strength is determined using 
the double power-law expressed  
𝜎𝐸 =  𝜎𝐹 + 𝐴 (𝑁𝑟
𝑎 −  𝑁𝑓
𝑎) + 𝐵 (𝑁𝑟
𝑏 − 𝑁𝑓
𝑏)                                                                  (4-6) 
with the assumption that the SLM material follows the S-N curve of the baseline rolled 
sheet. The parameters in the above equation were derived from the S-N curve of the cold-
rolled sheet material (𝐴 = 31,420 MPa/cycles, 𝐵 = 217 MPa, 𝑎 = -0.485, 𝑏 = 0). 
                  The machined horizontal and vertical tensile specimens were tested in 
Southwest Research Institute. All uniaxial tension tests were conducted at room 
temperature according to ASTM E8/E8M standard. The elastic modulus, yield strength, 




Figure 4.13 The step test workflow to determine the fatigue strength [180].  







CHAPTER 5. RESULTS AND DISCUSSIONS 
                 Due to the COVID-19 outbreak, the Georgia Tech facilities were shut down for 
over three months. The experimental procedure to obtain necessary data was halted, and 
the resumption of the research activity took place with restrictions. Consequently, the data 
acquisition was limited to the minimal sufficient volume to fulfill the research objectives 
and simultaneously meet the sponsors’ deadlines. The collection of X-ray CT and EBSD 
data for examination of volumetric porosity and grain structure had to be called off, and 
structural characterization was excluded to surface roughness and 2D porosity assessments. 
Clearly, examination of different facets of this project is plausible by obtaining additional 
data. 
5.1 Porosity Characterization  
                 The imaging strategy of the microstructure samples, image processing, and 
quantification workflow were discussed in detail in section 4.2.2. From the nine total 
microstructure samples manufactured under identical processing parameters, an average of 
five, from builds 1 to 11, underwent the metallographic procedure for porosity 
characterization. The samples were selected from different locations on the build plate, 
shown in Figure 4.2, to detect any conceivable pattern that can be later attributed to the 
position of samples on the build plate. One of the microstructure specimens was in pre-
HIP’ed condition while the rest were subjected to the HIP process described in section 4.1. 
The binarized 2D pore structure of the pre-HIP’ed samples manufactured by Concept M2 
and Renishaw systems are shown in Figure 5.1 and Figure 5.2. The details of the scan 
parameters of each build were summarized in Table 4.3. 
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Figure 5.1 2D porosity survey of builds 1-5 (B1-B5) manufactured by Concept M2 
system. The energy density (ED) is specified for each build.  
 
 
Figure 5.2 2D porosity survey of builds 7-11 (B7-B11) manufactured by Renishaw 
system. The energy density (ED) is specified for each build. 
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                 The as-built structure of all builds is comprised of both irregular-shaped and 
spherical gaseous pores, even though they differ in porosity volume fraction, size, 
morphology, and distribution. The images of Figure 5.1 do not reveal any discernable 
pattern of pore evolution with variation in scan speed and hatch spacing. However, it is 
readily recognized that B2 specimen exhibits the highest density and the smallest pore 
sizes. On the other hand, as shown in Figure 5.2, increasing both hatch spacing and scan 
speed has resulted in a more pronounced porous structure in build 7 associated with the 
least energy density, which implies that the low energy input has promoted lack of fusion 
and incomplete melting. This is while the combination of process parameters for build 11 
with the highest energy density level has led to the best densification quality.  
                 In order to justify the discrepancy observed between the porous structures of 
Figure 5.1 and Figure 5.2 with nominally identical processing parameters, the difference 
between the continuous and discrete laser modes of Concept M2 and Renishaw machines 
has to be investigated. In general, the porosity of the Concept M2 samples is considerably 
lower than the Renishaw system for these set of parameters. One admissible explanation is 
that despite the fact that point distance, exposure time, and move time variables in discrete 
laser mode, discussed in section 4.1, have been adjusted to match the target scan speed to 
the ones in continuous mode, the obtained energy densities are not necessarily identical. 
As was stated before, the laser is switched off during the move time, which causes the 
actual energy density of the pulsed mode to be lower than the continuous mode with the 
same parameters. Therefore, the overall lower energy input to the powder bed gives rise to 
diminished densification of builds 7-11. Furthermore, the situation is exacerbated with the 
smaller laser spot size in the Renishaw system. The laser spot size affects the melt pool 
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geometry. Even though high precision is achievable with smaller laser diameters, lack of 
fusion pores are created once hatch spacing is increased in a system with a small laser 
diameter.  
 
Figure 5.3 Post-HIP’ed structure of builds 1-6 manufactured by Concept M2 system 




Figure 5.4 Post-HIP’ed structure of builds 7-11 manufactured by Renishaw system 
obtained from samples located at the front and back of the build plate. 
 
                 A similar observation was made for the post-HIP’ed samples, where 
substantially higher porosity levels were observed for those manufactured by the Renishaw 
system (except for build 11). The porosity images of the samples built at the front and back 
of the build chamber are illustrated in Figure 5.3 and Figure 5.4. The structure of the 
Concept M2 specimens (Figure 5.3) located at the front of the build plate, marked by the 
black dot, proves the effectiveness of the HIP process in eliminating the large irregular 
pores. At the same time, it is observed that the small gas entrapped spherical pores have 
remained intact. However, the structure of the specimens located at the back of the 
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platform, in builds 4-6 with the lower energy density, stands out with considerably large 
pores. This situation is intensified for the Renishaw specimens (Figure 5.4), where the 
porosity state becomes comparable to the pre-HIP’ed ones, particularly in builds 7-9 
associated with the low energy density levels. Such observations raise questions about the 
efficacy of the HIP process in the densification of the parts with an extremely high porosity 
fraction. It can be inferred that post-build procedures such as HIP can not necessarily 
mitigate the severe defects promoted as a result of an unsuitable combination of processing 
parameters.  
                 The porosity volume fraction of the 50 microstructure samples from the 11 
builds are summarized in the bar plot of Figure 5.5. The pre-HIP’ed samples (x-35) are 
signified by the black-bordered and glowing bars. The samples with the best structural 
integrity in pre- and post-HIP’ed conditions are from builds 1, 2, 3, and 11. Note that builds 
2 and 6 were manufactured under the exact same parameters with Concept M2 machine. 
Even though the pre-HIP’ed samples reveal similar results, the post-HIP’ed samples of 
build 6 exhibit high porosity volume fraction. This observation suggests that the 
discrepancy observed between the pore structure of builds 2 and 6 is an indication of the 
uncertainty involved in the adopted manufacturing process.  
                 Evidently, the porosity volume fraction alone is not adequate in characterizing 
the state of the porosities since it excludes critical information such as pore size, 
morphology, and distribution. Such information is fully entailed in the 2-point statistics 
maps, the details of which were described in sections 3.1 and 4.2.2. Figure 5.6 depicts the 
2-point auto-correlation of the white-white phase of three different microstructure sample 
of build 5. The statistical representation has successfully differentiated between their 
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distinct porous structure. The size and morphology of the pores are reflected through the 
central features in the maps.  
 
Figure 5.5 Porosity volume fraction of the 50 microstructure samples in pre- and post-
HIP’ed conditions from eleven manufactured builds. 
 
                 Samples 5-34 and 5-38 shown in Figure 5.6 were both subjected to the HIP 
process. Although 5-38 was successfully densified, an uneven distribution of large pores 
is still present in the structure of 5-34. The differentiation is clearly reflected in the 
corresponding 2-point correlation maps (Figure 5.6 (a) and (e)). Compared to the pre-
HIP’ed sample (Figure 5.6 (d)), the larger average pore size in Figure 5.6 (b) as well as its 
lower volume fraction is captured by the size of the central feature and the higher 2-point 
correlation value of the [0 0] index, respectively. Thus, the quantification of the binarized 
porosity images was carried out by generating the 2-point auto-correlation maps for all 50 
binarized porosity images. Figure 5.7 summarizes the 2-point correlation values for all 
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microstructure samples in the direction specified by the white arrow. The 2-point 
correlation results are truncated at the threshold of 301 pixels, beyond which a plateau is 
reached for all illustrated curves. This threshold, known as “coherency length” and marked 
by the black vertical dashed line, signifies the maximum vector size that retrieves valuable 
information. The value that 2-point statistics asymptotes to in Figure 5.7 is equivalent to 
the square of the white local state volume fraction. 
 
Figure 5.6 The binarized optical images and their statistical representation of three 
microstructure samples processed under the same manufacturing parameters in pre-
HIP’ed (d) and post-HIP’ed (b and f) conditions. 
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                 The curves in Figure 5.7 can be split into two groups. Group 1 designates those 
with 2-point correlation values of nearly one. Group 1 constitute almost half of the images 
and all microstructures in this group have been HIP’ed. The high white-white auto-
correlation value of group 1 is an indication of the low porosity content, which in this case, 
is less than 1%. On the other hand, any porosity structure that deviates from those in group 
1 constitute group 2. Assuming specimens had experienced an ideal HIP and densification 
process, only pre-HIP’ed samples are expected to be included in group 2 (dashed curves). 
However, the samples that had undergone an ineffective HIP, such as the ones shown in 
Figure 5.3 and Figure 5.4, also appeared in group 2 as well. The results support the previous 
observations that builds 7 and 8 with the highest hatch spacing level manufactured by the 
Renishaw system with discrete laser mode exhibit the greatest porosity. Consequently, it 
is readily realized from Figure 5.7 that the slightest variation in the structure can be 
unveiled by adopting the 2-point statistics framework as the primary quantification 
technique.   
                 Even though 2-point correlation maps encompass an abundant amount of 
structural information, the employment of such high-dimensional data for the development 
of PSP models is impractical and convoluted. In order to circumvent this obstacle, the PCA 
technique, described in section 3.2, was utilized for generating low dimensional descriptors 
of the data. Application of PCA to the high-dimensional 2-point correlation data results in 
a reduced-order representation of porosity structure ensemble while simultaneously 
performing an objective selection of the salient structural features. After implementing 
PCA on the 2-point correlation results of the microstructure samples, the first principal 
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component (PC) was found to capture 99.97 % of the total variance. Therefore, the data 
can be represented in a 1-dimensional PC space, as shown in Figure 5.8. 
 
 
Figure 5.7 Plot of an array of 2-point correlation results in the direction specified by the 
white arrow. 
 
                 The low-dimensional representation of the data in PC space clearly distinguishes 
the subtle variation in the pore structure of microstructure samples. The results strongly 
agree with the prior observations. Along the PC1 axis, the most positive coordinates 
 113 
correspond to the highly densified HIP’ed structures with the lowest porosity volume 
fraction. As the PC1 value reduces towards negative coordinates, the higher content of 
large pores becomes prevalent in such a way that the sample 8-41with the highest porosity 
volume fraction of about 18%, is located at the extreme negative coordinate. It should be 
noted that Figure 5.8 also supports the observation that samples of builds 7, 8, and 9 have 
the greatest deviation from the ideal pore-free SLM structure.    
 
Figure 5.8 Low-dimensional representation of the porosity database in the PC space. 
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5.2 Surface Roughness Characterization 
                 The surface roughness database includes measurements of XY and Z specimens 
on their wide and narrow sides from eleven distinct builds. The details of the roughness 
scan strategy of the fatigue specimens were presented in detail in section 4.2.1. All narrow 
edges of the XY specimens that were supported by build supports were polished prior to 
measurements. A few of the wide surfaces were characterized in polished condition to 
provide data on the benchmark polished state that generally did not vary from specimen to 
specimen. The information on the deepest valley, the highest peak, and the height range of 
the points in the scanning area are tabulated in the heatmap columns of Table 5.1 and Table 
5.2 for wide and narrow surfaces, respectively. The asterisk symbol denotes the polished 
surface data, which obviously possess the lowest range of heights. In the as-built condition, 
build 10 turned out to achieve the smoothest wide surface in both Z and XY direction. The 
Z specimens of builds 7, 8, and 11 also yield a narrow range of height variation while their 
corresponding XY specimens show to exhibit an increased level of roughness, particularly 
in build 8. Therefore, considering the combined densification and surface roughness 
characterization results, builds 10 and 11 processing parameters have led to the most 
satisfactory part quality. Considering that hatch spacing was set at its lowest level while 
scan speed varied from 800 mm/s to 900 mm/s, it can be inferred that within the selected 
range of scan speed and hatch spacing, the latter parameter is likely to exert a more 
pronounced influence on the structure of the SLM Inconel 625.   
                 Examples of the 3D surface profiles of the wide surfaces of the Z and XY 
oriented specimens as a function of scan speed and hatch spacing are illustrated in Figure 
5.9 - Figure 5.12. Note that the blank spaces in Figure 5.10 and Figure 5.12 refer to a few 
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missing data. For instance, in Figure 5.10, no roughness data was acquired from the wide 
surfaces of build 3 (scan speed of 900 mm/s and hatch spacing of 70 µm) in the XY 
direction. In addition, recognize that builds 2 and 6 were processed under identical 
processing parameters and are located at the same coordinate in Figure 5.10. No noticeable 
qualitative dependency of roughness and processing parameters can be deduced from the 
profiles of Figure 5.9 - Figure 5.12. In general, it can be inferred that the Renishaw system 
(builds 7-11) with the discrete laser approach and slightly smaller laser spot size has led to 
achieve smoother surfaces compared to the Concept M2 system (builds 1-6). The 
superiority of the Renishaw surfaces is more notable for Z specimen with overall smoother 
surfaces than the XY specimens. As was discussed earlier, such distinction can be justified 
by the lower input energy in discrete laser mode than the nominal one owing to the laser 
OFF time. The reduction of the energy density reduced the tendency for detrimental 
phenomena such as spattering and destabilized melt pool that enhances surface quality. 
                 Similarly, Figure 5.13-Figure 5.16 reveal that the narrow surfaces of the Z 
specimens exhibit lower surface roughness than XY-oriented specimens. The narrow side 
relative orientation with respect to the build direction shifts by 90° from a vertical to a 
horizontal-type of surface in the Z and XY specimens, respectively, suggesting that the 
layer-by-layer fusion of powders during SLM originates rougher surfaces on 0° 
(horizontal) sides than 90° (vertical) ones. Furthermore, builds 7 and 8 with the low energy 
density level manufactured with a discrete laser scan produced the lowest range of height 
variation and, consequently, the smoothest narrow surfaces in the Z direction. For 
quantitative analysis and comparison of the surface quality, the data processing, feature 
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extraction, segmentation, and quantification detailed in section 4.2.1 is applied to the 
acquired surface roughness database. 
Table 5.1 The maximum, minimum, and the range of the point heights in the roughness 




Figure 5.9 Examples of the areal wide surface profiles of Z specimens manufactured by 
Concept M2 system under variant scan speed and hatch spacing levels. 
 
 
Figure 5.10 Examples of the areal wide surface profiles of XY specimens manufactured 
by Concept M2 system under variant scan speed and hatch spacing levels. B2 and B6 




Figure 5.11 Examples of the areal wide surface profiles of Z specimens manufactured by 
Renishaw system under variant scan speed and hatch spacing levels. 
 
 
Figure 5.12 Examples of the areal wide surface profiles of XY specimens manufactured 
by Renishaw system under variant scan speed and hatch spacing levels. 
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Table 5.2 The maximum, minimum and the range of the point heights in the roughness 
scanned area of the narrow surfaces. 
 
 
Figure 5.13 Examples of the areal narrow surface profiles of the Z specimens 
manufactured by Concept M2 system under variant scan speed and hatch spacing levels. 
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Figure 5.14 Examples of the areal narrow surface profiles of XY specimens 
manufactured by Concept M2 system under variant scan speed and hatch spacing levels. 
B2 and B6 were both processed at 900 mm/s speed and 100 µm hatch spacing. 
 
 
Figure 5.15 Examples of the areal narrow surface profiles of Z specimens manufactured 




Figure 5.16 Examples of the areal narrow surface profiles of XY specimens 
manufactured by Renishaw system under variant scan speed and hatch spacing levels. 
                 The entire 3D surface profile database consists of 55 wide and 37 narrow side 
scans. Prior to performing the segmentation step, the local states have to be defined and 
assigned to each pixel of the surface profile. According to the steps described in section 
4.2.1, four local states have been determined for wide and narrow surface profiles based 
on the highest peak (𝑃𝑚𝑎𝑥) and the lowest detected valley (𝑉𝑚𝑖𝑛 ). The ranges of the height 
variation within each local state are identical and equal to HR (height range). The details 
of the defined local states designated to the pixels of the roughness profiles, each associated 
with a unique color, are shown in Table 5.3. The transformation of the roughness profiles 
of Figure 5.9-Figure 5.16 to segmented images based on the local states of Table 5.3 is 
presented in Figure 5.17Figure 5.24. 
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                 Interestingly, the observations made from the segmented images affirms the 
previous discussion and identifies remarkable details about the various surface features. It 
is readily recognized that the surfaces are differentiated by the distribution, size, and 
morphology of the extracted features. For instance, all wide surfaces in Figure 5.17 have a 
quite uniform distribution of 𝑠3 local state whereas by changing the laser mode to discrete 
in Figure 5.19, the development of smoother surfaces stands out. Furthermore, Figure 5.18 
and Figure 5.20 show the increased surface roughness of the XY specimens. In particular, 
by increasing the hatch spacing to 100 µm at the lowest scan speed of 800 mm/s (build 8), 
surface quality has deteriorated under both Concept M2 and Renishaw systems. 
Table 5.3 Details of the defined four local states for the wide and narrow surface 
roughness profiles. 
 
                  In general, narrow sides have developed surfaces with higher roughness. Table 
5.3 shows that the range of height variation of the narrow side local states is higher than 
the corresponding ones of the wide surfaces. Fine surface features are produced on Z 
specimens of build 5 and build 6 (Figure 5.21), while the development of coarse features 
is evident in segmented images of Figure 5.22Figure 5.24. Such distinctions in surface 
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attributes will likely result in remarkably different mechanical properties. From the 
illustrated segmented images, the significant role of areal characterization of surface 
roughness and adoption of a quantification method that can successfully differentiate 
between such various surface characteristics becomes clear. Before the implementation of 
the 2-point correlation for quantification of the surface roughness, the segmented images 
have to be converted to binarized images. Since four local states have been defined, three 
auto-correlation functions (e.g., black-black, yellow-yellow, and red-red) can statistically 
represent each discretized roughness image. 
 
Figure 5.17 Examples of the roughness segmented images of the Z specimens wide 




Figure 5.18 Examples of the roughness segmented images of the XY specimens wide 
surfaces manufactured by Concept M2 system under variant processing parameters. 
 
 
Figure 5.19 Examples of the roughness segmented images of the Z specimens wide 




Figure 5.20 Examples of the roughness segmented images of the XY specimens wide 
surfaces manufactured by Renishaw system under variant processing parameters. 
 
 
Figure 5.21 Examples of the roughness segmented images of the Z specimens narrow 




Figure 5.22 Examples of the roughness segmented images of the XY specimens narrow 




Figure 5.23 Examples of the roughness segmented images of the Z specimens narrow 




Figure 5.24 Examples of the roughness segmented images of the XY specimens narrow 
surfaces manufactured by Renishaw system under variant processing parameters. 
                 Three binarized images are produced for each of the 92 surface roughness 
discretized images (55 flat and 37 wide surface scans). For wide surfaces, the local state 𝑠2 
(blue) was deemed as the background and thus the binarized 𝑠1 −  𝑠2 (black-blue), 𝑠3 −  𝑠2 
(yellow-blue), and 𝑠4 −  𝑠2 (red-blue) images were generated. Two examples of the 
segmented wide surfaces from build 8 (sample ID 8-13) and their binarized version 
associated with the implementation results of the 2-point correlation for each black and 
white image are presented in Figure 5.25. Note that all the computed 2-point statistics are 
auto-correlation of the white-white local state. The information that can be readily 
transferred from the 2-point correlation map is the size and morphology of the 𝑠1, 𝑠3, and 
𝑠4 local states from the central feature of the maps. The maximum value of the scale bars 
indicates the volume fraction of each extracted feature.  
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Figure 5.25 Binarized images and their corresponding 2-point correlation functions of the 
four-local state discretized surface roughness images of two parallel wide side of a 
fatigue specimen (sample ID 8-13). 
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Figure 5.26 Binarized images and their corresponding 2-point correlation functions of the 
four-local state discretized surface roughness images of two narrow sides (sample ID (a) 
6-7 and (e) 10-7). 
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                 Two examples of the quantification process of the narrow sides from build 6 and 
10 (6-07 and 10-07) are shown in Figure 5.26. By assigning the 𝑠3 (yellow) local state as 
the background, the three obtained binarized images are 𝑠1 −  𝑠3 (black-yellow), 𝑠2 −  𝑠3 
(blue-yellow), and 𝑠4 −  𝑠3 (red-yellow). The surface height variation in both surfaces is 
within the range of 𝑠2 and 𝑠3 local states (i.e., -138.92≤ h < 121.17 µm). Therefore, the 
absence of the 𝑠1 (black) and 𝑠4 (red) features has resulted in two solid black images. 
However, the 2-point auto-correlation of the blue-yellow binarized images (Figure 5.26 (c) 
and (g)) has managed to successfully distinguish between the two surfaces. It is important 
to note that after implementing the 2-point statistics quantification method on the entire 
binarized images (3×92), the resulted maps were truncated to the sizes shown in Figure 
5.26 (601×601 pixels) according to the coherency length of 301 pixels described in section 
5.1. As was clarified earlier, this length is a threshold beyond which no correlation exists 
between the size of the vector (specified by 𝑡 in equation (3-1)) and the 2-point correlation 
function. Therefore, for the sake of reducing the dimensionality of the produced results and 
avoiding storage and processing insignificant data, the truncation was performed on the 
entire database. Analogous to the quantified porosity database, the substantial size of the 
2-point correlation results necessitates the application of PCA to transfer the data to a 
lower-dimensional space.    
                 The primary difference between the quantified porosity and roughness data is 
the number of derived 2-point correlation maps to represent each data point. This number 
was increased to three for roughness data. Given that the roughness data of two parallel 
wide and two parallel narrow surfaces were acquired for each specimen, a total of twelve 
(4×3) 2-point correlation maps represent the surface roughness condition of each fatigue 
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specimen. In this section, the results of the wide and narrow sides are processed 
independently. The data merging steps for the six 2-point correlation maps of the wide side 
prior to the implementation of PCA is detailed in Figure 5.27. Similar steps were applied 
to merge the data from narrow surfaces. Eventually, an n-by-m matrix is obtained for each 
type of surface, where n is the total number of scanned samples, and m is the size of the 
vectorized 2-point correlation maps (6×601×601).  
 
Figure 5.27 Schematic illustration of the rearrangement of the 2-point correlation data to 
generate a 2D matrix as an input for PCA. 
 
                 The results of the transformation of the high-dimensional 2-point correlation 
data to the lower-dimensional PC-space are presented in Figure 5.28 and Figure 5.29. The 
orthogonal axes of the PC-space are ordered based on the extent of data variance each 
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represents. For instance, the wide surface roughness data can be delineated by only the first 
PC score since it captures more than 98% of the total data variability (Figure 5.28 (c)). The 
evolution of the surface features along the PC1 axis implies that as the PC1 coordinate of 
the sample departs from negative values, the surface roughness deteriorates and exhibits 
higher surface roughness. At the negative extreme of the PC1 axis, the data points represent 
the polished surfaces (the solid blue segmented images). The highest PC1 coordinate 
belongs to the sample from build 8 (8-13) with the coarsest surface features and a wide 
range of height variation. The pairs of discretized images correspond to the two parallel 
wide sides of the fatigue specimen.  
 
Figure 5.28 Low-dimensional representation of the wide surface roughness ensemble of 
the fatigue specimens at the (a) 3D and (b) 2D PC space. (c) Accumulative contribution 
of principal components to the total acquired variance. 
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                 However, in the reduced-dimensional space, narrow surfaces required the first 
two PC scores to acquire more than 98% of the data variability (Figure 5.29 (b)). From 
negative PC1 to positive values, the surface quality deviates from the polished surface 
quality. The surfaces with PC1 close to zero have developed fine scattered surface features, 
and by further increase in PC1, the coarse localized features dominate the surface and 𝑠1 
and 𝑠4 local states with the lowest and the highest valley and peaks become apparent.  
 
Figure 5.29 Low-dimensional representation of the narrow surface roughness ensemble 
of the fatigue specimens at the (a) 2D PC-space. (b) Accumulative contribution of 
principal components to the total acquired variance. 
 
                 The outlined workflow demonstrates a novel approach for the characterization 
and quantification of the surface roughness database in a robust and systematic manner. 
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The resolution of the extracted features can be adjusted by the number of defined local 
states, and there exists the possibility to continuously add more data to the database and 
carry out the analysis. Addressing the areal features rather than profile linear features offers 
the unique capability to detect the minor differentiation between surfaces that can be later 
decisive in governing the properties. Therefore, it is an essential step  prior to the 
development of the PSP models. 
5.3 High-Cycle Fatigue of the SLM-manufactured Inconel 625 
                 The HCF strength of the specimens investigated via the step test approach were 
obtained according to section 4.3. The detailed results of this experimental study have been 
elaborated elsewhere [180]. The fatigue strengths at 2×106 cycles for Z and XY specimens 
are summarized in Figure 5.30. The absence of error bars indicates that a single test was 
completed from the labeled build. The specimens of builds 7 and 8 turned out to be the 
weakest in the as-built and post-processed condition. The structure characterization results 
revealed the high roughness of the build 8 XY-oriented specimen. The dominant role of 
roughness in controlling the fatigue response of build 8 is manifested by the strength of the 
polished specimen. Among all the demonstrated builds, the improvement made by 
polishing build 8 specimens is substantial. On the other hand, even though build 7 had 
shown to develop quite a smooth surface in Z direction, both Z and XY specimens exhibit 
considerably low fatigue strength. Knowing that build 7 had one of the poorest 
densification responses, the existence of large irregular pores explains the diminished 
strength. Therefore, it is deduced that the severity of the localized flaws in the SLM 
manufactured samples can switch the primary determiner of the property between porosity 
and surface roughness.  
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Figure 5.30 The high-cycle fatigue strength of different builds and specimen types. 
 
               The greatest anisotropy between the Z and XY specimens is achieved for builds 
9 and 10. Both wide and narrow sides of the Z-oriented specimens of build 10 possess low 
surface roughness. However, the extreme reduction in the HCF strength of the XY 
specimens is attributed to the increased roughness of the narrow sides. Thus, although the 
wide sides of all build 10 specimens exhibit high surface quality, the development of large 
peaks on the narrow surfaces governs the strength by serving as stress concentration and 
crack initiation site. The deterioration of build 9 XY specimen is though ascribed to the 
degradation of both wide and narrow surfaces. 
               In the previous section, it was observed that the overall surface roughness 
obtained by the Renishaw system in Z direction exceeded the ones manufactured by the 
Concept M2 machine. However, the Concept M2 fabricated specimens with higher density, 
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and the HIP process was successfully carried out for the majority of the specimens of builds 
1-6. Evaluating the effectiveness of surface polishing in improving HCF strength can assist 
in identifying the failure mechanism. The property of the polished specimens is only 
available for builds 1-4. Polishing has resulted in minimal improvement in the strength of 
build 4 specimens, which indicates regardless of the surface quality, a quite low strength 
is achieved by the parameters of build 4, whereas the first three builds show susceptibility 
to the surface integrity.  
               The provided tensile properties for the Z specimens can help shed light on the 
observed response of build 4. The following data was collected by the uniaxial tensile tests: 
elastic modulus, yield strength, ultimate tensile strength, and ductility. The results are 
presented in Figure 5.31. They suggest that tensile properties with the exclusion of ductility 
are insensitive to the SLM process parameters. By accounting for the large error bar for the 
ductility of build 3, build 4 shows the lowest ductility among the first 4 builds. Therefore, 
it is pertinent to conclude that the low HCF strength of build 4 is an intrinsic property and 
does not improve with surface modification.  
               A final note has to be made regarding the extremely low discrepancy between the 
Z and XY strength of builds 4, 5 and 6. The orientation effect manifests itself primarily in 
the surface roughness and microstructure of the specimens. The development of columnar 
grains is triggered by high thermal gradients, whereas the equiaxed structure is prevalent 
under low thermal gradient and high solidification rates. Suppose the coordination of the 
SLM process parameters gives rise to the formation of equiaxed grains. In that case the 
variation in the strength of Z and XY specimens from the same build originates solely from 
their surface condition. 
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Figure 5.31 Variation of ductility, ultimate tensile strength, yield strength and elastic 
modulus with SLM builds, manufactured under different processing parameters.  
 
               To investigate the resulting crystallographic texture of the specimens, EBSD 
scanning was carried out on the cross-section of the microstructure samples of builds 1 and 
2, shown in Figure 5.32.  The three 1mm×1mm areas of the sectioned microstructure 
samples shown were scanned along a plane in the building direction. The combination of 
scanning speed and hatch spacing for the manufacturing of build 1 was such that the highest 
thermal gradient was achieved. Since energy density and thermal gradient are directly 
proportional [28], columnar grains are expected to appear in build 1 samples with the 
highest energy density level. On the other hand, build 2 exhibited the lowest thermal 
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gradient and the greatest solidification rate. Therefore, there should exist a tendency to 
develop an equiaxed grain structure. The direct correlation between hatch spacing and 
solidification rate has led build 2 to possess the highest solidification rate [181].  
                    In build 1, the formation of the elongated grains along the building direction 
is evident, and it complies with the initial assumption. Thus, the direction dependency of 
properties will be observed if the desired property is governed by the grain structure. By 
reduction in the melt pool thermal gradient and increase in solidification rate, the refined 
equiaxed grains have appeared in the structure of build 2. Note that the grain structure of 
the rest of the builds will likely exhibit a mixed state between the ones depicted in Figure 
5.32.  
                    The fatigue strengths of builds 1 and 2 have experienced the same degree of 
improvement from XY to Z direction as seen in Figure 5.30. Owing to the closer to 
equiaxed grain structure of build 2, reduced anisotropy is expected in the properties, and 
the obtained variation can be solely attributed to the surface enhancement. The hatch 
spacing of build 4 was also at the highest level, and it exhibited the second lowest energy 
density. In addition, build 6 and build 2 were processed with precisely the same parameters. 
Therefore, it can be inferred that the grain structure of build 4 and 6 should be similar to 
the one observed for build 2. The energy density and hatch spacing of build 5 are deviating 
towards values promoting columnar grains. However, knowing that even build 1 grain 
structure did not have fully columnar grains, no significant structural anisotropy is expected 
in build 5 as well.  
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Figure 5.32 Electron backscatter diffraction (EBSD) scan of build 1 and build 2 
microstructure samples. 
 
5.4 SLM Process Parameters – Structure Data-driven Models 
5.4.1 PS Model: Data Preparation 
                 The primary objective of the SLM process-structure model is to predict the 
resultant surface roughness and porosity from the SLM processing variables and determine 
the significance of each processing factor in controlling the part quality. The developed 
model can be employed later as a tool to optimize the parameters to obtain a desired 
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densification and surface roughness. The data presented in Table 5.4 have been used as an 
input to build the SLM process-structure model. The model input or process variables 
include two continuous variables, scan speed and hatch spacing, and two categorical 
variables, SLM manufacturing system and the direction of the printed specimens. More 
details on the process database can be found in section 4.1. Since the "SR" and "NSR" post-
processing heat-treatments do not influence the structural attributes under study (porosity 
and surface roughness), they are not used as the model input variables.  
                 The output data is comprised of the PC scores characterizing the combined state 
of the surface roughness and the porosity of the built component. Therefore, integrating the 
quantified porosity data with the surface roughness (both wide and narrow surfaces) of the 
fatigue specimens constitutes the data merging step necessary before implementing the 
PCA and obtaining the PC scores. This process involves vectorization of the 2-point 
correlation results and the creation of a matrix with the structure data in its rows. 
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Table 5.4 The input data for the construction of the process-structure model. The 0 and 1 
values for direction and machine variables denote xy and z, Concept M2, and Renishaw 
systems, respectively.  
 
           The reduced-dimension structure database is demonstrated in Figure 5.33 (b). The 
PC scores are denoted by PCrp, indicating the combined representation of the surface 
roughness and porosity. According to Figure 5.33 (a), the accumulative contribution of the 
first three structure PC scores reaches to more than 98%. The complete training database 
utilized to construct the process-structure model is summarized in Table 5.5. The 0 and 1 
categories represent XY and Z, respectively, for the specimen orientation (denoted as 
direction), and 0 and 1 represent the Concept M2 and Renishaw AM250 systems, 
respectively, for the machine variable.       
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Figure 5.33  (a) Cumulative variance of the structure principal components. (b) PC space 
visualization of the structure database. Each data point encompasses the status of both 
surface roughness and porosity. 
Table 5.5 The experimental data for the process-structure model construction. 
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5.4.2 PS Model: Parametric Multiple Regression (MR) 
           In the first modeling attempt, multiple linear regression analysis was employed to 
estimate the relationship between the processing variables and the resultant structure and 
build a predictive model of surface roughness and porosity. Since PC space possesses 
uncorrelated orthogonal bases, three independent regression models were developed for 
each PCrp score. Second-order polynomial equations were used to fit the data. With four 
SLM processing parameters, the total number of the independent variables for a second-
order polynomial model is fourteen, including interaction terms. Note that incorporating 
all possible terms in the regression equation increases the propensity to overfitting issue 
given the limited number of available training data. Moreover, the response or the 
dependent variable does not necessarily hold a strong correlation with all the derived terms.  
           Thus, the first task to tackle was to adopt a strategy to select the terms to be 
incorporated in the regression models based on their correlation with the PC scores. The 
Pearson correlation coefficient heatmap of the full second-order polynomial terms and PC 
scores are shown in Figure 5.34. SS, HS, D, and M stand for scan speed, hatch spacing, 
direction, and machine variables. The pairwise Pearson correlation is the most commonly 
used method to measure the strength of relationships between two variables, and it is 
expressed by, 
𝑟 =  





𝑖=1  √∑ (𝑦𝑖− 𝑦)
2𝑛
𝑖=1
.                                                                    (5-1) 
The 𝑟 values of +1 and -1 are indications of the perfect positive and negative correlations. 
Once the absolute correlation value inclines towards zero, the independency of the 
variables from each other is verified. Two filters were applied to eliminate the unnecessary 
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terms: (1) The independent variables with absolute correlation coefficients less than 0.2 
were removed (e.g., SS, M, SS2, SS×M, HS×M, M2 for the PC1rp model). (2) From the 
remaining ones, if any pair of the independent variables were highly correlated with each 
other (i.e., 𝑟 value higher than 0.8), the one that holds a weaker relationship with the 
response was filtered out (e.g., SS×HS and HS×D in the PC1rp model). The second filter 
was applied to avoid the multicollinearity issue in multiple regression equations. The final 
terms to be included in each regression model for the prediction of PC1rp, PC2rp, and 
PC3rp are listed in Table 5.6.  





Figure 5.34 Pairwise Pearson correlation heatmap between the variables of the quadratic 
polynomial process-structure model. 
 
           The regression coefficients were determined based on the least square method. 
Accordingly, the equation of the second-order fitted regression model for prediction of the 
SLM structure from the processing parameters are given as follows: 
𝑃𝐶1𝑟𝑝 = 48.35 − 97.92 𝐻𝑆 − 145.06 (𝐷 × 𝑀) − 70.08 (𝑆𝑆 × 𝐷), 
𝑃𝐶2𝑟𝑝 = 22.5 𝐻𝑆 × 𝑀, 
𝑃𝐶3𝑟𝑝 = 6.4 𝑆𝑆 − 14.12 𝐻𝑆 − 27.72 (𝐻𝑆 × 𝑀). 
The derived coefficients are standardized. Therefore, their values signify the strength of 
each independent variable's effect on the dependent variable. For instance, 𝐻𝑆 × 𝑀 with 
 146 
the highest absolute coefficient impacts the variation of PC3rp values more significantly 
than SS and HS variables, which conforms with the results of Pearson coefficients in Table 
5.6 where 𝐻𝑆 × 𝑀 has shown to exhibit the highest absolute correlation of 0.65.  
           The validity of the obtained models, along with the significance of the independent 
variables, can be further examined by the analysis of variance and the information provided 
in Table 5.7Table 5.9. The PC1rp, PC2rp, and PC3rp models have the regression p-values 
of 0.001, 0.145, and 0.032, suggesting that the equation for the first and the third PC score 
are statistically significant with a 95% confidence level. However, with the p-value higher 
than 0.05, the PC2rp model fails to reject the null hypothesis for the overall significance of 
its regression equation. Furthermore, the single predictor of the PC2rp model has a p-value 
of 0.145, higher than the 0.05 threshold. The low correlation that the single predictor of the 
PC2rp model exhibited with the response is an indication of the statistically insignificant 
model that is constructed to create a linkage between them. A similar analogy holds for the 
predictors of the two other models. The HS predictor in the PC1rp model and SS and HS in 
PC3rp models, which have p-values larger than 0.05, were shown to be weakly correlated 
with the corresponding PC scores (Table 5.6). Thus, there exists a good agreement between 
the information gained from regression results, analysis of variance, and the term selection 
analysis.  
           Once the regression models are fitted to the training data, the prediction 
performance of the models has to be assessed. In this study, due to the small available 
dataset leave-one-out cross-validation (LOOCV) method is employed to verify the 
generalization power of the developed models in the prediction of new data. LOOCV is a 
special case of the k-fold cross-validation technique, where k equals the database's size. 
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Therefore, the n size database is randomly split into n-1 training and one testing data point. 
The process is repeated for n times, and then the prediction results are compared against 
the actual PC score values to evaluate the goodness of the fit that provides a reliable 
judgment on the true performance of the prediction on future data. 
Table 5.7 Regression results and analysis of variance for the PC1rp process-structure 
model. 
 








Figure 5.35 Leave-one-out cross-validation results of the multiple regression predictive 
models for the estimation of the structure PC scores. 
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           The cross-validation results for the three process-structure regression models are 
presented in Figure 5.35. Each point represents a prediction of the testing data point. 
Essentially, the closer the points get to the solid blue y=x line, the lower the discrepancies 
between the actual and predicted values are. The best generalization power is achieved by 
the PC3rp model, and the worst belongs to the PC2rp predictive model. The cross-
validation examination results conform to the previous discussion. The models that turned 
out to be statistically significant performed adequately in the generalization test, while the 
insignificant PC2rp model exhibited unreliable prediction performance. The results of 
Figure 5.35 are qualitative visual inspection of the cross-validation results.  In the next 
section, the cross-validation error analysis will bring quantitative insight into the predictive 
power of the trained models.  
5.4.3 PS Model: Nonparametric Support Vector Regression  (SVR) 
           The second learning algorithm that was employed to train the data-driven process-
structure model was the SVR technique. The basis of the nonlinear SVR, according to 
equation 3-16 and 3-17, is the choice of a kernel function to map the data to the kernel 
space, and the selection of the 𝜀 and 𝐶 parameters. The 𝜀 hyperparameter designates the 
degree of error tolerance, and 𝐶 determines the trade-off between the linearity of the 
derived function and the tolerated deviation from the 𝜀. More clarification on the details of 
the SVR technique was provided in section 3.3.3. 
           As its name suggests, in the nonparametric SVR method, no predetermined 
functional form is used to fit the data. The SVR models were trained using the experimental 
data of Table 5.5 and the Scikit-learn machine learning library [182] for the Python 
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programming language. The model tuning process involved selecting the kernel function 
and adjustment of the 𝜀, and 𝐶 parameters to achieve the lowest possible cross-validation 
error. The Gaussian radial basis function (RBF) was adopted as the kernel function for all 
the three predictive models, and it is expressed by, 




)                                                                                          (5-2) 
where 𝑙 is the length scale of the kernel, and 𝑑 denotes the Euclidean distance. The 
tuned hyper-parameters to achieve the best prediction error by each model are tabulated in 
Table 5.10. 
Table 5.10 The hyper-parameters employed to train the SVR process-structure models. 
 
           To quantify the PC score estimation accuracy and the model performance, error 
metrics were utilized, including mean absolute error (MAE), mean squared error (MSE), 
and root mean squared error (RMSE), which are defined as, 





,                                                                                                       (5-3) 
𝑀𝑆𝐸 =  
1
𝑝
∑ (𝑦𝑖 −  ?̂?𝑖)
2𝑝






 ,                                                                                                 (5-5) 
where ?̂?𝑖 is the predicted response, and p is the size of the dataset. Essentially, MAE 
expresses the mean magnitude of the residuals. However, it fails to signify 
underperformance or overperformance of the model and reveals low sensitivity to outliers. 
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On the other hand, MSE quadratically grows with errors, and outliers contribute drastically 
to its value. RMSE, as its name suggests, is the square root of MSE and is comparable to 
standard deviation. It is commonly used owing to ease of interpretability as its unit match 
the unit of the dependent variable. The comparison of the actual and the predicted PC score 
values using the SVR models are demonstrated in Figure 5.36. Similar to Figure 5.35, the 
generalization power of the models is evaluated by assessing the cross-validation results. 
The average LOOCV prediction error values using the multiple regression (MR) and SVR 
models are presented in the bar plots of Figure 5.37.  
           The cross-validation plots manifest that the predicted values of the SVR PC2rp and 
PC3rp models tend to follow y = c line and all the predicted PC scores are confined within 
a narrow range of values. In contrast, the SVR PC1rp cross-validation plot closely follows 
the y=x line in a broader range of values. This can imply the superiority of the PC1rp model 
in extrapolation and capturing the nonlinear patterns in the data. In general, the error 
analysis suggests comparable performance from the two modeling approaches since the 
obtained variations are negligibly small. From similar results, it can be deduced that the 
choice of the functional forms in the MR approach was sufficient in explaining the 
underlying relationships between the process parameters and the PC scores. By comparing 
Figure 5.35 (c) and Figure 5.36 (c), it is observed that the PC3rp model trained by the MR 
algorithm complies with the y=x line better than the SVR PC3rp model.   
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Figure 5.36 Leave-one-out cross-validation results of the SVR predictive models for the 




Figure 5.37 Average cross-validation (a) MAE, (b) MSE, and (c) RMSE of the process-
structure models developed using MR (multiple regression) and SVR (support vector 
regression) algorithms. 
 
5.4.4 PS Model: Multiple Tensor-on-Tensor Regression (MTOTR) 
           In the first two modeling strategies, the focus was placed on establishing a 
relationship between the processing variables and the PC scores. The ensemble of PC 
scores was recognized as the structure identifier (i.e., surface roughness and porosity) in 
an orthogonal reduced-dimension space, so-called PC space, obtained by maximizing 
variation along each dimension. Therefore, the framework involved dimensionality 
reduction of the output data and conducting a regression learning algorithm. In a distinctly 
different approach, MTOTR algorithm directly produces a link between the process 
variables and the 2-point correlation high-dimensional data. Essentially, the dimension 
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reduction step is embedded in the algorithm of MTOTR, the details of which were 
discussed in section 3.3.2.  
           To train the MTOTR model, instead of rearrangement of the 2-point correlation 
results (Figure 5.27) that required vectorization and concatenation of the surface roughness 
and porosity data and generating an output matrix, a stack of 2D 2-point correlation maps 
comprising of 13 images (i.e., twelve surface roughness from the wide and narrow sides 
and one porosity data) was created to obtain a 3rd-order tensor for each output point. 
Therefore, the entire output database was a 4th-order tensor of size 15×13×601×601 (i.e., 
fifteen observations of thirteen 2-point correlation maps each with size 601×601 pixels). 
The input and output of the MTOTR process-structure model are illustrated in Figure 5.38. 
 
Figure 5.38 Demonstration of the process-structure linkage build between the SLM 
process variables and the 2-point correlation structure data using the MTOTR algorithm. 
 
           The training process of the MTOTR model included learning the core tensor and the 
basis matrices of equation 3-13 to eventually determine the high-dimensional matrix of 
parameters (𝑩𝑗) in equation 3-11. The cross-validation procedure was carried out to 
ascertain the rank of the basis matrices such that prediction errors are minimized and 
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overfitting is precluded. The LOOCV results of the trained MTOTR model are presented 
and compared against the performance of the MR and SVR models. Since the output of the 
MTOTR model is the 2-point correlation images, in order to make a legitimate comparison 
with the PCA-based models, the 2-point correlation maps were reconstructed from the 
predicted PC score values of the MR and SVR models using equation 3-2. Next, the 
prediction errors were computed for each of the 15 observations based on the pixel-by-
pixel comparison of the reconstructed and the original images. The box plot of the cross-
validation MAE for the process-structure models based on the three different approaches 
that is demonstrated in Figure 5.39 confirms the outperformance of the MTOTR algorithm. 
The performance of the MR and SVR model is shown to be comparable.   
           In the PCA-based methods, the 2-point correlation maps are vectorized, and as a 
result, the spatial correlation structure between the neighboring elements are broken and 
ignored. Unfortunately, such a vectorization of an image limits the PCA capability in 
exploiting the image structure, reducing the prediction power of its consequent regression 
model. In addition, the PCA approach determines principal components (PCs) solely based 
on the directions that describe the highest variability of the data, regardless of their 
dependencies on the matrix of process variables (𝑋) and with the assumption that the first 
few principal components are also the most related components to the predictors. 
Therefore, the corresponding basis vectors (i.e., eigenvectors) are learned independently 
of 𝑋. In some situations, however, this assumption turns out to be unrealistic, and PCs 
explaining smaller variations show a stronger correlation with the predictors. This 
approach results in PC scores that, although they may explain the high variation of the 
output data, they may have a low correlation with 𝑋. For instance, the Pearson correlation 
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coefficient of PC3rp with the scan speed and hatch spacing variables was as low as 0.21 
and -0.22. 
 
Figure 5.39 Mean absolute error boxplot of the fifteen leave-one-out predictions made by 
the MR, SVR, and MTOTR models. 
 
           The tensor regression (TR) is particularly useful when the output data is in high-
dimensional forms such as images, point clouds, or waveform signals. MTOTR is designed 
to directly produce a link between the stack of images and the process variables represented 
by a matrix. In other words, by employing MTOTR, the two separate steps of 
dimensionality reduction and regression are merged and conducted through a single 
algorithm. During the iterative learning process of MTOTR, it is assured that the learned 
variational patterns (basis vectors) are correlated with the process variables.  
           Two reconstruction examples of the 2-point correlation results of the surface 
roughness are shown in Figure 5.40 and Figure 5.41. Visual inspection of the 2-point 
correlation maps illustrates that different aspects of the original images have been 
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successfully predicted by the constructed data-driven models. The image estimated by the 
MTOTR model in Figure 5.40 has captured the elongated morphology of the central feature 
of the original image. However, considering the correlation values from the associated 
color bars, the MR and SVR models have estimated the 2-point correlation functions more 
accurately than the MTOTR model. On the other hand, in the example of Figure 5.41, the 
range of the predicted 2-point correlation functions made by the MTOTR model has 
depicted a higher accuracy than the two other estimations.  
 
Figure 5.40 Illustration of an (a) original 2-point correlation representation of a sample 
surface roughness and the estimation of the exact same image using the models 




Figure 5.41 Illustration of an (a) originial 2-point correlation representation of a sample 
surface roughness and the estimation of the exact same image using the models 
developed by the (b) MR, (c) SVR, and (d) MTOTR algorithms.Color scale bar is the 
same for all images. 
 
5.5 SLM Structure-Property Data-driven Models 
5.5.1 SP Model: Data Preparation 
           The primary role of the "structure" component in developing the PSP models for 
structural materials is to be an interface between the processing variables and the resulting 
properties and provide the ability to tailor the desired combination of properties based on 
the adjustments to the initial processing. In this study, the ultimate goal was to advance a 
capability for prediction and potentially maximizing the high-cycle fatigue (HCF) strength 
of the Inconel 625 superalloy. The surface roughness and porosity were identified as the 
potent drivers that govern the HCF strength. The SLM fatigue specimens were subjected 
 159 
to fatigue "step test" approach to determine their fatigue strength with both as-built and 
polished surfaces. The polished condition was chosen to evaluate the intrinsic fatigue 
response of the Inconel 625 superalloy. The tested specimens with available surface 
roughness data are tabulated in Table 5.11.  
Table 5.11 HCF strength results obtained from the step test experiments conducted on the 
first nine builds. 
 
                 The characterized surface roughness and the pore structure of the specimens in 
Table 5.11 have to undergo the segmentation, binarization, and quantification using the 2-
point correlation methodology following the workflow explained in section 5.2. Note that 
since the segmentation of the roughness database relies on the highest existing peak and 
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the lowest valley within the database, it is subjected to change by addition or removal of 
specimens from the database. Subsequent to data quantification and computing the 2-point 
correlation functions, vectorization of the results and merging of the roughness and 
porosity data was performed. PCA was applied to the high-dimension matrix of vectorized 
2-point statistics, the results of which are depicted in Figure 5.42. In order to sufficiently 
acquire the variability in the original data (> 98%), the first four principal components are 
adequate (Figure 5.42 (a)). The generated clusters of the data points in PC space shows the 
structure of specimen 1-13, 8-13 and 9-13 have unique features compared to the rest of the 
database as they are located farther from the rest of the points along PC1, PC4 and PC3 
axes, respectively. Table 5.12 presents the data to be adopted for training the structure-
property data-driven models where four PC scores as the input of the model manifest the 
state of the material’s structure and output is the scalar HCF strength. Note that the data 
from Z and XY specimens were combined together with the assumption that the existence 
of any structural direction-dependency that is critical to the property is captured through  
structure attributes.   
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Figure 5.42 (a) Cumulative variance of the structure principal components. (b-c) PC 
space visualization of the structure database. Each data point encompasses the status of 




Table 5.12 The experimental data for the structure-property model construction. 
 
5.5.2  SP Model: Parametric Multiple Regression 
                 The multiple regression framework was adopted to fit a second-order 
polynomial equation to the structure-property database with four independent variables 
(i.e., PC1, PC2, PC3, and PC4) and HCF strength as the dependent response. It was 
elaborated in the discussions of section 5.3.2 that the first step prior to model training is to 
perform independent term selection. This procedure is based on the calculation of the 
pairwise Pearsons correlation coefficients depicted in the heatmap of Figure 5.43. The low 
correlated independent variables (<0.2) were filtered out from the fourteen potential model 
predictors (e.g., PC1 and PC4). Besides, if any pair of predictors were strongly correlated, 
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to avoid multicollinearity issue during model development, the one that shows a weaker 
connection with the response was eliminated from the terms that were going to be 
incorporated in the structure-property equation. Ultimately, five independent variables, 
including the combination of interaction, first and second orders terms were selected, 
which are listed in Table 5.13. 
 
Figure 5.43 Pairwise Pearson correlation heatmap between the variables of the quadratic 
polynomial structure-property model. HCFS denotes HCF strength. 
 
Table 5.13 The selected terms for the structure-property multiple regression model. 
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                 The regression model coefficients were computed using the least square method. 
The multiple regression structure-property model for prediction of the HCF strength of the 
Inconel 625 superalloy is expressed by the following equation, 
𝐻𝐶𝐹𝑆 = 163.28 + 4.02 𝑃𝐶2 − 0.1102 (𝑃𝐶1 × 𝑃𝐶2) − 0.017 (𝑃𝐶1 × 𝑃𝐶3)
+ 0.1541 (𝑃𝐶2 × 𝑃𝐶4) + 0.7853 𝑃𝐶42. 
The regression table of analysis of variance (ANOVA) provides salient statistical 
information concerning the significance of the predictors as well as the overall regression 
equation by performing hypothesis testing. The specifics of the above structure-property 
model and the corresponding ANOVA table is tabulated in Table 5.14. The coefficient and 
overall regression p-values signify the significance of the developed model as they exhibit 
values lower than the 0.05 threshold, which is the selected confidence level. The 
"𝑃𝐶1 × 𝑃𝐶3" term is an exception that has marginally exceeded the intended threshold.   




                 Since the structure-property model's primary purpose is to predict the desired 
property from a set of known structure attributes, the prominence of cross-validation is 
further emphasized. The results of the leave-one-out cross-validation procedure to evaluate 
the generalization power of the SP model is depicted in Figure 5.44(a). Excluding the data 
point with the extremely high prediction error (marked with an arrow), the rest of the 
predictions follow the y=x line trend. Regularized ridge regression was implemented to the 
dataset to remedy the situation and improve the prediction accuracy by regularizing the 
estimated coefficients. The details on the formulation of the regularized regression were 
provided in section 3.3.1. The degree of regularization (𝜆) was tuned to 0.02 and the 
resultant cross-validation of the regularized model is shown in Figure 5.44(b).  
 
Figure 5.44 Leave-one-out cross-validation of the structure-property data-driven models 
developed by (a) the standard multiple regression and (b) ridge regression formulation. 
 
                 The LOOCV results are associated with calculating the prediction errors, 
including MAE, MSE, and RMSE. The error analysis details were elaborated in section 
5.3.3. In addition to the qualitative evaluation of the two scatter plots of Figure 5.44, the 
 166 
cross-validation errors of the standard and regularized regression in the bar plots of Figure 
5.45 affirms the improvement made in the prediction performance of the model in 
estimation of the testing data. Therefore, the regularized version of the multiple regression 
structure-property model is as follows, 
𝐻𝐶𝐹𝑆 = 144.82 + 4.35 𝑃𝐶2 − 0.1226 (𝑃𝐶1 × 𝑃𝐶2) − 0.0193 (𝑃𝐶1 × 𝑃𝐶3)
+ 0.1720 (𝑃𝐶2 × 𝑃𝐶4) + 0.8849 𝑃𝐶42. 
 
Figure 5.45 The comparison of the cross-validation error of the structure-property model 
constructed by the standard and regularized ridge regression method. 
 
5.5.3 SP Model: Nonparametric Regression 
                 In this section, two nonparametric kernel-based algorithms are adopted to 
establish a link between the structure of the SLM Inconel 625 and the subsequent HCF 
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strength: (1) Support Vector Regression (SVR) and Gaussian Process Regression (GPR). 
Both methods rely on a set of hyper-parameters that optimize the objective functions. The 
prediction surface was created using both models, and cross-validation errors were 
computed to assess their power in predicting new data. Analogous to the process-structure 
SVR model, the radial basis function (RBF) was used as the kernel for the structure-
property SVR model with the hyper-parameters of 𝜀 = 0.3 and 𝐶 = 7. The choice of the 
kernel for the GPR model was the Matern function, which is a generalization of the RBF 
kernel. The degree of the smoothness of the resulting function can be adjusted by an 
additional parameter (𝜈). Such versatility in controlling the smoothness has made Matern 
kernel a flexible and popular choice. The Matern kernel is given by, 










𝑑(𝑥𝑖, 𝑥𝑖)),                                               5-6) 
where 𝑑, 𝐾𝜈, and Γ are Euclidean distance, modified Bessel, and gamma functions, 
respectively. 𝑙 denotes the length-scale hyperparameter that is interpreted as the length in 
input space before which no significant change in response has resulted. Consequently, low 
variation in the response is achieved by higher characteristic length-scales. The fitting 
procedure is carried out by maximizing the log of the marginal likelihood by which the 
optimized hyperparameters are obtained. The initial 𝑙 and 𝜈 values were set to 5 and 0.75, 
respectively. The scikit-learn machine learning library in Python programming language 
was used for training and testing of the models.  
                 The prediction means of the HCF strength as a function of the principal 
components are presented in Figure 5.46. The black line is the posterior distribution that is 
associated with the shaded area, which marks the prediction standard deviation. The pattern 
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of the curves indicates the strength of the correlation between each principal component 
and the resulting HCF strength. It is readily recognized that PC2 exerts the highest impact 
on the response, whereas by making changes in the values of PC1 negligible variation is 
resulted on the HCF strength. This is while PC1 acquired most of the variability of the 
structure data. However, the statement is not pertinent to whether PC1 holds a strong 
relationship with the response or not. This observation supports the term selection 
procedure of the MR model in section 5.4.1, where PC2 was the only independent variable 
that was incorporated in the model in its first-order form. In addition, it is worth noting in 
Figure 5.46 that the prediction confidence decreases by approaching the range boundaries. 




Figure 5.46 Posterior mean distribution of the HCF strength as a function of the first four 




Figure 5.47 Prediction surfaces of the HCF strength created by the SVR structure-
property model.   
 
                 Subsequent to the training of the SVR and GPR structure-property models, the 
prediction surfaces over a continuous range of PC scores are created and demonstrated in 
surface and contour plots of Figure 5.47 and Figure 5.48. Such plots are of great practical 
significance, and they reveal any underlying linear/nonlinear pattern. Each surface is 
generated at the mean level of the invariant PC scores. The insensitivity of the response to 
the PC4 and PC1 variations is evident from both figures. For PC1, this is especially 
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noticeable at low PC1 values. Although the relationship captured by both models between 
the structure principal components and the HCF strength appears to be quite similar, the 
nonlinearities are more pronounced in the prediction surfaces made by the SVR model.  
 
 
Figure 5.48 Prediction surfaces of the mean HCF strength created by the GPR structure-
property model.   
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                 The leave-one-out cross-validation (LOOCV) predictions, along with the cross-
validation error analysis, are depicted in Figure 5.49 and Figure 5.50. As is suggested by 
the mean prediction errors in Figure 5.50, both models are extremely comparable. 
However, knowing that the predictions made by GPR are associated with the calculation 
of the uncertainties, the GPR model is conceivably more appealing. The vertical black lines 
in Figure 5.49 (b) denote the predictions’ standard deviations. Note that the prediction 
uncertainty decreases at higher HCF strength levels, and estimations are made with lower 
accuracy at strengths below 200 MPa.  
 
Figure 5.49 LOOCV results of the (a) SVR and (b) GPR models assessing the estimation 
of the training data points. 
 
                 A comparison between the performance and generalization capability of the four 
data-driven structure-property models are summarized in Figure 5.50. The evident 
outperformance of the nonparametric kernel-based algorithms (i.e., SVR and GPR) 
demonstrates their power in learning the relationship between the potent structural 
attributes (surface roughness and porosity) of the additively manufactured Inconel 625 and 
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the desired mechanical property (HCF strength). The key merit of SVR and GPR models 
is that they do not bound the data to a predetermined form of the equation, therefore unlike 
parametric regression method, there is no need to determine the best form prior to model 
training. Offering such advantage is particularly beneficial under the circumstance that the 
model requires regular re-training with collection of new data. Evidently, due to the data-
driven nature of the developed models, by expanding the database and acquisition of more 
data from the entire 11 builds, the prediction accuracy of the models will be further 
enhanced.  
 
Figure 5.50 Cross-validation prediction errors of the structure-property models developed 
by four different machine learning algorithms. 
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CHAPTER 6. MODELING CASE STUDY:  SURFACE 
ROUGHNESS PREDICTION FROM THE SLM PROCESS 
PARAMETERS 
                 This chapter presents a case study discussing the application of statistical and 
machine learning methods for establishment of the SLM process-surface roughness 
relationship. Various surface profile parameters were utilized to examine surface roughness 
and determine the ones that can be best predicted by the developed process-structure 
models. Contrary to the previous approach for characterization and quantification of the 
surface roughness, which involved performing multiple computational steps and 
generation of high dimensional data, the accelerated measurement of the surface profile 
parameters enabled the construction of a larger dataset, which was particularly critical for 
showcasing the efficacy of the adopted data-driven approaches. Furthermore, the SLM 
machine-related parameters that are the source of the structure dependency on the build 
plate location have been investigated in detail and addressed in the computations. The 
remarkable effect of position dependency on structure signifies the error and inaccuracy 
that is introduced in prediction by overlooking such factor. 
6.1 Abstract 
                 In this work, the dependency of the surface roughness of Merl72 Ni-base 
superalloy on laser power, scan speed, and scan offset on overhanging 60° downskin and 
vertical surfaces were studied. In conjunction with the process parameters, other factors 
such as gas flow direction in the build chamber and laser incident angle contribute to the 
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final surface roughness. This study seeks to systematically investigate such effects that 
solely rely on the position on the build plate. As a result, the absolute correlation between 
process parameters and roughness is extracted, leading to high-performance predictive 
models. A combination of statistical analysis and machine learning techniques are 
employed to achieve this goal. The analysis of variance (ANOVA) and regression analysis 
are used to explore the significance of the process variables and the establishment of 
parametric regression models. Non-parametric Gaussian process-based regression 
framework was adopted with the unique capability of uncertainty quantification for the 
estimation of the surface roughness. Both methods were validated by leave-one-out cross-
validation and comparing their predicted values with the experimentally measured ones. 
The investigation was performed on the most common surface roughness measures (i.e., 
Ra, Sa, Sdr, Sdq, Sz, and Rz) with the goal of examining the adequacy of each to be utilized 
as the best representation of the surface roughness. 
6.2 Introduction 
                 In addition to the process parameters, there exist other significant contributing 
factors to the surface texture of the final part, including the surface inclination angle, face 
orientation, and position of the printed part in the build chamber. Indeed, the fluctuation of 
the part quality manufactured under identical processing parameters is ascribed to the 
variation in such factors. By the onset of surface inclination, the staircase effect becomes 
operative. The formation of a stairstep profile, inherent to the AM processes, is a coupling 
of layer thickness and slope angle, which considerably diminishes surface topography. The 
increase of the slope angle from 0⁰ (horizontal) intensifies surface roughness up to a 
threshold beyond which the situation is slightly enhanced. Then the improvement trend in 
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the roughness is observed up to 90⁰ (vertical) [45, 94, 183-185]. Strano et al. [45] developed 
a theoretical model for 316L stainless steel alloy to predict the surface roughness for 
sloping angles ranging from 0⁰ to 90⁰ employing truncheon samples and considering both 
the stairstep profile and the presence of partially bonded particles. Covarrubias and 
Eshraghi [186] compared the experimental and theoretical surface roughness of the 
downskin and upskin surfaces of Inconel 718 at 0⁰, 15⁰, 30⁰, 45⁰, 60⁰, 75⁰, and 90⁰. In both 
studies, the minimum roughness was obtained at 0⁰ surfaces, and by increasing the slope 
angle up to 10⁰-15⁰ significant increase in roughness was obtained. The trend was inversed 
by further increasing the slope up to 75⁰. Moreover, it was suggested that the dominant 
mechanism that determines surface roughness of horizontal and vertical faces differs from 
the inclined surfaces, primarily due to the ineffectiveness of the staircase effect.  
                 In general, downskin side of the overhanging surfaces possesses more enhanced 
roughness and partly melted particles than the upskin ones [38, 94, 187]. The rationale for 
this observation is that the energy of the incident beam on the downskin side is absorbed 
by the powder bed as well as the underlying powder material that limits the heat flux. Thus, 
greater thermal distortion and particle adhesion is resulted from the overheated melt pool. 
Furthermore, the balling effect and melt extension are more prevalent owing to the 
instability in the melt pool. On the contrary, the solidified bulk substrate of upskin surfaces 
impedes the occurrence of such surface deteriorating phenomena [94, 188]. 
                 The interaction of the beam incident angle, laser spot size, and gas flow direction 
constitute what is called as position dependency of the surface roughness. The gas flow 
basically serves to create an inert atmosphere within the chamber. Furthermore, as a 
secondary functionality, it removes away the process by-products such as ejected powders 
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and metal vapor (condensate) from the melt pool and laser path [84, 189]. Uneven 
distribution and turbulent flow of the inert gas adversely affect the repeatability of the 
process and introduces intra-build quality variability. The energy input to the powder bed 
and, consequently, the structural characteristics and integrity of the part are strictly related 
to the laser incident angle and beam focus diameter and shape. They are also subjected to 
variation with changes in the position of the printed part, depending on the configuration 
and design of the SLM machine. For instance, from a geometrical standpoint, the beam 
incident shape deviates from circular in various extents at every position on the platform 
except at its projection on the build plate [188]. Changes in the shape and size of the spot 
size will vary the laser energy density and the resultant surface quality. 
                 The influence of the process parameters on the various active physical 
phenomena during the SLM process that promotes structural imperfections has been 
substantially studied and thoroughly understood. However, establishing a rigorous 
mathematical tool that provides the capability to precisely predict and control the part 
quality by adjusting the process parameters is still a rapidly developing research effort 
[131, 161, 190, 191]. This work seeks to investigate the correlation of the SLM process 
parameter, laser power and scanning speed with the resulting surface roughness of Merl72 
Ni-base superalloy. Additionally, a third parameter was examined, known as scan offset. 
Within each raster block, the parallel stripe scan pattern of the core area, which constitutes 
about 85% of the scanning area, switches to contour pattern on the edges (Figure 6.1). 
There is an inevitable offset between the two scan strategies that determine the amount of 
remelting of the core portion or the distancing between scan patterns as illustrated in Figure 
6.1. At zero value, the contours are adjacent to each other. This positive or negative 
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distancing is denoted as a scan offset and impacts surface roughness notably.  In this 
research effort, statistical analysis, parametric regression analysis, and non-parametric 
Gaussian-based regression techniques are employed to develop data-driven models for 
prediction of surface roughness. The positional dependency of the part quality has been 
captured systematically and eliminated to reveal the real impact of the process parameters.  
 
Figure 6.1 Illustration of the scan strategy with (a) negative, (b) zero, and (c) positive 
offset. The orange and white areas in (a) and (c) denote the overlap and the gap between 
two scan patterns, respectively.  
 
6.3 Experimental Procedure 
                 All SLM coupons were fabricated using the M290 machine made by EOS 
GmbH company operated under argon inert gas environment that is purified continuously 
through an inner filter unit. An even powder layer with a maximum powder diameter of 40 
µm was distributed using a recoater featuring a flexible polymeric lip in a constant 
thickness of 40 µm. The 33 full factorial experimental design approach with three factors 
and three levels was adopted. Two sets of samples were simultaneously printed on each 
build plate with a height of 30 mm and radius of 10 mm, shown in Figure 6.2: 
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1) Reference samples: A total number of 13 samples (Figure 6.2 (b)) were printed at 
the predetermined coordinates on the build plate under identical process parameters 
to gauge the positional effect. All reference samples were fabricated at a fixed laser 
power of 140 W, scan offset of 0.012 µm and scan speed of 1400 mm/s and 300 
mm/s for downskin and vertical surfaces, respectively. 
2) Parameter samples: A total number of 27 samples (Figure 6.2 (c)) were built under 
variant process parameters according to the 33 full factorial design. The parameters 
of the factor levels are given in Table 6.1. 










140, 160, 180 120, 140, 160 
Scan speed 
(mm/s) 





0, 0.012, 0.025 
 
                 The experimental setup and the arrangement of the individual and combined sets 
are illustrated in Figure 6.2. The arrows in Figure 6.2 (a) indicate the gas flow and recoater 
direction. The SLM system was equipped with a single laser at a fixed location.  
                 Surface characterization entails the employment of useful measures that capture 
the salient attributes of the texture, including height, distribution, and frequency of the 
surface features [12]. In this study, both profile (Ra and Rz) and areal (Sa, Sz, Sdq, and 
Sdr) parameters are utilized to define the surface roughness.  The profile height parameter 
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(Ra) is the most common and frequently used measure also known as arithmetic average 
(AA) or centerline average (CLA) and is expressed by [174], 






,                                                                                                       (6-1)      
where 𝑍(𝑥) denotes the deviation of the surface height, and 𝐿 is the measurement length. 
The profile parameter Rz specifies the maximum peak-to-valley distance within every 
sampling length. It is proved that profile parameters alone fail to describe the surface 
texture adequately, and it is vital to incorporate areal measures with their distinct 
advantages in the surface characterization analysis [174]. Sa is the generalization of the Ra 
parameter over the entire 3D surface, and correspondingly, Sz identifies the maximum 
height of the areal surface. Sdq and Sdr, also known as areal hybrid parameters, exclusively 
differentiate the surfaces with similar Sa values [192]. Sdq is the root mean square of the 
surface slopes and is determined by the texture amplitude and spacing. Sdr, so-called 
developed interfacial area ratio, is expressed in percentage and reflects the contribution of 
the texture to increase the surface area compared to an ideal plane [193].      
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Figure 6.2 (a) Configuration of the build plate for fabricating 40 samples. Arrangement of 
the (b) reference samples and (c) parameter samples. 
 
                 The surface characterization was performed on two slopes of the printed 
samples, a downskin surface with 60⁰ sloping angle and a vertical surface. The geometry 
of the samples is shown in Figure 6.3. From the eight vertical and eight downskin sides of 
the octagon prism, the two sides marked by the red boxes in Figure 6.3 (a), that are facing 
away the gas flow were selected to be characterized for parameter samples. However, two 
additional sides that face towards the gas flow were characterized on the reference samples 




Figure 6.3 Illustration of the as-built sample geometry and the two characterized surfaces. 
 
6.4 The positional dependency of the surface roughness 
                 The surface plots shown in Figure 6.4 and Figure 6.5 reflect the positional 
dependency of the downskin and vertical surface roughness measures. All the 
measurements are performed on the sides away from the gas flow. The plots are created 
based on the 13 scattered reference data points using biharmonic spline interpolation 
technique provided in MATLAB curve fitting toolbox. Considering that the SLM process 
parameters are invariant, the resulted variations throughout the built plate can be solely 
attributed to the positional effect. For an effective and robust investigation on the influence 
of selected process parameters, the positional dependency needs to be captured and 
eliminated so that the absolute dependence of the roughness on the process parameters is 
extracted. By comparing the range of variation on the downskin and vertical sides, it is 
evident that the overhanging downskin surfaces are impacted by the positional effect more 
profoundly. For instance, the variation of about 1 µm in Ra value throughout the build 
platform verifies that the location of the sample does not discernably impact the quality of 
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the vertical surfaces. As it is observed in Figure 6.4, the dependency patterns are consistent 
for all surface measures, except Sz, which displays a slightly different response.  
                 To investigate the source of positional dependency particularly on the downskin 
surfaces, the roughness measurements of the surfaces facing towards the gas flow, and the 
laser beam incident angle on the surfaces at various positions were examined (Figure 6.6 
and Figure 6.7). By comparing Figure 6.4 and Figure 6.6, no rational justification can be 
made about the impact of the gas flow direction. The pattern of the roughness variation is 
fully inverted along the gas flow direction (y-axis), which signifies the fact that locating 
samples at the start or at the end of the gas flow path does not exert a consistent effect. On 
the other hand, the change in the laser incident angle along the y-axis (Figure 6.7) fully 
concurs with the downskin roughness profile variations. They show direct proportionality 
such that downskin faces show higher roughness level by an increase in laser angle. Note 
that the displayed angle is the angle between the laser incident beam and the vector normal 
to the surface.  
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Figure 6.4 Positional dependency of the (a-d) areal and (e-f) profile roughness measures 
on the overhanging downskin surfaces of the Merl72 reference samples facing away the 
gas flow. 
 
Figure 6.5 Positional dependency of the (a-d) areal and (e-f) profile roughness measures 
on the vertical surfaces of the Merl72 reference samples facing away the gas flow. 
 
                 From the observations made in Figure 6.4-6.7, among all possible factors in play 
in determining the positional effect on the surface roughness, it is inferred that the laser 
 185 
incident angle predominantly governs the surface quality of the parts manufactured under 
identical process parameters. On the contrary, the role of gas flow in the current SLM 
system is rejected. Note that in general, vertical sides possess smoother surfaces, and the 
range of variation of surface texture parameters with respect to location is negligibly small. 
The downskin side is partially supported by powder layers and larger volume of partly 
melted powders are attached to them, deteriorating surface quality. Moreover, the 
activation of the staircase effect also contributes significantly to increasing the roughness 
of inclined overhanging surfaces.    
 
Figure 6.6 Positional dependency of the (a-d) areal and (e-f) profile roughness measures 
on the overhanging downskin surfaces of the Merl72 reference samples facing towards 
the gas flow. 
 
                 It should be pointed out that intrinsic to any experimental procedure, inevitable 
measurement error, and noise also contribute to the yielded data variability. Data 
smoothing methods are beneficial algorithms to remove the noise and allow the underlying 
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patterns to be revealed by fitting smooth curves to the empirical data. There is a range of 
different techniques, such as moving average [194], non-parametric regression methods of 
locally weighted/estimated scatterplot smoothing (i.e., lowess and loess) [195, 196], and 
Savitzky-Golay filters [197] that can be utilized. Attributes such as periodicity, outliers, 
and smoothness of the data ascertain the most satisfactory choice. For instance, the 
Savitzky-Golay filtering method is suitable for frequency data as it preserves high-
frequency content of the signal, contrary to the moving average, which significantly 
reduces periodic trends.  
 
Figure 6.7 Laser angle change along the y-axis of the build chamber on the faces towards 
and away from the gas flow (the variation along x-axis was negligibly small for the 
surfaces considered). 
 
                 In the current study, eight different smoothing techniques were implemented on 
the roughness parameter values: (1) moving average (MA), (2) moving median (MM), (3) 
gaussian-weighted moving average (GW), (4) lowess (LW), (5) loess (LE), (6) robust 
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lowess (RLW), (7) robust loess (RLE), and (8) Savitzky-Golay (SG) filter. Due to the high 
sensitivity of the lowess and loess methods to the outliers, they have been modified in the 
robust lowess and robust loess methods to become resistant to the outliers by employing a 
weight function. The boxplots in Figure 6.8 depict the range and distribution of the filtered 
noise from Ra downskin reference dataset (∆Ra) by each of the adopted methods. It is 
readily perceived that the noise captured by the last five techniques is negligibly small. 
Thus, MA, MM, and GW methods with more substantial filtering power are taken into 
consideration. Moreover, data intrinsically lacks periodicity, which makes these techniques 
more appealing.  
 
Figure 6.8 Distribution of the filtered noise from Ra values of the reference downskin 
surfaces using different smoothing techniques. 
 
                 The basis of the smoothing methods relies on a moving window within which 
the value of each data point is substituted by a new value calculated based on its 
neighboring data points within the window. As their names imply, MA, MM, and GW use 
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the average, median, and gaussian-weighted average for computing the replacement value. 
The smoothing results from the first three methods are presented in Figure 6.9. GW 
performs noise filtering more moderately than MA and MM. In addition, it is recognized 
by comparing Figure 6.9 (b-d) that ultimately a smoother pattern is achieved from GW 
filter. Consequently, GW was adopted to filter the noise associated with the measured 
roughness data on both downskin and vertical surfaces. 
 
Figure 6.9 Surface plots of (a) the original downskin Ra, (b-d) the smoothed Ra using 
MM, MA, and GW methods, and (e-g) the corresponding filtered noise by each method. 
Black dots indicate the location of the reference samples. 
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                 The positional dependency effect is then eliminated from all the profile and areal 
measures of the surfaces facing away the gas flow. As was mentioned earlier, the location 
on the building substrate did not strongly impact the surface texture of the vertical sides. 
Thus, the positional effect removal does not lead to a notable difference on vertical 
surfaces. Figure 6.10 displays the changes subjected to the downskin Ra values of the 
parameter samples upon removal of the positional dependency. The variant process 
parameters exclusively contribute to the observed variation in the "without position effect" 
surface of Figure 6.10 (a). Henceforth, the adjusted Ra values of the 27 measurements, 
marked by the red lines in Figure 6.10 (b), will be employed in the following sections. 
Figure 6.10 (c-d) reflects the distinction between contour plots of original and filtered data. 
These results verify that disregarding the salient role of the positional effect introduces 
error to the subsequent analysis and highlights the prominence of systematically addressing 
it. The adjusted values for Sa, Sz, Sdr, Sdq, and Rz measures for both downskin and vertical 
were also obtained similarly. 
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Figure 6.10 (a) The effect of positional dependency removal from the Ra values of the 
downskin surfaces. (b) The adjusted downskin Ra values for the 27 measurements. (c, d) 
The change in the contour plot upon filtering the positional effect. 
 
6.5  Significance Testing 
                 Before delving into the predictive model development algorithms, analysis of 
variance (ANOVA) was carried out to identify the significance level of the process 
variables and systematically selecting the ones with the highest impact on the surface 
roughness to be incorporated in the predictive models. The p-value of the main and 
interaction terms for all six roughness measures acquired from downskin surfaces are 
presented in Figure 6.11. The values are compared against the 0.05 threshold for the 95% 
confidence level. The independent variable fails in adequacy check if its p-value exceeds 
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0.05. The p-values of the main effects in Figure 6.11 (a) suggest that laser power, scan 
speed, and laser offset have significant impacts on all roughness measures except Sz. A 
closer look at the values less than 0.05 threshold in Figure 6.11 (b) signifies that the process 
parameters are most impactful on Sa and Ra as their corresponding p-values are almost 
zero. Despite the p-value higher than the threshold for the speed term with respect to the 
Sz measure, since the value is marginally overpassing the threshold, it was retained for 
further analysis. However, power and offset variables with definite insignificant effects 
were removed. By adopting a similar term selection strategy, the power × offset interaction 
term was decided to be incorporated in the models developed for Sdq, Sdr, and Ra (Figure 
6.11 (c)).  
                 The percentage contributions of the main and interaction effects to the total 
variance of the data were computed from the ANOVA sum of square values and are 
illustrated in Figure 6.12. The correlation strength and the significance of the terms for 
each roughness measure can be deduced from these plots.  The results agree with the 
conclusions drawn from the p-values. Error constitutes a significant portion of the total 
variance of Sz, while scan speed has the utmost importance for the rest of the profile and 
areal measures.  
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Figure 6.11 Process parameters significance testing results for the downskin surfaces, 
indicated by p-value for the (a-b) main and (c) interaction terms. 
 
Figure 6.12 The relative effect of SLM process parameters and their impact on the 
downskin surface roughness. 
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                 The p-value of the main and interaction terms from the ANOVA results for 
vertical roughness measures are presented in Figure 6.13. The results show that scan speed 
is the first most significant parameter, and the laser power term is the second-ranking 
influencing factor, except for Sa and Ra, with power p-values greater than 0.05. The effect 
of variation in scan offset appears to be of least importance on the roughness of vertical 
surfaces. On the other hand, the effectiveness of the interaction terms in governing the 
vertical surface roughness was rejected for the majority of the roughness measures by 
exhibiting p-values considerably higher than the limit value of 0.05. However, the terms 
will be evaluated further for Sz with p-value slightly overpassing the threshold.  
 
Figure 6.13 Process parameters significance testing results for the vertical surfaces, 
indicated by p-value for the (a) main and (b) interaction terms. 
 
6.6 Predictive Modeling 
6.6.1 Regression Analysis 
                 The significance testing results manifested that for downskin surfaces, all three 
selected process factors are the determiners of the surface roughness, whereas scan speed 
and laser power primarily control the surface quality of the vertical ones. The individual 
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impact of each processing parameter on the resultant surface finish varies and can be 
quantified by the coefficients of the regression models. Indeed, the benefits offered by 
regression models are two-fold: (i) the capability to predict the surface roughness of parts 
under known SLM process parameters and (ii) quantifying the degree of significance of 
the influential factors to control the roughness level.  
                 The coefficients of the linear regression models for each downskin surface 
roughness metric are detailed in Table 6.2. It is essential to recognize that in order to 
compare the relative strength of variables with distinct units on the corresponding response, 
the independent variables were standardized to exhibit unit variance and zero means. 
Therefore, the interpretable standardized coefficients were derived. For instance, Sa shows 
the highest sensitivity to scan speed variable with the largest coefficient, implying that the 
variability in speed level impacts the Sa value more profoundly than the other two input 
variables. Furthermore, laser power with a negative coefficient inversely affects Sa level 
such that Sa decreases with higher laser power. The coefficient of 1.39 indicates that a 
change of one standard deviation of scan speed leads to a 1.39 standard deviation increase 
in the Sa value. The existence of power × offset interaction term in Sdq, Sdr, and Ra models 
alters the interpretation of the coefficient values and suggests that the impact of laser power 
on the response relies on the scan offset value.  
 195 
Table 6.2 Downskin parametric regression results for each surface roughness measure. 
 
                 Each model is associated with an adjusted coefficient of determination (R2adj), 
which is a modified version of R2 to characterize the goodness of the fit. Unlike R2, R2adj 
prevents overfitting issue by increasing only if all independent variables are significant. 
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The coefficient p-values were determined from the t-statistic test certifying the suitable 
term selection. A p-value less than the significance level of 0.05 rejects the null hypothesis 
that the variable coefficient is zero or, in other words, defies the ineffectiveness assumption 
for the corresponding variable. Eventually, the adequacy of the overall model is proved by 
the regression p-value. The coefficient and regression p-values equal to or less than 0.05 
indicate the validity of the developed models. However, the Sz model is incapable of 
explaining the variation in response by having R2adj as low as 21%.  This agrees with the 
results of Figure 6.12(c), where the contribution of the error to the overall variance 
prevailed.  
                 The regression models for the vertical surfaces were established similarly. The 
independent variables identified from the ANOVA analysis were utilized as a baseline to 
explore the best combination of terms. The results are presented in Table 6.3. Since the 
roughness variability on vertical surfaces was substantially small, given the range for 
process parameters, it was anticipated that the models would be insufficient in capturing 
the underlying relationships, which is supported by the relatively low R2adj. Among all 
vertical regression modes, the vertical Sdq, Sdr, and Rz models better explain the response 
variability.  
                 The (leave-one-out cross-validation) LOOCV results are presented in Figure 
6.14 and Figure 6.15. The model predictions are plotted against the actual experimental 
measurements at the same combination of process variables. The points located adjacent 
to the blue solid y = x line is an evidence of high precision prediction. Consequently, the 
qualitative indication of model performance is how close points are to the y = x line. 
Preliminary visual inspection of Figure 6.14 suggests that the model predictions are in good 
 197 
agreement with the experimental data, and the majority of points lie within the ±5% 
prediction error range, marked by the dashed line. As was expected, the Sz model that had 
proved to be inadequate performs poorly in cross-validation test as well. From the plots of 
Figure 6.15, it is readily recognized that the generalization power of vertical models is 
inferior to downskin ones, particularly for Sa, Sz, and Ra parameters. Although the data 
points of Sdq, Sdr, and Rz cross-validation plots are quite dispersed, they follow the 
centerline, signifying models’ viability.  




Figure 6.14 LOOCV results comparing the model estimation of downskin roughness and 




Figure 6.15 LOOCV results comparing the model estimation of vertical roughness and 




6.6.2 Gaussian Process Regression 
                 In this study, Scikit-learn machine learning library [198] for the Python 
programming language was utilized to implement the GPR framework. It is common to set 
the prior mean function to zero for mathematical convenience, which is achieved by 
standardizing the data to exhibit mean zero and variance of one. The stationary Matern 
kernel function was employed to capture the spatial dependency of the points and is given 
by [169, 199], 










𝑑(𝑥𝑖, 𝑥𝑖)),                                               (6-2)                                                                        
where 𝑑, 𝐾𝜈, and Γ are Euclidean distance, modified Bessel, and gamma functions, 
respectively. The smoothness of the resulting function is governed by the ν parameter that 
commonly adapts values of 0.5, 1.5, and 2.5. Such versatility in controlling the smoothness 
has made Matern kernel a flexible and popular choice. 𝑙 denotes the length-scale 
hyperparameter that is interpreted as the length in input space before which no significant 
change in response has resulted. Consequently, low variation in the response is achieved 
by higher characteristic length-scales. The fitting procedure is carried out by maximizing 
the log of the marginal likelihood by which the optimized hyperparameters are obtained as 
well.  
                 The posterior distribution of the downskin Ra prediction is demonstrated in 
Figure 6.16 over a range of laser power, scan speed, and scan offset. The initial length-
scale was set to 0.1 with the smoothness parameter of 0.5. The grey lines in Figure 6.16 (a) 
indicate three samples from the posterior distribution. Selecting a low ν value has obviously 
resulted in a rugged form of function. However, cross-validation proved that increasing ν 
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leads to an increase in prediction error. The black line marks the prediction mean, while 
the shaded area highlights two standard deviations from the mean. Intriguingly, the 
uncertainty reduces at the training points that the model has already observed during 
training (red circles). The correlations of the process parameters with Ra are congruent 
with the results of regression analysis, which showed laser power with negative coefficient 
value is inversely related to Ra, whereas scan speed imparts direct dependency. The same 
observations hold for the rest of the roughness measures except Sz that analogous to the 
findings of regression analysis did not manifest discernable correlation with the processing 
factors. The Pearson correlation coefficient, a measure of linear dependencies of two 
variables [200], was calculated for all pairs of profile and areal roughness metrics. The 
heatmap of the Pearson correlation values is shown in Figure 6.17 (a). The minimum value 
of 0.95 implies that the roughness measures exhibit an analogous relationship with the 
process factors, meaning predicting one of them is equivalent to determining the rest. 
Therefore, it is rational to achieve comparable results from their GPR models.  
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Figure 6.16 Downskin Ra posterior mean as a function of (a) laser power, (b) scan speed, 
and (c) scan offset. 
 
 




                 After obtaining the posterior distribution, the downskin prediction surfaces were 
constructed. The Ra mean value predictions are depicted in Figure 6.18. Each contour plot 
is generated at the mean level of the third process variable. The created prediction patterns 
reveal that linear relationships dominate the linkage between the processing factors and 
roughness, and the nonlinearities associated with the underlying patterns are minor. As was 
discussed earlier, due to the considerable similarity between the prediction surfaces 
generated from Sa, Sdr, Sdq, Rz, and Ra GPR models, only the results from Ra model are 
presented.  
                 The vertical roughness models yielded strikingly different results. The mean 
value predictions of Sa, Sdq, Sdr, Rz, and Ra are illustrated in Figure 6.19. Pairwise 
similarities are detected between Sdq, Sdr, and Rz, Ra prediction profiles, while Sa stands 
out with a distinct pattern. The Pearson correlation coefficients of 0.99 and 0.92, shown in 
Figure 6.17 (b), justify the comparable relationships developed for the pairs. Comparing to 
the downskin models, stronger nonlinear intrinsic relationships exist between processing 
factors and the roughness metrics on vertical surfaces. The prediction surfaces, such as the 
ones in Figure 6.18 and Figure 6.19, enable a great deal of insight for optimizing the 
process parameters based on a target surface roughness.   
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Figure 6.18 Mean value predictions calculated from the downskin Ra GPR model over 
the processing parameter space. 
 
                 The iterative leave-one-out cross-validation (LOOCV) was carried out 
analogous to the regression analysis to assess the predictive performance of the models. 
The estimated values are compared against the actual observed data for the downskin and 
vertical models in Figure 6.20 and Figure 6.21, respectively. Ideally, these values are 
desired to be equal so that all points lie on the solid blue line. Each prediction point is 
associated with a standard deviation indicated by the black lines. Overall, it is evident that 
downskin models outperform vertical ones and the uncertainties pertaining to the 
predictions of downskin roughness are distinctly lower than the vertical roughness 
estimations. 
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                 The data points of Figure 6.20 closely follow the blue line, which validates the 
generalization power of the established GPR model. By comparing Figure 6.14 and Figure 
6.20, it is realized that slight improvement is achieved in Sa, Rz, and Ra estimating 
performance with the GPR models. These observations can be supported quantitatively by 
calculating the root mean squared error (RMSE) of predictions. It is a measure of 






 ,                                                                                                 (6-3)                                                                                                                     
where ?̂?𝑖 is the predicted response, and p is the size of the dataset. RMSE, as its name 
suggests, is the root mean square error and is comparable to standard deviation. It is 
commonly used owing to ease of interpretability as its unit match the unit of the dependent 
variable. The average value of the error metrics for 27 number of cross-validation testing 
predictions are calculated for downskin and vertical surfaces and are presented in Figure 






Figure 6.19 Mean value predictions calculated from the vertical GPR models over the 




Figure 6.20 LOOCV results of the downskin GPR models comparing the model 
estimation and the experimental measurements of the testing data points. 
 




Figure 6.21 LOOCV results of the vertical GPR models comparing the model estimation 
and the experimental measurements of the testing data points. 
 
                 The RMSE prediction error for downskin regression and GPR models concurs 
with the previous findings. Indeed, the accuracy of the models are comparable for the most 
 209 
part, while GPR marginally outperforms parametric regression for Sa, Rz and Ra models. 
The same applies to the models developed for vertical surfaces, where the prediction errors 
are highly comparable (Figure 6.23).  
                 Consequently, within the given SLM processing space, both parametric 
regression and GPR techniques provide models with satisfactory performances for the 
prediction of the surface roughness. The downskin Sa, Sdq, Rz, or Ra parameters shown 
to exhibit a stronger link with the laser power, scan speed, and scan offset. On the other 
hand, the cross-validation results show that the combination of Sdq and Rz models are the 
best options to characterize the roughness variation on vertical surfaces. Note that the 
selection of different range of parameters may change these results. 
 









                 In this research effort, it was aimed to develop data-driven models for prediction 
of the surface roughness of Merl72 Ni-base superalloy from three SLM process parameters:  
laser power, scan speed, and scan offset. Statistical analysis, parametric regression and 
Gaussian-based modeling techniques were employed to achieve this goal. Various 
common surface roughness metrics were examined to determine the ones exhibiting the 
best correlation with the selected processing factors. The positional dependency of the 
surface roughness was thoroughly inspected by printing samples with identical process 
parameters at prespecified coordinates on the build platform. It was found that position 
dependency is dominantly ascribed to the laser incident angle that can create roughness 
variation as high as 10 µm in Ra value. By studying the surfaces facing towards and away 
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the gas flow path, no explicit impact from the gas direction effect was deduced, which is 
possibly attributed to the stable and uniform flow in the chamber.  
                 In agreement with the literature, vertical surfaces were found to be smoother 
than downskin ones and were subjected to minor variation under the adopted range of 
process parameters. As a result, downskin surfaces showed a stronger correlation with the 
variability in the selected processing parameters. The results of ANOVA significance 
testing revealed that all three parameters are significant factors in ascertaining in downskin 
roughness level, except Sz, which proved to be weakly correlated with them. On the other 
hand, the roughness of the vertical surfaces was predominantly influenced by the scan 
speed factor, while the scan offset showed to exert no significant impact. 
                 The parametric regression models were successfully developed to link the SLM 
process parameters selected from ANOVA to the resulting roughness measures. It was 
verified that owing to the lack of dependency between Sz and the processing factors, the 
developed predictive model exhibits low performance and accuracy. The same holds for 
vertical Sa, Sz, and Ra in that the developed regression models did not capture their 
underlying variation pattern sufficiently. The viability and generalization capability of the 
developed models were evaluated by leave-one-out cross-validation. Overall, the 
established linkages for downskin roughness were found to have superior performance and 
accuracy than the vertical ones. Downskin Sa, Sdq, Rz, Ra, and vertical Sdq, and Rz 
showed close agreement between the model predictions and the corresponding 
experimentally measured roughness values.  
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                 The Gaussian process-based regression models were developed for both 
downskin and vertical surfaces and showed to capture the nonlinearities in the relationships 
of the process parameters and surface roughness metrics more effectively. The predictions 
were associated with standard deviation for quantification of the uncertainties. The GPR 
models established for downskin surfaces revealed comparable correlation between all 
roughness measures, except Sz, and the processing parameters. However, this did not apply 
to GPR models for vertical surfaces. The prediction surfaces created by vertical Sa and Ra 
differentiated from vertical Sdr, Sdq, and Rz. In other words, for downskin surfaces, the 
roughness measures exhibit a similar relationship with the process parameters while this 
was not confirmed for vertical sides. 
                 The performance of the regression and GPR models were assessed and 
compared by their corresponding RMSE values. No firm evidence was obtained to prove 
superiority of GPR models. Consequently, within the given SLM processing space, both 
parametric regression and GPR techniques provide models with satisfactory performances 
for the prediction of the surface roughness. The downskin Sa, Sdq, Rz, or Ra parameters 
sufficiently characterize the surface roughness to be linked to laser power, scan speed, and 
scan offset. On the other hand, the combination of Sdq and Rz models adequately represent 
the roughness variation on vertical surfaces induced by the selected parameters in this 
study. In summary, both regression and GPR provide robust predictions, while GPR has 




CHAPTER 7. CONCLUSIONS AND RECOMMENDATIONS 
7.1 Conclusions 
                 In this dissertation the process-structure-property relationships in SLM-
manufactured components are investigated by adopting statistical and machine learning 
approaches. The primary focus was placed on the PSP modelling for prediction of HCF 
strength of Inconel 625. The key conclusions established are summarized in this chapter. 
Furthermore, the case study of chapter 6 demonstrated the successful implementation of 
both parametric regression and nonparametric GPR techniques in construction of a process-
structure linkage. It also revealed the critical role of the build plate position effect, that 
encompasses machine-related factors, on the resultant surface roughness. Within the 
utilized SLM system, the laser incident angle was found to be responsible for the variation 
of roughness at different locations of the build platform.   
7.1.1 Structure Characterization and Quantification of the SLM parts 
                 A versatile and robust framework for characterization and quantification of the 
structure of SLM-manufactured materials was introduced. The application of the well-
established 2-point spatial correlation method for quantification of binarized images was 
expanded to be implemented on the 3D surface roughness profile scans. It was shown that 
the high level of surface details that were captured offers the capability to discern minor 
variability in shape, morphology, and distribution of surface features. It is a dynamic 
methodology, and its resolution in detecting surface features is adjustable by changing the 
number of defined local states. Therefore, such an advantageous method is a viable 
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alternative to conventional surface roughness measures such as Ra. By combining it with 
the densification information, a precise tool for quality inspection of the SLM-
manufactured parts can be achieved.  
                 The obtained quantified information of porosity and surface roughness were 
merged to represent the integrity of the fabricated SLM parts. Indeed, the possibility of 
fusing multi-scale structural data is offered by this approach, the crux of which lies in the 
integration of such information in the development of data-driven process-structure-
property (PSP) models that traditionally adopt only one structure attribute to link 
processing to the desired property.  
                 Consequently, this research effort developed a robust protocol and workflow to 
mine the structural data of the additive manufacturing parts, using image processing and 
statistical methods that will lead to careful inspection and detection of flawed samples. The 
most striking outcome is the construction of a comprehensive structure database with a 
high level of details that are vital in the development of PSP data-driven models.  
                 The structure characterization results revealed that scan-related parameters (i.e., 
scanning speed and hatch spacing) and laser-related parameters (i.e., laser mode, laser spot 
size) impose a remarkable effect on the structural integrity of the SLM samples. Therefore, 
considerable difference was observed between the structures of builds processed under 
nominally the same conditions but with different machines that could be justified by their 
different laser settings.  The key remarks from structure characterization are:   
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1. The samples fabricated by the Concept M2 system developed high-density 
structures, while the surfaces of the parts from the Renishaw system exhibited 
considerable lower roughness.  
2. No dependency of porosity level to the energy density and SLM process parameters 
was observed for Concept M2. However, the location on the build plate turned out 
to be an influential factor for the resulted porosity level. On the other hand, the 
Renishaw system densification response correlated with energy input variation 
such that by increasing the scan speed and hatch spacing and achieving a low 
energy input, porosities increased in size and volume fraction.  
3. The surface quality of the manufactured builds had a pronounced direction 
dependency. The Z specimens developed considerably smoother surfaces.  
4. The quantified statistical representation of structure was an ensemble of 2-point 
spatial correlation maps merging surface roughness and porosity information. The 
four distinct local states defined for the surface roughness profile images 
successfully captured sufficient details that clearly differentiated surfaces in PC 
space.  
7.1.2 Process-Structure-Property Models for Prediction of HCF Strength of SLM 
Inconel625 
                 This research effort surveyed the application of various machine learning (ML) 
approaches and evaluated their power in learning from small datasets. 
                 Two approaches were adopted for the development of the process-structure 
model: (1) PCA-regression and (2) Multiple tensor-on-tensor (MTOT). For the first 
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approach, two regression algorithms were implemented, multiple regression (MR) and 
support vector regression (SVR), to investigate whether the flexibility offered by not 
imposing a predetermined form of the equation to the data would enhance model 
performance. However, the cross-validation results reflecting the generalization power of 
the models were comparable. Indeed, the ease of implementation that does not involve 
form and term selection is a benefit of SVR that should not be neglected.  
                 In the second approach, the novel MTOT method had combined the dimension 
reduction and regression in a single algorithm. Therefore, the 4th -order tensor built from 
the stack of the 2-point spatial correlation images was used to train the model instead of 
the reduced structure representation by PC scores. The MTOT algorithm learns basis 
vectors of the output images such that they hold high correlation with a response while in 
the PCA-regression approach, performing the dimensionality reduction and regression in 
sequence suggests that no correlation is necessarily guaranteed between the first few 
determined PC scores and the processing parameters. As a consequence, the 
outperformance of the MTOT method was evident by the cross-validation process. The 
reconstructed images from PCA-regression prediction of PC scores and the predicted 
images from the MTOT model were compared to validate the results. Therefore, MTOT 
model established a tool for direct prediction of the quantified 2-point correlation images 
with high accuracy, the capability that is often offered by convolutional neural network 
(CNN) models which demand extremely large datasets for training. Obviously, the hurdle 
of generating such a large amount of experimental data is the major impediment. It is 
noteworthy to point out that in addition to the outlined benefits, MTOTR is a 
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computationally more expensive method than the first two techniques. That’s a 
consideration to be accounted for a large size database. 
                 The MTOT algorithm is particularly useful when the model's output is high-
dimensional in the form of an image or video. Therefore, for establishing the structure-
property model, only PCA-regression methods were investigated. In the property database, 
few specimens exhibited considerably low strength which was attributed to the exceedingly 
rough surface or large lack-of-fusion pores. The MR model failed to make a decent 
prediction of these points. Regularizing the regression model using ridge regression 
formulation made significant improvements in prediction errors.  In addition to SVR, 
Gaussian Process Regression (GPR) was adopted due to its unique capability to provide 
prediction uncertainty, which is crucial in predicting properties. The prediction surface of 
the SVR and GPR models were comparable and showed that they successfully captured 
the nonlinearities in the relations between structure and HCF strength.  From the MR to 
regularized MR, SVR, and GPR, the model accuracy increased, and the nonparametric 
SVR and GPR models considerably outperformed the other two. It is concluded that 
various ML techniques possess unique benefits and drawbacks, and often, there is a trade-
off between efficiency and accuracy.  
7.2 Recommendations for the Future Work 
The recommendations for further improving the research are: 
1. The collection of more surface roughness and property data is the main priority to 
complement the design of the experiment. Performing the entire analysis on a more 
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comprehensive database will help the machine learning algorithms to establish the 
linkage between the process, structure, and property with much higher accuracy. 
2. As part of the initial research plan, the thorough investigation on the effect of the 
heat treatment cycle is only feasible by surveying the microstructure of all builds. 
This investigation includes: (1) EBSD scans to collect texture information and 
examine the process parameters effect on melt pool thermal gradient and 
solidification rate that will impact grain structure. (2) Electron microscopy study to 
assess the presence of the detrimental δ phase after various heat-treatments and HIP 
process. 
3. The study of the structural porosities was carried out by an optical microscope, and 
the 2D inspection of the cross sections of the microstructure samples was utilized 
to represent the pore structure of the mechanical property test specimens on the 
entire build. Obtaining this information throughout the gage section of each 
mechanical test specimen using X-ray computed tomography (XCT), which 
provides a 3-dimensional representation of the internal defects, will be instrumental 
in developing more accurate process-structure and structure-property models, 
particularly considering the positional dependencies on the defects that were 
exposed in this research. Such rich information will rationalize the observations 
made on the mechanical behavior of the individual specimens. 
4. Adopting a hybrid modeling framework that fuses the data-driven with physics-
based modeling leverages the advantages offered by both approaches. For instance, 
by modeling the temperature distribution and melt pool geometry using finite 
element methods, the propensity to develop various structural imperfections such 
 219 
as keyhole and lack-of-fusion porosities can be predicted and incorporated in the 
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