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Preface
In this thesis, I present part of my work in my main research area, namely mathematical
population genetics. The work presented here manifests two lines of research of mathe-
matical models of frequency-dependent selection. Dominance and its effect on the main-
tenance of genetic variation and speciation spans the arch between the two parts. In the
first part, we study a model of intraspecific competition and assortative mating. Part I
consists of two articles that are closely linked to each other. In Chapter 1, we study the evo-
lution of dominance in an assortatively mating population under frequency-dependent in-
traspecific competition. In Chapter 2, we keep dominance fixed and let assortment evolve.
The initial motivation of the work presented in Part I is rooted in my master thesis, in which
I studied the evolution of dominance under frequency-dependent selection in a randomly
mating population. In the second part, a different class of models is studied. Part II con-
sists of a single chapter in which we study the relationship between the degree of dom-
inance and the number of alleles that can be maintained at a stable equilibrium in two
demes. This work was motivated by a recent paper of Professor Thomas Nagylaki.
Vienna, Austria Stephan Peischl
February 2009
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Introduction
Population genetics is concerned with the genetic composition of populations and how
this composition changes over time. Natural selection, mutation, recombination, mating
structure, spatial structure, and other genetic or ecological factors determine the change
of the genetic composition of a population. These mechanisms and their interactions are
studied in population genetics. Understanding the generation and maintenance of genetic
variation in a population, and how this variation leads to evolutionary phenomena such as
adaptation and speciation, is one of the main aims of population genetics. Since so many
factors interact to determine evolutionary change, a fair amount of abstraction is necessary
to understand the relevant processes. Therefore, in contrast to most other fields in biology,
mathematical thinking has been part of population genetics since its very beginning. In
fact, many important developments in mathematics, and especially statistics, have their
origins in the classical work of Weinberg, Fisher, Haldane, Wright, and Kimura.
The probably earliest mathematical model in population genetics dates back to Gregor
Mendel. He used elementary mathematics to calculate the expected frequencies of pheno-
types in his experiments with peas. In the second and third decade of the twentieth cen-
tury, Ronald A. Fisher, J.B.S. Haldane, and Sewall Wright reconciled Mendelian inheritance
with Darwinism; this was the birth of modern population genetics. The work of Haldane,
Wright, and Fisher was highly mathematical and, at that time, it was properly understood
only by few biologists. Nevertheless, their work was highly influential and the modern evo-
lutionary synthesis is now accepted by nearly all biologists. Today, the basis of hereditary
mechanisms has been firmly established, mutations are known as the ultimate source of
genetic variation, natural selection at the phenotypic level has been documented, and our
knowledge about the molecular biology of the genes is rapidly increasing. Nevertheless,
many open questions remain, for instance, questions about the origin and maintenance of
sex, or the processes involved in speciation.
In this thesis, we study population-genetic models of frequency-dependent selection
with dominance. Frequency-dependent selection occurs if the fitness of a genotype de-
pends on its relative frequency in the population. Early on, the idea of frequency-dependent
selection was recognized as being important (Fisher, 1930). Frequency-dependence occurs
in many contexts such as mimicry (Charlesworth and Charlesworth, 1975a; Pfennig et al.,
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2001), predator-prey interactions (Endler, 1988; Allen and Greenwood, 1988), intraspecific
competition (Bolnick, 2004), multiple ecological niches (Levene, 1953), or non-random
mating (Kirkpatrick and Nuismer, 2004), and has been invoked in the in the explanation
of a number of important evolutionary phenomena. Because of the complexity of models
with frequency-dependent selection, they were mainly studied under assumptions such as
random mating and/or no dominance.
If two alleles in heterozygous combination produce a phenotype that resembles one
of the two homozygous phenotypes, the allele that masks the effect of the other is said to
be dominant. It is often convenient to assume no dominance because it greatly simplifies
mathematical analysis. However, dominance is commonly observed in natural popula-
tions. For instance, it is generally accepted that mutations with major (deleterious) fitness
effects are almost always recessive. Furthermore, the dominance relation between alleles
may evolve (Charlesworth and Charlesworth, 1975b; Van Dooren, 1999; Otto and Bourguet,
1999; Peischl and Bürger, 2008; Bürger and Bagheri, 2008).
Throughout this thesis, we consider diploid populations that are so large that genotype
frequency changes may be treated as deterministic. Furthermore, we assume discrete non-
overlapping generations, we ignore mutation, and consider a finite set of possible geno-
types. The evolutionary dynamics of the population in terms of the gene frequencies can
be described by deterministic difference equations in finitely many dimensions. Analyzing
such models is a challenging task because frequency-dependent selection generally leads
to complicated nonlinear dynamics. The complexity of the considered models makes the
derivation of explicit solutions of the difference equations impossible. Therefore, special
emphasis is put on the qualitative analysis of the equilibrium structure and the local and
global asymptotic stability properties.
In part I, the main focus is the evolution of so called ‘modifier genes’. We consider a
single locus that determines the ecological trait. This trait is under frequency-dependent
selection. The alleles at the modifier loci affect the mating structure or the degree of dom-
inance expressed at the ecological locus. The stability properties of the boundary equi-
libria that correspond to loss or fixation of a modifier allele are of special interest. For
instance, fixation of a modifier allele that increases the strength of assortative mating may
lead to speciation, i.e., the evolutionary splitting of a population into separate species. We
are able to analytically determine conditions for asymptotic stability of these equilibria in
several interesting scenarios. The analytical results are complemented by comprehensive
numerical investigations. In part II we study the maintenance of genetic variation under
frequency-dependent selection. Of central interest is the existence of asymptotically stable
internal equilibria. At internal equilibria, all genotypes are present at positive frequency.
Using a numerical approach, we determine parameter combinations that harbor potential
for the maintenance of polymorphism. We prove the existence of an internal equilibrium
3in a symmetric special case with three alleles. A bifurcation analysis shows that this equi-
librium exchanges stability with boundary equilibria when it enters the state space. Fur-
thermore, we can show that this equilibrium continues to exist under small perturbations
of the symmetry assumptions.
In addition to elementary calculus and algebra, we use techniques such as local stabil-
ity analysis and perturbation theory. In general, analytical results can only be derived in
special cases or under stringent assumptions. Thus we complement the analytical results
by comprehensive numerical investigations. Our numerical results, based on the exact dy-
namics, show that the global behavior is often much richer than suggested by analytical
results. Nevertheless, analytical results, even if obtained under rather strong assumptions,
are often illuminating and helpful in the interpretation of numerical data.
In the first part of this thesis, we study the evolution of dominance and assortative
mating in a population genetics model with an ecological context. In this model, indi-
viduals compete for a continuum of limited resources. The ecological model is closely re-
lated to those of Bulmer (1980); Slatkin (1979); Christiansen and Loeschcke (1980); Chris-
tiansen (1982); Loeschcke and Christiansen (1984); Bürger (2002a,b, 2005) and Schnei-
der and Bürger (2006). In particular, viability of individuals is given by a combination
of frequency-independent stabilizing selection, frequency-dependent intraspecific com-
petition, and density-dependent population regulation. Stabilizing selection is induced
by the exploitation of a one-dimensional resource that is assumed to be unimodally dis-
tributed. Individuals exploit the resources according to a unimodal utilization function.
The genotype of an individual determines the modal position of the utilization function.
The utilization of the resource spectrum results in intraspecific competition which induces
frequency-dependent selection.
Assortative mating is modeled as female preference with respect to similarities in the
ecological trait (Gavrilets and Boake, 1998). Such traits have been called ‘magic traits’ by
Gavrilets (2004). We assume that encounters between females and males of the same
genotype always result in successful mating, whereas the probability for successful mat-
ing decreases with increasing distance in the phenotypic value according to a Gaussian
or quadratic function. The parameter measuring the curvature of this function is a mea-
sure for the strength of assortative mating. Although we do not assume direct costs for
choosiness, the disadvantage of rare males induces positive frequency-dependent sexual
selection (Kirkpatrick and Nuismer, 2004).
Since we consider the interaction of two different forms of frequency-dependent se-
lection, the net effect of selection for a given combination of parameters is not intuitively
clear. In addition, one has to track the genotype frequencies instead of the gamete fre-
quencies if mating is nonrandom. This significantly increases the dimensionality of the
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system.
To illustrate the ecological setup of our model, think of birds foraging for seeds. The
size of the seeds is unimodally distributed. Birds have different beak sizes and they can
utilize the seeds according to a unimodal utilization function. The modal position of the
utilization function is determined by the beak size of the bird. The ecological character
is beak size, which is affected by stabilizing selection via the distribution of seeds and by
intraspecific competition for seeds. If competition is stronger than stabilizing selection,
selection can be disruptive. Under disruptive selection, a∪-shaped phenotype distribution
is optimal. If mating is random (with respect to the beak size), hybridization leads to a ∩-
shaped phenotype distribution. In the simplest case, the ecological trait (the beak size) is
determined by a single diallelic locus. Let homozygotes correspond to extreme types and
heterozygotes correspond to intermediate types. Then, at equilibrium, heterozygotes are
the least fit individuals.
In such scenarios, mechanisms that decrease the frequency or inferiority of heterozy-
gotes at the ecological locus are evolutionary advantageous. These mechanisms include
the evolution of assortative mating and the evolution of dominance. The former can lead
to the formation of strong reproductive isolation, whereas the latter increases the genetic
variance of the population without creating a reproductive barrier between the two ex-
treme morphs.
Such ecological setups are commonly used in models of sympatric speciation (e.g.,
Dieckmann and Doebeli, 1999; Matessi et al., 2001; Pennings et al., 2008). The theoretical
possibility of sympatric speciation is well demonstrated. However, there is an ongoing de-
bate how likely sympatric speciation is in such scenarios (Dieckmann and Doebeli, 1999;
Waxman and Gavrilets, 2005; Polechová and Barton, 2005). A well documented example
of disruptive selection is the african finch Pyrenestes ostrinus (Smith, 1990, 1993). In this
species, disruptive selection acts on lower mandible width and is most likely induced by
intraspecific competition for seeds. In contrast to our model, the distribution of seeds is
bimodal. Interestingly, in Pyrenestes o. assortment did not evolve. Instead, one of the two
morphs is completely dominant. It is tempting to speculate about the evolution of domi-
nance in Pyrenestes o..
Since dominance and assortment are both solutions to the problem of unfit heterozy-
gotes, they are commonly regarded as alternative responses to disruptive selection. Hence,
in most previous studies they were studied separately. Here, we investigate how dominance
and assortment interact if one of them is evolving. This yields interesting insights in the
interaction of positive frequency-dependent selection and negative frequency-dependent
selection. We consider a three locus two allele model. The first locus determines the eco-
logical character. The second and third loci control the degree of dominance at the ecolog-
ical locus and the strength of assortative mating, respectively. In Chapter 1, we investigate
5the effect of a fixed degree of assortative mating on the evolution of dominance. In Chapter
2, we study the evolution of assortative mating in the presence of a fixed degree of inter-
mediate dominance. Both chapters can in principle be read independently. The combined
information from both approaches can be used to make predictions on the simultaneous
evolution of dominance and assortment. We briefly treat the coevolution of dominance
and assortment in the discussion of Chapter 2.
The results of Part I highlight the importance of studying global dynamics and illus-
trate the limitations of local stability approaches. We tease apart the effects of natural and
sexual selection, and show that dominance and assortative mating are not necessarily mu-
tually exclusive responses to disruptive selection. Under certain conditions, dominance
can favor the evolution of assortment and vice versa. For instance, moderately strong as-
sortment is most favorable for the evolution of dominance if modifiers have large effects.
In addition, our results have interesting implications for models of sympatric speciation.
Strong assortment evolves most easily if modifiers have large effect. Our results suggest
that strong reproductive isolation can evolve only if sufficiently strong assortment is in-
duced by a single allele substitution. Quite surprisingly, strong dominance significantly
increases the parameter region in which such modifiers can go to fixation. However, if
modifiers have small effects, even small degrees of dominance considerably hinder the
evolution of assortment. We conclude that complete dominance is more likely to evolve
than complete, or at least very strong, reproductive isolation. Dominance modifiers usu-
ally get fixed much faster than assortment modifiers. During the evolution of assortment,
heterozygotes at the ecological locus become rare and selection on assortment modifiers
becomes very inefficient. Furthermore, the interaction of natural and sexual selection can
stop the evolution of reproductive isolation at some intermediate level.
In Part II of this thesis, we study a different source of frequency-dependent selection,
namely population subdivision and environmental heterogeneity. Most natural popula-
tions are geographically structured and most environments are heterogeneous. Thus, the
investigation of population structure and a heterogeneous environment has a long history
in population genetics. A considerable amount of theoretical literature exists on spatially
structured populations using different modeling approaches. In deterministic models, the
maintenance of genetic variation is studied, whereas stochastic models are employed to
study such properties as fixation time and fixation probability of mutations.
Compared to the models in Part I, the ecological setup is much simpler. Selection
within demes is frequency independent and mating is random. In the absence of migra-
tion, these systems are well understood. Global convergence of trajectories was proved
and the conditions for polymorphism are well understood (e.g., Nagylaki, 1992; Bürger,
2000). If either selection or migration is weak, one can reduce the analysis of migration-
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selection models to the analysis of panmictic models (Karlin and McGregor, 1972; Nagy-
laki and Lou, 2001, 2007). This significantly simplifies the analysis. However, in general
migration-selection models, many open questions exist. For instance, if there are more
than two demes and more than two alleles, convergence is unresolved even for multiplica-
tive fitnesses (hence, for selection on haploids) or no dominance. In discrete time, limit
cycles have not even been excluded for two diallelic demes. This illustrates the intricacy of
migration-selection models. Part II of this thesis is devoted to the effect of dominance on
the potential of maintaining polymorphism in geographically structured populations.
In the absence of dominance, the number of demes is an upper bound for the number
of alleles that can be maintained at a single locus (Nagylaki and Lou, 2001). Dominance
can have a significant impact on the maintenance of polymorphism. One can construct
examples in which an arbitrary number of alleles is maintained at a globally asymptoti-
cally stable equilibrium if there are at least two demes (Nagylaki and Lou, 2007). In these
examples, locally beneficial alleles are partially dominant. This means that there is some
form of genotype-environment interaction. These results can be extended to multilocus
models (Bürger, 2009a,b). In Chapter 3, we study the effect of a deme-independent degree
of intermediate dominance (DIDID) on the maintenance of polymorphism at a single locus
in two demes. DIDID includes no dominance and the absence of genotype-environment
interaction as special cases.
Among others, in part II an analytical example for the stable coexistence of three alleles
in two demes under DIDID is provided. In this example, the internal equilibrium does
not exist if migration is either weak or strong. This is in contrast to conventional wisdom,
which states that polymorphism is usually maximized for small migration rates. Numerical
computations suggest that three alleles can coexist in an open set of parameters in the
full model. This continues to hold if we assume linear selection on a quantitative trait
in the absence of G×E interaction. Furthermore, we identified dominance patterns and
selection schemes that are particularly prone to maintenance of three alleles in two demes.
Our results have interesting interpretations in terms of generalist-specialist coexistence. If
generalists are fitter than specialist hybrids and have sufficiently high average fitness, two
specialists can coexist with a single generalist. We also found numerical examples in which
up to four alleles coexist at an asymptotically stable equilibrium. Our results complement
and extend the results of Nagylaki and Lou (2001, 2007) and Nagylaki (2009).
Part I
Intraspecific Competition
7

Chapter 1
Evolution of dominance under
frequency-dependent intraspecific
competition in an
assortatively mating population1
1With minor changes this chapter is published as:
Peischl S. and K.A. Schneider, 2009. Evolution of dominance under frequency-dependent intraspecific com-
petition in an assortatively mating population. Evolution 64, 561 - 582.
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Abstract
In models of frequency-dependent disruptive selection globally stable polymorphic equi-
libria with underdominance can occur. In the past, a number of possible mechanisms
to reduce the inferiority of heterozygotes were studied. These evolutionary responses to
negative frequency-dependent selection include the evolution of dominance and the evo-
lution of assortative mating. Usually, different responses are treated as alternatives and
hence possible interactions are not very well understood. In contrast to previous stud-
ies, we focus on the effect of assortative mating on the evolution of dominance under
frequency-dependent intraspecific competition. We analyze a two-locus two-allele model,
in which the primary locus has a major effect on a quantitative trait that is under a mixture
of frequency-independent stabilizing selection, density-dependent selection and frequency-
dependent selection caused by intraspecific competition for a continuum of resources.
The second (modifier) locus determines the degree of dominance at the trait level. Ad-
ditionally, the population mates assortatively with respect to similarities in the ecological
trait. Our analysis shows that the parameter region in which dominance can be estab-
lished decreases if small levels of assortment are introduced. In addition, the degree of
dominance that can be established also decreases. On the contrast, if assortment is inter-
mediate, sexual selection for extreme types can be established, which leads to evolution of
higher levels of dominance than under random mating. For modifiers with large effects, in-
termediate levels of assortative mating are most favorable for the evolution of dominance.
For large modifiers the speed of fixation can even be higher for intermediate levels of as-
sortative mating than for random mating.
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1.1 Introduction
Negative frequency-dependent selection and, as a special case, frequency-dependent dis-
ruptive selection resulting from intraspecific competition has long been known as a mech-
anism that preserves high levels of genetic variation (e.g., Cockerham et al., 1972; Clarke,
1979; Asmussen and Basnayake, 1990; Gavrilets and Hastings, 1995). This was studied, in
particular, for quantitative traits (Bulmer, 1974; Slatkin, 1979; Christiansen and Loeschcke,
1980; Loeschcke and Christiansen, 1984; Bürger, 2002a,b; Bürger and Gimelfarb, 2004; Bürger,
2005; Schneider, 2006). Especially in the last decade, frequency-dependent disruptive se-
lection became popular in the theoretical literature for modeling a number of interest-
ing evolutionary phenomena. These include the evolution of sexual dimorphism Slatkin
(1984); Bolnick and Doebeli (2003); Van Dooren et al. (2004), the evolutionary splitting of
assortatively mating populations Drossel and Mckane (2000); Bolnick (2004); Kirkpatrick
and Nuismer (2004); Bürger and Schneider (2006); Bürger et al. (2006); Schneider and Bürger
(2006), the evolution of assortative mating and sympatric speciation Maynard Smith (1966);
Udovic (1980); Doebeli (1996); Dieckmann and Doebeli (1999); Matessi et al. (2001); Kirk-
patrick and Ravigné (2002); Gavrilets (2003, 2004); Dieckmann et al. (2004); Polechová and
Barton (2005); Pennings et al. (2008); Kopp and Hermisson (2008), and the evolution of ge-
netic architecture Van Doorn and Dieckmann (2006); Kopp and Hermisson (2006); Matessi
and Gimelfarb (2006); Schneider (2007). The latter includes the evolution of dominance,
the topic this work is devoted to.
Originally, the evolution of dominance was mainly studied in the context of reducing
genetic load in the face of mutation. The common idea to models of dominance evolution
is that a phenotype associated with a disadvantageous genotype should evolve to resem-
ble a superior phenotype. For a general introduction to dominance and its evolution we
refer to Bürger and Bagheri (2008). In the context of frequency-dependent selection, Wil-
son and Turelli (1986) found stable underdominance in a model of differential utilization
of two resources. They argued that in their model evolution of dominance would be an ef-
ficient way to remove unfit heterozygotes. Although an analytical proof within their model
seems infeasible, it has recently been shown that evolution of dominance can be a potent
mechanism to remove unfit heterozygotes in a number of related, but different, models
(Otto and Bourguet, 1999; Van Dooren, 1999; Peischl and Bürger, 2008). Another possibil-
ity for removing unfit heterozygotes is the evolution of reproductive isolation. Evolution of
assortative mating and sympatric speciation have been studied intensively during the last
decade and, at least theoretically, the former appears to be a feasible response to negative
frequency-dependent selection.
Recently, some work has been devoted to the comparison of different responses to dis-
ruptive selection which are mainly regarded as alternatives. For instance, Leimar (2005) in-
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vestigated the evolution of phenotype polymorphism, focusing on random versus genetic
phenotype determination. Sexual dimorphism and evolutionary branching are treated in
Van Dooren et al. (2004), whereas Bolnick and Doebeli (2003) considered sexual dimor-
phism and adaptive speciation. Durinx and van Dooren (2008) studied whether selection
pressures are stronger for an increased level of assortment or for an increased level of dom-
inance. For a recent review of various evolutionary responses to disruptive selection we re-
fer to Rueffler et al. (2006). All these papers employed the perspective of adaptive dynamics
(e.g., Dieckmann and Law, 1996; Geritz et al., 1998), and complemented the analytical re-
sults by numerical simulations. The adaptive-dynamics framework provides a simplified
method to study the evolution of traits by investigating evolutionary singularities and their
convergence and stability properties.
The main tool in this approach is the invasion fitness of initially rare mutants that oc-
cur sufficiently infrequent. Indeed, investigations of complicated frequency-dependent
fitness landscapes and their singular points are often useful first steps to understand the
dynamical behavior of a model. However, this approach lacks explicit investigations of the
full evolutionary dynamics and, therefore, the interaction of the evolutionary phenomena
is not very well understood.
In this article, we focus on the interplay between assortative mating and dominance.
We perform a study of the evolution of dominance modification in an assortatively mating
population that complements the results of Durinx and van Dooren (2008). We follow a
population genetic rather than an adaptive dynamics approach. Our main aim is to gain
a better understanding of the involved components of selection and how they interact.
To tease apart these components, we assume a fixed degree of assortment and allow domi-
nance to evolve. The evolution of assortative mating in a population expressing dominance
will be treated in a follow-up paper.
We assume an explicit ecological model of frequency-dependent intraspecific competi-
tion and assortative mating. Frequency-dependent competition induces indirect selection
on a modifier that alters the dominance relations. The degree of assortative mating con-
trols the translation of direct selection on the ecological locus to indirect selection on the
modifier locus. In addition, assortative mating induces positive frequency-dependent se-
lection, i.e., selection for common types, which can promote or act against the evolution
of dominance. For instance, if assortment is sufficiently strong and homozygotes are the
most common types, positive frequency-dependence induces stabilizing selection around
the phenotypic values of the homozygotes and thus selection for higher levels of dom-
inance. The strength and direction of these effects depend on the genetic composition
of the population and, thus, vary over time even for a fixed combination of parameters.
Hence, for our purpose an invasion analysis is insufficient. Of course, a complete (nonlin-
ear) analysis would be highly desirable, but is prohibited by the complexity of the model.
1.2. THEMODEL 13
Thus, we pursue a structured and detailed numerical study considering a large part of the
parameter space. We complement this by analytical results for weak selection.
Our model assumes two diallelic loci. The primary (ecological) locus has a major ef-
fect on a quantitative trait that is under a mixture of stabilizing selection and frequency-
dependent selection caused by intraspecific competition for a continuum of resources.
The secondary (modifier) locus determines the degree of dominance at the ecological lo-
cus. In contrast to previous studies of the evolution of dominance, we incorporate as-
sortative mating into our model and assume that the population mates assortatively with
respect to similarities in the ecological trait (‘magic trait’ model, cf. Gavrilets, 2004).
Previous work of Peischl and Bürger (2008) for randomly mating populations showed
that, in the limit of weak selection, modifiers increasing the level of dominance can suc-
cessfully invade a population at equilibrium if they increase the fitness of heterozygotes.
Moreover, provided selection is disruptive, modifiers that are able to invade will also get
fixed. The strength of selection on modifiers depends on the proportion of heterozygotes
at equilibrium, since only their phenotypes are affected by dominance. Intuitively, one
would expect that small degrees of assortative mating would decrease the strength of selec-
tion for dominance modifiers. Furthermore, for complete assortment, one expects domi-
nance modifiers to be almost neutral near an equilibrium, because heterozygotes are very
rare. Although this proves to be true, intermediate degrees of assortative mating can have
a number of different and interesting effects on the evolution of dominance which depend
on a subtle interplay of the different selective forces and their impact on the modifier locus.
Our study shows that the evolutionary outcome depends in a highly nonlinear way on
the involved parameters. This reflects the complexity of the combination of the different
selective forces. It is shown that although weak assortative mating acts against the evolu-
tion of dominance, intermediate degrees of assortment lead to selection for an increased
level of dominance in a significant parameter region. The maximum degree of dominance
that can evolve is higher for intermediate assortment than for random mating. In addition,
for modifiers with large effects, evolution of dominance is fastest if assortment is interme-
diate.
1.2 The model
Our model follows closely that of Schneider and Bürger (2006). We consider a sexually re-
producing population of diploid organisms with discrete generations in which both sexes
have the same genotype distribution among zygotes. Its size, N , is density regulated, but
sufficiently large so that random genetic drift can be ignored. Natural selection acts through
differential viabilities on a polygenic trait such that individual fitness is determined by two
components: by frequency-independent stabilizing selection on this trait, and by frequency-
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and density-dependent competition among individuals of similar phenotype. The value of
the ecological trait expressed by heterozygous individuals depends on an additional locus
that modifies dominance. Furthermore, assortative mating may induce sexual selection.
1.2.1 Ecological assumptions
The first fitness component is frequency independent and reflects some sort of stabilizing
selection on the ecological trait, for example, by differential supply of a resource whose
utilization efficiency is phenotype dependent. As in most previous studies, we ignore envi-
ronmental variation and deal directly with the fitnesses of genotypes, which we identify by
their genotypic values. Therefore, we use the terms genotypic value and phenotype syn-
onymously. We denote the ecological trait value of an individual with genotype g by Zg .
We denote the stabilizing component of fitness acting on genotype g by S(Zg ). Here,
we model stabilizing selection by a Gaussian function with optimum zero,
S(Zg ) = exp{−sZg 2} , (1.1)
where s ≥ 0 measures its strength. By α(Zg ,Zh), we denote the amount of competition of
genotype g with genotype h, and model it by
α(Zg ,Zh) = exp{−c (Zg −Zh)2} . (1.2)
The parameter c ≥ 0 determines the curvature of the Gaussian function (1.2).
Let Ph denote the relative frequency of individuals with genotype h. Then the intraspe-
cific competition function α(g ), which measures the strength of competition experienced
by genotype g in a population with genotypic distribution P , is given by
α(g ) =
∑
h
α(Zg ,Zh)Ph . (1.3)
We include density-dependent population growth which, in the absence of genetic
variation, follows the so-called discrete logistic equation
N ′ =
N (ρ−N /κ) , 0≤N <ρκ ,0 , N ≥ρκ . (1.4)
The carrying capacity is K = (ρ − 1)κ. Monotone convergence to K occurs for all N with
0 < N < ρκ if 1 < ρ ≤ 2, and oscillatory convergence (at a geometric rate) if 2 < ρ <
3. Other forms of population regulation may be used as well (cf. May and Oster, 1976;
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Thieme, 2003)(see also Appendix B in Bürger, 2005, for a more detailed discussion) without
significantly changing the outcome. We realize that the use of (1.4) can lead to limit cycles
and even chaotic behavior. However, in the considered parameter region the dynamics are
‘well-behaved’ and no case of complicated behavior was detected in our numerical study.
We assume that the absolute fitness of an individual with genotype g is
W (g ) =S(Zg )

ρ− N
κ
α(g )

, (1.5)
where the dependence of W (g ) on N and P is omitted (cf. Bulmer, 1974). Here, c is a
direct measure for the strength of frequency dependence. Note that frequency dependence
vanishes in the limit c → 0. For convenience, we will refer to weak and strong frequency
dependence as weak and strong competition, respectively.
In some part of this work, we will replace (1.1) and (1.2) by the corresponding quadratic
approximations, i.e., by
S(Zg ) = 1− sZg 2 (1.6)
and
α(Zg ,Zh) = 1− c (Zg −Zh)2 . (1.7)
We will refer to (1.5) with S(Zg ) and α(Zg ,Zh) given by (1.1) and (1.2) or by (1.6) and (1.7) as
the full model and the quadratic model, respectively. Note that the quadratic model can be
thought of as the weak selection approximation of the full model, i.e., as an approximation
for small s and c . The quadratic model was used to study the evolution of dominance in
a randomly mating population by Peischl and Bürger (2008). This weak selection approx-
imation was also used to study closely related ecological models under different assump-
tions and with a different focus by Bürger and Gimelfarb (2004) and Bürger and Schneider
(2006).
1.2.2 Assortative mating
In our model the probability that a female of genotype g mates with a male of genotype h
depends on similarity in the ecological character.
The probability that, at a given encounter, a g -female mates an h-male is given by
pi(Zg ,Zh) = exp{−a (Zg −Zh)2} , (1.8)
where a is a direct measure for the strength of assortative mating. Females are assumed to
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mate only once, whereas males may participate in multiple matings. If an encounter was
not successful, in which case a female remains unmated, she may try again unless the total
number of encounters has reached a number M . This reflects the idea that choosiness has
costs, for instance, because the mating period is limited (cf. Gavrilets and Boake 1998). The
probability that an encounter of a female of type g with a random male results in mating is
pi(g ) =
∑
h
pi(Zg ,Zh)Ph , (1.9)
and the probability that she eventually mates with a male of type h is given by Q(g , h)Ph ,
where
Q(g , h) =
M−1∑
m=0
(1−pi(g ))mpi(Zg ,Zh) . (1.10)
Here, the first argument refers to the female. In general, Q is not symmetric in g and h.
The parameter M is a measure for the costs of choosiness females have to pay. If M = 1,
then Q(g , h) = pi(Zg ,Zh). In this case costs are very high, which leads to strong sexual se-
lection in both sexes. However, it also admits a number of different interpretations, for in-
stance as a model in which both sexes are choosy (cf. Schneider, 2005) or as parental selec-
tion (cf. Gavrilets, 1998), and as a model of fertility selection (cf. Bodmer, 1965; Hadeler and
Liberman, 1975). It can thus be interpreted as a model of pre- and postmating reproductive
isolation, and has been used in a variety of studies (see also Matessi et al., 2001). If the en-
counter rate is sufficiently high (M ¦ 10), costs of choosiness can be neglected, i.e., M may
be set to infinity (cf. Schneider and Bürger 2006). Then, we obtain Q(g , h) =pi(Zg ,Zh)/pi(g )
and
∑
h Q(g , h)Ph = 1 for all g . Thus, assortative mating does not induce (sexual) selection
among females. It does, however, induce sexual selection among males. In other words,
females do not pay costs of being choosy, but males pay costs of being rare. For a more
detailed discussion of this model and its relation to other work we refer to Schneider and
Bürger (2006). For our study we assume M =∞.
1.2.3 Genetic assumptions
We now specify our genetic assumptions. First, we assume that the ecological trait is deter-
mined by a single diallelic locus. The alleles are denoted byA1 andA2 and their effects by
z 1 and z 2, respectively. For our numerical study we assume that these effects are symmet-
ric and scaled such that the maximum and minimum ecological trait values are −1 and 1,
i.e., we assume z 1 =−z 2 = 1/2. In Section 1.3.3 the allelic effects are evolvable.
The dominance relations at the ecological locus are determined by a separate modifier
locus. At this locus we assume that at most two alleles denoted by D1 and D2 occur. We
assume that these alleles have additive allelic contributions, d 1 and d 2, to the amount of
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dominance expressed at the ecological trait. Furthermore, we restrict attention to inter-
mediate dominance, i.e., we assume 0≤max(|2d 1|, |2d 2|)≤ 1.
The ecological trait values of individuals with genotypesA1A1/DiDj ,A1A2/DiDj , and
A2A2/DiDj (i , j ∈ {1, 2}) are given by
2z 1 z 1+ z 2+(d i +d j )(z 1− z 2) and 2z 2 , (1.11)
respectively. Clearly, dominance affects only individuals that are heterozygous at the eco-
logical locus.
Whenever we refer to modifiers increasing dominance, we call the allele at the modi-
fier locus that codes for a higher level of dominance the mutant or the modifier allele, and
the allele coding for a lower level of dominance the wild type allele. In the case of modi-
fiers decreasing dominance, it is the other way round. We refer to the degree of dominance
expressed by heterozygotes carrying only the wild type allele as the initial degree of domi-
nance, d . Furthermore, we refer to the difference between the initial degree of dominance
and the degree of dominance expressed by heterozygotes carrying exactly one modifier al-
lele as the effect of the modifier allele, δ. Suppose D1 is the wild type allele, then d = 2d 1
andδ= d 2−d 1. Since, in the numerical study, allelic effects are symmetric at the ecological
locus, we can always assume d 1 or d 2 to be nonnegative. Thus we can restrict attention to
nonnegative values of d without loss of generality. For given d 1 and d 2, the model in which
D1 is the wild type allele is formally equivalent to the model whereD2 is the wild-type allele.
Only the values for d and δ change.
1.2.4 Dynamics
The two-locus dynamics has to be described in terms of diploid genotype frequencies since
zygotes (offspring) are generally not in Hardy-Weinberg proportions because of nonran-
dom mating. Genotypes are unordered. Let r represent an offspring genotype and g , h
parental genotypes. The frequency of genotype r (among zygotes) in consecutive genera-
tions is denoted by pr and p ′r . The frequency of r after (natural) selection is p ∗r = pr Wr /W ,
where Wr =W (r ) and W =
∑
r Wr pr is the mean viability. After viability selection, mating
and recombination occur. Let R(g h→ r ) designate the probability that parents with geno-
types g and h produce a zygote with genotype r . R(g h → r ) is determined by the pattern
of recombination between loci.
The genetic dynamics is given by a system of 10 recursion relations that can be written
as
p ′r =
W 2fW fWr , (1.12a)
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where fWr =∑
g ,h
p ∗g p
∗
hQ
∗
g h R(g h→ r ) ,
and Q∗g h =Q∗(g , h) (the asterisk indicates that Q is calculated from the genotypic frequen-
cies after selection), and fW =W 2∑r fWr . The demographic dynamics follows the standard
recursion
N ′ =N
fW /W  . (1.12b)
Thus, population growth follows equation (1.4) for a genetically monomorphic population
that matches the optimum. For the full model, the complete evolutionary dynamics is
given by the coupled system (1.12a) and (1.12b). We set N ′ = 0 (population extinction) iffW /W ≤ 0, and p ∗r = 0 if Wr ≤ 0. For the quadratic model, population size is assumed to
be constant and close to demographic equilibrium. The evolutionary dynamics are then
given solely by(1.12a).
1.3 Theoretical background and analytical results
1.3.1 Components of selection
Before we start describing our results we shall first reflect upon the selection pressures
involved in our model and how they interact. This will help us to guide the description and
interpretation of our analytical and numerical results.
1.3.1.1 Direct selection
Direct selection acts on the ecological locus via four components. The first component is
frequency-independent stabilizing selection, which favors phenotypes close to the opti-
mum.
The second component is negative frequency-dependent selection induced by intraspe-
cific competition, i.e., selection against common types. This favors polymorphism or, more
precisely, sufficiently different phenotypes that do not suffer too much from competition.
These phenotypes may be interpreted as being adapted to different ecological ‘niches’.
However, such a distribution cannot always be achieved, since hybrid offspring of two in-
dividuals adapted to different niches may be poorly adapted to any available ecological
niche. A crucial distinction in our model is between moderate and strong competition.
We call competition moderate if it induces two niches, each located at one boundary of
the phenotypic range. In this case, viability selection is disruptive and the fitness function
(1.5) is
⋃
-shaped. We refer to competition as strong if c is so large that the fitness func-
tion has two peaks not located near the boundary, or if it is even multimodal, i.e., if it has
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multiple peaks. We will interpret the trait values corresponding to the fitness peaks as eco-
logical niches. Since we allow for only two alleles at the ecological locus, we mainly focus
on strengths of competition such that disruptive selection arises, i.e., c ≤ 2.
The third component of selection is density-dependent selection resulting from pop-
ulation regulation. This selection component can alter the frequency-dependent effect
of competition. For a given population distribution, the ratio of the fitnesses of an ad-
vantageous phenotype and a disadvantageous phenotype is larger in a population at high
density than in a population at low density (cf. Bürger, 2005).
The fourth component of selection is positive frequency-dependent selection induced
by assortative mating (cf. Kirkpatrick and Nuismer, 2004), which favors common pheno-
types. Hence, in some sense assortative mating counteracts intraspecific competition.
Even if females pay no costs of being choosy, as is assumed in our numerical investiga-
tions, one can interpret the selective disadvantage of males at low frequencies as costs of
being rare. It should be mentioned that assortative mating does not counteract the mod-
ulating effect of density-dependent selection if individuals pay no costs of being choosy,
since the population size is not reduced by assortative mating (i.e., fW =W 2). This situa-
tion is different if individuals pay costs, i.e., for M <∞.
1.3.1.2 Indirect selection
Direct selection on the ecological locus is translated into indirect selection on the modifier
locus. In the symmetric case, i.e., if homozygotes are symmetric with respect to the opti-
mum, stabilizing selection causes indirect selection for a reduced level of dominance. The
reason is that heterozygotes are closer to the optimum at a reduced level of dominance
than at an elevated level. In asymmetric cases, stabilizing selection causes indirect selec-
tion for dominance modifiers such that heterozygotes are shifted closer to the optimum.
Negative frequency-dependent selection can result in indirect selection for an increased
or decreased level of dominance. It tends to modify dominance such that competition be-
tween individuals is reduced. Hence, in which direction this indirect component of selec-
tion acts depends crucially on the size of the effect of the modifier and the initial level of
dominance.
Density-dependent selection has no indirect effect independent from that of frequency-
dependent selection, because it acts jointly with intraspecific competition at the ecological
locus, and hence also at the modifier locus.
Indirect selection pressures resulting from assortative mating can act for or against an
increased level of dominance. They modify dominance to maximize the mating probabil-
ities of males. However, there is a further important indirect effect of assortative mating.
The strength of assortment determines how efficiently direct selection on the ecological
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locus is translated into indirect selection for dominance modifiers. Since assortative mat-
ing reduces or (for very strong assortative mating) almost depletes the number of heterozy-
gotes, all components of indirect selection become weaker under stronger assortative mat-
ing. Thus, it appears to be convenient to distinguish between two scenarios concerning the
strength of assortative mating. If assortment is very strong, the frequency of heterozygotes
will be very small at equilibrium. Thus, close to an equilibrium, dominance modifiers are
almost selectively neutral. If assortment is at most moderately strong, i.e., (a ≤ 2), het-
erozygotes will be present at sufficiently high frequency such that selection for modifiers
can be induced.
1.3.2 Evolutionary scenarios
Depending on parameters, the various selection components can have different net im-
pacts on the modifier locus, resulting in different evolutionary scenarios. In some of them
an elevated level of dominance is selected against, in others it is favored at least in a part of
the population. We want to mention here the most important situations that occurred in
our numerical investigations.
Fixation scenario DS (due to disruptive selection). In this situation, the fitness of het-
erozygous individuals at the ecological locus that carry only the wild type allele at the mod-
ifier locus is lower than the fitness of those that carry at least one copy of the modifier. The
fitness function is strongly
⋃
-shaped, i.e., there exist two niches at the boundaries of the
phenotypic space (at -1 and +1), and the fitness at the optimum, 0, is strongly reduced
(see Figure 1.1 (a)). Selection is disruptive and the heterozygotes expressing higher levels
of dominance have an advantage. Therefore, the modifier allele goes to fixation. In this
scenario, the driving force for fixation of the modifier is disruptive selection resulting from
strong negative frequency-dependent selection.
Fixation scenario SS (due to sexual selection). In contrast to the previous case, here
the driving force is sexual selection. The number of heterozygotes on the ecological locus
is strongly reduced due to assortative mating and the viability fitness function is either very
shallow or even
⋂−shaped (see Figure 1.1 (e) and (f)). Heterozygotes carrying a modifier
allele are shifted closer to one of the homozygotes. The higher chance of successful mating
leads to fixation of the modifier despite a possible disadvantage in viability (see Figure 1.1
(f)).
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Maintenance scenario MS. In this scenario, abbreviated in the following as MS, fitness
is
⋃
-shaped and becomes asymmetric when a modifier invades, such that the minimum is
close to the genotypic value of double heterozygotes (see Figure 1.1 (b)) and a broad phe-
notypic spectrum is favored. Therefore, the modifier will coexist with the wild type due to
heterozygote disadvantage at the modifier locus. This reflects frequency-dependent dis-
ruptive selection at the modifier locus, and hence gives rise to further genotypic diversity.
In this case, no single optimal value of dominance exists.
Loss scenarios L1 and L2. There exist two different scenarios for which the modifier
gets lost. In the first one, abbreviated L1, both competition and assortative mating are weak
and viability fitness is only slightly
⋃− shaped. However, positive frequency-dependence
outweighs negative frequency-dependence and the modifier can not be maintained (see
Figure 1.1 (c)). In the second scenario, abbreviated L2, the strength of assortative mating is
moderate and the number of heterozygotes at the ecological locus is sufficiently reduced
for the existence of a niche at the optimum of stabilizing selection (see Figure 1.1 (d)).
1.3.3 Evolution of allelic effects at the ecological locus
Before analyzing the evolution of dominance, we first investigate evolution at the ecolog-
ical locus for a fixed level of dominance. We study whether polymorphic equilibria at the
ecological locus can be invaded by mutant alleles (in this section, the terms mutant or mu-
tant allele refer to a third allele at the ecological locus that is initially rare). This informs us
whether a state is evolutionarily stable (see, e.g., Eshel, 1983). Moreover, the results of this
section also justify the assumption of symmetric effects made in our numerical investiga-
tions in the following sections. In all cases we assume the modifier locus to be monomor-
phic. To derive analytical results we use the weak selection approximation for the fitness
function (1.5), i.e., the quadratic model. Fitness of an individual with genotypic value g is
then given by
W (g ) = 1− s g 2+ c (g − g¯ )2V, (1.13)
where g¯ is the mean and V the variance of the phenotype distribution (cf. Bürger, 2005).
We note that (1.13) is always
⋃
-shaped if c > s , provided g¯ is sufficiently close to 0.
The robustness of the following results will be checked by numerical calculations using
the full model described in Section 1.2. In all cases, we assume that the genotypic values of
homozygotes lie on different sides of the optimum, i.e., one is positive and the other nega-
tive. In addition, we always assume that competition is stronger than stabilizing selection,
i.e., c > s .
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(c) (d)
(e) (f)
Figure 1.1: Viability W (g ) (solid line), mating probability p¯i(g ) (dashed line) and phenotype dis-
tributions (black and gray bars) at equilibrium for the different scenarios described in Section 1.3.
Equilibrium frequencies of homozygotes on the ecological locus are indicated by black bars and
frequencies of heterozygotes are indicated by gray bars. Frequencies of double heterozygotes are
indicated in light gray and frequencies of individuals that are homozygous on the modifier locus
but heterozygous on the ecological locus are indicated in a darker gray. Parameter values are
c = 0.7, a = 0.1 in (a) (DS), c = 1, a = 0.2 in (b) (MS), c = 0.2, a = 0.3 in (c) (L1), c = 1.5, a = 1 in
(d) (L2), c = 0.5, a = 1 in (e) (SS) and c = 1, a = 1.5 in (f) (SS). The effect of the modifier is δ = 0.05
in (a), (c), (d), (e) and (f), and δ= 0.25 in (b). Initial dominance is always 0.
1.3.3.1 No dominance, random mating
Here, we assume no dominance, random mating, and two alleles with allelic effects z 1 and
z 2 (z 1 < z 2), respectively. Note that the allelic effects do not have to be symmetric in this
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section. Then, the invasion fitness of a mutant allele A3 can be calculated straightfor-
wardly and is given in Appendix A.1. There, it is shown that a mutant with effect z 3 can
invade if and only if it widens the range of possible genotypic values, i.e., if and only if
z 3 6∈ [z 1, z 2]. Analogously, if we scale the range of possible genotypic values to [-1,1], an
equilibrium with two alleles having effects −1/2 and 1/2, respectively, cannot be invaded
by any mutant and thus is an ESS. However, these results are derived under the assumption
of weak selection and no density dependence. For the full model with density-dependent
selection and fitness function (1.5) one finds via numerical investigation that these results
remain valid for approximately c ® 2 if s = 0.1. Thus, for the parameter c we focus on the
interval [0, 2].
1.3.3.2 Complete dominance, random mating
Here, we assume one allele to be completely dominant, sayA1, so that only two pheno-
types are present at a polymorphic equilibrium with two alleles. For the mutant allele,A3,
we consider two scenarios. In the first scenario,A1 is completely dominant overA3 and
the genotypic value ofA2A3 is arbitrary. The second scenario considers a mutant that is
completely dominant in combination with any of the wild type alleles. Thus, A1A3 and
A2A3 have the same genotypic value as A3A3. The trait value of A3A3 is arbitrary. In
Appendix A.2, it is shown that, in both scenarios, mutants can only invade if they widen
the range of genotypic values.
At a polymorphic equilibrium at which the full range of genotypic values is exploited,
both phenotypes are present at equal frequencies. Thus, the frequency of the dominant
allele is 1− 1/p2 and that of the recessive allele is 1/p2. This is the only polymorphic
equilibrium in this case and our invasion analysis shows that no mutant causing genotypic
values within the range of possible genotypic values can invade.
1.3.3.3 No dominance, weak assortment
Here, we assume weak assortment and choose pi(Zg ,Zh) = 1−a (Zg −Zh)2. In addition, we
assume no dominance. Then, neglecting second and higher-order terms in a , a diallelic
polymorphism at the ecological locus can be calculated explicitly if we assume the allelic
effects to be symmetric, i.e., z 2 = −z 1. The linearized transformation matrix for the geno-
type frequencies in the next generation under the assumption of rare mutants and its lead-
ing eigenvalue are given in Appendix A.3. There, it is shown that if competition is weak rel-
ative to the combined strength of stabilizing selection and assortative mating (c < s+a/2),
mutants can only invade if their genotypic values lie within the range spanned by existing
phenotypes. However, if competition is sufficiently strong, c > s +a/2, only mutants that
widen the range spanned by existing phenotypes can invade. Thus, for strong competi-
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tion and analogously to the previous cases, no mutant can invade if the boundaries of the
phenotypic range are reached. Numerical calculations of the eigenvalues suggest that the
results derived for random mating remain valid for asymmetric allelic effects if c is suf-
ficiently large. Schneider and Bürger (2006) showed for a similar but haploid model that
no monomorphic equilibrium can be stable under weak selection if c > s + a/2 (see also
Schneider 2005, Bürger and Schneider 2006).
1.3.4 Invasion of dominance modifier if assortment is weak
In Appendix B, we analyze whether a modifier that increases dominance is able to invade
an assortatively mating population expressing no dominance, provided assortative mating
is weak. This is done under the assumption that pi(Zg ,Zh) = 1− a (Zg −Zh)2 by neglecting
terms of order O(a 2),O(s 2) and O(a s ). Assuming a rare modifier, we provide the linearized
matrix determining the frequency vector of genotypes that are heterozygous at the modi-
fier locus in the next generation. We calculate the eigenvalues and show that, in the limit
of weak selection and weak assortment, a modifier inducing an arbitrary degree of inter-
mediate dominance can invade if and only if c > s +a/2.
1.4 Numerical methods
Because a detailed mathematical analysis of our model beyond the results derived above
seems hardly feasible, we pursued an extensive numerical approach based on iterating
equations (1.12a) and (1.12b). We performed two sets of calculations. In the first set the
dominance modifier was assumed to initially segregate at arbitrary frequency in the popu-
lation. In particular, the genotype frequencies are drawn from a uniform distribution and
normalized. In the second set we assumed that the dominance modifier is initially rare, i.e.,
at very low frequency. We first drew random frequencies for the genotypes AiAj /D1D1
(i , j ∈ {1, 2}). Then, we added a fraction of 10−4 individuals, that were heterozygous at
the modifier locus, to the vector of genotype frequencies proportionally to the previously
drawn frequencies, i.e., assuming linkage equilibrium. To obtain the initial frequencies this
vector was then normalized. Hence, initially, genotypesAiAj /D2D2 (i , j ∈ {1, 2}) were not
present. For simplicity, we call the first set of iterations the frequent-modifier scenario, and
the second situation the rare-modifier scenario.
Throughout our numerical investigations we assumed free recombination, i.e., the re-
combination rate is 1/2, and we always chose the population growth rate to beρ = 2. More-
over, because κ can be considered a scaling factor for the population size N , we did not
choose it explicitly, and instead regarded N as normalized by the carrying capacity. We as-
sumed that the initial population size matches exactly the carrying capacity, i.e., N /κ= 1.
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Our model is fully determined by the parameter vector (s , c , a , d ,δ). In both scenarios
we used s = 0.1. The parameters a and c are as in the caption of Figures 1.2 (a) and 1.2 (b).
Moreover, we chose various values for d and δ that are listed in the figure captions and in
the description of our results. For each combination of the above parameters we chose ten
different initial genotype distributions under both scenarios, subject to the constraint that
the minimum Euclidean distance between any two different distributions is 0.2
For each initial distribution, we iterated the recursion relations (1.12a) and (1.12b) ei-
ther until an equilibrium was reached, which was decided to be the case if the Euclid-
ian distance between the vectors of genotype frequencies concatenated with the popula-
tion size of two consecutive generations was less than 10−10, or until 106 generations were
reached. Such runs are referred to as slow runs. The reason was always slow convergence
to equilibrium, not cyclical or chaotic behavior. For the slow runs we checked whether the
criteria for numerical convergence are met when using an accuracy of 10−8.
At equilibrium, we recorded the quantities of interest. These are the mating probabil-
ities between different phenotypes, the genotype frequencies at equilibrium, the equilib-
rium population size, the genetic variance at equilibrium, and the speed of convergence.
(Some quantities turned out to be uninformative, so we do not present results based on
them.) For classifying the equilibria an allele was said to be present in the population if the
frequency of at least one genotype carrying this allele was > 10−4. Moreover, a genotype
was considered to be present at equilibrium if its frequency was larger than 10−4. For each
parameter combination, we calculated various statistics: the average number of equilibria,
the fraction of runs for which fixation, invasion/maintenance, or extinction of the modifier
occurred, the fraction of slow runs, and the average speed of convergence.
For a given combination of parameters the evolutionary outcome usually depends on
the initial conditions, i.e., the initial genotype distribution. To investigate this dependency
we have recorded the number of different equilibria reached for different initial conditions.
Moreover, disagreement between the outcomes in the frequent and the rare modifier sce-
nario also provides information about different evolutionary outcomes. If for a given pa-
rameter combination, the same equilibrium is reached from all initial conditions in the
frequent modifier scenario, and the same equilibrium is reached from all initial conditions
in the rare modifier scenario, these equilibria do not necessarily coincide. If they do not
coincide, this manifests the dependence on initial conditions.
To justify the assumption that the ecological locus is initially polymorphic we per-
formed additional calculations. We numerically checked whether a polymorphic equi-
librium at the ecological locus is reached for different degrees of initial dominance and
assortative mating while the modifier locus was kept monomorphic. This was done for
all considered parameter combinations. For each parameter combination we randomly
picked ten initial genotype distributions and iterated the recursions until an equilibrium
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was reached. We found only eleven cases in which convergence to a monomorphic equi-
librium occurred. In each case the initial genotype distribution was already close to a
monomorphic equilibrium and the strength of assortment was high. Convergence to a
monomorphic equilibrium never occurred for all ten initial conditions.
1.5 Numerical results
Our main interest is to determine the fate of a modifier in populations with different de-
grees of assortative mating. A newly introduced modifier can either die out or be main-
tained. If a modifier is maintained, it can either rise to fixation or be maintained at inter-
mediate frequency.
1.5.1 Maintenance, fixation and invasion of a modifier
The conditions under which a modifier can be maintained, can invade, or becomes fixed in
the population depend in a highly nonlinear way on the involved parameters. This reflects
a very subtle interplay between the various selective forces.
We start by describing the conditions under which a slightly increased level of domi-
nance can be maintained if the wild-type allele codes for no dominance. The role of the
effect of the modifier is investigated in more detail in Section 1.5.1.2, and different degrees
of initial dominance are treated in Section 1.5.1.3. The case of initially rare modifiers is
presented in more detail in Section 1.5.1.4
1.5.1.1 Maintenance of dominance (frequent modifier scenario)
Let us assume that the resident allele expresses no dominance and the modifier allele has
effect δ = 0.05. Then, the modifier can be maintained in large parameter regions (see
Figure 1.2). However, it goes to fixation only in much smaller parameter regions. We will
focus our attention especially on a , c ≤ 2 (cf. Figure 1.2 (a)), which seems to be the most
interesting and biologically most relevant parameter region.
For a randomly mating population (a = 0) and weak selection we know from Peischl
and Bürger (2008) that a modifier invades and goes to fixation if selection is disruptive,
i.e., if c > s , as is always satisfied in this study. In this model we correctly expect that
this is also valid for small values of c . However, for larger values of c , this turns out not
to be true in general, since sufficiently strong competition induces a more complicated
viability fitness function and multiple ecological niches. More precisely, in the absence of
assortment the fixation scenario DS (described in Section 1.3.1) applies if competition is
moderate, i.e., the modifier replaces the resident allele if c is not too large (region DS in
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Figure 1.2). If competition is strong, the maintenance scenario applies. Thus, for strong
frequency dependence, the modifier will not get fixed, but is maintained at intermediate
frequency due to disruptive selection at the modifier locus (region MS in Figure 1.2). These
findings complement and extend the results of Peischl and Bürger (2008).
(a) d = 0, δ= 0.05 (b) d = 0, δ= 0.05
Figure 1.2: Regions of maintenance and fixation of a modifier increasing dominance slightly under
the frequent modifier scenario with no initial dominance. Figure (a) uses a grid with step size 0.1
for the interval [0, 2] for the parameter a and a grid with step size 0.1 for the interval [0.2, 2] for the
parameter c . Figure (b) uses a logarithmic scale for the parameters a and c , namely a = 0, 0.5, 1,
2 4, 8, 16, 32, 64, and c = 0.2, 0.5, 1, 2, 4, 8, 16, 32, 64. Moreover, the parameters s = 0.1, r = 0.5,
d = 0 and δ= 0.05 are assumed in both figures. The color code indicates the different evolutionary
outcomes. In the extinction regions the modifier died out in all runs. In the maintenance regions
the modifier coexisted with the wild type in all runs, whereas in the fixation region the modifier
was fixed for all runs. Parameter combinations for which none of the runs equilibrated within 106
generations are indicated as slow run regions. The hatched area in (b) corresponds to (a).
Assortative mating induces positive frequency dependence and counteracts negative
frequency dependence resulting from competition. This occurs through selection for com-
mon types, and by reducing the number of heterozygotes at the ecological locus and thus
reducing the average amount of competition experienced by the individuals. Hence, assor-
tative mating counteracts disruptive selection in two different ways. If assortment is weak
(a ® 0.5 in Figure 1.2 (a)), the maintenance scenario also applies for smaller values of c
than for random mating since the number of heterozygotes is reduced. If competition is
also weak, positive frequency dependence due to assortative mating ‘neutralizes’ disrup-
tive selection. Therefore, stabilizing selection is the dominating force, and heterozygotes
expressing no dominance (i.e., those at the optimum of stabilizing selection) are most ad-
vantageous. As a consequence, the modifier dies out in the region L1 even if initially at
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high frequency.
For 0.5® a ® 1.6 there exists another region in which the modifier gets lost. The reason
is the following: if c is neither too small nor too large (region L2 in Figure 1.2 (a)), an ecolog-
ical niche will be established at the optimum of stabilizing selection (see Figure 1.1 (d)). In
addition, heterozygotes on the ecological locus are sufficiently frequent that a shift closer
to one of the homozygotes does not significantly increase the chance for successful mat-
ing. Thus, stabilizing selection dominates, which leads to an advantage for heterozygotes
at the optimum and consequently to extinction of the modifier.
If competition is too weak to establish a niche at the optimum of stabilizing selection,
positive frequency dependence dominates. Therefore, heterozygotes at the optimum be-
come too rare to be selectively advantageous and the fixation scenario SS applies (see Fig-
ure 1.1 (e)). However, for large a the fixation scenario SS also applies for larger values of c ,
such that a niche at the optimum is established (see Figure 1.1 (f)). Since heterozygotes are
extremely rare, their chance for successful mating is extremely low. Shifting the phenotypic
value of heterozygotes closer to one of the homozygotes leads to a substantial gain in mat-
ing success and consequently to fixation of a modifier increasing dominance. There exists
a small transition region, in which assortment neutralizes competition and either extinc-
tion or fixation occurs, depending on the initial conditions. The strength of assortment in
this transition region depends linearly on c (cf. Figure 1.2 (a)).
Since strong competition (c ¦ 2 in Figure 1.2 (b)) preserves large amounts of polymor-
phism and the location of the niches is no longer restricted to the boundary of the phe-
notype space, the modifier is maintained for sufficiently strong competition (MS region in
Figure 1.2 (b)). Even if one of the niches is located at the optimum of stabilizing selection,
the heterozygotes expressing dominance fill their own niche. Hence, the modifier will not
go extinct.
If both competition and assortment are very strong (a , c ≥ 2), all heterozygotes (at the
ecological locus) have similar viability and positive frequency dependence dominates. Be-
cause positive frequency dependence implies selection for common types, the modifier
will either be fixed or extinct depending on initial conditions. This is the reason for the
extinction/fixation region in Figure 1.2 (b).
For moderately strong assortment (a = 2, 4) a large proportion of slow runs occurs.
The reason is slow convergence caused by very weak indirect selection. In addition, for
very strong assortment (a > 4) and at most intermediate competition (c ® 4) modifiers are
almost neutral and the numerical criterion for equilibration can be met before the actual
equilibrium is reached. No cycling or other complicated behavior was detected. Modifiers
of sufficiently small effect are always maintained and even go to fixation for certain (large)
values of c .
Summarizing, a modifier with small effect will be maintained in the population (if suf-
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ficiently frequent) except in a small region of very weak competition and very weak as-
sortment (region L1, c ≈ 0.2 and 0.2 ® a ® 0.5) and a region in which competition and
assortment are weak to intermediate (region L2, max(0.7, 0.4+2a )® c ® 2 and 0.5® a ® 2).
1.5.1.2 Size of the modifier effect
The above results are qualitatively robust to the size of the modifier effect. However quan-
titatively, the regions in the parameter space corresponding to different evolutionary out-
comes change considerably (as can be seen by comparing Figures 1.2 and 1.3).
The fixation region under random mating or weak assortment (fixation scenario DS)
becomes smaller for larger δ ( cf. DS regions in Figures 1.2 (a), 1.3 (a) and 1.3 (c)). This
can be explained by the
⋃
-shape of the fitness function. The minimum of the fitness func-
tion lies within the range of phenotypic values of heterozygotes (at the ecological locus).
For small modifier effects it is more likely that the fitness function stays
⋃
-shaped in this
region, and individuals carrying the modifier allele are advantageous. For larger effects,
heterozygotes carrying only the modifier alleles compete stronger with one of the homozy-
gotes. Thus, their fitness is reduced. Consequently, it is more likely that individuals that are
heterozygous at both loci are at a fitness minimum. This leads to fixation of modifiers with
smaller effects and to maintenance of modifiers with larger effects.
The MS region is almost independent of the modifier effect δ (compare Figure 1.2 (a)
and Figure 1.3 (a), (c)). For an explanation, note that, in the MS region, the fitness func-
tion is U-shaped (as we assume c ≤ 2), and in the absence of a modifier, the optimum is
associated with a fitness minimum. In the presence of a modifier, this minimum is shifted
towards the double heterozygote, leading to disruptive selection at the modifier locus (see
Section 1.3.2 and Figure 1.1 (b)). In contrast, in the L2 region (for sufficiently large a ), the
optimum is associated with a fitness maximum (see Figure 1.1 (d)), and no disruptive se-
lection is induced at the modifier locus. Thus, whether the MS or the L2 scenario applies
(for small a ) depends only on whether there is a fitness minimum or maximum at the opti-
mum in the absence of a modifier. This is, of course, independent of δ. In addition, if c ≥ 4,
there are several ecological niches, and each phenotype fills its own niche, independent of
the modifier size. Thus, the maintenance regions are also independent of δ for large c .
The region L2, in which extinction of a modifier occurs if competition and assortment
are intermediate, increases with increasing δ (cf. Figures 1.2 (a) and 1.3 (a)). The expla-
nation is simple. As described in Section 1.5.1.1, assortment reduces the number of het-
erozygotes such that they have a selective advantage. This is even amplified by larger δ
since competition becomes weaker at the optimum and stronger at the boundary of the
phenotypic range.
If δ increases, the SS region loses ground to the region L2. Apparently, the reason for
this is the trade-off between viability and mating chance (see Figure 1.1 (f)). On the other
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(a) d = 0, δ= 0.25 (b) d = 0, δ= 0.25
(c) d = 0, δ= 0.5 (d) d = 0, δ= 0.5
Figure 1.3: Regions of maintenance and fixation of dominance modifiers of large effects under
the frequent modifier scenario. Initially there is no dominance, i.e., d = 0. The values for the
parameters a and c were chosen as in Figure 1.2 and we used s = 0.1 and r = 0.5. Moreover, δ= 0.25
in figures (a) and (b), and δ= 0.5 in figures (c) and (d). The color code for the different regions is as
in Figure 1.2. The hatched areas in (b) and (d) correspond to (a) and (b), respectively.
hand, the region SS fills up some part of the slow-runs region if δ increases. Modifiers with
larger effect are under stronger selection, and hence, slow runs are less likely. (Note that
slow runs cannot be regarded as pertaining to the fixation regions, because modifiers are
not fixed within a biologically meaningful time.) Thus, in total the SS region increases with
increasing δ.
For strong competition and strong assortment, the conditions for fixation of a modifier
become more restrictive with increasing δ. The modifier must be sufficiently frequent to
become fixed. Otherwise it will be lost. The larger the modifier effect, the more likely the
modifier will go extinct, even if it is initially very frequent (cf. Figures 1.2 (b) and 1.3 (b) and
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(d)). The reason is that, because of strong assortment, the proportion of heterozygotes (at
the ecological locus) is low. If all heterozygotes have similar phenotypic values, the costs
of being rare for males are reduced. For larger δ, these costs rise. Hence, the number of
heterozygotes is reduced by removing either the wild type or the modifier, depending on
which one is initially more frequent. Additionally, competition for one of the homozygotes
is reduced by eliminating a modifier of large effect. This becomes especially pronounced
for large modifiers (region of extinction/fixation in Figures 1.3 (b) and (d)).
1.5.1.3 Dependence on initial level of dominance
The initial level of dominance has a strong effect on the evolutionary outcome. To under-
stand this, it is helpful to compare two situations. In the first situation, assume a given
initial level of dominance and a modifier with small effect. In the second situation, as-
sume no initial dominance and a modifier with large effect that leads to the initial level of
dominance of the first situation if the modifier becomes fixed.
As seen from comparison of Figures 1.3(a) and 1.4(a), the regions of fixation of the two
situations are similar. (Note that fixation of a modifier with effect δ= 0.25 leads to d = 0.5.)
From the second situation we know that a high level of dominance is favorable. In the DS
regions the fitness function is
⋃
-shaped, and the modifier becomes fixed because viabil-
ity of heterozygotes on the ecological locus is increased if they experience a higher level
of dominance. Hence, in the first situation, fixation of the modifier will occur as long as
the fitness function remains
⋃
-shaped. Because of increased competition with one of the
homozygotes, the modifier decreases the slope of the fitness function. Hence, there is an
‘optimum’ degree of dominance, i.e., the largest degree of dominance that does not change
the sign of the slope of the viability fitness function. The modifier will go to fixation if it es-
tablishes a level of dominance that is closer to the optimum level. Otherwise it will go
extinct. The latter occurs especially for large degrees of initial dominance (see Figure 1.4
(c) and (d)). Therefore, this is also a reason why the regions of extinction become larger.
In the SS regions, modifiers become fixed because a higher degree of dominance increases
the chance of successful mating. Therefore, selection for modifiers with large effects in a
background with no initial dominance will be more efficient than for modifiers with small
effects in a comparable situation with large initial dominance (note that in the latter sit-
uations all heterozygotes are close to each other) (cf. SS regions in Figures 1.3 (a) and 1.4
(a), (c)). This suggests that, if assortment is intermediate, modifiers with larger effects can
establish higher levels of dominance than a series of modifiers with small effects
The largest effect of the initial level of dominance is on the MS region (cf. MS regions in
Figures 1.2 (a), 1.3 (a), (c) with Figures 1.4 (a), (c)). As described in section 1.3.2, the poly-
morphism at the dominance locus is maintained by disruptive selection. As long as the
fitness is
⋃−shaped (c ≤ 2) this selective force will be readily established without initial
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(a) d = 0.5, δ= 0.05 (b) d = 0.5, δ= 0.05
(c) d = 0.9, δ= 0.05 (d) d = 0.9, δ= 0.05
Figure 1.4: Regions of maintenance and fixation of a dominance modifier of small effect (δ= 0.05)
under the frequent modifier scenario with different degrees of initial dominance. The parameters
a , c , s and r are as in Figure 1.2. We have d = 0.5 in figures (a) and (b), and d = 0.9 in figures (c)
and (d). The color code for the different regions is as in Figure 1.2. The hatched areas in (b) and (d)
correspond to (a) and (b), respectively.
dominance but hardly with it. The reason is the following: In the absence of dominance
the fitness minimum matches the optimum, i.e., the heterozygotes are exactly at the fitness
minimum. In the presence of a modifier, the fitness minimum is shifted close to pheno-
typic value of the double heterozygotes (Figure 1.1(b)), resulting in disruptive selection at
the modifier locus. In contrast, for a positive initial degree of dominance, the fitness mini-
mum lies between the (ecological) heterozygote and one of the homozygotes. If a modifier
increasing dominance is introduced, the fitness minimum is closer to the heterozygotes
carrying two copies of the modifier than to the double heterozygotes (as long as the mod-
ifier effect is not too large; data not shown). Hence, no disruptive selection is induced at
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the modifier locus if modifier effects are small.
A similar explanation holds for 2 ® c ® 8. If c is sufficiently large the modifier will be
maintained since numerous niches exist that will be filled. However, the larger the ini-
tial degree of dominance, the less likely it becomes that heterozygotes fall into different
ecological niches (because a modifier increasing dominance must be small) (cf. light grey
region in Figures 1.2 (b), 1.3 (b), (d) with Figures 1.4 (b), (d)). Hence the changes in the
maintenance regions are less pronounced for large c .
Note further, that, especially for large a , modifiers of small effect are easier maintained
because heterozygotes at the ecological locus pay lower costs of being rare if their phe-
notypic value is closer to one of the homozygotes. This is the reason why the regions of
fixation for large a and c are larger in the situation in which an initial level of dominance
is already established, than in comparable situations with no initial dominance.
1.5.1.4 Frequent vs. rare modifier
In the rare modifier scenario, modifiers can get lost, invade or become fixed. As expected,
the region of extinction becomes larger if the modifier is initially rare. This is most pro-
nounced for moderate or strong assortment (see Figure 1.5). The reason is that the mod-
ifier is selected against because of costs of being rare caused by assortative mating. In
other words, for stronger assortment, there exist multiple stable equilibria (especially at
the boundaries) that may have a small region of attraction. Under the rare modifier sce-
nario, initial frequencies are more likely to lie within the small regions of attraction of the
boundary equilibria.
If assortment is at most moderately strong (a ® 1.2), modifiers that will be maintained
if already present at sufficiently high frequency are also able to invade (compare Figures 1.2
(a) and 1.3 (a) with Figures 1.5 (a) and (c), respectively). In other words, the evolutionary
outcomes under the frequent and rare modifier scenarios coincide if assortment is not too
strong (cf. Figures 1.2 and 1.5). The reason is that for weak or moderate assortment often a
globally stable equilibrium exists, and hence the initial frequency of the modifier does not
matter for the evolutionary outcome. Mainly, the regions in which a modifier either goes
to fixation or dies out in the frequent modifier scenario are replaced by extinction regions
in the rare modifier scenario.
The size of the modifier effect and the initial degree of dominance have a strong influ-
ence on the above results. Although the results are qualitatively robust for all considered
modifier effects and initial degrees of dominance, differences in the evolutionary outcome
under the frequent and rare modifier scenarios become less pronounced with increasing
modifier effect or initial degree of dominance (cf. Figures 1.3, 1.4 and 1.5). The reason is
that, if the phenotypic value of heterozygotes carrying a modifier is shifted closer to the
phenotypic value of one of the homozygotes, the probability of mating with a homozygote
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(a) d = 0, δ= 0.05 (b) d = 0, δ= 0.05
(c) d = 0.5, δ= 0.05 (d) d = 0, δ= 0.25
Figure 1.5: Regions of invasion and fixation of modifiers under the rare modifier scenario. The
color code for the different regions and the parameters c , a , s and r are as in Figure 1.2. In Figures
(a) and (b) we chose δ= 0.05 and no initial dominance. In figure (c) we chose δ= 0.05 and d = 0.5.
In figure (d) we chose δ= 0.25 and d = 0. The hatched area in (b) corresponds to (a).
increases. Consequently, the costs of being rare decrease for individuals that carry a mod-
ifier.
In addition, we can use the fixation time of an initially rare modifier as an estimate
for the strength of selection for a modifier. In Figures 1.6 (a) and (b) the mean fixation
time of a rare modifier is shown for small and large modifier effects, respectively. If the
modifier effect is small, δ = 0.05, the sweep is always fastest under random mating (see
Figure 1.6 (a)). This is not surprising since the number of heterozygotes goes down with
increasing assortment and thus the translation of selection to the modifier locus becomes
less efficient. In addition, sexual selection is very weak for modifiers with small effects. If
modifier effects are large, δ= 0.5, especially sexual selection becomes stronger and evolu-
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tion of dominance can be faster in the fixation region SS than under random mating (see
black outlined region in Figure 1.6 (b)). However, if assortment is too strong, heterozygotes
are too rare to establish strong selection for dominance and evolution becomes very slow.
Noteworthy, if δ = 0.5, the fastest as well as the slowest sweep always occurred for some
a > 0. Apparently, in the fixation region SS, there is a trade-off between the intensity of sex-
ual selection, which increases with increasing a , and the translation to the modifier locus,
which is most efficient for random mating.
(a) d = 0, δ= 0.05 (b) d = 0, δ= 0.5
Figure 1.6: Time until fixation of an initially rare modifier. The modifier has effect δ = 0.05 in (a)
and δ = 0.5 in (b). The black outlined region in Figure (b) indicates the parameter region in which
a modifier gets fixed faster than in the corresponding region under random mating.
1.5.2 Evolutionary outcomes
In the numerical study, the same equilibrium was reached for all initial conditions in a
large parameter region. However, in the regions in which a modifier either invades or goes
extinct obviously at least two evolutionary outcomes are possible. In fact, exactly two were
observed. For strong assortment (a ≥ 8), almost always more than two equilibria were
observed. This is because positive frequency dependence causes boundary equilibria to
be stable. For ‘extreme’ parameters it also seems to be a numerical artefact. Because of
reduced heterozygosity, indirect selection at the modifier is almost absent, such that the
modifier becomes selectively nearly neutral. Hence, the direct selection process acting on
the ecological locus is much faster and, after an ‘equilibrium’ is reached at the ecological
locus, the selection process is so weak that the numerical criteria for equilibration are met,
although an equilibrium is not reached yet. Indeed, if assortment is strong, for a large
parameter region, most trajectories ‘converge’ to different equilibria.
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1.5.3 Evolution of dominance
An interesting question is whether it is possible that complete dominance evolves by re-
peated invasion and fixation of modifiers in a population that initially expresses no domi-
nance. Our numerical iterations for the rare modifier scenario provide a partial answer to
this question.
(a) δ= 0.05 (b) δ= 0.25
(c) δ= 0.5 (d) δ=±0.05, 0.25, 0.5
Figure 1.7: Maximal degree of dominance that can be achieved through recurrent invasion and fix-
ation events of modifiers. The parameters a , c , s and r are as in Figures 1.2. The size of the modifier
effect is fixed in figures (a), (b), and (c). Figure (a) uses δ= 0.05 (10 steps to complete dominance),
in (b) δ= 0.25 (2 steps to complete dominance), and in (c) δ= 0.5 (complete dominance in a single
step). Figure (d) shows the degree of dominance that is evolutionary stable if modifiers of differ-
ent positive and negative effects are considered. Black corresponds to complete dominance and
white to no dominance, different shades of grey correspond to different degrees of intermediate
dominance.
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We obtain a parameter region in which dominance is able to evolve if we take the inter-
section of the parameter regions in which the modifiers become fixed for the various initial
levels of dominance. For instance, if we build the intersections of the regions in which a
modifier of effect 0.05 becomes fixed for the initial dominance levels 0 to 0.9 in steps of size
0.1, we obtain a region in which complete dominance can evolve via a series of mutations
of small effect. (Note that if a modifier of effect 0.05 is fixed, the amount of dominance
expressed by the heterozygotes is increased by 0.1 and complete dominance requires ten
substitutions). Similarly, a ‘maximum’ degree of dominance can be obtained (see Figure
1.7 (a)).
Complete dominance can evolve mainly for intermediate assortment. The region in
which complete dominance is able to evolve grows with larger modifier effects (see Fig-
ures 1.7 (a), (b), (c)). The reason is that complete dominance is often not the ‘optimum’
level of dominance. It is more likely that the optimal degree of dominance is reached by in-
vasion and fixation of modifiers with small effect. Then, no further increase in dominance
is possible. This fine tuning is not possible with modifiers having large effects, e.g., δ= 0.25
or δ= 0.5 (see Figures 1.7 (b) and (c)).
In Figure 1.7 (a) - (c) we considered only evolution by invasion and fixation of modi-
fiers that have the same effect, i.e., δ = 0.05, δ = 0.25 or δ = 0.5 in Figures 1.7 (a), (b) or
(c), respectively. One could also study the evolution of dominance by invasion and fixa-
tion of a sequence of modifiers that have different effects. If we restrict attention to mod-
ifiers that increase the level of dominance, our simulations yield exactly the same picture
as Figure 1.7 (c). This suggests that the black region in Figure 1.7 (c) is an estimate for the
maximum parameter region in which complete dominance can evolve via allele substitu-
tions. If, in addition, we allow modifiers decreasing dominance and construct the level of
dominance for which no further evolution is possible, our data yields Figure 1.7 (d). The
main difference between Figures 1.7 (a) and (d) is that dominance can evolve in the re-
gion of slow runs of Figure 1.7 (a) because modifiers with large effect experience stronger
selection.
The above approach is not exact and it is conservative. It is not exact, because although
we assume that the modifier is initially at very low frequency (which is a necessary assump-
tion if one considers a mutational process) the population is not necessarily near an equi-
librium. It is conservative because it yields only the parameter region in which complete
dominance can evolve through a series of substitutions at the modifier locus.
1.6 Discussion
In the last decade, the study of divergence within populations and eventual sympatric spe-
ciation has become very popular, e.g., Doebeli (1996); Dieckmann and Doebeli (1999); Kon-
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drashov and Kondrashov (1999); Matessi et al. (2001); Turelli et al. (2001). In these models, a
quantitative character is maintained polymorphic by frequency-dependent disruptive se-
lection. The African finch Pyrenestes ostrinus (e.g., Smith, 1990; Slabbekoorn and Smith,
2000) was often cited to justify the ecological setup of these model. However, in Pyren-
estes ostrinus, evolution of assortative mating did not occur. Instead, the problem of unfit
heterozygotes is solved by one morph being completely dominant.
Evolution of higher levels of dominance and of assortative mating are two mechanisms
that can remove unfit heterozygotes. Since, in the literature, traditionally these mecha-
nisms are studied separately, it is natural to regard them as alternatives (cf. Durinx and
van Dooren, 2008). However, in this work we emphasize the importance of the interplay
between the two mechanisms.
We studied the evolution of dominance modifiers on a quantitative trait in an assorta-
tively mating population. In our model this trait is assumed to be determined by a single
diallelic locus. The trait is under a mixture of stabilizing and negative frequency-dependent
selection. The latter results from intraspecific competition with respect to similarities in
the trait under consideration. We further assumed the effects of the alleles to be sym-
metric with respect to the optimum of stabilizing selection. The mating behavior follows
the model of Matessi et al. (2001), which was originally formulated by Gavrilets and Boake
(1998). More precisely, choosiness is expressed in females only, who pick their mating part-
ners based on similarities in their trait values. Hence, we studied a so called ‘magic trait’
model (cf. Gavrilets, 2004). The dominance modifiers occur at a second unlinked locus and
alter the dominance relation between the resident alleles at the first locus.
In our model, a mixture of four different components of selection is acting on the eco-
logical locus. Selection for modifier alleles that induce different degrees of dominance is
indirect and transmitted by heterozygotes at the ecological locus. Since we assumed weak
stabilizing selection, the two most important forms of selection are negative and positive
frequency-dependent selection, induced by competition and assortative mating, respec-
tively. Negative frequency dependence favors sufficiently different and rare types over
common ones, whereas positive frequency dependence induces costs of being rare. How-
ever, assortative mating also changes the number of heterozygotes on the ecological locus
and thus the amount of competition experienced by the individuals as well as the effi-
ciency of the transmission of selection from the ecological locus to the modifier locus. Due
to these interactions, it is not intuitively clear which components of selection are respon-
sible for the final outcome. We teased apart these components and identified the selective
forces that lead to the different outcomes in the various parameter regions.
Under the assumptions of no dominance, weak selection and weak assortative mating,
we were able to derive simple conditions on the strengths of assortment, competition, and
stabilizing selection under which a modifier inducing an arbitrary degree of intermediate
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dominance is able to invade. From this condition, c > s + a/2, one can see that small
degrees of assortment counteract disruptive selection. This condition is also valid in the
full model with population regulation, provided assortment is weak.
Because of the complexity of the model, the establishment of analytical results beyond
the ones provided seems hardly feasible. Hence, we complemented our analytical results
by extensive numerical investigations. Our main focus was on the small-parameter scale,
where 0 ≤ a ≤ 2 and 0.2 ≤ c ≤ 2. Additionally, we investigated more extreme parameters
on a logarithmic scale. Depending on parameters, a modifier allele can be either lost, be
maintained at a intermediate frequency or go to fixation. More precisely, we described five
different scenarios (section 1.3.2). If a frequent modifier becomes fixed, it is not necessarily
able to invade a population at low frequency. For weak assortment (a ® 0.5) and for inter-
mediate assortment (0.5® a ® 4), there exist parameter regions in which dominance mod-
ifiers are able to invade and substitute the resident allele. These regions depend strongly
on the size of the modifier effect and the initial level of dominance.
If assortment is absent or weak (a ® 0.5) and competition is moderately strong, the fix-
ation scenario DS applies. Weak assortative mating induces stabilizing selection around
the phenotypic value of heterozygotes on the ecological locus that carry only the wild type
allele at the modifier locus, i.e., selection against modifier alleles. However, the effects of
assortative mating are outweighed by the
⋃
-shape of the viability fitness function. The
fixation region DS decreases with increasing modifier effect since disruptive selection gets
weaker with an increasing number of individuals expressing dominance and an ‘optimal’
level of dominance in the population might be reached before the modifier becomes fixed.
Similarly, the region decreases with increasing initial dominance. Since viability is the driv-
ing force here, it is not surprising that the initial frequency of the modifier has no sig-
nificant effect. This region vanishes for a > 0.5 and disruptive viability selection can no
longer be established at the ecological locus because heterozygotes are so rare that they
experience very little competition. This illustrates, as intuitively expected and predicted
by analytical results for weak selection, that small degrees of assortative mating counteract
disruptive selection.
Another component of selection, namely positive frequency dependence, can still in-
duce selection for higher levels of dominance if assortment is intermediate (0.5 ® a ® 4).
In this fixation scenario (SS), modifiers can invade and go to fixation if viability fitness is
very shallow or even
⋂
-shaped. Individuals that are heterozygous at the ecological locus
are rare, but not too rare to translate selection efficiently to the modifier locus. Because
of the reduced number of heterozygotes, they experience very little competition and thus
may have an advantage in terms of viability. However, they pay severe costs of being rare.
Even a small shift closer to one of the homozygotes can lead to an increased mating suc-
cess that outweighs the viability disadvantage and thus leads to fixation of the modifier. Of
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course, modifiers with larger effects get fixed more easily in this scenario.
Modifiers coexist with the wild-type if disruptive selection on the modifier locus is es-
tablished (MS region). On the logarithmic scale this occurs in a much larger parameter
region than that in which it becomes fixed. On the small scale the fixation region is usually
larger or at least as large as the maintenance region.
Furthermore, we investigated the regions in which the modifier is getting lost because
no further increase in dominance can be established. In fact no dominance at all is favored
in these parameter regions. Two different scenarios corresponding to different parameter
regions, abbreviated as L1 and L2, are responsible for the loss of modifiers increasing dom-
inance.
In the first and by far smaller region, L1, positive frequency-dependent selection result-
ing from assortative mating neutralizes negative frequency-dependent selection induced
by intraspecific competition. Thus, stabilizing selection is the driving force. Clearly this
induces selection for no dominance.
In the second region, L2, an ecological niche is established at the optimum because of
weak to intermediate assortment and intermediate competition. The fraction of heterozy-
gotes is reduced compared with the L1 scenario. However, heterozygotes at the ecological
locus are sufficiently frequent that a shift closer to one of the homozygotes does not sig-
nificantly increase their chance to mate successfully. Thus, stabilizing selection dominates
which leads to extinction of the modifier.
In our model, we assumed that the allelic effects at the ecological locus are symmet-
ric with respect to the optimum. This is assumption is justified not only by the results
from section 1.3.3, but also by the studies of Schneider and Bürger (2006) and Matessi and
Gimelfarb (2006). Nevertheless, we will now discuss possible consequences of relaxing the
symmetry assumption. First, in an asymmetric model, the heterozygote phenotype might
evolve more easily towards either one of the homozygotes (i.e., the model is no longer sym-
metric with respect to positive or negative d ). We expect that it will evolve towards the
optimum in the loss scenarios (L1 and L2), but away from it in the maintenance and fixa-
tion scenarios. The reasons are the following: The phenotypic distribution at equilibrium
is asymmetric such that the homozygous genotype closer to the optimum is more abun-
dant. In the regions L1 and L2 stabilizing selection dominates and we expect dominance to
evolve such that the phenotype of the heterozygotes matches the optimum. In the fixation
regions, dominance will evolve more easily in the other direction, i.e., away from the op-
timum, because competition is weaker in this part of the phenotypic spectrum (cf. Figure
2 in Peischl and Bürger, 2008). However, in the SS region, especially modifiers with large
effect could sweep faster through the population if they cause heterozygotes to resemble
the more abundant homozygote, i.e., the one closer to the optimum. Thus, further inves-
tigation of the asymmetric case is necessary to gain better understanding. In general, we
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expect that modifiers sweep more easily through the population in the regions in which
slow runs occur in the symmetric case. Furthermore, we expect asymmetry to decrease
the likelihood of a stable polymorphism of modifier alleles (i.e., the MS regime).
The fixation time of an initially rare modifier can differ significantly within and between
the two fixation scenarios. The sweep of modifiers with small effects is much quicker in
randomly mating populations than in assortatively mating populations. This is not sur-
prising since the number of heterozygotes at the ecological locus determines how efficient
selection is translated to the modifier locus. Modifier with large effects experience stronger
selection and thus the time spent for invasion and fixation is in general much shorter. No-
tably, compared to random mating, evolution of dominance can be faster for intermediate
assortment if modifier effects are large. In particular, a modifier inducing complete dom-
inance in a single step gets fixed most quickly if a ≈ 1. Then, sexual selection for higher
levels of dominance can be most efficient (cf. Figure 1.1 (e)).
We also identified regions in which complete dominance can evolve by successive in-
vasion and fixation of dominance modifiers (see Figure 1.7). If disruptive selection is the
driving force for higher levels of dominance, increasing assortative mating decreases the
parameter region in which dominance can be established. In addition, the degree of domi-
nance that can be established also decreases. If assortment is intermediate and the fixation
scenario SS applies, the degree of dominance as well as the parameter region increase with
increasing assortment. For modifiers with large effects, intermediate levels of assortative
mating can be most favorable for the evolution of dominance.
Our study differs from previous studies on the evolution of dominance modification in
several respects. Here, evolution of dominance is investigated in an ecological context that
is related to recent studies of divergence within a population or sympatric speciation, (e.g.,
Dieckmann and Doebeli, 1999; Matessi et al., 2001; Bürger and Schneider, 2006; Bürger
et al., 2006; Pennings et al., 2008). This focus is different from previous studies which usu-
ally involved a spatial structure. For instance, Otto and Bourguet (1999); Van Dooren (1999)
studied the evolution of dominance in two-niche models, and Dickinson and J. (1973)
studied the evolution of dominance and assortative mating in two-niche models.
For an ecological model with random mating, which can be regarded as a weak se-
lection approximation of ours, Matessi and Gimelfarb (2006) studied the evolution of an
ecological trait under disruptive selection. They did not consider dominance modifiers,
but assumed that mutant alleles at the ecological locus express ‘arbitrary’ dominance rela-
tions. They showed that a symmetric ESS with two alleles, one being completely dominant
over the other, exists. However, the focus of their study was on the evolution of the genetic
architecture (genotype-phenotype map) and thus was completely different from ours.
Recently, two other studies focused on the evolution of dominance modifiers in a ran-
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domly mating population under frequency-dependent selection. One by Peischl and Bürger
(2008) and another by Durinx and van Dooren (2008). The work of Peischl and Bürger
(2008) showed that modifiers are able to invade whenever fitness is
⋃
-shaped and the
mean genotypic (phenotypic) value is sufficiently close to the minimum of the fitness func-
tion. It is also shown there that modifiers that are able to invade a population go to fixation,
again provided the fitness is
⋃
-shaped. Notably, the converse is not true, i.e., modifiers that
go to fixation if sufficiently frequent are not necessarily maintained if they occur at very low
frequency. These results are based on the assumptions of weak selection and quadratic fit-
ness functions. As one intuitively expects, they generalize to small degrees of assortment.
However, the present study shows that the evolutionary outcome depends in a complex
and nonlinear way on the involved parameters, especially if selection is strong. Thus, our
study complements and extends the results of Peischl and Bürger (2008).
Durinx and van Dooren (2008) studied the evolution of dominance modifiers and of
assortative mating modifiers based on an adaptive dynamics approach. For a population
near an evolutionary branching point that mates randomly and expresses no dominance,
they explored under which conditions the evolution of assortative mating or dominance
is the more likely evolutionary response. In their work, they do not assume a specific eco-
logical model. They only assume that disruptive selection maintains genetic variation at
an ecological locus. However, their results are restricted by the assumptions implicitly im-
posed by invasion dynamics. In addition, in the context of assortative mating the assump-
tion of a population being close to a branching point (as made for some of the results of
Durinx and van Dooren, 2008) is restrictive. Near such a point all phenotypes will be al-
most indistinguishable, especially in the presence of environmental variance. Therefore,
it seems hardly plausible that individuals mate completely assortatively and are able to
determine the genotype of their possible mating partners.
To the best of our knowledge, all ecological models in the speciation literature that em-
ploy disruptive selection behave very similarly for weak selection. They can be approxi-
mated by the models of Matessi et al. (2001) or Bürger (2005) (cf. also Schneider, 2006;
Matessi and Schneider, 2009). This concerns especially the models of Roughgarden (1972);
Bulmer (1974); Slatkin (1979); Christiansen and Loeschcke (1980) and Bürger (2002a,b).
The model of Matessi et al. (2001) is the simplest model that satisfies the assumptions of
Durinx and van Dooren (2008). All models that satisfy their assumptions can be approx-
imated by the quadratic model of Matessi et al. (2001), since the assumption of a pheno-
typic distribution close to a branching point implicitly assumes weak selection (by eventual
re-scaling of the parameters). Hence, in the context of disruptive selection, our model is
almost as general as theirs. Additionally our approach allows us to study strong selection.
One of the main conclusions of Durinx and van Dooren (2008) was that assortative
mating and dominance are not just alternative evolutionary responses, but exclusive alter-
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natives, where one already established mechanism decreases the probability for the other
to appear. Our results suggest that assortative mating counteracts the evolution of domi-
nance as long as the degree of assortment is weak, but also that sexual selection induced
by moderately strong assortative mating can support dominance evolution. This does not
necessarily contradict the conclusions made by Durinx and van Dooren (2008) since we
did not consider modifiers increasing the degree of assortative mating. However, our re-
sults suggest that dominance can evolve along with assortative mating. The reason for the
different conclusions is that their approach differs from ours in several respects. In the
following we explain why different results are established.
We study the possibility of dominance evolution in populations under assortative mat-
ing whereas Durinx and van Dooren (2008) consider evolution of dominance and assorta-
tive mating as alternative evolutionary responses. Thus, we include various aspects that
are not, or only partially, taken into consideration in the study of Durinx and van Dooren
(2008), e.g., the impact of different sizes of the modifier effect, the impact of the strength of
assortative mating, the initial level of dominance on the modifiers, or strong selection. We
did not only find that moderate assortment is favorable for the evolution of dominance,
but also that complete dominance is more likely to evolve through a short sequence of
modifiers with large effects or at once.
In addition, the underlying models of assortative mating are different. We use the
model originally introduced by Gavrilets and Boake (1998), which implies costs of being
rare. Durinx and van Dooren (2008) use a model similar to the one of O’Donald (1960),
which does not lead to sexual selection. The occurrence of sexual selection and the pos-
sibility of larger modifier effects appear to be crucial for our results. In fact, Durinx and
van Dooren (2008) found that in populations with partial assortative mating, modifiers
that induce complete dominance could sometimes invade whereas modifiers with small
effect could never invade. Figure 1.1 (e) shows a similar behavior in our model. Mating
probabilities are nearly equal for all phenotypic values, and modifiers inducing complete
dominance have a tiny viability-fitness advantage whereas modifiers with small effect have
a viability disadvantage. However, dominance can evolve in our model even if viability fit-
ness is
⋂
-shaped. In the situation shown in Figure 1.1 (f), modifiers of small and large
effect can invade and become fixed.
Summarizing, we provided a systematic study of the evolution of dominance modi-
fiers under frequency-dependent selection and assortative mating. Our approach provides
deeper results for a broader parameter spectrum than previous work on related topics. This
study shows that assortative mating is a catalyzer for the evolution of dominance in a quite
large parameter region. Therefore, our results suggest that the evolution of dominance can
be a companion to the evolution of assortative mating. Hence, it may be a significant fac-
tor in the context of speciation, whose importance was not appreciated enough yet. The
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simultaneous evolution of assortative mating and dominance is a topic that deserves to be
studied in more detail.
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Appendix
A ESS at the ecological locus
We label the phenotypes and genotype frequencies according to Table 1.1.
Genotype A1A1 A1A2 A2A2 A1A3 A2A3
Effect Z1 Z2 Z3 Z4 Z5
Frequency p1 p2 p3 p4 p5
Table 1.1: Notation for genotypes in Appendix A.
A.1 No dominance, random mating
We assume additive genetics and assign the allelesA1 andA2 the allelic effects z 1 and z 2,
respectively. The invasion fitness of a mutant allele with allelic effect z 3 is then given by
λ=W3/W , where W3 is the marginal fitness of the mutant allele and W the mean fitness of
the population. Allele frequencies at equilibrium are
pˆA1 = 1/2− s (z 1+ z 2)(c + s )(z 1− z 2) , pˆA2 = 1/2+
s (z 1+ z 2)
(c + s )(z 1− z 2) , (1.14)
where pˆAi denotes the frequency of alleleAi at equilibrium. Then, the invasion fitness of
a mutant alleleA3 is given by
λ= 1+(z 1− z 3)(z 2− z 3)(c − s )+O(s 2). (1.15)
A mutant can invade if and only if λ > 1. Thus, given c > s and neglecting O(s 2) terms,
it is obvious that only mutants can invade that widen the range spanned by the existing
genotypes.
A.2 Complete dominance, random mating
We assume that one of the alleles, sayA1, is completely dominant. To the genotypesA1A1
and A2A2 we assign the trait values Z1 and Z3, respectively. Since we assume complete
dominance,A1A2 individuals have the genotypic value Z2 = Z1. Thus, allele frequencies
at equilibrium can be calculated straightforwardly and are given by
pˆA1 = 1−
r
1
2
+
s (Z1+Z3)
2c (Z1−Z3) , pˆA2 =
r
1
2
+
s (Z1+Z3)
2c (Z1−Z3) . (1.16)
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Note that this equilibrium always exists, i.e., it is real and between zero and one if c > s and
signZ1 = sign(−Z3). Mutants with genotypeA1A3 andA2A3 have genotypic values Z4 and
Z5, respectively. Considering equilibria that do not span the full range of genotypic values
we consider two scenarios, eitherA1 orA3 is completely dominant. First, assumeA1 is
completely dominant and hence Z1 =Z4. This leads to the invasion fitness
λ = 1+
(c − s )p2c (Z1−Z3)+ s (Z1+Z3)(Z1−Z5)(Z3−Z5)p
c
p
Z1−Z3(2+ c (Z1−Z3)2)− s (Z 21 +Z 23 )
. (1.17)
IfA3 is completely dominant, we have Z4 =Z5 and invasion fitness is given by
λ= 1+
2(c − s )(Z1−Z5)(Z3−Z5)
2+ c (Z1−Z3)2− s (Z 21 +Z 23 ) . (1.18)
In both cases it is straightforward to see that only mutants can invade that widen the range
of genotypic values.
If we set Z1 =Z2 =−1, Z3 = 1, i.e., the full range of genotypic values is spanned and one
allele is completely dominant, invasion fitness is given by
λ= 1− (c − s )

2(1−Z 24 )−
p
2(Z 24 −Z 25 )

2+4c −2s . (1.19)
To show that no mutant can invade it is sufficient to show that the second factor in the
numerator is positive. A simple rearrangement yields that this is equivalent to
Z 24 (1− 1p2 )+
1p
2
Z 25 < 1. (1.20)
Assuming Z4,Z5 ∈ [−1, 1] and excluding the case Z 24 =Z 25 = 1 in which a mutant is selectively
neutral, it is easily seen that no mutant can invade.
A.3 No dominance, weak assortment
We assume pi(Zg ,Zh) = 1− a (Zg −Zh)2, i.e., we neglect second and higher-order terms in
a . In addition, we assume additive effects and z 1 =−z 2, i.e., equally sized allelic effects in
opposite directions. Then, the following equilibrium can be calculated
pˆ1 = pˆ3 =
1
4
+a
z 21

1− (6c −4s )z 21
2
2

1+2z 21(2c − s )
2 , pˆ2 = 12 −a z 21

1− (6c −4s )z 21
2
1+2z 21(2c − s )
2 . (1.21)
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Genotype A1A1D1D1
A1A2
D1D1
A2A2
D1D1
A1A1
D1D2
A1A2
D1D2
A1A2
D2D1
A2A2
D1D2
A1A1
D2D2
A1A2
D2D2
A2A2
D2D2
Effect Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10
Frequency p1 p2 p3 p4 p5 p6 p7 p8 p9 p10
Table 1.2: Notation for genotypes in Appendix B.
Initially, the modifier allele, with allelic effect z 3, is rare and thus only appears in heterozy-
gotes. Then, given the modifier is rare, the linearized transformation matrix for the vector
(p4, p5)T is given by
T =
1
W
 
W (Z4)α W (Z5)β
W (Z4)γ W (Z5)δ
!
, (1.22)
where
α =
1
2
p ∗1(Q
∗
14+Q
∗
41)+
1
4
p ∗2(Q
∗
24+Q
∗
42), (1.23)
β =
1
2
p ∗1(Q
∗
15+Q
∗
51)+
1
4
p ∗2(Q
∗
25+Q
∗
52), (1.24)
γ =
1
2
p ∗3(Q
∗
34+Q
∗
43)+
1
4
p ∗2(Q
∗
24+Q
∗
42), (1.25)
δ =
1
2
p ∗3(Q
∗
35+Q
∗
53)+
1
4
p ∗2(Q
∗
25+Q
∗
52). (1.26)
It can be seen easily that the leading eigenvalue of T is
λ= 1+(c − s − a
2
)(z 23− z 21)+O(a 2)+O(s 2)+O(a s ) (1.27)
as a → 0 and s → 0. Thus, if c > s + a/2, mutants with effect z 3 can invade if and only if
z 23 > z
2
1.
B Invasion of a dominance modifier
Now, we label the genotypic values and the genotype frequencies according to Table 1.2.
Again, we choose pi(Zg ,Zh) = 1−a (Zg −Zh)2 and assume weak assortment, i.e., we ne-
glect second and higher order terms in a . Then, in the absence of a modifier the following
equilibrium can be calculated
pˆ1 = pˆ3 =
1
4
+
a (2−2s +3c )2
8 (2− s +2c )2 , pˆ2 =
1
2
− a (2−2s +3c )
2
4 (2− s +2c )2 . (1.28)
We are interested in a condition for invasion of a rare modifier and thus neglect O(p i p j )
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terms for i , j = 4, ..., 10. For a rare modifier the genetic composition of the population is
adequately described by the vector (p1, p2, p3, p4, p5, p6, p7)T and exploiting the symme-
try at equilibrium, it is easily verified that the linearized recursion matrix of the vector
(p4, p5, p6, p7)T is
U =
1
W

W (Z1)α W (Z5)β1r W (Z5)β1(1− r ) 0
0 W (Z5)β1(1− r ) W (Z5)β1r W (Z3)γ
W (Z1)γ W (Z5)β2r W (Z5)β2(1− r ) 0
0 W (Z5)β2(1− r ) W (Z5)β2r W (Z3)α
 , (1.29)
where
α =
1
2
p ∗1(Q
∗
14+Q
∗
41)+
1
4
p ∗2(Q
∗
24+Q
∗
42), (1.30)
β1 =
1
2
p ∗1(Q
∗
15+Q
∗
51)+
1
4
p ∗2(Q
∗
25+Q
∗
52), (1.31)
β2 =
1
2
p ∗1(Q
∗
35+Q
∗
53)+
1
4
p ∗2(Q
∗
25+Q
∗
52), (1.32)
γ =
1
2
p ∗1(Q
∗
17+Q
∗
71)+
1
4
p ∗2(Q
∗
27+Q
∗
72). (1.33)
A perturbation analysis yields the following approximations for the eigenvalues of U :
λ1 = 1+
δ2
2
(c − s − a
2
)+O(a 2)+O(s 2)+O(a s ), (1.34)
λ2 = 1+
δ2
2
(c − s − a
2
)+O(a 2)+O(s 2)+O(a s )+O(r ), (1.35)
λ3 = O(a 2), (1.36)
λ4 = O(a 2). (1.37)
Neglecting O(a 2),O(s 2) and O(a s ) terms, a simple condition for invasion of a dominance
modifier can be obtained. Straightforward calculations yield that λ1,λ2 >−1 in the whole
parameter range and that λ2 <λ1 if and only if
a
4
+
c
2
+
aδ2
2
+δ2s − cδ2− s
2
−1

r − a
2
1−2r
r (1− r ) < 0. (1.38)
Since a , c , s ∈ [0, 1/4] and δ ∈ [−1, 1] it follows that λ2 < λ1 in the considered parameter
region. Thus, since λ1 > 1 if and only if
c > s +a/2, (1.39)
(1.39) is a necessary and sufficient condition for invasion. In particular, the invasion con-
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dition is independent of r .
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Chapter 2
The evolution of assortative mating under
frequency-dependent intraspecific
competition with dominance 1
1This chapter is based on the unpublished manuscript Peischl S. and K.A. Schneider, 2010. The evolution
of assortative mating under frequency-dependent intraspecific competition with dominance.
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Abstract
In this article we study the influence of dominance on the evolution of higher levels of
assortative mating. We perform a population-genetic analysis of a two-locus two-allele
model, in which the primary locus has a major effect on a quantitative trait that is un-
der a mixture of frequency-independent stabilizing selection, and density- and frequency-
dependent selection caused by intraspecific competition for a continuum of resources.
The trait is determined by a single locus (ecological locus) and expresses intermediate
dominance. The second (modifier) locus determines the degree of assortative mating and
is expressed by females only. Assortative mating is based on similarities in the quantitative
trait (‘magic trait’ model). Conditions for the invasion of assortment modifiers are derived
analytically in the limit of weak selection and weak assortment. For the full model, ex-
tensive numerical iterations are performed to study the global dynamics. This allows us
to gain a better understanding of the interaction of the different selective forces. Remark-
ably, depending on the size of modifier effects, dominance can have different effects on the
evolution of assortment. We show that dominance hinders the evolution of assortment if
modifier effects are small, but promotes it if modifier effects are large. The latter was not
detected in previous work on the evolution of dominance and assortment based on an
adaptive dynamics approach.
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2.1 Introduction
In sexually reproducing populations, mating occurs generally not at random but shows
positive or negative correlations with respect to certain characteristics. If pairing of sim-
ilar males and females is more or less likely than expected by chance positive or negative
assortative mating occurs, respectively. For instance, in humans positive assortative mat-
ing has been reported for characteristics such as age, IQ, height, weight, educational and
occupational level, and physical and personality characters (Spuhler, 1968; Garrison et al.,
1968; Epstein and Guttman, 1984; Ho, 1986).
Although assortative mating was studied over the last forty years in the theoretical liter-
ature, it received attention of a much broader audience during the last decade, as a possi-
ble mechanism leading to sympatric speciation, i.e., speciation without geographical iso-
lation. While classical work focusing on assortative mating studied the mating mechanism
itself and kept the strength of assortative mating constant, e.g., O’Donald (1960), Crosby
(1970), Moore (1979), Felsenstein (1981), in the last ten years the evolution of the mating
mechanism under a given ecological scenario was a topic of interest, e.g., Doebeli (1996),
Dieckmann and Doebeli (1999), Kondrashov and Kondrashov (1999), Matessi et al. (2001),
Pennings et al. (2008).
Recent studies involving assortative mating were strongly connected to divergence of a
quantitative trait within a population or even to sympatric speciation, e.g., Doebeli (1996),
Dieckmann and Doebeli (1999), Kondrashov and Kondrashov (1999), Matessi et al. (2001),
Bürger et al. (2006), Pennings et al. (2008). In these models a quantitative character was
maintained polymorphic by frequency-dependent disruptive selection. Disruptive selec-
tion in these models was caused by negative frequency-dependent selection, which was
motivated by intraspecific competition for common resources. Assortative mating oc-
curred either with respect to similarities in this ‘ecological’ character (magic-trait model, cf.
Gavrilets, 2004), or with respect to an additional mating character. The above mentioned
studies used the classical models of resource utilization by Roughgarden (1972), Bulmer
(1974, 1980), Slatkin (1979), or Christiansen and Loeschcke (1980), which all behave simi-
lar as long as selection is weak (cf. Bürger, 2005; Schneider, 2006).
The African finch Pyrenestes Ostrinus was often cited to justify the above described eco-
logical setup (e.g., Smith, 1990, 1993; Slabbekoorn and Smith, 2000; Bürger and Gimelfarb,
2004; Bürger and Schneider, 2006; Matessi and Gimelfarb, 2006). However, assortative mat-
ing did not evolve in the African finch. Instead the finches express dominance, a mecha-
nism that has been neglected in the above mentioned studies, because they assumed no
dominance, i.e., additive genetics.
Recently, a few studies focused on finding general conditions for the evolution of as-
sortment (Durinx and van Dooren, 2008; Otto et al., 2008; de Cara et al., 2008; Barton and
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de Cara, 2009). However, only two attempts have been made that explicitly study domi-
nance and assortative mating. The first, Durinx and van Dooren (2008), studied the evolu-
tion of assortative mating vs. the evolution of dominance using an adaptive-dynamics ap-
proach. The second, Peischl and Schneider (2009), studied the evolution of dominance in
an assortative mating population using a comprehensive numerical approach based on the
exact dynamics. Durinx and van Dooren (2008) showed that, in the limit of infinitesimally
small modifier effects, selection for assortment modifiers is initially stronger than selection
for dominance modifiers. Furthermore, they claimed that assortative mating and domi-
nance are alternative and mutually exclusive responses to disruptive selection. In contrast,
Peischl and Schneider (2009) suggest that the evolution of dominance can be promoted by
intermediately strong assortative mating. Moreover, Peischl and Schneider (2009) empha-
size the importance of the interplay between these evolutionary mechanisms. A necessary
step towards understanding the interplay between dominance and assortment is to clarify
the influence of dominance on the evolution of assortative mating.
In this article we study the evolution of assortative mating with respect to an ecolog-
ical character that expresses dominance. We pursue a population-genetic approach that
complements and extends the results of Durinx and van Dooren (2008). We assume an
explicit ecological model of frequency-dependent intraspecific competition and assorta-
tive mating. Frequency-dependent competition induces indirect selection on a modifier
that determines the strength of assortative mating. Dominance relations and the degree
of assortative mating control the translation of direct selection at the ecological locus to
indirect selection at the modifier locus. In the limit of weak selection, we are able to derive
simple invasion conditions for assortment modifiers in a number of interesting scenarios.
However, for a fixed combination of parameters, the strength and direction of these effects
depend on the genetic distribution of the population and thus vary over time. Hence, for
our purpose an invasion analysis is insufficient. Of course, a complete (nonlinear) analy-
sis would be highly desirable, but the complexity of the model prohibits such an analysis.
Thus, we pursue a structured and detailed numerical study examining a large part of the
parameter space.
We perform a numerical analysis of a two-locus two-allele model, in which the pri-
mary (ecological) locus has a major effect on a quantitative trait that is under a mixture
of stabilizing selection and frequency-dependent selection caused by intraspecific compe-
tition for a continuum of resources. The ecological model follows the one formulated by
Bulmer (1974, 1980). Moreover, we assume mating to be assortative. More precisely, fe-
males choose mating partners based on similarities in the ecological character. The model
of assortative mating used here follows that of Matessi et al. (2001), which was originally
formulated by Gavrilets and Boake (1998). The secondary locus determines the degree of
assortment. In contrast to previous studies of the evolution of assortative mating we as-
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sume that the ecological locus expresses dominance. Our approach is closely related, but
complementary, to the one of Peischl and Schneider (2009).
Our results show that dominance does not counteract an initial increase of assortative
mating. However, the level of assortment that can evolve in small steps is strongly reduced
if there is some degree of dominance. By contrast, if modifiers have large effect, domi-
nance can act as a catalyzer for the evolution of assortative mating. The region in which
strong assortment can evolve is maximized for a certain degree of dominance. Further-
more, this ’optimal’ degree of dominance increases with increasing modifier effect. We will
also discuss the implications of the evolution of assortative mating. If assortative mating
is sufficiently strong, divergence within the population occurs. This will eventually lead to
sympatric speciation. Dominance can be a mechanism that enforces divergence. Together
with the results of the preceding study of Peischl and Schneider (2009) our results enable
us to draw conclusions to which level assortment and dominance is likely to evolve.
2.2 The model
We consider a model that is closely related to that of Peischl and Schneider (2009). It as-
sumes a sexually reproducing, diploid, density-regulated population with discrete gener-
ations in which both sexes have the same genotype distribution among zygotes. Random
genetic drift is neglected by assuming that the population size, N , is sufficiently large. Se-
lection acts through differential viabilities on a quantitative character. Because selection
is assumed to act on this character we refer to it as the ‘ecological character’. The viabil-
ity of an individual is determined by frequency-independent stabilizing selection and by
frequency- and density-dependent competition. The trait value of an individual expresses
an intermediate degree of dominance. We refer to this trait as the ecological trait. Further-
more, the population mates assortatively with respect to the ecological trait (‘magic trait’).
This induces sexual selection. The degree to which an individual mates assortatively de-
pends on its expression at an additional locus that modifies the degree of assortment.
2.2.1 Ecological assumptions
These assumptions follow closely those in Schneider and Bürger (2006), Bürger and Schnei-
der (2006), and Bürger et al. (2006), where they are motivated. As in most previous studies,
we ignore environmental variation and deal directly with the fitnesses of genotypic values.
Therefore, we use the terms genotypic value and phenotype synonymously. We denote the
ecological trait value of an individual having genotype g by Zg .
The frequency-independent fitness component reflects stabilizing selection on the eco-
logical trait, for instance, by differential supply of a resource whose utilization efficiency is
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phenotype dependent. The stabilizing component acting on genotype g is denoted by
S(Zg ). Here, S(Zg ) is modeled by the Gaussian function with optimum zero
S(Zg ) = exp[−sZg 2] , (2.1)
where s ≥ 0 measures its strength. We refer to the trait value zero as the position of the
optimum or just as the ‘optimum’.
The amount of competition of genotype g with genotype h is denoted by α(Zg ,Zh). We
model it by the Gaussian function
α(Zg ,Zh) = exp[−c (Zg −Zh)2] . (2.2)
The parameter c ≥ 0 determining the curvature of α(Zg ,Zh) implies that competition be-
tween individuals of similar trait value is stronger than between individuals of very differ-
ent trait value, as it will be the case if different phenotypes preferentially utilize different
food resources. Let Ph denote the relative frequency of individuals with genotype h. Then
the intraspecific competition function α(g ), which measures the strength of competition
experienced by genotype g in a population with distribution P , is given by
α(g ) =
∑
h
α(Zg ,Zh)Ph . (2.3)
We include density-dependent population growth, which, in the absence of genetic
variation, follows the logistic equation
N ′ =
N (ρ−N /κ) , 0≤N <ρκ ,0 , N ≥ρκ . (2.4)
The carrying capacity is K = (ρ − 1)κ. Monotone convergence to K occurs for all N with
0 < N < ρκ if 1 < ρ ≤ 2, and oscillatory convergence (at a geometric rate) if 2 < ρ < 3.
Other forms of population regulation may be used as well (cf. Appendix B, Bürger 2005).
Following Bulmer (1974, 1980), we assume that the absolute fitness of an individual with
genotype g is
W (g ) =S(Zg )

ρ− N
κ
α(g )

, (2.5)
where the dependence of W (g ) on N and P is omitted. Although c is a direct measure for
the strength of the frequency-dependent effect of competition, rather than of competition
itself, for convenience, we shall refer to c as the strength of competition.
In some part of this work we will replace (2.1) and (2.2) by the corresponding quadratic
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approximations, i.e., by
S(Zg ) = 1− sZg 2 (2.6)
and
α(Zg ,Zh) = 1− c (Zg −Zh)2 . (2.7)
In addition, we will assume constant population size close to the demographic equilib-
rium. Then fitness of an individual with genotype g is given by
W (g ) = 1− sZ 2g + c (Zg − g )2V, (2.8)
where g is the mean and V the variance of the phenotype distribution (cf. Bürger 2005). As
long as the mean genotypic value is sufficiently close to zero, W is ∪-shaped if and only if
c > s and ∩-shaped if and only if c < s . We will refer to (2.5) with S(Zg ) and α(Zg ,Zh) given
by (2.1) and (2.2), or by (2.6) and (2.7) as the full model or the quadratic model, respectively.
Note that the quadratic model can be regarded as the weak-selection approximation of the
full model, i.e., as an approximation for small s and c .
The quadratic model was used to study the evolution of dominance in a randomly mat-
ing population by Peischl and Bürger (2008). This weak-selection approximation was also
used to study closely related ecological models under different assumptions and with an-
other focus by Bürger and Gimelfarb (2004) and Bürger and Schneider (2006). The Gaus-
sian choice has the advantage that weak and strong selection can be modeled, but it is
prohibitive to a general mathematical analysis.
2.2.2 Assortative mating
We assume that mating is assortative according to the model of Matessi et al. (2001), which
is a particular case of the Gavrilets and Boake (1998) model. The probability that a ran-
dom encounter between a female and a male results in mating depends on similarities in
the ecological character (‘magic trait’). More precisely, the probability that at a given en-
counter, a g -female mates an h-male is given by pi(g , h), and modeled by
pi(g , h) = exp[−a g (Zg −Zh)2] , (2.9)
where a g is the strength of assortment expressed by a female with genotype g . In fact, a g
depends only on the modifier locus and is a direct measure for the strength of assortative
mating. Note that a g = 0 means that a female mates randomly, whereas a g = +∞means
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that she mates only males that show an identical value of the ecological trait. In this article
we always assume a g ≥ 0, i.e., we consider only positive assortative mating.
Females are assumed to mate only once, whereas males may participate in multiple
matings. If an encounter was not successful, in which case she remains unmated, she
may try again unless the total number of encounters has reached a maximum number M .
This reflects the idea that choosiness has costs, for instance, because the mating period is
limited. The probability that an encounter of a g -female with a random male results in
mating is
pi(g ) =
∑
h
pi(g , h)Ph , (2.10)
and the probability that she eventually mates with an h-male is denoted by Q(g , h)Ph ,
which is calculated to be
Q(g , h) =
M−1∑
m=0
(1−pi(g ))mpi(g , h) . (2.11)
Here, the first argument refers to the female. Note, that in general Q is not symmetric in g
and h.
The maximum number of possible encounters, M , is a measure for the costs of choosi-
ness payed by females. If M = 1, then Q(g , h) = pi(g , h). This leads to strong sexual selec-
tion in both sexes (provided females express assortative mating). If the encounter rate is
high enough (M ¦ 10, cf. Schneider and Bürger, 2006), M may be chosen to be infinity, and
we obtain Q(g , h) = pi(g , h)/pi(g ). Then,
∑
h Q(g , h)Ph = 1 for all g , and assortative mating
does not induce (sexual) selection among females. It does, however, induce sexual selec-
tion among males. For a more detailed discussion of this model we refer to Schneider and
Bürger (2006).
2.2.3 Genetic assumptions
Regarding the underlying genetics, we assume that the ecological trait is determined by a
single diallelic locus. We denote the alleles segregating at this locus by A1 and A2, and
their effects by z 1 and z 2, respectively, which we assume to be symmetric, i.e., z 1 =−z 2. By
rescaling the parameters a , c , and s we can assume without loss of generality that
z 1 =
1
2
and z 2 =−1
2
.
Moreover, d is the degree of dominance. Hence, individuals with the allele configurations
A1A1,A1A2, andA2A2 at the ecological locus, have trait values 1, d , and−1, respectively.
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Here, we consider only intermediate dominance, i.e., −1 ≤ d ≤ 1. Clearly, d = 0, d = 1, or
d =−1 means no dominance, complete dominance ofA1, or complete dominance ofA2,
respectively. The symmetry assumption implies that we can assume d ≥ 0 without loss of
generality.
The strength of assortment expressed by females is determined by a separate diallelic,
autosomal locus. The two alleles at this locus are denoted by M1 and M2. The alleles
have effects a 1 and a 2, respectively, which additively determine the strength of assortment
expressed by females. Hence, a female carrying the allele combinationM1M1,M1M2, or
M2M2 expresses assortment at strength
2a 1, a 1+a 2, or 2a 2, (2.12)
respectively.
Whenever we refer to modifiers increasing assortment, we call the allele at the modi-
fier locus that codes for a higher level of assortment the mutant or the modifier allele, and
the allele coding for a lower level of assortment the wild-type allele. In the case of modi-
fiers decreasing assortment, it is the other way round. We refer to the degree of assortment
expressed by heterozygotes carrying only the wild-type allele as the initial degree of assort-
ment, a . Furthermore, we refer to the difference between the initial degree of assortment
and the degree of assortment expressed by heterozygotes carrying exactly one modifier
allele as the effect of the modifier allele, a˜ . IfM1 is the wild-type allele, then
a = 2a 1 and a˜ = a 2−a 1. (2.13)
2.2.4 Dynamics
The two-locus dynamics has to be described in terms of diploid genotype frequencies since
zygotes (offspring) are generally not in Hardy-Weinberg proportions because of assorta-
tive mating. Genotypes are unordered. Let r represent an offsprings’ genotype and u , v
parental genotypes. The frequency of genotype r (among zygotes) in consecutive genera-
tions is denoted by pr and p ′r . The frequency of r after (natural) selection is p ∗r = pr Wr /W ,
where Wr =W (r ) and W =
∑
r Wr pr is the mean viability. After viability selection, mating
and recombination occur. Let R(u v → r ) designate the probability that parents with geno-
types u and v produce a zygote with genotype r . R(u v → r ) is determined by the pattern
of recombination between the two loci.
The genetic dynamics is given by a system of 10 recursion equations that can be written
as
p ′r =
W 2fW fWr , (2.14)
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where fWr =∑
u ,v
p ∗u p
∗
vQ
∗
u v R(u v → r ) , (2.15)
Q∗u v =Q∗(u , v ) (the asterisk indicates that Q is calculated from the genotypic frequencies
after selection) and fW = W 2∑r,u ,v p ∗u p ∗vQ∗u v R(u v → r ). The demographic dynamics fol-
lows the standard recursion
N ′ =N
fW
W
. (2.16)
Thus, for a genetically monomorphic population that matches the optimum, population
growth follows (2.4). The complete evolutionary dynamics is given by the coupled system
(2.14) and (2.16). We set N ′ = 0 (population extinction) if fW /W ≤ 0, and p ∗r = 0 if Wr ≤ 0.
In the quadratic model, population size is assumed constant and the dynamics is given
by (2.14).
2.3 Components of selection and selection regimes
Before we start describing our results, we discuss the different selection pressures and their
effect on selection at the modifier locus.
2.3.1 Components of selection
Modifier alleles affect the strength of assortative mating but not the phenotypic value of
an individual that carries the modifier. In addition, we assume that modifiers do not have
a direct fitness effect. Hence, selection at the modifier locus is indirect. This means that
direct selection at the ecological locus is translated to indirect selection at the modifier
locus. An increase in the strength of assortment leads to a decrease in the frequency of
heterozygotes at the ecological locus. Therefore, higher levels of assortment are favored
if heterozygotes are, on average, less fit than homozygotes (Matessi et al., 2001; Durinx
and van Dooren, 2008; Pennings et al., 2008; Otto et al., 2008). We call the net effect of
selection disruptive if heterozygotes (at the ecological locus) are less fit than homozygotes,
and stabilizing if homozygotes are fitter than heterozygotes. The strength of selection at the
modifier locus depends on the frequency of heterozygotes at the ecological locus. Selection
is transmitted more efficiently if the frequency of heterozygotes is high. If the frequency of
heterozygotes goes to zero, selection at the modifier locus vanishes.
Selection acts directly at the ecological locus via four components. The first compo-
nent of selection in our model is frequency-independent stabilizing selection. We assume
symmetric allelic effects with respect to the optimum of stabilizing selection (for a discus-
sion of this assumption see Peischl and Schneider, 2009). Thus, phenotypes close to the
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middle of the phenotypic range are favored by stabilizing selection. This leads to heterozy-
gote advantage and selection against modifiers that increase assortment. Since we assume
symmetric allelic effects, heterozygote advantage is strongest in the absence of dominance.
In the numerical part of this work, we only consider stabilizing selection that is weak com-
pared to negative frequency-dependent selection (s = 0.1< c ).
The second component is negative frequency-dependent selection induced by intraspe-
cific competition. It favors sufficiently different phenotypes such that competition be-
tween individuals is minimized. We interpret these phenotypes as being adapted to dif-
ferent ecological niches, where we interpret the location of the maxima of (2.5) (or (2.8)) as
ecological niches. We focus on competition that is at most moderately strong. Then (2.5)
(or (2.8)) is ∪−shaped in the absence of dominance and assortative mating, i.e., 0.2≤ c ≤ 2.
If (2.5) (or (2.8)) is ∪−shaped, two ecological niches exist, coinciding with the phenotypic
values of the homozygotes, i.e., -1 and+1. In this situation intraspecific competition favors
an increase in genetic variance and therefore higher levels of assortment. However, assort-
ment may change the shape of (2.5) (or (2.8)). If heterozygotes are rare because of assorta-
tive mating, a niche in the middle of the phenotypic range can be established, which can
lead to selection for lower levels of assortment. Dominance generally decreases the differ-
ence in viability between homozygotes and heterozygotes. This weakens indirect selection
at the modifier locus.
The third component, density-dependent selection, acts jointly with intraspecific com-
petition. For a given population distribution, the fitness ratio of advantageous to disadvan-
tageous phenotypes is larger in high-density than in low-density populations.
The forth component is positive frequency-dependent selection induced by assorta-
tive mating. Positive frequency-dependence favors common types over rare types. Hence,
it counteracts intraspecific competition in this sense. Although we assume no costs of
choosiness, the disadvantage of low-frequency males can be interpreted as costs of being
rare. Hence, positive frequency-dependence is stabilizing if heterozygotes are common,
and disruptive if heterozygotes are rare. The difference in the mating success of heterozy-
gotes and homozygotes determines whether higher or lower levels of assortment are fa-
vored by positive frequency-dependent selection. Thus, weak initial assortment favors a
decrease in the strength of assortment, and strong initial assortment favors an increase
in the strength of assortment. However, the strength of assortment also determines the
efficiency of indirect selection. If sexual selection is strong because of high levels of as-
sortment, indirect selection at the modifier locus may nevertheless be very weak because
of a reduced frequency of heterozygotes at the ecological locus. In addition, dominance
decreases the difference in mating success between homozygotes and heterozygotes, and
thus the strength of selection at the modifier locus.
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2.3.2 Selection regimes
The net impact of the different selection components on the modifier locus depends cru-
cially on the combination of parameters. In general, competition and sexual selection act
in opposite directions and its not straightforward to determine the net effect of selection.
For instance, the net effect of selection can be disruptive although either sexual or natural
selection is stabilizing. In addition, dominance can have a strong effect on direction and
strength of selection at the modifier locus.
Here, we present the most important selection regimes we encountered in our analysis.
The different regimes highlight the subtle interplay of competition and assortative mating.
We label the regimes according to the dominating selection pressure: ‘C’ stands for com-
petition, and ‘S’ for sexual selection due to assortative mating. The superscripts ‘+’ and ‘−’
indicate selection for higher or lower levels of assortment, respectively. The direction of se-
lection at the modifier locus was determined by calculating the rate of change of modifier
alleles. Figure 2.1 illustrates viability and mating success in the different regimes.
C+: Disruptive competition.
This regime applies if viability is ∪−shaped and positive frequency-dependence is absent
or weak (a ≤ 0.5). Two niches exist at the boundary of the phenotypic range, and stabiliz-
ing sexual selection is too weak to counteract disruptive selection resulting from compe-
tition (Figure 2.1 (a)). Therefore, higher levels of assortment are favored in this scenario.
Dominance weakens disruptive selection at the ecological locus. Thus, this scenario is not
very robust to changes in the degree of dominance. Furthermore, the region in which this
scenario applies decreases with increasing assortment. In our model, this scenario is nec-
essary to start the evolution of assortment in an initially randomly mating population.
S+: Disruptive sexual selection.
This regime applies if assortment is sufficiently strong to establish strong disruptive sex-
ual selection. Additionally, competition needs to be weak (0.2 ≤ c ≤ 0.6, see Figure 2.1
(b)) or moderate (0.6 ≤ c ≤ 1, Figure 2.1 (c)). Then, heterozygotes are rare compared to
homozygotes, and heterozygous males pay higher costs of being rare. Consequently, an
increase in assortative mating is favored. However, selection at the modifier locus is weak
because of the low frequency of heterozygotes at the ecological locus. In addition, domi-
nance decreases the difference between phenotypic values of heterozygotes and homozy-
gotes. Therefore, selection for assortment can be very weak in this scenario.
C−: Strong competition.
Here, competition is strong enough to establish a niche in the middle of the phenotypic
2.4. ANALYTICAL RESULTS 63
range. Since we restrict attention to at most moderate competition, i.e., c < 2, a sufficiently
low frequency of heterozygotes at the ecological locus, i.e., sufficiently strong assortative
mating, is necessary for the establishment of a niche in the middle of the phenotypic range.
Assortative mating may induce disruptive sexual selection in this scenario (Figure 2.1 (d)).
However, higher levels of assortment are not favored because heterozygotes have a signifi-
cantly higher viability than homozygotes. The strength of competition necessary to estab-
lish a niche in the middle of the phenotypic range depends crucially on the frequency of
heterozygotes at the ecological locus, i.e., the strength of assortment. If the degree of dom-
inance increases, heterozygote advantage decreases.
S−: Stabilizing sexual selection.
In this regime, assortment is moderately strong. Heterozygotes are still common and sex-
ual selection leads to sufficiently strong stabilizing selection that outweighs disruptive se-
lection resulting from competition. Then, a ∩−shaped phenotype distribution is optimal
and higher levels of assortment are disadvantageous. Competition can be weak (0.2≤ c ≤
0.6, Figure 2.1 (e)) or moderate (0.6 ≤ c ≤ 1, Figure 2.1 (f)) in this scenario. Dominance
increases the parameter region in which this scenario applies. In particular, dominance
makes it harder for heterozygotes to exploit a niche in the middle of the phenotype range
(Figure 2.1 (f)).
Noteworthy, in the quadratic model, the scenario C− is impossible if c > s . In the
quadratic model, the frequency of heterozygotes at the ecological locus only changes the
intensity of disruptive competition, but not the ∪−shape of viability. This reflects a very
important difference between the quadratic and the full model.
2.4 Analytical results
To derive analytical results we use the quadratic model and assume a population of con-
stant size close to demographic equilibrium. In addition, whenever we speak of weak as-
sortment, we choose the probability that a g -female mates an h-male at a given encounter
as
pi(g , h) = 1−a g (Zg −Zh)2, (2.17)
i.e., the first-order Taylor approximation in a g of (2.9) around 0. This imposes the restric-
tion a g ∈ [0, 1/4].
Throughout this section we assume that the population is at an equilibrium, where the
modifier locus is monomorphic and the ecological locus is polymorphic (cf. Peischl and
Schneider, 2009). The state of the population is then perturbed by the occurrence of a
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Figure 2.1: Viability W (g ) (thick solid line), mating probability pi(g ) (thick dashed line) and phe-
notype distributions (black and gray bars) at equilibrium in the different scenarios described in
Section 2.3.2. Thin straight lines show the viability (solid) and the mating probability (dashed) of
heterozygotes. Equilibrium frequencies of homozygotes on the ecological locus are indicated by
black bars and frequencies of heterozygotes are indicated by gray bars. Parameter values are (a)
c = 0.5, a = 0.3, (b) c = 0.5, a = 1.2, (c) c = 0.7, a = 1.2, (d) c = 0.8, a = 1.2, (e) c = 0.5, a = 0.5, and (f)
c = 0.8, a = 0.5. The other parameters are d = 0.5, s = 0.1, and r = 0.5 in all figures.
modifier allele at low frequency. We present invasion criteria for such modifiers in various
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scenarios. These conditions are derived by calculating (approximations for) the leading
eigenvalue of the linearized transition matrix of the gene frequency vector at equilibrium,
i.e., we perform a local stability analysis. Equilibria can be calculated explicitly only if dom-
inance is complete or absent, and if the population mates either randomly or completely
assortatively. However, by using standard perturbation techniques, approximations for the
equilibria and their eigenvalues can be derived in a number of interesting cases such as
weak or strong initial assortment, and weak or strong dominance. The equilibria and the
derivations of the following results are given in Appendix A.
2.4.1 No dominance
The case of no dominance is the simplest and has previously been treated in the literature
in a number of similar but different models (Matessi et al., 2001; Durinx and van Dooren,
2008; Pennings et al., 2008).
2.4.1.1 Modifiers with small effects
By small effect we mean that a˜  1, so that we can neglect second and higher order terms
in a˜ . The assumption of no dominance and small modifier effects allows us to use an inva-
sion criterion derived in Matessi et al. (2001). Useful application of this criterion requires
the explicit knowledge of genotype frequencies at equilibrium. In addition, we also derive
approximations for the leading eigenvalues. This gives us an estimate of the strength of
selection on a rare modifier allele.
Weak initial assortment
We address three questions. First, when will a modifier inducing a small degree of assort-
ment invade a randomly mating population? Second, when will it go to fixation provided
it is sufficiently frequent? And third, when can a modifier invade a population that already
expresses a small degree of initial assortative mating?
Let a  1 so that we can use (2.17). We show in Appendix A that a modifier increasing
assortment invades the population at equilibrium if and only if
c > s +
a
2
. (2.18)
Hence, in a randomly mating population (a = 0) a modifier invades if and only if c > s .
Furthermore, a modifier decreasing assortment can invade if and only if the inequality in
(2.18) is reversed.
The above implies that a sufficiently frequent modifier that increases assortment be-
66 CHAPTER 2. EVOLUTION OF ASSORTATIVEMATING
comes fixed if and only if
c > s + a˜ . (2.19)
Strong initial assortment
If the population expresses strong assortment, i.e., if " := exp[−a ] is sufficiently small to
neglect terms of order O ("5) and higher, it is possible to derive conditions for the spread of
modifiers slightly increasing the strength of assortment. In contrast to the case of weak
initial assortment, modifiers can always invade a strongly assortatively mating popula-
tion. This also means that if a sufficiently high level of assortment is established, modifiers
that decrease the strength of assortment cannot invade. Furthermore, consider a modi-
fier with (infinitesimally) small effect a˜ and an initial degree of assortment, a , such that
exp[−(a +2a˜ )] 1. Provided such a modifier is sufficiently frequent, it will also go to fixa-
tion.
Concluding, a modifier inducing a small degree of assortment invades a randomly mat-
ing population if and only if selection is disruptive, i.e., c > s (C+ regime). The modifier
may however not be able to go to fixation. This is the case if c < s + a˜ (S− regime). Hence,
the individuals in the population will express different degrees of assortment. However, if
the modifier goes to fixation, disruptive selection is sufficiently strong and a new modifier
increasing assortment can invade. If assortment is sufficiently strong, modifiers increasing
assortment will always invade if rare, and go to fixation if sufficiently frequent (S+ regime).
2.4.1.2 Modifiers with large effects
Initial random mating
As shown in Appendix A.2, a modifier that increases assortment can invade a randomly
mating population if and only if c > s , independently of the size of the modifier effect. In
fact, the invasion condition does not change even for arbitrary mate-choice functions that
induce positive assortment (see Appendix A.2). This includes the case of a modifier that
causes individuals that carry at least one copy of the modifier to mate completely assorta-
tive, i.e., if g =AiAj /M1M1, i , j ∈ {1, 2}, we set pi(g , h) = 1 and otherwise
pi(g , h) =
1 if Zg =Zh0 if Zg 6=Zh . (2.20)
Furthermore, modifiers with sufficiently large effect always go to fixation if they are
sufficiently frequent (regime S+).
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Complete initial assortment
Now, assume a population that initially mates completely assortatively and an initially rare
modifier that decreases the strength of assortment by a small amount. We show in Ap-
pendix A that such a modifier can never invade. If such a modifier could invade, complete
assortment cannot be achieved by small steps.
To summarize, in the absence of dominance, modifiers with small effects can invade
a randomly mating population, but may not be able to get fixed. In contrast, modifiers
with large effect can invade whenever selection is disruptive, and, in addition, they also go
to fixation if they are sufficiently frequent. Thus, we conclude that complete reproductive
isolation is most likely to evolve in large steps if there is no dominance.
2.4.2 Weak or strong dominance
How does dominance affect the evolution of assortative mating? Analytical results in mod-
els with dominance are difficult to obtain and hence rare in the literature. In our model,
two cases are analytically tractable to some extent, namely weak and strong dominance.
The invasion criterion for modifiers of small effect cannot be used in the case of domi-
nance. Instead, we have to calculate approximations for the leading eigenvalues.
Let us start with the case of weak dominance. Let dominance be sufficiently weak to ne-
glect terms of order O (d 3) and higher. In this case, the leading eigenvalue of the linearized
transition matrix is
λ= 1+ a˜
1
8
(1−2d 2)(c − s )+O (s 2)+O(d 3)+O (a˜ 2). (2.21)
Hence, a modifier can invade if and only if c > s . Although the strength of selection for a
modifier is a decreasing function in d , the invasion criterion is not affected by weak domi-
nance.
Next, we treat the case of strong dominance. We set δ := 1−d and assume that terms
of order O (δ2) and higher can be neglected. The leading eigenvalue is
λ= 1+ a˜
h
(3
p
2−4)δ(c − s )+O (δ2)+O (s 2)i+O (a˜ 2), (2.22)
and a modifier increasing assortment can invade if c > s . In the case of complete assort-
ment, δ= 0, modifiers for assortative mating are selectively neutral and the leading eigen-
values equals 1. This can easily be generalized to modifiers with arbitrary effect.
These results suggest that dominance decreases the strength of selection for assort-
ment modifiers, but has no effect on the condition for invasion (cf. Durinx and van Dooren,
2008).
68 CHAPTER 2. EVOLUTION OF ASSORTATIVEMATING
2.4.3 Assortment vs. dominance
Here, we compare the (initial) strength of selection for an increased level of assortment
with the selection pressure for an increased level of dominance. Peischl and Schneider
(2009) calculated the strength of selection for a rare dominance modifier in a randomly
mating population for the same ecological model. Hence, we can compare the strength
of selection for the different modifiers. If the modifier effects go to zero, the selection co-
efficients for a dominance modifier and an assortment modifier behave differently (see
Appendix A.5). The strength of selection for a dominance modifier decreases faster than
the strength of selection for an assortment modifier. This is consistent with results of Dur-
inx and van Dooren (2008), who showed that in symmetric cases selection for an increased
level of assortment is stronger than selection for an increased level of dominance if both
modifiers have infinitesimally small effects.
2.5 Numerical methods
A detailed mathematical analysis of our model beyond the results derived above seems in-
feasible. Thus, we additionally pursue a comprehensive numerical analysis. Our approach
consists of two parts.
First, we numerically calculated the invasion fitness of an initially rare modifier of effect
a˜ = 0.05 in a population close to equilibrium for several values of c , d , and a (see Figure
2.2). By invasion fitness we mean the leading eigenvalue of the linearized transition ma-
trix described in Appendix A. Invasion fitness helps us to identify regions in which higher
levels of assortment are favorable if the modifier locus is fixed for the wild-type allele. How-
ever, our main focus is to obtain a complete picture of the global dynamics by performing
numerical iterations of the coupled system (2.14) and (2.16).
For the iterations, we performed three sets of calculations. In the first set the assort-
ment modifier was assumed to initially segregate at random frequency in the population.
In particular, the genotype frequencies are drawn from an uniform distribution and then
normalized. In the second set we assumed that the assortment modifier is initially rare,
i.e., at frequency 10−4. Furthermore, we assumed that initially the genotypesAiAj /M2M2
(i , j ∈ {1, 2}) were not present. In the third set, the assortment modifier was assumed to ini-
tially segregate at high frequency. We proceeded analogously to second scenario, but the
initial frequency of the modifer allele was 1− 10−4. For simplicity, we call the first set of
iterations the standard scenario, the second situation the rare-modifier scenario, and the
third situation the frequent-modifier scenario.
Throughout our numerical investigations we assumed free recombination, i.e., the re-
combination rate is 1/2, and we always chose the population growth rate to beρ = 2. More-
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over, because κ can be considered a scaling factor for the population size N , we did not
choose it explicitly, and instead regarded N as normalized by the carrying capacity. We as-
sumed that the initial population size matches exactly the carrying capacity, i.e., N /κ= 1.
Our model is fully determined by the parameter vector (s , c , d , a , a˜ ). In all scenarios we
used s = 0.1. The other parameters were varied as described below. Moreover, we chose
various values for a and a˜ that are listed in the figure captions and in the description of our
results. For each combination of the above parameters we chose ten different initial geno-
type distributions under all three scenarios, subject to the constraint that the minimum
Euclidean distance between any two different distributions is 0.2.
For each initial distribution, we iterated the recursion relations (2.14) and (2.16) either
until an equilibrium was reached, which was decided to be the case if the Euclidian dis-
tance between the vectors of genotype frequencies concatenated with the population size
of two consecutive generations was less than 10−10, or until 106 generations were reached.
Such runs are referred to as slow runs. The reason was always slow convergence to equilib-
rium, not cyclical or chaotic behavior.
2.6 Numerical results
2.6.1 Invasion fitness
We numerically calculate the invasion fitness of an initially rare modifier. Figure 2.2 shows
the invasion fitness of a modifier with small effect (a˜ = 0.05) as a function of the initial level
of assortment in the absence of dominance (a), and for d = 0.5 (b). We note that all results
are qualitatively robust with respect to the size of the modifier effect.
First, we consider no dominance, i.e., d = 0 (Figure 2.2 (a)). For weak assortment
(a ≈ 0), a modifier that increases the degree of assortment can always invade. The rea-
son is that (2.5) is ∪−shaped in the considered parameter region and the C+ regime ap-
plies. If initial assortment increases, positive frequency-dependence increases and disrup-
tive selection at the ecological locus decreases. Therefore, there exists a region in which
the S− regime applies provided competition is weak (c ® 0.5) and assortment is interme-
diate (0.1 ® a ® 0.8). In this region, positive frequency-dependence outweighs negative
frequency-dependence and selection is ‘overall’ stabilizing. If competition is moderately
strong (0.5 ® c ® 1.5) and assortment intermediate (0.5 ® a ® 1.5), the C− regime applies
and a modifier increasing assortment cannot invade. Apparently, c ≈ 0.5 is optimal for the
evolution of assortment in small steps. Then, the C+ regime applies if 0 < a ® 1.5. If ini-
tial assortment is high (a ¦ 1.5), modifiers are almost neutral and the S+ regime applies if
c ® 1.5. If c ¦ 1.5, disruptive sexual selection cannot outweigh the viability advantage of
heterozygotes at the ecological locus. Thus, the C− regime applies. In general, selection for
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modifiers is very weak if a ¦ 2. This is because the selective strength at the modifier locus
depends on the frequency of heterozygotes at the ecological locus, which is very low for
high levels of initial assortment.
(a) (b)
Figure 2.2: Invasion fitness as a function of the initial degree of assortment for various values of c
and d . In (a) d = 0 and in (b) d = 0.5. The modifier effect is a˜ = 0.05 in both figures. Furthermore,
we used s = 0.1 and r = 0.5.
Next, we consider intermediate dominance, d = 0.5 (Figure 2.2 (b)). Selection at the
modifier locus is in general weaker. The reason is that heterozygotes are more similar to
one of the homozygotes. Hence, the fitness differences are smaller, and heterozygotes have
a higher chance to mate. However, the narrow region in which assortment can evolve
in (infinitesimally) small steps (c ≈ 0.5) vanishes in the presence of dominance. If 0.3 ®
a ® 0.8, dominance decreases disruptive competition at the ecological locus more strongly
than the differences in mating success between homozygotes and heterozygotes. There-
fore, the S− regime applies (Figure 2.1 (e)) and assortment cannot further evolve. Domi-
nance has no significant effect on invasion fitness if assortment is sufficiently strong (a ¦
2). Then, the S+ (c ® 1.5) or C− (c ¦ 1.5) regime applies and selection at the modifier locus
is very weak. These findings suggest that dominance hinders the build-up of reproductive
isolation in small steps.
Although the concept of invasion fitness is a useful first step in understanding the evo-
lutionary dynamics, no information about the global dynamics can be obtained. Together
with the other parameters, the degree of assortment determines, which of the regimes de-
scribed in Section 2.3.2 applies. Since assortment evolves in our model, different regimes
can apply at different points in time for a fixed set of parameters. Our analytical results on
the evolution of assortment show that the build-up of reproductive isolation is most likely
if modifier alleles have large effects (see also Matessi et al., 2001; Pennings et al., 2008;
Durinx and van Dooren, 2008; Otto et al., 2008). However, predictions based on invasion
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fitness are most accurate for small modifier effects. Thus, it is necessary to consider the
global dynamics of the model to gain complete understanding of the effect of dominance
on the evolution of assortative mating.
2.6.2 Global dynamics
Here, we consider the whole evolutionary trajectory of the gene-frequency vector and the
population size. A newly introduced modifier can either rise to fixation, die out, or can be
maintained at intermediate frequency. Furthermore, the existence of multiple stable equi-
libria is possible. Consequently, the fate of a modifier may depend on its initial frequency.
2.6.2.1 Invasion, maintenance and fixation of a modifier with small effect
First, we consider modifiers of small effect (a˜ = 0.05) in an initially randomly mating popu-
lation. The impact of the modifier effect’s size is discussed in Section 2.6.2.2, and the effect
of the initial degree of assortment in Section 2.6.2.3.
Figure 2.3 illustrates the evolutionary outcome for a modifier with effect a˜ = 0.05. No
multiple stable equilibria were detected. Thus, all results apply for the standard, rare-
modifier, and frequent-modifier scenario. Higher levels of assortment are favored in al-
most the whole parameter space. Only if dominance is almost complete (d ≈ 0.9) and
competition is moderately strong (c ¦ 0.8), assortment cannot evolve at all. Then, (2.5) is
∩−shaped and the C− regime applies. In the remaining parameter range (2.5) is ∪−shaped
if the modifier is rare, and the C+ regime applies. However, whether a modifier can also
go to fixation depends crucially on competition and dominance. Remember that in the
quadratic model without dominance, a modifier with small effect a˜ goes to fixation if com-
petition is sufficiently strong, i.e., c > s + a˜ . Apparently, this result can be extended to the
full model with dominance. Since dominance decreases the effect of competition, we ex-
pect that the value of c that is necessary for fixation increases with increasing d . In fact,
a modifier cannot go to fixation if c is small and d > 0 (see c = 0.2 in Figure 2.3). If the
modifier is close to fixation, the S− regime applies and thus the modifier is maintained at
intermediate frequency. Similarly, small assortment modifiers cannot go to fixation if the
degree of dominance exceeds a certain critical value (d ¦ 0.7). The reason is that disrup-
tive selection is very weak if dominance is sufficiently strong. If the strength of assortment
increases, selection becomes stabilizing. If c ® 0.8, the S− regime applies if the modifier
is sufficiently frequent, and if c ¦ 0.8, the C− regime applies if the modifier is sufficiently
frequent. In both cases, a modifier will spread while rare, but cannot go to fixation.
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a = 0, a˜ = 0.05
Figure 2.3: Regions of maintenance and fixation of a modifier increasing assortment slightly (a˜ =
0.05) in an initially randomly mating population. We used a grid with stepsize 0.1 for the parameters
d ∈ [0, 1] and c ∈ [0.2, 2]. The other parameters are s = 0.1 and r = 0.5. In addition to the color
code, different regions are labeled Rr /R f , where Rr and R f are the selection regimes that apply if
the modifier is rare or frequent, respectively. The color code indicates the different evolutionary
outcomes. In the extinction regions, the modifier died out in all runs. In the maintenance regions,
the modifier coexisted with the wild-type in all runs, whereas in the fixation region the modifier
was fixed for all runs. Parameter combinations for which none of the runs equilibrated within 106
generations are indicated as slow run regions.
2.6.2.2 Size of the modifier effect
As discussed in Section 2.4, the size of the modifier effect plays a crucial role in the evo-
lution of assortment. Assortment reduces the frequency of heterozygotes at the ecological
locus. Hence, it increases the viability of individuals in the middle of the phenotypic range.
In addition, assortative mating induces sexual selection, which can be stabilizing or dis-
ruptive, depending on the strength of assortment. Finally, if assortment is very strong, se-
lection at the modifier locus will be very inefficient because the frequency of heterozygotes
at the ecological locus is strongly reduced. For a fixed set of parameters, different regimes
can apply at different points in time, especially if modifier effects are large. This may result
in multiple stable equilibria. An initially rare modifier with large effect can become fixed
only if sufficiently strong disruptive sexual selection is established during its sweep. Fig-
ure 2.4 illustrates the evolutionary outcome of modifiers with different effect sizes. We first
observe that the effect size does not affect the region in which an initially rare modifier is
lost. The reasons for loss of modifiers are the same as in the case of modifiers with small
effect. In contrast, the fixation region depends in a nonlinear and complicated way on the
modifier effect and the initial frequency of the modifier.
First, we consider a modifier with effect a˜ = 0.5 (Figure 2.4 (a)). Again, no multiple
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stable equilibria were detected. The fixation region collapses to a narrow region in the
parameter space (0.3 ® c ® 0.6 and 0 ® d ® 0.6). In this region, the C+ regime applies if
the modifier is rare, and the scenario S+ applies if the modifier is frequent. If d ¦ 0.6 and
c ® 0.6, heterozygotes at the ecological locus are less fit than homozygotes if the modifier
is sufficiently rare (regime C+). If the modifier increases in frequency, competition in the
middle of the phenotpye range is reduced because of dominance and assortment, and the
S− regime applies. Consequently, the modifier cannot become fixed. If c ¦ 0.7, competition
is strong enough to establish a niche in the middle of the phenotypic range during the
spread of a modifier, i.e., the C− regime applies for a sufficiently frequent modifier. As a
rule of thumb, modifiers with intermediate effect can only go to fixation if they manage to
jump the “gap" in which one of the S− or C− regimes applies (cf. Figure 2.2).
If modifiers have large effect (a˜ ¦ 2), disruptive sexual selection is strong for frequent
modifiers. Therfore, initially frequent modifiers go to fixation in a wide parameter range.
These parameter ranges are hatched in Figures 2.4 (b) - (d). However, fixation was only
observed if the modifier is initially at very high frequency, i.e., in the frequent-modifier
scenario. Since we are primarily interested in the build up of reproductive isolation, we
restrict attention to the standard and the rare-modifier scenario for the rest of the section.
If the modifier effect is moderately strong (a˜ = 2; Figure 2.4 (b)), the fixation region in-
creases compared to the case a˜ = 0.5. In particular, a broader range of values for c allows
fixation of the modifier. The reason is that the S− (for small c ) and C− (for intermediate
c ) regimes are less likely to occur during the spread of modifiers with sufficiently large ef-
fect. The range for d in which modifiers become fixed also increases compared to the case
a˜ = 0.5. Weak disruptive selection is sufficient for invasion. This occurs if d is large. If a
modifier increases in frequency, strong disruptive sexual selection will be established and
the modifier will go to fixation. Interestingly, intermediate dominance is most favorable
for fixation of a modifier. If the level of assortment increases in (a part) of the population,
a niche in the middle of the phenotypic range may appear. Dominance impedes heterozy-
gotes to exploit such a niche (cf. Figure 2.1 (c)). This means that the S+ regime can be easier
established if dominance is moderately strong. If dominance is strong, there is almost no
difference in mating success between homozygotes and heterozygotes at the ecological
locus. If competition is sufficiently strong, the regime C− applies if the modifier rises in
frequency. Consequently, an initially rare modifier does not become fixed if the degree of
dominance is high and competition is at least moderately strong. This explains why inter-
mediate dominance maximizes the size of the fixation region.
Next we consider modifiers that lead to (almost) complete reproductive isolation if
fixed. Figure 2.4 (c) and (d) illustrate the fate of a modifier with effect a˜ = 8 and a˜ = 16, re-
spectively. Quite surprisingly, the positive effect of dominance on the fixation of modifiers
is most pronounced if modifiers have large effects. Strong assortment, which is quickly
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(a)
a = 0, a˜ = 0.5
(b)
a = 0, a˜ = 2
(c)
a = 0, a˜ = 8
(d)
a = 0, a˜ = 16
Figure 2.4: Regions of maintenance and fixation of a modifier increasing assortment with different
effects in an initially randomly mating population. We used a grid with stepsize 0.1 for the param-
eters d ∈ [0, 1] and c ∈ [0.2, 2]. In all figures we used s = 0.1 and r = 0.5. The modifier effects are
(a) a˜ = 0.5, (b) a˜ = 2, (c) a˜ = 8, and (d) a˜ = 16. In addition to the color code, different regions are
labeled Rr /R f or Rr /Ri /R f , where Rr , Ri , and R f are the selection regimes that apply if the modifier
is rare, at intermediate frequency, or frequent, respectively.
established if modifiers have large effect, leads to extremely strong disruptive sexual se-
lection. If c ¦ 0.5, dominance is necessary for fixation of the modifier. In the absence of
dominance and if c ¦ 0.5, the reduced mating success of heterozygotes is compensated by
the existence of a niche in the middle of the phenotype range before the modifier goes to
fixation (Figure 2.5 (a)). Consequently, an initially rare modifier will not spread to fixation.
The presence of dominance does not change the strength of sexual selection unless it is
sufficiently strong (Figure 2.5 (b)). The “valley" of low mating probabilities in the middle of
the phenotypic range becomes deeper and flatter with increasing assortment. Dominance
has almost no effect on the strength of disruptive sexual selection as long as the phenotypic
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C−
(a)
S+
(b)
Figure 2.5: Viability W (g ) (thick solid line), mating probability pi(g ) (thick dashed line) and phe-
notype distributions (black and gray bars) at the fixation equilibrium if the modifier has large effect
(a˜ = 8). In (a) there is no dominance and the modifier cannot go to fixation. In (b), dominance
is intermediate (d = 0.5) and the modifier goes to fixation if sufficiently frequent. The strength of
competition is c = 0.8 in both figures. Furthermore, s = 0.1 and r = 0.5. Thin straight lines show the
viability (solid) and the mating probability (dashed) of heterozygotes. Equilibrium frequencies of
homozygotes at the ecological locus are indicated by black bars and frequencies of heterozygotes
are indicated by gray bars.
value of heterozygotes at the ecological locus stays in this valley. In contrast, if dominance
increases, the viability of heterozygotes decreases strongly (Figure 2.5 (b)). This explains
why the optimal degree of dominance increases with increasing modifier effect.
2.6.2.3 Dependence on the initial level of assortment
As argued in Section 2.6.1, the initial degree of dominance is an important factor for the
evolution of assortment. Here, we investigate the effect of the initial level of assortment.
Figure 2.6 illustrates the evolutionary outcome of modifiers with small effect for various
initial degrees of assortment. No multiple stable equilibria were detected. Even a small
amount of initial dominance leads to a substantial change of the region in which modifiers
are maintained. The maintenance region shrinks with increasing initial assortment and
approaches its minimum at a ≈ 0.5 (see Figure 2.6 (a)). If assortment is weak (a ® 0.5),
sexual selection is stabilizing. Thus, the C+ region decreases with increasing assortment.
If competition is weak (c ® 0.5), stabilizing sexual selection outweighs disruptive selection
at the ecological locus and the S− regime applies. Furthermore, dominance decreases the
effect of competition. Therefore, if competition is weak the S− region is established for
weaker assortment. If competition is strong (c ¦ 0.5), a niche in the middle of the pheno-
type spectrum can be established if the frequency of heterozygotes is reduced. Thus, the
C+ region is replaced by the C− region if initial assortment increases.
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The fixation and maintenance regions increase again if the initial degree of assortment
is intermediate (0.5® a ® 2). Then, disruptive sexual selection can be established if c ® 1.
Dominance slightly decreases the region in which a modifier is maintained or goes to fixa-
tion. However, the effect of dominance is less pronounced compared with the case of weak
initial assortment. If initial assortment is intermediate, evolution can be very slow and
slow runs are observed. If assortment is strong (a ¦ 2) only slow runs are observed (data
not shown). This is consistent with our results about invasion fitness. We conclude that
establishment of high levels of assortment via a series of invasion and fixation of modifiers
with small effect seems unlikely.
(a)
a = 0.5, a˜ = 0.05
(b)
a = 1.5, a˜ = 0.05
Figure 2.6: Regions of maintenance and fixation of a modifier increasing assortment slightly (a˜ =
0.05). We used a grid with stepsize 0.1 for the parameters d ∈ [0, 1] and c ∈ [0.2, 2]. In all figures we
used s = 0.1, r = 0.5, and a˜ = 0.05. The degree of initial assortment is (a) a = 0.5 and (b) a = 1.5.
2.6.3 Evolution of assortative mating
The build-up of reproductive isolation via allele substitutions of initially rare modifiers
with small effects faces several problems. Positive frequency-dependence due to an inter-
mediate level of assortment can lead to overall stabilizing selection because it outweighs
disruptive selection resulting from competition. On the other hand, if assortment is weak
or moderate, and competition sufficiently strong, a niche in the middle of the phenotype
range appears if heterozygotes become sufficiently rare. Finally, for high levels of assort-
ment, a severely reduced frequency of heterozygotes can neutralize selection at the modi-
fier locus.
Our approach allows us to construct sequences of invasion and fixation modifiers with
different effects. In this way, several estimates can be constructed. If we consider only ini-
tially rare modifiers with small effect, we get an estimate for the degree of assortment that
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can evolve by small steps (see Figure 2.7 (a)). Figure 2.7 (a) shows that only small degrees
of assortment can evolve in this way. Except for a small region of intermediate competi-
tion and very small dominance, only small levels of assortment can evolve. Furthermore,
assortment does not evolve above a moderate level (a = 2).
(a)
a˜ = 0.05
(b)
a˜ =±0.05, 0.1, 0.5
Figure 2.7: Evolutionary stable degrees of assortment that can evolve via allele substitutions of
initially rare modifiers if modifiers have small positive effect (a), or various positive or negative
effects (b). The other parameters are s = 0.1 and r = 0.5.
In Figure 2.7 (b) we consider modifiers of slightly larger effect and also allow modifiers
with negative effect (a˜ = ±0.05, 0.1, 0.5). This gives us an estimate for the evolutionary
stable degree of assortment if modifier effects are small, but sufficiently large to jump the
gap described in Section 2.6.2.3. Then, the region in which moderate assortment evolves
increases substantially. However, strong levels of assortment, which are necessary for spe-
ciation, cannot evolve.
Thus, we conclude that evolution of assortment is most likely if modifier effects are
large, so that complete reproductive isolation can be established in a single step. Then
however, a moderately strong degree of dominance is favorable for the evolution of strong
reproductive isolation and hence also for sympatric speciation.
2.6.4 Rate of evolution
It is not only relevant whether an initially modifiers becomes fixed, but also whether this
happens within a biologically meaningful time. Therefore, for a fixed parameter combina-
tion, we recorded the mean fixation time of a modifier (over all initial conditions). Figure
2.8 shows the mean fixation time of initially rare modifiers in an initially randomly mating
population. If the modifier effect is small (a˜ = 0.05, Figure 2.8 (a)), the C+ regime applies
during the spread of a modifier, and dominance mainly weakens disruptive selection at
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the ecological locus. If the modifier effect is large (a˜ = 8, Figure 2.8 (b)), the time until fixa-
tion is much longer compared to modifiers with small effect. Initially, while the C+ regime
applies, selection for modifiers with large effect is stronger than for modifiers with small
effect. However, the frequency of heterozygotes is reduced very quickly and then the sce-
nario S+ applies until fixation. As we have discussed above, selection is very weak in the S+
regime. Therefore, the time until fixation increases if modifier effects are large. Similarly,
the time until fixation increases with increasing initial assortment (data not shown).
(a)
a = 0, a˜ = 0.05
(b)
a = 0, a˜ = 8
Figure 2.8: Mean fixation time of an initially rare modifier with small (a˜ = 0.05, (a)), or large (a˜ = 8,
(b)) effect. The other parameters are s = 0.1 and r = 0.5. Note that we used different scales in the
figures.
2.6.5 Speciation
The evolution of sufficiently high levels of reproductive isolation can lead to speciation. By
speciation we mean that the population is split into two different phenotypic clusters with
hardly any gene flow between the clusters.
We shall say there occurs speciation if the following two conditions hold:
1. The probability that two individuals with different genotype at the ecological locus
mate is less than 10−4.
2. The probability that two individuals with the same genotype at the ecological locus
produce offspring with a genotype other than their own is less than 10−4.
The critical threshold for the strength of assortment that is necessary for speciation de-
pends on the strength of competition and dominance. One should mention that indirect
selection is already very weak for a ¦ 2. Thus, the occurrence of speciation may depend
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critically on the threshold values used in the definition of species clusters. Smaller thresh-
olds may increase the values for a that are necessary for speciation. In our case, the critical
degree of assortment necessary for speciation is a ≈ 8.
(a)
a = 0, a˜ = 2
(b)
a = 0, a˜ = 8
Figure 2.9: Frequeny of heterozygotes at the ecological locus at equilibrium. Parameter values are
s = 0.1, r = 0.5, a˜ = 2 in (a), a˜ = 8 in (b), and a = 0 in both figures.
Our results show that establishment of sufficiently high degrees of assortment for the
occurrence of speciation is unlikely if modifiers have small effect. If the population mates
initially randomly and modifiers have a sufficiently large effect (a˜ ¦ 4), speciation occurs
in the parameter range in which modifiers become fixed. In the regions, in which modifiers
are maintained at intermediate frequency, speciation could, at least theoretically, occur as
well. Our analysis shows that the region in which speciation occurs coincides exactly with
the fixation regions of modifiers with sufficiently large effect. This suggests that our results
are robust with respect to changes of the threshold value in our definition of speciation. In
fact, the equilibrium frequency of heterozygotes at the ecological locus is quite high in the
maintenance regions. Figure 2.9 shows the frequency of heterozygotes at equilibrium for a
modifier with effect a˜ = 2 (a) and a˜ = 8 (b) in an initially randomly mating population. We
conclude that fixation of modifiers with sufficiently large effect is necessary for speciation.
2.7 Discussion
Intraspecific competition, or, more generally, negative frequency-dependent selection, is a
commonly used ecological setup to model the evolution of assortment and symptaric spe-
ciation (e.g., Udovic, 1980; Wilson and Turelli, 1986; Dieckmann and Doebeli, 1999; Matessi
et al., 2001; Pennings et al., 2008). The african finch Pyrenestes ostrinus, an often cited jus-
tification for this ecological setup, however, did not evolve assortment (Smith, 1990, 1993),
80 CHAPTER 2. EVOLUTION OF ASSORTATIVEMATING
but avoids unfit heterozygotes because one morph is completely dominant. Assortative
mating and dominance are commonly considered as alternative evolutionary responses to
avoid heterozygous disadvantage (e.g., Durinx and van Dooren, 2008). Peischl and Schnei-
der (2009), however, emphasized the importance of their interactions.
Here, we studied the evolution of assortative mating under intraspecific competition in
the presence of dominance. In our model, a single diallelic (ecological) locus has a major
effect on a quantitative trait under a mixture of stabilizing selection, intraspecific com-
petition, and density regulation. The trait expresses an arbitrary degree of intermediate
dominance. An additional diallelic (modifier) locus determines the strength of assortative
mating with respect to the ecological trait (‘magic trait’, cf. Gavrilets, 2004). Assortative
mating follows Matessi et al. (2001), based on the original formulation by Gavrilets and
Boake (1998): choosiness is expressed only in females, who pick their mates based on sim-
ilarities in their trait values. Although our model ignores direct costs for choosy females,
assortative mating induces sexual selection, which may be stabilizing or disruptive, de-
pending on the strength of assortment.
In our model, negative frequency dependence (caused by intraspecific competition)
favors sufficiently different and rare types. This is opposed by positive frequency depen-
dence (caused by assortative mating) selecting for similar and common types. The amount
of competition and sexual selection experienced by the individuals changes if assortment
evolves because the frequency of heterozygotes (at the ecological locus) change. Hence,
as assortment increases, selection is less efficiently transmitted from the ecological to the
modifier locus. Since, for given parameters, it is not straightforward which selective com-
ponents are responsible for the final evolutionary outcome, we identified four different
selection regimes (see Section 2.3.2) that are helpful to interpret our results:
Heterozygotes are common for weak assortment and competition leads to disruptive
selection, i.e., selection for higher levels of assortment (regime C+). If competition is too
weak, stabilizing (sexual) selection dominates and assortment cannot evolve (regime S−).
Strong assortment induces disruptive selection because rare heterozygotes are selected
against. This heterozygote disadvantage can be compensated by strong competition and
assortment cannot evolve (regime C−). However, if assortment is sufficiently strong relative
to competition, even stronger assortment can evolve (regime S+).
We derived simple invasion and fixation conditions under the assumptions of weak
selection and/or weak assortative mating. If assortment is initially weak, higher levels of
assortment can evolve whenever competition is sufficiently strong (c > s+a/2, regime C+)
in the absence of dominance. Modifiers with small effect do not necessarily go to fixation
if they can invade (regime S−). In contrast, modifiers with large effect become fixed if suffi-
ciently frequent (regime S+). Thus, strong assortment evolves easier if modifiers have large
effect. If dominance is either weak or almost complete, and the population initially mates
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randomly, assortment can evolve if c > s . Hence, dominance has no significant effect on
the initial evolution of assortment starting from randomly mating.
The complexity of the model prohibits further analytical investigations. Thus, we pur-
sued a thorough numerical approach to study arbitrarily strong assortment and competi-
tion, and different modifier effect sizes. We focused on parameter combinations that lead
to disruptive selection under random mating. Hence, an initial increase of assortment
occurred almost in the whole parameter space (cf. Figure 2.3). However, the modifier’s
fixation region depends strongly on its initial frequency, its effect size, and the degree of
dominance.
For small modifiers (Figures 2.2, 2.3, 2.6, 2.7 (a)) complete assortment can evolve only
if competition is moderately strong and dominance is weak (see Figure 2.2 and 2.7 (a)). If
competition is weak, only partial reproductive isolation can evolve because stabilizing sex-
ual selection neutralizes disruptive selection due to competition (regime S−) (cf. Matessi
et al., 2001; Pennings et al., 2008; Otto et al., 2008). For sufficiently strong competition
intermediate phenotypes become advantageous as assortment increases (regime C−) (cf.
Pennings et al., 2008). Noteworthy, the regime C− does not exist in the quadratic model
and was therefore not detect by Matessi et al. (2001). In general, dominance decreases
the parameter range in which assortment can further evolve because the regimes S− or C−
are easier established. Even small degrees of dominance can cause a significantly lower
level of evolutionary stable assortment (see Figure 2.7 (a)). This complements the findings
of Durinx and van Dooren (2008), who claimed that dominance hinders the evolution of
assortment.
Disruptive sexual selection can be established very quickly during the spread of large
modifiers. An initially rare, sufficiently large modifier can “jump over the gap" in which
either the S− or C− regime applies. Thus, in certain parameter regions only sufficiently large
modifiers can become fixed (cf. Figure 2.3 and 2.4). In particular, dominance supports the
evolution of reproductive isolation if modifiers have sufficiently large effect.
The reason is that small degrees of dominance have little effect on the strength of dis-
ruptive sexual selection if assortment is sufficiently strong, but the viability disadvantage
of heterozygotes vanishes as dominance increases (see Figure 2.5). This effect is reversed
for very strong dominance. Hence, intermediate dominance is optimal for the evolution
of assortment in large steps. Moreover, as assortment increases, higher levels of domi-
nance become necessary to compensate heterozygote disadvantage resulting from sexual
selection. Therefore, the optimal degree of dominance increases with increasing modifier
effect. It should be mentioned that assortment cannot decrease by sufficiently large, rare
modifiers in a wide parameter range (hatched area in Figure 2.4).
We also studied fixation times of initially rare modifiers. The evolution of assortment is
very slow if sexual selection is the driving force for fixation (see Figure 2.8 (b)). By no means
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can invasion fitness be used as a proxy for fixation time. Although the initial strength of se-
lection increases with increasing modifier effect, fixation of large modifiers usually takes
longer than fixation of small modifiers (cf. Figures 2.8 (a) and (b)). Furthermore, the fixa-
tion time of large modifiers is minimized for intermediate dominance.
Finally, we briefly studied the occurrence of speciation in our model. Modifiers with
large effect are much more likely to establish strong reproductive isolation, a prerequi-
site for speciation. For such modifiers, our results suggest that intermediate dominance is
most supportive for sympatric speciation. In general, the build-up of strong reproductive
isolation is rather slow. The reason is that selection at the modifier locus is very weak if
heterozygotes at the ecological locus become rare. In a natural population, evolution of
assortment might stop at some intermediate level. Only if sufficiently strong assortment
evolves by a single allele substitution, the occurrence of speciation seems likely.
Our present results combined with those of Peischl and Schneider (2009) allow us to
draw conclusions about the simultaneous evolution of dominance and assortment. Peis-
chl and Schneider (2009) assume the same ecological model, but the level of assortment
is a fixed parameter and the degree of dominance evolves. As shown there, the evolution
of dominance is impeded by small degrees of assortment but supported by intermediate
degrees. In particular, time to fixation is minimized for modifiers inducing complete dom-
inance and intermediate assortment. Peischl and Bürger (2008), Peischl and Schneider
(2009), and our results show that fixation times of dominance modifiers are usually shorter
than those of assortment modifiers. Hence, we conclude that complete dominance is of-
ten the more likely evolutionary outcome. However, mutation rates and mutational step
sizes play decisive roles in the simultaneous evolution of dominance and assortment. We
expect that neither complete dominance, nor complete assortment will evolve unless one
of them evolves very quickly. This coincides with the fact that dominance can support the
evolution of reproductive isolation by large modifiers (which are initially rare), but hinders
the evolution of intermediate levels of assortment in small steps (see Figure 2.7(a)).
Note that our model does not incorporate (direct) costs for choosiness. Although weak
costs for choosiness do not necessarily prohibit the evolution of strong assortative mat-
ing (cf. Kopp and Hermisson, 2008; Pennings et al., 2008; Otto et al., 2008), evolution of
assortative mating will become less likely. This is in accordance with our conclusion that
complete dominance is more likely to evolve than complete assortative mating.
Our study differs from previous work on the evolution of assortment because we explic-
itly studied the effect of dominance and considered the global dynamics. Furthermore, we
studied a large part of the parameter space, including intermediate levels of assortment
and large modifier effects. Hence we detected previously unobserved phenomena. Fur-
thermore, we can draw conclusions on the simultaneous evolution of assortative mating
and dominance.
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Durinx and van Dooren (2008) studied the evolution of dominance or assortative mat-
ing using an adaptive-dynamics approach. They compared the invasion fitness of dom-
inance and assortment modifiers of small effect, and concluded that dominance and as-
sortment are mutually exclusive alternatives where the occurrence of one decreases the
likelihood of the other. Our results yield a more complete picture. Dominance hinders the
evolution of assortment if modifier effects are small, but promotes it if modifier effects are
large. For a detailed discussion of the differences between our approach and the approach
of Durinx and van Dooren (2008) we refer to Peischl and Schneider (2009).
The importance of modifiers of large effect, which may overcome the gap in which ei-
ther the S− or C− regime applies, was also pointed out in a similar study by Pennings et al.
(2008). They explored the evolution of assortative mating in a two-locus two-allele ver-
sion of the Dieckmann and Doebeli (1999) model. Notably, they used a different ecologi-
cal model (Roughgarden, 1972), assumed no dominance, and considered several forms of
competition. In the absence of dominance, their results are similar to ours. For large modi-
fier effects their results rely on individual-based simulations and suggest that complete as-
sortment evolves within reasonable time if mutations at the modifier locus are sufficiently
large and frequent. Our model, however, suggests that the evolution of strong assorta-
tive mating takes very long. Apparently, small population sizes and high mutation rates
strongly facilitate the evolution of complete reproductive isolation (see also Dieckmann
and Doebeli, 1999; Doebeli and Dieckmann, 2005; Waxman and Gavrilets, 2005).
Otto et al. (2008) investigated the evolution of assortment in a more general two-locus
two-allele model, based on a local stability analysis and a quasi-linkage equilibrium (QLE)
approach. They studied different forms of assortment, and assumed no concrete ecolog-
ical model. They found simple conditions for the evolution of assortative mating. In the
absence of costs, higher levels of assortative mating are favored when homozygotes are,
on average, fitter than heterozygotes. However, their derivations often required absence of
dominance or weak selection, and the QLE assumption might be problematic for strong
assortment. Interestingly, they found that dominance can promote the evolution of as-
sortment under directional selection, i.e., assortment can evolve during during a selective
sweep of a partially recessive, beneficial mutation. Moreover, assortative mating evolves
easier without sexual selection, provided viability selection is disruptive (∪-shaped). How-
ever, in models of intraspecific competition, rare heterozygotes can be at a fitness maxi-
mum, which would stop the evolution of assortment in the absence of sexual selection. In
our model, dominance supports the evolution of assortment only under disruptive sexual
selection.
As Matessi et al. (2001), Durinx and van Dooren (2008), Pennings et al. (2008), and
Otto et al. (2008) we assumed that a single diallelic locus determines the trait value. Al-
though the equilibrium structures are largely consistent with those in multi-locus mod-
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els (Doebeli, 1996; Dieckmann and Doebeli, 1999; Bolnick, 2006; Doebeli et al., 2007), in
the latter more than two reproductively isolated species can evolve (Bolnick, 2006; Bürger
et al., 2006). A recent study of a multilocus version of the model of Pennings et al. (2008)
performed by Rettelbach et al. (unpublished) shows that the genetic architecture of the
ecological trait hardly influences the parameter range in which two reproductively iso-
lated species can evolve. Since, in multilocus competition models, disruptive selection
often concentrates all genetic variation at a single locus (Van Doorn and Dieckmann, 2006;
Kopp and Hermisson, 2006), our result should extend to such cases. (Note, however, that
the maintenance of multilocus polymorphism depends highly on genetic constraints, (cf.
Schneider, 2007).)
Recently, de Cara et al. (2008) found that the evolution of assortment requires under-
dominance or epistasis at the fitness level in their study using a multilocus framework.
Hence, intermediate dominance at the trait level might have important consequences in
multilocus models for the evolution of assortment and deserves further attention. Note-
worthy, in de Cara et al. (2008), intermediate degrees of assortment were not evolution-
ary stability, which disagrees with our results and those of Matessi et al. (2001), Pennings
et al. (2008), and Otto et al. (2008). However, the results of Doebeli (1996); Dieckmann and
Doebeli (1999); Bolnick (2006); Doebeli et al. (2007) and Rettelbach et al. (unpublished) on
multilocus models suggest that the disagreement is due to the different assumptions about
selection and not a consequence of the genetic architecture.
All this suggests that our results are robust with respect to variations in the specific
intraspecific-competition model, but highly dependent on the assumptions about assorta-
tive mating. Our results should continue to hold as long as assortative mating induces pos-
itive frequency-dependent selection. Predicting the robustness of our results to changes in
the genetic architecture seems more difficult. We expect our results to hold in multilocus
models as long as intraspecific competition causes negative frequency-dependent selec-
tion.
We showed that dominance and assortment are not necessarily exclusive alternative re-
sponses to disruptive selection. However, unless modifiers have large effects, already quite
low degrees of dominance severely limit the potential for the evolution of female choosi-
ness. Our results suggest that dominance is the more likely evolutionary response to in-
traspecific competition. Furthermore, we emphasized the importance of studying global
dynamics and the limitations of invasion fitness approaches. However, the evolution of as-
sortment or dominance are not the only possible responses to disruptive selection (Ruef-
fler et al., 2006). Other responses include the evolution of sexual dimorphism (Van Dooren
et al., 2004), niche width (Ackermann and Doebeli, 2004), and bet hedging (Leimar, 2005).
The co-evolution of genetic architecture, individual specialization, and assortative mating
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is a fascinating area of research that still harbors many challenges for future studies.
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Appendix
A Invasion and fixation of assortment modifiers
Here, we derive invasion and fixation conditions for modifiers inducing stronger or weaker
assortment. We label the genotypic values and the genotype frequencies according to Ta-
ble 2.1.
Genotype A1A1M1M1
A1A2
M1M1
A2A2
M1M1
A1A1
M1M2
A1A2
M1M2
A1A2
M2M1
A2A2
M1M2
A1A1
M2M2
A1A2
M2M2
A2A2
M2M2
Trait value Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10
Fitness W1 W2 W3 W4 W5 W6 W7 W8 W9 W10
Frequency p1 p2 p3 p4 p5 p6 p7 p8 p9 p10
Table 2.1: Notation for genotypes in Appendix A.
In all cases we assume that fitness is given by (2.8) and that population size is constant
and close to demographic equilibrium. To derive invasion conditions we can neglect mat-
ings between individuals carrying a modifier allele, i.e., O (p i p j ) terms (i , j ∈ {4, . . . , 10}).
Moreover, the genetic composition of the population is adequately described by the vec-
tor (p1, p2, p3, p4, p5, p6, p7)T . It is easily verified that the linearized recursion matrix of the
vector (p4, p5, p6, p7)T is
U =
1
W

W1α1 W5β1r W5β2(1− r ) 0
0 W5β1(1− r ) W5β2r W3γ1
W1α2 W5β3r W5β4(1− r ) 0
0 W5β3(1− r ) W5β4r W3γ2
 , (2.23)
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where
α1 =
1
2
p ∗1(Q
∗
14+Q
∗
41)+
1
4
p ∗2(Q
∗
24+Q
∗
42), (2.24a)
α2 =
1
2
p ∗3(Q
∗
34+Q
∗
43)+
1
4
p ∗2(Q
∗
24+Q
∗
42), (2.24b)
β1 =
1
2
p ∗1(Q
∗
15+Q
∗
51)+
1
4
p ∗2(Q
∗
25+Q
∗
52), (2.24c)
β2 =
1
2
p ∗1(Q
∗
16+Q
∗
61)+
1
4
p ∗2(Q
∗
26+Q
∗
62), (2.24d)
β3 =
1
2
p ∗3(Q
∗
35+Q
∗
53)+
1
4
p ∗2(Q
∗
25+Q
∗
52), (2.24e)
β4 =
1
2
p ∗3(Q
∗
36+Q
∗
63)+
1
4
p ∗2(Q
∗
26+Q
∗
62), (2.24f)
γ1 =
1
2
p ∗1(Q
∗
17+Q
∗
71)+
1
4
p ∗2(Q
∗
27+Q
∗
72), (2.24g)
γ2 =
1
2
p ∗3(Q
∗
37+Q
∗
73)+
1
4
p ∗2(Q
∗
27+Q
∗
72). (2.24h)
An asterisk indicates that genotype frequencies after selection are used. The genotype fre-
quencies of individuals carrying exactly one copy of the modifier in the next generation
are then given by U · (p4, p5, p6, p7)T and the leading eigenvalue of T determines whether a
rare modifier will spread or die out. If the leading eigenvalues is larger than 1 in modulus,
the modifier will spread, otherwise it goes extinct. Similarly, one can determine whether
a sufficiently frequent modifier will rise to fixation or not. Clearly, for a˜ = 0 the modifier
allele is selectively neutral and the leading Eigenvalue λ of U is 1.
For a modifier with small effect, i.e., a˜ −a will be small and the leading eigenvalue of U
can be written as
λ= 1+ a˜φ(a , s , c , d )+O(a˜ 2) . (2.25)
The sign ofφ determines whether a modifier can invade or not. A rare modifier will spread
if and only ifφ > 0.
Note that it follows from (2.25) that a modifier decreasing assortment will invade if and
only ifφ < 0.
A.1 No dominance, small modifier effect
We start by observing that the case of no dominance allows a few simplifications of the
matrix U . Restricting attention to symmetric equilibria, i.e., pˆ1 = pˆ3, is convenient since all
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the equilibria we were able to calculate are symmetric. The matrix U simplifies to
1
W

W1α1 W5β1r W5β1(1− r ) 0
0 W5β1(1− r ) W5β1r W3γ1
W1γ1 W5β1r W5β1(1− r ) 0
0 W5β1(1− r ) W5β1r W3α1
 , (2.26)
since
α1 = γ2, α2 = γ1, β1 =β2 =β3 =β4 (2.27)
holds at a symmetric equilibrium with no dominance. Furthermore, W1 =W3. Then, the
characteristic polynomial of W U is
P(x ) =

x 2−x (α1W1+β1(1−2r )W5)+β1(α1−γ1)W1W5

×x 2−x (α1W1+β1W5)+β1(α1−γ1)W1W5 . (2.28)
As shown in Matessi et al. (2001), the leading eigenvalue of U is the larger of the two solu-
tions of
x 2−x (α1W1+β1W5)+β1(α1−γ1)W1W5 = 0 (2.29)
divided by W . Since U is irreducible, the leading eigenvalue is positive and simple. For
symmetric equilibria, i.e., pˆ1 = pˆ3, it is also shown in Matessi et al. (2001) that the leading
eigenvalue is larger than one if and only if
∆=
W1
W

1− 1
2
(Q∗12−Q∗21)p2

> 1. (2.30)
To derive useful invasion conditions from (2.30) one needs to know the gene frequencies
at equilibrium.
A.1.1 Weak initial assortment
Assume that the wild-type allele is fixed at the modifier locus. If the wild-type allele codes
for random mating, we obtain the following equilibrium
pˆ1 = pˆ3 =
1
4
, pˆ2 =
1
2
. (2.31)
Now, consider a small degree of initial assortment a . If a  1, we obtain the following
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equilibrium
pˆ1 =
1
4
+
a (2−2s +3c )2
8 (2− s +2c )2 +O (a
2),
pˆ2 =
1
2
− a (2−2s +3c )
2
4 (2− s +2c )2 +O (a
2), (2.32)
pˆ3 =
1
4
+
a (2−2s +3c )2
8 (2− s +2c )2 +O (a
2).
Substitution of (2.32) into (2.30) yields
∆= 1+
a −2(c − s )
4
+O (a 2)+O (s 2)+O (a s ). (2.33)
Thus, assuming weak selection and weak assortment, we get the following condition for
invasion
c > s +
a
2
. (2.34)
This result includes the case of random mating for a = 0. An approximation for the leading
eigenvalue can also be calculated directly in this case,
λ= 1+(a˜ −a )2(c − s )−a
16
+O  (a˜ −a )2. (2.35)
In addition, one can infer from (2.35) that a sufficiently frequent modifier with small
effect a˜ goes to fixation in a population in which the wild-type codes for random mating if
and only if c < s a˜ .
A.1.2 Strong initial assortment
We set " = exp(−a ) and assume " ≈ 0, so that terms of order O ("5) can be neglected. Up to
fourth order in ", the equilibrium with the modifier locus fixed for the wild-type allele is
pˆ1 =
1
2
− "4 1+2c − s
1+3c −2s +O ("
5),
pˆ2 = 2"4
1+2c − s
1+3c −2s +O ("
5), (2.36)
pˆ3 =
1
2
− "4 1+2c − s
1+3c −2s +O ("
5).
Then, the criterion (2.30) for invasion is
"4
1+4c −3s
1+3c −2s +O ("
5)> 0, (2.37)
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which is always satisfied since a , c ∈ [0, 1/4].
A.2 No dominance, large modifier effects
A.2.1 Invasion
Assume no dominance and an population fixed for the wild-type allele at the modifier lo-
cus. The wild-type allele codes for random mating. If genotype g carries exactly one copy
of the modifier, we set
pi(g , h) =

1 i f Zg =Zh
k i f |Zg −Zh |= 1
K i f |Zg −Zh |= 2,
(2.38)
where k = exp(−a˜ ) and K = exp(−4a˜ ). The leading eigenvalue of U , i.e, the larger of the
two solutions of (2.29), is
λ= 1+
(1−K )(c − s )
2(3+5K +8k )
+O (s 2). (2.39)
Thus, a modifier increasing assortment can invade a randomly mating population if and
only if c > s . This result holds for any choice of k and K such that 0≤ k , K < 1.
Similarly, in an initially weakly assortatively mating population, the leading eigenvalue
of U is
λ= 1+
(1−K )[2(c − s )−a ]
4(3+5K +8k )
+O (a 2)+O (s 2). (2.40)
Consequently, a modifier increasing assortment can invade a population that mates weakly
assortatively if and only if c > s +a/2. Note, that for the limit, we assumed that a  k , K ,
i.e., that the degree of assortative mating caused by the modifier is large compared to the
initial degree of assortment.
A.2.2 Fixation
We consider a modifier with large effect a˜ , i.e., such that " := exp[−2a˜ ]  1. The wild
type allele at the modifier locus codes for random mating. If the modifier is fixed, the
equilibrium gene frequencies at equilibrium are given by (2.36). The leading eigenvalue of
U at (2.36) is
λ= 1−exp(−4a˜ )1−2s +3c
3−4s +7c +O
 
exp(−6a˜ ) . (2.41)
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Because a , s ∈ [0, 1/4], λ< 1 and the modifier goes to fixation if it is sufficiently frequent.
A.2.3 Complete assortment
Assume that the wild-type allele codes for complete assortment. If genotype g carries ex-
actly one copy of the modifier, we set
pi(g , h) =

1 if Zg =Zh ,
" if |Zg −Zh |= 1 ,
"4 if |Zg −Zh |= 2 ,
(2.42)
where 0< " 1, i.e., the modifier decreases the strength of assortment by a small amount.
Then, the leading eigenvalue of U is given by
λ= 1− "1−2s +3c
3+3s −7c +O ("
8). (2.43)
The fraction in the above expression is always positive because s , c ∈ [0, 1/4]. Thus, a mod-
ifier that slightly decreases assortment can not invade a completely assortatively mating
population.
A.3 Weak dominance, random mating
The above described invasion criterion is only valid in the absence of dominance. The
reason is that the symmetry of the model without dominance is crucial in the derivation of
(2.32). Thus, we have to derive the leading eigenvalue directly as a Taylor Series in (a˜ −a ).
Assume that the population is fixed for the wild-type allele at the modifier locus and that
the wild-txpe codes for random mating.
To calculate the equilibrium with monomorphic modifier locus coding for random
mating, we assume dominance to be sufficiently weak to terms of order O (d 3). We obtain
pˆ1 =
(c + c d + s )2
4 (c + s )2
+O (d 3),
pˆ2 =
1
2
− (c 2d 2)
2(c + s )2
+O (d 3), (2.44)
pˆ3 =
(c − c d + s )2
4 (c + s )2
+O (d 3).
Consider the characteristic polynomial P of U at the equilibrium (2.44). For a˜ = 0, we
know that P(1) = 0. More precisely, 1 is the leading eigenvalue if a˜ = 0. Thus, if a˜ 6= 0, the
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leading eigenvalue of U is of the form
λ= 1+ a˜φ+O (a˜ 2), (2.45)
for some φ that does not depend on a˜ , as a˜ → 0. By neglecting terms of order O (a˜ 2), the
Taylor expansion of P at pˆ leads to
φ =
(1−2 d 2) (c − s )
8
+O (d 3)+O (s 2) . (2.46)
It follows that the strength of selection for assortment modifier decreases under weak dom-
inance. However, the condition for invasion is not affected by a small degree of dominance.
A.4 Strong dominance, random mating
We setδ= (1−d ). By strong dominance we mean that d ≈ 1 such that we can neglect terms
of order (δ2). We derive the equilibrium
pˆ1 =
1
2
+
 
(4−3p2)c +(−2+p2)s
4c
δ+O (δ2),
pˆ2 =
p
2−1+
 
(−7+5p2)c +(3−2p2)s
2c
δ)+O (δ2), (2.47)
pˆ3 =
3
2
−p2+ (3−2
p
2)+ c
 −3+2p2+(−7+5p2)
2 c
δ+O (δ2).
and
φ =
(−161564+114243p2)(c − s )δ
19601−13860p2+(−66922+47321p2)(c − s )δ +O (δ
2) (2.48)
= (3
p
2−4)(c − s )δ+O (δ2)+O (s 2). (2.49)
Since 3
p
2> 4, the result follows immediately.
A.5 Assortment vs. dominance
Peischl and Schneider (2009) calculated the invasion fitness of a modifier that induces an
arbitrary degree of dominance in a randomly mating population. The leading eigenvalue
of the linearized transition matrix for a rare dominance modifier with effect d is given by
λd = 1+d 2
(c − s )
2+(2c − s ) . (2.50)
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For an assortment modifier with effect a˜  1 in an initially randomly mating population
we get from (2.35)
λa˜ = 1+ a˜
c − s
8
+O  a˜ 2. (2.51)
If the modifier effects d and a˜ go to 0, λd and λa˜ behave qualitatively differently. Because
λd = 1+O (d 2) and λa˜ = 1+O (a˜ ), the strength of selection for a dominance modifier de-
creases faster than the strength of selection for an assortment modifier.
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Part II
Migration and Selection
95

Chapter 3
Dominance and the maintenance of
polymorphism in multiallelic
migration-selection models with two
demes1
1With minor changes this chapter is submitted to Theoretical Population Biology as:
Peischl, S., 2010. Dominance and the maintenance of polymorphism in multiallelic migration-selection
models with two demes.
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Abstract
The maintenance of genetic variation in a spatially heterogeneous environment has
been one of the main research themes in theoretical population genetics. Despite consid-
erable progress in understanding the consequences of spatially structured environments
on genetic variation, many problems remain unsolved. One of them concerns the relation-
ship between the number of demes, the degree of dominance, and the maximum number
of alleles that can be maintained by selection in a subdivided population. In this work,
we study the potential of maintaining genetic variation in a two-deme model with deme-
independent degree of intermediate dominance, which includes absence of G×E interac-
tion as a special case. We present a thorough numerical analysis of a two-deme three-allele
model, which allows us to identify dominance and selection patterns that harbor the po-
tential for stable triallelic equilibria. The information gained by this approach is then used
to construct an example in which existence and asymptotic stability of a fully polymorphic
equilibrium can be proved analytically. Noteworthy, in this example the parameter range in
which three alleles can coexist is maximized for intermediate migration rates. Our results
can be interpreted in a specialist-generalist context and (among others) show when two
specialists can coexist with a generalist in two demes if the degree of dominance is deme
independent and intermediate. The dominance relation between the generalist allele and
the specialist alleles play a decisive role. We also discuss linear selection on a quantitative
trait and show that G×E interaction is not necessary for the maintenance of more than two
alleles in two demes.
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3.1 Introduction
The role of environmental heterogeneity and population subdivision as a factor maintain-
ing genetic variation has been the topic of numerous studies in the past (e.g., Levene, 1953;
Felsenstein, 1976; Karlin, 1982). Spatially varying selection has been considered as a likely
explanation of high levels of genetic variation. In fact, classical population genetics the-
ory shows that a spatially heterogeneous environment can maintain more variation than
a homogeneous environment (Levene, 1953; Felsenstein, 1976; Karlin, 1982; Nagylaki and
Lou, 2001). In particular, protected polymorphism is possible in the absence of overdom-
inance, which is not the case in panmictic models. Therefore, and because intermediate
dominance is the most commonly observed form of dominance, we restrict attention to
intermediate dominance.
Analytical results in discrete space migration-selection models mainly concern condi-
tions for protected polymorphism (Prout, 1968; Christiansen and Feldman, 1975; Karlin,
1982; Nagylaki, 1992), and the equilibrium and stability structure of models with no or in-
termediate dominance (Nagylaki and Lou, 2001; Karlin and Campbell, 1980; Eyland, 1971;
Nagylaki and Lou, 2007; Nagylaki, 2009). Considerable progress has been made in under-
standing the interaction of migration and selection in a number of scenarios. Especially
the cases of strong and weak migration are well understood (Karlin and McGregor, 1972;
Nagylaki and Lou, 2001, 2007). For a review of single-locus migration-selection models we
refer to Nagylaki and Lou (2008). Recently, some of these results have been extended to
multilocus models (Bürger, 2009a,b). However, even in simple cases many important open
questions and unsolved problems remain. For instance, the relation between the number
of demes, the degree of dominance, and the number of alleles that can be maintained at a
single locus is not well understood.
In discrete-space migration-selection models with no dominance, the number of demes
is a generic upper bound for the number of alleles present at equilibrium (Nagylaki and
Lou, 2001). Nagylaki (2009) focused on the maintenance of polymorphism in migration-
selection models with intermediate dominance. In particular, he investigated to which
extent the results for no dominance can be generalized to intermediate dominance. He
showed that in the Levene model, in which individuals disperse independently of their
deme of origin, the dynamics under deme-independent degree of intermediate dominance
(DIDID) is, generically, qualitatively equivalent to that under no dominance. This general-
ization however fails if other modes of migration are assumed.
If migration is weak relative to selection, local fitnesses determine which alleles will
be maintained. Then, only alleles that appear in the fittest genotype in at least one deme
are maintained. Thus, if dominance is intermediate and migration is weak, the number
of demes is an upper limit for the number of alleles that can be maintained, provided
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in each deme a single genotype has highest fitness. For strong migration one can prove
the existence of globally asymptotically stable equilibria with an arbitrary number of al-
leles segregating if there are at least two demes (Nagylaki and Lou, 2007). If migration is
strong relative to selection, the average fitnesses (weighted properly according to the mi-
gration pattern) determine which alleles are maintained. For instance, if locally beneficial
alleles are dominant, polymorphism can be maintained because of average heterozygous
advantage. However, construction of such examples (Nagylaki, 2009, Sect. 4.3) requires
deme-dependent dominance, i.e., some form of genotype-environment (G×E) interaction.
A deme-independent degree of intermediate dominance includes the case of no G×E in-
teraction as an important special case.
With DIDID, the weak- and strong-migration limits fail to capture the full spectrum of
possible evolutionary outcomes. In particular, the strong-migration limit always yields fix-
ation of a single allele. Nagylaki (2009) suggested to explore analytically the maintenance of
three alleles under DIDID in two demes. Numerical work by Danninger and Bürger (per-
sonal communication) shows that unstable and locally or globally asymptotically stable
triallelic polymorphisms can occur in such models.
In this work, we focus on the potential of maintaining multiallelic polymorphism in a
two-deme model with arbitrary migration if there is DIDID. However desirable a complete
analytical study of this model would be, its complexity prohibits such an analysis. Thus,
we pursue a combined approach and perform a thorough numerical analysis as well as
analytical investigations. The numerical approach is used to identify the parameter re-
gions in which stable triallelic equilibria exist. It is a challenging task to study the effects
of selection, dominance, and migration parameters because of the rather large number of
parameters in our model. However, in a symmetric special case we are able to calculate
the internal equilibrium and derive necessary and sufficient conditions for its existence.
In addition, a bifurcation analysis is performed and it is shown that the internal equilib-
rium exchanges stability with a monomorphic or dimorphic equilibrium when it enters
the state space. It is shown that these results continue to hold under small perturbations
of the symmetry assumptions.
In Section 3.2 we present the model. Section 3.3 briefly reviews some results on the
maintenance of polymorphism in migration-selection models that will guide our intuitive
explanations. The number of alleles that can be maintained under DIDID is investigated
numerically in Section 3.4. In Section 3.5 we restrict attention to three alleles and divergent
selection such that the fittest allele in one deme is the least fit in the other. This selection
scheme includes linear divergent selection without allele-environment interaction as an
important special case. There, we identify dominance patterns that enable maintenance
of all three alleles and investigate the effect of the various parameters on the existence of
internal equilibria. In Section 3.6, we present an analytical bifurcation analysis of a special
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case in which three alleles are maintained at an asymptotically stable internal equilibrium.
Finally, in Section 3.7 we briefly study linear divergent selection in the absence of G×E
interaction. There, we show that that G×E interaction is not necessary for the maintenance
of more than two alleles in two demes.
3.2 The model
We consider a randomly mating population with discrete, nonoverlapping generations, in
which the two sexes need not be distinguished. The population is subdivided into two pan-
mictic colonies (demes) that exchange adult migrants independently of genotype. In each
of the demes, selection acts through differential viabilities, which are time and frequency
independent. Mutation and random genetic drift are ignored.
We consider J alleles at a single locus. Let p i ,k = p i ,k (t ) denote the frequency of allele i
in deme k at time t . Fitness of an individual in deme k with genotype A i A j is given by w i j ,k .
Following the standard recursion relations, allele frequencies after selection are given by
p ∗i ,k = p i ,k
Wi ,k
W¯k
, (3.1)
where Wi ,k =
∑
j w i j ,k p j ,k is the marginal fitness of allele i in deme k and W¯k =
∑
i Wi ,k p i ,k
is the mean fitness in deme k . The state space of this model is SJ ×SJ , where SJ = {x ∈
RJ :
∑J
i=1 x i = 1} denotes the J -dimensional simplex.
After selection, migration occurs. The backward migration matrix is given by
M =
 
m11 m12
m21 m22
!
, (3.2)
where mk l is the probability that an adult individual in deme k migrated from deme l .
We assume soft selection, i.e., population size is regulated within each deme. Thus, M is
constant (Nagylaki, 1992). After migration, allele frequencies in the next generation are
given by
p ′i ,k =
∑
l
mk l p
∗
i ,l . (3.3)
Since mk 1+mk 2 = 1, we set
M =
 
1−m1 m1
m2 1−m2
!
. (3.4)
Unless otherwise stated, we exclude the case m1 = m2 = 12 , which corresponds to a spe-
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cial case of the Levene model, and assume 0 < m1, m2 <
1
2
. In the Levene model with
deme-independent intermediate dominance, the dynamics are qualitatively equivalent to
the case of no dominance, i.e., no stable three-allele polymorphism is possible (Nagylaki,
2009).
From Section 3.4 on we assume DIDID (Nagylaki, 2009), i.e., dominance relations are
the same in every deme. Thus, fitnesses can be written as
w i j ,k =w i i ,k d i j +w j j ,k (1−d i j ), (3.5)
where d i j ∈ [0, 1], d i i = 12 , 1 ≤ i , j ≤ J , and k ∈ {1, 2}. We abbreviate this assumption by
DIDID (deme-independent degree of intermediate dominance).
For a more detailed presentation of the general migration-selection model we refer to
Nagylaki (1992) and references therein.
3.3 Maintenance of polymorphism
3.3.1 Local stability of monomorphic equilibria
Since we ignore mutation, monomorphic equilibria exist always in this model. Local sta-
bility of at least one of the monomorphic states means that all genetic variation can be
lost. Instability of all monomorphic states on the other hand implies that a least two alleles
persist in the population (unless there are heteroclinic cycles, a possibility that has not yet
been excluded).
We denote the equilibrium at which only allele A i is present by pˆ (i ). At fixation of allele
i , only fitnesses of heterozygous individuals carrying exactly one A i allele are required to
determine local stability. Because we assume soft selection, we can rescale fitnesses in
each deme without loss of generality. To obtain a simple condition for local stability of pˆ i
(i arbitrary but fixed), we rescale fitnesses such that
A i A i A i A j
deme 1 1−α(i )j 1
deme 2 1−β (i )j 1
(3.6)
where 1≤ j ≤ J , j 6= i , and α(i )j ,β (i )j ≤ 1.
The following result can be derived straightforwardly and is well known for two alleles
(e.g., Nagylaki 1992 and references therein). The equilibrium pˆ (i ) is unstable if and only if
α(i )j > 0 and β
(i )
j > 0 or sign(α
(i )
j ) 6= sign(β (i )j ) and m1
α(i )j
+
m2
β (i )j
< 1 (3.7)
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holds for at least one j 6= i .
If sign(α(i )j ) 6= sign(β (i )j ), it follows immediately from (3.7) that pˆ (i ) is unstable if α(i )j >m1
or β (i )j > m2. For sufficiently weak migration, all monomorphic equilibria are unstable
if sign(α(i )j ) 6= sign(β (i )j ). Obviously, sign(α(i )j ) 6= sign(β (i )j ) is not a sufficient condition for
instability of all monomorphic equilibria if migration is strong. The example in Section 3.6
illustrates this.
Since in general boundary equilibria cannot be derived analytically, we are not able to
derive useful protection conditions for more than two alleles. Additional assumptions are
necessary to investigate the maintenance of polymorphism explicitly.
3.3.2 Polymorphic equilibria
Theorem 2.4 in Nagylaki and Lou (2001) states that if there is no dominance, the number
of demes is a generic upper bound for the number of alleles present at equilibrium. By
generic we mean that the statement holds for a dense open set of full measure. By a simple
modification of the proof this result can be extended to multiplicative fitnesses (Nagylaki
and Lou, 2007). By Remark 4.4 in Nagylaki and Lou (2007) it extends to the case of interme-
diate dominance if migration is sufficiently weak. However, Remark 4.15 in Nagylaki and
Lou (2007) demonstrates that the theorem does not extend to sufficiently strong migra-
tion. In conclusion, we cannot expect polymorphism involving more alleles than there are
demes if there is either no dominance, multiplicative fitnesses, or intermediate dominance
and weak migration.
In Nagylaki and Lou (2007) the weak-migration limit and strong-migration limit were
derived and applied to different examples. Their results can be used to find out how much
genetic variation can be maintained under such conditions.
3.3.2.1 Weak migration
As already mentioned, under weak selection and with intermediate dominance, the num-
ber of demes is an upper limit for the number of alleles present at equilibrium. In the
following, we discuss this result in more detail. We assume intermediate dominance and
no migration, and that in each deme one allele is the fittest, i.e., it has highest homozygous
fitness. In the absence of migration, in each deme the fittest allele is fixed and the corre-
sponding equilibrium is globally asymptotically stable (e.g., Nagylaki, 1992; Bürger, 2000).
If in the absence of migration all equilibria are hyperbolic, the weak-migration limit can be
applied and yields the following result: A globally asymptotically stable equilibrium with
exactly the same alleles present exists if migration is sufficiently weak. This equilibrium is
also globally asymptotically stable and close to the equilibrium of the model without mi-
gration (Karlin and McGregor, 1972; Nagylaki and Lou, 2007). Since in each deme a single
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allele is fixed in the absence of migration, the number of demes is an upper bound for the
number of alleles present at equilibrium if migration is sufficiently weak.
3.3.2.2 Strong migration
To apply the strong-migration limit, selection has to be sufficiently weak relative to mi-
gration. Then, we expect rapid reductions to small quantities of the gene-frequency dif-
ferences among demes. Evolution will be almost panmictic for suitably averaged gene fre-
quencies. For details we refer to Nagylaki and Lou (2007). In the limiting panmictic system,
fitnesses are obtained by averaging over demes. In Remark 4.15 of Nagylaki and Lou (2007)
an example of a two-deme system is constructed in which all trajectories converge to an
internal equilibrium with arbitrarily many alleles present at positive frequency. However,
this construction is not possible if DIDID is assumed. It can easily be seen that dominance
is intermediate in the strong-migration limit if dominance is intermediate and deme in-
dependent in the original system. In fact, in the limiting system, there exists a globally
asymptotically stable monomorphic equilibrium.
If we assume intermediate dominance and weak migration, the degree of dominance
has no influence on the maintenance of genetic variation. For a fixed set of fitnesses,
the same alleles are maintained under every dominance pattern. If migration is strong,
no dominance and DIDID yield global fixation of the same allele. In contrast, a deme-
dependent degree of intermediate dominance can yield maintenance of an arbitrary num-
ber of alleles. Although these results seem to suggest that the number of demes is an upper
bound for the number of alleles that can be maintained under DIDID, recent numerical
work by Danninger and Bürger (personal communication) shows that asymptotically sta-
ble triallelic equilibria exist in a two-deme model with a deme-independent degree of com-
plete dominance. In the next section we numerically investigate the existence of asymp-
totically stable equilibria with up to four alleles under DIDID.
3.4 Numerical results for multiple alleles
Arbitrarily many alleles can be maintained in two demes if there is dominance. How-
ever, the known examples require that dominance relations are different in the two demes,
which means that there is some form of G×E interaction. In contrast, in the absence of
dominance at most two alleles can be maintained in two demes. Nagylaki (2009) suggested
to investigate the maintenance of more than two alleles in two demes under DIDID. Here,
we extend the results by Danninger and Bürger (personal communication) and explore
when maintenance of more than two alleles in two demes is possible under DIDID.
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We set J = 4 and numerically iterated the system (3.1) and (3.3) with randomly chosen
fitness values until equilibration. In addition, we performed a set of iterations with J = 5.
However, no internal equilibria were detected if J = 5. Therefore, we only show results for
J = 4. We assumed symmetric migration and chose m =m1 =m2 = 0.05, 0.1, ...., 0.5, and for
each value of m we randomly picked 105 fitness sets satisfying DIDID. More precisely, fit-
ness values of homozygotes and dominance coefficients were drawn independently from
a uniform distribution on [0, 1]. These fitness sets include sets in which one allele is the
fittest in both demes. In such a scenario, the fittest allele always becomes fixed. Thus, we
performed a second set of iterations in which such fitness combinations were excluded.
We call the first set the ‘random fitness set’ and the second set the ‘divergent selection set’.
For each parameter set we randomly picked 10 initial conditions such that the minimum
Euclidean distance between any two initial conditions is 0.25, and that each allele is ini-
tially present at positive frequency. We stopped the iteration if the distance between the
allele frequency vectors of two consecutive generations was less than 10−10. We call this
equilibration. If equilibration did not occur after 106 generations, we terminated the run
and called it a slow run. At equilibrium we recorded the allele frequencies and the number
of alleles present at equilibrium. We decided that an allele is present in the population if
its frequency is larger than 10−4 in each deme. Noteworthy, no slow runs or complicated
behavior such as limit cycles or chaotic behavior were detected. We call an equilibrium
asymptotically stable if at least one trajectory converged to it, and globally asymptotically
stable if all 10 trajectories converged to it.
In Figure 3.1 the results of these iterations are summarized. Surprisingly, asymptotically
stable internal equilibria were found. At such equilibria all four alleles are maintained at
positive frequency.
From the obtained data we can identify the selection scheme that harbors the highest
potential for polymorphism. Let n denote the number of alleles present at equilibrium. If
n = 2, in each deme one of the homozygotes was the fittest genotype. If n = 3, in 92% of
all cases the fittest allele in one deme was the least fit in the other deme. If n = 4, in about
85% the fittest allele in one deme was the least fit in the other.
3.5 Three alleles and DIDID
Consider three alleles, denoted by A1, A2, and A3. We assume opposite directional selection
in each deme such that the fittest allele in one deme is the least fit in the other. Thus we
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Figure 3.1: Proportions of runs that lead to maintenance of n alleles, where n = 1, ..., 4. In (a) the
results for the random fitness set is shown and in (b) for the divergent selection set. The vertical
line shows the maximum migration rate for which a polymorphic equilibrium is more likely than a
monomorphic one. It is at m ≈ 0.125 in (a) and at m ≈ 0.25 in (b).
assign homozygous fitnesses according to the following table
A1A1 A2A2 A3A3
deme 1 1+b1 1 1−a 1
deme 2 1−a 2 1 1+b2.
(3.8)
We posit 1 ≥ a 1, a 2 > 0, and b1,b2 > 0. Since A2A2 homozygotes are nowhere the fittest
or the least fit individuals, we call A2 the intermediate allele. Furthermore, for the same
reasons, we sometimes refer to A2A2 individuals as generalists, and to A1A1 and A3A3 in-
dividuals as specialists. Heterozygotes carrying exactly one copy of each specialist allele,
i.e., A1A3 individuals, are sometimes referred to as specialist hybrids. For a given set of
dominance parameters (d 12, d 13, d 23), the fitnesses of heterozygotes are given by (3.5).
3.5.1 Numerical approach
Using the selection pattern (3.8) for homozygotes and assuming DIDID, we performed nu-
merical iterations of the system (3.1) and (3.3) with randomly chosen coefficients a 1, a 2 ∈
[0, 1], b1,b2 ∈ [0,∞), randomly chosen dominance parameters d 12, d 13, d 23 ∈ [0, 1], and ran-
domly chosen migration rates m1, m2 ∈ [0, 12 ]. In particular, for the selection coefficients
we picked two uniformly distributed random vectors x , y ∈ [0, 1]×[0, 1]×[0, 1] and normal-
ized them by dividing each entry by the entry with the intermediate value. We denote the
normalized versions of x and y by x˜ and y˜ . Then we set a 1 = 1−min(x˜ ), b1 =max(x˜ )−1 and
a 2 = 1−min(y˜ ), b2 =max(y˜ )−1. For each set of parameters (d 12, d 13, d 23, a 1, a 2,b1,b2, m1, m2),
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we randomly picked ten initial conditions as described above. Each of the ten initial condi-
tions was iterated until equilibration and the equilibrium allele frequencies were recorded.
In total, we performed 10 runs for each of the 105 randomly chosen parameter sets. Fig-
ure 3.2 (a) shows the relative frequency of the different types of equilibria. Neither cycling,
other complex behavior, nor slow runs were detected in our numerical analysis.
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Figure 3.2: (a) Relative frequency of the different types of equilibria under the fitness scheme (3.8).
The bars are labeled according to the alleles present at equilibrium. (b) Conditional frequency of
parameter combinations that yield an asymptotically stable internal equilibrium as a function of δ,
the average amount of dominance (3.9). Frequencies are conditioned on δ being in the indicated
decimal interval to avoid bias resulting from the nonuniform distribution of δ.
3.5.2 Dominance patterns
First, we consider the role of dominance in maintaining polymorphism and introduce
δ=
r
(d 12−0.5)2+(d 13−0.5)2+(d 23−0.5)2
0.75
(3.9)
as a measure for its average amount. In the absence of dominance, δ = 0 and if domi-
nance is always complete, δ = 1. We note that δ is not uniformly distributed if the d i j are
uniformly distributed. Figure 3.2 (b) shows the fraction of runs that converged to an inter-
nal equilibrium as a function of δ. Apparently, dominance patterns with large δ are much
more likely to yield an internal equilibrium than dominance patterns with lower δ. Thus,
dominance patterns with high degrees of dominance seem to be most prone to stable co-
existence of all three alleles.
Figure 3.3 (a) shows the relative frequencies of dominance parameters among param-
eter combinations that yield an asymptotically stable internal equilibrium. Recall that A i
is dominant over A j if d i j > 0.5. If d i j = 0.5, A i and A j interact additively. Apparently,
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Figure 3.3: Distribution of dominance parameters. Figure (a) shows the relative frequency of single
dominance parameters d i j among all parameter combinations that yield an asymptotically stable
internal equilibrium. Figures (b) - (d) show the relative frequency of pairwise combinations of dom-
inance parameters among all parameter combinations that yield an asymptotically stable internal
equilibrium. In all cases, histograms are shown with class width 0.1 starting at 0.
partial or complete recessivity of A2 is favorable for the existence of stable triallelic poly-
morphism. In contrast, the degree of dominance between A1 and A3 seems to have very
little effect on the likelihood of an asymptotically stable internal equilibrium. However, to
identify dominance patterns prone to polymorphism, we have to consider the relative fre-
quencies of combinations of dominance parameters. Figure 3.3 (b), (c) and (d) show the
relative frequencies of pairwise combinations of dominance parameters among all param-
eter combinations that yield an asymptotically stable internal equilibrium. One can infer
from Figure 3.3 (b) that partial recessivity of A2 (d 12 >
1
2
or d 23 <
1
2
) appears to be necessary
for the existence of an asymptotically stable internal equilibrium. If A2 is (partial) domi-
nant over both A1 and A3, no stable internal equilibrium was detected. Figure 3.3 (c) and
(d) are less informative.
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Figure 3.4: Dominance patterns. The lines connecting the alleles represent the dominance rela-
tions. A line without arrows indicates an arbitrary degree of dominance, an arrow indicates (partial)
dominance of the allele at the base. The dominance series and the dominance chain also include
the cases in which the direction of all arrows is reversed. Each scenario comprises one fourth of the
parameter space.
To distinguish between different dominance patterns, we use the classification pro-
vided in Table 3.1 (cf. Nagylaki, 2009). In Figure 3.4, graphical representations of the dom-
inance patterns are given for illustration. The relative frequencies of the different domi-
nance patterns among all parameter combinations that yield an asymptotically stable in-
ternal equilibrium are also given in Table 3.1. Three of the four dominance pattern allow
maintenance of all three alleles, namely recessive generalist, dominance chain, and dom-
inance series. In addition, the fraction of globally asymptotically stable equilibria is given
for the different scenarios. Noteworthy, asymptotically stable internal equilibria almost
always are globally asymptotically stable.
We note that the given classification of dominance patterns is (almost) a partitioning of
the set of all dominance parameter vectors (d 12, d 13, d 23). By almost we mean that we did
not include the set for which at least one dominance parameter equals 1
2
, except if the in-
termediate allele is always recessive or dominant. However, the excluded set has measure
zero and the classification is a partitioning of all observed dominance parameter vectors.
Furthermore, each pattern in Table 3.1 represents one quarter of the space of all domi-
nance patterns. We note that the scenarios recessive generalist and dominant generalist
could also be considered as a dominance series. However, it appears to be convenient to
study them separately in this context.
The dominance chain, in which every allele is (partially) dominant over exactly one
other allele, applies in 48% of all observed cases of stable internal equilibria. This suggests
that this scenario harbors the highest potential for coexistence of three alleles. The second
scenario, with the intermediate allele (partially) recessive, applies in about 40% of all de-
tected stable internal equilibria. In contrast, if the intermediate allele is always (partially)
dominant, no stable triallelic equilibria were detected. The third scenario, the dominance
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series, applies in the remaining 12% of parameter combinations for which all three alleles
were maintained at an asymptotically stable equilibrium.
3.5.3 Selection coefficients
Here, we study the distribution of selection coefficients among parameter combinations
that yield an asymptotically stable internal equilibrium and try to identify necessary con-
ditions for the existence of an asymptotically stable internal equilibrium. Figure 3.5 shows
the relative frequencies of the selection coefficients a 1 and b1 among parameter combi-
nations that yield an asymptotically stable internal equilibrium. The distributions of the
selection coefficients that yield an asymptotically stable internal equilibrium are biased
towards high values of a 1 and a 2, and towards low values of b1 and b2. This suggests that,
in order to get an asymptotically stable fully polymorphic equilibrium, it is favorable that
the fitness of A2A2 homozygotes is closer to the least fit genotype than to the most fit in
each deme, i.e., a 1 > b1 and a 2 > b2. However, a 1 > b1 and a 2 > b2 is not a necessary con-
dition for the existence of an asymptotically stable internal equilibrium. In fact, in a few
cases an asymptotically stable internal equilibrium exists if a 1 < b1 and a 2 < b2 (data not
shown). Another interpretation of Figure 3.5 is that a 1 > b2 and a 2 > b1 is favorable for the
existence of an asymptotically stable internal equilibrium. Again, a 1 > b2 and a 2 > b1 is
not necessarily satisfied at an asymptotically stable internal equilibrium. In the following
we elaborate both interpretations in more detail.
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Figure 3.5: Relative frequency of selection coefficients among parameter combinations that yield
an asymptotically stable internal equilibrium. The corresponding plot for a 2 and b2 is very similar
and not shown.
In the case of no dominance between A1 and A3, a i > b i is equivalent to w13,i < w22,i ,
i.e., generalists perform better than specialist hybrids. For arbitrary d 13, generalists have a
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higher fitness than specialist hybrids in deme 1 if and only if
b2
a 2+b2
< d 13, (3.10)
and in deme 2 if and only if
a 1
a 1+b1
> d 13. (3.11)
It turns out that at least one of (3.10) or (3.11) holds in all observed cases of an asymptot-
ically stable internal equilibrium (data not shown). Apparently, a necessary condition for
the existence of an asymptotically stable triallelic equilibrium is that generalists have to be
fitter than specialist hybrids in at least one deme. We note that if A1 is completely dominant
over A3 (or vice versa), (3.10) ((3.11), respectively) holds in every selection scheme.
Next, we introduce the average fitness of genotypes over demes,
w¯ i j :=
∑
k
ck w i j ,k , (3.12)
where
c1 =
m2
m1+m2
and c2 = 1− c1 (3.13)
are the entries of the left eigenvector of M associated to the eigenvalue 1. If migration is
symmetric, c1 = c2 = 12 and w¯22 >max(w¯11, w¯33) is equivalent to a 1 > b2 and a 2 > b1. We
know from Section 3.3 that for sufficiently weak migration A2 will always get lost if selec-
tion is given by (3.8). If migration is strong relative to selection, A2 will get fixed if and
only if w¯22 > max(w¯11, w¯33). Intuitively, one would expect that A2 can not be maintained
if w¯22 <min(w¯11, w¯33). This turns out to be wrong. In fact, an asymptotically stable inter-
nal equilibrium can exist even if the generalist genotype is on average the least fit (data
not shown). In Section 3.5.5 we will investigate this phenomenon in more detail. How-
ever, the majority of observed stable internal equilibria satisfied w¯22 > min(w¯11, w¯33). In
particular, if the intermediate allele is recessive, w¯22 > min(w¯11, w¯33) was always satisfied
at an asymptotically stable internal equilibrium. Thus, w¯22 >min(w¯11, w¯33) appears to be
a necessary condition for the existence of an asymptotically stable internal equilibrium if
the intermediate allele is recessive.
3.5.4 Migration rates
The distribution of migration rates among parameter combinations that yield an asymp-
totically stable internal equilibrium does not provide much information on the effect of
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gene flow on the maintenance of polymorphism. If we restrict attention to symmetric mi-
gration, i.e., m1 = m2, and consider different dominance patterns separately, useful in-
formation can be extracted. If migration is symmetric, a small migration rate seems to
increase the likelihood of an asymptotically stable internal equilibrium in the dominance
chain (gray bars in Figure 3.6). We will investigate this in more detail in Section 3.5.5. In
contrast, if the intermediate allele is recessive, migration rates yielding full polymorphism
tend to be intermediate rather than small (black bars in Figure 3.6). We will discuss the
existence of stable internal equilibria if the intermediate allele is recessive in more detail in
Sections 3.5.6 and 3.6. Noteworthy, under the condition w¯22 <min(w¯11, w¯33) cases of sta-
ble triallelic equilibria exist. In all of these observed cases the dominance chain applies. In
every other scenario, the average fitness of A2A2 homozygotes was higher than the average
fitness of one (or both) of the specialists. This suggests that the dominance chain can lead
to maintenance of polymorphism for a wide range of selection parameters.
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Figure 3.6: Relative frequency of the migration rate m =m1 =m2 among parameter combinations
that yield an asymptotically stable internal equilibrium.
3.5.5 The symmetric dominance chain
Here we consider a special case of the dominance chain. We introduce the single (scalar)
dominance parameter d and set d 12 = d 23 = 1− d 13 = d . Then, d = 0.5 yields no domi-
nance, whereas d = 1 and d = 0 yield a complete dominance chain. In addition, we as-
sume m1 =m2 =m . We performed numerical iterations of this system for various values
of d (see Figure 3.7 (a)) and all other parameters chosen randomly as described in Section
3.5.1. Because of the symmetry of this particular dominance chain we restrict attention to
d ∈ [0, 1
2
].
Figure 3.7 (a) shows the fraction of the parameter space for which an asymptotically
stable internal equilibrium exists as a function of m for various values of d . It gives inter-
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esting insights into the interaction of dominance and gene flow. In general, the fraction
of the runs that converge to a fully polymorphic equilibrium decreases with increasing d
or increasing m . In addition, for d ≈ 0 and m small, a surprisingly large fraction of runs
converged to a completely polymorphic equilibrium. This fraction decreases very quickly
as d increases. Apparently, the dominance chain harbors a very high potential for poly-
morphism if dominance is complete or nearly complete. The reason seems to be that each
allele appears in a genotype that has high fitness in at least one deme if dominance is very
high. For instance, if d = 0 only three different phenotypes are present and each allele
appears in a genotype that is the fittest in one deme. If migration is sufficiently weak, all
alleles will be maintained because each allele will spread in at least one deme if it is rare.
This explains the large fraction of runs that converged to a fully polymorphic equilibrium
in the case of a complete dominance chain. If migration rates are small and each allele
is completely dominant over exactly one other allele, apparently a wide range of selection
coefficients can lead to stable coexistence of all three alleles. In fact, if d = 0 and migra-
tion rates are small, in about 75% of all parameter combinations an asymptotically stable
internal equilibrium exists (see Figure 3.7 (a)).
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Figure 3.7: Fraction of parameter space in which an asymptotically stable internal equilibrium
exists for various values of d and m . In (a) the dominance chain is shown and in (b) the recessive
generalist scenario.
Among the runs that converged to an asymptotically stable internal equilibrium, w¯22 <
min(w¯11, w¯33) holds in a surprisingly large fraction of runs. However, with increasing d this
fraction gets smaller and if d > 0.05, the average fitness of A2A2 homozygotes was always
higher then than the average fitness of at least one of the specialist homozygotes (data not
shown).
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3.5.6 A recessive generalist
Analogously to the dominance chain, we assume symmetric migration and introduce the
single dominance parameter d . The following choice for d appears to be convenient while
capturing all essential properties of the scenario: 1−d 12 = d 23 = d . In addition, we assume
d 13 = 12 . Using this dominance pattern, we iterated (3.1) and (3.3) for randomly chosen
parameters. The parameters were drawn as described in Section 3.5.1. First, we note that
no stable triallelic polymorphism was found if A2 is (partially) recessive, i.e., if d ≥ 12 . Thus,
we restrict attention to d ∈ [0, 1
2
]. Not surprisingly, the fraction of parameter combinations
which lead to an asymptotically stable internal equilibrium increases with decreasing d ,
i.e., if A2 becomes more recessive (see Figure 3.7 (b)).
Figure 3.7 (b) also shows that intermediate migration rates are always more favorable
for the coexistence of three alleles then small or large migration rates. If gene flow is low,
we expect the maintenance of two specialist alleles. For strong gene flow, the strong mi-
gration limit suggests the fixation of a single allele. If the intermediate allele is recessive,
intermediate migration rates seem to be favorable for the existence of stable internal equi-
libria because generalist homozygotes are sufficiently well adapted to both niches, i.e.,
w¯22 > min(w¯11, w¯33), and specialist hybrids are less fit than generalist homozygotes in at
least one deme, i.e., w13,i <w22,i for at least one i ∈ {1, 2}.
To investigate this in more detail, we study a model of a recessive generalist that is
amenable to explicit mathematical analysis.
3.6 An analytically tractable model
We assume DIDID and that selection is given by (3.8). We posit absence of dominance
between A1 and A3, i.e., d 13 = 12 . In this model we can show that there exists an open set of
parameter values such that a asymptotically stable internal equilibrium exists. Aˆdenotes
an equilibrium value. We call an equilibrium symmetric if pˆ1,1 = pˆ3,2 and pˆ3,1 = pˆ1,2.
3.6.1 A symmetric special case
Since the complexity of the model prohibits the direct derivation of analytical results, we
first restrict attention to a special case with a large degree of symmetry. We then show that
the results about the existence and stability of the polymorphic equilibrium are also valid
if the symmetry assumptions are relaxed.
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We consider the selection scheme
A1A1 A2A2 A3A3
deme 1 1+b 1 1−a
deme 2 1−a 1 1+b ,
(3.14)
where 1 ≥ a > 0, b > 0, and assume that migration rates are equal, i.e., m =m1 =m2. We
set d 12 = 1−d 23 = d . Note, that a > b is equivalent to w¯22 >max(w¯11, w¯33). Thus, averaged
over demes, A2A2 is either the fittest (a > b ) or the least fit (a < b ) genotype. In addition,
a >b implies that in each deme A2A2 homozygotes are fitter than specialist hybrids.
Under these assumptions we are able to calculate a completely polymorphic equilib-
rium and the conditions for its existence. In addition it is shown that the polymorphic
equilibrium exchanges its stability with a monomorphic or a dimorphic equilibrium when
it enters the state space.
Before we start with a description of the equilibria, let us define two quantities that will
be essential for the bifurcation analysis:
µ1 :=
ab
2(a −b +ab ) , (3.15)
µ2 :=
ab (1−d )
2ab (1−d )+a −b . (3.16)
The following Lemma can be derived straightforwardly.
Lemma 3.6.1. The bifurcation points µ1 and µ2 have the following properties:
(i) µ1,µ2 ∈ 0, 12 if and only if a >b .
(ii) µ1 >
1
2
if and only if b
1+b < a <b and
µ2 >
1
2
if and only if b
1+2b (1−d ) < a <b .
(iii) µ1 < 0 if and only if a <
b
1+b and
µ2 < 0 if and only if a <
b
1+2b (1−d ) .
(iv) If a >b , µ1 <µ2 holds if and only if d <
1
2
.
The proofs of the theorems are given in the appendix.
3.6.1.1 Monomorphic equilibria
Theorem 3.6.2. The monomorphic equilibria pˆ (1) and pˆ (3) are always unstable. If d ∈ (0, 1),
the equilibrium pˆ (2) is asymptotically stable if a > b and m > µ2. It is unstable if a < b or
m <µ2. If a =b , then pˆ (2) is unstable if d < 1.
3.6. AN ANALYTICALLY TRACTABLEMODEL 117
Therefore, if 0< d < 1 and m is sufficiently small (m <µ2), all monomorphic equilibria
are unstable and at least some genetic variation will be maintained if there are no hetero-
clinic cycles. In particular, even if a > b , so that the average fitness of A2A2 individuals is
highest, A2 can become fixed only if the migration rate is sufficiently high (m >µ2).
3.6.1.2 Dimorphic equilibria
Now we study the boundary faces, where two alleles are present, i.e., p i ,1+ p j ,1 = 1, p i ,2+
p j ,2 = 1, (i , j )∈ {(1, 2), (2, 3), (1, 3)}. We denote the boundary face at which only alleles A i and
A j are present by Bi j . Since we do not permit mutation, each of these faces is invariant.
On each Bi j one or more equilibria may exist. However, an internal equilibrium can be
calculated explicitly only if (i , j ) = (1, 3).
We consider B13. Under the assumptions of our model, a single symmetric equilibrium
exists on B13. We denote this equilibrium by pˆ (13). It is given in the appendix. Numerical
investigations suggest that this is the only equilibrium on this manifold. Conditions for the
stability of this equilibrium can not be derived analytically for the whole parameter range.
However, we can determine parameter values when pˆ (13) changes its stability.
Theorem 3.6.3. Assume a ≥ b . The equilibrium pˆ (13) changes its stability at m = µ1. In a
small neighborhood of m =µ1 it is asymptotically stable if m <µ1 and unstable if m >µ1.
If a < b , µ1 /∈ [0, 12 ]. Thus, a local stability analysis in a small neighborhood of µ1 does
not yield useful information. However, if 0 < d < 1, the weak-migration limit can be ap-
plied and yields global stability of pˆ (13). The strong-migration limit cannot be applied be-
cause A1A1 and A3A3 homozygotes have equal average fitness (3.12), which leads to non-
hyperbolic equilibria.
3.6.1.3 Trimorphic equilibria
The next two results treat existence and stability of a triallelic polymorphism.
Theorem 3.6.4. Let a >b and either 0≤ d < 1
2
and I = (µ1,µ2) or 12 < d ≤ 1 and I = (µ2,µ1).
If m ∈ I , there exists an internal equilibrium, denoted pˆ (123). It is given by
pˆ1,1 = pˆ3,2 =
a
bψ
, pˆ2,1 = pˆ2,2 =
bψ−a −b
bψ
and pˆ3,1 = pˆ1,2 =
1
ψ
, (3.17)
where
ψ=
a (a +b )(2d −1)(2m −1)
[ab (1−2m )(1−d )−m (a −b )] . (3.18)
This equilibrium is the only symmetric equilibrium. It does not exists if a <b .
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Theorem 3.6.5. Let 0 < d < 1. If m increases from 0 to 1
2
, the equilibrium pˆ (123) exchanges
its stability with pˆ (13) at m = µ1 and with pˆ (2) at m = µ2. If d < 12 (d >
1
2
, respectively)
the stability of pˆ (123) changes from unstable to asymptotically stable (asymptotically stable to
unstable, respectively) when it enters the state space.
Note that the existence of pˆ (123) requires a > b . This means that, averaged over demes,
the fitness of A2A2 is highest and in each deme generalists are fitter than specialist hybrids.
This nicely reflects the conditions we identified in Section 3.5. For low migration rates, spe-
cialists are advantageous because it is likely that their offspring will experience selection in
the same deme. On the other hand, high migration rates favor a single generalist. However,
if A2 is recessive and a >b , there always exists a range of intermediate migration rates that
leads to coexistence of all three alleles. This is in contrast to conventional wisdom, which
states that polymorphism is usually maximized for low migration rates.
To determine the volume of the parameter space in which pˆ (123) exists, we integrate the
length of the interval I over a and b . Since we are interested in an asymptotically stable
polymorphism, we only consider d ∈ [0, 1
2
] and a >b . Then,
V (d ) = 4
∫ 1
0
∫ a
0
(µ2−µ1)d b d a , (3.19)
where V (d ) is the volume of the parameter space in which pˆ (123) exists. The factor 4 enters
because we assume 0<b < a < 1 and 0<m < 1
2
, which is one quarter of the volume of the
cube [0, 1]× [0, 1]× [0, 1]. If d = 0, this integral can be calculated explicitly:
V (0) = 4
∫ 1
0
a 2[(3−8a +6a 2) log(a )− (a −1)(2a −1+2(a −1) log(2a 2))]
2(1−3a +2a 2)2 d a
=
5pi2
12
−4≈ 0.1123. (3.20)
Figure 3.8 (a) displays V (d ) if 0≤ d ≤ 1
2
.
3.6.1.4 Structural stability
Here, we relax some of the symmetry assumptions and show that Results 3.6.4 and 3.6.5
about the existence and stability of pˆ (123) are structurally stable. We assume that selection
is given by (3.8) and there is no dominance between A1 and A3. For convenience, we set
1−d 12 = d 1 and d 23 = d 2. Then, A2 is completely recessive if d 1 = d 2 = 0 and completely
dominant if d 1 = d 2 = 1.
The next results establishes the existence and local stability of an internal equilibrium
in this case.
3.6. AN ANALYTICALLY TRACTABLEMODEL 119
0.0 0.1 0.2 0.3 0.4 0.5
d
0.02
0.04
0.06
0.08
0.10
0.12
V
(a)
Null
W1
W2
W3
W4
0.0 0.2 0.4 0.6 0.8 1.0
d
0.1
0.2
0.3
0.4
0.5
m
(b)
Figure 3.8: (a) The volume of the parameter space in which pˆ (123) exists as a function of d . (b) Re-
gions of existence and stability of equilibria. In region Ω1, pˆ (13) is globally asymptotically stable; in
regionΩ3, pˆ (2) is globally asymptotically stable. The internal equilibrium pˆ (123) exists and is globally
asymptotically stable in region Ω2. In region Ω4, pˆ (13) and pˆ (2) are both asymptotically stable, and
pˆ (123) exists but is unstable. The monomorphic equilibria and pˆ (13) exist in the whole parameter
space. The completely polymorphic equilibrium pˆ (123) exists only in regions Ω2 and Ω4. The other
parameter values are a = 0.5 and b = 0.25.
Theorem 3.6.6. Let a 2, b2, m2 and d 2 be fixed such that pˆ (123) exists and is asymptotically
stable if a 1 = a 2, b1 = b2, d 1 = d 2, m1 = m2. Then, for (a 1,b1, m1, d 1) sufficiently close to
(a 2,b2, m2, d 2), there exists an internal equilibrium close to pˆ (123). It is isolated and asymp-
totically stable.
3.6.1.5 Numerical results about global stability
Let selection be given by (3.14), and assume that migration is symmetric and d 1 = d 2.
We performed numerical iterations of the recursion relations (3.1) and (3.3) to determine
global stability properties of the equilibria. Additionally, we checked whether stable equi-
libria other than the ones described in the above analysis exist.
First, let a < b . Then, in all runs all trajectories converged to pˆ (13). Therefore, we con-
clude:
Result 3.6.7. Assume 0< a <b . Then, pˆ (13) is globally asymptotically stable.
Now let a > b . No further stable equilibria than those stated above were found. If
d < 1
2
, asymptotically stable equilibria were always globally asymptotically stable. If m 6∈I ,
the same holds for d > 1
2
as well. If d > 1
2
and m ∈ I , every trajectory converged to either
pˆ (13) or pˆ (2). Thus, for a >b , we can state the following results.
Result 3.6.8. Suppose a >b and 0≤ d < 1
2
, i.e., A2 is (partially) recessive.
(i) If m <µ1, then pˆ (13) is globally asymptotically stable.
(ii) If m ∈ I , pˆ (123) exists and is globally asymptotically stable.
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(iii) If m >µ2, pˆ (2) is globally asymptotically stable.
Result 3.6.9. Suppose a >b and 1
2
< d ≤ 1, i.e., A2 is (partially) dominant.
(i) If m <µ2, then pˆ (13) is globally asymptotically stable.
(ii) If m ∈ I , pˆ (123) exists but is unstable. Both pˆ (13) and pˆ (2) are asymptotically stable and
the final outcome depends on the initial allele distribution.
(iii) If m >µ1, pˆ (2) is globally asymptotically stable.
Apparently, our local stability analysis covers all possible outcomes (see Figure 3.8 (b)).
If a > b and A2 is partially or completely recessive, the migration rate determines the sta-
bility of the three possible attractors. If d > 1
2
however, multiple asymptotically stable equi-
libria can occur. The internal equilibrium pˆ (123) exists but is unstable. If migration is inter-
mediate, i.e., m ∈ I , the initial distribution of alleles determines whether A2 dies out or gets
fixed.
3.7 Absence of G×E interaction
We study linear selection on a quantitative trait in the absence of G×E-interaction at the
trait level. Let u i be the contribution of allele A i to the genotypic value of an individual.
Then, the genotypic value u i j of an individual with genotype A i A j can be written as u i j =
u i d i j +u j (1−d i j ). Linear selection means that there exist parameters αk and ek such that
fitness can be written as
w i j ,k =αk u i j + ek , (3.21)
k ∈ {1, 2}. We assume three alleles and divergent selection. For definiteness we set α1 <
0<α2. In terms of the selection scheme (3.8), it is an easy exercise to show that selection is
linear if and only if
a 1
a 1+b1
=
b2
a 2+b2
. (3.22)
Thus, the selection scheme (3.8) includes linear selection on a quantitative trait without
G×E-interaction as a special case.
We performed numerical iterations of the system (3.1) and (3.3) with randomly drawn
parameters that satisfy (3.22). More precisely, we set x = a 1
a 1+b1
and drew it from a uni-
form distribution on [0, 1]. Next, we set y = a 1 + b1 and z = a 2 + b2 and drew y and
z independently from a uniform distribution on [0, 1
x
] and [0, 1
1−x ], respectively. Then,
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Figure 3.9: Relative frequency of the different types of equilibria if we assume linear divergent se-
lection in the absence of G×E interaction. The bars are labeled according to the alleles present at
equilibrium.
a 1 = x y ,b1 = (1−x )y , a 2 = (1−x )z ,b2 = x z . All other parameters were drawn as described
in Section 3.5.1.
In general, the influence of the parameters on the maintenance of all three alleles is
very similar to the more general case in which selection is given by (3.8). Therefore, we only
discuss situations in which the behavior is significantly different and highlight interesting
phenomena. Figure 3.9 shows the relative frequency of the different types of equilibria.
Interestingly, the intermediate allele A2 never got fixed. Since fixation of A2 seems most
likely under strong migration, we use the strong-migration limit to give an explanation.
The average fitnesses (3.12) of homozygotes are:
w¯11 = 1+
m2b1−m1a 2
m1+m2
, (3.23)
w¯22 = 1, (3.24)
w¯33 = 1+
m1a 2−m2b1
m1+m2
. (3.25)
In the strong-migration limit, the allele with highest homozygous fitness becomes fixed.
Thus, the monomorphic equilibrium pˆ (2) is globally asymptotically stable if and only if
w¯22 > max(w¯11, w¯33). Using (3.22), it follows that w¯11 < w¯22 if and only if b1a 2 <
m1
m2
, and
w¯33 < w¯22 if and only if
b1
a 2
> m1
m2
. Thus, generically, either w¯11 < w¯22 < w¯33 or w¯11 > w¯22 > w¯33
holds. Consequently, A2 cannot become fixed under strong migration.
In the symmetric recessive generalist scenario, described in Section 3.6.1, (3.22) re-
duces to a =b . In this case, the strong-migration limit cannot be applied. However, Theo-
rem 3.6.2 confirms that pˆ (2) is always unstable. Furthermore, the internal equilibrium pˆ (123)
does not exist if a =b .
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This suggests that the recessive generalist scenario harbors less potential for the main-
tenance of triallelic polymorphism if selection is linear and G×E interaction is absent. In
fact, the relative frequency of internal equilibria in which the generalist is recessive de-
creases compared to the selection scheme (3.8). If selection is linear and G×E interaction
is absent, the dominance chain applies in about 63% of all stable internal equilibria, the
recessive generalist scenario applies in about 19% of all stable internal equilibria, and the
dominance series in the remaining 18%.
3.8 Discussion
We studied the potential of maintaining multiallelic polymorphism at a single locus in a
discrete-time two-deme model with arbitrary migration and deme-independent degree
of intermediate dominance (DIDID). The biological important assumption on which this
study is based is the assumption of DIDID (cf. Nagylaki, 2009). DIDID includes the case of
no G×E interaction as an important special case. Our main focus was on the existence of
stable three-allele polymorphism.
Multiple alleles in two demes are briefly studied in Section 3.4. We showed numeri-
cally that up to four alleles can be maintained at an asymptotically stable internal equilib-
rium. No cases were found in which more than four alleles coexisted. This does, however,
not necessarily mean that four is the maximum number of alleles that can be maintained.
Equilibria with four alleles segregating were found only very rarely, in a proportion of about
10−5 of all runs. Thus, if five (or more) alleles are able to coexist, it seems likely that one has
to perform a huge number of runs to detect them. The parameter range in which polymor-
phic equilibria exist seems to shrink dramatically with increasing number of alleles present
at equilibrium (see Figure 3.1).
From Section 3.5 on, we restrict attention to three alleles and opposite directional se-
lection in the two demes, such that the fittest allele in one deme is the least fit in the other
deme. We investigated how the dominance pattern, the selection intensities, and the mi-
gration rates determine the maintenance of triallelic polymorphism. As a rule of thumb we
can say that larger degrees of dominance are more favorable for three-allele coexistence
than dominance patterns with lower degrees of dominance (see Figure 3.2). In addition,
we observed that partial recessivity of the intermediate allele is crucial for the existence of
an asymptotically stable internal equilibrium (see Figure 3.3 (b)). If the intermediate allele
is partially dominant, stable coexistence of all three alleles was never found. In all other
considered dominance patterns (see Table 3.1), stable internal equilibria were found. The
two most frequent patterns among all parameter combinations that yield an asymptoti-
cally stable internal equilibrium, namely a recessive generalist and the dominance chain,
were studied in more detail. Noteworthy, the complete dominance chain, in which every
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allele is completely dominant over one other allele, harbors a surprisingly high potential of
maintaining all three alleles (see Figure 3.7 (a)).
In general, small migration rates lead to a higher likelihood of maintaining polymor-
phism (see Figure 3.1). However, the fraction of the parameter space in which all three
alleles coexist is not for every dominance pattern maximized at small migration rates (see
Figure 3.6 (b) and 3.7). Actually, only in the dominance chain with almost complete dom-
inance, small migration rates are optimal for maintaining all three alleles. Then, three al-
leles can be maintained in up to 75% of the remaining parameter space. Under the other
dominance scenarios, intermediate migration rates are more favorable for coexistence of
three alleles.
Furthermore, we investigated the fitness patterns that lead to a stable internal equilib-
rium. Apparently, two conditions seem to play an important role. First, generalists have
to be fitter than specialist hybrids in at least one deme. This condition was satisfied in all
detected parameter combinations with an asymptotically stable internal equilibrium. It
is independent of the migration rate. The second condition, w¯22 > min(w¯11, w¯33), com-
pares the average fitness of homozygous individuals. Although, this condition is not nec-
essary for the existence of an asymptotically stable internal equilibrium, it was satisfied if
dominance is not close to complete or if the intermediate allele is recessive. Especially in
the case of a complete dominance chain, stable internal equilibria were detected although
w¯22 <min(w¯11, w¯33).
These results suggest that two different selection regimes permit coexistence of three
alleles. The first regime, the dominance chain with (almost) complete dominance, harbors
the highest potential for stable triallelic equilibria. For instance, in a complete dominance
chain, only three different phenotypes exist and every allele appears in a genotype that is
the fittest in one of the two demes. If gene flow between the two demes is sufficiently low,
three alleles can coexist at an asymptotically stable internal equilibrium. In the second
regime, it is helpful to interpret our results in a specialist-generalist context. The second
regime applies if generalists are fitter than specialist hybrids in at least one deme and w¯22 >
min(w¯11, w¯33). For low migration rates, specialists are advantageous and A2 is lost. For
strong gene flow, a single allele gets fixed. However, intermediate migration rates lead to
maintenance of all three alleles, i.e., coexistence of two specialists and a single generalist.
The latter scenario is nicely illustrated by the analytical example in Section 3.6. We
proved the existence of an internal equilibrium and performed a bifurcation analysis. The
migration rate serves as a bifurcation parameter. If the two above-mentioned conditions
on selection parameters hold and m increases, the internal equilibrium (one generalist and
two specialists present) bifurcates into existence and exchanges stability with the diallelic
boundary equilibrium at which two specialists are present. If m is further increased, the
internal equilibrium leaves the state space and exchanges stability with the monomorphic
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equilibrium where one generalist is present. The degree of dominance is crucial in this
example, it determines stability of the internal equilibrium (see Figure 3.8). If the inter-
mediate allele is recessive, the internal equilibrium is asymptotically stable. It is unstable
if the intermediate allele is dominant. This seems to be intuitive. If A2 is recessive, it is
(partially) locally adapted when heterozygous, thus increasing the chance of coexistence.
In general, global asymptotic stability of the equilibria could only be determined via
numerical iterations. An analytical proof of the global coexistence of all three alleles would
be desirable. For instance, a permanence argument could validate our intuitive explana-
tions. In addition, an analytical example for an internal equilibrium in the dominance
chain is missing in our analysis. Finding such an example would be desirable for a more
complete understanding of stable three-allele coexistence in two demes.
Finally, we briefly studied linear selection on a quantitative trait without G×E interac-
tion. If we assume divergent selection, this is special case of the selection scheme (3.8). We
numerically showed that stable internal equilibria exist in the absence of G×E interaction.
Thus, we can conclude that G×E interaction is not necessary for the maintenance of three
alleles in two demes. Furthermore, we never observed fixation of the generalist allele A2.
Under divergent selection, fixation of A2 is impossible if migration is weak and seems most
likely if migration is strong. In the absence of G×E-interaction, the strong-migration limit
always yields fixation of either A1 or A3. This explains why we never observed fixation of
A2. However, there exist situations in which a generalist can coexist with one or both of the
specialists.
In the following, we relate our work to previous results. Nagylaki and Lou (2007) con-
sidered a model that is similar to ours. They assume multiple alleles at a single locus and
intermediate dominance. Their work treats several important limiting cases (weak migra-
tion, strong migration, weak migration and weak selection). Theorem 3.5 in Nagylaki and
Lou (2007) concerns the loss of a specified allele if both selection and migration are weak.
In particular, they showed that in the slow evolution approximation specialists always out-
compete generalists in the absence of dominance. This also holds if migration is weak rel-
ative to selection and dominance is intermediate but otherwise general (cf. Section 3.3.2.1
in this work). In contrast, in the limit of strong migration an arbitrary number of alleles
can be maintained. However, deme-dependent dominance is necessary for the construc-
tion of such examples. If DIDID is assumed, the strong-migration limit yields fixation of a
single allele. Our results show that the weak- and strong-migration limits do not cover all
possible equilibrium structures. For instance, intermediate migration rates may yield an
internal equilibrium when neither weak nor strong migration does.
Nagylaki (2009) focuses on multiallelic equilibria in two demes with intermediate dom-
inance. In particular, he investigates whether (and if so, to which extent) the results for no
3.8. DISCUSSION 125
dominance can be generalized to intermediate dominance or DIDID. He shows that in the
Levene model, DIDID and no dominance generically lead to qualitatively equivalent dy-
namics. If dominance is intermediate but deme dependent, this generalization fails in the
Levene model and also if there is arbitrary migration. Our results confirm this. In partic-
ular, our work complements that of Nagylaki and Lou (2007) and Nagylaki (2009), and can
be seen as an attempt to fill the gap between the different limiting cases.
Nagylaki and Lou (2007) and Nagylaki (2009) demonstrate that deme-dependent dom-
inance, which means that there is some form of G×E interaction, can be a mechanism that
leads to the maintenance of high levels of genetic variation. Our work shows that, even in
the absence of G×E interaction, certain dominance patterns can lead to stable coexistence
of more alleles than there are demes. A question that naturally arises is how much variation
can be maintained if the underlying genetic architecture is able to evolve.
Otto and Bourguet (1999) studied the evolution of dominance in two diallelic demes.
Their results show that selection favors higher levels of dominance if this reduces the mi-
gration load. In particular, locally beneficial alleles tend to become more dominant. To
minimize migration load, the locally advantageous alleles should evolve to be completely
dominant in each deme. In fact, deme-dependent dominance due to G×E interaction can
be found in nature. For instance, Bourguet et al. (1996) showed that in plant species that
are exposed to pesticides, dominance values can depend on genetic background and en-
vironmental conditions (see also Bourguet, 1999). Thus, in principle, a flexible genetic
architecture could act as a catalyzer for the maintenance of high levels of genetic variation
in a spatially structured environment.
Star et al. (2007b, 2008) considered evolvable fitnesses in a diploid two-deme model
with arbitrary (symmetric) migration and showed that high levels of polymorphism can be
maintained. In fact, more alleles were maintained than with a fixed genetic architecture
(Star et al., 2007a). Mutational steps had arbitrary effects in their study, and over- and un-
derdominance was allowed as well. Thus, comparison of their results with ours is difficult.
Summarizing, we provided a systematic study of the effect of deme-independent dom-
inance on the maintenance of genetic variation in a simple two-deme model. Our study re-
veals interesting phenomena and raises several new questions. Since we analyzed a rather
simple model, further investigations are necessary to gain a better understanding of the
role of a spatially heterogeneous environment as a factor maintaining genetic variation.
This will require the development of new analytical tools (e.g., the generalization of the
concept of protected polymorphism to more than two alleles), and further numerical in-
vestigations (e.g., about the consequences of the evolution of the genetic architecture on
the maintenance of genetic variation).
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Appendix
A Proofs
We do not give complete algebraic proofs here, which would be very lengthy. However, all
the formulas given can be easily checked with Mathematica or similar software.
Proof of Theorem 3.6.2. First we consider the equilibrium pˆ (1) defined by p1,1 = p1,2 = 1.
Due to our symmetry assumptions, the treatment of the equilibrium pˆ (3) is analogous. The
eigenvalues are readily determined and of rather simple form. However, for our purpose it
is sufficient to consider just one of them,
λ=
(1−2m )(2−a +b )
(1−m )(2−a +b )−p(a +b )2(1−2m )+ (2−a +b )2m 2 . (3.26)
As can be checked easily, λ> 1 if and only if 0< (a +b )2(1−2m ), because a ,b > 0. Because
m < 1
2
, the monomorphic equilibria pˆ (1) and pˆ (3) are always unstable.
Now, we consider local stability of pˆ (2). Due to our symmetry assumptions the charac-
teristic polynomial of the Jacobian has the form
P(x ) = Q(x )2 (3.27)
where
Q(x ) = x 2− (1−m )2+(b −a )(1−d )x
+(1−2m )1−a (1−d )1+b (1−d ). (3.28)
Hence we have two distinct eigenvalues, each with multiplicity two. They are given by
λ1 = λ2 =
1
2

[2− (a −b )(1−d )](1−m ) (3.29)
±p(a +b )2(1−d )2(1−2m )+ [2− (a −b )(1−d )]2m 2.
Because m < 1
2
, the term under the square root is always positive and both eigenvalues are
real. Obviously, Q is convex. In addition,
Q(0) = (1−2m )1−a (1−d )1+b (1−d )> 0 (3.30)
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and
Q ′(0) =−(1−m )2+(b −a )(1−d )< 0. (3.31)
Thus, both eigenvalues are positive and we only have to consider the larger of the two
eigenvalues,
λ1 =
1
2

[2− (a −b )(1−d )](1−m ) (3.32)
+
p
(a +b )2(1−d )2(1−2m )+ [2− (a −b )(1−d )]2m 2

.
Straightforward calculations yield that pˆ (2) is asymptotically stable if a > b and m > µ2,
and pˆ (2) is unstable if a <b or m <µ2. If a =b ,
λ1 = 1−m +
p
m 2+a 2(1−d )2(1−2m ) (3.33)
and pˆ (2) is unstable if d < 1.
Proof of Theorem 3.6.3. The equilibrium pˆ (13) is given by
pˆ (13)1,1 =
a +b −4 m (1−a )+p(a +b )2+16 (1−a ) (1+b )m 2
2 (a +b ) (1+2 m )
, (3.34)
pˆ (13)2,1 = 0, pˆ
(13)
3,1 = 1− pˆ (13)1,1 , pˆ (13)1,2 = pˆ (13)3,1 , pˆ (13)2,2 = 0, pˆ (13)3,2 = pˆ (13)1,1 . (3.35)
We set m =µ1+ε and neglect second- and higher-order terms in ε. If ε= 0, the eigenvalues
are
λ1 = 1, (3.36)
λ2 =
1
2
(2+b −a −ab ), (3.37)
λ3 =
a −b
a +ab −b , (3.38)
λ4 =
(a −b )(2+b −a −ab )
2(a +ab −b ) . (3.39)
Since we assume a ≥b , all eigenvalues are non-negative andλ1 is the leading one. If |ε|> 0,
we get the following expression for the leading eigenvalue
λ1 = 1+ε
2(a −b +ab )2d
a 2+b 2+ab (a −b ) +O(ε
2). (3.40)
Since the fraction in the above expression is always positive, the result follows immediately.
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Proof of Theorem 3.6.4. It can be straightforwardly checked that p ′i ,k = p i ,k holds at pˆ (123)
and that pˆ (123) is the only symmetric internal equilibrium. In the following, we determine
the parameter range for which pˆ (123) is feasible. It follows immediately from (3.17) that the
allele frequencies are positive and smaller than 1 if and only ifψ> a+b
b
.
Let us consider the migration rate as a function ofψ:
m (ψ) =
a (a +b )(2d −1)−2ab (d −1)ψ
2a (a +b )(2d −1)+22ab (1−d )+a −bψ . (3.41)
We note that m has a discontinuity at
ψc =
a (a +b )(1−2d )
2ab (1−d )+a −b . (3.42)
It can easily be checked thatψc >
a+b
b
if and only if
min

b
1+b
,
b
1+2b (1−d )

< a <max

b
1+b
,
b
1+2b (1−d )

. (3.43)
In particular, m is continuous inψ on (a+b
b
,∞) if a >b .
The derivative of m with respect toψ is given by
d m
dψ
=
a (a 2−b 2)(1−2d )
2

a (a +b )(2d −1)+ (2ab (1−d )+a −b )ψ2 . (3.44)
If a > b , m is monotonically increasing inψ if d < 1
2
and monotonically decreasing inψ if
d > 1
2
, and vice versa if a <b .
Let a >b and d < 1
2
. We derive the range of migration rates for whichψ> a+b
b
. Because
m is monotonically increasing inψ, the minimal migration rate for which pˆ (123) exists is
µ1 =m

a +b
b

=
ab
2(a −b +ab ) . (3.45)
The maximum migration rate for which the equilibrium exists is
µ2 = lim
ψ→∞m (ψ) =
ab (1−d )
2ab (1−d )+a −b . (3.46)
It follows immediately that µ1 < µ2. We know from Lemma 3.6.1 that 0 < µ1 and µ2 <
1
2
.
This proves the existence of the equilibrium if a > b and m ∈ I = [µ1,µ2] ⊂ 0, 12. For the
case d > 1
2
, analogous arguments lead to the corresponding result.
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Next, we show that pˆ (123) does not exist if a ≤b . If a =b ,
ψ=
1−2d
1−d <
a +b
b
= 2. (3.47)
Thus, the equilibrium does not exist if a =b .
Now, let a <b . We show that pˆ (123) does not exist if d < 1
2
. The case d > 1
2
can be treated
analogously. If d < 1
2
, m is monotonically decreasing inψ.
We have to consider three cases. First, let a > b
1+b . Then, m is continuous in ψ on
a+b
b
,∞ and µ2 is the minimal migration rate such that pˆ (123) exists. Because b1+2b (1−d ) <
b
1+b , Lemma 3.6.1 shows that µ2 >
1
2
. Thus, pˆ (123) does not exist because m < 1
2
.
Next, let b
1+2b (1−d ) < a <
b
1+b . Then, m has a discontinuity atψc >
a+b
b
and
lim
ψ→ψ−c
m (ψ) =−∞, (3.48)
lim
ψ→ψ+c
m (ψ) =+∞. (3.49)
Thus, pˆ (123) exists if and only if m < µ1 or m > µ2. Lemma 3.6.1 tells us that µ1 < 0 and
µ2 >
1
2
. Consequently, pˆ (123) does not exist because 0<m < 1
2
.
Finally, let a < b
1+2b (1−d ) . Then, m is continuous in the considered parameter range and
pˆ (123) exists if and only if µ2 <m <µ1. According to Lemma 3.6.1, µ1 and µ2 are negative if
a < b
1+2b (1−d ) . Thus, pˆ (123) does not exist and the proof is complete.
Proof of Theorem 3.6.5. We know already that pˆ (2) and pˆ (13) change stability at µ2 and µ1,
respectively. Furthermore, pˆ (13) = pˆ (123) if m =µ1, and pˆ (2) = pˆ (123) if m =µ2. It is left to show
that pˆ (123) changes stability when it passes through pˆ (2) or pˆ (13). To this aim we consider the
leading eigenvalues of the Jacobian evaluated at pˆ (123) and set m = µ1 + ε or m = µ2 + ε.
First, we let m =µ1+ε. If ε= 0, the eigenvalues are
λ1 = 1, (3.50)
λ2 = 1− 1
2
(a +ab −b ), (3.51)
λ3 = 1− ab
a −b +ab , (3.52)
λ4 = 1− a
2(1+b )+b 2(1−a )
2(a −b +ab ) , (3.53)
and λ1 is the leading one. For ε 6= 0, |ε| small, we get
λ= 1−ε 2[a − (1−a )b ]2
b 2(1−a )+a 2(1+b ) +O(ε
2). (3.54)
The fraction in (3.54) is always positive. If d < 1
2
, pˆ (123) exists if ε > 0. If d > 1
2
, pˆ (123) exists if
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ε< 0. Thus, the first part of the theorem is proved.
Now we let m = µ2+ ε. If d < 12 , pˆ
(123) exists if ε < 0. If d > 1
2
, pˆ (123) exists if ε > 0. For
ε= 0 the characteristic polynomial is given by
P(x ) = (x −1)2{(b −a )a (d −1)+1b (d −1)−1
−2ab (1−d )+a −bx }2. (3.55)
The eigenvalues are
λ1 =λ2 = 1 and (3.56)
λ3 =λ4 = 1− (1−d )a
2+ab (1−d )(a −b )+b 2
2ab (1−d )+a −b . (3.57)
Because a >b , λ3,λ4 < 1. For ε 6= 0, |ε| small, we get
λ1 = 1+ε
a (a 2−b 2)(2d −1)
2

b 2[1−a (1−d )]+a 2[1+b (1−d )] +O(ε2), (3.58)
λ2 = 1+ε
(a 3−ab 2)(7−10d )+8a 2b (a +b )(1−d )2
2

b 2[1−a (1−d )]+a 2[1+b (1−d )] +Oε2. (3.59)
Since the denominator in λ1 is positive, λ1 < 1 if d <
1
2
and ε< 0, and λ1 > 1 if d >
1
2
and
ε > 0. Thus, we know that pˆ (123) is unstable if d > 1
2
. It is left to show that λ2 < 1 if d <
1
2
.
Simple calculations yield that λ2 < 1 if and only if
(7−10d )(a −b )+8ab (1−d )2 > 0. (3.60)
Consequently, because d < 1
2
and a >b , λ2 < 1.
Proof of Theorem 3.6.6. Let a 2,b2, m2, and d 2 be fixed such that pˆ (123) exists. We set∆p i ,k =
p ′i ,k −p i ,k , i , k ∈ {1, 2} and define the map
F :R8→R4 (3.61)
by setting its components as follows:
F1(p1,1, p2,1, p1,2, p2,2, a 1,b1, m1, d 1) = ∆p1,1, (3.62)
F2(p1,1, p2,1, p1,2, p2,2, a 1,b1, m1, d 1) = ∆p1,2, (3.63)
F3(p1,1, p2,1, p1,2, p2,2, a 1,b1, m1, d 1) = ∆p2,1, (3.64)
F4(p1,1, p2,1, p1,2, p2,2, a 1,b1, m1, d 1) = ∆p2,2. (3.65)
We denote the derivative of F with respect to (a 1,b1, m1, d 1) evaluated at (p1,1, p2,1, p1,2, p2,2, a ,b , m , d )
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by DF (p1,1, p2,1, p1,2, p2,2, a ,b , m , d ). Theorem 3.6.4 tells us that
F (pˆ (123)11 , pˆ
(123)
21 , pˆ
(123)
12 , pˆ
(123)
22 , a 2,b2, m2, d 2) = 0. (3.66)
We seek a map
f : (a 1,b1, m1, d 1) 7→ (p11, p21, p12, p22), (3.67)
such that
F ( f (a 1,b1, m1, d 1), a 1,b1, m1, d 1) = 0. (3.68)
By the Implicit Function Theorem such a map exists on a small neighborhood of (a 1,b1, m1, d 1) =
(a 2,b2, m2, d 2) if and only if
DF (pˆ (123)11 , pˆ
(123)
21 , pˆ
(123)
12 , pˆ
(123)
22 , a 2,b2, m2, d 2) (3.69)
is invertible. This is the case if and only if
det(DF (pˆ (123)11 , pˆ
(123)
21 , pˆ
(123)
12 , pˆ
(123)
22 , a 2,b2, m2, d 2)) 6= 0. (3.70)
Using Mathematica, this determinant calculates to
16(a −b )2m 2φ21φ42φ3φ4
a 7b 7(a +b )4(2d −1)7(2m −1)9 , (3.71)
where
φ1 = ab (1−2m )+2m (a −b ), (3.72)
φ2 = ab (1−d )(1−2m )−m (a −b ), (3.73)
φ3 = ab (1−d )(1−2m )−2m (a −b ), (3.74)
φ4 = ab (3−2d )−4m (a −b )−ab m (6−4d ). (3.75)
The zeros ofφ1 andφ2 as a function of m coincide with the boundaries of the region where
pˆ (123) is feasible. Simple calculations yield that pˆ (123) is not feasible at the zeros of φ3 and
φ4. In particular, if a > b , m >
1
2
at a zero of φ3 or φ4. Thus, the desired map f exists on a
small neighborhood of (a 1,b1, m1, d 1) = (a 2,b2, m2, d 2).
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Zusammenfassung
In dieser Dissertation präsentiere ich Teile meiner wissenschaftlichen Arbeit über math-
ematische Modelle in der Populationsgenetik. Die Dissertation besteht aus zwei Teilen
welche sich beide mit frequenzabhängiger Selektion und Dominanz beschäftigen. Im er-
sten Teil betrachte ich ein Modell mit innerspezifischer Kompetition und assortativer Paar-
ung. Dieser Teil besteht aus zwei eng miteinander verbundenen Kapiteln. Im ersten Kapi-
tel wird die Evolution von Dominanz unter assortativer Paarung analysiert. Kapitel Zwei
behandelt die Evolution von assortativer Paarung mit einem konstanten Grad von Dom-
inanz. Diese Arbeit baut auf meiner Diplomarbeit auf in welcher ich die Evolution von
Dominanz unter frequenzabhängiger Selektion in einer sich zufällig paarenden Population
studiert habe. Teil zwei der Dissertation besteht aus einem einzelnen Kapitel und behan-
delt eine andere Form von frequenzabhängiger Selektion. In diesem Kapitel analysiere
ich den Zusammenhang zwischen dem Grad von Dominanz und der Anzahl der Allele
die durch Selektion und Migration in zwei verschiedenen Lebensräumen erhalten werden
können. Dieses Kapitel wurde durch einen kürzlich erschienenen Artikel von Professor
Thomas Nagylaki motiviert.
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