We consider stochastic differential equations on the group of volume-preserving homeomorphisms of the sphere S d (d ≥ 2). The diffusion part is given by the divergence free eigenvector fields of the Laplacian acting on L 2 -vector fields, while the drift is some other divergence free vector field. We show that the equation generates a unique flow of measurepreserving homeomorphisms when the drift has first order Sobolev regularity, and derive a formula for the distance between two Lagrangian flows. We also compute the rotation process of two particles on the sphere S 2 when they are close to each other.
Introduction
It is well known that the Euler equation in hydrodynamics ∂u ∂t + (u · ∇)u = ∇p, div(u) = 0 (1.1) describes the evolution of the velocity u of the non-viscous fluid. In 1966, Arnold [6] gave a geometric interpretation to (1.1). More precisely, he found that the flow g(t) of volumepreserving homeomorphisms on a manifold M is a critical point of the energy functional where ν > 0 is the viscosity of the fluid. Following some ideas in [20, 23] , Cipriano and Cruzeiro [7] presented a stochastic variational principle for the Navier-Stokes equation on the two dimensional flat torus T 2 , with a modified energy functional S. Their approach is based on the construction of a diffusion process on the group of measure-preserving homeomorphisms on the torus, and the generator of this diffusion coincides with the Laplacian operator of T 2 . Malliavin [19] first constructed such a flow on the group of homeomorphisms of the unit circle (cf. [1, 11] for more detailed studies). After the work [7] , a series of papers by Cruzeiro and her collaborators appeared, see for instance [9, 3, 4, 5] . In particular, Arnaudon and Cruzeiro [4] extended the stochastic variational principle to the Navier-Stokes equation on a general compact Riemannian manifold M without boundary, and studied the stability of flows on the group of homeomorphisms of M .
In this paper we consider the stochastic Lagrangian flow on the group of volume-preserving homeomorphisms on the sphere S d (d ≥ 2), with the purpose of giving another example for the general framework studied in [4, 5] . Our motivation comes also from the studies in [17] of Sobolev isotropic flows on S d and R d which serve as examples for illustrating the notion of statistical solution proposed in that paper. Later on, it was shown in [15] that the isotropic flow on S d corresponding to the critical Sobolev exponent is indeed a flow of homeomorphisms (see [18] for the case of R d ). The large deviation principles of the isotropic flow of homeomorphisms on S d are studied in [22, 21] .
Inspired by these works, the divergence free eigenvector fields of the Laplace operator acting on vector fields over S d , which constitute an orthonormal basis of the space of square integrable and divergence free vector fields, will be taken as the diffusion coefficients in this paper. In Section 2, we present some useful properties of these vector fields and some notations concerning the group of volume-preserving homeomorphisms of S d . Then we prove in Section 3 the existence of a unique flow associated to stochastic equations on the group of homeomorphisms when the drift is a divergence free vector field belonging to H 1 . We derive in Section 4 a formula for the distance between two stochastic Lagrangian flows generated by the same equation but with different initial conditions. Finally we confine ourselves to S 2 in Section 5 and compute explicitly the rotation of two particles when their distance is small, by applying the formula given in [4, Lemma 7.1].
Notations and preliminary results
We first introduce some notations necessary for defining the measure-preserving isotropic flow on the sphere S d (see also [17, Section 9] or [15, Section 1] for the more general case where the flows may be compressible). Let d(·, ·) be the Riemannian distance function on S d which satisfies
is exactly the angle between x and y. We have for all x, y ∈ S d ,
Let ∆ be the Laplacian operator acting on vector fields over S d . It is well known that the space of vector fields is the direct sum of the subspace of gradient vector fields and that of divergence free vector fields. Since we are concerned with the flow of measure-preserving homeomorphisms on S d , we only need the eigenvector fields of ∆ which are divergence free.
For ℓ ≥ 1, set c ℓ,δ = (ℓ + 1)(ℓ + d − 2). Then {c ℓ,δ ; ℓ ≥ 1} are the eigenvalues of ∆ corresponding to the divergence free eigenvector fields. Denote by D ℓ the eigenspace associated to c ℓ,δ and
Weyl's theorem implies that the vector fields {A ℓ,k ; k = 1, . . . , D ℓ , ℓ ≥ 1} are smooth. For s > 0, let G s (S d ) be the infinite-dimensional group of homeomorphisms of S d which belong to the Sobolev space H s of order s. Denote by G s V (S d ) the subgroup consisting of volumepreserving homeomorphisms. In the following we shall simply write G s and G s V whenever there is no confusion. The Lie algebras of G s and G s V are denoted by G s and G s V , respectively. G s is a Sobolev space of vector fields on S d , which is the completion of smooth vector fields with respect to the norm
As a subspace of G s , G s V consists of divergence free vector fields, having A ℓ,k /(1 + c ℓ,δ ) s/2 ; k = 1, . . . , D ℓ , ℓ ≥ 1 as an orthonormal basis. Now we collect some useful identities regarding the eigenvector fields
Remark that γ ℓ is a real-valued function and
(ii) Let x, y ∈ S d and θ the angle between x and y. Then
(iii) Let x, y ∈ S d and θ the angle between them. Then
Proof. These equalities are taken from [15, ]. Here we omit their proofs to save space.
Let {w ℓ,k (t); 1 ≤ k ≤ D ℓ , ℓ ≥ 1} be a family of real independent standard Brownian motions defined on a probability space (Ω, F, P ). Define
where {b ℓ } ℓ≥1 is a family of nonnegative constants satisfying ℓ≥1 b ℓ < +∞. Then W is an isotropic Gaussian vector field which is divergence free with the covariance function C given by (see [17, pp. 852-853 
where x, y ∈ S d , u ∈ T x S d , v ∈ T y S d and cos θ = x, y . The functions φ and ψ are defined as
For example, if b 1 = 0 and
where α > 0, b > 0 are two constants, then we have
and {W (t)} t≥0 is a cylindrical Brownian motion in the Sobolev space G (α+d)/2 V of divergence free vector fields. The Sobolev embedding theorem asserts that if α > 2, then W (t) takes values in the space of C 1 -vector fields. In this case, we can apply Kunita's classical method [16] to conclude that the following SDE
generates a stochastic flow of diffeomorphisms on S d . In the critical case, i.e., α = 2, S. Fang and T. Zhang [15] proved that (2.4) determines a flow of homeomorphisms on S d . Since the vector fields A ℓ,k are divergence free, we see that X t preserves the volume measure of the sphere We introduce the following notation which will be used later: define
Then we have
In the critical case, i.e., b ℓ is defined as in (2.3) with α = 2, it was shown in [15, Proposition 2.2] that there exists some C > 0 such that
As mentioned at the beginning of [4, Section 4] , there is no canonical choice of the Brownian motion W (t) in the space G 0 V of divergence free vector fields. Throughout this paper, we shall fix a sequence {b ℓ } ℓ≥1 such that the function G ∈ C 2 ([0, π]) and
For example, this is the case if b ℓ is chosen as in (2.3) with α > 2. The following result is a simple consequence of Lemma 2.1.
Proof. We simply write | · | and ·, · for the Euclidean norm and inner product in R d+1 . By Lemma 2.1(ii), we have
Then the first identity follows from the definition of G(θ).
As a result, Lemma 2.1(iii) implies
from which we obtain the second identity.
In the sequel, we shall denote the two functions on the right hand sides by G 1 (θ) and G 2 (θ), respectively. Since G ∈ C 2 ([0, π]) fulfils (2.6), these equalities imply that the quantities on the left hand sides vanish as the distance θ = d(x, y) goes to 0.
In the rest of this section, we restrict ourselves to the two dimensional unit sphere S 2 and compute the expressions of Jacobi fields on it. Let x, y ∈ S 2 (⊂ R 3 ), x = ±y, and θ = d(x, y) the angle between them. Assume X ∈ T x S 2 , Y ∈ T y S 2 which are seen as vectors in R 3 . Let γ : [0, 1] → S 2 be the minimal geodesic from x to y, and J the Jacobi field along γ satisfying J(0) = X and J(1) = Y . To compute the expression of J, we write e(a) =γ
θ for the tangent vector field of γ. In particular,
It is clear that e(0), e(1) = x, y = cos θ.
The fact that the normal vector field N along γ is independent on a ∈ [0, 1] is important for us, since we do not need to parallel-transport tangent vectors which are normal to γ. Now we can write J(a) = J 1 (a)e(a) + J 2 (a)N and it remains to determine the coefficients J 1 (a) and J 2 (a). It is well known that J 1 (a) is a linear function of a ∈ [0, 1]. Using the boundary values of J and (2.7), it is easy to obtain
Next, there exist two constants λ, µ ∈ R such that J 2 (a) = λ sin(aθ) + µ cos(aθ). Letting a = 0 and a = 1, we get two equations:
Solving them yields
3 Stochastic Lagrangian flow on the group of homeomorphisms Proposition 3.1. The infinitesimal generator of the process g u (t), when computed on the functions
Proof. The equation (3.1) can be rewritten as
For f ∈ C 2 (S d ), Itô's formula yields (we write g(t) instead of g u (t, x) to simplify notations)
where u(t)f and A ℓ,k f are the Lie derivatives of f . Transforming the Stratonovich differential into the Itô differential, we get 
The proof is complete.
Next, since W (t) is an isotropic Gaussian vector field with covariance function given by (2.2), we can apply [4, Theorem 3.2] to get the variational principle for the Navier-Stokes equation on S d . We omit it to save space.
As mentioned in the beginning of [7, Section 3] , the well-posedness of equation (3.1) relies on the regularity of the Brownian motion W (t) and the drift u(t), see [12] for related studies on the unit circle S 1 . Here we are concerned with the case where
, that is, u is a time-dependent vector field which is divergence free and has H 1 -spatial regularity. This is motivated by the DiPerna-Lions theory which deals with the existence and uniqueness of quasi-invariant flows associated to weakly differentiable vector fields. It has attracted intensive attention in the past three decades (cf. [10, 2, 8] ), and was extended in [13] to non-compact manifolds under suitable curvature conditions, see [24] for the study of Stratonovich SDE on compact manifolds with Sobolev drift coefficient. In our setting, we have 
where
< +∞. Note that we do not need the boundedness of the vector field u (unlike [24, Theorem 2.5]), since, instead of approximating u by convoluting it with a sequence of standard kernel (see [24, Proposition 3 .9]), we can use the smooth approximations:
Similarly, we define
and consider the SDE
As the vector fields u n (t) and W n (t) are (a.s.) divergence free and smooth in the spatial variable, by the classical results of Kunita [16] , the above equation determines a stochastic flow g n (t) of diffeomorphisms on S d , leaving the volume measure invariant. Following the proof of [24, Theorem 2.5] we conclude that there exists a flow g u (t) of maps such that
It is easy to show that the flow g u (t) preserves the volume measure of S d and solves SDE (3.1).
To show that g u (t) admits a measurable inverse map, we fix any t 0 ∈ [0, T ] and define w
In particular, letting s = t 0 yields
That is to say, g −1 n (t 0 ) = g t 0 n (t 0 ). As in (3.3), there exists a flow of maps g t 0 (s) such that
Now for any f, h ∈ C(S d ), by (3.5), we have a.s.
where in the second equality we have used the invariance of the volume measure under the transform g n (t 0 ). By (3.3) and (3.6), letting n → ∞ in the above identity implies that for any f, h ∈ C(S d ), it holds a.s.
As the space C(S d ) is separable, we conclude that, almost surely, the above equality holds for all f, h ∈ C(S d ). Then by [24, Lemma 4.3] , we finish the proof. 4 The distance between two stochastic Lagrangian flows on the group G 0 V In this section we consider the distance between two stochastic Lagrangian flows on the group of volume-preserving homeomorphisms of the sphere S d . We shall derive an equation for the distance between two flows with smooth drift u(t, x). Remark that Arnaudon and Cruzeiro proved in [4, Proposition 6.1] such an formula in the general setting of compact Riemannian manifolds without boundary. Using the particular properties of our vector fields A ℓ,k (see Lemma 2.1), we shall do some explicit computations. To avoid the difficulty of cut-locus, we use the extrinsic distance on S d . Consider two flows on the group of homeomorphisms:
We fix an orthonormal basis {θ 1 , . . . , θ d+1 } of R d+1 , and for 1 ≤ i ≤ d + 1, let ξ i t = θ i , g t (x) and ζ i t = θ i ,g t (x) . Lemma 4.1. We have
Proof. Itô's formula yields
We need to transform the second term
into the Itô stochastic differential. Let Q x : R d+1 → T x S d be the orthogonal projection and
where D dt is the covariant derivative along {g t (x)} t≥0 . First, the Itô contraction
Consequently,
Recalling that ξ i t = θ i , g t (x) , we obtain
Therefore by Lemma 2.1(i) and (ii),
ℓ≥1 b ℓ . Substituting this equality into (4.4) completes the proof.
Replacing g t (x) withg t (x) in (4.3), we get the equation for ζ i t . Therefore
The Itô formula leads to
Since {θ 1 , . . . , θ d+1 } is an orthonormal basis of R d+1 , summing from i = 1 to d + 1 gives us
Denote by ρ t (x) = d(g t (x),g t (x)) the intrinsic distance (or angle) between g t (x),g t (x), and β t (x) = |g t (x) −g t (x)| the extrinsic distance. Using Corollary 2.2 and recalling that
We define γ t = S d β 2 t (x) dx 1/2 . Then integrating both sides of the above equality on S d leads to
where ·, · S d denotes the inner product in L 2 (S d , dx). We write M (t) for the martingale part. Then Itô's formula yields
As in [4, Section 4], we introduce the notations
Then the above equation can be reduced to
Using our notations, the martingale part can be rewritten as
Its quadratic variation is given by
By Cauchy's inequality and Corollary 2.2, we have
Therefore we have proved the following result which is analogous to [4, Proposition 4.2].
Proposition 4.2. Let g t andg t be two flows defined by (4.1) and (4.2), respectively. Then the distance
where z t is a real valued Brownian motion, σ t > 0 is given by
The rotation process on S
2
In this section, we consider the rotation of two particles g t (x) andg t (x) on the two dimensional sphere S 2 when their distance is small. In [4, Lemma 7.1], the authors established a formula for the covariant derivative of the rotation process. To introduce this formula, we recall the notations in [4, Sections 6 and 7] . For simplicity, we denote by x t = g t (x) and y t =g t (x). When y t is not in the cut-locus of x t , let [0, 1] ∋ a → γ a (x t , y t ) be the minimal geodesic from x t to y t . We denote by T a = T a (t) =γ a (x t , y t ) and γ a (t) = γ a (x t , y t ). Let e(t) ∈ T xt S 2 be given by e(t) = T 0 (t)
ρt(x) , where ρ t (x) = d(x t , y t ) is the intrinsic distance (or equivalently, the angle) between x t and y t . Our purpose is to compute the covariant derivative De(t).
Fix ℓ ≥ 1 and k ∈ {1, . . . , D ℓ }. Let J ℓ,k (a) be the Jacobi field along γ a (t) satisfying J ℓ,k (0) = A ℓ,k (x t ) and J ℓ,k (1) = A ℓ,k (y t ). Sometimes, we write J a (X, Y ) for the Jacobi field along γ a (t) with J 0 (X, Y ) = X ∈ T xt S 2 and J 1 (X, Y ) = Y ∈ T yt S 2 . Denote by e a (t) = Ta(t) ρt(x) the unit tangent vector field and N (t) = xt×yt sin ρt(x) the unit tangent vector normal to γ a (t). We also write u N (t, x t ) for the part of u(t, x t ) which is normal to the geodesic γ a (t); moreover, d m x N t is the martingale part normal to γ a (t). Adapting [4, Lemma 7 .1] to our framework yields Lemma 5.1. It holds that
where ν is the viscosity of the fluid and c = We want to get explicit expressions of the terms in the above formula. Compared to [4, Proposition 7.2] which deals with the two dimensional flat torus, the computations given below are more complicated due to the presence of the curvature. First, by the discussions at the end of Section 2,
is a normal Jacobi field with coefficient
By the definitions of d m x t and d m y t , we obtain
To compute the quadratic variation of the above process, we have to deal with the quantity involving A ℓ,k (x t ), N (t) . We collect the corresponding results in the following lemma.
Lemma 5.2. We have for any ℓ ≥ 1,
Proof. We first list some useful identities. By (2.7), we have e 0 (t) = e(t) = y t − (cos ρ t (x))x t sin ρ t (x) and e 1 (t) = (cos ρ t (x))y t − x t sin ρ t (x) .
As a result, e 0 (t), e 1 (t) = cos ρ t (x) and
Now, since {e 0 (t), N (t)} is an orthonormal basis of T xt S 2 , one has
hence by Lemma 2.1(ii) and (iii),
In the same way, we can prove the equality involving A ℓ,k (y t ), N (t) 2 . Next we denote by
Using the identities given at the beginning of the proof, we get
thus by Lemma 2.1(iii),
Consequently, Lemma 2.1(ii) leads to
We denote by dξ t = 
which, together with the definition (2.5) of the function G(θ), gives us
Analogous to (5.2), the second term on the right hand side of (5.1) is given by
Next we compute the Jacobi field J ℓ,k (a) which are needed for treating the last two terms in (5.1). By the discussions at the end of Section 2, we have J ℓ,k (a) = J (1) ℓ,k (a)e a (t) + J (2) ℓ,k (a)N (t), where
It is known that ∇ T 0 ∇ J ℓ,k (0) J ℓ,k (0) vanishes (see also [3, p.372] ), so we now consider the term R(T 0 , J ℓ,k (0))J ℓ,k (0). As S 2 has constant sectional curvature 1, we have R(T 0 , J ℓ,k (0))J ℓ,k (0) = − T 0 , J ℓ,k (0) J ℓ,k (0) + J ℓ,k (0), J ℓ,k (0) T 0 .
Next, since T 0 = ρ t (x)e(t) and J ℓ,k (0) = 1 sin ρt(x) A ℓ,k (x t ), y t e(t) + A ℓ,k (x t ), N (t) N (t), we obtain R(T 0 , J ℓ,k (0))J ℓ,k (0) = − ρ t (x) sin ρ t (x)
A ℓ,k (x t ), y t A ℓ,k (x t ), y t sin ρ t (x) e(t) + A ℓ,k (x t ), N (t) N (t) + ρ t (x) A ℓ,k (x t ), y t 2 sin 2 ρ t (x) + A ℓ,k (x t ), N (t) 2 e(t) = ρ t (x) A ℓ,k (x t ), N (t) 2 e(t) − ρ t (x) sin ρ t (x)
A ℓ,k (x t ), y t A ℓ,k (x t ), N (t) N (t). A ℓ,k (x t ), e 0 (t) A ℓ,k (x t ), N (t) N (t).
As a result,
A ℓ,k (x t ), e 0 (t) A ℓ,k (x t ), N (t) N (t). (5.6)
Unfortunately, we are unable to simplify the coefficient of the normal part N (t), but we have a good estimate on it. In fact, by Cauchy's inequality and Lemma 5.2,
A ℓ,k (x t ), e 0 (t) A ℓ,k (x t ), N (t) ≤ 1, which implies ν c ℓ≥1
Finally we handle with the last term in (5.1). As the calculation is very long we put it in the following lemma. Moreover, if G satisfies (2.6), then as ρ t (x) → 0, the right hand side is equal to −ν + o(ρ t (x)).
Proof. The last assertion is obvious. In the sequel we concentrate on the proof of (5.8). It holds ∇ Ta J ℓ,k (a) 2 = ρ 2 t (x) ∇ ea(t) J ℓ,k (a) 2 = ρ 2 t (x)|J ℓ,k (a)| 2 . By the expression of J ℓ,k (a), we havė J ℓ,k (a) = − A ℓ,k (x t ), y t + A ℓ,k (y t ), x t sin ρ t (x) e a (t) + ρ t (x) cos(aρ t (x)) sin ρ t (x) A ℓ,k (y t ), N (t)
− sin(aρ t (x)) + cot ρ t (x) cos(aρ t (x)) A ℓ,k (x t ), N (t) N (t).
Combining the above equality with (5.9), we arrive at
Hence by the definition of G(θ),
