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Abstract
We present the [C II] 158µm line luminosity functions (LFs) at z ∼ 4 − 6 using the
ALMA observations of 118 sources, which are selected to have UV luminosity M1500Å <
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−20.2 and optical spectroscopic redshifts in COSMOS and ECDF-S. Of the 118 targets,
75 have significant [C II] detections and 43 are upper limits. With this UV-selected
sample, we set stringent lower bounds to the volume density of [C II] emitters at z ∼
4 − 6. Our derived LFs are consistent with the z ∼ 0 [C II] LF at ∼< 109L, but
show a hint of an excess of [C II] emitters at the luminous end (> 109L) compared
to z ∼ 0. This excess is consistent with a potential population of [C II]-bright UV-
faint sources that are largely excluded from the ALPINE target selection. To further
constrain such sources, in a companion analysis, Loiacono et al. (2020) estimate the
[C II] LF based on serendipitous [C II] sources in the ALPINE maps. Their resulting
single data point is consistent with the excess we observe at the high luminosity end.
Combined, these studies suggest possible redshift evolution in the [C II] LFs at high
luminosity between z ∼ 5 and 0. This conclusion is further supported by the inferred
[C II] LFs from the far-IR and CO LFs at z ∼ 4 − 6. Integrating our estimate on
the best-fit [C II] LF, we set a constraint on molecular gas mass density at z ∼ 4 − 6,
with ρmol ∼ (2− 7)× 107MMpc−3. This is broadly consistent with previous studies,
although the uncertainties span more than an order of magnitude. Finally, we find
that available model predictions tend to underestimate the number densities of [C II]
emitters at z ∼ 5.
Keywords: galaxies: high-redshift galaxies:ISM - galaxies: luminosity function
1. Introduction
Galaxies in the distant Universe are thought
to be more gas rich than low redshift systems.
CO observations using Plateau de Bure Inter-
ferometer (PdBI) and NOrthern Extended Mil-
limeter Array (NOEMA) have provided quanti-
tative measurements of gas fractions at z ∼ 1−2
(Freundlich et al. 2019). However, at high red-
shifts, studies of gas content of galaxies have
not been possible for large number of sources
until the advent of the Atacama Large Millime-
ter/submillimeter Array (ALMA). This amaz-
ing facility has opened up new vistas for as-
tronomical research, particularly for the high
redshift Universe. In particular, it allows us
to probe the InterStellar Medium (ISM) of
galaxies in the early Universe, through far-
infrared fine structure lines. It is now possi-
ble to measure both dust content using far-
infrared/submillimeter continuum emission as
well as ionized and molecular gas using far-
infrared fine structure lines from galaxies in the
early Universe.
The [C II] 158µm emission is the strongest far-
infrared fine-structure line. It can reach as high
as a few percent of the galaxy total infrared lu-
minosity. The [C II] line arises from collision-
ally excited C+ ions. The ionization potential
of C+ is quite shallow, only 11.26 eV, and the
critical electron number density is also small,
∼ 3× 103 cm−3 at T = 100 K (Goldsmith et al.
2012). Both of these factors make the [C II] line
the most efficient and dominant coolant for a
variety of ISM, including neutral and ionized
diffuse ISM.
Because of its high luminosity, the [C II] 158µm
line is considered the best probe of gas content
in galaxies at redshift > 4 when this transition
moves into the ALMA band 7. Since ALMA
operations began in 2011, many individual de-
tections of [C II] 158µm lines at z > 4 have been
published for a variety of objects, including
normal star forming galaxies, QSOs and Ultra-
luminous infrared galaxies (ULIRG) (e.g. Wang
et al. 2013; Riechers et al. 2014; Willott et al.
2015; Capak et al. 2015; Emonts et al. 2015;
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Barro et al. 2017; Fudamoto et al. 2017; Zanella
et al. 2018). In particular, the superb spatial
resolution from ALMA has revealed many stun-
ning discoveries of large, extended gas reservoir,
gaseous companions and the associated kine-
matics (Jones et al. 2017; Shao et al. 2017; Lelli
et al. 2018).
Today, the ever increasing number of [C II] 158µm
detections at high redshift from ALMA has nat-
urally led to several questions regarding their
population statistics. What is the volume den-
sity of [C II] emitters at z ∼ 4− 6? What is the
[C II] line luminosity function (LF) at z ∼ 4−6?
Does it evolve strongly with redshift in compar-
ison with that of low-z? The recently published
[C II] LF at z ∼ 0 (Hemmati et al. 2017) serves
as the useful local bench-mark when we discuss
the redshift evolution.
In recent years, quite a few theoretical stud-
ies were published to model the observed CO
and [C II] emission at high redshifts (Popping
et al. 2016; Vallini et al. 2015; Katz et al. 2017;
Olsen et al. 2017; Carniani et al. 2018; La-
gache et al. 2018; Pallottini et al. 2019; Ferrara
et al. 2019). Most of these cosmological simu-
lations including radiative transfer are focused
on understanding the correlation and deviations
around the [C II] luminosity and star formation
rate relation. Although some of these models
can reproduce z ∼ 4 − 5 luminous [C II] emit-
ters found by the ALMA observations of Capak
et al. (2015) and Willott et al. (2015), only two
studies made predictions on [C II] LFs (Popping
et al. 2016; Lagache et al. 2018). However, our
measurements of [C II] LF at z ∼ 0 (Hemmati
et al. 2017) has already ruled out the Popping
et al. (2016) model. Because [C II] emission in-
volves many complex processes (Ferrara et al.
2019), it is now becoming urgent to properly
measure the [C II] line LF at z ∼ 4 − 6 and
provide constraints to theoretical models.
The goal of this paper is to address these ques-
tions, using a unique set of observations taken
by the ALMA Large Program to INvestigate
C II at Early times (ALPINE) survey (Le Fèvre
et al. 2019; Faisst et al. 2020; Bethermin et al.
2020).
Our paper is organized as follows. §2 describes
the ALPINE survey, the observations and the
associated [C II] 158µm line measurements. §3.1
discusses the methodology. The main results
and conclusions are presented in §4 and §5.
Throughout the paper, all magnitudes are in
AB system and the adopted cosmological pa-
rameters are ΩΛ,0 = 0.7, ΩM,0 = 0.3, H0 =
70 km s−1 Mpc−1.
2. Data
2.1. Summary of the ALPINE survey
The [C II] emission line fluxes are measured
from the ALMA data taken by ALPINE. A
detailed description of this survey is discussed
in Le Fèvre et al. (2019). The reduction of
ALPINE data and the association with the ex-
tensive multi-wavelength ancillary data are pre-
sented in Béthermin et al. (2020) and Faisst
et al. (2019), respectively. A summary of the
salient points of this survey is following.
ALPINE is a targeted survey, obtaining the
[C II] spectral line and continuum observa-
tions with ALMA band 7 (275 - 373 GHz) for
118 main sequence galaxies, selected by their
UV luminosity at 1500 Å (Note: not by stel-
lar mass). These 118 galaxies are chosen to
have optical spectroscopic redshifts in two in-
tervals, z ∼ 4.40− 4.58 and z ∼ 5.14− 5.85 and
to have 1500 Å absolute magnitude M1500Å ≤
−20.2 mag. These targets have stellar masses
of 108.5 − 1011M with an average value of
109.7M (Faisst et al. 2019). The redshift slice
of 4.6 − 5.12 was excluded because the red-
shifted [C II] lines would fall in a low transmis-
sion window for ALMA. It is worth noting that
the ALPINE targets have M1500Å < −20.2 (i.e.
L1500Å > 0.6L
∗), 0.76 magnitude lower luminos-
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ity than the M∗
1500Å
= −20.96 for the UV LF at
z ' 4.5− 5.5 (Ono et al. 2018).
2.2. The [C II] emission line measurements
As discussed in Béthermin et al. (2020), the
mean [C II] line flux root mean square (RMS)
is 0.14 Jy km/s for this sample. The spectral
maps have yielded 75 [C II] emission lines with
the peak flux to noise ratio SNRpeak ≥ 3.5σ
and 43 non-detections (< 3.5σ). In contrast to
the high fraction of [C II] detections, the con-
tinuum maps have found only 23 detections at
≥ 3σ. The high fraction of [C II] detection
supports the correlation between the integrated
[C II] luminosity and star formation rate (SFR).
Schaerer et al. (2020) investigates this topic us-
ing the ALPINE data.
Another significant result is that a good frac-
tion of the z ∼ 4− 6 sources is resolved – both
spatially and kinematically – and many of them
have multiple components and are clearly in-
teracting. Several ALPINE papers (Le Fèvre
et al. 2019; Béthermin et al. 2020; Loiacono
et al. 2020) discuss this property. Jones et al.
(2019) has focused on one triple merger system,
deimos cosmos 818760, with three [C II] compo-
nents. Therefore, measuring the total line flux
correctly is important for our calculations.
Since a large fraction of our sources are
marginally resolved, their total line fluxes are
generally larger than their peak fluxes, which
are good representations of the total line fluxes
only for point sources. Bethermin et al. (2020)
has designed three different methods to measure
total line fluxes. One is a simple circular aper-
ture photometry within a 1.5
′′
radius (faper).
The second method is to sum up all fluxes
within a 2σ contour above the background in
the zero-moment map (fclipped). And the last
is a 2-dimensional elliptical Gaussian fitting
method (ffit). Overall, these three methods
give good agreement. For example, the 2D-
fit and 2σ-clipped fluxes are consistent, with
a small offset of 3% and standard deviation of
only 0.17. As expected, aperture fluxes suf-
fer larger errors, especially for faint sources
(see Figure 15 in Bethermin et al. (2020)). The
aperture fluxes tend to under-estimate the total
fluxes compared with that of ffit. For example,
the mean and median of faper/ffit are 0.85 and
0.93 respectively. For this paper, we computed
the LFs using ffit and fclipped. As shown in
Figure 5, the differences are within the errors,
see details in §4.
One important and complex question is
how to deal with [C II] sources with multi-
ple components. This paper adopts the total
[C II] flux measurements for all of the sources
provided by Bethermin et al. (2020), with-
out deblending (see gold and red contours in
Figure C.4 - 6 in that paper). The ratio-
nale is that the sample has only four sys-
tems with multiple components at compa-
rable brightness (within a factor of a few).
For four of these (vuds cosmos 5100822662,
deimos cosmos 818760, deimos cosmos 873321,
deimos cosmos 434239), each has two compo-
nents separated by ≤ 1′′ and with velocity dif-
ferences ≤ 200 − 300 km/s (see Figure C.1 - 6
of Béthermin et al. 2020). Our paper considers
these two components are physically connected
and belong to one system. Worth noting that
deimos cosmos 818760 is in fact a triple sys-
tem, with a third, fainter component ≥ 2′′ away.
Our calculation does not include the fluxes from
this third system (see Jones et al. (2019)). Fi-
nally, we comment on vuds cosmos 5101209780,
whose primary target (component a) has a com-
panion (b) at a separation of > 2
′′
with a flux
brighter by a factor of 2. Our paper only con-
siders Component a. Loiacono et al. (2020)
regards Component b as a part of the serendip-
itous [C II] detection sample.
Most [C II] systems have only faint tails or
slightly extended minor components. Multi-
component decomposition will not produce
more accurate measurement of LF because, as
[CII] 158µm LFs at Redshift of 5 5
we discuss in the sections below, our derived LF
is computed in luminosity bin width of 0.5 dex.
Small flux boosting due to faint companions
will not change our results.
Figure 1. The [C II] luminosities vs observed UV
magnitudes for the ALPINE sample. The Pear-
son r coefficient indicates a weak correlation be-
tween these quantities, but with significant scatter.
The solid histogram on the right shows the MUV
distribution for the sub-sample with [C II] detec-
tions, whereas the open dashed histogram shows
the same distribution for the [C II] non-detected
ALPINE sources.
3. Methodology
3.1. Luminosity function calculation
Our sample is comprised of [C II] observations
of UV-selected galaxies. The [C II] sample is
a small sub-set of all galaxies that meet our
UV magnitude cut (M1500A < −20.2) from the
parent galaxy catalog. Therefore in deriving
the luminosity function from our sample, we
need to scale the raw number densities from the
ALPINE sample to the expected number densi-
ties drawn from the known UV luminosity func-
tion. This however is not a trivial exercise since
as shown in Figure 1 MUV vs. log10(L[CII]) for
the ALPINE sample show only a weak correla-
tion with significant scatter.
The most straight forward means of comput-
ing the [C II] luminosity function is using a
“modified” 1/Vmax method (Schmidt 1968; Fel-
ten 1976). We keep the key concept of the max-
imum and minimum redshifts of a source could
have while still being selected by a given survey.
The modification to this method is because this
is not a blind survey but a targeted survey based
on a UV-selected sample. So here we need to ac-
count for the incompleteness of our sample rel-
ative to the parent sample of UV galaxies. We
use CUV to designate the UV completeness cor-
rection. For any particular UV magnitude, this
correction is the ratio of the expected number of
sources as given by the UV luminosity function
to the the actual number of ALPINE sources.
The calculation of the number density in the
ith [C II] luminosity bin is given by Equation 1
below:
φi =
1
∆(logL)
Ni∑
j=1
C(MUV,j)
Vmax,j
(1)
Here, j designates the index of the ALPINE
source within the ith [C II] luminosity bin,
C(MUV,j) gives the UV completeness correction
corresponding to the UV magnitude of the jth
source and Vmax,j is the maximum co-moving
volume that can be sampled by an ALPINE
source with the corresponding [C II] luminos-
ity. Therefore, rather than a naive number
density where we sum up all sources within
a given luminosity bin and divide by the vol-
ume based on our redshift range of interest, we
do an effectively weighted sum where the ratio
CUV,j/Vmax,j accounts for the joint probability
of having a source of a given UV-magnitude
and a given [C II] luminosity within our sample.
Below we describe in more detail how this ratio
is computed.
As we state above, the CUV correction is de-
fined as the ratio of the expected number of
sources at a given UV magnitude to the actual
number of sources in the ALPINE sample. We
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can write this out as C(MUV ) =
φUV ∆MUV Vzbin
NUV,ALPINE
.
Here φUV is the UV luminosity function. The
UV LFs at the ALPINE redshift slices, z ∼ 4.5
and ∼ 5.5, are computed by interpolations of
the z ∼ 4 − 6 LFs published in Ono et al.
(2018), which compiled a catalog of 580,000
galaxies at z ∼ 4 − 7 over 100 sq.degrees. At
M1500Å < −20.2, this LFs are consistent with
previous results by Finkelstein et al. (2015) and
Bouwens et al. (2015). The other critical num-
ber is NUV,ALPINE which gives us the number
of ALPINE sources within the same UV magni-
tude bins. This is also shown in the right-hand
panel of Figure 1. Note that the bin width ef-
fectively appears both in the top and bottom of
the CUV equation and therefore cancels out. It
is only important to have it be not too small
in order to have a smooth NUV,ALPINE distribu-
tion but also not too large in order to be able
to capture the shape of the UV luminosity func-
tion. We chose a bin width of ∆MUV = 0.5, but
emphasize again that the precise choice is irrel-
evant as it cancels out. Lastly, to calculate the
dimensionless CUV we need to multiply the UV
luminosity function by a comoving volume ele-
ment. This is based on the particular redshift
range of interest and therefore is labeled Vzbin.
The total comoving volume out to redshift z is
Vc(z) =
4π
3
D3M(z), where the comoving distance
DM(z) =
c
H0
∫ z
0
dz′
E(z′)
and E(z) is the dimension-
less Hubble parameter which depends on the
assumed cosmology. For a particular redshift
range and sky coverage, the comoving volume
element is simply A
4π
4π
3
[D3M(zmax) − D3M(zmin)]
where A is the adopted areal coverage in stera-
dian. For our Vmax,j in Equation 1, we use the
same volume element formulation. The only dif-
ference is that we take as the maximum redshift
the minimum of the particular source’s max-
imum detectable redshift (given the [C II] de-
tectability limit of ALPINE) or the upper limit
of the redshift range of interest1. Note that be-
cause both CUV,j ∝ A and Vmax,j ∝ A, Equa-
tion 1 implies these As cancel out and our cal-
culation of φi does not depend on the adopted
A. This arises from the fact that our LF calcu-
lation fundamentally scales to the number den-
sities drawn from the UV luminosity function.
Figure 2 shows our calculated CUV for both
the lower redshift and higher redshift bins. For
the sake of this calculation, we adopted A =
2 sq.deg (size of the COSMOS field) but this as-
sumption cancels out in the LF calcualtion as
discussed above. Here CUV was calculated in
bins of UV magnitudes of width 0.5, but these
values were interpolated so that we can have
CUV,j corrections corresponding to each individ-
ual source’s UV magnitudes in Equation 1. In
Figure 2, the error on CUV is derived from the
standard deviation of the expected number of
galaxies per UV magnitude bin calculated from
1000 Poisson draws per bin. This Poisson un-
certainty dominates the uncertainty of the UV
LF (Ono et al. 2018).
The total LF errors are computed as a sum-
mation in quadrature of the CUV errors as
discussed above and the Poisson error of the
1/Vmax method, which is computed with the
following equation (see e.g. Wyder et al. 2005):
σ(1/V max) =
1
∆(logL)
[
Ni∑
j=1
C2UV,j
V 2max,j
]1/2
(2)
Note that this Equation takes into account the
fact that the larger the incompleteness factor
CUV , the larger the LF error.
3.2. Accounting for [C II] non-detections
In our method above, we already accounted
for the incompleteness of the ALPINE sample
1 We consider two redshift ranges. The first is z ∼ 4.5
which covers z = 4.403−4.585 and the second is z ∼ 5.5
which covers z = 5.135− 5.85
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Figure 2. The incompleteness correction CUV as
a function of absolute UV magnitude for the two
redshift bins. The shaded regions are uncertain-
ties/errors on CUV computed using Monte Carlo
simulations as discussed in Section 3.1.
relative to its parent sample of MUV < −20.2
sources. However, there is a second type of in-
completeness due to [C II] non-detections. Of
the 118 ALPINE targets, 43 sources only have
[C II] flux limits, with 22 and 21 objects in
the z ∼ 4.5 and the z ∼ 5.5 (optical spectro-
scopic redshifts) bin respectively. To account
for their maximum potential contribution to the
[C II] LFs, we take the non-detections noise es-
timates, σ, and assign them a maximum lu-
minosity of 3σ. This is a reasonable upper
limit for the non-detections, since the distribu-
tion of SNRpeak for non-detections peaks at ∼ 2
(Béthermin et al. 2020) and the threshold for
detection is SNRpeak ∼ 3.5.
Figure 3 shows the contribution of non-
detections to our two lowest luminosity bins.
We consider three different measurements of
the noise, aggressive (lowest noise), normal and
secure (highest noise) σ, which are described
in Section 3.3 in Bethermin et al. (2020). Fig-
ure 3 shows that the distribution of 3σ upper
limits measured by the secure method is sys-
tematically shifted to higher luminosity roughly
by 0.2 dex compared to that by the aggressive
method. We consider the maximum potential
contribution of non-detections to each luminos-
ity bin to come from whichever noise estimate
maximizes the number of non-detections in the
particular bin (i.e. aggressive method at the
lower luminosity bin, and the secure method in
the higher luminosity bin). Because the non-
detections could in principle lie below the 3σ
limit, these are the upper limits. We remind the
reader that galaxies that are treated with such
upper limits lie exclusively in the lowest two
luminosity bins so in all other bins, as we dis-
cuss below, our estimates are in fact strict lower
limits. In forthcoming figures we show both the
LFs computed from the detected sources alone,
and those that include the maximum potential
contribution from the non-detections.
0
1
2
3
4
3σ luminosity
22 Non-detections, z∼ 4.5 Aggressive
Normal
Secure
7.6 7.8 8.0 8.2 8.4 8.6
Log10(L(C[II]/L)
0
1
2
3
4
3σ luminosity
21 Non-detections, z∼ 5.5
N
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of
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Figure 3. The distributions of 3σ luminosity of
non-detected [C II] sources, measured using three
different methods. The dashed lines mark the two
lowest luminosity bins used for the [C II] LF calcu-
lations.
The last type of incompleteness is that
ALPINE is not a blind [C II] emission line sur-
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vey. Rather it is a survey specifically targeting
galaxies selected by 1500Å UV luminosity. The
high fraction of [C II] detections in the ALPINE
sample implies that the UV selection should de-
tect [C II] emitters efficiently, however the UV
luminosity and [C II] line luminosity do not
have a tight linear correlation (see Figure 1).
The ALPINE selection would certainly miss
luminous [C II] emitters with low UV luminos-
ity, i.e. M1500Å > −20.2 magnitude. Thus, the
calculated LF based on the UV-selected sample
sets the lower bounds to the [C II] LF. Including
our non-detections by assuming they are at 3σ
pushes our estimates up, in particular in our two
lowest luminosity bins. However, these are still
contributions from sources above our UV mag-
nitude limit. To fully account for [C II]-emitters
that are potentially UV-faint – i.e. below the
ALPINE target selection threshold, we need a
blind [C II] survey. The ALPINE surveys al-
lows for the next best thing – i.e. search for
serendipitous sources within the same ALMA
data as our targets. This search was conducted
by Loiacono et al. (2020). In Section ?? we
compare our results with those of Loiacono et
al. (2020) who compute the [C II] LFs using
serendipitous [C II] sources in the ALPINE sur-
vey. Because of potentially uncertain redshift
identifications and strong clustering effects, the
results from the serendipitous sources should
be considered upper bounds. The comparison
of the two estimates of the z ∼ 4 − 6 [C II]
luminosity function therefore helps to overcome
some of the systematic uncertainties associated
with each method and affirm the overall results
on the number density and luminosity function
of [C II] emitters at these redshifts as seen from
the ALPINE survey.
4. Results and discussion
4.1. Measurements based on the ALPINE UV
sample
Figure 4 presents our [C II] LFs at z ∼ 4.5 and
z ∼ 5.5, with the number of sources in each bin
labeled. The down-ward arrows mark the upper
limits if we include the [C II] non-detections at
the two lowest luminosity bins. These are con-
nected by the dashed vertical lines to the points
derived using only significant [C II] sources. The
errors in Figure 4 include Poisson errors per lu-
minosity bins as well as errors in the incomplete-
ness correction CUV . Table 1 gives our derived
LF values at z ∼ 4.5 and z ∼ 5.5.
To check the dependence of our results on the
specific photometry method, Figure 5 compares
the LFs using ffit and fclipped. Within the er-
rors, the difference is not significant. In the rest
of the analyses, we use the LFs computed from
ffit.
From Figure 4, we draw the following conclu-
sions. First, there is no obvious difference be-
tween the z ∼ 5 and z ∼ 0 LFs at the luminos-
ity range of log10(L[CII]/L) ∼ 8.25− 9.25. But
we remind that these LF values are lower lim-
its. Second, we do find some hints of an excess
over the z ∼ 0 LF in the highest luminosity
bin log10(L[CII]/L) = 9.45 − 9.75. Lastly, we
do not measure significant differences between
[C II] LFs at z ∼ 4.5 and z ∼ 5.5, within the un-
certainties. Considering that LF is essentially
the volume density of [C II] emitters, we com-
pute the LF at z ∼ 4−6 simply by using the geo-
metric mean of the values at z ∼ 4.5 and z ∼ 5.5
and the total error as the quadratic sum of in-
dividual terms. For simplicity, the subsequent
figures show the [C II] LF in a single redshift bin
of 4 < z < 6.
Our key conclusion of the LF excess at high
luminosity has large uncertainties. We carry out
the following three additional tests to verify this
result.
First, as Figure 4 shows, we test using a dif-
ferent binning (open symbols), which gives more
sources (4 vs. 2) in the highest luminosity bin
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at z ∼ 4.5. The excess signal is present in both
binning methods.
Second, we investigated an alternative means
of computing [C II] luminosity function. This
method uses the observed MUV vs L[CII] dis-
tribution in Figure 1 to construct the probabil-
ity distribution for sources in each UV magni-
tude bin for a given L[C II]. The expected num-
ber density of sources from the UV LF is then
spread among the L[C II] bins according to these
distributions. Summing the contributions from
each UV bin gives us the total number density
expected in each L[C II] bin. The results are
consistent with our method described above, in
that the z ∼ 5 LF is consistent with z ∼ 0 LF,
except in the highest luminosity bin where we
see an excess over the z ∼ 0 number densities.
As in our modified 1/Vmax method, this excess
is due to the presence of the [C II]-bright UV-
faint outliers clearly seen in Figure 1.
It is worth emphasizing that any UV selected
sample such as ALPINE is biased against [C II]
emitters with low UV luminosity. Properly
counting for these outliers is critical for the
[C II] LF calculation.
Third, we examine if blending due to flux
boosting could cause the excess signal. We
check the [C II] maps (Bethermin et al. 2020)
for the four most luminous sources included
in the highest-L bins in Figure 4. Three of
the four sources are [C II] bright and single ob-
jects, and one has an optical counterpart with
very low UV luminosity. The fourth source,
deimos comos 818760, is a triple system and
has been published in Jones et al. (2020). The
whole system has component C, E and W with
log10(L[CII]/L) = 9.48, 9.21 and 8.7 respec-
tively (Jones et al. 2020). With small spa-
tial and velocity separations, component C & E
are considered as a major merger (Jones et al.
2020) and is counted as a single source with
log10(L[CII]/L) = 9.66 in our calculation. We
remind that our LF bin width is 0.5 dex. Com-
ponent W is included in the Loiacono et al.
serendipitous sample. The UV counterpart to
component C is the ALPINE primary target,
however, the counterpart to component E has
high dust extinction, and not detected in HST
F814W band (Koekemoer et al. 2007, 2011), but
detected in deep K-band, with low UV luminos-
ity, M1500 well below the ALPINE cutoff. Treat-
ing these two components separately will only
enhance the key point – that is the existence of
a population of bright [C II] emitters with very
low UV luminosity. We conclude that blending
cannot explain the observed excess at the high
end of the luminosity function.
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Figure 4. The robust lower bounds on the [C II]
emission line luminosity functions at redshift ∼ 4.5
(blue squares) and ∼ 5.5 (red dots). The open sym-
bols of the same colors use a different binning than
the solid points. The gray stars are the [C II] LF at
z ∼ 0 (Hemmati et al. 2017). The down-ward tri-
angles indicate the upper limits estimated from the
[C II] non-detections. The numbers at the bottom
indicate the number of sources in the corresponding
luminosity bin and redshift. For the comma sepa-
rated pairs of numbers, the first is the number of
[C II] detections, and the second is the number of
[C II] non-detections used to compute upper limits.
For clarity, we shift the z ∼ 5.5 data points (red)
slightly along the x-axes to avoid overlap.
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Figure 5. The [C II] LF computed using two dif-
ferent [C II] line fluxes, fclipped and ffit
4.2. Comparison with the [C II] LFs based on
serendipitous ALPINE sources
The LFs presented above are lower limits on
the number densities of [C II] emitters at z ∼
4 − 6 because they miss potential sources that
are bright in [C II] but faint in UV. Fortunately,
with the 118 ALMA maps along separate point-
ings, searching for serendipitous [C II] emitters
at 4.40 < z < 4.58 and 5.13 < z < 5.85
can quantify this effect. In a companion pa-
per, Loiacono et al. (2020) carried out a blind
search for all line emitters within the 118 data-
cubes. The detailed search algorithm and simu-
lations validating the candidates are presented
in Loiacono et al. (2020). We compare our re-
sults with that of Loiacono et al. (2020). Their
serendipitous sources are split in clustered and
field detections, based on their redshift separa-
tion from the ALPINE central targets. Figure 6
shows the resulting LFs. The LF based on the
serendipitous sources is strongly affected by cos-
mic clustering and by uncertainties in the iden-
tification of some line emitters. Thus it sets an
upper boundary to the bright-end of the [C II]
luminosity function at z ∼ 4 − 6, whereas our
results are the lower limits. The true [C II] LF
lies somewhere between the purple squares and
green dots (shaded area) in Figure 6.
Together, the UV-selected and serendipitous
ALPINE samples both point toward significant
number densities of luminous [C II] emitters at
z ∼ 4 − 6. At the low luminosity end with
log10(L[CII]/L) ≤ 8.75 both LFs are consistent
with the z ∼ 0 LF, suggesting no significant
evolution in this luminosity range. However, the
number densities at log10(L[C II]/L) > 9 are far
in excess of the z ∼ 0 [C II] luminosity function
of Hemmati et al. (2017) suggesting potentially
considerable evolution.
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Figure 6. The comparison of [C II] LFs calculated
from the UV sample (purple squares) with the es-
timates from the serendipitous [C II] sources which
are in clusters (green) and in field (salmon). These
data are taken from Loiacono et al. 2020 and the
bins are independent. The dashed line indicates the
z ∼ 0 LF (Hemmati et al. 2017).
4.3. Comparison with indirect observational
expectations
In this section, we further test our conclusion
above by comparing the direct ALPINE [C II]
LFs with indirect estimates of the [C II] lumi-
nosity functions based far-IR, and CO luminos-
ity functions at z ∼ 4− 6 and adopting typical
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conversion relations. Figure 7 shows this com-
parison. Below we describe in more detail the
assumptions behind this figure.
Our first comparison sample is again drawn
from serendipitous continuum sources in the
ALPINE survey. Here we use the results in
Gruppioni et al. (2020) who derive an IR lu-
minosity function based on serendipitously de-
tected continuum sources in the ALPINE data.
We also use the 250µm LF from the SCUBA-2
survey (Koprowski et al. 2017). To convert this
to a total IR luminosity function, we adopted
LIR/L250µm = 38.5 calculated using the in-
frared spectral energy distribution (SED) tem-
plate, constructed from data including ALPINE
continuum measurements by Béthermin et al.
(2020). Finally, to convert both of these
into [C II] luminosity functions we adopt the
LIR/LFIR = L8−1000µm/L42−122µm = 1.3 and
log10(LFIR/L[C II]) = 2.69 recently compiled for
high-z galaxies (Zanella et al. 2018).
Next we include the [C II] LFs at z ∼ 5.8,
converted from the CO(1-0) LF published by
the ALMA SPECtroscopic Survey (ASPECS,
pink shaded region) (Decarli et al. 2019) and
from the CO(2-1) LF from the CO Luminos-
ity Density at High Redshift survey (COLDz,
light shaded green) (Riechers et al. 2019). Here
we use CO(2-1)/CO(1-0) ratio of 1 (Riechers
et al. 2019). For comparison, the average value
for this ratio is 0.85 for sub-millimeter galax-
ies. The ASPECS and COLDz CO LFs are
published in L′CO(1−0)[K km s
−1 pc2]. We trans-
formed the CO(1-0) LF to the estimated [C II]
LF by using
log10(LCO(1−0)/L) =
log10(L
′
CO(1−0)[K Km s
−1 pc2])− 4.31 (1)
log10[L[CII]/LCO(1−0)] = 3.6 (2)
Combining Equation (1) and (2), we have
log10[L
′
CO(1−0)/L[CII]] = 0.9, which is used to
convert the CO(1-0) LF in L′CO(1−0). The
first relation is based on the equations de-
fined in § 2.4 in Carilli & Walter (2013). The
log10[L[C II]/LCO(1−0)] ratio can span a range of
3 − 3.8 as measured from a sample of normal
galaxies at z ∼ 0 and z ∼ 1 − 2 (Stacey et al.
1991, 2010). Zanella et al. (2018) recently exam-
ined a larger sample of galaxies with published
L[CII] and LCO measurements at z ∼ 0− 6. We
adopt the value of 3.6 in Equation (2), con-
sistent with the calculation of molecular mass
described in § 4.5. Our adopted value makes
a conservative conversion to [C II] luminosity.
Extremely metal-poor, low mass, blue compact
dwarf galaxies can have one order of magni-
tude higher [C II]-to-CO(1-0) ratio (Cormier
et al. 2014). But these are unlikely to be good
analogues, since the averaged star formation ef-
ficiency for the ALPINE sample is an order of
magnitude higher than the local sample (Faisst
et al. 2019; Madden et al. 2013; Cormier et al.
2014). In addition, our adopted value ignores
that at z ∼ 4 − 6, CMB photons will increase
line excitation as well as background for CO(1-
0) line (da Cunha et al. 2013). The CO(1-0)
line would be suppressed by ∼20% at z ∼ 6
(Vallini et al. 2018). This would potentially
push these estimated [C II] LFs to even higher
luminosities, but is still well within the overall
uncertainties in this conversion relation.
Figure 7 shows that within the large uncer-
tainties, there is good agreement between all
these constraints on the [C II] luminosity func-
tion at z ∼ 4 − 6. Combined, they strengthen
even further our conclusion that there has been
strong evolution in the number densities of
L[CII] > 10
9L sources between z ∼ 5 and
z ∼ 0.
Finally, including the data from our work,
Loiacono et al. (2020), the converted values us-
ing the FIR LFs from Gruppioni et al. (2020)
and (Koprowski et al. 2017), we perform a fit
to the data assuming a Schechter function. We
derive log10(L
∗
[CII]/L) = 9.5 ± 0.6, φ∗ = (8.4 ±
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Figure 7. The [C II] emission line luminosity func-
tions derived from the UV sample (purple sym-
bols) and the serendipitous, confirmed [C II] emit-
ters at z ∼ 4 − 6 (green circles and red diamond).
Also included are the [C II] LFs converted from the
ALPINE IR LF (light pink circles) (Gruppioni et
al. 2020), from the SCUBA-2 rest-frame 250µm LF
at z ∼ 3.5 − 4.5 (dark pink triangles) (Koprowski
et al. 2017), and from the CO LF published by
ASPECS (Decarli et al. 2019) and COLDz (Riech-
ers et al. 2019). The pink shade region represents
both 1σ and 2σ uncertainty regions from Decarli
et al. (2019). The blue solid line is the Schechter
functional form fit to all of the data, including the
estimated [C II] LF values based on FIR LFs
8) × 10−4 Mpc−3 dex−1 and α = −1.1 ± 0.32.
Because our results and the Loiacono et al.
(2020) are only the lower and upper bounds,
and the converted LF from FIR are affected by
large systematic uncertainties, large errors are
expected. Presenting them here is for the con-
venience when making comparison of the total
[C II] emission line luminosity density. At face
value, the z ∼ 4 − 6 L∗[CII] has increased by a
2 The fit was done using the curve fit function
within the scipy package (Jones et al. 2001–).
factor of 20 compared to L∗[CII] ∼ 2.2× 108L at
z ∼ 0 (Hemmati et al. 2017).
4.4. Comparison with theoretical predictions
Figure 8 shows the model [C II] LFs from
Popping et al. (2016) and Lagache et al. (2018)
overlaid on the same data as shown in Fig-
ure 7. These models combine semi-analytic
galaxy evolution models with radiative transfer
calculations to make predictions on [C II] line
emissions and LFs. As already noted in our
z ∼ 0 [C II] LF paper (Hemmati et al. 2017),
the Popping et al. (2016) model is definitely
ruled out by the observations. Lagache et al.
(2018) model is much improved, but still fails
to match the abundant luminous [C II] emit-
ters at z ∼ 4 − 6. The Lagache et al. (2018)
model is reasonably consistent with the data
at log10(L[C II]/L) > 10, but the data overall
are more consistent with a Schechter functional
form than the power law form of this model.
Several cosmological simulations have inves-
tigated CO(1-0) and [C II] emission at high-z,
most of them focusing on the L([CII])-SFR re-
lation and associated deviations. As illustrated
in Ferrara et al. (2019), the physical processes
of [C II] emission are complex, and the assumed
gas density in PDRs (or size and filling factor),
ionization factor, metallicity and starburstness
can all affect [C II] luminosity. Some models can
reproduce both the luminous and weak [C II]
sources in the L([CII])-SFR plane (Vallini et al.
2015; Lagache et al. 2018; Ferrara et al. 2019).
The discrepancy between our LF and the mod-
els however implies that the current models for
synthesizing the high-z [C II] populations likely
involves other factors that are still not well un-
derstood. More work is clearly needed.
4.5. Implications to the molecular gas mass
density at z ∼ 4− 6
It has been widely recognized that the evo-
lution of the molecular gas mass as a function
of redshift holds clues to understanding galaxy
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Figure 8. The comparison of the [C II] LF mea-
surements from both the UV (purple) and [C II]
serendipitous samples (green and pink dots) with
the model predictions (black and green lines). Here
we also included the [C II] LFs converted from the
FIR and CO LFs. See text for the details. For
additional figure legend see Figure 7 for the data
points.
formation and evolution more broadly (for a
review see Carilli & Walter 2013). In partic-
ular, we want to compare with the model for
ρmolgas as a function of z from Liu et al. (2019).
Liu et al. (2019) combined their ALMA galaxy
catalog with 20 other published datasets and
made a comprehensive analysis of scaling re-
lations between stellar mass, gas fraction and
redshift. They expressed the molecular gas
mass density, ρmol(z) =
∑
M∗
ΦSMF (z,M∗) ×
M∗ × µgas(z,M∗,∆MS), as a function of stel-
lar mass function Φ and gas fraction µ. They
integrate down to M∗ = 10
9M. Using the
Liu et al. (2019) µmolgas = Mmolgas/M∗ ∼ 2
at z ∼ 5 and α[CII]−Mmolgas ∼ 30M/L from
Zanella et al. (2018), this lower limit translates
to L[CII] ∼ 7 × 107L. Therefore we start by
integrating the [CII] luminosity function down
to this limit giving us a luminosity density of
L[CII] is 1.2 × 106LMpc−3. Zanella et al.
(2018) find that α[CII]−Mmolgas relation has an
1σ of 0.3 dex, translating into a linear ratio
Mmol/L[CII] = 15− 60 M/L. We calculate the
cosmic volume averaged molecular mass density
ρmolgas = (2 − 7) × 107M/Mpc3 at z ∼ 4 − 6.
At 2σ and 95% confidence level, we estimate
ρmolgas = (1− 14)× 107M/Mpc3.
Note however, that when using the Zanella
et al. (2018) relation on individual ALPINE
galaxies to convert their L[CII] into the molecu-
lar gas mass, we see that the mean gas fraction
is µmolgas ≈ 3 (Dessauges-Zavadsky et al. 2020).
This is slightly higher than in the one of the Liu
et al. (2019) sample likely due to the fact that
the ALPINE galaxies have lower stellar masses
than the Liu et al. (2019) sample. We checked
that changing this constant does not change our
results in any substantive way (see the discus-
sion below).
In Figure 9, we overlay our estimates of ρmolgas
on the Liu et al. (2019) model predictions (based
on the A3COSMOS sample). We also overlay
the 1 and 2σ constraints from ASPECS (Decarli
et al. 2019) and COLDz (Riechers et al. 2019)
which surveys measured CO transitions using
ALMA and JVLA and set constraints on the
mass density of molecular gas at z ∼ 3−6. This
cross-check is critical because all these surveys
have pros and cons in their attempts to con-
strain the evolution of the cosmic molecular gas
density. The key advantage of the ALPINE sur-
vey is its large sample (thanks to the [C II] line
being a significantly brighter tracer of molec-
ular gas than any CO line), but due to the
uncertainties in the selection function we are
left with only lower and upper bounds on the
LF. The A3COSMOS-based constraint is also
affected by selection biases. Both ASPECS and
COLDz, while smaller samples, have the key ad-
vantage of being unbiased in terms of cold gas
selection, since they use CO which is the most
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reliable tracer of cold molecular gas mass cur-
rently known. Figure 9 shows that, within the
uncertainties, all these studies are consistent.
As such, these surveys provide supporting evi-
dence that we are obtaining useful constraints
as we use the sizeable ALPINE sample to con-
strain the cold gas density vs redshift relation.
Figure 9 shows that our results are well within
the range of the Liu et al. (2019) model, only
slightly favoring the upper half. The spread in
the model shown indicates different assumption
of the molecular gas fraction as a function of
redshift. The upper limit is based on Scoville
et al. (2017) analyses of the ALMA dust con-
tinuum observations at z < 3.8, and the lower
limit is based on the Tacconi et al. (2018) rela-
tion, primarily from the PHIBBS CO survey at
z < 2.5. In contrast to our results, the results
of the CO surveys (COLDz and ASPECS) favor
the lower half of the models shown. However,
given the large uncertainties in all of these es-
timates, this slight tension between us and the
CO survey is not too significant. Within the
2σ uncertainties, our results are consistent with
those from COLDz and ASPECS.
Dessauges-Zavadsky et al. (2020) also exam-
ined the molecular gas content of individual
ALPINE galaxies at z 5, using [C II] detections
to constrain the total molecular gas mass at
z ∼ 5. Like us, they use the scaling relations
from Zanella et al. (2018). They find µmolgas ≈ 3
which leads to slightly lower total mass den-
sity and a better agreement with the Tacconi
et al. (2018) model (see Fig. 7 of their pa-
per). Indeed, given the large uncertainties on
these molecular gas mass densities, we cannot
really exclude any of the models. The main
difference between our analyses however is that
our calculation is based on our best estimate of
the [CII] luminosity function, including all three
ALPINE constraints thereof (the UV-sample,
the serendipitous sample and the continuum-
sample) as well as the far-IR LF from Koprowski
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Figure 9. The estimated mass density of molecu-
lar gas based on our [C II] LF (pink shaded region).
The height of this pink region corresponds to 2σ
and 1σ of the Mmol-L[CII] scaling constant. Sim-
ilarly, the ASPECS result (salmon shaded region)
also includes 2σ and 1σ uncertainties.
et al. (2017). In this paper we do not look at the
ALPINE constraints on the star-formation rate
density at z ∼ 5. This question is examined in
our companion paper, Loiacono et al. (2020).
5. Summary and conclusions
The ALPINE survey carried out ALMA band-
7 observations of 118 galaxies at z ∼ 4.40−5.85
selected by their UV luminosity (M1500Å <
−20.2, or L1500Å > 0.6L∗1500Å) within the COS-
MOS and GOODS-South fields. The observa-
tions show a high fraction (75/118) of [C II] de-
tections confirming that, at high-z, [C II] line
emission broadly traces the UV emission, espe-
cially for galaxies without substantial dust ob-
scuration.
Using the ALPINE UV selected target sam-
ple, we calculate the lower bounds to the true
volume densities of [C II] emitters as a func-
tion of line luminosity. Based on the UV se-
lected sample alone, we see a hint of excess in
[C II] LF at log10(L[CII]/L) ≥ 9.5. We com-
pare our results with the [C II] LFs derived from
the serendipitous [C II] sample of Loiacono et al.
(2020) which provide the upper bounds. Taken
together, the two different LF estimates from
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the ALPINE data, show potentially consider-
able redshift evolution in the bright end of the
[C II] LF at z ∼ 4 − 6 compared to z ∼ 0. We
fit a single Schechter function model to both
these ALPINE constraints as well indirect [C II]
LFs converted from published far-IR and CO(1-
0) LFs at z ∼ 4 − 5. This model fit suggests
that the population of luminous [C II] emitters
at z ∼ 4−6 is roughly 20−50× more abundant
than that of the local Universe.
By integrating the [C II] LF, and adopting
scaling relations between [CII] uminosity and
molecular gas mass we estimate that the molec-
ular mass density at z ∼ 4 − 6 reaches roughly
(2− 7)× 107MMpc−3 (1σ). This value is con-
sistent with the evolutionary tracks of ρmol(z)
from Liu et al. (2019), favoring slightly mod-
els with somewhat higher galaxy gas fractions.
By contrast, CO surveys such as COLDz and
ASPECS Riechers et al. (2019); Decarli et al.
(2019) favor slightly lower gas fractions. How-
ever, this difference is not significant at present
given the large uncertainties in all the measure-
ments.
Our measurements at z ∼ 4 − 6 have im-
portant implications for upcoming millimeter
spectral surveys such as CONCERTO (Lagache
2018b) and CCAT-Prime (Stacey et al. 2018).
They provide benchmarks of the expected num-
ber of sources, in particular predicting that
large area millimeter spectral surveys should
find many extremely luminous [C II] emitters at
z ∼ 4− 6.
Finally, our results are in tension with the
available model predicted LFs, particularly at
the luminous end (Popping et al. 2016; La-
gache et al. 2018) suggesting model assumptions
about the physical conditions in PDR at these
redshifts may not be correct. Better under-
standing of the physical conditions in the ISM at
these redshifts is clearly needed. This would be
enabled by a far-IR spectroscopy survey facility
such as the proposed Origins Space Telescope3.
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[CII] 158µm LFs at Redshift of 5 17
Table 1. ALPINE [C II] LFs at z∼ 4 − 6 in
10−4 Mpc−3 dex−1
Log10(L[CII]) φ
a
UV φ
up,b
UV φUV φ
up,c
UV
L z ∼ 4.5 z ∼ 5.5
7.75 ... ... 1.58± 0.81 ...
8.25 7.98± 4.45 25.4± 3.5 11.1± 1.6 24.0± 5.5
8.75 4.12± 2.18 ... 2.47± 0.35 ...
9.25 0.55± 0.32 ... 0.074± 0.036 ...
9.75 2.0± 1.73 ... ... ...
Note—a: φUV is the [C II] LF derived based on the ALPINE primary
targets, i.e. the UV sample. b & c: φupUV refers to the corrected [C II]
LFs by taking into account of the [C II] non-detections in the ALPINE
sample. These mark the upper limits to the two lower luminosity bins
because we assume that these non-detections have 3σ line luminosity.
