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pointを｛エm｝で表記し，その格子点の数をMとする．また，乃を｛x例｝で定まる超立方体としよう．
そうすると，上記の積分は
（r）      力（あ1篶一・）一仏和み1加一・肱一・
（γ）    力（ル1篶一工）一事小（ル1加）仏
となる．かは”の力（・1・）の性ル（み1刻一1）・み一・や∫・（ル1み）・舳時系列モデル1こも依存する
が，実際は極めて低次元（々＝1～2）の積分に還元されることが多いので，単純に数値積分を行えばよい．
モンテカルロフィルター（Kitagawa（1993））は，力（z l・）の近似のさらなる省略化を，デルタ関数の和
（1／M’）Σmδ（z、一兀m）で実現し，｛κm｝を，分布にしたがう乱数をM’偶発生して近似的に求めている
ものと考えることができる．
前述の方法を，最も簡単た例題である1次元平滑化に応用し，その有効性を確かめた．
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          メトロポリス的モンテカルロ法の緩和について
                                   伊 庭 幸 人
 ベイズモデル（一般に極めて変数の多い確率分布）に対して周辺分布を計算する有力な手法としてメ
トロポリス的モンテカルロ法がある．この方法の骨子は，与えられた確率分布に対して，それを不変分
布とするマルコフ鎖を作ることにある．この方法の欠点として，緩和時間の長い準安定状態がしばしば
生じて，効率が低下するという問題がある．これは，たとえば，分布に複数のモードがある場合などに
生じやすい．このため，緩和時間を短くする方法が模索されている．そのうちで，最近注目されている
のは，拡張されたアンサンブルを用いる方法（Berg and Neuhaus（1992），Berg and Ce1ik（1992），
Marinari and Parisi（1992））である．
 研究報告会では，Marinariらの方法に似た別法を提案し，具体的な統計の問題に対する結果をしめし
た．この方法の特徴は，条件のことなる確率分布R（タ∈｛1’．．．，〃｝）にしたがう系を複数個同時にシミュ
レートしだから，その間の“入れ替え”を確率的に行なう点にある（これに対して参考文献の方法では
いずれも1個の系をシミュレートする）．入れ替わりが十分に頻繁におこり，Rの中に短い緩和時間でシ
ミュレートできるものが含まれれば，全体の緩和が速くたることが期待できる．“入れ替え”の際には同
時分布関数
 （1）        P（κ、，κ。，．．．，舳）＝Pユ（κ1）P。（κ。）…P〃（ル）
について詳細釣合が満たされるようにするのがポイントである．たとえば，条件のことなる確率分布の
族として温度の違うギブス分布の族｛Pα（κ）｝
（2）
    …（」劣））
P。（κ）＝
      z。
を考えた場合には，入れ替えのアルゴリズムとして，
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 1．亙（κm．1），亙（κm）を計算する．
・一一一（亙（舳・）一亙（ル））（÷1＋）を計算する．
 3．乱数7∈［O，1］を発生させ，ma＜exp（一∠）ならんmとκm。、をそっくり“入れ替える”．すなわ
   ち，いままで，温度Tmで動いていた系の状態を初期状態として温度rm。、の計算をはじめ，温度
   Tm。。で動いていた系の状態を初期状態として温度Tmの計算をはじめる．
という方法が考えられる．各温度の系はそれぞれ独立にメトロポリス法もしくは熱浴法によって時間発
展するとし，それに各mについての上述の操作を組み合わせたものが，全体のアルゴリズムを構成する．
T。とrm。、が十分近ければ，入れ替わりが頻繁に起こり，高温での速い緩和が，低温での緩和を促進す
る効果を持つことが期待される．
 ここでは，テストとして，3つの完全に等価ではたい“山”のある分布に適用することを試みた．具体
的には，以前から研究している，“対比較にもとづいて分類する問題”において，等価ではない3つのクラ
スタに分類する場合を扱った．要素数M＝12（真の組分けが4：4：4）の系に対する結果の例を図1（a），
（b）に示した．いずれも，ことなる初期状態と乱数列を用いた15回の計算の結果が示されている．統計
量はユ0000MCS捨てたあとの40000MCSの平均から求めた．図1（a）が通常のメトロポリス法の結果で
あるが，低温での結果は初期状態や乱数列に依存し，厳密解と一致したい．これに対し，入れ替えを採
り入れたアルゴリズムでは，図1（b）に示すように，低温でも安定して良い値が得られている．大きさ12
の系に対してはメトロポリス的方法がすべての和を数えあげる方法に比べてすぐれているとはいえない
ので，大きさ30の系についてもテストを行なった．この場合は厳密解との比較はできたいが，結果の安
定性についてはそれたりに良い結果が得られた．ただし，十分高い温度の系を拡張アンサンブルに追加
しないと良い結果が得られたい場合もあった．これらの結果についても報告を行なった．
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図1．（a）に従来の方法，（b）に提案した方法の結果を示す．縦軸はどの山の頂上の近くにいるか
   に敏感た統計量（真の組分けとの重なり），横軸は温度．実線は312個の状態について完全に
   和をとって求めた厳密解．データは模擬データ．
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 講演後，同様のアルゴリズムが，計算機科学者（木村・瀧（1990））及び統計学者（Geyer（1991））に
よってすでに提案されていることを知った．ただし，前者では事後分布からのサンプルの生成への応用
は意識されていないと思われる．
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          不完全情報下における制御系設計に関する研究
                                    宮 里 義 彦
 制御対象の運転中にパラメータを逐次同定しだから適応的にモデル追従制御を実現するモデル規範形
適応制御系を構成するためには，対象が最小位相系（零点が安定）でなければならたい．これは適応制御
装置が対象の零点を極との相殺によって移動させるために，対象に不安定な零点があると制御装置に不
安定た極が発生して，制御系全体の安定性が保証されたいからである．連続時間系は多くの場合に最小
位相系となるので，以上のことは大きな問題とならない．しかしディジタル制御系を構成するために，連
続時間系をサンプラと零次ホールダを通して離散時間化する（Fig．1）と，得られた離散時間系が非最小
位相系にたる場合がある．特に連続時間表現で相対次数が2以上の対象を離散時間化する際に，サンプ
リング時間を小さくしていくと不安定な零点が発生することが知られている（極限零点の問題）．従っ
て，離散時間非最小位相系に適用可能た適応制御方式を確立することが重要な課題とされてきた．これ
については，極零相殺が生じるモデルマッチング方式を避けて適応極配置問題に置き換えたり，入力も
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   Fig．1．通常のサンプリング．
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   Fig，2．多重サンプリング（m＝3）．
