We consider a general class of stochastic optimal control problems, where the state process lives in a real separable Hilbert space and is driven by a cylindrical Brownian motion and a Poisson random measure; no special structure is imposed on the coefficients, which are also allowed to be path-dependent; in addition, the diffusion coefficient can be degenerate. For such a class of stochastic control problems, we prove, by means of purely probabilistic techniques based on the so-called randomization method, that the value of the control problem admits a probabilistic representation formula (known as non-linear Feynman-Kac formula) in terms of a suitable backward stochastic differential equation. This probabilistic representation considerably extends current results in the literature on the infinite-dimensional case, and it is also relevant in finite dimension. Such a representation allows to show, in the non-path-dependent (or Markovian) case, that the value function satisfies the so-called randomized dynamic programming principle. As a consequence, we are able to prove that the value function is a viscosity solution of the corresponding Hamilton-Jacobi-Bellman equation, which turns out to be a second-order fully non-linear integro-differential equation in Hilbert space.
Introduction
In the present paper we study a general class of stochastic optimal control problems, where the infinite-dimensional state process, taking values in a real separable Hilbert space H, has a dynamics driven by a cylindrical Brownian motion W and a Poisson random measure π. Moreover, the coefficients are assumed to be path-dependent, in the sense that they depend on the past trajectory of the state process. In addition, the space of control actions Λ can be any Borel space (i.e., any topological space homeomorphic to a Borel subset of a Polish space). More precisely, the controlled state process is a so-called mild solution to the following equation:      dX t = AX t dt + b t (X, α t )dt + σ t (X, α t )dW t + U \{0} γ t (X, α t , z) π(dt dz) − λ π (dz) dt , 0 ≤ t ≤ T,
where A is a linear operator generating a strongly continuous semigroup {e tA , t ≥ 0}, λ π (dz)dt is the compensator of π, while α is an admissible control process, that is a predictable stochastic process taking values in Λ. Given an admissible control α, the corresponding gain functional is given by
where the running and terminal reward functionals f and g may also depend on the past trajectory of the state process. The value of the stochastic control problem, starting at t = 0 from x 0 , is defined as
Stochastic optimal control problems of infinite-dimensional processes have been extensively studied using the theory of Backward Stochastic Differential Equations (BSDEs); we mention in particular the seminal papers [11] , [12] and the last chapter of the recent book [9] , where a detailed discussion of the literature can be found. Notice however that the current results require a special structure of the controlled state equations, namely that the diffusion coefficient σ = σ(t, x) is uncontrolled and the drift has the following specific form b = b 1 (t, x) + σ(t, x)b 2 (t, x, a). Up to our knowledge, only the recent paper [6] , which is devoted to the study of ergodic control problems, applies the BSDEs techniques to a more general class of infinite-dimensional controlled state processes; in [6] the drift has the general form b = b(x, a), however the diffusion coefficient is still uncontrolled and indeed constant, moreover the space of control actions Λ is assumed to be a real separable Hilbert space (or, more generally, according to Remark 2.2 in [6] , Λ has to be the image of a continuous surjection ϕ defined on some real separable Hilbert space). Finally, [6] only addresses the non-path-dependent (or Markovian) case, and does not treat the Hamilton-Jacobi-Bellman (HJB) equation related to the stochastic control problem.
The stochastic optimal control problem (1.1) is studied by means of the so-called randomization method. This latter is a purely probabilistic methodology which allows to prove directly, starting from the definition of V 0 , that the value itself admits a representation formula (also known as non-linear Feynman-Kac formula) in terms of a suitable backward stochastic differential equation, avoiding completely analytical tools, as for instance the Hamilton-Jacobi-Bellman equation or viscosity solutions techniques.
This procedure was previously applied in [10] and [1] , where a stochastic control problem in finite dimension for diffusive processes (without jumps) was addressed. We also mention [15] , which has inspired [10] and [1] , where a non-linear Feynman-Kac formula for the value function of a jump-diffusive finite-dimensional stochastic control problem is provided. Notice, however, that the methodology implemented in [15] (and adapted in various different framework, see e.g. [2] , [3] , [7] ) is quite different and requires more restrictive assumptions; as a matter of fact, there the authors find the BSDE representation passing through the Hamilton-Jacobi-Bellman equation, and in particular using viscosity solutions techniques; moreover, in order to apply the techniques in [15] , one already needs to know that the value function is the unique viscosity solution to the HJB equation.
The randomization method developed in the present paper improves considerably the methodology used in [15] and allows to extend the results in [10] and [1] to the infinite dimensional jumpdiffusive framework, addressing, in addition, the path-dependent case. We notice that it would be possible to consider a path-dependence, or delay, in the control variable as well; however, in order to make the presentation more understandable and effective, we assume a path-dependence only in the state variable. We underline that our results are also relevant for the finite-dimensional case, as it is the first time the randomization method is implemented when a jump component appears in the state process dynamics.
Roughly speaking, the key idea of the randomization method consists in randomizing the control process α, by replacing it with an uncontrolled pure jump process I associated with a Poisson random measure θ, independent of W and π; for the pair of processes (X, I), a new randomized intensity-control problem is then introduced in such a way that the corresponding value coincides with the original one. The idea of this control randomization procedure comes from the well-known methodology implemented in [16] to prove the dynamic programming principle, which is based on the use of piece-wise constant policies. More specifically, in [16] it is shown (under quite general assumptions; the only not usual assumption is the continuity of all coefficients with respect to the control variable) that the supremum over all admissible controls α can be replaced by the supremum over a suitable class of piece-wise constant policies. This allows to prove in a relatively easy but rigorous manner the dynamic programming principle, see Theorem III.1.6 in [16] . Similarly, in the randomization method we prove (Theorem 4.1), under quite general assumptions (the only not usual assumption is still the continuity of all coefficients with respect to the control variable), that we can optimize over a suitable class of piece-wise constant policies, whose dynamics is now described by the Poisson random measure θ. This particular class of policies allows to prove the BSDE representation (Theorem 5.1), as well as the randomized dynamic programming principle. Notice that in the present paper we have made an effort to simplify various arguments in the proof of Theorem 4.1 and streamline the exposition.
In the Markovian case (Section 6), namely when the coefficients are non-path-dependent, we consider a family of stochastic control problems, one for each (t, x) ∈ [0, T ] × H, and define the corresponding value function. Then, exploiting the BSDE representation derived in Section 5, we are able to prove the so-called randomized dynamic programming principle (Theorem 6.2), which is as powerful as the classical dynamic programming principle, in the sense that it allows to prove (Proposition 6.3) that the value function is a viscosity solution to the Hamilton-Jacobi-Bellman equation, which turns out to be a second-order fully non-linear integro-differential equation in the Hilbert space H:
Notice that in the non-diffusive case, namely when σ ≡ 0, the control problem corresponding to equation (1.2) has already been studied in [20] . Here the authors prove rigorously the (classical) dynamic programming principle (Theorem 4.2 in [20] ) and show that the value function solves in the viscosity sense equation (1.2) (with σ ≡ 0), Theorem 5.4 in [20] . Then, Theorem 6.2 below, which provides the randomized dynamic programming principle, can be seen as a generalization of Theorem 4.2 in [20] ; similarly, Proposition 6.3 extends Theorem 5.4 in [20] to the case with σ not necessarily equal to zero. Finally, we recall [19] , which is devoted to the proof of a comparison principle for viscosity solutions to equation (1.2) (with σ not necessarily equal to zero), to which we refer in Remark 6.2. The paper is organized as follows. In Section 2 we introduce the notations used in the paper and state the assumptions imposed on the coefficients (notice however that in the last section, namely Section 6, concerning the Markovian case, we introduce a different set of assumptions and introduce some additional notations). Section 3 is devoted to the formulation of the stochastic optimal control problem, while in Section 4 we introduce the so-called randomized control problem, which allows to prove one of our main results, namely Theorem 4.1. In Section 5 we prove the BSDE representation of the value V 0 (Theorem 5.1). Finally, Section 6 is devoted to the study of the non-path-dependent (or Markovian) case, where we prove that the value function satisfies the randomized dynamic programming principle (Theorem 6.2) and we show that it is a viscosity solution to the corresponding Hamilton-Jacobi-Bellman equation (Proposition 6.3).
Notations and assumptions
Let H, U and Ξ be two real separable Hilbert spaces equipped with their respective Borel σ-algebrae. We denote by | · | and ·, · (resp. | · | U , | · | Ξ and ·, · Ξ , ·, · U ) the norm and scalar product in H (resp. in U and Ξ). Let (Ω, F, P) be a complete probability space on which are defined a random variable x 0 : Ω → H, a cylindrical Brownian motion W = (W t ) t≥0 with values in Ξ, and a Poisson random measure π(dt dz) on [0, ∞) × U with compensator λ π (dz) dt. We assume that x 0 , W , π are independent. We denote by µ 0 the law of x 0 , which is a probability measure on the Borel subsets of H. We also denote by F x 0 ,W,π = (F x 0 ,W,π t ) t≥0 the P-completion of the filtration generated by x 0 , W , π, which turns out to be also right-continuous, as it follows for instance from Theorem 1 in [13] . So, in particular, F x 0 ,W,π satisfies the usual conditions. When x 0 is deterministic (that is, µ 0 is the Dirac measure δ x 0 ) we denote F x 0 ,W,π simply by F W,π . Let L(Ξ; H) be the Banach space of bounded linear operators P : Ξ → H, and let L 2 (Ξ; H) be the Hilbert space of Hilbert-Schmidt operators P : Ξ → H.
Let T > 0 be a finite time horizon. For every t ∈ [0, T ], we consider the Banach space D([0, t]; H) of càdlàg maps x : [0, t] → H endowed with the supremum norm x * t := sup s∈[0,t] |x(s)|; when t = T we also use the notation
, with D 0 t generated by the coordinate maps
for all s ∈ [0, t]. We also define its right-continuous version (
Let Λ be a Borel space, namely a topological space homeomorphic to a Borel subset of a Polish space. We denote by B(Λ) the Borel σ-algebra of Λ. We also denote by d Λ a bounded distance on Λ.
Let A : D(A) ⊂ H → H be a linear operator and consider the maps b :
H) → R, on which we impose the following assumptions.
(A) (i) A generates a strongly continuous semigroup {e tA , t ≥ 0} in H.
(ii) µ 0 , the law of x 0 , satisfies H |x| p 0 µ 0 (dx) < ∞ for some p 0 ≥ max(2, 2p), with the samep ≥ 0 as in (2.3) below.
(iii) There exists a Borel measurable function ρ : U → R, bounded on bounded subsets of U , such that inf |z| U >R ρ(z) > 0, for every R > 0 and
(iv) The maps b and
(v) The map g is continuous on D([0, T ]; H) with respect to the supremum norm. For every
for some constants L ≥ 0 andp ≥ 0.
Stochastic optimal control problem
In the present section we formulate the original stochastic optimal control problem on two different probabilistic settings. More precisely, we begin formulating (see subsection 3.1 below) such a control problem in a standard way, using the probabilistic setting previously introduced. Afterwards, in subsection 3.2 we formulate it on the so-called randomized probabilistic setting (that will be used for the rest of the paper and, in particular, for the formulation of the randomized control problem in Section 4). Finally, we prove that the two formulations have the same value.
Formulation of the control problem
We formulate the stochastic optimal control problem on the probabilistic setting introduced in Section 2. An admissible control process will be any F x 0 ,W,π -predictable process α with values in Λ. The set of all admissible control processes is denoted by A. The controlled state process satisfies the following equation on [0, T ]:
We look for a mild solution to the above equation (3.4) in the sense of the following definition.
Definition 3.1 Let α ∈ A. We say that a càdlàg F x 0 ,W,π -adapted stochastic process X = (X t ) t∈[0,T ] taking values in H is a mild solution to equation (3.4) if, P-a.s.,
Proposition 3.1 Under assumption (A), for every α ∈ A, there exists a unique mild solution
for some positive constant C p , independent of x 0 and α.
Proof. Under assumption (A), the existence of a unique mild solution X x 0 ,α = (X x 0 ,α t ) t∈[0,T ] to equation (3.4), for every α ∈ A, can be obtained by a fixed point argument proceeding as in Theorem 3.4 in [19] , taking into account the fact that the coefficients of equation (3.4) are path-dependent.
We now prove estimate (3.5) . In the sequel, we denote by C a positive constant depending only on T and p, independent of x 0 and α, that may vary from line to line. For brevity we will denote X x 0 ,α simply by X. We start by noticing that
On the other hand, by the Burkölder-Davis-Gundy inequalities, we have
, and E sup
where
and φ s (z) = e (t−s)A γ s (X, α s , z). By (3.7), (3.8), together with assumption (A), we get
and E sup
Moreover, using again assumption (A),
Therefore, plugging (3.9), (3.10) and (3.11) in (3.6), we get
Taking the square of both sides and using the Cauchy-Schwarz inequality, we find (we set
and we conclude by the Gronwall inequality. ✷
The controller aims at maximizing over all α ∈ A the gain functional
By assumption (2.3) and estimate (3.5), we notice that J(α) is always finite. Finally, the value of the stochastic control problem is given by
3.2 Formulation of the control problem in the randomized setting
We formulate the stochastic optimal control problem on a new probabilistic setting that we now introduce, to which we refer as randomized probabilistic setting. Such a setting will be used for the rest of the paper and, in particular, in Section 4 for the formulation of the randomized stochastic optimal control problem. We consider a new complete probability space (Ω,F ,P) on which are defined a random variablê x 0 :Ω → H, a cylindrical Brownian motionŴ = (Ŵ t ) t≥0 with values in Ξ, a Poisson random measureπ(dt dz) on [0, ∞) × U with compensator λ π (dz) dt (with λ π as in Section 2), and also a Poisson random measureθ(dt da) on [0, ∞) × Λ with compensator λ 0 (da) dt (on λ 0 we impose assumption (A R )(i) below). We assume thatx 0 ,Ŵ ,π,θ are independent. We denote by µ 0 the law ofx 0 (with µ 0 as in Section 2). We also denote byFx 0 ,Ŵ ,π,θ = (Fx 0 ,Ŵ ,π,θ t ) t≥0 (resp.Fθ = (Fθ t ) t≥0 ) theP-completion of the filtration generated byx 0 ,Ŵ ,π,θ (resp.θ), which satisfies the usual conditions. Moreover, we define P(Fx 0 ,Ŵ ,π,θ ) as the predictable σ-algebra on [0, T ] ×Ω associated withFx 0 ,Ŵ ,π,θ . Finally, we denote byÂ the family of all admissible control processes, that is the set of all P(Fx 0 ,Ŵ ,π,θ )-measurable mapsα : [0, T ] ×Ω → Λ.
We impose the following additional assumptions. (ii) a 0 is a fixed point in Λ.
Similarly to Proposition 3.1, for every admissible controlα ∈Â, we can prove the following result. 
with the same constant C p as in Proposition 3.1, whereÊ denotes the expectation underP.
In the present randomized probabilistic setting the formulations of the control problem reads as follows: the controller aims at maximizing over allα ∈Â the gain functional
The corresponding value is defined asV
Proposition 3.3 Under assumptions (A)-(A R ), the following equality holds:
Proof. The proof is organized as follows:
1) firstly we introduce a new probabilistic setting in product form on which we formulate the control problem (3.13) and denote the new value functionV 0 ; then, we show thatV 0 =V 0 ;
2) we prove that V 0 =V 0 .
Step 1. Let (Ω ′ , F ′ , P ′ ) be another complete probability space where a Poisson random measure θ on [0, ∞) × Λ, with intensity λ 0 (da)dt, is defined. DenoteΩ = Ω × Ω ′ ,F the completion of F ⊗ F ′ with respect to P⊗P ′ , andP the extension of P⊗P ′ toF . Notice that x 0 , W, π, which are defined on Ω, as well as θ, which is defined on Ω ′ , admit obvious extensions toΩ. We denote those extensions
) t≥0 ) be theP-completion of the filtration generated byx 0 ,W ,π (resp.x 0 ,W ,π,θ). Finally, letĀ (resp.Āθ) be the set of A-valuedFx 0 ,W ,π -predictable (Fx 0 ,W ,π,θ -predictable) stochastic processes. Notice thatĀ ⊂Āθ.
For anyᾱ ∈Āθ define (withĒ denoting the expectation underP)
whereXx 0 ,ᾱ = (Xx 0 ,ᾱ t ) t≥0 denotes the stochastic process onΩ, mild solution to equation (3.4) , with α, x 0 , W , π replaced respectively byᾱ,x 0 ,W ,π. We define the value function
Finally, we notice thatV 0 =V 0 . As a matter of fact, the only difference between the control problems with value functionsV 0 andV 0 is that they are formulated on two different probabilistic settings. Given anyα ∈Â, it is easy to see (by a monotone class argument) that there exists α ∈Āθ such that (α,x 0 ,Ŵ ,π,θ) has the same law as (ᾱ,x 0 ,W ,π,θ), so thatĴ (α) =J(ᾱ), which impliesV 0 ≤V 0 . In an analogous way we get the other inequalityV 0 ≥V 0 , from which we deduce thatV 0 =V 0 .
Step 2. Let us prove that V 0 =V 0 . We begin noting that, given any α ∈ A, denoting byᾱ the canonical extension of α toΩ, we have thatᾱ ∈Ā, moreover (α, x 0 , W, π) has the same law as (ᾱ,x 0 ,W ,π), so that J(α) =J(ᾱ). Sinceᾱ ∈Ā andĀ ⊂Āθ,ᾱ belongs toĀθ, hence J(α) =J(ᾱ) ≤V 0 . Taking the supremum over α ∈ A, we conclude that V 0 ≤V 0 .
It remains to prove the other inequality V 0 ≥V 0 . In order to prove it, we begin denotingFθ = (Fθ t ) t≥0 theP-completion of the filtration generated byθ. Notice thatFx 0 ,W ,π,θ t =Fx 0 ,W ,π t ∨Fθ t , for every t ≥ 0. Now, fixᾱ ∈Āθ and observe that, for every ω ′ ∈ Ω ′ , the stochastic process
is F x 0 ,W,π -progressively measurable, asᾱ isFx 0 ,W ,π,θ -predictable and so, in particular,Fx 0 ,W ,π,θ -progressively measurable. It is well-known (see for instance Theorem 3.7 in [4] ) that, for every ω ′ ∈ Ω ′ , there exists an
) t≥0 denotes the mild solution to equation (3.4) onΩ, with α, x 0 , W, π replaced respectively byᾱ,x 0 ,W ,π. Similarly, for every fixed
) t≥0 denotes the mild solution to equation (3.4) on Ω, with α replaced byα ω ′ . It is easy to see that there exists a P ′ -null set N ′ ⊂ Ω ′ such that, for every ω ′ / ∈ N ′ , the stochastic processes Xx 0 ,ᾱ (·, ω ′ ) and X x 0 ,α ω ′ (·) solve the same equation on Ω. Therefore, by pathwise uniqueness, for every ω ′ / ∈ N ′ we have thatXx 0 ,ᾱ (·, ω ′ ) and X x 0 ,α ω ′ (·) are P-indistinguishable. Then, by Fubini's theorem we obtain
The claim follows taking the supremum over allᾱ ∈Āθ. ✷
We end this section stating a result slightly stronger than Proposition 3.3. More precisely, we fix a σ-algebraĜ independent of (x 0 ,Ŵ ,π) and such thatFθ ∞ ⊂Ĝ. We denote byFx 0 ,Ŵ ,π,Ĝ = (Fx 0 ,Ŵ ,π,Ĝ t ) t≥0 theP-completion of the filtration generated byx 0 ,Ŵ ,π,Ĝ and satisfyingĜ ⊂ 
Proof. We begin observing that there exists measurable space (M, M) and a random variablê Γ : (Ω,F ) → (M, M) such thatĜ = σ(Γ) (for instance, take (M, M) = (Ω,Ĝ) andΓ the identity map). Then, the proof can be done proceeding along the same lines as in the proof of Proposition 3.3, simply noting that the role played byθ in the proof of Proposition 3.3 is now played byΓ. ✷
Formulation of the randomized control problem
We now formulate the randomized stochastic optimal control problem on the probabilistic setting introduced in subsection 3.2. Our aim is then to prove that the value of such a control problem coincides with V 0 or, equivalently (by Proposition 3.3), withV 0 . Here we simply observe that the randomized problem may depend on λ 0 and a 0 , but its value will be independent of these two objects, as it will coincide with the value V 0 of the original stochastic control problem (which is independent of λ 0 and a 0 ).
We begin introducing some additional notation. We firstly notice that there exists a double sequence (T n ,η n ) n≥1 of Λ×(0, ∞)-valued pairs of random variables, with (T n ) n≥1 strictly increasing, such that the random measureθ can be represented asθ(dt da) = n≥1 δ (Tn,ηn) (dt da). Moreover, for every Borel set B ∈ B(Λ), the stochastic process (θ((0, t] × B) − t λ 0 (B)) t≥0 is a martingale underP. Now, we introduce the pure jump stochastic process taking values in Λ defined aŝ
for all t ≥ 0, (4.14)
where we setT 0 := 0 andη 0 := a 0 (notice that, when Λ is a subset of a vector space, we can write (4.14) simply asÎ t = a 0 + t 0 A (a −Î s− )θ(ds da)). We useÎ to randomize the control in equation (3.4), which then becomes:
As for equation (3.4), we look for a mild solution to (4.15), namely an H-valued càdlàgFx 0 ,Ŵ ,π,θ -adapted stochastic processX = (X t ) t∈[0,T ] such that,P-a.s.,
Under assumptions (A)-(A R ), proceeding as in Proposition 3.1, we can prove the following result.
with the same constant C p as in Proposition 3.1. In addition, for every t ∈ [0, T ] and any 1 ≤ p ≤ p 0 , we haveÊ sup
with the same constant C p as in Proposition 3.1.
Proof. Concerning estimate (4.17), the proof can be done proceeding along the same lines as in the proof of Proposition 3.1. On the other hand, regarding estimate (4.18) we begin noting that given any two integrableFx 0 ,Ŵ ,π,θ t -measurable random variables η and ξ, then the following property holds: η ≤ ξ,P-a.s., if and only ifÊ[
. So, in particular, estimate (4.18) is true if and only if the following estimate holds:
The proof of estimate (4.19) can be done proceeding along the same lines as in the proof of Proposition 3.1, firstly multiplying equation ( 
Notice that, underPν,Ŵ remains a Brownian motion and theFx 0 ,Ŵ ,π,θ -compensator ofπ on [0, T ] × Λ is λ π (dz)ds (see e.g. Theorem 15.3.10 in [5] or Theorem 12.31 in [14] ).
As a consequence, the following generalization of estimate (4.17) holds: for every 1
with the same constant C p as in (4.17), whereÊν denotes the expectation with respect toPν.
The controller aims at maximizing over allν ∈V the gain functional
By assumption (2.3) and estimate (4.21), it follows thatĴ R (ν) is always finite. Finally, the value function of the randomized control problem is given bŷ
In the sequel, we denote the probabilistic setting we have adopted for the randomized control problem shortly by the tuple (Ω,F,P;x 0 ,Ŵ ,π,θ;Î,X;V). Our aim is now to prove thatV R 0 coincides with the value V 0 of the original control problem. Firstly, we state three auxiliary results: 1) the first result (Lemma 4.1) shows that the valueV R 0 of the randomized control problem is independent of the probabilistic setting on which the problem is formulated;
2) in Lemma 4.2 we prove that there exists a probabilistic setting for the randomized control problem whereĴ R can be expressed in terms of the gain functionalĴ in (3.12); as noticed in Remark 4.2, this result allows to formulate the randomized control problem in "strong" form, rather than as a supremum over a family of probability measures;
3) finally, in Lemma 4.3 we prove, roughly speaking, that given any α ∈ A and ε > 0 there exist a probabilistic setting for the randomized control and a suitableν such that the "distance" under Pν between the pure jump processÎ and α is less than ε. In order to do it, we need to introduce the following distance onÂ (see Definition 3.2.3 in [16] ), for every fixedν ∈V:
for allα,β ∈Â.
Lemma 4.1 Suppose that assumptions (A)-(A R ) hold. Consider a new probabilistic setting for the randomized control problem characterized by the tuple (Ω,F ,P;x 0 ,W ,π,θ;Ī,X;V). Then
Proof. The proof can be done proceeding along the same lines as in the proof of Proposition 3.1 in [1] . Here we just recall the main steps. Firstly we takeν ∈V which admits an explicit functional dependence on (x 0 ,Ŵ ,π,θ). For such aν it is easy to findν ∈V such that (ν,x 0 ,Ŵ ,π,θ) has the same law as (ν,x 0 ,W ,π,θ) (simply replacingx 0 ,Ŵ ,π,θ byν,x 0 ,W ,π,θ in the expression ofν). So, in particular,Ĵ R (ν) =J R (ν). By a monotone class argument, we deduce that the same equality holds true for everyν ∈V, which impliesV R 0 ≤V R 0 . Interchanging the role of (Ω,F ,P;x 0 ,Ŵ ,π,θ;Î,X;V) and (Ω,F ,P;x 0 ,W ,π,θ;Ī,X;V), we obtain the other inequality, from which the claim follows. ✷ Lemma 4.2 Suppose that assumptions (A)-(A R ) hold. Then, there exists a probabilistic setting for the randomized control problem (Ω,F,P;x 0 ,W ,π,θ;Ī,X;V) and a σ-algebraḠ ⊂F, independent ofx 0 ,W ,π, withFθ ∞ ⊂Ḡ, such that: given anyν ∈V there existsᾱν ∈ĀḠ satisfying
Remark 4.1 Recall thatĀḠ was defined just before Proposition 3.4, even though it was denotedÂĜ since it was defined in the probabilistic setting (Ω,F ,P;x 0 ,Ŵ ,π,θ;Î,X;V) instead of (Ω,F ,P;x 0 ,W ,π,θ;Ī,X;V). ♦ Proof (of Lemma 4.2). Let (Ω, F, P; x 0 , W, π; X; A) be the setting of the original stochastic control problem in Section 3.1. Proceeding along the same lines as at the beginning of Section 4.1 in [1], we construct an atomless finite measure λ ′ 0 on (R, B(R)) and a surjective Borel-measurable map π :
be the completion of the canonical probability space of a Poisson random measure
andP the extension of P ⊗ P ′ toF. Then, we consider the corresponding probabilistic setting for the randomized control problem (Ω,F ,P;x 0 ,W ,π,θ;Ī,X;V), wherex 0 ,W ,π,θ denote the canonical extensions of x 0 , W , π, θ toΩ. We also denote byθ ′ the canonical extension of θ ′ toΩ. LetFθ ′ = (Fθ ′ t ) t≥0 (resp.Fθ = (Fθ t ) t≥0 ) the filtration generated byθ ′ (resp.θ). We defineḠ :=Fθ ′ ∞ . Notice thatFθ ∞ ⊂Ḡ andḠ is independent ofx 0 ,W ,π. Finally, we denote byFx 0 ,W ,π,Ḡ = (Fx 0 ,W ,π,Ḡ t ) t≥0 theP-completion of the filtration generated byx 0 ,W ,π,Ḡ and satisfyingḠ ⊂Fx 0 ,W ,π,Ḡ 0 . Now, fixν ∈V. By an abuse of notation, we still denote by F the canonical extension of the σ-algebra F toΩ. Then, we notice that in the probabilistic setting (Ω,F ,P;x 0 ,W ,π,θ;Ī,X;V) just introduced (4.22) follows if we prove the following: there existsᾱν ∈ĀḠ satisfying Conditional law of (Ī t ) 0≤t≤T underPν given F = Conditional law ofᾱν underP given F . (4.23) It only remains to prove (4.23). To this end, we recall that the processĪ is defined as
where (T 0 ,η 0 ) := (0, a 0 ), while (T n ,η n ), n ≥ 1, denotes the canonical extension of (T ′ n , π(ρ ′ n )) tō Ω. Then, (4.23) follows if we prove the following: there exists a sequence (Tν n ,ην n ) n≥1 on (Ω,F ,P) such that:
F is equal to the conditional law of the sequence (Tν 1 ,ην
As a matter of fact, if there exists (Tν n ,ην n ) n≥1 satisfying (i)-(ii)-(iii)-(iv), then the processᾱν , defined asᾱν 
, we do not report the proof of this result as it can be done proceeding along the same lines as in the proof of Lemma 4.3 in [1] , the only difference being that the filtration F W in [1] (notice that in [1] W denotes a finite dimensional Brownian motion) is now replaced by F x 0 ,W,π : this does not affect the proof of Lemma 4.3 in [1] . ✷ Remark 4.2 Let (Ω,F ,P;x 0 ,W ,π,θ;Ī,X;V) andḠ be respectively the probabilistic setting for the randomized control problem and the σ-algebra mentioned in Lemma 4.2. We denote byĀV the family of all controlsᾱ ∈ĀḠ for which there exists someν ∈V such thatJ(ᾱ) =J R (ν). Then, by definitionĀV ⊂ĀḠ. Moreover, by Lemma 4.2 we have the following "strong" formulation of the randomized control problem: 1) a probabilistic setting for the randomized control problem (Ω,F ,P α,ε ;x 0 ,W ,π,θ α,ε ;Ī α,ε ,X α,ε ;V α,ε ) (notice thatΩ,F ,x 0 ,W ,π do not depend on α, ε);
2) a probability measureQ on (Ω,F ) equivalent toP α,ε , which does not depend on α, ε;
3) a stochastic processᾱ : [0, T ] ×Ω → Λ, depending only on α but not on ε, which is predictable with respect to theP α,ε -completion (or, equivalently,Q-completion) of the filtration generated byx 0 ,W ,π; 4)ν α,ε ∈V α,ε , such that, denoting byPν α,ε the probability measure 1 on (Ω,Fx
T dP α,ε , the following properties hold:
(i) the restriction ofQ toFx 0 ,W ,π,θ α,ε T coincides withPν α,ε ;
(ii) the following inequality holds:ĒQ
(iii) the quadruple (x 0 , W, π, α) under P has the same law as (x 0 ,W ,π,ᾱ) underP α,ε .
Proof. Fix α ∈ A and ε > 0. In order to construct the probabilistic setting of item 1), we apply Proposition A.1 in [1] (with filtration G = F x 0 ,W,π and δ = ε), from which we deduce the existence of a probability space (Ω,F,Q) independent of α, ε (corresponding to (Ω,F , Q) in the notation of Proposition A.1) and a marked point process (T α,ε n ,η α,ε n ) n≥1 with corresponding random measurē θ α,ε = n≥1 δ (T α,ε n ,η α,ε n ) onΩ (corresponding respectively to (Ŝ n ,η n ) n≥1 andμ in Proposition A.1) with the following properties:
(a) there exists a probability space (Ω ′ , F ′ , P ′ ) such thatΩ = Ω × Ω ′ ,F = F ⊗ F ′ ,Q = P ⊗ P ′ ; we denote byx 0 ,W ,π the natural extensions of x 0 , W , π toΩ (which obviously do not depend on α, ε); we also denote byFx 0 ,W ,π the extension of F x 0 ,W,π toΩ;
(b) denotingẼQ the expectation with respect toQ, we havẽ
whereᾱ is the natural extension of α toΩ = Ω × Ω ′ (which clearly depend only on α, not on ε), whileĪ α,ε is given bȳ T dP α,ε . This proves item (i). By Girsanov's theorem, underP α,ε the random measureθ α,ε hasFx 0 ,W ,π,θ α,ε -compensator on [0, T ] × Λ given by λ 0 (da)dt, so in particular it is a Poisson random measure. Moreover, underP α,ε the random variablex 0 has still the same law, the processW is still a Brownian motion, and the random measureπ is still a Poisson random measure withFx 0 ,W ,π,θ α,ε -compensator on [0, T ] × U given by λ π (dz)dt. In addition,x 0 ,W ,π,θ are independent underP α,ε . This shows the validity of item (iii) and concludes the proof. ✷ Theorem 4.1 Under assumptions (A)-(A R ), the following equality holds:
Proof. Proof of the inequality V 0 ≥V R 0 . Let (Ω,F ,P;x 0 ,W ,π,θ;Ī,X;V) andḠ be respectively the probabilistic setting for the randomized control problem and the σ-algebra mentioned in Lemma 4.2. Recall from Proposition 3.4 that
Then, the inequality V 0 ≥V R 0 follows directly by Lemma 4.1 and Remark 4.2, from which we havê
Proof of the inequality V 0 ≤V R 0 . Fix α ∈ A. Then, for every positive integer k, it follows from Lemma 4.3 with ε = 1/k that there exist a probabilistic setting for the randomized control problem (Ω,F ,P α,k ;x 0 ,W ,π,θ α,k ;Ī α,k ,X α,k ;V α,k ), a probability measureQ on (Ω,F) equivalent toP α,k ,
(iii) (x 0 , W, π, α) under P has the same law as (x 0 ,W ,π,ᾱ) underP α,k .
The claim follows if we prove that
whereJ R,α,k denotes the gain functional for the randomized control problem (Ω,F ,P α,k ;x 0 ,W ,π, θ α,k ;Ī α,k ,X α,k ;V α,k ), which is given bȳ
As a matter of fact, if (4.25) holds true then for every ε > 0 there exists
It remains to prove (4.25). By item (i) above we notice thatJ R,α,k (ν α,k ) can be equivalently written in terms ofĒQ:
On the other hand, by item (iii) above, J(α) is also given by
Hence, (4.25) can be equivalently rewritten as follows: 
BSDE with non-positive jumps
Let (Ω,F ,P) be the complete probability space on which are definedx 0 ,Ŵ ,π,θ as in Section 3.2.Fx 0 ,Ŵ ,π,θ = (Fx 0 ,Ŵ ,π,θ t ) t≥0 still denotes theP-completion of the filtration generated byx 0 ,Ŵ , π,θ; we also recall that P(Fx 0 ,Ŵ ,π,θ ) is the predictable σ-algebra on [0, T ] ×Ω corresponding tô Fx 0 ,Ŵ ,π,θ . We begin introducing the following notations.
• S 2 denotes the set of càdlàgFx 0 ,Ŵ ,π,θ -adapted processes
• L p (0, T), p ≥ 1, denotes the set ofFx 0 ,Ŵ ,π,θ -adapted processes φ :
• L p (Ŵ), p ≥ 1, denotes the set of P(Fx 0 ,Ŵ ,π,θ )-measurable processes Z :
We shall identify Ξ with its dual Ξ * . Notice also that Ξ * = L 2 (Ξ, R), the space of HilbertSchmidt operators from Ξ into R endowed with the usual scalar product.
•
• L p (λ 0 ), p ≥ 1, denotes the set of B(Λ)-measurable maps r : Λ → R satisfying
• K 2 denotes the set of non-decreasing P(Fx 0 ,Ŵ ,π,θ )-measurable processes K ∈ S 2 satisfying
Consider the following backward stochastic differential equation with non-positive jumps:
Lemma 5.1 Under assumptions (A)-(A R ), there exists at most one minimal solution to equation (5.28)-(5.29).
Proof. The uniqueness of Y follows from the definition of minimal solution.
for all 0 ≤ t ≤ T ,P-a.s.. Observe that on the left-hand side of (5.30) there is a predictable process, which has therefore no totally inaccessible jumps, while on the right-hand side in (5.30) there is a pure jump process which has only totally inaccessible jumps. We deduce that both sides must be equal to zero. Therefore, we obtain the two following equalities: for all 0 ≤ t ≤ T ,P-a.s.,
Concerning the first equation, the left-hand side is a finite variation process, while the process on the right-hand side has not finite variation, unless Z =Z and
On the other hand, sinceπ andθ are independent, they have disjoint jump times, therefore from the second equation above we find L =L and R =R, from which we also obtain K =K. ✷
We now prove that focus on the existence of a minimal solution to (5.28)-(5.29). To this end, we introduce, for every integer n ≥ 1, the following penalized backward stochastic differential equation:
with f + = max(f, 0) denoting the positive part of the function f .
Lemma 5.2 (Martingale representation) Suppose that assumptions (A)-(iii) and (A
Proof. We begin noting that, whenŴ is a finite-dimensional Brownian motion, representation (5.32) for ξ can be easily proved using for instance Lemma 2.3 in [21] . As a matter of fact, let ,P), we deduce the validity of (5.32) for a general ξ ∈ L 2 (Ω,Fx 0 ,Ŵ ,π,θ T ,P). In the infinite-dimensional case, let (e k ) k≥1 be an orthonormal basis of Ξ and defineŴ (k) t = Ŵ t , e k Ξ , for t ≥ 0. The processes W (k) are independent standard real Brownian motions. For any positive integer n, letF (n) = (F (n) t ) t≥0 denote theP-completion of the filtration generated bŷ x 0 ,Ŵ (1) , . . . ,Ŵ (n) ,π,θ. Notice thatF (n) satisfies the usual conditions. Denote ξ (n) =Ê[ξ|F
By the previously mentioned finite-dimensional version of representation (5.32), we have a martingale representation for ξ (n) . It is then easy to see that, letting n → +∞ in such a martingale representation, (5.32) follows. ✷
Proposition 5.1 Under assumptions (A)-(A R
). In addition, the following estimate holds:
33)
for some constantĈ ≥ 0, depending only on T and on the constant L in assumption (A)-(vi), independent of n.
Proof. The existence and uniqueness result can be proved as in the finite-dimensional case dim Ξ < ∞, see Lemma 2.4 in [21] . We simply recall that, as usual, it is based on a fixed point argument and on the martingale representation (concerning this latter result, since we did not find a reference for it suitable for our setting, we proved it in Lemma 5.2). Similarly, estimate (5.33) can be proved proceeding along the same lines as in the finitedimensional case dim Ξ < ∞, for which we refer to Lemma 2.3 in [15] ; we just recall that its proof is based on the application of Itô's formula to |Y n | 2 , as well as on Gronwall's lemma and the Burkholder-Davis-Gundy inequality. ✷ For every integer n ≥ 1, we provide the following representation of Y n in terms of a suitable penalized randomized control problem. To this end, we defineV n as the subset ofV of all mapsν bounded from above by n.
We recall that, for everyν ∈V,Êν denotes the expectation with respect to the probability measure on (Ω,Fx 
s., whenx 0 is deterministic. In addition, we have:
• for every 0 ≤ t ≤ T , the sequence (Y n t ) n is non-decreasing;
• there exists a constantC ≥ 0, depending only on T ,p, and on the constant L in assumption (A)-(vi), independent of n, such that , which is thê P-completion of the σ-algebra generated byx 0 ). Fix an integer n ≥ 1 and let (Y n , Z n , L n , R n ) be the solution to (5.31), whose existence follows from Proposition 5.1. As consequence of the Girsanov Theorem, the two following processes
arePν-martingales (see e.g. Theorem 15.3.10 in [5] or Theorem 12.31 in [14] ). Moreover
Therefore, taking thePν-conditional expectation givenFx 0 ,Ŵ ,π,θ t in (5.31), we obtain
Firstly, we notice that nu + − νu ≥ 0 for all u ∈ R, ν ∈ (0, n], so that (5.37) gives
On the other hand, since R n ∈ L 2 (θ), by Lebesgue's dominated convergence theorem for conditional expectation, we obtain
So, in particular, for every n ≥ 1 there exists a positive integer N n such that
Now, let us definê
It is easy to see thatν n,ε ∈V n . Moreover, we havê
Recalling that, for everyν ∈V, it holds that |κν s | 2 =κν 
where the last equality follows from the fact that, for everyν ∈V, we haveν 2 ∈V, so thatκν 2 is a martingale. Plugging (5.39) and (5.41) into (5.40), we end up witĥ
From the arbitrariness of ε, we find the reverse inequality of (5.38), from which (5.34) follows.
Proof of the monotonicity of (Y n ) n . By definitionV n ⊂V n+1 . Then inequality Y n t ≤ Y n+1 t ,P-a.s. for all t ∈ [0, T ], follows directly from (5.34).
Proof of formula (5.36). In the sequel we denote byC a non-negative constant, depending only on T ,p, and on the constant L in assumption (A)-(vi), independent of n, which may change from line to line.
Recalling the polynomial growth condition (2.3) on f and g in assumption (A)-(vi), it follows from formula (5.34) that Finally, by estimate (4.18), together with the fact that Y n is a càdlàg process, we see that (5.36) follows. ✷
We can now prove the main result of this section.
Theorem 5.1 Under assumptions (A)-(A R
(ii) the following estimate holds:
with the same constantC as in (5.36); 
By Lemma 5.3 we know that, for every 0 ≤ t ≤ T , the sequence (Y n t ) n is non-decreasing. Since Y n is càdlàg, it follows that there exists aP-null setN such that, for every integer n ≥ 1,
This property, together with estimate (5.36), shows that there exists a measurableFx 0 ,Ŵ ,π,θ -adapted process Y = (Y t ) t≥0 such that Y n t (ω) increasingly converges to Y t (ω), 0 ≤ t ≤ T ,ω / ∈N . Moreover, estimate (5.45) holds, from which we also deduce that Y n → Y in L 2 (0, T). In addition, noting thatV n ⊂V n+1 and ∪ nVn =V, letting n → ∞ in equalities (5.34) and (5.35), we obtain formulae (5.43) and (5.44), respectively.
By estimate (5.33), we see that the sequence (Z n , L n , R n ) n is bounded in the Hilbert space
By equation (5.31), we have
from the lower semicontinuity of the norm with respect to the weak topology on L 2 (Ω,Fx 0 ,Ŵ ,π,θ T ,P), we deduce thatÊ|K T | 2 < ∞. It is also easy to see that K n k weakly converges to K in L 2 (0, T). Since the set ofFx 0 ,Ŵ ,π,θ -predictable processes is convex and strongly closed in L 2 (0, T), it is also weakly closed, so that K isFx 0 ,Ŵ ,π,θ -predictable. Now, given anyFx 0 ,Ŵ ,π,θ -stopping timesτ andτ ′ , with 0 ≤τ ≤τ ′ ≤ T , since K n τ ≤ K n τ ′ ,P-a.s., we deduce that Kτ ≤ Kτ′,P-a.s.. This implies that K is a non-decreasing process. As a matter fact, K is non-decreasing if and only if the two processes K and sup 0≤s≤· K s areP-indistinguishable. Since K is predictable, we notice that sup 0≤s≤· K s is also predictable (by the proof of item (a) of Theorem IV.33 in [8] we know that sup 0≤s<· K s is progressively measurable and left-continuous, hence it is predictable; since K is predictable and sup 0≤s≤· K s = K · ∨ sup 0≤s<· K s , we deduce that sup 0≤s≤· K s is predictable). Let
with inf ∅ = ∞. The claim follows if we prove thatP(τ < ∞) = 0. We proceed by contradiction, assuming that E := {τ < ∞} is such thatP(E) > 0. We begin noting thatτ <τ ′ on E. Now, for everyω ∈ E and any t satisfyingτ (ω) < t <τ ′ (ω), we obtain
Since K and sup 0≤s≤· K s are predictable,τ (resp.τ ′ ) is a predictable time, so, in particular, there exists a sequence of stopping timesτ m ↑τ , withτ m <τ m+1 <τ wheneverτ = 0 (resp. τ ′ m ↑τ ′ , withτ ′ m <τ ′ m+1 <τ ′ wheneverτ ′ = 0). It is then easy to prove (using thatτ <τ ′ on E andτ ′ is announceable) the existence of a stopping timeτ satisfyingτ <τ <τ ′ on E. Moreover, using thatτ is announceable, we obtain Kτ = sup 0≤s≤τ K s , arguing as follows. Let
Recalling that sup 0≤s<τ K s > Kτ on F , we get a contradiction with Kτ m ≤ Kτ , unless F is aP-null set. Finally, from (5.47) with t =τ (ω), we obtain
which is in contradiction with Kτ ≥ Kτ , unless E is aP-null set. This shows thatP(τ < ∞) = P(E) = 0 and proves that K is a non-decreasing process. Finally, by Lemma 2.2 in [18] it follows that both Y and K are càdlàg, so, in particular, they belong to
Proceeding along the same lines as in the proof of Lemma 5.1, we deduce that given Y there exists a unique quadruple (Z,
Since Φ is convex and strongly continuous, it is also weakly lower-semicontinuous, therefore
where the last equality follows from estimates (5.33) and (5.36). This implies that Φ(R) = 0, that isÊ Proof of the minimality of (Y, Z, L, R, K). The minimality follows from andν ∈V, taking thePν-conditional expectation with respect toFx 0 ,Ŵ ,π,θ t in (5.28), we obtain, P-a.s.,
From the arbitrariness ofν, we get
By formula (5.34), recalling thatV n ⊂V, we conclude that Y n t ≤Ỹ t , 0 ≤ t ≤ T ,P-a.s.. Letting n → ∞, we obtain Y t ≤Ỹ t , 0 ≤ t ≤ T , P-a.s., which proves the minimality of (Y, Z, L, R, K). Finally, by Proposition 5.1 we know that (Y, Z, L, R, K) is unique. Recalling thatV n ⊂V and Y n ≤ Y , we find Y n t ≤ ess sup
Proof of the
]. Letting n → ∞, we conclude that
In order to prove the reverse inequality, take a positive integer m, then, for every n ≥ m,
where we have used that Y t ≥ Y n t and Y n τ ≥ Y m τ . From the arbitrariness of n, we end up with
], for anyν ∈V and m ≥ 1. Letting m → ∞ and taking the essential supremum overV, we see that the claim follows. ✷
HJB equation in Hilbert spaces: the Markovian case
In the present section, we replace assumptions (A) by the set of assumptions (A M ) reported below. Before stating (A M ), we notice that in this section, A still denotes a linear operator from D(A) ⊂ H into H, while the coefficients b, σ, γ, f , g are non-path-depedent, namely b :
In what follows, we shall impose the following assumptions on A, b, σ, γ, f , g. Stochastic optimal control problem. We now formulate the stochastic optimal control problem in such a setting. Since the formulation can be done proceeding along the same lines as in subsection 3.1, we focus on the main steps. We consider a complete probability space (Ω, F, P) on which are defined a cylindrical Brownian motion W = (W t ) t≥0 , with values in Ξ, and an independent Poisson random measure π(dt dz) on [0, ∞) × U with compensator λ π (dz) dt. For every t ≥ 0, we denote by F t,W,π = (F t,W,π s ) s≥t the P-completion of the filtration generated by (W s − W t ) s≥t and the restriction of π(dt dz) to [t, ∞) × U .
For every t ∈ [0, T ], an admissible control process at time t will be any F t,W,π -predictable process α : [t, T ]×Ω → Λ. For every t ∈ [0, T ], the set of all admissible control processes at time t is denoted by A t . For every (t, x) ∈ [0, T ] × H and any α ∈ A t , the controlled equation has the form
(6.1)
We have the following result. 
for some positive constant C p , independent of t, x, α.
Proof. The proof can be done proceeding along the same lines as in the proof of Proposition 3.4. ✷
The controller aims at maximizing over all α ∈ A t the gain functional
Finally, the value function of the stochastic control problem is given by
There exist a modulus of continuity ω v and a constant C ≥ 0 such that
Proof. We begin noting that, proceeding along the same lines as in the proof of estimate (3.12) of Theorem 3.4 in [20] , we can prove that the following estimate holds:
for some constantC ≥ 0, independent of t, x, x ′ , α. Then, (6.4) follows directly from estimate (6.7) and the assumptions on f and g in (A M )-(v). On the other hand, (6.5) follows from estimate (6.2), using again the assumptions on f and g in (A M )-(v). ✷ Randomized setting. We now consider, following Section 4, the randomized setting. We focus on the main steps. We consider a complete probability space (Ω,F ,P) on which are defined a cylindrical Brownian motionŴ = (Ŵ t ) t≥0 with values in Ξ, a Poisson random measureπ(dt dz) on [0, ∞) × U with compensator λ π (dz) dt, and a Poisson random measureθ(dt da) on [0, ∞) × Λ with compensator λ 0 (da) dt (satisfying assumption (A R )-(i)). For every t ≥ 0, we denote bŷ
) s≥t theP-completion of the filtration generated by (Ŵ s −Ŵ t ) s≥t , the restriction ofπ(dt dz) to [t, ∞) × U , the restriction ofθ(dt da) to [t, ∞) × Λ. Finally, we denote by P(F t,Ŵ ,π,θ ) the predictable σ-algebra on [t, T ] ×Ω associated withF t,Ŵ ,π,θ . For every t ∈ [0, T ], we denote byV t the set of all P(F t,Ŵ ,π,θ ) ⊗ B(Λ)-measurable functionŝ ν : [t, T ] ×Ω × Λ → (0, ∞) which are bounded from above and bounded away from zero. Given ν ∈V t , as in Section 4 we consider the corresponding Doléans-Dade exponentialκ t,ν = (κ t,ν s ) s∈[t,T ] defined as in (4.20) and we introduce the probability measureP t,ν on (Ω,F t,Ŵ ,π,θ T ) as dP t,ν =κ t,ν T dP. Finally, we denote byÊ t,ν the expectation with respect toP t,ν .
For every t ∈ [0, T ] and a ∈ Λ, we denote byÎ t,a = (Î t,a s ) s∈[t,T ] the stochastic process taking values in Λ defined as (notice that, when Λ is a subset of a vector space, we can write (6.8) also aŝ I t,a
where we recall that (T n ,η n ) n≥1 is the marked point process associated with the random measurê θ, in particular we haveθ(dt da) = n≥1 δ (Tn,ηn) (dt da). Now, for every (t, x, a) ∈ [0, T ] × H × Λ, we consider the following equation:
(6.9)
We have the following result. ) s∈[t,T ] to equation (6.9), such that, for every p ≥ 1, 10) for some positive constant C p , independent of t, x, a.
Proof. The proof can be done proceeding along the same lines as in the proof of Proposition 3.1. ✷ BSDE with non-positive jumps. We introduce the following additional notations.
• S 2 (t, T) denotes the set of càdlàgF t,Ŵ ,π,θ -adapted processes Y :
• L p (Ŵ; t, T), p ≥ 1, denotes the set of P(F t,Ŵ ,π,θ )-measurable processes Z :
• L p (π; t, T), p ≥ 1, denotes the set of P(
• L p (θ; t, T), p ≥ 1, denotes the set of P(F t,Ŵ ,π,θ )⊗B(Λ)-measurable maps R :
• K 2 (t, T) denotes the set of non-decreasing P(F t,Ŵ ,π,θ )-measurable processes K ∈ S 2 (t, T)
For every (t, x, a) ∈ [0, T ] × H × Λ, we introduce the following backward stochastic differential equation with non-positive jumps:
We can now state the two main results of this section: the first result is the probabilistic representation formula (or non-linear Feynman-Kac formula) for the value function v defined in (6.3); the second result is the so-called randomized dynamic programming principle for v.
and, in particular,
14)
,P-a.s..
Proof. We firstly define the value function of the so-called randomized stochastic optimal control problem: T ] , V 0 in subsection 3.1; similarly, concerning our randomized stochastic control problem, we have that t, x, a, (Ŵ s −Ŵ t ) s≥t , the restriction ofπ to [t, ∞) × U , the restriction ofθ to [t, ∞) × Λ, V t , (X t,x,a s
Then, by Theorem 4.1 we deduce that
In addition, by Theorem 5.1 we deduce that there exists a unique minimal solution (
to (6.11)-(6.12), satisfying (6.14), so, in particular, t,a r ),P-a.s., for any r ∈ [s, T ]. Indeed, the flow property forÎ t,a follows directly from its definition in (6.8), while the flow property forX t,x,a is a consequence of the uniqueness of the solution to equation (6.9). Let us now consider the penalized backward stochastic differential equation associated with (6.11)-(6.12): , which implies thatv n converges pointwise tov R . So, in particular, letting n → ∞ in equality (6.17), we see that (6.13) holds. ✷ Theorem 6.2 Let assumptions (A M ) and (A R )-(i) hold.
1)
For every R > 0, there exists a modulus of continuity ω R such that
2) The randomized dynamic programming principle holds: for every t ∈ ,P-a.s.
Then, by (6.20) we see that (6.18) holds. ✷
Viscosity property of the value function v
We now exploit the randomized dynamic programming principle (6.18) in order to prove that the value function v in (6.3) is a viscosity solution to the following Hamilton-Jacobi-Bellman equation: We adopt the definition of viscosity solution given in [20] , Definition 5.2, which requires the following notions. We say that u is B-lower semicontinuous if, for all (t, x) ∈ (0, T ) × H, lim inf m→+∞ (tm,xm)∈(0,T )×H u(t m , x m ) ≥ u(t, x) whenever t m → t, x m ⇀ x, Bx m → Bx.
We say that u is B-continuous if it is both B-upper semicontinuous and B-lower semicontinuous. Definition 6.3 A function ψ : (0, T )×H → R is a test function if ψ(t, x) = ϕ(t, x)+δ(t, x)h(|x|), where:
x ϕ, A * D x ϕ, δ t , D x δ, D 2 x δ, A * D x δ are uniformly continuous on (ε, T − ε) × H, for every ε > 0; in addition, ϕ is B-lower semicontinuous; finally, δ ≥ 0, bounded, and B-continuous.
(ii) h is even, h ′ and h ′′ are uniformly continuous on R, h ′ (r) ≥ 0 for every r > 0.
Remark 6.1 Notice that a test function ψ satisfies the following property: for every ε > 0, there exists a constant C ε ≥ 0 such that |ψ(t, x)| ≤ C ε (1 + |x| 2 ) on (ε, T − ε) × H. ♦ (ψ(t, x)(t, x + γ(t, x, a, z)) − ψ(t, x)(t, x) − D x ψ(t, x)(t, x)γ(t, x, a, z))λ π (dz) ≤ 0.
(ii) A B-lower semicontinuous function u : (0, T ) × H → R is a viscosity subsolution of (6.24) if whenever (u + ψ)(t, x) = max (ψ(t, x)(t, x + γ(t, x, a, z)) − ψ(t, x)(t, x) − D x ψ(t, x)(t, x)γ(t, x, a, z))λ π (dz) ≥ 0.
(iii) A function u : (0, T ) × H → R is a viscosity solution of (6.24) if it is both a viscosity subsolution and a viscosity supersolution of (6.24).
In order to prove that v is a viscosity solution to equation (6.24) we will need the following technical result. Lemma 6.2 Let assumption (A M ) hold. Let ψ = ϕ + δh(| · |) be a test function. Fix t, t ′ ∈ (0, T ), with t < t ′ , and letτ be aF t,Ŵ ,π,θ -stopping time taking values in [t, t ′ ]. Then, for any (x, a) ∈ H ×Λ, ν ∈V t , Proof. The proof can be done proceeding along the same lines as in the proof of Lemma 5.3 in [20] , the only difference being the presence of the pure jump processÎ t,a . For this reason, here we just give an outline. The proof consists in approximating the processX t,x,a by means of a sequence of more regular processesX n,t,x,a , which are obtained replacing the operator A in equation (6.9) by its Yosida approximations (A n ) n . It is well-known, see e.g. Theorem 27.2 in [17] , that ψ(·,X n,t,x,a · ) satisfies an Itô formula. Then, using convergence results ofX n,t,x,a towardsX t,x,a , which can be found for instance in Proposition 1.115 of [9] , and taking the expectation underP t,ν , we deduce (6.25) using that −AX ψ(t, x + γ(t, x, a, z)) − ψ(t, x) − D x ψ(t, x)γ(t, x, a, z) λ π (dz) < 0.
Using the Lipschitz property of b, σ, γ, and the uniform continuity of f , when on H we consider the standard topology induced by the norm | · | (notice that b, σ, f satisfy the mentioned properties when on (H, | · | −1 ), and hence they satisfy the same properties on (H, | · |)), and using also the uniform continuity of ψ t , A * D x ψ, D x ψ, and D 2 x ψ, we have that, given η ∈ (0, 2(T − t)), there exists ε ∈ (0, −β(η)/(T − t)], with ε < T , such that − ψ t (s, y) + y, A * D x ψ(s, y) + h(|y|)A * Dδ(s, y) + b(t, x, a), D x ψ(t, x) + 1 2 Tr σ(t, x, a)σ * (t, x, a)D 2 x ψ(t, x) + f (t, x, a)
ψ(t, x + γ(t, x, a, z)) − ψ(t, x) + γ(t, x, a, z) D x ψ(t, x) λ π (dz) ≤ 0.
The claim follows from the arbitrariness of a ∈ Λ. ✷ Remark 6.2 Concerning the uniqueness of viscosity solutions to the Hamilton-Jacobi-Bellman equation (6.24), a positive result follows from the comparison principle in [19] , Theorem 6.2, under the additional assumptions that f and g are bounded and Λ is compact, from which we deduce that the value function v in (6.3) is the unique viscosity solution in the class of bounded and uniformly continuous solutions on [0, T ] × H −1 . ♦
