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El me`tode Hybridizable Discontinuous Galerkin (HDG) e´s un me`tode de Dis-
continuous Galerkin (DG), el qual e´s una variant del me`tode dels elements finits
(MEF) per a la resolucio´ d’equacions en derivades parcials (EDPs). La importa`ncia
del me`tode HDG rau en la utilitzacio´ d’elements discontinus, i en que evita alguns
problemes que presenten els me`todes DG, com ara l’alt nombre de graus de lliber-
tat a l’utilitzar elements polino`mics de grau alt. En aquest treball estudiarem la
resolucio´ utilitzant HDG dels problemes 1−dimensionals de Poisson i de l’equacio´
de conveccio´-difusio´, els quals resultaran, un cop discretitzats, en la resolucio´ de
sistemes lineals. Posteriorment, introduirem l’equacio´ de Burgers, la qual e´s una
EDP no lineal, i de la qual el sistema que en resulta de la discretitzacio´ amb HDG
e´s un sistema amb algunes equacions no lineals i d’altres lineals. L’objectiu final
d’aquest treball doncs, e´s estudiar alternatives a les te`cniques habituals en el MEF
per a la resolucio´ de sistemes no lineals, aprofitant el fet de que algunes equacions
de la formulacio´ HDG so´n lineals. Aix´ı doncs, utilitzarem l’equacio´ de Burgers com
a banc de proves de l’equacio´ de Navier-Stokes, ja que l’equacio´ de Burgers e´s un
cas particular d’aquesta.
La nostra tasca en aquest treball ha consistit en una familiaritzacio´ amb els
me`todes DG i, en particular, amb HDG, estudiant-ne el funcionament, la formulacio´
i les avantatges i inconvenients. Posteriorment, hem desenvolupat un codi en Matlab
el qual permet la resolucio´ de problemes 1−dimensionals discretitzats en HDG, aix´ı
com hem vist les pautes teo`riques necessa`ries per desenvolupar-lo. A partir d’aquest
codi, hem prosseguit amb un estudi de les propietats de HDG per les equacions de
Poisson, conveccio´-difusio´ i Burgers. Tractades aquestes propietats, hem prosseguit
amb el que seria el punt novedo´s del treball, que e´s l’estudi d’alternatives per a la
resolucio´ del sistema no lineal provinent de l’equacio´ de Burgers.
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MSC2000: 35, 65N30
The Hybridizable Discontinuous Galerkin method (HDG) is a Discontinuous
Galerkin method (DG), which are a variation of the finite elements method (FEM)
for the solution of partial differential equations (PDEs). The main goal of HDG is
that it uses discontinuous approximation and avoids some drawbacks of DG, such as
the increased number of degrees of freedom (DOF) when using high-order approx-
imations due to the appearing of interior nodes. In this technological project we
will analyze the solution of the 1−dimensional Poisson’s problem and convection-
diffusion’s problem with HDG; problems that will result in solving linear systems.
Then, we will introduce the Burgers’ equation, which is a non-linear PDE, and whose
HDG-discretized system will be a mix of linear and non-linear systems. The final
aim of this project is to study alternative ways (in comparison with the commonly
used techniques in FEM when solving non-linear systems) in order to improve the
way we solve HDG-discretized Burgers’ equation, taking advantage of the fact that
the non-linear equations are decoupled, and linked only through the linear equa-
tions. As a matter of fact, we will use Burgers’ equation as a testing ground for the
Navier-Stokes’ equation, since Burgers’ equation is a particular case of it.
The tasks done in this project has been getting familiar with DG methods
and, in particular, HDG methods, studying its formulation, advantages and main
drawbacks. Afterwards, I have developed a Matlab code which allow us to solve
1−dimensional problems discretized in HDG. Then, we have studied the Poisson’s,
convection-difusion’s and Burgers’ HDG-discretized equation properties. There-
after, we have set out the main goal of this technological project, the study of
alternative procedures to solve the non-linear system that results from Burgers’
equation discretization.
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1 Introduccio´
L’aparicio´ dels computadors a mitjans del segle passat ha suposat un gran avenc¸ quant
a l’abordatge de diferents problemes del mo´n cient´ıfic i tecnolo`gic. El plantejament d’a-
quests problemes des de l’o`ptica computacional ha generat tot un seguit de me`todes i
metodologies per a la resolucio´ dels mateixos. El fet que molts feno`mens o processos es
puguessin modelitzar mitjanc¸ant equacions en derivades parcials (EDPs) ha centrat el
focus en la seva resolucio´, i en particular, el fet que molts d’aquests problemes continguin
quantitats ingents d’informacio´ i puguin resultar en grans sistemes, ha impulsat la creacio´
de diferents me`todes nume`rics per a una resolucio´ ra`pida i eficient.
L’eleccio´ de quin me`tode utilitzar, pero`, no es basa en un sol criteri com podria ser la
converge`ncia del me`tode, sino´ que intervenen mu´ltiples criteris com el cost computacional
o la robustesa. E´s per aquests motius que podem trobar diferents variacions de criteris
o me`todes segons la tipologia del problema que es vol tractar. De fet, el quid d’aquest
treball sera` la bu´squeda d’alternatives, d’un me`tode ja conegut, per aconseguir una mi-
llora substancial del temps de ca`lcul del mateix. En particular, aquest treball pren com a
refere`ncia el me`tode d’elements finits anomenat HDG (Hybrid Discontinuous Galerkin), el
qual e´s un me`tode de Discontinuous Galerkin (DG). Discontinuous Galerkin e´s un me`tode
d’elements finits discontinu; e´s a dir, considera cada element de manera independent i hi
resol la forma feble de la EDP.
Els me`todes DG so´n me`todes d’elements finits localment conservatius, estables i per-
meten aconseguir alts ordres de precisio´. Com ja hem comentat, la formulacio´ dels DG
utilitza una aproximacio´ de caire discontinu element a element, amb la informacio´ que
passa d’element a element mitjanc¸ant el flux nume`ric. D’enc¸a` de la seva aparicio´, els
me`todes DG han sigut utilitzats en la resolucio´ d’una gran varietat de problemes de re-
solucio´ de EDPs, guanyant cada cop me´s terreny i intere´s en el camp de la computacio´
nume`rica.
T´ıpicament, un dels incovenients dels me`todes DG, en comparacio´ als Continuous Ga-
lerkin (CG), ha estat el major nombre de graus de llibertat degut a l’aparicio´ de nodes
interiors per a aproximacions d’ordre alt. Si be´ a priori aquest problema tambe´ afecta als
CG, existeix una metodologia anomenada condensacio´ esta`tica la qual permet, en Con-
tinuous Galerkin, redu¨ır el nombre de graus de llibertat. En aquest aspecte doncs, els
me`todes DG es veuen penalitzats enfront dels CG. No obstant, recentment ha aparegut
la te`cnica de la hibriditzacio´, la qual permet redu¨ır els graus de llibertat a aquells d’una
solucio´ definida nome´s en la vora dels elements (funcio´ trac¸a), de manera similar a com ho
fa la condensacio´ esta`tica. A me´s a me´s, una altra virtud del me`tode HDG e´s l’increment
de la converge`ncia en norma L2 del gradient de la solucio´, essent aquesta del mateix ordre
que la solucio´ (converge`ncia o`ptima), i obrint la porta a un post-proce´s element a element
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de la solucio´ que permeti l’obtencio´ d’una solucio´ superconvergent [1].
El me`tode HDG va ser formalment donat a cone`ixer per Cockburn et al. (2009) [2]
per problemes el·l´ıptics de segon ordre, i posteriorment exte`s a l’estudi de gran varietat
de feno`mens f´ısics; veure, per exemple, Nguyen et al. (2009) [3] o Peraire et al. (2010)
[4], on podem trobar (Figura 1) problemes sobre flu¨ıds no viscosos (equcions d’Euler o
Navier-Stokes).
Figura 1: Flu¨ıd no visco´s sobre un perfil de Ka´rma´n-Trefftz (amb M∞ = 0.1, Re = 4000 i
α = 0). A l’esquerra, valor del Mach a tota la malla, a la dreta valor del Mach de l’aresta
o cantonada principal del perfil en detall. Ca`lcul utilitzant polinomis de quart ordre.
Aquest treball es centrara` en la resolucio´ de l’equacio´ de Burgers 1−dimensional amb
HDG. El motiu e´s que l’equacio´ de Burgers 1−dimensional e´s l’equacio´ me´s senzilla amb
les caracter´ıstiques de l’equacio´ de Navier-Stokes; e´s a dir, conveccio´ i no linealitat. Aix´ı
doncs, el treball ens servira` de banc de proves per a buscar i provar te`cniques alternatives
per a la resolucio´ del sistema no lineal que plantegen dits problemes.
Comenc¸arem el treball amb una introduccio´ al me`tode HDG, aix´ı com amb la nota-
cio´ requerida per a una fa`cil i ra`pida comprensio´ del projecte. Seguidament veurem la
deduccio´ i implementacio´ del me`tode per al problema de Poisson. Veurem la implemen-
tacio´ del mateix per a problemes de conveccio´-difusio´, aix´ı com tractarem la influe`ncia
del para`metre de conveccio´ a la converge`ncia i error del me`tode. Vistos aquests casos, els
quals resulten en la resolucio´ de sistemes lineals, introdu¨ırem la resolucio´ de l’equacio´ de
Burgers, la qual implica la resolucio´ d’un sistema no lineal. En aquest punt, provarem
diferents estrate`gies per a la resolucio´ d’aquest problema utilitzant el me`tode de Newton,
t´ıpicament utilitzat en la resolucio´ de sistemes no lineals. La nostra intencio´ e´s partir
d’un sistema que resolgui l’equacio´ de Burgers, el qual tindra` part lineal i part no lineal
i resoldre’l desacoplant astutament ambdues parts, redu¨ınt aix´ı el tamany del sistema no
lineal a resoldre, i aix´ı ser capac¸os de resoldre el problema en un temps menor.
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2 Discretitzacio´ i notacio´
Sigui Ω ⊂ Rn un domini fitat, amb frontera ∂Ω. Considerem una particio´ del mateix en
nelm elements disjunts Ωe amb fronteres respectives ∂Ωe, de manera que
Ω =
nelm⋃
i=e
Ωe, amb Ωe ∩ Ωe′ = ∅ per e 6= e′.
Sobre aquest domini Ω es definira` la EDP que pretenguem resoldre, amb les condicions
de contorn adients. En aquest projecte treballarem amb problemes estacionaris, pel que
no hi haura` depende`ncia en el temps; a me´s, usarem una malla 1-dimensional, per tant,
podem expressar la EDP en funcio´ de la variable x, notant la solucio´ dels problemes com
u(x). Formalitzarem el me`tode per a condicions de contorn Neumann i Dirichlet, tot i
que en els exemples nume`rics usarem les segones per comoditat.
Com hem comentat a la introduccio´, el me`tode HDG planteja la forma feble en cada
element Ωe de forma independent. Per redu¨ır el nombre de graus de llibertat que deriven
de considerar els nodes de cada element de manera independent, s’intrudueix una nova
variable que anomenarem uˆ, que e´s una aproximacio´ de la trac¸a de u al conjunt Γ; conjunt
el qual definim com
Γ =
nelm⋃
e=1
∂Ωe,
i que representa l’esquelet de la nostra malla (Figura 2).
Figura 2: D’esquerra a dreta, representacio´ en detall de dos elements triangulars que
comparteixen l’aresta diagonal en el si de CG i HDG respectivament. En vermell les
arestes que conformen l’esquelet Γ.
D’aquesta manera podem plantejar un problema local en cada element Ωe, resolent la
forma feble, i amb condicions de contorn de Dirichlet
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u = uˆ a ∂Ωe. (1)
Notem que uˆ e´s unievaluada en cada cara de Γ i, per tant, (1) assegura la continuitat de
la solucio´ entre nodes.
Definim l’operador salt J·K, el qual actua a cada cara de Γ utilitzant valors dels elements
de l’esquerra i la dreta de la cara (anomenem-los Ωi i Ωj), de manera que
J}K = }i +}j,
implicant el vector normal n, veure [5].
Els espais de funcions definides en l’interior dels elements i de funcions trac¸a a Γ els
definim, respectivament, com
Vh :=
{
v ∈ L2(Ω) : v|Ωi ∈ Pk(Ωi), per i = 1, . . . , nelem
}
,
Λh :=
{
vˆ ∈ L2(Γ) : vˆ|Γi ∈ Pk(Γi), per i = 1, . . . , ncares
}
,
amb Pk denotant l’espai de polinomis de grau k, i on n representa la dimensio´ de Ω ⊂ Rn
Figura 3: Nodes representant els espais Vh i Λh per a un element triangular de grau k = 5.
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3 Discretitzacio´ amb HDG de l’equacio´ de Poisson
Considerem el problema de Poisson sobre un domini Ω; e´s a dir
−∆u = f en Ω
u = ud en ∂ΩD
∇u · n = gn en ∂ΩN
(2)
on f , ud, gn so´n funcions escalars donades, i n e´s el vector normal exterior.
Aquesta equacio´ modelitza diferents problemes en f´ısica com, per exemple, problemes
d’electroesta`tica, de potencial gravitatori o problemes estacionaris de difusio´ de la calor.
En aquest u´ltim cas, la funcio´ f representaria les fonts de calor en el domini, la funcio´
ud la temperatura fixada en part del contorn del domini i la funcio´ gn el flux de calor en
l’altra part del contorn; d’aquesta manera, la solucio´ u repesentaria la distribucio´ de la
calor en el domini donat havent passat suficient temps.
A l’hora d’escriure la forma feble del problema considerarem una nova variable q, de
manera que compleixi que q = ∇u. Amb aquest canvi de variable pretenem convertir
l’equacio´ principal de (2) en dues equacions de primer ordre, les quals es resoldran en
cada element. A me´s a me´s, imposarem, com ja hem comentat a la introduccio´, que en
Γ es compleixi que u = uˆ; en altres paraules, ho podem entendre com la imposicio´ de
les condicions de contorn del problema local de Poisson per cada element. No obstant,
aquestes solucions s’han de lligar per obtenir una solucio´ global, e´s per aixo` que imposarem
continu¨ıtat en el flux normal entre elements; e´s a dir, imposarem Jq · nK = 0 en les cares
interiors, i les condicions de contorn del problema (2) per les cares exteriors. D’aquesta
manera obtindrem un sistema lineal la solucio´ del qual ens donara` la solucio´ de la EDP
en cada element (u ∈ Vh), el flux (q ∈ [Vh]n) i la solucio´ a l’esquelet del domini (uˆ ∈ Λh).
Vejem-ho en detall.
3.1 El problema local
Suposant uˆ coneguda, aleshores podem mirar de resoldre en cada element el problema
q −∇u = 0 en Ωe
−∇q = f en Ωe
u = uˆ en Γ \ ∂Ω
u = ud en ∂ΩD
∇u · n = gn en ∂ΩN
(3)
Prenem la primera equacio´ del sistema (3), la multipliquem per una funcio´ test w, i la
integrem sobre el domini de l’element, de manera que
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∫
Ωe
w · (q −∇u) dΩ = 0, ∀w ∈ [Vh]n. (4)
Seguidament apliquem integracio´ per parts a l’equacio´ (4), obtenint∫
Ωe
w · q dΩ +
∫
Ωe
∇ ·wu dΩ−
∫
∂Ωe
uˆw · n dΓ = 0, ∀w ∈ [Vh]n. (5)
Per a la segona equacio´ del sistema (3), procedint de la mateixa manera, tenim que∫
Ωe
v∇ · q dΩ =
∫
Ωe
vf dΩ, ∀v ∈ [Vh].
Aplicant ara integracio´ per parts obtenim∫
Ωe
∇v · q dΩ−
∫
∂Ωe
vq · n dΓ =
∫
Ωe
vf dΩ, ∀v ∈ [Vh]. (6)
Definim el flux nume`ric com
qˆ = q + τe(uˆ− u)n, (7)
on τe e´s un escalar positiu anomenat para`metre d’estabilitzacio´, el qual pot dependre de
l’element, tot i que en el nostre cas l’agafarem sempre constant. El para`metre τ e´s fona-
mental per l’estabilitat i precisio´ del me`tode HDG. Un estudi detallat de dit para`metre
el podem trobar en Cockburn et al. (2008, 2009) [6], [7] i Kirby et al. (2011) [8]. El
para`metre escollit dependra` de la seccio´ en la que ens trobem. Pel problema de Poisson
prendrem τ = 1, ja que ens assegura un resultat estable.
Observant l’equacio´ (6), veiem que la segona integral es calcula sobre la frontera de
l’element adient; per tant, podem substitu¨ır el terme q per el terme qˆ. Substitu¨ınt qˆ per
l’expressio´ de la fo´rmula del flux nume`ric obtenim l’equacio´
∫
Ωe
∇v · q dΩ−
∫
∂Ωe
vq · n dΓ +
∫
∂Ωe
τv(u− uˆ) dΓ =
∫
Ωe
vf dΩ, ∀v ∈ [Vh]. (8)
El problema local doncs, es basa en resoldre les equacions (5) i (8) considerant un uˆ donat,
per a cada element Ωe. Podem escriure-ho en forma de sistema com{
Aqqq
e + Aquu
e + AquˆΛ
e = 0
Auqq
e + Auuu
e + AuuˆΛ
e = fe
(9)
on, per exemple, Aqu representa la matriu associada a la funcio´ de test de q: w ∈ [Vh]n
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i que multiplica la variable u, i ana`logament per la resta de matrius (podem trobar un
exemple del ca`lcul d’aquestes matrius al llibre d’Alfio Quarteroni (2009) [9]); on ue i qe
so´n els valors als nodes de l’element (exemple en Figura 3); i amb
Λe =
 uˆF1,euˆF2,e
uˆF3,e
 ,
on uˆFi,e representa el valor de uˆ a la cara i−e`ssima de l’element e (suposant elements
triangulars).
Podem reescriure el sistema (9) per blocs de manera que[
Aqq Aqu
Auq Auu
] [
qe
ue
]
=
[
0
fe
]
−
[
Aquˆ
Auuˆ
]
Λe,
el qual podem reescriure de manera que quedin a¨ıllades les inco`gnites u i q en funcio´ de
la resta; e´s a dir[
qe
ue
]
=
[
Aqq Aqu
Auq Auu
]−1{[
0
fe
]
−
[
Aquˆ
Auuˆ
]
Λe
}
=:
[
feQ
feU
]
+
[
Qe
Ue
]
Λe.
Per tant, el problema local es basa en la resolucio´ del sistema segu¨ent en cada element,
el qual depen dels termes uˆ que no coneixem.{
qe = QeΛe + feQ
ue = UeΛe + feU
(10)
3.2 El problema global
Un cop escrit el problema local per a cada element en funcio´ de la inco`gnita uˆ, resolem el
problema global imposant tant continu¨ıtat del flux entre elements, e´s a dir, que Jq ·nK = 0,
com les condicions de contorn.
En el cas de les condicions Dirichlet es fixen els valors nodals (com en el cas de CG), de
manera que uˆ = ud en ΓD = ∂ΩD. Pel cas de les cares interiors (on imposem que el salt
sigui zero) i les condicions Neumann, prenem q = qˆ i partim de la segu¨ent equacio´∑
e
∫
∂Ωe
µqˆ · n dΓ =
∫
ΓN
µgN dΓ (11)
per a tota funcio´ trac¸a µ, funcio´ test associada a uˆ.
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Si µ 6= 0 nome´s a ΓN , llavors∫
ΓN
µqˆ · n dΓ =
∫
ΓN
µgN dΓ.
Si µ 6= 0 nome´s a F , on F e´s una cara interior qualsevol, llavors∫
F
µqˆ1 · n1 dΓ +
∫
F
µqˆ2 · n2 dΓ = 0, (12)
on q1 ·n1 i q2 ·n2 representen el valor del flux en dues arestes consecutives de dos elements
contigus (Figura 4).
Figura 4: Representacio´ de dos elements Ω1 i Ω2 i la seva cara interior F ∈ Γ. Observem
que els vectors normals n1 i n2 a la cara F so´n iguals en mo`dul pero` de sentit oposat.
Com que n1 = −n2, podem reescriure l’esquacio´ (12) com∫
F
µ(qˆ1 − qˆ2) · n1 dΓ = 0.
Aix´ı doncs, si substitu¨ım l’equacio´ del flux nume`ric a l’equacio´ (11) obtenim que∑
e
∫
∂Ωe
µ[q · n + τ(uˆ− u)] dΓ =
∫
ΓN
µgN dΓ,
equacio´ que es pot reescriure en forma de sistema com
Auˆuu + Auˆqq + Auˆuˆuˆ = g. (13)
Finalment, substitu¨ınt la solucio´ del problema local (10) a (13), tenim un sistema
Kuˆ = h,
on les inco`gnites so´n els nodes de les cares o costats.
Un cop calculada la solucio´ en l’esquelet Γ, podem resoldre el sistema (10) obtenint aix´ı
els valors de u i q en cada element.
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4 Discretitzacio´ amb HDG de l’equacio´ de conveccio´-
difusio´
Considerem el problema de conveccio´-difusio´ estacionari amb condicions de frontera Di-
richlet i/o Neumann sobre el domini Ω, e´s a dir
−D∆u + au = f en Ω
u = ud en ∂ΩD
∇u · n = gn en ∂ΩN
on D representa el terme de difusio´, a el vector de conveccio´, n el vector normal a la vora
i f , ud i gn funcions escalars.
Aquests tipus de problemes estacionaris modelitzen feno`mens f´ısics varis com ara el
transport d’un contaminant o d’una energia en un medi al cap de suficient temps. En
aquest cas, el para`metre D o coeficient de difusio´ representa la velocitat de difusio´ del
contaminant, el vector a la direccio´ en la que es mou el contaminant (efecte de conveccio´),
f les fonts de contaminant en el domini, ud la concentracio´ de contaminant a la vora del
domini i gn el flux de contaminant a trave´s de la vora.
Seguint el mateix procediment del problema de Poisson d’aplicacio´ de la nova variable
q, la forma forta del problema de conveccio´-difusio´ queda com
q −∇u = 0 en Ω
−∇q +∇au = f en Ω
u = uˆ en Γ \ ∂Ω
u = ud en ∂ΩD
∇u · n = gn en ∂ΩN
(14)
i plantejem l’equacio´ del salt com
J(q + auˆ) · nK = 0 en Γ. (15)
Observem que ara, en l’equacio´ del salt, hi apareix el terme convectiu, ja que s’ha de tenir
en compte la transfere`ncia de calor entre elements deguda a la conveccio´ del problema.
4.1 El problema local
A l’hora de plantejar la forma de`bil de les equacions de (14), observem que la primera
equacio´ e´s ide`ntica a l’equacio´ (5) calculada a la seccio´ anterior. Per la segona equacio´
procedim de la manera habitual. Prenem integrals element a element de manera que
queda, per a cada element, l’equacio´
9
−
∫
Ωe
v∇ · q dΩ +
∫
Ωe
va ·∇u dΩ =
∫
Ωe
vf dΩ, ∀v ∈ [Vh].
Aplicant ara integracio´ per parts i prenent qˆ i uˆ per les variables de la frontera dels
elements, obtenim
∫
Ωe
∇v ·q dΩ−
∫
∂Ωe
vqˆ ·n dΓ−
∫
Ωe
au·∇v dΩ+
∫
∂Ωe
avuˆ·n dΓ =
∫
Ωe
vf dΩ, ∀v ∈ [Vh].
(16)
El problema local doncs, es basa en resoldre les equacions (5) i (16) considerant un uˆ
donat, per a cada element Ωe. Ana`logament al cap´ıtol anterior, podem escriure-ho en
forma de sistema com {
Bqqq
e + Bquu
e + BquˆΛ
e = 0
Buqq
e + Buuu
e + BuuˆΛ
e = fe
on, les matrius de la primera equacio´ so´n les mateixes que per al cap´ıtol anterior (Bqq =
Aqq, Bqu = Aqu i Bquˆ = Aquˆ), i les de la segona les podem veure en detall a [9]; complint
que
Λe =
 uˆF1,euˆF2,e
uˆF3,e
 ,
on uˆFi,e representa el valor de uˆ a la cara i−e`ssima de l’element e (suposant elements
triangulars); i on ue i qe so´n els valors de les funcions u i q als nodes del e−e`ssim
element. Per tant, com ja hem vist per l’equacio´ de Poisson, podem reescriure el sistema
en funcio´ de uˆ de manera que quedi el sistema{
qe = Q˜eΛe + f˜e
Q˜
ue = U˜eΛe + f˜e
U˜
(17)
4.2 El problema global
Prenem l’equacio´ del salt (15) i observem que, al ser la funcio´ uˆ unievaluada, al calcular
el salt expl´ıcitament, els termes referents a auˆ es cancel·len entre s´ı, quedant l’equacio´
del salt vista al cap´ıtol anterior Jq · nK = 0.
Per tant, fixarem primerament els valors nodals amb condicions de Dirichlet, de manera
que uˆ = ud en ΓD = ∂ΩD. Pel cas de les cares interiors prenem q = qˆ, i de manera
ana`loga al cap´ıtol anterior, tenim
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∑
e
∫
∂Ωe
µqˆ · n dΓ =
∫
ΓN
µgN dΓ (18)
per a tota funcio´ trac¸a µ, funcio´ test associada a uˆ, la qual dependra` tambe´ de si ens
trobem en Γ o sobre ∂ΩN .
Si imposem l’equacio´ del flux nume`ric, el qual per al problema de conveccio´-difusio´
definim com
qˆ + auˆ = q + auˆ + τ(uˆ− u)n,
el qual observem que es simplifica en l’equacio´ (7) del flux nume`ric de la seccio´ anterior.
Substitu¨ınt, doncs, aquesta equacio´ a (18), obtenim∑
e
∫
∂Ωe
µ[q · n + τ(uˆ− u)] dΓ =
∫
ΓN
µgN dΓ. (19)
Finalment, substitu¨ınt (17) (solucio´ del problema local) a (19), tenim un sistema del tipus
Kuˆ = h,
on les inco`gnites so´n els nodes de les cares o costats.
Un cop calculada la solucio´ en l’esquelet Γ, podem resoldre el sistema (17) obtenint aix´ı
els valors de u i q en cada element.
4.3 Ana`lisi d’estabilitat respecte τ i el vector de conveccio´
L’objectiu d’aquest apartat e´s l’estudi de l’afectacio´ del para`metre τ en l’estabilitat del
problema de conveccio´-difusio´ en funcio´ del vector de conveccio´ i la finesa de la malla.
Prenem com a refere`ncia el cas de resolucio´ del problema de conveccio´-difusio´ 1−dimensional
mitjanc¸ant HDG.
Observem que, donat un para`metre d’estabilitat τ fixat, el me`tode presenta oscil·lacions
en funcio´ del nombre d’intervals en el que dividim el domini o el valor del vector a. Aix´ı
doncs, tractarem de resoldre aquests problemes d’estabilitat buscant un para`metre τ , que
sera` constant per tots els elements, el qual ens proporconi estabilitat.
Vejem gra`ficament que` passa amb el problema de conveccio´-difusio´ 1−dimensional segu¨ent{ −uxx + au = 1 en x ∈ Ω = [0, 1]
u = 0 en x = 0, x = 1
(20)
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amb solucio´ anal´ıtica
u(x) = c0 + c1e
xa +
x
a
,
on
c0 =
1/a
ea − 1 , c1 =
−1/a
ea − 1 ,
si prenem τ = 1 constant i fem variar el para`metre de conveccio´ a, en comparacio´ a
prendre τ = 10.
Observem en la Figura 5, resolucio´ gra`fica del problema (20), que al incrementar el
terme convectiu el me`tode comenc¸a a oscil·lar, en canvi, per la Figura 6, al incrementar
el para`metre τ respecte el cas anterior, la solucio´ no oscil·la. Intentarem donar una cota
per al para`metre τ en funcio´ de l’allargada dels elements que conformen el domini, grau
dels polinomis que conformen els espais Vh i Λh i valor del para`metre a.
Figura 5: En vermell, la solucio´ del problema (20) amb HDG, usant 8 intervals, polinomis
lineals, τ = 1 i para`metres de conveccio´ a = 1 i a = 10 respectivament. En negre la
solucio´ anal´ıtica.
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Figura 6: En vermell, la solucio´ del problema (20) amb HDG, usant 8 intervals, polinomis
lineals, τ = 10 i para`metres de conveccio´ a = 1 i a = 10 respectivament. En negre la
solucio´ anal´ıtica.
De fet, a l’article de Cockburn et. al. (2009) [10], es demostra que el me`tode estara` ben
definit i sera` estable si el para`metre d’esabilitzacio´ τ es pren complint que
a) Existeix una constant γ0 > 0 tal que min(τ − 12a · n)|∂Ω ≥ γ0 ∀Ωe ∈ Ω.
b) Per qualsevol cara F , prenem τ constant.
Essent n el vector normal unitari de ∂Ω. Existeix un treball pra`ctic de Nguyen et al.
(2009) [3], en el qual proposa algunes condicions suficients per a que el para`metre τ
proporcioni estabilitat, i les quals coincideixen en complir les dues condicions anteriors.
Una d’aquestes condicions suficients e´s prendre
τ = |a · n|+ κ
`
, (21)
on κ e´s un escalar proporcional a alguna norma de la matriu de difusio´ M (la qual podem
trobar expressada en el llibre del Quarteroni [9]), i ` e´s un escalar en funcio´ del tamany
dels elements respecte el domini.
Podem observar que, donat que la norma infinit de matriu de difusio´ per a l’exemple
que hem pres abans val ‖M‖∞ = 1h2 (veure [9]) on h representa l’amplada de l’element (en
aquest cas h = 1
N
), i prenent ` = N ; si prenem τ = |an|+ κ
`
= |a|+ 1
h
= a+N , no tindrem
problemes d’oscil·lacions. Podem resumir l’aparicio´ (Osc) o no (Nosc) d’oscil·lacions en
el problema en la segu¨ent taula la qual dependra` dels para`metres a i N . Les resolucions
gra`fiques de dits problemes es poden trobar a l’Annex A.
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(τ = a+N) a = 4 a = 8 a = 16 a = 32
N = 4 Nosc Nosc Nosc Nosc
N = 8 Nosc Nosc Nosc Nosc
N = 16 Nosc Nosc Nosc Nosc
En canvi, si prenem τ = a/2, e´s fa`cil trobar un exemple que oscil·li, com ara la Figura 7.
En aquest cas, anomenem oscil·lar a quan almenys un element discontinu de la solucio´ te´
una pendent de signe contrari al que hauria de tenir.
Figura 7: En vermell solucio´ per HDG de l’exemple proposat amb a = 16, τ = 8 i N = 4.
En negre la solucio´ exacta.
Aix´ı doncs, a l’hora d’escollir el para`metre d’estabilitat, el prendrem sempre complint
les condicions de (21) per tal obtenir solucions estables.
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5 L’equacio´ de Burgers 1−dimensional
L’equacio´ de Burgers, anomenada aix´ı en honor al f´ısic Johannes M. Burgers, e´s una
equacio´ en derivades parcials que modelitza problemes de flu¨ıds, com ara el comportament
de gasos o el tra`nsit de vehicles. Considerarem el cas estacionari de l’equacio´ de Burgers
sobre el domini Ω, amb condicions de frontera Dirichlet i/o Neumann, e´s a dir
−D∆u + (u ·∇)u = f en Ω
u = ud en ∂ΩD
∇u · n = gn en ∂ΩN
on D representa el terme de viscositat el qual prendrem constant igual a 1, on n e´s el
vector normal a la vora i on f , ud i gn so´n funcions escalars.
Com que prendrem el cas 1−dimensional, podem escriure els operadors gradient i lapla-
cia` com les derivades primera i segona de la funcio´ u respectivament. A me´s a me´s, seguint
el mateix procediment dels problemes anteriors, prendrem una nova variable q = ux, de
manera que la forma forta del problema de Burgers quedara` com
q − ux = 0 en Ω
1
2
(u2)x − qx = f en Ω
u = uˆ en Γ \ ∂Ω
u = ud en ∂ΩD
uxn = gn en ∂ΩN
(22)
i plantejem l’equacio´ del salt com
J(qˆ + uˆ2)nK = 0 en Γ.
Observem que ara, en l’equacio´ del salt, hi apareix el terme quadra`tic uˆ2, no obstant, com
que la funcio´ uˆ e´s unievaluada, la seva incide`ncia en l’equacio´ expl´ıcita del salt sera` nul·la
per estar multiplicada pel vector normal unitari, com ja hem vist a la seccio´ anterior amb
el terme provinent de la difusio´. Aix´ı doncs, podem reescriure l’equacio´, tenint en compte
que ara treballem en una dimensio´, com
JqˆnK = 0 en Γ. (23)
5.1 El problema local
A l’hora de plantejar la forma de`bil de les equacions de (22), observem que la primera equa-
cio´ e´s ide`ntica a l’equacio´ (5) calculada a la seccio´ de Poisson. En el cas 1−dimensional
quedaria com
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∫
Ωe
vq dΩ +
∫
Ωe
vxu dΩ−
∫
∂Ωe
uˆv dΓ = 0, ∀v ∈ [Vh]. (24)
Per la segona equacio´ procedim de la manera habitual. Prenem integrals element a element
de manera que queda, per a cada element, l’equacio´
−
∫
Ωe
vqx dΩ +
1
2
∫
Ωe
(u2)xv dΩ =
∫
Ωe
vf dΩ, ∀v ∈ [Vh].
Aplicant ara integracio´ per parts i prenent qˆ i uˆ per les variables de la frontera dels
elements, obtenim
∫
Ωe
qvx dΩ−
∫
∂Ωe
vqˆn dΓ−
∫
Ωe
1
2
u2vx dΩ +
∫
∂Ωe
1
2
vuˆ2n dΓ−
∫
Ωe
vf dΩ = 0, ∀v ∈ [Vh].
(25)
El problema local doncs, es basa en resoldre les equacions (5) i (25) considerant un uˆ
donat, per a cada element Ωe.
5.2 El problema global
Prenem l’equacio´ del salt (23), la qual i procedim de manera ana`loga als altres cap´ıtols.
Fixarem els valors nodals amb condicions de Dirichlet de manera que uˆ = ud en ΓD. Pel
cas de les cares interiors prenem q = qˆ, i de manera ana`loga al cap´ıtol anterior, tenim∑
e
∫
∂Ωe
µqˆn dΓ =
∫
ΓN
µgN dΓ (26)
per a tota funcio´ trac¸a µ, funcio´ test associada a uˆ, la qual dependra` de si ens trobem en
una cara interior, o be´ en frontera de Neumann o Dirichlet.
Si imposem l’equacio´ del flux nume`ric, el qual per al problema de Burgers definim com
qˆ + uˆ2 = q + uˆ2 + τ(uˆ− u)n,
i el qual observem que es redueix a l’equacio´ (7) del flux nume`ric vist per l’equacio´ de
Poisson; i el substitu¨ım a l’equacio´ (26), obtenim∑
e
∫
∂Ωe
µ[qn+ τ(uˆ− u)] dΓ =
∫
ΓN
µgN dΓ, (27)
equacio´ global del problema.
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5.3 Discretitzacio´. Plantejament del sistema no lineal
En aquest cap´ıtol, a difere`ncia del anteriors, escriurem les equacions del sistema de manera
diferent a com fins ara. Escriurem els problemes local i global com a sistemes discretitzats
expl´ıcits. Observem que el sistema del problema local sera` no lineal degut a la prese`ncia
de termes quadra`tics de la funcio´ u. Per a aquest motiu definirem expl´ıcitament les fun-
cions amb les que treballem.
Considerarem una discretitzacio´ amb elements Ωe = [xe−1, xe] (Figura 8). Observem
que xe so´n els nodes dels elements si treballem amb P1, pero` si usem polinomis de grau
k > 1, apareixeran nodes a l’interior dels elements, en particular, tants nodes interiors
com k − 1.
Figura 8: Exemple de malla 1−dimensional amb n nodes equiespaiats.
Siguin Ni les funcions polinomials de grau k, definides sobre un element Ωe, tals que
valen 0 en tots els nodes de l’element excepte en el i−e`ssim que valen 1, complint-se
per a tot i ∈ {1, ..., nen}, on nen e´s el nombre de nodes de l’element en qu¨estio´, el qual
dependra` del grau k dels polinomis Pk, de manera que nen = k + 1, al tractar-se del cas
1−dimensional. Per a tot i ∈ {1, ..., nen} s’observa que Ni ∈ Vh.
Per a cada element prenem les funcions de pes ve = Ni, on i ∈ {1, ..., nen}, essent Ni la
i−e`ssima funcio´ de forma de l’element Ωe.
Expressem la funcio´ u en cada element Ωe per la seva aproximacio per funcions de pes
elementals de manera que
ue =
nen∑
i=1
ueiNi ∈ Vh, (28)
on uei seran les inco`gnites associades a la funcio´ u en l’element e, les quals haurem de
calcular.
Expressem la funcio´ q en cada element Ωe per la seva aproximacio per funcions de pes
elementals de manera que
qe =
nen∑
i=1
qeiNi ∈ Vh, (29)
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on qei seran les inco`gnites associades a la funcio´ q en l’element e, les quals haurem de
calcular.
Donat que les funcions uˆ i µ estan definides sobre Γ, e´s a dir, sobre els ve`rtexos xe,
denotarem expl´ıcitament el seu valor a xe com uˆe.
Aix´ı doncs, podem reescriure l’equacio´ (24) com: primerament especifiquem la de-
pende`ncia de l’element, e´s a dir∫
Ωe
veqe dx+
∫
Ωe
v′eue dx− (uˆeve(xe)− uˆe−1ve(xe−1)) = 0, (30)
on uˆe−1 representa la funcio´ trac¸a uˆ en el node de Γ vinculat al primer node de l’element
e, i uˆe representa el valor de la funcio´ uˆ en el segu¨ent node en Γ, e´s a dir, aquell vinculat
a l’u´ltim node de l’element e. Podem veure un exemple gra`fic de la notacio´ en la Figura
9.
Figura 9: Dibuix d’un element 1−dimensional quadra`tic Ωe, amb tres nodes negres (u´s
de polinomis de grau 2), i dos nodes vermells en els extrems, sobreposats als negres,
representant els nodes de Γ. A sota, la notacio´ usada per a designar el valor de les
funcions en els nodes pertinents. En blau, les funcions de pes Ni per i ∈ {1, ..., nen}.
Usant les expressions de (28) i (29), podem reescriure (30) com
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∫
Ωe
nen∑
i=1
qeiNiNj dx+
∫
Ωe
nen∑
i=1
ueiNiN
′
j dx− uˆe(xe) + uˆe−1(xe−1) = 0,
que podem reescriure com
nen∑
i=1
qei
∫
Ωe
NiNj dx+
nen∑
i=1
uei
∫
Ωe
NiN
′
j dx− uˆe(xe) + uˆe−1(xe−1) = 0. (31)
Notant cij =
∫
Ωe
NiNj dx i mij =
∫
Ωe
NiN
′
j dx, podem crear les matrius C = [cij] i
M = [mij], les quals, en la i−e`ssima fila, j−e`ssima columna, tindran el valor correspo-
nent d’´ındex {ij}.
D’aquesta manera podem reescriure l’equacio´ (31), per a cada element Ωe, com
r1e(u
e,qe, uˆ) = Meqe + Ceue +

uˆe−1
0
...
0
−uˆe
 = 0. (32)
Reptenim el procediment per a la funcio´ (25), obtenint, primerament
∫
Ωe
qev
′
e dx−(ve(xe)(−qe(xe)+τ uˆe−τue(xe))−ve(xe−1)(−qe(xe−1)+τ uˆe−1−τue(xe−1)))−
−
∫
Ωe
1
2
u2ev
′
e dx+
1
2
(ve(xe)uˆ
2
e − ve(xe−1)uˆ2e−1)−
∫
Ωe
vefe dx = 0,
i substitu¨ınt per les funcions Ni, tenim
nen∑
i=1
qei
∫
Ωe
NiN
′
j dx−1(xe)(−qe(xe)+τ uˆe−τue(xe))+1(xe−1)(−qe(xe−1)+τ uˆe−1−τue(xe−1))−
−
nen∑
i=1
nen∑
j=1
ueiu
e
j
∫
Ωe
1
2
NiNjN
′
k dx+
1
2
(1(xe)uˆ
2
e − 1(xe−1)uˆ2e−1)−
nen∑
i=1
f ei
∫
Ωe
Ni dx = 0,
que seguint el procediment d’abans, podem escriure en forma matricial com
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r2e(u
e,qe, uˆ) = Ceqe −

−qe1 + τ uˆe−1 − τue1
0
...
0
−qenen + τ uˆe − τuenen
−
1
2
(ue)TLei u
e +
1
2

−uˆ2e−1
0
...
0
uˆ2e
− f e = 0.
(33)
D’aquesta manera, el problema local es basara` en calcular el zero del sistema
R1(u,q, uˆ) =

r11(u
1,q1, uˆ)
r21(u
1,q1, uˆ)
...
r1e(u
e,qe, uˆ)
r2e(u
e,qe, uˆ)
...
r1nelem(u
nelem ,qnelem , uˆ)
r2nelem(u
nelem ,qnelem , uˆ)

= 0. (34)
Pel problema global partim de l’equacio´ (27), considerant nome´s condicions de Dirichlet,
i aplicant la discretitzacio´ de les funcions tenim
µ(xe+1)[−qe+1(xe)+τ(uˆe+1(xe)−ue+1(xe))]−µ(xe)[qe(xe+1)+τ(uˆe(xe+1)−ue(xe+1))] = 0,
per a tot e ∈ {1, ..., nelem − 1}. Prenent µ la funcio´ trac¸a obtenim
Re2(u,q, uˆ) = [−qe+1(xe) + τ(uˆe+1(xe)−ue+1(xe))] + [qe(xe+1) + τ(uˆe(xe+1)−ue(xe+1))] =
= −qe+1n1 + τ(uˆe+1 − ue+1n1 ) + qenen + τ(uˆe+1 − uenen) = 0,
per a tot e ∈ (1, ..., nelem − 1). Per tant, podem escriure el problema global com
R2(u,q, uˆ) =

R12(u,q, uˆ)
...
Re2(u,q, uˆ)
...
Rnelem−12 (u,q, uˆ)
 = 0.
I per tant, el problema de Burgers es redu¨ıra a trobar el zero del sistema no lineal
R(u,q, uˆ) =
[
R1(u,q, uˆ)
R2(u,q, uˆ)
]
.
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6 Alternativa a la resolucio´ del problema de Burgers
1−dimensional
A la seccio´ anterior hem vist que la resolucio´ del problema de Burgers 1−dimensional
discretitzat amb HDG es basa en trobar els zeros d’un sistema no lineal que hem anome-
nat R(u,q, uˆ). Una manera habitual de resoldre aquest sistema seria aplicar un me`tode
iteratiu com el de Newton, o be´ la comanda fsolve del Matlab. En ambdo´s casos obtenim
una solucio´ del problema en un temps me´s o menys raonable.
El quid d’aquest apartat sera` comprovar si, separant el sistema en part lineal (pertanyent
al problema global) i part no lineal (pertanyent al problema local), i resolent el sistema de
manera desacoplada, aconseguim una solucio´ convergent, estable i en un temps menor que
resolent tot el sistema de cop. A priori, hom pot pensar que el fet de resoldre un sistema
no lineal me´s petit aporta un guany de temps considerable, ja que la resolucio´ d’un sistema
no lineal te´ un cost molt elevat, i per tant, pot sortir a compte resolde’n un de me´s petit
i a continuacio´ un de lineal trivial com seria el problema global, malgrat s’hagi de repetir
aquest procediment va`ries vegades. Comprovarem doncs, si la nostra intu¨ıcio´ e´s encertada.
L’esquema que seguirem sera` el segu¨ent:
Primerament plantejarem el me`tode de Newton per a la resolucio´ de sistemes no lineals.
En particular, plantejarem el me`tode expl´ıcitament, encarat a resoldre el problema local
(34) element a element, el qual tindra` com a solucio´ els vectors de variables ue i qe, ja
que el vector uˆ es considerara` fix i donat.
Un cop plantejat el me`tode, l’aplicarem a una condicio´ inicial donada. Obtinguda la
resolucio´ del problema local, la qual sera` una aproximacio´ a la solucio´ real del problema,
calcularem el vector uˆ mitjanc¸ant l’equacio´ del problema global, en la qual podem a¨ıllar
uˆ en funcio´ de les variables u i q. Un cop calculada aquesta aproximacio´, repetirem el
proce´s, a partir de la resolucio´ de Newton, on l’aproximacio´ de uˆ pre`viament calculada
sera` considerada com una variable donada. Vejem-ho en detall.
Definim la variable
xe :=
[
ue
qe
]
i plantejem el me`tode de Newton
xek+1 = x
e
k − (J(xek))−1re(xek),
essent
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re :=
[
re1
re2
]
,
on re1 i r
e
2 so´n les funcions residu de l’apartat anterior, i on
Je :=

∂re1
∂ue
∂re1
∂qe
∂re2
∂ue
∂re2
∂qe
 .
Com que necessitem l’expressio´ expl´ıcita de la matriu Jacobiana, calculem-la:
Donada l’expressio´ de re1 a (32), calculem
re1
∂ue
= Ce,
i
re1
∂qe
= Me.
Donada l’expressio´ de re2 a (33), calculem
re2
∂ue
= τ

1 0 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
0 0 · · · 0 1
−
1
2
nen∑
k=1
L(j, k, i)uk − 1
2
nen∑
j=1
L(j, k, i)uj,
i
re2
∂qe
= Ce +

1 0 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
0 0 · · · 0 −1
 .
Calculada expl´ıcitament la Jacobiana, podem resoldre pel me`tode de Newton seguint l’es-
quema abans plantejat. Altres opcions que no passin per aquest me`tode so´n: el me`tode
de Newton nume`ric (que evita aquest ca`lcul expl´ıcit per a cada element), i la comanda
fsolve del Matlab.
Comprovem l’efectivitat de l’esquema plantejat; anem a resoldre seguint aquest esquema
de desacoplament el problema de Burgers
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{ −uxx + uux = pi2 sin(pix) + pi sin(pix) cos(pix) en [0, 1]
u = 0 en x = 0 i x = 1
la solucio´ expl´ıcita del qual e´s u = sin(pix).
Resolguem el problema per a N = 4 i N = 8 elements, amb τ = 10. El terme τ el
prenem me´s gran que N + 1, ja que l’equacio´ de Burgers es diferencia amb la de convec-
cio´-difusio´ per tenir, enlloc del vector de conveccio´ a, l’expressio´ de la pro`pia funcio´ u, la
qual te´, en aquest problema, valor absolut menor o igual que 1; amb aquesta idea podem
suggerir, a priori, un para`metre d’estabilitat τ per a qualsevol problema de Burgers i aix´ı
evitar tenir problemes d’estabilitat. Considerant un ma`xim de 200 iteracions del me`tode
i una cota d’error de 1 · 10−5, calculem la solucio´. Obtenim les gra`fiques segu¨ents:
Figura 10: A l’esquerra, la solucio´ per N = 4, τ = 6 en vermell, i la solucio´ anal´ıtica en
negre. A la dreta l’error de la solucio´ en norma 2 en funcio´ del nombre d’iteracions.
Figura 11: A l’esquerra, la solucio´ per N = 8, τ = 10 en vermell, i la solucio´ anal´ıtica en
negre. A la dreta l’error de la solucio´ en norma 2 en funcio´ del nombre d’iteracions.
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Observem que la solucio´ convergeix i assoleix el l´ımit de tolera`ncia de l’error abans
d’arribar al l´ımit d’iteracions. No obstant, ho fa en un temps major del que ho faria si
resolguessim el sistema sense desacoplament.
De fet, si calculem el resultat per a N = 16 i N = 32 elements, considerant totes les
premises anteriors, ens trobem amb
Figura 12: A l’esquerra, la solucio´ per N = 16, τ = 18 en vermell, i la solucio´ anal´ıtica
en negre. A la dreta l’error de la solucio´ en norma 2 en funcio´ del nombre d’iteracions.
Figura 13: A l’esquerra, la solucio´ per N = 32, τ = 34 en vermell, i la solucio´ anal´ıtica
en negre. A la dreta l’error de la solucio´ en norma 2 en funcio´ del nombre d’iteracions.
Observem que el me`tode, tot i fer 200 iteracions, no assoleix les cotes de precisio´ de-
manades. Una solucio´ seria augmentar me´s el nombre d’iteracions, pero` com observem
a les gra`fiques de l’error, aquest redueix la seva velocitat de converge`ncia a mesura que
iterem, produ¨ınt aix´ı que per arribar a una cota d’error de 1 · 10−4 utilitzant 32 elements
amb τ = 34 necessitem me´s de 850 iteracions del problema, i per assolir una cota d’error
menor a 1 ·10−5, que e´s l’error que ens proporciona resoldre el mateix problema pero` amb
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el sistema acoplat, necessitem me´s de 1300 iteracions com observem a la Figura 14, el que
implica un temps de CPU me´s de 5 vegades superior de mitjana, al que tarda el problema
calculat sense desacoplament.
Figura 14: A l’esquerra, la solucio´ per N = 32, τ = 34 en vermell, i la solucio´ anal´ıtica
en negre. A la dreta l’error de la solucio´ en norma 2 en funcio´ del nombre d’iteracions.
E´s evident doncs, que el desacoplament del sistema implica, o be´ poca velocitat en la
converge`ncia del me`tode, o be´ massa temps de computacio´, pel que no sembla ser millor
que la resolucio´ del sistema no desacoplat. Arribats a aquest punt, pero`, provarem dues
variacions de l’estrate`gia de desacoplament. La primera es basa en les segu¨ents gra`fiques.
Figura 15: A l’esquerra, la solucio´ per N = 32, τ = 64 en vermell, i la solucio´ anal´ıtica
en negre. A la dreta l’error de la solucio´ en norma 2 en funcio´ del nombre d’iteracions.
25
Figura 16: A l’esquerra, la solucio´ per N = 32, τ = 16 en vermell, i la solucio´ anal´ıtica
en negre. A la dreta l’error de la solucio´ en norma 2 en funcio´ del nombre d’iteracions.
Es pot observar que un increment en el para`metre d’estabilitat τ implica una reduc-
cio´ de la velocitat de converge`ncia del me`tode. Hom podria pensar que disminuint-lo
la converge`ncia augmentaria, i disminuint-lo suficientment, el me`tode podria donar bons
resultats en temps prou bons. Res me´s lluny de la realitat. Com ja hem comentat abans,
un para`metre τ suficientment baix pot comportar inestabilitat i oscil·lacions en la solucio´,
com hem estudiat a la seccio´ de conveccio´-difusio´. Aix´ı doncs, sembla que τ ≥ N + 1 e´s
una cota suficientment bona per aquest para`metre.
Una altra variacio´ del me`tode podria ser el que anomeno tolera`ncia adaptativa. Donat
que en les primeres iteracions el me`tode presenta errors de magnitud major a la tolera`ncia
demanada, i com que estem calculant les aproximacions (ja sigui amb el me`tode de New-
ton o amb el fsolve) amb tolera`ncia suficientment petita des de la primera aproximacio´ a
l’u´ltima, es tractaria d’adaptar la tolera`ncia que ens do´na el me`tode de Newton (o el fsol-
ve) a una tolera`ncia un xic major a l’error esperat per la segu¨ent iteracio´. Podem trobar
aquesta metodologia implementada en els arxius del codi que podem trobar a l’annex B,
no obstant, no s’aprecien canvis substancials en el temps de ca`lcul del me`tode desacoplat.
En conclusio´, el me`tode de resolucio´ del sistema no lineal provinent de la discretitzacio´
de l’equacio´ de Burgers amb HDG, basat en desacoplar el sistema en una part lineal i una
altra no lineal per despre´s seguir un procediment iteratiu basat en una aproximacio´ a la
solucio´ del sistema no lineal, i despre´s en una aproximacio´ del lineal, i aix´ı iterativment
fins assolir certa tolera`ncia, ha resultat no ser tan eficient com la resolucio´ directa del
sistema no lineal sense desacoplar.
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7 Conclusions
En aquest projecte tecnolo`gic hem introdu¨ıt el me`tode d’elements finits Hybrid Discon-
tinuous Galerkin, un me`tode de Discontinuous Galerkin que permet resoldre equacions
en derivades parcials evitant algun dels problemes que comporta treballar amb DG, com
pot ser l’elevat nombre de graus de llibertat a l’hora de resoldre un problema usant po-
linomis de grau alt com a funcions d’aproximacio´, aix´ı com d’altres avantatges els quals
no hem tractat. Hem vist com desenvolupar i implementar aquest me`tode sobre els pro-
blemes de Poisson, de conveccio´-difusio´ i, en un sentit unidimensional, per a l’equacio´
de Burgers. En l’estudi pra`ctic de l’equacio´ de conveccio´-difusio´ sobre la influe`ncia del
vector convectiu (aix´ı com d’altres para`metres d’ajust del me`tode) respecte del para`metre
d’estabilitat, hem comprovat les tesis dels treballs de Nguyen i Cockburn, obtenint aix´ı
una condicio´ suficient perque el me`tode sigui estable en funcio´ dels para`metres abans
esmentats. Aquest fet ha sigut u´til per a la posterior seccio´ on hem tractat l’equacio´ de
Burgers, tal i com hem vist en el treball. Discretitzada l’equacio´ de Burgers amb HDG
de la manera que ens era me´s co`moda, hem iniciat un ana`lisi sobre diferents metodologies
de resolucio´ del sistema no lineal generat, mitjanc¸ant el desacoplament en part lineal i
part no lineal. Finalment, desrpe´s d’un estudi exhaustiu de les diferents possibilitats i
me`todes de resolucio´ dels sistemes desacoplats, hem arribat a la conclusio´ que el fet de
resoldre iterativament el sistema de forma desacoplada no aporta cap mena de benefici,
ni en temps ni en precisio´, respecte la resolucio´ de tot el sistema no lineal en conjunt.
27
Refere`ncies
[1] Arnold, D. N. and F. Brezzi. Mixed and nonconforming finite element methods: imple-
mentation, postprocessing and error estimates. RAIRO Mode´l. Math. Anal. Nume´r.
19; 1985.
[2] Cockburn, B., J. Gopalakrishnan, and R. Lazarov. Unified hybridization of discon-
tinuous Galerkin, mixed, and continuous Galerkin methods for second order elliptic
problems. SIAM J. Numer. Anal. 47; 2009.
[3] Nguyen, N. C., J. Peraire, and B. Cockburn. An implicit high-order hybridizable
discontinuous Galerkin method for linear convection-diffusion equations. J. Comput.
Phys. 228; 2009.
[4] Peraire, J., N. C. Nguyen, and B. Cockburn. A hybridizable discontinuous Galerkin
method for the compressible Euler and Navier-Stokes equations. In Proceedings of the
48th AIAA Aerospace Sciences Meeting and Exhibit, AIAA-2010, Orlando, Florida;
2010.
[5] A. Montlaur, S. Fernandez-Me´ndez, A. Huerta. Discontinuous Galerkin methods for
the Stokes equations using divergence-free approximations. Int. J. Numer. Methods
Fluids 57; 2008.
[6] Cockburn, B., B. Dong, and J. Guzma´n. A superconvergent LDG-hybridizable Ga-
lerkin method for second-order elliptic problems. Math. Comput. 77; 2008.
[7] Cockburn, B., J. Guzma´n, and H. Wang. Superconvergent discontinuous Galerkin
methods for second-order elliptic problems. Math. Comput. 78; 2009.
[8] Kirby, R., S. J. Sherwin, and B. Cockburn. To CG or to HDG: A comparative study.
J. Sci. Comput. 51; 2011.
[9] Quarteroni, A. Numerical Models for Differential Problems., ed.1; 2009.
[10] Cockburn, B., Gopalakrishnan, J., and Lazarov, R. Unified hybridization of discon-
tinuous Galerkin, mixed and continuous Galerkin methods for second order elliptic
problems. SIAM J. Numer. Anal., 47, 1319–1365; 2009.
28
8 Annex A
Les solucions gra`fiques de la taula-resum de l’apartat 4.3 Ana`lisi d’estabilitat respecte τ
i el vector de conveccio´, sobre les oscil·lacions del me`tode de conveccio´-difusio´ donades
certes variables so´n les segu¨ents:
Figura 17: D’esquerra a dreta, la solucio´ en vermell per N = 4, N = 8 i N = 16 elements
amb a = 4 i τ = a+N , i la solucio´ anal´ıtica en negre.
Figura 18: D’esquerra a dreta, la solucio´ en vermell per N = 4, N = 8 i N = 16 elements
amb a = 8 i τ = a+N , i la solucio´ anal´ıtica en negre.
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Figura 19: D’esquerra a dreta, la solucio´ en vermell per N = 4, N = 8 i N = 16 elements
amb a = 16 i τ = a+N , i la solucio´ anal´ıtica en negre.
Figura 20: D’esquerra a dreta, la solucio´ en vermell per N = 4, N = 8 i N = 16 elements
amb a = 32 i τ = a+N , i la solucio´ anal´ıtica en negre.
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9 Annex B: Codi Matlab
9.1 Codi per l’equacio´ de Poisson
1
2 %Aquest script (ciu) permet l’execucio de tot el proces
3 %per resoldre Poisson (unio). Primerament s’introdueixen
4 %les dades (la var. \tau es canvia a la funcio residu), i ell
5 % solet calcula la solucio, fa un analisi de convergencia
6 % respecte el refinament de la malla i imprimeix la solucio
7 %analitica aixi com els errors en norma 2.
8
9
10 grau = 2 %definim el grau dels polinomis de l’espai V_h.
11 nen = grau+1; %nombre de nodes per cada element
12
13 %definim les condicions de Dirichlet als extrems del domini.
14 u0=0; u1=0;
15 %u0=-1; u1=0;
16 %
17 XX=linspace(0,1,1000); %vector basat en la malla per calcular la sol. "analitica".
18
19 errors = [];
20 nelems = 4*2.ˆ[0:3]; %nombre d’elements pel domini
21
22 for nelem = nelems
23
24
25 SX = linspace(0,1,nelem+1); %Malla principal (nelem elements)
26
27 %Y=(u,q,\hat u), solucio del pb. passada per l’fsolve.
28 Y=[];
29 Y = inicial(u0,u1,grau,SX);
30
31 Xr=[]; %Vector de tots els nodes de tots els elements (X amb repeticions)
32 for e=1:nelem
33 aux=linspace(SX(e),SX(e+1),grau+1);
34 Xr=[Xr aux(1:end)];
35 end
36 Xr=Xr’;
37 SX=SX’; %Vector amb tots els nodes de l’esquelet \Gamma.
38
39 %Solucions exactes:
40 % sol_u=Xr.ˆ2 -1; sol_q=2*Xr; sol_hu=SX(2:end-1).ˆ2 -1; sol=XX.ˆ2;
41 sol_u=sin(pi*Xr); sol_q=pi*cos(pi*Xr); sol_hu=sin(pi*SX(2:end-1)); sol=sin(pi*XX);
42 %
43
44 %Calcul de l’error norma 2
45 error2_u = (sol_u-Y(1:nelem*nen)).ˆ2;
46 error2_q = (sol_q-Y(nelem*nen+[1:nelem*nen])).ˆ2;
47 error2_hatu = (sol_hu-Y(2*nelem*nen+1:end)).ˆ2;
48
49 error_u = sqrt(trapz(Xr,error2_u));
50 error_q = sqrt(trapz(Xr,error2_q));
51 error_hatu = sqrt(trapz(SX,[0;error2_hatu;0]));
52 %
53
54 %vector d’errors i impresio del mateix.
55 errors = [errors;error_u,error_q,error_hatu];
56 disp(sprintf(’nelem=%d error_u=%e error_q=%e error_hatu=%e’,nelem,error_u,error_q,error_hatu))
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57 %
58
59 %impresio de la solucio pels elements que toquin + "solucio analitica"
60 figure(nelem)
61 hold on
62 plot(Xr,Y(1:nelem*nen),’-r’);
63 plot(XX,sol,’-k’);
64 hold off
65 end
66
67 %calculat tot, treiem per pantalla els coef. de convergencia de l’error
68 disp(’errors’), errors
69 logError = log(errors);
70 hs = 1./nelems;
71 logh = log(hs’); dlogh = logh(2:end)-logh(1:end-1);
72 slopes = (logError(2:end,:)-logError(1:end-1,:))./[dlogh dlogh dlogh]
73
74 %FI
1 function f=font(X)
2 %funcio f de la EDP.
3
4 %f=-2+0*X;
5 f= pi*pi*sin(pi*X);
6 %FI
1 function r=gran_Residu(X)
2 %funcio complementaria per poder aplicar l’fsolve.
3
4 global SX grau u0 u1
5
6 nelem = length(SX)-1; %nombre d’elements al domini.
7 nen = grau +1; %nombre de nodes per element.
8
9 %Repartim la X
10 u=X(1:nelem*nen); %vector u
11 q=X(nelem*nen+1 : 2*nelem*nen); %vector q
12 hatu=[u0; X(2*nelem*nen +1 :end); u1]; %vector hat u imposant Dirichlet
13
14
15 r=Residu(u,q,hatu);
16
17 %FI
1
2 function Y=inicial(u_0,u_1,gr,sx)
3 %funcio Inicial. Un cop carregades les dades del problema a ciu, aquesta
4 %funcio s’encarrega de calcular tot el necessari (funcions de pes, etc.)
5 %perque nomes quedi resoldre el sistema.
6
7 global SX grau pgauss pesos N Nxi Mref Cref Xsr u0 u1
8
9 %descripcions adicionals per interferir amb la variable "global".
10 %Aquests del Matlab...
11 u0=u_0;
12 u1=u_1;
13 grau = gr;
14 SX = sx;
15 nelem = length(SX)-1;
16 nen= gr+1;
17 %
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18
19 %Element de referencia:
20 [pgauss,pesos,N,Nxi] = ElementoReferencia1D(grau);
21 %
22
23 %Malla del domini (X sense repeticions)
24 Xsr = R_fesX(grau,nelem,SX);
25 %
26
27 %Calcul matrius elementals.
28 Xe = linspace(SX(1),SX(2),nen)’;
29 [Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen);
30 %
31
32 %Resolucio del sistema plantejat via fsolve. (calcul de zeros del
33 %sistema). zeros(..) representa la c.i. de l’fsolve.
34 Y = fsolve(@gran_Residu,zeros(nen*nelem*2 +nelem-1,1));
35
36 %FI
1 function [fref] = R_calcula_f(Xe,pgauss,pesos,N,Nxi,nen)
2 %funcio que calcula el vector f_e (separat del calcul matricial per raons
3 %d’optimitzacio, ja que aquesta funcio es crida des de Residu, ie. molt sovint)
4
5 ngauss = length(pesos); %numero de punts de Gauss
6 fref = zeros(nen,1);
7
8 for g=1:ngauss
9
10 Ng = N(g,:); %funcio N evaluada en p. gauss.
11 Nxig = Nxi(g,:); %derivada de N en variable xi en un p.gauss.
12
13 xg = Ng*Xe; %per prop. del matlab aixo es v*v=M, i es el sumatori dels
14 %N(i)(xi)*X(i), ie. la variable x en el p.gauss. Evaluarem f aqui.
15
16 Jg = Nxig*Xe; %sumatori de N’(i)*x(i).
17
18 fref = fref + (det(Jg)*font(xg))*Ng’*pesos(g); %calcul
19
20 end
21
22 %FI
1 function [Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen)
2
3 %funcio que calcula les matrius elementals M i C.
4
5 ngauss = length(pesos); %numero de punts de Gauss
6 Mref = zeros(nen);
7 Cref = zeros(nen);
8
9 for g=1:ngauss
10
11 Ng = N(g,:); %funcio N evaluada en p. gauss.
12 Nxig = Nxi(g,:); %derivada de N en variable xi en un p.gauss.
13 Jg = Nxig*Xe; %sumatori de N’(i)*x(i): Jacobiana.
14 Nxg = (Nxig/Jg); %derivada de N respecte x.
15
16 %Matrius ref:
17 Cref = Cref + (Nxg’*Ng)*pesos(g)*det(Jg);
18 Mref = Mref + (Ng’*Ng)*pesos(g);%*det(Jg); no multiplico per Jg pq aixi es mat.ref.
33
19 %
20 end
21 %FI
1 function [X]=R_fesX(grau,nelem,SX)
2 %funcio auxiliar que calcula la malla.
3
4 X=[];
5 for e=1:nelem
6 a=linspace(SX(e),SX(e+1),grau+1);
7 X=[X a(1:end-1)];
8 end
9 X=[X SX(end)]’;
10
11 end
12
13 %FI
1 function R=Residu(u,q,hatu)
2 %funcio equivalent al sistema matricial que volem igualar a zero aixi
3 %trobant (u,q,hat u).
4
5 global SX grau pgauss pesos N Nxi Mref Cref Xsr
6
7 nelem = length(SX) -1;
8 tau = 1;
9 nen = grau +1; %number of element nodes
10
11 for e=1:nelem
12
13 %Definim en cada element per fer els indexos mes facils
14 ue = u((e-1)*nen +1 : e*nen);
15 qe = q((e-1)*nen +1 : e*nen);
16
17 %Definim un dels vectors del sistema
18 hatu_e = zeros(nen,1);
19 hatu_e(1) = hatu(e); %ojo, seria e-1, pero es index del matlab..
20 hatu_e(end) = -hatu(e+1);
21 %
22
23 %El formulot llarg (segon vector del sistema)
24 qtuhu_e = zeros(nen,1);
25 qtuhu_e(1) = qe(1) + tau*ue(1) - tau*hatu(e);
26 qtuhu_e(end) = - qe(end) + tau*(ue(end) - hatu(e+1));
27
28 %Calculem les Me i fe. (Ce es independent de l’allargada de l’element)
29 long_e= SX(e+1)-SX(e); %allargada element.
30 Me=Mref*long_e/2; %La matriu de ref. (depen de l’allargada de l’element)
31 Te = linspace(1+(e-1)*grau,e*grau+1,nen);
32 Xe = Xsr(Te,:);
33 fe = R_calcula_f(Xe,pgauss,pesos,N,Nxi,nen);
34 %
35
36 %Acomplem tot en un mateix vector i ho fiquem al vector R.
37 r_e = [(Cref*qe + qtuhu_e -fe) ; (Me*qe + Cref*ue + hatu_e)];
38
39 R(nen*2*(e-1)+1 : nen*2*e)=r_e(:);
40 %
41
42 %Problema global
43 if e ˜= nelem
34
44 R(2*nen*nelem+e) = (q(e*nen) - q(e*nen+1) +tau*(2*hatu(e+1) - (u(e*nen)+u(e*nen+1) )));
45 end
46 %
47
48 end
49
50 %FI
1 function [pgauss,pesos,N,Nxi] = ElementoReferencia1D(grado)
2
3 switch grado
4
5 case 1
6 pgauss = [-sqrt(3)/3; sqrt(3)/3];
7 pesos = [1 1];
8 N = [(1-pgauss)/2 (1+pgauss)/2];
9 Nxi = [-1/2 1/2; -1/2 1/2];
10
11 case 2
12 pgauss = [-sqrt(3/5); 0; sqrt(3/5)];
13 pesos = [5/9 8/9 5/9];
14
15 N = [(-1.+pgauss).*pgauss/2 1-pgauss.ˆ2 pgauss.*(1.+pgauss)/2];
16
17 Nxi = [ pgauss-1/2 -2*pgauss pgauss+1/2];
18
19 case 3
20 pgauss = [-sqrt((3+2*sqrt(6/5))/7); -sqrt((3-2*sqrt(6/5))/7); sqrt((3-2*sqrt(6/5))/7);
21 sqrt((3+2*sqrt(6/5))/7)];
22 pesos = [(18-sqrt(30))/36 (18+sqrt(30))/36 (18+sqrt(30))/36 (18-sqrt(30))/36];
23
24 N = [(pgauss+1/3).*(pgauss-1/3).*(-1. + pgauss)*(-9/16) (pgauss-1).*(pgauss+1).*
25 (pgauss-1/3)*27/16 -(pgauss-1).*(pgauss+1).*(pgauss+1/3)*27/16 (pgauss+1/3).*
26 (pgauss-1/3).*(pgauss+1)*(9/16)];
27
28 Nxi = [(1+18*pgauss- 27*pgauss.ˆ2)/16 (9/16)*(-3-2*pgauss+9*pgauss.ˆ2) (27-
29 18*pgauss -81*pgauss.ˆ2)/16 (1/16)*(-1+18*pgauss+27*pgauss.ˆ2)];
30
31
32 case 4
33 pgauss = [ (-1/3)*sqrt(5+2*sqrt(10/7)); (-1/3)*sqrt(5-2*sqrt(10/7)); 0; (1/3)*
34 sqrt(5-2*sqrt(10/7)); (1/3)*sqrt(5+2*sqrt(10/7))];
35 pesos = [(322-13*sqrt(70))/900 (322+13*sqrt(70))/900 128/225 (322+13*sqrt(70))
36 /900 (322-13*sqrt(70))/900];
37
38 N = [(pgauss-1/2).*pgauss.*(pgauss+1/2).*(pgauss -1)*2/3 (pgauss-1).*pgauss.*
39 (pgauss-1/2).*(pgauss+1)*(-8/3) (pgauss-1/2).*(pgauss-1).*(pgauss+1/2).*(pgauss+1)*
40 4 (pgauss-1).*pgauss.*(pgauss+1/2).*(pgauss+1)*(-8/3) (pgauss-1/2).*pgauss.*
41 (pgauss+1/2).*(pgauss+1)*2/3];
42
43 Nxi = [(1-2*pgauss-12*pgauss.ˆ2+16*pgauss.ˆ3)/6 -(4/3)*(1-4*pgauss -3*pgauss.ˆ2
44 + 8*pgauss.ˆ3) (16*pgauss.ˆ3 -10.*pgauss) (-4/3)*(-1-4*pgauss +3*pgauss.ˆ2+ 8*pgaus
45 s.ˆ3) (-1-2*pgauss+12*pgauss.ˆ2+16*pgauss.ˆ3)/6];
46
47 otherwise
48 error([’No se puede utilizar una interpolacion de grado ’,num2str(p)]);
49 end
35
9.2 Codi per l’equacio´ de conveccio´-difusio´
Les funcions R fesX, R calcula f, ElementoReferencia1D i R calculElemental, escrites en
l’apartat anterior, tambe´ formen part del codi d’aquest apartat.
1 %Aquest script (ciu) permet l’execucio de tot el proces per resoldre
2 %conv-dif (unio). Primerament s’introdueixen les dades (la var. \tau es
3 %canvia a la funcio residu), i ell solet calcula la solucio, fa un analisi
4 %de convergencia a respecte el refinament de la malla i imprimeix la
5 %solucio analitica aixi com els errors en norma 2.
6
7 grau = 2 %definim el grau dels polinomis de l’espai V_h.
8 nen = grau+1; %nombre de nodes per cada element
9
10 a=4; %terme convectiu
11
12
13 %definim les condicions de Dirichlet als extrems del domini.
14 u0=0; u1=0;
15 %u0=-1; u1=0;
16
17 XX=linspace(0,1,1000); %vector basat en la malla per calcular la sol. "analitica".
18 %prepracio de coef. necessaris per resoldre el pb. "analitic"
19 c0 = (1/a)/(exp(a)-1);
20 c1 = -(1/a)/(exp(a)-1);
21 %
22
23 errors = [];
24 nelems = 4*2.ˆ[0:3]; %nombre d’elements pel domini
25
26 for nelem = nelems
27
28 SX = linspace(0,1,nelem+1); %Malla principal (nelem elements)
29
30 %Y=(u,q,\hat u), solucio del pb. passada per l’fsolve.
31 Y=[];
32 Y = inicial(u0,u1,grau,SX,a);
33
34 Xr=[]; %Vector de tots els nodes de tots els elements (X amb repeticions)
35 for e=1:nelem
36 aux=linspace(SX(e),SX(e+1),grau+1);
37 Xr=[Xr aux(1:end)];
38 end
39 Xr=Xr’;
40 SX=SX’; %Vector amb tots els nodes de l’esquelet \Gamma.
41
42 %Solucions exactes:
43 sol_u = c0 + c1*exp(Xr*a) + Xr/a;
44 sol_q = (a*c1)*exp(Xr*a) + (1/a);
45 sol_hu = c0 + c1*exp(SX(2:end-1)*a) + SX(2:end-1)/a ;
46 sol = c0 + c1*exp(XX*a) + XX/a;
47 % sol_u=sin(pi*Xr); sol_q=pi*cos(pi*Xr); sol_hu=sin(pi*SX(2:end-1)); sol=sin(pi*XX);
48
49 %Calcul de l’error en norma 2
50 error2_u = (sol_u-Y(1:nelem*nen)).ˆ2;
51 error2_q = (sol_q-Y(nelem*nen+[1:nelem*nen])).ˆ2;
52 error2_hatu = (sol_hu-Y(2*nelem*nen+1:end)).ˆ2;
53
54 error_u = sqrt(trapz(Xr,error2_u));
55 error_q = sqrt(trapz(Xr,error2_q));
36
56 error_hatu = sqrt(trapz(SX,[0;error2_hatu;0]));
57 %
58
59 %vector d’errors i impresio del mateix.
60 errors = [errors;error_u,error_q,error_hatu];
61 disp(sprintf(’nelem=%d error_u=%e error_q=%e error_hatu=%e’,nelem,error_u,error_q,error_hatu))
62 %
63
64 %impresio de la solucio pels elements que toquin + "solucio analitica"
65 figure(nelem)
66 hold on
67 plot(Xr,Y(1:nelem*nen),’-r’);
68 plot(XX,sol,’-k’);
69 hold off
70 end
71
72 %calculat tot, treiem per pantalla els coef. de convergencia de l’error
73 disp(’errors’), errors
74 logError = log(errors);
75 hs = 1./nelems;
76 logh = log(hs’); dlogh = logh(2:end)-logh(1:end-1); %ie: dividir elem. k+1 pel k -> rao = 0.5 i fer log.
77 slopes = (logError(2:end,:)-logError(1:end-1,:))./[dlogh dlogh dlogh]
78
79 %FI
1 function f=font(X)
2 %funcio escalar f
3
4 %f = -2*X + 1 +2 ;
5 f= 1 + 0*X;
6 %f= pi*pi*sin(pi*X);
1 function r=gran_Residu(X)
2 %funcio complementaria per poder aplicar l’fsolve.
3
4 global SX grau u0 u1
5
6 nelem = length(SX)-1;%nombre d’elements al domini.
7 nen = grau +1; %nombre de nodes per element.
8
9 %Repartim la X
10 u=X(1:nelem*nen); %vector u
11 q=X(nelem*nen+1 : 2*nelem*nen); %vector q
12 hatu=[u0; X(2*nelem*nen +1 :end); u1]; %vector hat u imposant Dirichlet
13
14
15 r=Residu(u,q,hatu);
16
17 %FI
1 function Y=inicial(u_0,u_1,gr,sx,ah)
2 %funcio Inicial. Un cop carregades les dades del problema a ciu, aquesta
3 %funcio s’encarrega de calcular tot el necessari (funcions de pes, etc.)
4 %perque nomes quedi resoldre el sistema.
5
6 global SX grau pgauss pesos N Nxi Mref Cref Xsr u0 u1 a
7
8 %descripcions adicionals per interferir amb la variable "global".
9 %Aquests del Matlab, que no saben fer res be...
10 u0=u_0;
11 u1=u_1;
37
12 grau = gr;
13 SX = sx;
14 nelem = length(SX)-1;
15 nen= gr+1;
16 a=ah;
17
18 %Element de referencia et.al.
19 [pgauss,pesos,N,Nxi] = ElementoReferencia1D(grau);
20
21 %Malla del domini (X sense repeticions)
22 Xsr = R_fesX(grau,nelem,SX);
23 %
24
25 %Calcul matrius elementals.
26 Xe = linspace(SX(1),SX(2),nen)’;
27 [Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen);
28 %
29
30 %Resolucio del sistema plantejat via fsolve. (calcul de zeros del
31 %sistema). zeros(..) representa la c.i. de l’fsolve.
32 Y = fsolve(@gran_Residu,zeros(nen*nelem*2 +nelem-1,1));
33 %FI
1 function R=Residu(u,q,hatu)
2
3 global SX grau pgauss pesos N Nxi Mref Cref Xsr a
4
5 nelem = length(SX) -1;
6 tau = a+nelem; %tau a mode automatic. Canviable per valors concrets.
7 nen = grau +1; %number of element nodes
8
9 for e=1:nelem
10
11 %Definim en cada element per fer els indexos m?s f?cils
12 ue = u((e-1)*nen +1 : e*nen);
13 qe = q((e-1)*nen +1 : e*nen);
14
15 %Definim un dels vectors del sistema
16 hatu_e = zeros(nen,1);
17 hatu_e(1) = hatu(e); %ojo, seria e-1, pero es index del matlab..
18 hatu_e(end) = -hatu(e+1);
19 %
20
21 %El formulot llarg (segon vector del sistema)
22 qtuhu_e = zeros(nen,1);
23 qtuhu_e(1) = -qe(1) + (tau+a)*hatu(e) - tau*ue(1) ;
24 qtuhu_e(end) = qe(end) + (tau-a)*hatu(e+1) - tau*ue(end); %%%%%%%%%%%%%%%%%%%%
25
26 %Calculem les Me i fe. (Ce es independent de l’allargada de l’element)
27 long_e= SX(e+1)-SX(e); %allargada element.
28 Me=Mref*long_e/2; %Explicitem la matriu de ref. la qual depen de l’allargada de l’element
29 Te = linspace(1+(e-1)*grau,e*grau+1,nen);
30 Xe = Xsr(Te,:);
31 fe = R_calcula_f(Xe,pgauss,pesos,N,Nxi,nen);
32 %
33
34 %Acomplem en un mateix vector i traslladem a R.
35 r_e = [(Cref*qe -a*Cref*ue - qtuhu_e -fe) ; (Me*qe + Cref*ue + hatu_e)];
36
37 R(nen*2*(e-1)+1 : nen*2*e)=r_e(:);
38 %
39
38
40 %Problema global
41 if e ˜= nelem
42 R(2*nen*nelem+e) = (q(e*nen) - q(e*nen+1) + (tau)*2*hatu(e+1) - tau*(u(e*nen)+u(e*nen+1)));
43 end
44
45 end
46 %FI
1 function r=gran_Residu(X)
2 %funcio complementaria per poder aplicar l’fsolve.
3
4 global SX grau u0 u1
5
6 nelem = length(SX)-1;%nombre d’elements al domini.
7 nen = grau +1; %nombre de nodes per element.
8
9 %Repartim la X
10 u=X(1:nelem*nen); %vector u
11 q=X(nelem*nen+1 : 2*nelem*nen); %vector q
12 hatu=[u0; X(2*nelem*nen +1 :end); u1]; %vector hat u imposant Dirichlet
13
14 r=Residu(u,q,hatu);
15 %FI
9.3 Codi per l’equacio´ de Burgers
Les funcions R fesX, R calcula f i ElementoReferencia1D, escrites en l’apartat de Poisson,
tambe´ formen part del codi d’aquest apartat.
1 %Aquest script (ciu) permet l’execucio de tot el proces per resoldre
2 %Burgers (unio). Primerament s’introdueixen les dades (la var. \tau es
3 %canvia a la funcio residu), i ell solet calcula la solucio, fa un analisi
4 %de *convergencia* a respecte el refinament de la malla i imprimeix la
5 %solucio analitica aixi com els errors en norma 2.
6
7 grau = 2; %definim el grau dels polinomis de l’espai V_h.
8 nen = grau+1; %nombre de nodes per cada element
9
10 %condicions de Dirichlet:
11 u0=0; u1=0;
12 %u0=1; u1=0;
13 %
14 XX=linspace(0,1,1000); %vector basat en la malla per calcular la sol. "analitica".
15
16 errors = [];
17 nelems = 4*2.ˆ[0:3]; %nombre d’elements pel domini
18
19 for nelem = nelems
20
21
22 SX = linspace(0,1,nelem+1); %Malla principal (nelem elements)
23
24 %Y=(u,q,\hat u), solucio del pb. passada per l’fsolve.
25 Y=[];
26 Y = inicial(u0,u1,grau,SX);
27
28 Xr=[]; %Vector de tots els nodes de tots els elements (X amb repeticions)
29 for e=1:nelem
39
30 aux=linspace(SX(e),SX(e+1),grau+1);
31 Xr=[Xr aux(1:end)];
32 end
33 Xr=Xr’;
34 SX=SX’; %Vector amb tots els nodes de l’esquelet \Gamma.
35
36 %Solucions exactes:
37 %sol_u=Xr.ˆ2 -1; sol_q=2*Xr; sol_hu=SX(2:end-1).ˆ2 -1; sol=XX.ˆ2;
38 sol_u=sin(pi*Xr); sol_q=pi*cos(pi*Xr); sol_hu=sin(pi*SX(2:end-1)); sol=sin(pi*XX);
39 %
40
41 %Calcul error norma 2
42 error2_u = (sol_u-Y(1:nelem*nen)).ˆ2;
43 error2_q = (sol_q-Y(nelem*nen+[1:nelem*nen])).ˆ2;
44 error2_hatu = (sol_hu-Y(2*nelem*nen+1:end)).ˆ2;
45
46 error_u = sqrt(trapz(Xr,error2_u));
47 error_q = sqrt(trapz(Xr,error2_q));
48 error_hatu = sqrt(trapz(SX,[0;error2_hatu;0]));
49 %
50
51 %vector d’errors i impresio del mateix.
52 errors = [errors;error_u,error_q,error_hatu];
53 disp(sprintf(’nelem=%d error_u=%e error_q=%e error_hatu=%e’,nelem,error_u,error_q,error_hatu))
54
55 %impresio de la solucio pels elements que toquin + "solucio analitica"
56 figure(nelem)
57 hold on
58 plot(Xr,Y(1:nelem*nen),’-r’);
59 plot(XX,sol,’-k’);
60 hold off
61 end
62
63 %calculat tot, treiem per pantalla els coef. de convergencia de l’error
64 disp(’errors’), errors
65 logError = log(errors);
66 hs = 1./nelems;
67 logh = log(hs’); dlogh = logh(2:end)-logh(1:end-1);
68 slopes = (logError(2:end,:)-logError(1:end-1,:))./[dlogh dlogh dlogh]
69 %FI
1 function f=font(X)
2 %funcio escalar f
3
4 %f = 2*X.ˆ3 - 2*X +2;
5 f= pi*pi*sin(pi*X) + pi*sin(pi*X)*cos(pi*X);
6 %FI
1 function [Lref Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen)
2
3 %funcio que calcula les matrius elementals M, C i L.
4
5 ngauss = length(pesos); %numero de punts de Gauss
6 Lref = zeros(nen,nen,nen);
7 Mref = zeros(nen);
8 Cref = zeros(nen);
9
10 for i=1:nen
11 for g=1:ngauss
12
13 Ng = N(g,:); %funcio N evaluada en p. gauss.
40
14 Nxig = Nxi(g,:); %derivada de N en variable xi en un p.gauss.
15 Jg = Nxig*Xe; %sumatori de N’(i)*x(i).
16 Nxg = (Nxig/Jg); %derivada de N respecte x.
17
18 if i==nen
19 Cref = Cref + (Nxg’*Ng)*pesos(g)*det(Jg);
20 Mref = Mref + (Ng’*Ng)*pesos(g);
21 end
22
23 Lref(:,:,i) = Lref(:,:,i) + (Ng’*Ng)*Nxig(i)*pesos(g);
24 end
25 end
26
27 %FI
1 function Y=inicial(u_0,u_1,gr,sx)
2 %funcio Inicial. Un cop carregades les dades del problema a ciu, aquesta
3 %funcio s’encarrega de calcular tot el necessari (funcions de pes, etc.)
4 %perque nomes quedi resoldre el sistema.
5
6 global SX grau pgauss pesos N Nxi Lref Mref Cref Xsr u0 u1
7
8 %descripcions adicionals per interferir amb la variable "global".
9 %Aquests del Matlab...
10 u0=u_0;
11 u1=u_1;
12 grau = gr;
13 SX = sx;
14 nelem = length(SX)-1;
15 nen= gr+1;
16 %
17
18 %Element de referencia et.al.
19 [pgauss,pesos,N,Nxi] = ElementoReferencia1D(grau);
20 %
21
22 %Vector X sense repeticions.
23 Xsr = R_fesX(grau,nelem,SX);
24 %
25
26 %Calcul matrius elementals.
27 Xe = linspace(SX(1),SX(2),nen)’;
28 [Lref, Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen);
29 %
30
31 %Resolucio del sistema plantejat via fsolve. (calcul de zeros del
32 %sistema). zeros(..) representa la c.i. de l’fsolve.
33
34 Y = fsolve(@gran_Residu,zeros(nen*nelem*2 +nelem-1,1));
35
36 %FI
1 function r=gran_Residu(X)
2 %funcio complementaria per poder aplicar l’fsolve.
3
4 global SX grau u0 u1
5
6 nelem = length(SX)-1; %nombre d’elements al domini.
7 nen = grau +1; %nombre de nodes per element.
8
9 %Repartim la X
41
10 u=X(1:nelem*nen); %vector u
11 q=X(nelem*nen+1 : 2*nelem*nen); %vector q
12 hatu=[u0; X(2*nelem*nen +1 :end); u1]; %vector hat u imposant Dirichlet
13
14 r=Residu(u,q,hatu);
15
16 %FI
1 function R=Residu(u,q,hatu)
2 %funcio equivalent al sistema matricial que volem igualar a zero aixi
3 %trobant (u,q,hat u).
4
5 global SX grau pgauss pesos N Nxi Lref Mref Cref Xsr
6
7 nelem = length(SX) -1;
8 tau = 34;
9 nen = grau +1; %number of element nodes
10
11 for e=1:nelem
12
13 %Definim en cada element per fer els indexos mes facils
14 ue = u((e-1)*nen +1 : e*nen);
15 qe = q((e-1)*nen +1 : e*nen);
16
17 %Definim un dels vectors del sistema
18 hatu_e = zeros(nen,1);
19 hatu_e(1) = hatu(e); %ojo, seria e-1, pero es index del matlab..
20 hatu_e(end) = -hatu(e+1);
21 %
22
23 %El formulot llarg (segon vector del sistema)
24 qtuhu_e = zeros(nen,1);
25 qtuhu_e(1) = -qe(1) + tau*hatu(e) - tau*ue(1) + 0.5*hatu(e)*hatu(e);
26 qtuhu_e(end) = qe(end) + tau*hatu(e+1) - tau*ue(end) -0.5*hatu(e+1)*hatu(e+1);
27
28 %Calculem les Me, Le i fe. (Ce es independent de l’allargada de l’element)
29 long_e= SX(e+1)-SX(e); %allargada element.
30 Me=Mref*long_e/2;
31 Te = linspace(1+(e-1)*grau,e*grau+1,nen);
32 Xe = Xsr(Te,:);
33 fe = R_calcula_f(Xe,pgauss,pesos,N,Nxi,nen);
34
35 L=zeros(nen,1);
36 for i=1:nen
37 L(i)=ue’*Lref(:,:,i)*ue;
38 end
39 %
40
41 %Acomplem tot en un mateix vector i ho fiquem al vector R.
42 r_e = [(Cref*qe -0.5*L - qtuhu_e -fe) ; (Me*qe + Cref*ue + hatu_e)];
43
44 R(nen*2*(e-1)+1 : nen*2*e)=r_e(:);
45 %
46
47 %Problema global
48 if e ˜= nelem
49 R(2*nen*nelem+e) = (q(e*nen) - q(e*nen+1) + 2*tau*hatu(e+1) - tau*(u(e*nen)+u(e*nen+1)));
50 end
51
52
53 end
54 %FI
42
9.4 Codi per el desacoplament del sistema
Les funcions R fesX, R calcula f i R ElementoReferencia1D, escrites en l’apartat de Pois-
son, tambe´ formen part del codi d’aquest apartat.
1 %Aquest script (ciu) permet l’execucio de tot el proces per resoldre
2 %el problema. Primerament s’introdueixen les dades (la var. \tau es
3 %canvia a la funcio residu), i ell solet calcula la solucio, fa un analisi
4 %de *convergencia* a respecte el refinament de la malla i imprimeix la
5 %solucio analitica aixi com els errors en norma 2.
6
7 grau = 2; %definim el grau dels polinomis de l’espai V_h.
8 nen = grau+1; %nombre de nodes per cada element
9
10 %condicions de Dirichlet:
11 u0=0; u1=0;
12 %u0=1; u1=0;
13 %
14 XX=linspace(0,1,1000); %vector basat en la malla per calcular la sol. "analitica".
15
16 errors = [];
17 nelems = 4*2.ˆ[0:3]; %nombre d’elements pel domini
18
19 for nelem = nelems
20
21
22 SX = linspace(0,1,nelem+1); %Malla principal (nelem elements)
23 tol=1.1e-5; %tolerancia imposada.
24
25 %Y=(u,q,\hat u), solucio del pb. passada per l’fsolve.
26 Y=[];
27 % [Y,errors_plot] = decoupledSolver_NR(u0,u1,grau,SX,tol); %resolucio amb Newton-Raphson.
28 [Y,errors_plot] = decoupledSolver(u0,u1,grau,SX,tol); %resolucio amb fsolve
29
30 %Plot d’errors a cada pas respecte el pas anterior.
31 figure(nelem-1)
32 plot(log10(errors_plot),’o-’); ylabel(’log_{10}(Error)’)
33 FAC_end =errors_plot(end)/errors_plot(end-1);
34 %
35
36 Xr=[]; %Vector de tots els nodes de tots els elements (X amb repeticions)
37 for e=1:nelem
38 aux=linspace(SX(e),SX(e+1),grau+1);
39 Xr=[Xr aux(1:end)];
40 end
41 Xr=Xr’;
42 SX=SX’;
43
44 %Solucions exactes:
45 %sol_u=Xr.ˆ2 -1; sol_q=2*Xr; sol_hu=SX(2:end-1).ˆ2 -1; sol=XX.ˆ2;
46 sol_u=sin(pi*Xr); sol_q=pi*cos(pi*Xr); sol_hu=sin(pi*SX(2:end-1)); sol=sin(pi*XX);
47 %
48
49 %Calcul error norma 2
50 error2_u = (sol_u-Y(1:nelem*nen)).ˆ2;
51 error2_q = (sol_q-Y(nelem*nen+[1:nelem*nen])).ˆ2;
52 error2_hatu = (sol_hu-Y(2*nelem*nen+1:end)).ˆ2;
53
54 error_u = sqrt(trapz(Xr,error2_u));
55 error_q = sqrt(trapz(Xr,error2_q));
43
56 error_hatu = sqrt(trapz(SX,[0;error2_hatu;0]));
57 %
58
59 %vector d’errors i impresio del mateix.
60 errors = [errors;error_u,error_q,error_hatu];
61 disp(sprintf(’nelem=%d error_u=%e error_q=%e error_hatu=%e’,nelem,error_u,error_q,error_hatu))
62
63 %impresio de la solucio pels elements que toquin + "solucio analitica"
64 figure(nelem)
65 hold on
66 plot(Xr,Y(1:nelem*nen),’-r’);
67 plot(XX,sol,’-k’);
68 hold off
69 end
70
71 %calculat tot, treiem per pantalla els coef. de convergencia de l’error
72 disp(’errors’), errors
73 logError = log(errors);
74 hs = 1./nelems;
75 logh = log(hs’); dlogh = logh(2:end)-logh(1:end-1); %ie: dividir elem. k+1 pel k -> rao = 0.5 i fer log.
76 slopes = (logError(2:end,:)-logError(1:end-1,:))./[dlogh dlogh dlogh]
77
78 %FI
1 function Re = calcul_residu(u,q)
2 %funcio equivalent al sistema matricial no lineal que volem igualar a zero
3 %aixi trobant (u_e,q_e). Ojo, calcula per cada element nomes.
4
5 global SX grau pgauss pesos N Nxi Lref Mref Cref Xsr u0 u1 hatu e c tau
6
7 %Definicions i parametres:
8 nelem = length(SX) -1;
9 nen = grau +1; %number of element nodes
10
11 %definim vector auxiliars del sistema.
12 hatu_e = zeros(nen,1);
13 hatu_e(1) = hatu(e);
14 hatu_e(end) = -hatu(e+1);
15 %
16
17 %El formulot llarg (segon vector del sistema)
18 qtuhu_e = zeros(nen,1);
19 qtuhu_e(1) = -q(1) + tau*hatu(e) - tau*u(1) + c*0.5*hatu(e)*hatu(e);
20 qtuhu_e(end) = q(end) + tau*hatu(e+1) - tau*u(end) -c*0.5*hatu(e+1)*hatu(e+1);
21
22 %Calculem les Me i fe.
23 long_e= SX(e+1)-SX(e); %allargada element.
24 Me = Mref*long_e/2;
25 Te = linspace(1+(e-1)*grau,e*grau+1,nen);
26 Xe = Xsr(Te,:);
27 fe = R_calcula_f(Xe,pgauss,pesos,N,Nxi,nen);
28
29 L=zeros(nen,1);
30 for i=1:nen
31 L(i)=u’*Lref(:,:,i)*u;
32 end
33 %
34
35 %Acomplem en un mateix vector i traslladem a R.
36 Re = [(Me*q + Cref*u + hatu_e); (Cref*q -0.5*c*L - qtuhu_e -fe)];
37
38 end
44
39 %FI
1 function [sol,errors] = decoupledSolver(u_0,u_1,gr,sx,tol)
2
3 %funcio que desacopla el sistema de l’eq. de Burgers i calcula per separat
4 %el sist. lineal i el no lineal. En aquest cas usem l’fsolve per calcular
5 %el no lineal.
6
7 global SX grau pgauss pesos N Nxi Lref Mref Cref Xsr u0 u1 hatu e c tau
8
9 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
10 u0=u_0; %
11 u1=u_1; %
12 grau = gr; %
13 SX = sx; %
14 nelem = length(SX)-1; %
15 nen= gr+1; %number of element nodes %
16 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
17
18
19 c=1; %terme auxiliar: si val 1 estem resolent Burgers. Si val 0 estem resolent Poisson.
20
21 %Element de referencia et.al.
22 [pgauss,pesos,N,Nxi] = R_ElementoReferencia1D(grau);
23
24 %Vector amb tota la malla (nodes interiors dels elements inclosos) (X sense repeticions).
25 Xsr = R_fesX(grau,nelem,SX);
26
27 %Calcul matrius elementals.
28 Xe = linspace(SX(1),SX(2),nen)’;
29 [Lref, Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen);
30
31 iter = 0; %index de les iteracions.
32
33 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
34 %Inici del problema:
35
36 tau=28;
37
38 %condicio inicial
39 X=ones(nen*nelem*2 +nelem-1,1); %condicio inicial
40 u=X(1:nelem*nen);
41 q=X(nelem*nen+1 : 2*nelem*nen);
42 hatu=[u0; X(2*nelem*nen +1 :end); u1];
43 %
44
45 %Inicialitzem l’error
46 error = 1; errors = [];
47 %
48
49 %Iterations
50 while (error >tol & iter <=100)
51 aux = X;
52
53 %Control manual de la tolerancia de l’fsolve. Veure informe
54 p=1;
55 while error*(10ˆp)<1
56 p=p+1;
57 end
58
59 % per cada element, fer UN fsolve, entrant (ue, qe) i hatu de global.
60 for e=1:nelem
45
61 ue = u((e-1)*nen +1 : e*nen);
62 qe = q((e-1)*nen +1 : e*nen);
63
64 options = optimset(’TolX’,1/10ˆp,’TolFun’,1/10ˆp);
65 [XX] = fsolve(@previ_residu,[ue;qe],options);
66
67
68 %posem els elements on toca del vector gran:
69 u((e-1)*nen +1 : e*nen) = XX(1:nen);
70 q((e-1)*nen +1 : e*nen) = XX(nen+1:end);
71
72 end
73
74 % i ara resolem el pb. global com una equacio.
75 for e = 1:nelem-1
76 hatu(e+1) = ((u(e*nen)+u(e*nen+1))/2) - ((q(e*nen) - q(e*nen+1))/(2*tau));
77 end
78
79 %Refefinim la solucio
80 X = [u;q;hatu(2:end-1)];
81
82 %calcul de l’error relatiu
83 error = norm(aux-X)/norm(aux);
84 errors = [errors,error];
85 %disp(sprintf(’iter=%d error=%0.2e xy=[%g,%g,%g,%g]’,iter,error,xy));
86 iter = iter +1;
87 end
88
89 sol = X;
90 %FI
1 function [sol,errors] = decoupledSolver_NR(u_0,u_1,gr,sx,tol)
2
3 global SX grau pgauss pesos N Nxi Lref Mref Cref Xsr u0 u1 hatu e c tau
4
5 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
6 u0=u_0; %
7 u1=u_1; %
8 grau = gr; %
9 SX = sx; %
10 nelem = length(SX)-1; %
11 nen= gr+1; %number of element nodes %
12 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
13
14
15 c=1; %terme auxiliar: si val 1 estem resolent Burgers. Si val 0 estem resolent Poisson.
16
17 %Element de referencia et.al.
18 [pgauss,pesos,N,Nxi] = R_ElementoReferencia1D(grau);
19
20 %Vector amb tota la malla (nodes interiors dels elements inclosos) (X sense repeticions).
21 Xsr = R_fesX(grau,nelem,SX);
22
23 %Calcul matrius elementals.
24 Xe = linspace(SX(1),SX(2),nen)’;
25 [Lref, Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen);
26
27 iter = 0; %index de les iteracions.
28
29 %Inici del problema:
30
31 tau=60;
46
32
33 %condicio inicial
34 X=zeros(nen*nelem*2 +nelem-1,1); %condicio inicial
35 u=X(1:nelem*nen);
36 q=X(nelem*nen+1 : 2*nelem*nen);
37 hatu=[u0; X(2*nelem*nen +1 :end); u1];
38
39 %Inicialitzem l’error
40 error = 1; errors = [];
41 %
42
43 %Iterations
44 while (error >tol & iter <=200)
45 aux = X;
46
47 % per cada element, fer UN fsolve, entrant (ue, qe) i hatu de global.
48 for e=1:nelem
49 ue = u((e-1)*nen +1 : e*nen);
50 qe = q((e-1)*nen +1 : e*nen);
51
52 Xe=[ue;qe];
53
54 err_NR=1; %error pel metode de Newton(-Raphson)
55 while max(abs(err_NR)) > 1e-4
56 res = previ_residu(Xe);
57 Jac=Jacobiana(Mref,Cref,Lref,e,SX,tau,nen,X(1:nen),c);
58 Xnou = Xe - Jac\res;
59 err_NR = res;
60 Xe=Xnou;
61 end
62
63 %posem els elements on toca del vector gran:
64 u((e-1)*nen +1 : e*nen) = Xe(1:nen);
65 q((e-1)*nen +1 : e*nen) = Xe(nen+1:end);
66
67 end
68
69 % i ara resolem el pb. global com una equacio.
70 for e = 1:nelem-1
71 hatu(e+1) = ((u(e*nen)+u(e*nen+1))/2) - ((q(e*nen) - q(e*nen+1))/(2*tau));
72 end
73
74 %Refefinim la solucio
75 X = [u;q;hatu(2:end-1)];
76
77 %calcul de l’error relatiu
78 error = norm(aux-X)/norm(aux);
79 errors = [errors,error];
80 %disp(sprintf(’iter=%d error=%0.2e xy=[%g,%g,%g,%g]’,iter,error,xy));
81 iter = iter +1;
82 end
83
84 sol = X;
85 %FI
1 function f=font(X)
2 %funcio escalar f
3
4 global c
5
6 %f = 2*X.ˆ3 - 2*X +2;
7 f= pi*pi*sin(pi*X) + c*pi*sin(pi*X)*cos(pi*X);
47
89 %FI
1 function [Jac] = Jacobiana(Mref,Cref,Lref,e,SX,tau,nen,u,c)
2 %Calcul explicit de la matriu jacobiana per al metode de Newton-Raphson
3 %Veure detalls a l’informe per entendre que es cada cosa rapidament.
4 dim = nen;
5
6 long_e= SX(e+1)-SX(e); %allargada element.
7 Me = Mref*long_e/2;
8
9 MI=zeros(dim);
10 MI(1,1)=1;
11 MI(dim,dim)=1;
12 MI2=MI;
13 MI2(dim,dim)= -1;
14
15 dr1_du = Cref;
16 dr1_dq = Me;
17
18 L=zeros(dim);
19
20 for i=1:nen
21 for j=1:nen
22 L(j,i)=Lref(j,:,i)*u + Lref(:,j,i)’*u;
23 end
24 end
25
26 dr2_du = tau*MI - 0.5*c*L;
27
28 dr2_dq = Cref + MI2;
29
30 Jac = [dr1_du dr1_dq; dr2_du dr2_dq];
31
32 %FI
1 function r=previ_residu(Y)
2 %funcio previa al residu per l’fsolve. Analeg de Gran_Residu
3
4 global SX grau
5
6 nelem = length(SX)-1;
7 nen = grau +1;
8
9 %Repartim la X
10 u=Y(1:nen);
11 q=Y(nen+1 : 2*nen);
12
13 r=calcul_residu(u,q);
14
15 %FI
1 function [Lref Mref, Cref]= R_calculElemental(Xe,pgauss,pesos,N,Nxi,nen)
2
3 %funcio que calcula les matrius elementals M, C i L.
4
5 ngauss = length(pesos); %numero de punts de Gauss
6 Lref = zeros(nen,nen,nen);
7 Mref = zeros(nen);
8 Cref = zeros(nen);
9
48
10 for i=1:nen
11 for g=1:ngauss
12
13 Ng = N(g,:); %funcio N evaluada en p. gauss.
14 Nxig = Nxi(g,:); %derivada de N en variable xi en un p.gauss.
15 Jg = Nxig*Xe; %sumatori de N’(i)*x(i).
16 Nxg = (Nxig/Jg); %derivada de N respecte x.
17
18 if i==nen
19 Cref = Cref + (Nxg’*Ng)*pesos(g)*det(Jg);
20 Mref = Mref + (Ng’*Ng)*pesos(g);
21 end
22
23 Lref(:,:,i) = Lref(:,:,i) + (Ng’*Ng)*Nxig(i)*pesos(g);
24
25 end
26 end
27 %FI
49
