Rationale Patterns of drug self-administration are often highly regular, with a consistent pause after each selfinjection. This pausing might occur because the animal has learned that additional injections are not reinforcing once the drug effect has reached a certain level, possibly due to the reinforcement system reaching full capacity. Thus, interoceptive effects of the drug might function as a discriminative stimulus, signaling when additional drug will be reinforcing and when it will not. Objective This hypothetical stimulus control aspect of drug self-administration was emulated using a schedule of food reinforcement. Materials and methods Rats' nose-poke responses produced food only when a cue light was present. No drug was administered at any time. However, the state of the light stimulus was determined by calculating what the wholebody drug level would have been if each response in the session had produced a drug injection. The light was only presented while this virtual drug level was below a specific threshold. A range of doses of cocaine and remifentanil were emulated using parameters based on previous self-administration experiments. Results Response patterns were highly regular, dosedependent, and remarkably similar to actual drug selfadministration. Conclusion This similarity suggests that the emulation schedule may provide a reasonable model of the contingencies inherent in drug reinforcement. Thus, these results support a stimulus control account of regulated drug intake in which rats learn to discriminate when the level of drug effect has fallen to a point where another self-injection will be reinforcing.
Introduction
A prominent characteristic of intravenous drug selfadministration is that it tends to occur in highly regular patterns. When each response delivers a fixed dose of a reinforcing drug, there tends to be a consistent pause after each injection. The duration of this pause is a function of the dose per injection, with higher doses producing longer latencies between responses. This phenomenon of regulated drug intake has been observed numerous times with a variety of drugs of abuse in rodents, non-human primates, and humans (Sughondhabirom et al. 2005) , but the question of why it occurs continues to be the subject of debate (Lynch and Carroll 2001; Panlilio et al. 2003; Tsibulsky and Norman 1999) .
There is evidence that animals tend to self-administer an injection whenever the level of drug effect drops below a certain point (Yokel and Pickens 1974) , termed the "satiety threshold" (Tsibulsky and Norman 1999) , "trigger point" (Ranaldi et al. 1999) , or "set point" (Ahmed and Koob 1998 , 1999 . For example, Tsibulsky and Norman (1999) showed that the durations of post-injection pauses are well described by a pharmacokinetic/pharmacodynamic model in which the rat self-administers the next injection whenever its whole-body level of cocaine drops below a certain point. The terms "satiety" and "satiation," which have been used to describe this process, imply that it might involve drive reduction in which the motivation to receive the drug is satisfied as long as the drug level is above the threshold (Wise 1987) . In this state of satiety, the need state has been removed so the animal is no longer motivated to self-administer the drug (Ahmed and Koob 2005) . However, an alternative possibility is described by the related term "saturation" (Ranaldi et al. 1999) ; the reward system might become saturated when the drug level is above the threshold. In this state, the animal is still motivated, but additional drug administration is not reinforcing because the reward system has reached its full capacity.
This scenario-in which taking an additional injection is sometimes reinforcing and sometimes not-provides the basis for a stimulus control hypothesis of regulated drug intake. According to this hypothesis, the level of drug effect serves as an interoceptive discriminative stimulus that is differentially associated with reinforcement. When the drug level drops below the threshold, it signals that another injection will be reinforcing, and thereby occasions the selfadministration response. When the drug level is above the threshold, it signals a period of non-reinforcement (extinction), so responding ceases. Thus, this stimulus-control hypothesis is an incentive-based account in which the animal learns to respond when it detects that the drug level has fallen below the threshold. This contrasts with a homeostasis-based drive-reduction account in which responding ceases when drug levels are above the threshold because a need state has been satisfied.
To evaluate the stimulus-control hypothesis, we created a schedule of food reinforcement to emulate the differential reinforcement that might be inherent in drug reinforcement. To the extent that the behavior under this emulation schedule is similar to drug self-administration, the stimuluscontrol hypothesis is plausible as an account of regulated drug intake. This emulation procedure was accomplished by modeling the interoceptive drug-level stimulus with an exteroceptive stimulus, a cue light. Responding produced food pellets when the light was on, but not when it was off. No actual drug was administered, but each response-in both light-on and light-off periods-was recorded as producing a "virtual" drug injection. By tracking the virtual drug level throughout the session, it was possible to present the light and deliver food pellets only when the virtual drug level was below a specific threshold. This procedure was used to emulate a range of doses of cocaine and remifentanil based on parameter values obtained in our earlier study of regulated drug intake , and the resulting dose-effect functions were subjected to the same battery of analyses used in the earlier study.
Materials and methods
Subjects Ten experimentally naive, male Sprague-Dawley rats (Charles River Laboratories, Wilmington, MA, USA), weighing 380-425 g, were individually housed with free access to water. Food was restricted to approximately 15 g/day to maintain stable body weights. Lights in the cage room were on from 1800 to 0600 hours (reversed light cycle), and experiments were conducted between 0900 and 1500 hours. The facilities were fully accredited by AAALAC, and all procedures were approved by the ACUC of the NIDA-IRP and followed the guidelines of the National Research Council (1996) .
Apparatus Ten experimental chambers, each with two nose-poke holes and a food trough, were controlled by MED-Associates (St. Albans, VT, USA) software. These were the same chambers used for cocaine and remifentanil self-administration in our earlier study . A dim, green LED served as a houselight, and a shielded light bulb (type 1820, 24 V) on the wall above the nosepoke holes served as the cue light.
Procedures Experimental sessions were conducted 5 days/ week for 2.5 h or until 100 pellets were delivered, whichever came first. Responses in the inactive nose-poke hole had no scheduled effect. During the first two sessions, responses in the active hole immediately produced a 45-mg food pellet (F0021; Bio-Serv, Frenchtown, NJ, USA). During these two sessions, the cue light remained on throughout the session, but responses had no scheduled effect if they followed a reinforced response by less than 5 s. All rats received 100 pellets during these initial sessions.
During all subsequent sessions, the emulation schedule was in effect. A response in the presence of the cue light caused the cue light to turn off for a 5-s timeout period, and a food pellet was delivered 2.5 s into this period. This delay between the response and delivery of the food pellet was intended to mimic the delivery of a drug injection over several seconds. No actual drug was given at any time during the study. However, each time a food pellet was delivered; the computer calculated what the drug level would have been if a drug injection had been delivered. If this virtual drug level was greater than the designated threshold, the light remained off at the end of the 5-s timeout; during this period, responses did not produce food pellets, but they increased the virtual drug level and were followed by an unsignaled 5-s "timeout" in which further responses did not increase the virtual drug level. The light was not presented again until the virtual drug level fell to the threshold. This cycle was repeated until the end of the session.
Virtual drug levels were calculated using the equation,
, where B n = drug level at the current time, B n−1 = drug level at the time of the previous calculation, D = amount of drug delivered since the previous calculation, K = elimination rate constant (half-life/0.693), and T = time since the previous calculation. During each session, there was a fixed virtual dose of cocaine (30, 100, 300, or 1,000 μg/kg per injection) or remifentanil (1, 4, 16, or 32 μg/kg per injection). Each rat was tested at each of the four virtual doses of a drug in counterbalanced order for four consecutive sessions at each dose. Data were analyzed for the last session under each dose. During initial training, all ten rats were trained with cocaine parameters (half-life= 492 s; threshold=1,720 μg/kg) reported by Tsibulsky and Norman (1999) . Then, the rats were divided into two groups of five; one group was trained with cocaine parameters (half-life=762 s; threshold=1,190 μg/kg) and one with remifentanil parameters (half-life=42 s; threshold=1.01 μg/kg) reported by Panlilio et al. (2003) . These parameters were derived in the previous studies through nonlinear regression based on the mean latency at each unit dose (see Tsibulsky and Norman 1999 for details). As the major features of behavior under the emulation schedule were similar under the initial training parameters and the Panlilio et al. (2003) cocaine parameters, the initial training data are not presented here.
Data analysis
The same analyses that were applied to the data in Figs. 1, 2, 3, 4, 5, and 6 of the study by Panlilio et al. (2003) were applied to the data in Figs. 1, 2, 3, 4, 5, and 6, respectively, of the present study. For comparison, data from Panlilio et al. (2003) for the corresponding doses of actual cocaine and remifentanil are included in the present figures. Because there was a brief "loading" phase during which virtual cocaine levels steadily increased and virtual injections were spaced more closely in time than in the remainder of the session, data from the first 500 s of the session were not included in the analyses or figures, except for Figs. 1 and 3, which represent whole sessions, and Fig. 7b and c, which represent responding at the beginning of the session. All measures (except those in Fig. 7 ) were based on virtual injections without regard to whether a food pellet was delivered. For further discussion of the root mean square of successive deviations (rMSSD, a measure of within-subject variability), autocorrelation (a measure of how each latency is affected by the preceding latency), and whole-body drug level measures, see Panlilio et al. (2003) . All figures that show group data depict mean±SEM., but in many cases, the error bars are covered by the symbol.
Results
Visual inspection of event records ( Fig. 1 ) indicated that response patterns under the emulation schedule were similar to those typically seen with actual drug self-administration, with responses tending to occur at regular temporal intervals which were longer at higher virtual doses. As with actual drug self-administration, frequency distributions ( Fig. 2) of latencies under the emulation schedule showed a well-defined peak at the lower doses and a less-defined peak, progressively further to the right, at the higher doses. A noticeable difference between actual and virtual self-administration was that the highest dose of actual cocaine produced no latencies less than 300 s, but this dose of virtual cocaine produced a bimodal distribution with one of the modes at the bin for latencies of 100 s and less. Each vertical mark extending both above and below the line indicates that the response was counted as a virtual injection but did not produce a food pellet. At the lowest virtual dose of cocaine and remifentanil, the session was ended when 100 pellets had been delivered Over the course of the session (see Fig. 3 ), both actual and virtual drug levels showed a loading phase for cocaine, but not remifentanil. This phase was longer at the lower doses of virtual cocaine than the higher doses, but it was shorter than at the same nominal doses of actual cocaine. For both cocaine and remifentanil, once the threshold was reached, the virtual drug level did not drop substantially below the threshold for the remainder of the session. Thus, rats trained with the emulation schedule showed a "maintenance phase" like that typically observed with actual drug self-administration. More prominently than in the parallel study with actual drug reinforcement , but consistent with some other studies (e.g., Yokel and Pickens 1974 ; see also Ahmed and Koob 2005), higher Sessions for actual remifentanil were limited to 3600 s. At the lowest virtual dose of cocaine and remifentanil, the session was ended when 100 pellets had been delivered virtual doses of cocaine tended to produce an "overshoot" of the drug level during the transition from the loading phase to the maintenance phase. Dose-response functions (Fig. 4a) for virtual cocaine and remifentanil under the emulation schedule resemble the descending limb of curves typically obtained with actual drug self-administration. Response rates were dose-dependent for virtual cocaine [F(3,12)=1,712.4, P<0.0001] and virtual remifentanil [F(3,12)=686.9, P<0.0001]. Latency curves (Fig. 4b ) also closely resembled the typical functions obtained with actual drug self-administration, with latency increasing as a function of virtual dose for cocaine [F(3,12) =32.2, P< 0.0001] and remifentanil [F(3,12) =218.3, P<0.0001]. Overall, these response and latency curves were remarkably similar to the actual cocaine and remifentanil curves, except for some separation at 30 and 1,000 μg/kg of cocaine.
Rate of drug intake ( Fig. 4c ) was also similar for virtual and actual drug self-administration, increasing as a function of virtual dose for cocaine [F(3,12) =7.9, P<0.005] and remifentanil [F(3,12) =454.6, P<0.0001]. Mean virtual drug levels at the time of response (Fig. 4d) were dose-dependent for cocaine [F(3,12) =5.6, P<0.05] and remifentanil [F (3,12)=6.9, P<0.01] and were quite similar to the data from actual cocaine and remifentanil self-administration. Panlilio et al. (2003) used this measure as an estimate of the threshold drug level for each subject at each dose. Note that under the emulation schedule, where threshold and half-life were known parameters, the average virtual drug level at the time of response was higher than the threshold set by the schedule, and this difference increased as a function of the virtual dose.
Within-subject variability of response latencies was used to measure the consistency of response patterns. As with actual drug self-administration, absolute levels of variability in latencies increased as a function of virtual dose (Fig. 5a ). This measure was significantly affected by virtual dose for cocaine [F(3,12) =65.3, P<0.0001] and remifentanil [F(3,12)= 8.5, P <0.005]. To allow direct comparisons between conditions, within-subject variability in latencies was also scaled by the mean latency (Fig. 5b) . This relative variability of latencies was dose-dependent for virtual cocaine [F(3,12)= 6.9, P<0.01], but not for virtual remifentanil (P>0.88). Neither the virtual remifentanil nor the virtual cocaine schedules produced the high levels of variability seen with Within the virtual cocaine curve and within the virtual remifentanil curve, all pairs of doses were significantly different from each other except 30 vs 100 and 100 vs 300 for virtual cocaine. c Drug intake. Within the virtual cocaine curve and within the virtual remifentanil curve, all pairs of points were significantly different from each other except 300 vs 1000 for virtual cocaine. d Mean drug level at the time of response. Horizontal lines represent thresholds. Within the virtual cocaine curve and within the virtual remifentanil curve, all pairs of points were significantly different from each other except 100 vs 1,000 and 300 vs 1,000 for virtual cocaine and 1 vs 32 and 4 vs 32 for virtual remifentanil actual remifentanil and cocaine at low doses. At higher doses, the virtual remifentanil schedule produced slightly more consistent response patterns than actual remifentanil, but the virtual cocaine schedule produced less consistent patterns than actual cocaine.
Within-subject variability of virtual drug levels at the time of response was also analyzed. As with actual drugs, absolute variability of this measure (Fig. 5c ) increased as a function of dose for virtual cocaine [F(3,12)=39.1, P< 0.0001] and virtual remifentanil [F(3,12) =18.3, P<0.0001], and this was also true of relative variability (Fig. 5d) for both virtual cocaine [F(3,12)=50.5, P<0.0001] and virtual remifentanil [F(3,12)=62.9, P < 0.0001]. For both the absolute and relative variability measures of drug level at the time of response, the values for actual and virtual drugs were similar, except for the relative measure at the highest dose of cocaine. As with actual drug self-administration, (1) absolute variability of the drug level at the time of response was higher for virtual cocaine than virtual remifentanil, but (2) relative variability of this measure was lower for virtual cocaine than virtual remifentanil.
Autocorrelations (Fig. 6) were performed on sequential latencies to determine whether the latency of a given response was affected by the latency of the previous response. This measure was used to determine whether sequential latencies were adjusted in a way that compensated for deviation of previous latencies from the average; , and virtual remifentanil (filled squares). These values were significantly less than zero for virtual doses (μg/kg) of 30 and 100 for virtual cocaine and 1 and 32 for virtual remifentanil , and virtual remifentanil (filled squares). a rMSSD of latencies. Within the virtual cocaine curve and within the virtual remifentanil curve, all pairs of doses (μg/kg) were significantly different from each other except 30 vs 100 for virtual cocaine and 1 vs 32 and 4 vs 32 for virtual remifentanil. b rMSSD of latencies scaled by mean latency. Within the virtual cocaine curve, all pairs were significantly different from each other except 30 vs 300 and 300 vs 1,000 for virtual cocaine. Dose did not significantly affect this measure for virtual remifentanil. c rMSSD of drug level (μg/kg) at the time of response. Inset shows results for remifentanil with the y-axis expanded. Within the virtual cocaine curve and within the virtual remifentanil curve, all pairs of points were significantly different from each other except 30 vs 100 and 30 vs 300 for virtual cocaine and 1 vs 4 and 4 vs 16 for virtual remifentanil. d Within-subject rMSSD of drug level at the time of response scaled by the mean latency. Inset shows results for cocaine with the scale of the y-axis expanded. Within the virtual cocaine curve and within the virtual remifentanil curve, all pairs of points were significantly different from each other except 30 vs 100 for cocaine this would be indicated by a negative correlation. As with actual drug self-administration, the correlations for cocaine and remifentanil were near zero or slightly negative. Unlike food-reinforced responding under a non-emulation schedule , none of the correlations in the present study were significantly positive.
About 80% of responses were effective in producing food pellets under all doses of virtual remifentanil (Fig. 7a) . In contrast, the longer half-life of virtual cocaine made the requirements for obtaining food more stringent, with only 47 and 36% of responses producing food at the two highest doses, respectively. The percentage of responses that produced food was dose-dependent for virtual cocaine [F (3,12) =12.0, P<0.005], but not virtual remifentanil (P> 0.96). The amount of time before the threshold was first surpassed within the session (Fig. 7b) was also dosedependent for virtual cocaine [F(3,12)=53.8, P<0.0001], but not for remifentanil (P>0.2] ). The number of responses before the threshold was first surpassed within the session (Fig. 7c) was dose-dependent for virtual cocaine [F(3,12)= 1,779.2, P<0.0001]. For remifentanil, the threshold was always surpassed with two responses at the lowest virtual dose and one response at all other doses. This was because the ratio of unit dose to threshold was high for virtual remifentanil (ranging from 0.99 to 31.7), allowing the threshold to be rapidly exceeded. In contrast, this ratio was low for virtual cocaine (ranging from 0.03 to 0.84), requiring more time and responses to exceed the threshold during the loading phase.
Discussion

Virtual vs actual drug self-administration
According to a stimulus control account of regulated drug intake, the animal responds when the level of interoceptive drug effect signals that another injection will be reinforcing. When this situation was emulated with a schedule of virtual drug self-administration, patterns of responding were strikingly similar to those obtained earlier with actual cocaine and remifentanil self-administration . When the same comprehensive battery of analyses was applied to virtual and actual drug self-administration, there were only a few differences.
Unlike actual drug self-administration, the emulation schedule did not produce an ascending limb in the doseresponse curve, and the lowest dose of virtual cocaine produced much higher response rates than the same nominal dose of actual cocaine (Fig. 4a) . The emulation schedule also did not replicate the high levels of variability in response patterns at lower doses of actual cocaine and remifentanil (Fig. 5b) . These discrepancies are probably attributable to the fact that, to focus on the effects of stimulus control, no attempt was made to model reinforcement magnitude in the emulation schedule. The fact that low unit doses of actual drug are less reinforcing than higher doses probably accounts for the relatively low response rates and increased variability of response latencies seen at low doses with actual drug self-administration.
Another difference relates to responding under the highest dose of cocaine. At this dose, there were no Fig. 7 a Percentage of responses that produced a food pellet as a function of virtual dose (μg/kg) of cocaine (filled circles) and virtual remifentanil (filled squares). Within the virtual cocaine curve, all pairs of virtual doses were significantly different from each other except 30 vs 100, 100 vs 300, and 300 vs 1,000. Virtual dose did not significantly affect this measure for remifentanil. b Number of seconds before the threshold was first exceeded in the session. Within the virtual cocaine curve, all pairs were significantly different from each other except 100 vs 300 and 300 vs 1,000. Virtual dose did not significantly affect this measure for remifentanil. c Number of responses before the threshold was first exceeded in the session. Within the virtual cocaine curve, all pairs were significantly different from each other. Virtual dose did not significantly affect this measure for remifentanil response latencies less than 300 s under the actual cocaine schedule, but there were many latencies less than 300 s under the emulation schedule (Fig. 2) . This difference led to lower mean response latencies (Fig. 4b ) and higher levels of variability in response patterns (Fig. 5b) for virtual cocaine at this dose compared to actual cocaine. The lack of latencies less than 300 s following the highest dose of actual cocaine might be due to (1) the rats having learned to avoid aversively high drug levels or (2) i.v. cocaine eliciting unconditioned responses, such as running and jumping (Tella 1996) that could disrupt ongoing operant responding (Pickens and Thompson 1968; Schindler et al. 2000) . These aversive or disruptive effects might explain the cessation of responding immediately after the injection of a high dose, although disruptive effects do not adequately account for the entire post-injection pause (as demonstrated by rats' ability to perform intracranial self-stimulation during the post-injection pause; Wise et al. 1977) .
Underlying vs observed threshold
With the emulation schedule, the average drug level at the time of response (i.e., the observed threshold) was greater than the threshold set by the schedule, and this discrepancy increased as a function of the unit dose. This fact suggests that if there is truly an underlying threshold in actual drug self-administration studies, then it is lower than the observed threshold. The reason for this discrepancy is the tendency to sometimes respond too early, while the virtual drug level is still above threshold (see Figs. 1, 3, and 7a ). This phenomenon is probably related to the early responding that occurs in other temporal reinforcement schedules, even when it delays or prevents reinforcement (e.g., Marcucella 1974) . The factors that influence this early responding may contribute to the addiction-like dysregulation of drug intake that can occur when animals are given extended access to self-administered drugs (e.g., see Koob 1998, 1999 ; see also Panlilio et al. 2006) . Such dysregulation has been attributed to a shift in the underlying threshold (Ahmed and Koob 2005) , but the stimulus control hypothesis suggests that dysregulation may be due to an increased discrepancy between the underlying and observed thresholds when responding becomes more habitual, less sensitive to interoceptive cues, or more sensitive to environmental cues.
Cocaine vs remifentanil
With actual drug self-administration, the observed threshold was more precisely regulated with cocaine than with remifentanil ; see also Zernig et al. 2007) . This difference-which also occurred under the emulation schedule (Fig. 5d )-was surprising in the original study because the ultrashort half-life of remifentanil was specifically designed to allow precise titration of effect in the operating room. However, an explanation for this unexpected difference is suggested by (1) the high incidence of early responses under the emulation schedule and (2) the fact that the rapid elimination of remifentanil allows safe unit doses to be many times higher than the threshold. When a response is made at the threshold, the threshold is surpassed by one unit dose. Thus, with remifentanil, there is a wider range of drug levels that must be passed through before the level returns to the threshold. This allows a wider range of possible values at which early responses can occur, increasing the variability of the observed threshold.
Nature of the discriminative stimulus
It is well established that the interoceptive discriminativestimulus properties of drugs can control operant responding maintained by non-drug reinforcers in rats (Colpaert 1999) and that exteroceptive discriminative stimuli such as a cue light can exert precise control over drug self-administration responding (Panlilio et al. 1996 (Panlilio et al. , 1998b Weiss et al. 2003) . Therefore, it is reasonable to expect that interoceptive effects of self-administered drugs can control the selfadministration response. Unfortunately, the specific mechanisms (e.g., receptors, sites, etc.) that underlie this stimulus control are not known (see Crespo et al. 2006) . This process could involve direct detection or sensing of saturation of the reward system, or it could be based on secondary correlated effects. For the sake of simplicity, the emulation schedule used here was based on a general pharmacokinetic model that makes few assumptions. But, it should be noted that the general emulation procedure can easily be modified to test specific hypotheses regarding mechanisms, as long as the pharmacokinetic/pharmacodynamic parameters can be specified.
The cue light of the present study differed from an actual drug cue in that the light was varied in a quantal fashion (on vs off), but drug levels vary continuously. However, there is substantial evidence that the discriminative stimulus effects of drugs can be treated as a quantal dimension by the animal (Colpaert 1991 (Colpaert , 1999 . That is, different drug levels may be perceived as qualitatively different, much like we perceive the continuous visual spectrum as a set of qualitatively different colors. This possibility seems especially likely when considering values near a threshold. Thus, it is possible that levels of drug effect just below the threshold are perceived as being "off", but values above the threshold are detected as "on." This possibility, along with the similarity of the behavior under the virtual and actual drug schedules, suggests that the light cue in the emulation schedule provides an adequate model of an actual drug cue.
Drive reduction vs incentive learning
According to a drive reduction hypothesis, the animal automatically stops seeking a reinforcer with which it has been sated. The non-emulation food schedule used by Panlilio et al. (2003) can be considered a test of whether drive reduction can produce regulated responding like that typically observed with drug self-administration. Rats were trained with a simple schedule in which the amount of food per reinforcement was varied between sessions (20-180 mg/delivery for 2.5 h/ session). These conditions did not produce a maintenance phase like that seen with drug self-administration. More than 90% of response latencies were 100 s or less, even under the largest reinforcer sizes, and there were no pauses lasting more than a few seconds until several hundred pellets had been received. Thus, food satiation did not produce regulated responding even when the effects of satiation were not minimized as in the present study (where 45 mg food pellets were used at all virtual doses and the total number of pellets was limited to 100 per session).
The ability of the emulation schedule to readily produce drug-like response patterns supports the stimulus control hypothesis. According to this hypothesis, drug seeking stops when the drug level is above threshold because the animal has learned that additional drug will not be reinforcing (i.e., that its incentive value is reduced). This hypothesis is consistent with research demonstrating "instrumental incentive learning" (Dickinson and Balleine 1994; Hutcheson et al. 2001) . For example, Balleine (1992) showed that food satiation does not automatically decrease the rate of an operant response that was previously reinforced with food pellets. Satiation only reduces responding if the rat has previously experienced the pellets in a non-deprived state. Thus, the level of deprivation may come to serve as an interoceptive cue that signals when food will and will not be reinforcing.
Implications and further applications
One implication of the stimulus control hypothesis is that injections that occur when the drug level is already above threshold probably do not extend a period of "satisfaction," but rather extend a period of non-reinforcement (extinction). In other words, maintaining the level above threshold is not in itself reinforcing or the goal of self-administration. Although it may be counterintuitive, this possibility is consistent with evidence that the onset of drug effect is critical for drug reinforcement, but duration of effect has little effect on reinforcement efficacy (Ko et al. 2002; Panlilio et al. 1998a; .
The stimulus control hypothesis may complement other threshold-based models of regulated drug intake. For example, it could provide a more thorough account of how regulated drug intake is established and maintained within the model of Tsibulsky and Norman (1999; Norman and Tsibulsky 2006) . The stimulus control hypothesis might also be incorporated into the model of Ahmed and Koob (2005) , which attributes addiction-related increases in drug intake to alterations in the responsivity of the reward system. Although Ahmed and Koob (2005) assume that the subject actively seeks a specific level of reward system responsivity and that this set point changes in addicted individuals, this phenomenon could potentially be described in terms of stimulus control.
Finally, the emulation schedule may be useful as a control condition for studies involving actual drug selfadministration. Food-based control conditions have often been used to determine whether an experimental treatment selectively alters drug self-administration. However, a perennial problem is that food typically maintains much higher response rates than drug reinforcers when given under (ostensibly) the same schedule. The present results suggest that a simple food schedule is not ideal as a control condition for a drug reinforcement because it does not involve the same dynamics of differential reinforcement and stimulus control. In contrast, the emulation schedule could replicate both the response patterns and dynamics of actual drug self-administration.
Conclusion
Response patterns under the emulation schedule closely mirrored those of actual drug self-administration. Only a few differences were observed, and these can be explained in a straightforward manner. This similarity suggests that the reinforcement contingencies explicitly imposed by the emulation schedule might provide a reasonably accurate model of the contingencies that are implicit in actual drug self-administration.
