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Abstract 
Some extensions of Fisher’s inequality, and applications to clique decompositions. 
Rbumi! 
A I’aide d’un peu d’algkbre linkaire, nous donnons quelques extensions de l’intgalite de 
Fisher. Puis, nous appliqbons ces rtsultats aux dtcompositions en cliques de certains 
graphes. 
1. Cocktail party hypergraphs 
Terminology. A hypergraph H is a family of finite nonempty sets El, Ez, . , E,, 
called edges. The vertices of H are the elements of I’ = u1 <id,,, Ei. For our purposes, 
Ei # Ej whenever i # j. H is said to be a cocktail party hypergraph if there is an integer 
/1 such that (EinEi\ = 1 for 1 Q i < m and all but at most one j # i. If for i #j, 
JEinEjl # I, {Ei, Ej} . IS said to be a discordant pair of edges. If IEinEj( = 2 for all 
j # i, Ei is said to be a nice edge. We denote n = ) T/J, ei = )Ei), e;j = ( EinEjJ and 
Aij = (ei - 2)(ej - ,I) - (eij - 1)‘. 
Theorem 1.1. Zfdii # 0 for every discordant pair, then m < n + 1. 
Proof. Let V = {x1, . . . ,x,}. With each set Ei we associate its characteristic vector 
Ui = (Vii, . . , Uin), where rij = 1 if xj E Ei and 0 otherwise. For (x, Y) E IR” x ZR”, let X*Y 
denote the standard inner product. For 1 < i d m, we consider the affine form 
fi: ZR” -+ ZR, u~U*u~ - ,I. We claim that fi, . ,fn are linearly independent (this 
implies m d n + 1). 
To see this, assume a linear relation x’!! i aifi = 0. If Ek is a nice edge, applying this 
relation to uk we get: mk(ek - 1) = 0; hence CQ = 0 whenever ek # 2. If {Ei, Ej} is 
a discordant pair, applying the relation to Vi and uj we get: ai(ei - 2) + aj(eij - 1) = 0 
and gi(eij - 1) + uj(ej - 2) = 0; since Aij # 0, this implies ai = C(j = 0. It follows that 
all coefficients are zeros because there is at most one nice edge with cardinality J. and, 
in that case, ukfk = 0 and so elk = 0 since fk f 0. 
0012-365X/97/$17.00 0 1997 Published by Elsevier Science. B.V. All rights reserved 
PII SOOl2-365X(96)00200-2 
548 R. P&se/Discrete Mathematics 1651166 (1997) 547-553 
Corollary 1.2. Zf j. = 0, then m d n. 
Proof. dij = eiej - e$ > 0 and, in that case, we are dealing with linear forms. 
Corollary 1.3. Zf there is an edge with cardinality A, then m < n - A + 1 if it is a nice 
edge, otherwise m < n - i + 2. 
Proof. Assume that e, = L. If El is a nice edge, consider the hypergraph H’ with edges 
Ei = Ei\El(2 < i ,< m): since El c Ei (2 < i < m), H’ is a cocktail party hypergraph 
with 3,’ = 0; by Corollary 1.2, m - 1 < n - A. If {E,, E,} is a discordant pair, consider 
the hypergraph H” with edges Ei’ = Ei\E, (3 < i < m). 
Theorem 1.4. If Aij # 0 for all but exactly one discordant pair, then m 6 n. 
Proof. Assume that A,, = 0. Then el # ?,, otherwise el = elz = 1 and El would 
be nice. Also e, # er2, otherwise E, = E,. Thus, e, #EL, e2 #L, e, # e12, 
and e2 # er2. Following the proof of Theorem 1.1, a linear relation I:= r ~iJ; = 0 
leads to a, fi + cc2 f2 = 0. Applying that to vl, u2, and w = (1, . . , 1) we get 
al(el - 4 + a2(e12 - L) = 0, al(e12 - 3) + a2(e2 - 3,) = 0, a,(el - L) + cz2(e2 - /2) = 0. 
This leads to al(el - elz) = 0 = m2(e2 - e12). It follows that xl = CI~ = 0, because 
el = e12 = e2 is impossible. Hence fl, . . ,fm are linearly independent, and m d n + 1. 
Now, if m = n + 1, then (fl, . , fm) is a basis for the space of affine forms over IR”. 
Consequently, there should be real numbers txl, . . , a, such that Cy= 1 ~if; =f, where 
f(v) = v*w - 1 (w as above). Then we get: aI(el - 2) + x2(e12 - 3,) = el - 1 and 
a1(e12 - 1) + a2(e2 - /1) = e2 - /2. Since A 12 = 0, this implies that the determinants 
el - 2 e, -2 
and 
e l-/2 e12-1. 
e12 - ,4 e2 - 2 I I e2 - 2 e2 - 3, 
equal zero. Since el # /i and e2 # 3,, this leads to e1 = er2 = e2, and that is impossible. 
Hence m < n. 
Theorem 1.5. If Aij > 0 for every discordant pair, then m d n. 
Proof. By Theorem 1.1, we know that fl , . . , fm are linearly independent. If m = n + 1, 
there should be real numbers such that I:= 1 tti,fi = f (as above). Then we get, for every 
discordant pair: ai(ei - 2) + aj(eij - 2) = e; - J. and ai(eij - 2) + aj(ej - 2) = ej - 2. 
Thus, ai = (ej - J,)(ei - eij)/‘Aij and ~j = (ei - n)(ej - eij)/Aij. An easy computation 
gives Eli + aj 2 1, because (ei - eij)(ej - eij) 3 0. For a nice edge, we get: 
cxk(ek - 1) = ek - A; thus elk = 1 (if ek = /z see Corollaries 1.2. and 1.3). But considering 
v = (0, . . . , O), we get CI~ + ... + CI, = 1 (if/z = 0; see Corollary 1.2). Assuming m 3 3, 
we finally get a contradiction. Hence m d n. 
Corollary 1.6. If eij > 1, for every discordant pair, then m < n. 
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Corollary 1.7. (Nonuniform Fisher inequality). [f there is no discordant pair, then 
m d 71. 
2. Clique partitions 
Theorem 2.1. Let G be a gruph obtained from K, by removing a matching, possibl~~ 
empty. Then, in any partition of the edge set of G by complete subgraphs with at least 
two vertices (or cliques) there are at least m cliques, except in the,following cases: 
(i) one clique { 2,3, , m} and m - 2 cliques ( 1, i}(3 < i < m); 
(ii) m = 5, clnd 4 cliques: {1,3,5), {2,4,5}, {2,3j, 11.4); 
(iii) m = 6, rmd 4 cliques: { 1,3,5j, (2,3,6), j1,4,6), (2,4,5); or 5 cliques by, 
adding {5,6], 
and the triaial conjigurution: G = K, and only one clique. 
Proof. We consider the hypergraph H where the edge Ei is the set of the cliques of the 
partition incident to i (1 < i d m). Except for the trivial configuration, H is a cocktail 
party hypergraph with i = 1. 
(a) G = K,,. If Ei # Ej as soon as i #,j, then we can apply Corollary 1.7. Otherwise, 
the configuration is the trivial one. 
(b) G is K, minus exactly one edge, say {l, 2). If A 12 3 0, we can apply 
Theorems 1.4 or 1.5. Otherwise, e, = 1 or e2 = 1, and we are with case (i). 
(c) G = K, is minus at least two edges, say (1,2} and (3,4). Then { 1,3} is covered 
by a clique C 1r {2,3} by a clique Cz. {1,4} by C3, and {2,4) by Cd. Hence, e1 3 2, 
e, > 2 and A 12 = (eI - l)(ez - 1) - 1 3 0. If A 12 = 0, then e, = e2 = 2. Now for 
k 3 5, there are exactly two possibilities: ( 1, k) is covered by C1 and (2, k) by CA, or 
(1, k) by C3 and (2, k} by Cz; and it is impossible that the same combination occurs 
for k # k’, otherwise {k, k’} would be covered twice. Hence m < 6 and we are with case 
(i) or (iii). If dii > 0, for all discordant pairs, we can apply Theorem 1.5. 
Theorem 2.2. Let G be u graph obtained from K, by adding CI mutching. Then, in any 
purtition of the edge set of G by cliques there are ut least m cliques, escept in the 
fbllow’iny CNS~S: 
(i) one clique is K, and the others are edges (cliques of size 2); 
(ii) two cliques are {1,2, . ,m - 1) und { 1,2,m), the others are edges, or triungles 
(m,i,j}(3di<jdm-1); 
(iii) two cliques are (1,2,3,4} and { 1,2,5, . , m}, the others are edges, rriawgles 
{3,i,j) or 14, i, j}, and possibly one square {3,4, i, j), 
and the trivial cortfiguration: G = K, and only one clique. 
Proof. We consider the same hypergraph as in Theorem 2.1. If H has no duplicate 
edges, then it is a cocktail party hypergraph with i = 1 and we may apply Corollary 
1.6. Otherwise, assume that { 1,2} is covered by two cliques C1 and C, with no more 
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cliques incident to 1 or 2. Let us consider the complete bipartite graph r obtained 
between C; = C,\{ 1,2} and C; = CZ\{ 1,2} by the traces of the other cliques, and 
denote p = IC; 1 and q = 1 C;l. For each element in C’, we need at least iq cliques, 
because one cannot be incident to more than two elements in C’, . Taking into account 
the possibility of a discordant pair in Cl, we need at least f*qj - Lip J cliques. We 
have m < n as soon as 
Since 
a sufficient condition is that 1 2 2$ + 3 $, this settles the cases (p 2 5 and q > 5) and 
(p = 4 and q 2 6) (we assume p < q). 
Ifp=4andq=5,then 
Ifp=3andqa5,then 
Observing that the cliques covering r are of size at most 4, one can check that there is 
no counterexample with p = 4 and q = 4, p = 3 and q = 4, p = 3 and q = 3. If p = 2, 
we are in case (iii). If p = 1, we are in case (ii). If p = 0, we are in case (i). 
Theorem 2.3. Let G be a graph obtained from 2K, by removing a matching. Then, in 
any partition of the edge set of G by cliques there are at least m cliques, except for the 
con$guration { 1,2,3,4,5,6}, (1,4,6,7}, {2,3,6,7}, (1,3,5,7}, {2,4,5,7}, {5,6}; the 
cliques obtained from these by deleting vertex 6 or vertex 7 or edge (5,6}; ,.. and the 
trivial configuration: G = 2K, and only two cliques. 
Proof. If EC = Ej for some i # j, then the configuration is the trivial one. Hence, we 
may assume that Ei # Ej whenever i #j. If there is an edge in H with cardinality 2, 
then we can apply Corollary 1.3. If ei > 3 for every edge in H, then dij > 0 for every 
discordant pair and dij = 0 iff ei = ej = 3. If we cannot apply Theorem 1.4 or 1.5, 
we may assume AI2 = AS4 = 0. We may suppose that El = {C,, CZ, C,} and 
Ez = {C,, Cq, C,}. Since two cliques in El and two cliques in Ez have to belong to 
ES, C3 must be one (because e3 = 3). Hence we may assume E3 = {C,, C3, C,} and 
then E4 = {C,, C3, C,}. Now, for k > 5, there are exactly three possibilities: (1, k} is 
covered by C1 and C3, then (2, k} is covered by C4 and Cg; or { 1, k} is covered by 
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C1 and CJ, then { 2, k} is covered by C3 and Cq; or { 1,4} is covered by C2 and C3, then 
(2, k} is covered by C3 and C5. Furthermore, it is not possible that the same 
combination occurs for k # k’, otherwise {k, k’] would be covered at least three times. 
Finally, m d 7 and we get the announced configurations. 
3. Recursively intersecting hypergraphs 
Theorem 3.1. Let H = (E,, . , E,} be a hypergraph on n vertices, and assume that 
there is an integer A and a partition of H into classes C,, , C, such that: if Ei and Ej 
are in difSerent classes, then (E,nE,I = A; if EL and Ej are in the same class C,Y then 
IE,nEjI = i., > A. Then it follows that m < n. 
Proof. Let A denote the incidence matrix of H: Aij = 1 if xj E Ei, 0 otherwise. We claim 
that AA’ is a positive definite matrix. We can write: AA’ = i.J + B + D, where J, is 
the matrix of l’s of order m, 
/ls = i, - i, 4 = IGI, 
and D is a diagonal matrix. Since AJ, and B are positive semidefinite, AA’ is clearly 
positive definite if: V’s, VEi E C,, ei > AS. But if Ei E C, with ei = A,, then ej > i,, for 
every other edge in C, (we still assume Ei # Ej whenever i # j), and it still follows that 
B + D is positive definite. 
As a corollary we can complete a result by de Caen and Gregory [6]: T( p, q, i1, j.2)f 
is the multigraph on pq vertices with the vertices partitioned into p parts, each of size 
y, such that two vertices are joined by i-i edges if they belong to the same part, Jbi 
otherwise. 
Corollary 3.2. Zf i, > A2 then, in any partition of the edge set of T(p,q,i, ,&) hi) 
complete subgraphs, there are at least pq cliques. 
In order to generalize Theorem 3.1, let us say that H is a recursively intersecting 
hypergraph of level k and parameter A if there is a partition of H into classes 
C 1, . . , C, such that if Ei and Ej are not in the same class then ( EinEj 1 = i,, and each 
C, is a recursively intersecting hypergraph of level k, < k and parameter & > i,. 
Theorem 3.3. If H is a recursively intersecting hypergraph, then m < n. 
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Proof. By induction on k, we prove that AA’ = LJ, + A, where A is a positive definite 
matrix. For k = 1, see Theorem 3.1. For k 2 2, 
with B, = A, Ai - AJ,, 
By induction hypothesis, A,Ai = il,il,_ + A,, where A, is a positive definite matrix. 
Hence AA’ = LJ, + A, where 
c11Jq 0 0 
A= i 0 ‘.. 0 
0 0 ~rJm, 
is positive definite. 
4. History 
Al 0 0 
0 ‘.. 0 
0 0 A, 
In 1940, Fisher [9] was in fact dealing with uniform hypergraphs (where all edges 
have the same cardinality). In 1948, de Bruijn and Erdiis [S] gave a combinatorial 
proof of nonuniform Fisher’s inequality for /1 = 1, and classified the cases of equality. 
In 1953, Majumdar [14], using linear algebra, proved that whatever the value of A, 
uniformity was unnecessary. The cases of equality for arbitrary values of i were 
studied by Ryser [20] in 1968; another approach was given by Padberg [16] in 1990; 
and recently Chvatal [S] has revisited this question. 
Partitioning the edge set of a graph into complete subgraphs or into complete 
bipartite subgraphs are very similar problems. The analogue of Fisher’s inequality is 
then a theorem of Graham and Pollak [ 111; a short proof was given by Tverberg [23] 
in 1982, an adaptation of which to Fisher’s inequality we gave [17] in 1990. For 
generalizations and sharpenings of Fisher’s inequality and its analogue, see [l, 6,7, 
10,13,18,19,21,22]. 
Theorem 2.1 has been proven by Gregory et al. [12] when G is K, less a perfect 
matching; we are indebted to them for the title of Section 1, the content of which has 
been prompted by Babai’s proof of the nonuniform Ray-Chaudhuri-Wilson inequal- 
ity [2]. For a survey of linear algebra methods in combinatorics, see [3]. For a survey 
of clique and biclique coverings and partitions, see [15]. 
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