Abstract-In this paper an image processing algorithm for automatic evaluation of scanned examination sheets is described. The discussed image contains selected function graphs sketched on a prepared sheets. This type of task is characteristic of final high school exams of natural sciences. Our challenge was to develop an evaluation algorithm, which works with a precision comparable to the teacher. If the image contains the correct solution, the algorithm should husk it from a set of random lines, deletions, amendments, drafts, bearing in mind, that lines were drawn by hand. In addition, the algorithm should calculate scores for partially correct solutions. An essential part of our proposal, which is image segmentation and identification, is based on leastsquares fitting combined with 1-NN classification. The proposed solution is flexible and can be extended to other types of tasks such as drawing geometrical figures.
I. INTRODUCTION
E LECTRONIC marking (e-marking), also known as Computer Assisted Assessment (CAA) or Computer Based Assessment (CBA) is relatively a new idea in the field of teaching. Its main advantage is facilitating the laborious process of design, delivery, collection, scoring and analysis of the assessments [10] . Other advantages of CAA are easier schedule and administration of assessments, the immediacy of results, their increased objectivity and security, the possibility of monitoring students and suitability for distance learning [6] .
Students also seemed to consider CBA as being more promising, credible, objective, fair, interesting, fun, fast and less difficult or stressful, while they stated that they preferred computerized versus written assessment [7] , [5] . In [11] it has been shown, that introduction of CAA allows to keep original accuracy of the exam and increase its reliability and even improve exam quality.
E-marking has been widespread in Great Britain and the USA. The experience gained by Examination Boards like AQA, OCR and EDEXCEL in Great Britain and ETS in the USA suggests that introducing e-marking improves the quality and reliability of the exams.
CAA and e-marking systems described in the literature have been designed for automatic evaluation of the exams carried out at the computer, which means, they use analytical or lexical form immediately.
The prevalence of this form of examination in the case of final examinations in primary and secondary schools can be difficult, due to the need to build IT infrastructure capable to handle a large number of people using the system at the same time.
We anticipate that still the dominant number of examinations will be carried out on the paper sheets and will be checked by humans.
Designing a system that will identify and evaluate the content of the answer sheets based on image processing and understanding algorithms can solve this problem, and in addition will be the value of research in the field of artificial intelligence.
Among the available literature and documentation we have not found any CAA systems that rely on image analysis and could be compared with ours, although there exist possible useful for our problem applications of:
• optical character recognition / intelligent character recognition (OCR/ICR) [18] ; • lexicography analysis [13] ;
• image understanding techniques [14] ;
• neural networks to OCR/ICR and text identification algorithms [4] , [12] ; • Hough transform to object identification [9] . Our method of evaluation sketched function graphs relies on
• conversion the sketched shapes to its analytical form (coefficients an equation of a straight line or a parabola) • merging of graph fragments basing on the evaluated coefficients • comparison of the sketched graphs to model graphs by comparison of the evaluated coefficients to required values In contrast to our previous approaches we do not use any reference image (possibly sketched by a teacher).
In practice each image should be segmented into individual primitives before the comparison. In our previous works [15] , [16] , [17] we utilized cross-correlation [3] and Generalized Hough Transform (GHT) for this purpose. Unfortunately, the methods, we utilized, did not prove to be flexible and requires major redesign of the algorithm and for assessing new tasks. On the contrary, the least squares method can be used to identify most of the lines described analytically (through equation). The difficulty lies only in the transformation of the figure equation to the form of which the iterative process of fitting is convergent.
II. DESCRIPTION OF THE TASK
The students have been asked to draw two graphs. First one is a function that has two points of discontinuity(eq. 1).
Its graph ( Fig. 1 ) consists of three line segments: Second one is a parabola given by the formula (eq. 2):
It has zeros in x 1 = 1 and x 2 = 5 and the minimum in the point (3, −4) (see Fig. 2 )
III. FITTING SHAPES USING LEAST-SQUARES
In the literature one can find a few examples of the use of fitting methods for finding the unknown parameters of geometric figures or function graphs. The publications are related to circles and ellipses [2] , spheres, ellipses, hyperbolas, and parabolas [8] . Authors of these studies often adopt a twophase method: first phase -algebraic fitting, second phase geometrical fitting.
Algebraic fit consists in solving the equation:
where z is a vector of n parameters, x are points in ldimensional (for example l = 2) space. To calculate the parameters for an analytical form of the function using fitting we must create the matrix B for which:
The algebraic fit usually does lead to the exact solution as it consists in solution of the overdetermined system (m ≫ k) and choice the approximate solution to minimize the mean square error. In our approach we have chosen Singular Value Decomposition.
The idea of decomposition of the matrix
with zero or non-zero elements and a square, orthogonal matrix [V ](k × k). We obtain the following equation:
The condition of orthogonality is
Evaluated matrix V corresponding to smallest singular value of [B] contains a vector of parameters z in its last column.
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The objective of the geometric fit is to minimize the geometric square error.
In this study the Gauss-Newton method is used.
IV. PROPOSED ALGORITHMS
The proposed method of sketched graphs assessment is based on the analysis of all connected components in the image, obtained in the process of preprocessing. In the phase of image preprocessing, all printed content of the examination sheet is erased -only sketched lines remain. However, the process of overprints removal as well as the way in which the student draws a graph causes some defects -the filtered lines may not remain connected, for example, the circle becomes a dozen of arcs. Next the lines are thinned to a single pixel.
Assuming that the exercise was to draw a graph of a linear function, which is a straight line, the algorithm will work as follows This means that the corresponding sets of points belong to one line. 3) for the union of the components obtained in the previous step re-do the fitting to accurately determine the parameters of the line. This method can be generalized to simultaneously search for several straight lines. Then, the obtained vectors (a, b, c) will be subjected to clustering to indicate several groups of similar vectors.
In case the student task is to draw a number of different geometric shapes, we will try to adjust the parameters of different functions to each of them, looking for the best fit.
A. Fitting a straight line
In the first phase, the algorithm will minimize the algebraic error. Assume that a simple algebraic representation a straight line in the plane is given by
The aim is to find values of a, b, c for given points x. Substituting the coordinates of the points in the above equation we obtain the system of equations.
[B] · z = 0, for the parameters z = (a, b, c), where B is in the form:
Assuming, that m > 3, B is a rectangular, the system is overdetermined and probably inconsistent. The solution is approximated with Singular Value Decomposition.
Denote the obtained solution by z = (a 0 , b 0 , c 0 ). In the case of good fit such a solution is sufficient. However, if there are points x lying far from the approximated line, the bias arises, and therefore a second phase of the algorithmgeometric fit -must be launched.
Since there are many combinations of (a 0 , b 0 , c 0 ) corresponding to one line, one of the co-ordinates should be eliminated. Choose
The Gauss-Newton method involves the iteration which consists of two operations:
• solution of the system −[J] · h = f with the unknown vector h; • correction of the solution z = z + h. In the above system f is the objective function. It is a vector of distances of each point to the fitted line. J is the Jacobiancontains derivatives of the coordinates of the vector z (sought parameters). Formally: 
The condition of convergence is calculated by the relative difference between the current and the previous solution.
B. Fitting a parabola
In our discussion we will consider only the parabola which symmetry axis is parallel to the y-axis in the coordinate system. Accordingly, the parabola is defined by the algebraic equation:
x xh1 xv xh2 Fig. 3 . Approximation of the distance of the point from the parabola Denote the searched value z = (a, b, c, d). To find the algebraic fitting for the equation denote:
x 11 x 12 1 x 2 21
Just as in the case of a straight line, the system of equations is solved by SVD giving the value of z 0 = (a 0 , b 0 , c 0 , d 0 ). Then the geometric fit is carried out.
Similarly, as in the case of a straight line, in order to avoid ambiguity (and, consequently, the divergence of the process) we eliminate one of the parameters. Given the assumed position of the parabola it will be a parameter c.
Iterative process will be conducted the same way as in the case of a straight line. However, due to a difficulty in determining the distance from the point to the parabola, some simplification will be used.
To calculate the distance of a point x to the parabola together with its partial derivatives, we derive a straight line from this point, parallel to the x-axis. It may cross the parabola at points X H1 and X H2 . We also derive a line from x, parallel to the y-axis, which always intersects the parabola (the point X V ). The points of intersection are calculated straight out of the equation of the parabola. Denote:
If x h1 and x h2 do not exist, assume that f x = f y .
Assuming that x H1 is a closer point, we calculate the partial derivatives of its distance.
As an approximate distance of the point to the parabola we use the geometric average of calculated values f x , f y .
Then, the Jacobian is defined by equations.
V. THE MAIN ALGORITHM FOR IMAGE PROCESSING
Due to the fact that each image may have a different content and may include various types of function graph we decided to identify the graph using least-squares method for each line segment found in the image.
The preprocessing phase includes separation of the drawing from the rest of scanned examination sheet. Our method described in [16] has been replaced by more efficient color discrimination. For this purpose the coordinate system had to be printed red, while students use blue or black pen.
The color filtration condition is presented by the formula for all pixel p IN I l do • segment the image -label all connected components. We obtain I l image containing 1 . . . l components.
PROCEEDINGS OF THE FEDCSIS. WARSAW, 2014
The following sections present our methods of analyzing and assess individually: discontinuous linear function and quadratic function.
A. Analyzing straight lines
The main part of the image processing is summarized in the following algorithms 
B. Obtaining a score
Each of line segments of the discontinuous function which is to be drawn is assessed independently, so if there are three segments of the graph, the maximum mark is 3. We take into account A, B, C coefficients of the linear function and the minimum and maximum x coordinate of the found line.
C. Analyzing a parabola
The initial phase of the algorithm is similar to Alg. 1 for processing straight lines 
The main loop is repeated until we reach a required tolerance but no more than 10 times. As for straight lines, the algebraic fit followed by geometric fit are calculated. Again, as for straight lines, we merge the neighboring curves. The merge is done conditionally. For each pair the fitting is performed as for one set of points. If the convergence does not increase more than three times, the curves may be merged. After completion the process of fitting and merging the curves we obtain one or more curves that are possibly parabolas.
For the process of the assessment we take into account:
• (x min , x max ) -a position of the curve in the coordinate set.
• (y min , y max ) -minimum or maximum value of the drawn function • a count of pixels, that are not assigned as parabolas (these are possibly amendments) If for the examined graph true are the statements: 1) values (x min , x max ) and (y min or y max ) fall within a specified range 2) two of (a, b, c) parameters fall within a specified range 3) the count of amendment pixels is less than a specified threshold the student receives 1 point. Moreover if all of (a, b, c) parameters fall within a specified range, the student receives a maximum score -2 points.
If the count of amendment pixels exceeds a specified threshold, the graph is assigned as unrecognized.
VI. TEACHING THE ALGORITHMS
The algorithm for graphs classification runs in a supervised manner (with teaching). For each new type of the image (modified print-out, different task, different scanner) the step of teaching must be repeated. The teaching phase consists of evaluation acceptable ranges in the feature space. Some of them are calculated from the formula of the task:
• a, b, c parameters (both lines and parabola) • x min and x max values
• y min or x max value (only for a parabola) but their tolerances must be evaluated experimentally. Other parameters are:
• a threshold for detection of amendments • a threshold for minimal length of a line (only for lines) The teaching is carried out by comparing the proper scores (given by a teacher) for several test images containing graph sketches with the scores calculated by algorithms.
The aim of the tune-up is to minimize the overall error (number of different scores)
For the experiments 57 sheets with Task 1 and 72 sheets with task 2 have been used. All the sheets have been assessed by teachers for comparison. The examination sheets have been scanned in color mode with resolution 300 DPI. With this resolution each image containing extracted coordinate set with sketches has an area about 1 Megapixel. Table I contains results of manual assessment of Task 1 for 11 exemplary works and the parameters obtained by an algorithm. To the process of algorithm teaching 30 of 57 sheets have been randomly drawn (summarized in Table II ). Note, that the values of parameters presented in Table II are  expressed in pixels rather than units.  Tables III and IV present corresponding data for Task 2 
VII. THE RESULTS OF THE EXPERIMENT
In Table V the best results (for parameters presented in  Tables II and IV) for training sets have been summarized. 
VIII. CONCLUSIONS
According to this report (Table VI) the algorithm works properly for the case of the tested task. The errors occurred for the cases when the solutions contained amendments, strikethroughs. Tasks which were not recognized, contained additional objects or the drawings were done careless. Parameters of the algorithm were chosen so as to minimize the amount of erroneous assessments among the training set, even at the cost of increase of the number of unresolved tasks.
A general drawback of this approach is a necessity to train the algorithm before an assessment of a new task, but some of the parameters may be read from the analytical form of the function. Other parameters, which are tolerance, can be expressed as a percentage of the size of the unit.
Our future research will include the detection and assessment of graphs of trigonometric, exponential and rational Furthermore the algorithm of identification acceptable and redundant objects will be improved. 
