Parallel processing is a way to use resources efficiently by processing several jobs simultaneously on different servers. In a well-controlled environment where the status of the servers and the jobs are well known, everything is nearly deterministic and replicating jobs on different servers is obviously a waste of resources. However, in a poorly controlled environment where the servers are unreliable and/or their capacity is highly variable, it is desirable to design a system that is robust in the sense that it is not affected by the poorly performing servers. By replicating jobs and assigning them to several different servers simultaneously, we not only achieve robustness but we can also make the system more efficient under certain conditions so that the jobs are processed at a faster rate overall. In this paper we consider the option of replicating jobs and study how the performance of different 'degrees' of replication, ranging from no replication to full replication, affects the performance of a system of parallel servers.
Introduction
When scheduling jobs over multiple resources, it is natural to take advantage of the parallel structure, where different jobs are served simultaneously on different servers. Replicating the same job on different servers is usually considered a waste of resources; in many cases, such as for manufacturing systems, it is not even feasible. However, for most computational jobs, replicating a job is not only feasible but also practically effortless. We investigate situations where using the option to replicate can be beneficial.
Recently, a new paradigm for distributed computing, called grid computing [3] , has emerged and is becoming popular. One distinctive feature of grid computing is the unusual characteristics of the resources. The resource pool is a massive group of autonomous and unreliable servers connected by the Internet, where each server is owned and/or controlled by an independent entity. Examples are normal home users with PCs, high performance gaming consoles with idle CPU cycles, and in a corporate environment, where computers assigned to employees are left on most of the time. Currently, deployed grid applications include SETI@home [5] for the search of intelligent life forms in outer space and Folding@home [6] for studying the structure of protein molecules. In both cases, the job is a computation to be performed on an assigned batch of data. some discussion in the sequel of how positive temporal dependence changes the results we obtain, assuming independence.
There has been work done on replication for cases where the optimal amount of replication is an extreme value, i.e. minimal or maximal replication. Borst et al. [1] considered a multiserver discrete-time queueing system with batch arrivals with random size. The service time of each job has a geometric distribution. It was shown that a policy that distributes the jobs over the servers as 'evenly as possible', i.e. minimal replication, minimizes both the number of jobs in the system jointly across time as well as the mean response time of the jobs.
Koole and Righter [4] proved that, for a multiserver queueing system, if the service times have a new worse than used (NWU) distribution (defined in Section 2) then a maximum replication policy, i.e. processing jobs sequentially using all servers for each job, stochastically maximizes the number of completed jobs jointly across time for an arbitrary arrival process of jobs. They obtained an analogous result for the optimality of minimal replication for two servers and new better than used (NBU) service times.
After some preliminary definitions in Section 2, we consider minimization of the expected makespan, defined as the expected time required to complete all jobs, for a finite number of jobs in Section 3.
Dobber [2] approximated the mean and standard deviations of order statistics necessary for computing the expected makespan in terms of the mean and standard deviations of the service distribution, and used the approximations to compare the performance of various degrees of replication. Our approach is more analytic than Dobber's. We give a condition that guarantees monotonicity of the expected makespan in the degree of replication and characterize the makespan random variable for particular distributions. For Bernoulli service time distributions, we show that as long as the mean is at most 2 3 , maximal replication will be preferred to minimal replication. We describe the effect of service time variability by showing that the performance of maximal replication relative to minimal replication gets better with more variable service times. Bounds and asymptotic results are also presented.
In Section 4 we assume a general arrival stream of jobs and approach the problem from a queueing perspective. We investigate how the degree of replication affects the effective service rate and, hence, the overall system load, ρ. We prove that if maximal replication is optimal for the system load objective, it is also optimal for the makespan objective. We provide monotonicity conditions for the system load in the degree of replication, and show the optimality of minimal and maximal replications for NBU and, respectively, NWU service times. A closedform expression for the system load is found for the Bernoulli, shifted Bernoulli, and Pareto distributions. We show that, for Bernoulli(p) service times, p = 1/e is an upper threshold for maximal replication to be optimal.
Our general conclusion is that the degree of replication should increase with the variability of the distribution.
Preliminaries
Here we define terms and relations that we will use frequently. For more detail and proofs, see [9, pp. 3-112] . In what follows, X and Y are nonnegative random variables with finite expectations.
Stochastic order relations Definition 1. (Stochastic order.)
The random variable X is said to be greater than Y in the stochastic order, written as
A class of distributions depending on the variability relative to the exponential distribution can be defined.
Definition 7. (Harmonic new better and harmonic new worse than used in expectations.)
The random variable X is called harmonic new better than used in expectation (HNBUE) if X ≤ cx exponential(µ), where E[X] = 1/µ. If the opposite inequality holds then the random variable X is called harmonic new worse than used in expectation (HNWUE).
We have NWU ⇒ NWUE ⇒ HNWUE, NBU ⇒ NBUE ⇒ HNBUE.
Since the coefficient of variation of an exponential random variable (RV) is 1, and convex ordering implies ordering in the variance, NWU, NWUE, and HNWUE distributions have coefficients of variation larger than or equal to 1.
Dependence measures and orders
We define measures of positive dependence and how two n-dimensional random vectors X and Y can be ordered by the strength of positive dependence among their components. For more details and proofs, see [10, pp. 387-404] .
Definition 8. (Weak positive association (WPA).) If the RVs
for all choices of disjoint subsets {i 1 , . . . , i k } and {j 1 , . . . , j n−k } of {1, 2, . . . , n}, and all increasing functions h 1 and h 2 for which the above covariance is defined, then X 1 , X 2 , . . . , X n are said to be weakly positively associated.
WPA characterizes an existence of positive dependence, but does not measure its strength. To measure the relative strength of positive dependence between two random vectors, we introduce the supermodular order. A function φ : R n → R is supermodular if, for any x, y ∈ R n , it satisfies
where the operators '∧' and '∨' denote coordinatewise minimum and maximum, respectively.
Definition 9. (Supermodular order.)
The random vector X is said to be greater than Y in the supermodular order, written as X ≥ sm Y , if
for all supermodular functions φ : R n → R.
It can be shown that if X I is a vector of independent RVs having the same marginals as X, and X is weakly positively associated, then X ≥ sm X I (see Theorem 9.A.23 of [10] ). 
Analysis of makespan under finite workload
In our first model we have a finite number of jobs to process using a predetermined number of parallel servers, and we are interested in the makespan, i.e. the amount of time spent to complete all jobs. For simplicity, we assume that there are n processors and n jobs. We consider l-replication policies that replicate each job l times, where l is a factor of n. So, for the case l = 1, i.e. the minimal replication policy, we run n different jobs on n different processors in parallel. For the case l = n, i.e. the maximal replication policy, all jobs are processed sequentially, where each job at the time of execution occupies all n processors with its replicas. For the case 1 < l < n, we partition the processors and jobs into m groups of l processors, where lm = n and each group consists of l jobs waiting to be processed by the group of processors. See Figure 1 . Other assumptions we make are that there is no communication delay for transmitting problem data across the system, there is no overhead induced when starting a new job, and there is no penalty for interrupting a running job. These assumptions are all reasonable in a grid computing environment where the users of donated computers download the software once, and thereafter just input/output data is transmitted.
Let us denote the service time of the kth replication of the ith job of group j as X ij k , i = 1, . . . , l, j = 1, . . . , m, k = 1, . . . , l. Because of our setup, we can also think of index k as representing the kth server in group j . Assume that X ij k is nonnegative and i.i.d. for all i, j, and k. We may express the makespan for l-replications as
We can see that finding a closed form for the distribution of the makespan is generally intractable since it is an l-fold convolution of a function raised to the mth power. Consequently, computing the expected value analytically is very difficult. However, for the purpose of motivating the idea of replication, we estimated E[M (l,n) ] through simulated values of log-normally distributed service times X for different coefficients of variation, c v = √ var(X)/ E[X]. See Table 1 . Recall that an RV X has a log-normal distribution with parameters µ and σ if log e X ∼ N(µ, σ 2 ). Note that the mean and variance of X is exp{µ + σ 2 /2} and (exp{σ 2 } − 1) exp{2µ + σ 2 }, respectively. Observe that when c v is reasonably large, replication drastically reduces the expected makespan.
For the extreme cases of minimal and maximal replications, either the convolution or the exponent vanishes and this difficulty can be avoided. In particular, the maximal replication policy (l = n and m = 1) has makespan
and the minimal replication (l = 1 and m = n) has makespan
Note that when evaluating E[M (1,n) ] or E[M (n,n) ], we do not need the temporal independence assumption since, for maximal replication, we take the expectation over a sum.
For service time distributions where maximal replication is optimal regardless of the number of available servers, n, we have the following result. (k,r) for all r and all factors k of r, then M (1/2,n) ≥ st M (l,n) when l is even and a factor of n.
Proof. Fix the degree of replication l and observe that within each group of l servers, maximal replication takes place. So the time it takes for a group to finish processing its l jobs is M (l,l) .
Splitting each group into two subgroups,
When n and l are powers of 2, we can apply Theorem 1 repetitively to get a monotonicity property. (l,n) for all l and n such that 2 ≤ l ≤ n, where l and n are powers of 2, then M (l,n) stochastically decreases in l for all n.
The optimality of maximal replication for NWU service times [4] does not depend on the number of servers, n, and by applying Theorem 1 we have the following result.
Corollary 2. If 2 ≤ l ≤ n, where l and n are powers of 2, and if service times are NWU, M (l,n) stochastically decreases in l.
Since NWU distributions are highly variable (e.g. the coefficient of variation is greater than or equal to 1 and larger than the exponential distribution in the convex ordering sense), this is consistent with the general observation in the following section that more variability favors more replication.
The impact of service time variability on the expected makespan
Recall that the motivation behind considering job replication was that we expected replication to have an advantage over nonreplication when the service times are highly variable. It turns out that this is indeed true under certain conditions. Here we establish an ordering between expected makespans under two convex ordered service time distributions using the same policy. But we were only able to show the result for minimal replication and maximal replication policies. We use convex ordering as our measure of relative variability. We begin with the following lemma.
Lemma 1.
The following implications hold, where M and M are the makespans with generic service times X and X , respectively.
Proof. For part 1, we have
Letting f (x) = max(x), x ∈ R n , we can see that f (x) is convex in R n and increasing convex componentwise. Let g be an arbitrary, univariate, increasing convex function. Then it follows 554 Y. KIM ET AL.
that the composition g • f : R n → R is also increasing convex componentwise. By changing one component at a time,
and it follows that M (1,n) 
is increasing concave componentwise, so is f (x). For any increasing concave function g, g • f is also increasing concave componentwise. So, by using the same reasoning as for part 1,
and we conclude that
We can conclude that minimal replication performs better for less variable service time distributions and that maximal replication performs better for more variable service time distributions. Theorem 2 also implies that if the maximal replication policy is better than the minimal replication policy for service time X, then the same is true for service times larger than X in the convex sense.
By the optimality of maximal replication for exponential service time distributions [4] , it is possible to show that maximal replication is better than minimal replication for service times that are more variable than the exponential.
Corollary 3. If X is HNWUE (see Definition 7) then maximal replication yields a smaller makespan than minimal replication.

Geometric service time distributions
Suppose that the X ij k are i.i.d. geometric(p). Then,
and which has the distribution function
Finally, the distribution function of M (l,n) can be found:
and its mean is
It can be seen that, for geometric(0.2) service times, using five-replication reduces the expected makespan of 100 jobs by half compared to scheduling the jobs in parallel. See Figure 2 . This result may seem like a contradiction to the optimality of maximal replication for NWU service times since the geometric distribution is memoryless. But, if we extend the support from the nonnegative integers to the nonnegative reals, the geometric distribution is not NWU. It is required in [4] that the support be the real line for the optimality result to hold. It may also seem to contradict the result of Borst et al. [1] , but they permitted the degree of replication to change over time.
Bernoulli service times
Consider the case when the service time distribution has probability mass accumulated on two points. Such two-point distributions are interesting because they are easy to analyze and yet they capture the effect of individual grid resources being in two states (e.g. busy/idle). They also provide insight into the analysis of having general bimodal service time distributions. We also use some of the theory we develop here for general bounded distributions in Subsection 3.1.
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We first consider the Bernoulli distribution taking values 0 or 1 and later extend to the case where the distribution is shifted away from 0.
Suppose that the service time distribution of a job is Bernoulli with success probability p: X = 1 with probability p, 0 with probability 1 − p.
The expected makespan for maximal replication is
and for minimal replication it is E max j ∈{1,...,n}
We observe that, for sufficiently large n, maximal replication will perform better than minimal replication. This result relies heavily on the fact that X ij k has a nonzero probability of taking the value 0, so, for a large number of replications, the minimum of the service times will be 0 with high probability. Let us now find an expression for the expected makespan for l-replication. Since min k∈{1,...,l} X ij k = 1 with probability p l , 0 with probability 1 − p l ,
where F (·) is the distribution function of B(l, p l ). It is easy to calculate this value for various n, l, and p (see Figure 3) . The shapes of the graphs for different combinations of (n, p) were all either monotonically increasing, monotonically decreasing, or increasing and then decreasing in l, which we conjecture to be true in general. 
Conjecture 1. For Bernoulli service times, E[M
(l,n) ] ≥ min{E[M (1,n) ], E[M (n,n) ]}, i.e.
either maximal replication or minimal replication is optimal.
As p approaches 1, it is evident that the maximal replication makespan will approach n, which is larger than 1, the upper bound of the minimal replication makespan. By the results of Figure 3 , there is reason to believe that there is a certain upper threshold for p such that maximal replication is better than minimal replication for all n. Proof. The expected makespan is np n for maximal replication and 1 − (1 − p) n for minimal replication. For n = 1, minimal and maximal replications are equivalent for all p. We only need to verify the n ≥ 2 case. For fixed n ≥ 2, let us consider the function f n (p) = np n +(1−p) n −1 on the interval [0, 1]. Note that f n (0) = 0 and f n (1) = n − 1 > 0, so we can restrict our attention to the form of the function f n (p) on the open interval (0, 1). Observe the second derivative of f n (p):
we see that f n (p) is convex on (0, 1) for n ≥ 2. Also, p = 1/(n 1/(n−1) + 1) is always a root of the equation f n (p) = 0, and we conclude that f n (p) has a minimum on (0, 1), and since f n (0) = 0, the minimum value must be strictly smaller than 0. The convexity of f n (p), f n (0) = 0, and the existence of a point 0 < a < 1, where f n (a) < 0, imply that the function has a single root, c n , in the interval (0, 1), so it can be partitioned as (0, c n ] ∪ (c n , 1), where f n (p) ≤ 0 on (0, c n ] and f n (p) > 0 on (c n , 0).
Theorem 3.
For n ≥ 2, the sequence {c n } described in Lemma 2 is increasing in n.
Proof. Observe that the second term of f n (p) = np n + (1 − p) n − 1 decreases in n and consider the first term np n . Letting n vary continuously while holding p fixed, np n is decreasing on n ≥ 1/ log(1/p) or, equivalently, p ≤ e −1/n . Defining d n = e −1/n , f n (p) is decreasing in n for all p ≤ d n . Note that d n increases in n. If c n ≤ d n for n ≥ 2 then we can conclude that c n is increasing in n. To see if this condition holds, we exploit the fact that c n is an upcrossing point of f n (p) and evaluate the sign of
Since the third term is always positive, it can be seen that at least for n ≥ 3, f n (d n then the expected makespan of maximal replication is no larger than that of minimal replication for all n ≥ 1.
Proof. Since
Combining Corollary 4 with our earlier conjecture, we believe that maximal replication is optimal whenever p ≤ Proof. We use the tail characterization of convex ordering, i.e. X ≥ cx Y if and only if
Observe that, owing to the monotonicity of F X , the sign of h (y) changes from negative to positive as y increases from 0 to b. Also, since
This lemma together with Theorem 2 provides a link between the performance of a bounded service time and a two-point distributed service time.
Corollary 5. Let X be a bounded random variable denoting the service time, and let X be the two-point distribution with the same mean having mass on the two boundary points of X. If minimal replication yields a smaller makespan than maximal replication for X , then minimal replication yields a smaller makespan than maximal replication for X as well.
By using the result of Lemma 2, it is a simple task to compare the performance of minimal replication to the performance of maximal replication, provided that c n can be computed. 
Shifted Bernoulli service times
Let us now consider the more realistic case where the lower bound of the two-point distribution is δ (0 < δ < 1) away from 0. Now we may have an optimal l that is strictly between 1 and n. Let the service time be X, where X = 1 with probability p, δ with probability 1 − p,
Expressing X in terms of Z and substituting it into (1), we obtain an expression for the l-replication expected makespan for service time X:
Note that the expectation part of the last expression is the makespan for the l-replication with Bernoulli service times taking values 0 or 1. We may use the result derived for the Bernoulli service times to plot this expression for various l, m, n, and p (see Figure 4) .
It is interesting to see in these examples that there exist cases where the optimal degree of replication occurs at a nonextreme l value.
When we have a strictly positive lower bound on the service time, processing jobs in sequence creates an overhead which can be avoided by using minimal replication. So we can expect minimal replication to be favorable over maximal replication in this case. Nonextreme solutions where 10 or 20 replications of each job is optimal.
Theorem 4. For the shifted Bernoulli service time distribution, the expected makespan of minimal replication is smaller or equal to that of maximal replication for all
Proof. The expected makespan of maximal and minimal replications is np n + nδ(1 − p n ) and 1 − (1 − δ)(1 − p) n , respectively. For n = 1, these share the same value. Henceforth, we assume that n ≥ 2. For fixed n, let f n (p) = E[M (n,n) − M (1,n) ], where
Observe that f n (p) > 0 since 0 < δ < 1 and n ≥ 2. So f n (p) is convex in p. The positive real root of the equation f n (p) = 0 isp = 1 1 + n 1/(n−1) , which lies strictly between 0 and 1. Evaluating the minimum value of f n (p),
A condition equivalent to f n (p) > 0 is
In the above proof, note that f n (0) = δ(n − 1) > 0, f n (1) = n − 1 > 0, and f n (p) is convex. So minimal replication is better than maximal replication near extreme values of p, which is also when the variance of the service time is small. Also, near p =p, depending on n and δ, either maximal replication is better than minimal replication or at least the performance gap between them is minimized.
General discrete service time distributions
For the general discrete distribution defined on a finite number of points, we show how to compute E[M (l,n) ] exactly. Let X have the discrete distribution = (a 1 , . . . , a k ) , where (a 1 ≤ a 2 ≤ · · · ≤ a k ), and let p = (p 1 , . . . , p k ) , where p > 0 and a ≥ 0. Then X can be represented as X = a Y , where Y is distributed multinomial(1,p). Let {X i ; i = 1, . . . , l} be i.i.d. samples of X. We have
where Z is multinomial(l,p). It remains to find the distribution function of the RV a Z:
where f (z) is the probability mass function of multinomial(l,p). Note that the number of summands is of O(l k−1 ). So when k is fixed, the time complexity of computing the distribution is polynomial in l. Let Z 1 , ..., Z m be i.i.d. samples with the same distribution as Z. Finally, the distribution function of {max a Z 1 , . . . , a Z m } is {P(a Z ≤ x)} m and the expectation can be computed by summing the tail probability. So,
Example 1. The expected makespan of a system with eight servers and service time distribution We can use an appropriate discrete distribution to obtain an approximation for general bounded continuous distributions. A difficulty is that the precision of the approximation depends on k, the number of points in the discrete RV's support, which impacts on the complexity exponentially. But, since any bounded distribution can be stochastically bounded by an appropriate bounded discrete distribution, and a fairly good bound can be obtained with a relatively small k, this method can be useful for worst-case analysis.
Bounds for the l-replication makespan
For most service time distributions, finding the expected makespan for the general l-replication policy is analytically intractable. However, in some cases, by using its lower and upper bounds, we can determine whether the optimal number of replications is a nonextreme replication policy (i.e. 2 ≤ l ≤ n − 1) by comparing it to the expected makespan of the analytically tractable cases of l = 1 and l = n. If, for example, there is some 2 ≤ l ≤ n−1 that has an upper bound smaller than both the makespan of minimal and maximal replications, can conclude that the optimal number of replications is somewhere in the middle. We provide a lower bound and an upper bound of M (l,n) , the l-replication makespan.
Theorem 5.
For M (l,n) , the following inequality holds:
where X (i,j ) is the ith order statistic (in increasing order) from a sample of size j .
Proof. By applying Jensen's inequality, we obtain a lower bound for the l-replication makespan:
For an upper bound, we have
The first inequality holds because, for any i.
where i * is the maximizing index.
For the second inequality, consider an i.i.d. sample of size n laid out as a double array having l rows and m columns, where lm = n. Then can be verified by the following procedure. Take the minimum value within each column to obtain m numbers. Since the largest of the m numbers cannot be larger than the other l − 1 numbers in its column, the largest it can be is the lth largest of the n. The inequality follows by combining this with a sample path argument for the stochastic order.
When the support of the service time RV does not contain 0, we have the following result.
Lemma 4. Let the service time distribution X be a strictly positive RV such that
Proof. Let X ij k be i. We can see here that, for sufficiently large n, more replication will result in a higher makespan when service times are bounded away from 0.
Asymptotic properties
Since grid computing involves a large set of servers, we study the asymptotic properties of the makespan RV as n → ∞. The makespan RV for maximal replication,
is of particular interest since, for large n, it is a sum of many small RVs and we can expect it to have some limiting properties. 
and, consequently,
Note that the right-hand side has distribution exponential(nλ). Summing each side with respect to j , we have
Let us represent the distribution functions of the left-hand side RV as F n and the right-hand side RV as G n . Then an equivalent expression for the above stochastic order is F n (x) ≥ G n (x). Note that G n is the distribution function of Erlang(n, nλ), which converges to the constant 1/λ in distribution as n → ∞. Since F n (x) ≥ G n (x) holds pointwise for all n and the (pointwise) convergence of G n (x) is guaranteed,
for each x in the domain. This implies that, for x ≥ 1/λ, lim n F n (x) = 1, from which we can conclude that
Note that in the above theorem we do not make any assumptions on the convergence of n j =1 min{X 1,j , . . . , X n,j }. What this theorem tells us is that if the service time has an exponential RV as a stochastic upper bound, the probability of the maximal replication makespan being less than some constant approaches 1 as n goes to ∞.
Recall that, for NWU service times, a new service time is stochastically smaller than the remaining service time after some service has been completed. Also, from [4] , if the service time distribution is NWU, maximal replication is optimal, i.e. the expected makespan is minimized when l = n. We also have the following result.
Proof. Let H be the cumulative hazard rate function of X. Recall that X is NWU if and only if H is subadditive, i.e.
H (nx)
Observe that the left-hand side of the last inequality is the distribution function of min{X 1 , . . . , X n } and that the right-hand side is the distribution function of X/n. So we have min{X 1 , . . . , X n } ≤ st X/n and, consequently,
The right-hand side of the inequality converges to E[X] with probability 1 by the small law of large numbers and the result follows.
A more refined result for the asymptotic distribution of the maximal replication makespan can be found using the central limit theorem for triangular arrays of RVs, i.e. if {Z ni ; n = 1, 2, . . . ; i = 1, . . . , n} is a triangular array satisfying E[Z ni ] = 0, var(Z ni ) = σ 2 n , and for j = 1, . . . , n and some given sequence {b n }. Then {X nj ; n = 1, 2, . . . ; j = 1, . . . , n} forms a triangular array. For the central limit theorem to hold, it is sufficient to have
where σ 2 > 0 is a constant. Then
So, for large n, the maximal replication makespan is approximately distributed as N (nα n , b 2 n σ 2 ). Note that the sequence {b n } is determined by how fast the variance of min{X
so α n = 1/(n + 1), b n = 1/n, and σ 2 = 1. Note that, for uniform service times, minimal replication is preferred over maximal replication because, while there is no difference in the expected makespan, the variance of maximal replication is larger than that of minimal replication by a factor of n.
The impact of intertemporal dependence of service times
Now, we consider the case where there is positive dependence among successive service times for each server. A scenario where successive service times are positively dependent is when service times depend on how 'busy' the grid server is or when service times for our jobs can be modeled as waiting times in the underlying queue of work at the local server.
We compare the l-replication makespan for two cases where one (X) has a stronger temporal positive dependence among successive service times on each server than the other (Y ). For the two cases, let X Figure 5 for an illustration. Then we are comparing
with First we show that temporal dependence of service times is preserved after taking the minimum across servers, i.e. if we hold j = J fixed,
To establish this relation, we need Corollary 9.A.10 of [10] , which we restate for convenience. X 1 , Z) , . . . , h n (X n , Z)) ≥ sm (h 1 (Y 1 , Z) , . . . , h n (Y n , Z)) whenever h i (x, z), i = 1, . . . , n, are all increasing or all decreasing in x for every z.
We use Theorem 8 to show the following generalization of Theorem 9.A.12 of [10] .
where
Since X 1 , Y 1 , and Z (0) are independent and X 1 ≥ sm Y 1 , by Theorem 8 we have
By letting f i depend only on the first argument and row i of Z (0) , we have 
when j is fixed. From (2) and (3), we can see that the next step in comparing M (l,n) and M (l,n) is to sum the terms in (4). Now, since φ(x) = i x i is a linear function with positive coefficients, it is an increasing supermodular function and we can apply Theorem 9.A.16 of [10] to relate the supermodular ordering of individual terms to the increasing convex ordering of the sums of those terms.
Finally, since max{x} is increasing convex, we have, from (2) and (3),
Recall that if X is WPA, and X I has the same marginals as X but are independent, X ≥ sm X I (see Section 2) . Using this relation between WPA and the supermodular order, we obtain the following result which can be used to compare the expected makespan of the positive temporal dependence case with the corresponding makespan assuming temporal independence. 
We have identified many cases in which minimal replication or maximal replication is optimal when service times are temporally independent. The following corollary extends these results to the case in which there is positive dependence for jobs on the same server. 
do not depend on the index i and, therefore, they do not depend on any dependence across i. By Theorem 11, the expected makespan when there is WPA of service times within a server is always longer than when they are independent. So if minimal or maximal replication is optimal for the independent case, it must also be optimal for the WPA case.
So, for example, if our conjecture that either minimal or maximal replication is optimal for independent Bernoulli service times is true, it is also true when service times are WPA.
Performance analysis with an arrival stream of jobs
In the previous section we made the assumption that there are a finite number of jobs waiting to be processed. Now we allow jobs to arrive according to some arrival process and we select the number of servers among the n that will be grouped together so that each group is responsible for processing a single unique job at a time. See Figure 6 . If we decide on a group of size l, the amount of time required to complete a particular job will be the minimum among the service times of its l replications, which we define as the effective service time of a job. Let With l as the group size, m = n/ l is the number of groups, where we assume that l divides n for simplicity of discussion. Then the queueing system under this job assignment policy is effectively a G/G/m queue with generic effective service time Y .
Let µ(l) = 1/ E[min k∈{1,2,...,l} X k ] be the effective service rate of a single group as a function of l.
The service capacity of a system of parallel servers is usually represented as the sum of the capacities of the individual parallel servers. In our case,
is the service rate of the overall system. When there is a stream of jobs arriving at the system at a certain rate, say λ, the overall congestion of the system can be represented as the system load
The minimization of ρ(l) or, equivalently, the maximization of service capacity nµ(l)/ l will be our main objective. We consider this objective because it impacts on many performance measures of a queueing system. Most notably, as ρ approaches 1, the delay probability approaches 1 and the expected time a job spends in the system approaches ∞. In this sense we can maximize the stability region of the system by minimizing ρ.
Since ρ(l) is proportional to l/µ(l), we will often argue the optimality of the system load through l/µ(l).
Note that this objective is not sensitive to any temporal dependence of service times within a server.
In the following subsections we study ρ(l) for our queueing model. In Subsection 4.7 we will consider the more difficult but more appropriate objective of minimizing the mean response time in steady state.
The system load (ρ) as a function of l
We may express the system load as
Recall that NWU is equivalent to having a subadditive cumulative hazard rate, which implies thatF (lx) ≥F l (x) . Under this condition, we have
where X is the RV denoting the service time with cumulative distribution function F . Thus, we have the following upper bound of the system load when F is NWU:
Similarly, when F is NBU, we have the following lower bound:
Note that λ E[X]/n is equal to ρ(1), the system load, for minimal replication. So we conclude that, for NBU service times, minimal replication is optimal and, for NWU service times, minimal replication is the worst. We now show that the optimality of maximal replication for minimizing ρ(l) implies its optimality for our makespan objective, minimizing E[M (l,n) ].
Theorem 12.
If maximal replication is optimal for the queueing system with objective ρ(l), it is also optimal for the makespan objective E[M (l,n) ] when there are n jobs to do.
Proof. The following relations hold for all 1 ≤ l ≤ n:
.
Since we assume that l/µ(l) is minimized at l = n,
By the fact that n µ(n) = E[M (n,n) ]
we conclude that E[M (n,n) ] ≤ E[M (l,n) ] for all l.
Note that the inequality
is what provides the relation between the system load and the expected makespan. Establishing a similar optimality result for the converse of the above theorem would involve imposing a lower bound on E[M (l,n) ], which leads to a dead end since we would not be able to compare the lower bound with l/µ(l).
4.2.
Impact of the service time variability on the system load Lemma 5. If X ≥ cx X then E[X (1,n) ] ≤ E[X (1,n) ], where X (1,n) and X (1,n) are the first-order statistics from i.i.d. samples of size n distributed as X and X, respectively.
Proof. The relation X ≥ cx X is equivalent to X ≤ cv X. Since the function min{x}, x ∈ R n , is concave in x, we have E[min{X }] ≤ E[min{X}].
Since µ(n) = 1/ E[X (1,n) ] is the system service rate when maximal replication is used, we can see that the system service rate is ordered according to the convex ordering of service time distributions. This together with the fact that E[X ] = E[X] when X ≥ cx X implies the following corollary.
Corollary 8.
If maximal replication yields a smaller system load than minimal replication for service time X, the same is true for X ≥ cx X. replicate too much, the effective service time does not decrease fast enough to compensate for the additional overhead of processing more jobs in sequence.
