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Povzetek
Naslov: Vlaganje verig peptidov v ravninsko mrezˇo
Avtor: Sandi Rezˇonja
Peptidi so zaporedja aminokislin. Cˇe imajo strukturni motiv obvite vijacˇnice,
lahko predvidimo njihovo povezovanje in ustvarimo vecˇje strukture. Za se-
stavljanje stabilne periodicˇne mrezˇe uporabljamo verige peptidov, ki jih v
matematicˇnem modelu predstavimo kot graf verizˇne strukture. Tega vla-
gamo v ravninsko mrezˇo, da zagotovimo zˇeljeno obliko. Relacije med cˇleni
odlocˇajo o tem, ali se bodo ti sami sestavili v mrezˇo. Matrika relacij je
zaradi uporabe ortogonalne mnozˇice cˇlenov permutacijska. Cˇe uposˇtevamo
pogoje iz narave, stabilnosti in oblike mrezˇe, lahko mozˇnosti sˇe dodatno ome-
jimo. Predlagamo omejitev obmocˇja iskanja periodicˇne mrezˇe ter preverjanja
enolicˇnosti. Predstavimo algoritem z lenim vlaganjem, kjer mrezˇo gradimo
s postopnim povezovanjem cˇlenov, ki jih vlagamo, ko jim za to preostane le
ena mozˇnost.
Kljucˇne besede: peptidi, molekularne strukture, samosestavljanje, mrezˇa,
vlaganje.

Abstract
Title: Embedding peptide chains in a planar net
Author: Sandi Rezˇonja
Peptides are sequences of amino acids. In case of their coiled coil struc-
tural motif we can predict what bonds will form and create larger structures.
We use chains made of peptides for assembly of stable periodic nets. We rep-
resent peptides as a chain structure graph in our mathematical model, which
we embed into a planar net to guarantee the proper form. Relations between
links given in a relation matrix decide whether or not links will self-assemble
into a net. Because of the use of orthogonal link sets, relation matrices are
permutation matrices. We can further limit relation matrices by applying
several conditions derived from nature, stability and net shapes. For the
search of periodic nets and uniqueness check we propose area restrictions.
The presented lazy embedding algorithm connects one pair of links in a step
and embeds them only if there is only one embedding option left.
Keywords: peptides, molecular structures, self-assembly, mesh, embedding.

Poglavje 1
Uvod
Molekule DNK se lahko sestavljajo v razlicˇne geometrijske strukture v dveh
ali treh dimenzijah. Po vzoru DNK origamija se razvija tudi podrocˇje sesta-
vljanja peptidov v geometrijske strukture. Peptidi imajo v naravi kompleks-
nejˇso strukturo, hkrati pa jih je tezˇje obvladovati. Njihove strukture imajo
napredno uporabo v biomedicini, kemiji in znanosti o materialih [1, 2].
Leta 2013 je bila izdelana polipeptidna veriga, ki se samostojno sestavi v
tetraeder. Taka veriga temelji na lastnosti peptidov, ki omogocˇa povezovanje
z drugimi izbranimi peptidi v dolocˇeni usmerjenosti in tvorjenje togih parov.
Vsak rob tetraedra sestavlja en par peptidov [1]. Raziskave na samosesta-
vljanju poliedrov so se nadaljevale in do leta 2017 sta bili oblikovani sˇe obliki
sˇtiristrane piramide in tristrane prizme [3].
Sestavljanje geometrijskih nanostruktur je lep primer interdisciplinarnega
povezovanja kemije in biologije z racˇunalniˇstvom in matematiko. V [3] to-
pologije grafov zagotavljajo obstoj konstrukcij in celo alternativne mozˇnosti
sestave. Iskanje ortogonalne mnozˇice za sestavljanje verige, v kateri vsaka
molekula privlacˇno reagira le z eno molekulo, se lahko prevede na problem
iskanja maksimalnega pokritja [4].
Zanimive oblike za sestavljanje peptidov so mrezˇe. Z uporabo peptidov,
ki se lahko vezˇejo na vecˇ straneh, so bile narejene samostojno sestavljive
sˇestkotne mrezˇe, prikazane na sliki 1.1. Pri tem so vsi peptidi postavljeni
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pravokotno na ravnino mrezˇe in na koncih niso povezani v verige, kakor pri
prej omenjeni sestavi poliedrov [5].
Slika 1.1: Mrezˇe iz peptidov z vecˇimi vzdolzˇnimi povezavami. [5]
Naslednja ideja peptidnega origamija je najti samosestavljivo periodicˇno
dvodimenzionalno mrezˇo, ki se lahko neomejeno sˇiri in dograjuje iz vecˇ po-
navljajocˇih se verig, lezˇecˇih v ravnini mrezˇe. Verige so pri tem podobne, kot
so bile v [3] uporabljene za sestavo poliedrov. Zanima nas, ali taka mrezˇa
obstaja in kaksˇne lastnosti morajo imeti peptidi, da so v stanju najmanjˇse
proste energije, ko so vsi vezani, v enolicˇni in stabilni postavitvi. Splosˇni
problem je kombinatoricˇno zahteven, saj moramo uposˇtevati parametre, kot
so oblike mrezˇe (trikotne, kvadratne, sˇestkotne...), sˇtevilo razlicˇnih verig,
dolzˇine verig, zˇeljene oblike verig v prostoru in relacije med posameznimi
peptidi.
1.1 Kemijsko ozadje
Razumevanje kemije in vseh reakcij, ki potekajo med peptidi, ni bistvenega
pomena za razumevanje naloge, saj je to zˇe bilo prevedeno na preprostejˇsi
model [4, 6].
Peptidi so sestavljeni iz aminokislin, ki se vezˇejo zaporedno v daljˇse verige.
Imajo vecˇ aplikacij v naravi kot DNK in so veliko bolj raznovrstni, saj obstaja
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20 razlicˇnih naravnih aminokislin. Zato so posebej zanimivi kot gradniki
za vecˇmolekulske nanoarhitekture z uporabo v kemiji, biologiji, medicini in
znanosti o materialih [4,7]. Ustvarijo pa se sˇe druge vezi (z drugimi peptidi),
ki jim dajo 3D oblike.
1.1.1 Obvite vijacˇnice
Slika 1.2: Struktura obvite vijacˇnice. [8]
Oblika obvitih vijacˇnic (coiled coils) je strukturni motiv, ki je raziskan
bolje kot drugi motivi, in iz primarne strukture lahko sklepamo, ali se bo
tvoril. Na sliki 1.2 je iz razlicˇnih perspektiv prikazana vezava peptidnih ob-
vitih vijacˇnic v togi par. Aminokisline so na polozˇajih kongruentnih po mo-
dulu 7, zato so aminokisline oznacˇene z a-g (sliki 1.2A, 1.2B). Enemu skupku
sedmih aminokislin pravimo heptada, posamezen peptid pa je lahko sesta-
vljen iz razlicˇnega sˇtevila heptad. Privlacˇne sile med peptidi so uposˇtevaje
usmerjenost odvisne od sil med vsemi njihovi deli po celotni dolzˇini.
Iz velike mnozˇice vijacˇnih reakcij je bil izdelan model (funkcija vredno-
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tenja) predvidevanja povezovanja v odvisnosti od interakcij med aminokisli-
nami. Omogocˇa nam, da relacije med peptidi poenostavimo v
”
se povezuje“
ali
”
se ne povezuje“. S pomocˇjo tega lahko najdemo ortogonalno mnozˇico
peptidov, v kateri se vsak peptid povezuje z natanko enim peptidom iz te
mnozˇice v dolocˇeni usmerjenosti. Mocˇ povezovanja med posameznimi pep-
tidi lahko predstavimo s toplotnim diagramom (gl. sliko 1.3). Za potrebe
te naloge lahko predpostavljamo, da imamo ortogonalno mnozˇico [4, 7] zˇe
pripravljeno. Mrezˇe sestavljamo s peptidi, zasidranimi v membrani, in tako
zagotovimo 2D povrsˇino za povezovanje verig.
Slika 1.3: Ortogonalna mnozˇica peptidov. Vrstice in stolpci predstavljajo
vrsto peptida, notranjost pa raven privlacˇnosti. [4]
1.1.2 Relacijska matrika
Ker se lahko reakcije med peptidi poenostavijo v
”
se povezuje“ ali
”
se ne
povezuje“, lahko na mnozˇici peptidov, ki jih bomo uporabljali, definiramo
binarno relacijo. Peptida sta v relaciji R, cˇe se cˇlena povezujeta vzporedno.
Vse relacije predstavimo z relacijsko matriko, ki je diskretizacija toplotnega
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diagrama na sliki 1.3 na vrednosti 0 in 1. Ker smo predpostavili, da tvorijo
peptidi ortogonalno mnozˇico, so vse relacijske matrike permutacijske. V
nadaljevanju bomo tako mnozˇico peptidov opisali z relacisjko matriko A.
1.2 Struktura naloge
V prvem delu te naloge se ukvarjamo z matematicˇnim modeliranjem pro-
blema. Definicije bodo neodvisne od izbire parametrov. V preostanku na-
loge predstavimo dva algoritma za vlaganje. Posebno pozornost posvetimo
lenemu, ki ga podrobneje opiˇsemo in analiziramo ter predstavimo rezultate
implementacije za dve verigi s sˇtirimi cˇleni. Delo zakljucˇimo s povzetkom in
navedemo nekatere mozˇne posplosˇitve obravnavanega problema.
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Poglavje 2
Matematicˇni model
Da bomo lahko opredelili lastnosti verig, ki bodo zagotavljale stabilno in
nedvoumno vlozˇitev v ravninsko mrezˇo, bomo v tem poglavju definirali ma-
tematicˇni model.
2.1 Verige
Nasˇi gradniki so zaporedno vezani peptidi, ki jih imenujemo verige, posame-
zen pedtid je cˇlen verige. Vsako verigo sestavlja k cˇlenov, cˇemur pravimo
dolˇzina verige. Sticˇiˇscˇe med cˇlenoma je vozliˇscˇe. Imamo n strukturno ena-
kih verig V = {v0, ..., vn−1}, kjer se pri gradnji mrezˇe vsaka lahko pojavi
vecˇkrat. Vsaka veriga je zaporedje cˇlenov, kjer j-ti cˇlen verige vi zapiˇsemo
kot vi(j), vi = [vi(0), vi(1), ..., vi(k−1)]. Konkretno pojavitev verige v ravnini
oznacˇujemo z v∗i .
Ker so cˇleni verige usmerjeni, se glede na usmerjenost povezujejo vzpore-
dno ali obratno vzporedno. Obratno usmerjenost cˇlena vi(j) zapiˇsemo−vi(j).
Velja −(−vi(j)) = vi(j). Tako sta verigi vi = (vi(0), vi(1), ..., vi(k − 1)) in
−wi = (−vi(k−1), ...,−vi(1), vi(0)) enaki. Cˇlena vi(a) in vj(b) se povezujeta
vzporedno, cˇe velja A[ik + a][jk + b] = 1, ali obratno vzporedno, cˇe velja
A[ik + a+ nk][jk + b] = 1, kjer je A relacijska matrika.
Ko konkretne verige opazujemo v ravnini, moramo vedeti, kdaj sta cˇlena
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(a)
(b)
Slika 2.1: Grafa verizˇne strukture. Cˇleni so predstavljeni kot modre in
rdecˇe povezave. V grafu na (b) je prikazana verizˇna struktura s povezanima
cˇlenoma in z zdruzˇenimi vozliˇscˇi.
povezana. Cˇlen v∗i (a) je povezan s cˇlenom v
∗
j (b), cˇe se cˇlena vi(a) in vj(b)
povezujeta in sta v ravnini neposredno skupaj v pravi usmerjenosti. Vsak
konkreten cˇlen je lahko naenkrat povezan le z enim drugim cˇlenom.
Mnozˇico verig z (delno) povezanimi cˇleni imenujemo veriˇzna struktura, ki
jo lahko predstavimo kot multigraf S(V,E). V sestoji iz vozliˇscˇ, v katerih
zdruzˇimo vozliˇscˇa verig, povezave v E pa predstavljajo cˇlene. Primer je
prikazan na sliki 2.1.
2.2 Mrezˇa
Slika 2.2: Razlicˇne mrezˇe.
Graf S(V,E) zˇelimo vlozˇiti v ravninsko mrezˇo (prim. slika 2.2). Graf
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vlozˇimo v mrezˇo tako, da V vlozˇimo v vozliˇscˇa mrezˇe in E v njene povezave.
Slika 2.3: Primer dveh enakih verig v stanju najmanjˇse proste energije a).
S povezavami b) pa tako stanje v dveh dimenzijah ni mogocˇe. Relacije med
cˇleni so prikazane na vrhu slike.
Verige v naravi tezˇijo proti stanju najmanjˇse proste energije, kar pomeni,
da se povezˇe cˇim vecˇ cˇlenov. Primer z dvema ponovitvama strukturno enake
verige je prikazan na sliki 2.3. V tem stanju mora biti verizˇna struktura
ravninska in v obliki mrezˇe, zato mora biti vsak cˇlen verige, ki je povezana v
verizˇno strukturo, vlozˇen, sicer je verizˇna struktura neveljavna.
2.3 Stabilnost
Ko graf S vlozˇimo v mrezˇo, moramo preveriti, da je struktura trdna v vo-
zliˇscˇih in ne more razpasti. Te zahteve definirajmo kot pogoja stabilnosti :
• Povezave mrezˇe morajo biti po vlaganju v celoti dvojno pokrite. Vsako
povezavo morata pokrivati natanko dva cˇlena verizˇne strukture G.
• Za vsako vozliˇscˇe t ∈ V in poljubno razbitje mnozˇice njegovih sose-
dov na disjunktni neprazni mnozˇici M1 in M2 morata v neki verigi vi
10 Sandi Rezˇonja
obstajati zaporedna cˇlena vi(j), vi(j + 1), za katera velja, da je vi(j)
povezava med (x, t) in vi(j + 1) med (t, y), kjer x ∈M1 in y ∈M2.
Prvi pogoj stabilnosti zagotavlja, da so vsi cˇleni na povezavah v parih,
na isti povezavi pa so lahko le povezani cˇleni. Ker morajo biti vsi cˇleni
vlozˇeni, morajo biti vsi cˇleni tudi povezani. Stabilna verizˇna struktura je
tedaj zagotovo v stanju najmanjˇse proste energije.
Cˇe je p sˇtevilo sosedov (v kvadratni mrezˇi je p = 4), preverimo drugi
pogoj stabilnosti v cˇasu Θ(p). V ta namen definirajmo graf G(t), v katerem
so vozliˇscˇa v ∈ V (G(t)) vsa sosednja vozliˇscˇa vozliˇscˇa t v mrezˇi. Vozliˇscˇi
v1, v2 ∈ G(t) sta povezani, cˇe med njima v mrezˇi obstajata cˇlena verige.
Potem lahko pokazˇemo:
Izrek 2.1 Drugi pogoj stabilnosti je izpolnjen za vozliˇscˇe t natanko tedaj, ko
je G(t) povezan.
Dokaz. Na primer, da G(t) ni povezan. Potem obstaja razbitje vozliˇscˇ v
G(t) na mnozˇici M1 in M2, med katerima ne obstaja povezava. To pa je v
nasprotju z drugim pogojem stabilnosti.
Obratno, cˇe ne velja drugi pogoj stabilnosti, obstaja razbitje sosedov t
na mnozˇici M1 in M2, med katerima ne obstaja povezava. To pa pomeni, da
G(t) ni povezan. 
Definirajmo graf G, v katerem so vozliˇscˇa V konkretne verige v mrezˇi, E
pa so povezave med verigama v∗i in v
∗
j , cˇe sta njuna cˇlena povezana. Cˇe je G
povezan, pravimo, da so vse verige vpete v verizˇno strukturo.
Izrek 2.2 Cˇe velja drugi pogoj stabilnosti, so vse verige vpete v veriˇzno struk-
turo.
Dokaz. Iz izreka 2.1 velja za vsak t, da je G(t) povezan. Iz vozliˇscˇa t pa
se mora skozi sosednje vozliˇscˇe z nadaljevati vsaj ena veriga, drugacˇe imamo
dva konca na isti povezavi vozliˇscˇa z in G(z) ni povezan. Iz tega ocˇitno
vidimo, da mora biti G povezan. 
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Logicˇna razlika med neveljavno in nestabilno verizˇno strukturo je, da
neveljavna sploh ne more nastati, za nestabilno pa nocˇemo, da nastane.
2.4 Unikatnost in periodicˇnost
Unikatnost pomeni, da verige, definirane z relacijsko matriko, tvorijo le eno
verizˇno strukturo. Pri tem moramo definirati, kdaj sta verizˇni strukturi S1 in
S2 enaki ali razlicˇni. Hkrati zˇelimo, da so verizˇne strukture periodicˇne, zato
lahko enakost preverimo s paralelogramom, ki je omejen s tocˇkami 0, t1 in
t2, kjer sta t1 in t2 vektorja invariantne translacije v S1. Strukturi sta enaki,
cˇe v S2 najdemo enako obmocˇje z uposˇtevanjem premika in simetrij, ki se
ponavlja z enakima periodama t1 in t2, drugacˇe sta razlicˇni. Po tej definiciji
so aperiodicˇne strukture vedno razlicˇne, kar ustreza nasˇim zahtevam.
2.5 Vrste matrike relacij
Relacijska matrika omogocˇa izgradnjo verizˇne strukture, ki jo nato vlagamo
v mrezˇo. Glede na vlaganje lahko za relacijsko matriko recˇemo, da je:
• nemogocˇa: ko ne obstaja verizˇna struktura, ki jo lahko vlozˇimo v mrezˇo.
• nestabilna: ko ne tvori verizˇne strukture, katere vlozˇenost bi bila sta-
bilna.
• dvoumna: ko tvori vsaj dve (z uposˇtevanjem simetrij mrezˇe) razlicˇni
verizˇni strukturi, ki obe lahko stabilno vlozˇimo v mrezˇo.
• ustrezna: ko tvori natanko eno verizˇno strukturo, ki jo lahko stabilno
vlozˇimo v mrezˇo.
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Poglavje 3
Tvorjenje relacijskih matrik
Model predpostavlja obstoj relacijske matrike A, ki definira vezave med cˇleni
verig. Ti so v vrsticah in stolpcih matrike relacij v zaporedju:
v0(0), ..., v0(k − 1), v1(0), ..., vn−1(k − 1), −v0(0), ..., −v0(k − 1), ..., −vn−1(k − 1).
Velikost matrike je torej 2nk×2nk. Z nasˇim algoritmom zˇelimo najti vse
ustrezne matrike. Mozˇen pristop je tvoriti vse matrike in preveriti njihovo
ustreznost. Seveda zˇelimo v procesu tvorjenja zˇe v naprej izlocˇiti neustrezne,
s cˇimer zmanjˇsamo iskalni prostor.
Zˇe v poglavju 1.1.2 smo zapisali, da imamo opravka s permutacijskimi
matrikami. Opazimo lahko sˇe vecˇ zakonitosti, ki zmanjˇsajo sˇtevilo razlicˇnih
matrik. Za relacijo R velja:
1. Simetricˇnost: a R b ⇐⇒ b R a in a 6R b ⇐⇒ b 6R a
2. Nasprotnost: a R b ⇐⇒ −a R −b in a R −b ⇐⇒ −a R b
3.1 Inherentno dvoumne matrike
Za nekatere matrike lahko hitro ugotovimo, da so dvoumne:
Izrek 3.1 Vsaka matrika, ki omogocˇa vzporedno povezovanje cˇlena s sebi
enakim, je nemogocˇa ali dvoumna.
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Dokaz.
Izrek najlazˇje dokazˇemo s primerom na sliki 3.1, kjer sta prikazani dve
po lastnostih enaki verigi, katerih i-ta cˇlena sta pararelno povezana. Velja
0 < i < k − 1, ker cˇe bi bila robna cˇlena povezana (i = 0 ali i = k − 1),
bi postala verizˇna struktura nestabilna po drugem pogoju stabilnosti. Na
sliki je za prejˇsnje in nadaljnje cˇlene od i nakazano poljubno nadaljevanje.
V vsaki mogocˇi verizˇni strukturi matrike A imamo strukturo a), a na isto
Slika 3.1: Vzporedno povezana i-ta cˇlena enakih verig in zamenjava nadalja-
vanj, ki vodi v dvoumnost.
mesto lahko pride struktura b), ki je drugacˇna, zato je A dvoumna. 
3.2 Vpetost
Po izreku 2.2 mora biti vsaka konkretna veriga vpeta v verizˇno strukturo.
Lastnost lahko preverjamo zˇe v relacijski matriki. Verige v relacijski matriki
ne smejo tvoriti podmnozˇice B, ki se ne povezuje z njenim komplementom
Bc, v katerem so vse verige iz verizˇne strukture, ki niso v B. Drugacˇe B in
Bc tvorita locˇeni verizˇni strukturi, ki se ne povezujeta. Ustreznost B in Bc
lahko preverimo pri manjˇsih n, zato tako matriko izlocˇimo. Ta pogoj lahko
preverjamo s povezanostjo grafa, podobno kot v izreku 2.1.
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3.3 Ekvivalenca relacijskih matrik
Matriki A in A′ sta ekvivalentni, cˇe njune verige tvorijo enake verizˇne struk-
ture. Ekvivalentne matrike dobimo s premesˇanjem stolpcev in vrstic tako,
da ohranjamo zaporedja cˇlenov. To lahko storimo na naslednja nacˇina:
1. presˇtevilcˇimo verige, npr. v1 → v′2 in v2 → v′1,
2. poljubno verigo obrnemo, npr. za k = 4 v obrnemo v v′ tako:
v′(0) = −v(3),
v′(1) = −v(2),
v′(2) = −v(1),
v′(3) = −v(0)
V vsaki verizˇni strukturi, tvorjeni z verigami z lastnostmi A, vse oznake
za verige v∗ zamenjamo z v′∗ in dobimo verizˇno strukturo za A′. Tako vidimo,
da sta matriki res ekvivalentni.
Na prvi nacˇin dobimo permutacije verig, ki jih je n!, in za vsako permuta-
cijo vsaki verigi dolocˇimo usmerjenost, za kar imamo 2n mozˇnosti. Za vsako
matriko dobimo n!2n ekvivalentnih matrik, med katerimi so lahko nekatere
enake.
3.4 Algoritem za tvorjenje relacijskih matrik
V poglavju smo predstavili nekaj zakonitosti za relacije med cˇleni, ki zmanjˇsajo
sˇtevilo mozˇnih matrik. Sedaj pa zˇelimo generirati mnozˇico matrik za izbrana
n in k, ki ustrezajo tem zakonitostim.
V kodi 3.2 predstavimo algoritem za generacijo matrik z uposˇtevanjem
pogojev simetricˇnosti, nasprotnosti, vpetosti ter zaznavanjem dvoumnosti in
ekvivalence. S funkcijo NC(i) pridobimo vrstico ali stolpec nasprotnega cˇlena
i-tega cˇlena v matriki. Funkcija najdi matrike sprejme kot argument delno
zgrajeno relacijsko matriko relMatrika RM in najde vse veljavne matrike, ki
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int NC(i)
vrni (i+n*k)%(2*n*k)
najdi_matrike(relMatrika RM)
cˇe ima vsaka vrstica enico
cˇe so vse verige vpete
cˇe sˇe ni shranjena ekvivaletna matrika RM
shrani RM
se vrni
najdi prvo vrstico brez enke i
za vsak stolpec brez enke j
cˇe i != j
spremembe:
RM[i][j] = 1
RM[j][i] = 1
RM[NC(i)][NC(j)] = 1
RM[NC(j)][NC(i)] = 1
najdi_matrike(RM)
spremenjena mesta postavimo nazaj na 0
Koda 3.2: Psevdokoda rekurzivnega programa za generacijo relacijskih ma-
trik. Zacˇetni vhod je matrika nicˇel velikosti 2nks.
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jih lahko dobimo iz RM z dodajanjem relacij (vstavljanjem enic v matriko)
ob uposˇtevanju pogojev.
Algoritem temelji na rekurzivnem generiranju permutacijskih matrik. Si-
metricˇnost, nasprotnost in dvoumnost matrik preverjamo med samo gene-
racijo, vpetost in ekvivalenco pa pred shranjevanjem matrike. Za vpetost
preverjamo povezanost grafa, v katerem vozliˇscˇa V predstavljajo verige v
matriki, povezave pa relacijo med cˇleni verig. Pri preverjanju ekvivalence
ustvarimo vseh n!2n ekvivalentnih matrik in jih primerjamo s prej shranje-
nimi matrikami. Tako preverjanje ekvivalence podaljˇsa cˇas izvajanja, ki je
sedaj enak sˇtevilu primerjanj v listih drevesa rekurzije, ko zapolnimo vse
vrstice in stolpce v matriki. Cˇe oznacˇimo sˇtevilo matrik brez uposˇtevanja
ekvivalentnosti mb in z uposˇtevanjem ekvivalentnosti me, je cˇasovna zah-
tevnost programa enaka Θ(n!2nmbme(nk)
2). Vsako izmed n!2nmb mozˇnosti
namrecˇ primerjamo z Θ(me) matrikami, za kar porabimo (2nk)
2 operacij. V
prihodnje velja poiskati metode, ki na viˇsjem nivoju rekurzije zaznajo, da
vse naslednje matrike niso vpete ali so ekvivalentne zˇe generiranim.
3.5 Sˇtevilo matrik
Celotno sˇtevilo permutacijskih matrik je (2nk)!, saj lahko v prvo vrstico
vstavimo enko na 2nk mest, v drugo na 2nk − 1, in tako naprej do 2nk-
te vrstice. Podobno bomo poskusˇali presˇteti sˇtevilo matrik, ki jih lahko
generiramo s pogoji iz tega poglavja.
Najprej presˇtejmo sˇtevilo matrik ob uposˇtevanju simetricˇnosti, naprotno-
sti in zaznavanju dvoumnih matrik. Pogoji v matriki pomenijo:
• Simetricˇnost: Aij ⇐⇒ Aji
• Nasprotnost: Aij ⇐⇒ ANC(j)NC(i)
• Zaznavanje dvoumnosti: Aii = 0
Simetricˇnost hkrati pomeni, da so enice v stolpcih, ki imajo enake oznake
kot vrstice. Stolpci (ali vrstice) brez enice torej tvorijo ustrezno matriko
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manjˇsih razsezˇnosti. Opazimo, da ob dodajanju relacije v matriko dodamo
sˇtiri enice zaradi simetricˇnosti in nasprotnosti. Izjema je dodajanje enice na
mesto AiNC(i), ko dodamo samo dve. Za velikost matrike x lahko v prvi vrstici
enico postavimo na x − 2 mest tako, da dobimo manjˇso matriko velikosti
(x−4)× (x−4), in eno mesto, da dobimo matriko velikosti (x−2)× (x−2).
Imamo torej rekurzivno enacˇbo za velikost matrike x (v nasˇem primeru 2nk),
pri cˇemer opozarjamo, da je x zaradi definicije vedno sodo sˇtevilo:
F (x) = F (x− 2) + (x− 2)F (x− 4)
F (2) = 1, F (0) = 1
(3.1)
Prazna matrika je lahko prazna le na en nacˇin, matriko velikosti 2 pa lahko
zapolnimo le na en nacˇin, ker enic ne smemo postaviti na diagonalo. Iz tega
sledijo robni pogoji.
Preverimo, da matriko velikosti 4 lahko zapolnimo na tri nacˇine. Res
lahko dvakrat dodamo 4 enice in enkrat dve, kar pa enolicˇno dolocˇi polozˇaj
ostalih dveh. Rekurzivno izracˇunamo, da je sˇtevilo relacijskih matrik s temi
pogoji za n = 1, k = 4 enako 25, za n = 2, k = 4 pa 5937.
Ekvivalenco matrik zaradi zapletenosti sˇe ne znamo vkljucˇiti v rekurzivno
formulo. Z vkljucˇitvijo bi dobili novo funkcijo F , ki jo lahko uporabimo pri
izracˇunu sˇtevila ob uposˇtevanju vpetosti.
Tudi pogoj vpetosti je prezahteven, da bi izpeljevali sˇtevilo matrik z vpe-
timi n k-cˇlenskimi verigami G(n, k) za splosˇna parametra n in k. Lahko pa
povemo, da za n = 1 pogoj vpetosti ni definiran, za n = 2 pa lahko imamo
dve stanji - ali sta verigi povezani ali ne. Cˇe nista, je, kot da imamo dve
neodvisni matriki z n = 1. G(n, k) je sˇtevilo matrik s povezanima verigama,
torej velja:
G(2, k) = F (4k)− F 2(2k) (3.2)
Brez uposˇtevanja ekvivalence izracˇunamo, da je G(2, 4) = 5312. Program
3.2, ki uposˇteva pogoj ekvivalence, pa izdela 19 matrik za n = 1, k = 4 in
767 matrik za n = 2, k = 4.
Poglavje 4
Resˇevanje problema
Do sedaj smo definicije in izpeljave zastavili splosˇno, saj z dolocˇitvijo para-
metrov ne bi nicˇ pridobili. Pri prakticˇnem resˇevanju problema se omejimo
na kvadratne mrezˇe, pri n = 2 ter k = 4.
4.1 Naivni pristop
Vsaka ustrezna matrika bo omogocˇila popolnoma vlozˇeno periodicˇno verizˇno
strukturo, v kateri bo vsaka konkretna veriga imela neko obliko (postavitev v
prostoru). Naivni pristop je, da imajo vse ponovitve enake verige tudi enako
obliko, kar v splosˇnem ni res. Generiramo vse mozˇne oblike, ki jih lahko
verige zavzamejo, in vse mozˇne linearne transformacije. Nato preverimo,
ali se oblike dajo vlozˇiti v mrezˇo tako, da jo zapolnijo. Mrezˇa mora biti
dovolj velika, da se izrazi osnovni vzorec. Iz njihove strukture potem tvorimo
matriko. Ker imajo lahko strukturno enake verige v mrezˇi vecˇ oblik, ne
najdemo vseh resˇitev. Tudi dvoumnosti in stabilnosti ne znamo preveriti,
saj lahko verige v drugacˇnih oblikah tvorijo aperiodicˇne ali nestabilne mrezˇe,
kar pomeni, da mogocˇe najdemo napacˇne resˇitve.
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4.2 Leno vlaganje
Pri lenem vlaganju bomo mrezˇo gradili postopoma. Tezˇava takih pristopov
je, da ne vemo, ali se bodo algoritmi koncˇali in vrnili resˇitve. Da zagotovimo
zaustavitev, predlagamo omejitev obmocˇja, na katerem iˇscˇemo periodicˇno
vlozˇitev. V obmocˇju Q(r) so vsa vozliˇscˇa mrezˇe, ki so na manhatenski razdalji
od srediˇscˇnega vozliˇscˇa manjˇsi od r, in povezave teh vozliˇscˇ. S tem izgubimo
nekaj periodicˇnih vlaganj z vecˇjimi periodami, cˇe ta obstajajo. Ker bomo v
praksi sestavljali mrezˇe z dvema verigama, prevelike periode niso uporabne.
Za periodicˇne postavitve na obmocˇju Q(r) lahko povemo, ali se bodo
nadaljevale v neskoncˇnost. Pokazˇemo pa lahko, da na robnih vozliˇscˇih vedno
lahko najdemo drugacˇno vlozˇitev, ki se morda ne nadaljuje v neskoncˇnost.
Velja:
Izrek 4.1 Cˇe za matriko A uspesˇno zgradimo in vlozˇimo veriˇzno strukturo
v kvadratno mrezˇo do obmocˇja Q(r), bo na istem obmocˇju obstajala vsaj sˇe
ena drugacˇna veriˇzna struktura.
Dokaz. Za matriko A imamo zgrajeno in vlozˇeno verizˇno strukturo na
obmocˇju Q(r). Imamo opravka s kvadratno mrezˇo, zato Q(r) vedno vkljucˇuje
vozliˇscˇe t z dvema robnima povezavama, ki imata eno vozliˇscˇe izven obmocˇja.
Opazujemo nadaljevanja verig na teh povezavah izven obmocˇja. Na primer,
da se nadaljevanje ene od verig vrne v mrezˇo in tako dovoljuje samo eno
mozˇnost vlaganja za cˇlena na povezavi. Del te verige, ki se vrne mrezˇo, lahko
sprostimo iz mrezˇe in na njegovo mesto vstavimo del nove enake verige. To
lahko storimo za obe robni povezavi vozliˇscˇa t. Sedaj lahko zamenjamo cˇlene
med povezavama in tako dobimo drugacˇno verizˇno strukturo na obmocˇju
Q(r). Za A bomo zaznali dvoumnost.

Iz izreka 4.1 vidimo, da moramo zapolniti sˇe sˇirsˇe obmocˇje Q(r + e).
Cˇe na obmocˇju Q(r) takrat obstajata dve razlicˇni vlozˇitvi, je matrika dvo-
umna. Razsˇiritev obmocˇja je racionalna posplosˇitev preverjanja obstoja
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verizˇne strukture v neskoncˇnost, saj se z neskoncˇnostjo v praksi ne ukvar-
jamo. Oznacˇimo sˇe R = r + e.
Drugacˇen je pristop, ki smo ga poimenovali leno vlaganje. Mrezˇo gradimo
na obmocˇju Q(R) s povezovanjem cˇlenov, vlagamo pa le, ko preostane cˇlenu le
ena mozˇnost za vlozˇitev. Tak algoritem smo izbrali za izdelavo in podrobnejˇso
predstavitev.
Leno vlaganje gradi verizˇne strukture. Pri tem izkoriˇscˇa dva principa.
Prvi je, da mora biti v koncˇni verizˇni strukturi vsak cˇlen povezan s cˇlenom iz
trenutne delno zgrajene verizˇne strukture ali z novim cˇlenom, ki ga dodamo.
Drugi pa je, da se lahko neskoncˇni graf verizˇne strukture ustrezne relacijske
matrike le na en nacˇin vlozˇi v mrezˇo, cˇe uposˇtevamo simetrije mrezˇe, zato
cˇlene verizˇne strukture vlagamo le, ko jim ostane le ena mozˇnost vlozˇitve.
Algoritem je predstavljen v kodi 4.1. V psevdokodi je RelMatrika relacij-
ska matrika iz poglavja 1.1.2. VeriˇzStrukt vkljucˇuje delno vlozˇen graf verizˇne
strukture in mrezˇo, ki smo ju definirali v poglavju 2. V ResˇitStrukt shranimo
podatke za preverjanje enakosti dveh vlozˇitev.
Funckija evalRelMatrix prejme tri parametre: RelMatrika, VeriˇzStrukt
in ResˇitStrukt. Funkcija glede na parametre oznacˇi relacijsko matriko kot
nemogocˇa, dvoumna, nestabilna ali ustrezna.
evalRelMatrix najprej v verizˇni strukturi poiˇscˇe prost cˇlen povezovanCˇlen,
ki ga je potrebno sˇe povezati. Cˇe taksˇnega cˇlena ni, se rekurzija zakljucˇi in
opredeli vrsta matrike (prvi if stavek v psevdokodi). Pri tem uporabimo lo-
giko, predstavljeno v razdelku 2.5. Cˇe pa taksˇen cˇlen obstaja, v VS poiˇscˇemo
vse cˇlene, ki so povezljivi s povezovanCˇlen in jih shrani v kandidati. Opozar-
jamo, da so to lahko vsi prosti cˇleni v VS in povezljiv cˇlen v novi verigi, ki
jo dodamo. Funkcija v preostanku rekurzivno preiˇscˇe mozˇnost vlaganja. Pri
vrnitvi iz rekurzivnega sestopa ob najdeni dvoumnosti ali nestabilni strukturi
zakljucˇimo, ob ustreznosti se vrnemo na obmocˇje Q(r), kjer nadaljujemo z
iskanjem, in v primeru nemogocˇe strukture le nadaljujemo.
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evalRelMatriko(RelMatrika RM, VerizˇStrukt VS, ResˇitStrukt RS)
povezovanCˇlen = VS.najdiCˇlenZaPovezati(RM);
if (povezovanCˇlen ne obstaja) // ustavitev rekurzije
if (!VS.preveriStabilnost()) return NESTABILNA;
if (RS ne obstaja)
RS = new RS(VS);
return USTREZNA;
if (RS.preveriEnakost(VS)) return USTREZNA;
return DVOUMNA;
kandidati = VS.najdiKandidate(povezovanCˇlen, RM);
kandidati +=
nasprotni cˇlen iz VS.novaNasprotnaVeriga(cˇlenZaPovezat, RM)
najdenaResˇitev = false;
vrnjeno = NEMOGOCˇA;
for each kandidat in kandidati
if (VS.povezˇiVlozˇi(povezovanCˇlen, kandidat, RM))
vrnjeno = evalRelMatriko(RM, VS, RS);
VS->revertPovezˇiVlozˇi(relMatrix);
if(vrnjeno == USTREZNA)
if (VS.razdaljaDoCentra(povezovanCˇlen) >= r)
return USTREZNA;
najdenaResˇitev = true;
else if (vrnjeno == DVOUMNA || vrnjeno == NESTABILNA)
return vrnjeno;
return najdenaResˇitev ? USTREZNA : NEMOGOCˇA;
Koda 4.1: Psevdokoda algoritma, ki razvrsti relacijsko matriko. Zacˇetni
vhod je relacijska matrika, VeriˇzStrukt z eno verigo, ki ima en cˇlen vlozˇen v
srediˇscˇe mrezˇe, in prazna ResˇitStrukt.
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Slika 4.2: Prikaz delovanja programa v cˇetrtem koraku rekurzije za matriko,
ki je na sliki.
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Slika 4.2 vizualizira korak rekurzije med izvajanjem programa na primeru
v cˇetrtem koraku rekurzije za matriko na sliki. Program dobi za vhod struk-
turo 1), na kateri so zeleni cˇleni zˇe vlozˇeni. Rdecˇ cˇlen je najblizˇje srediˇscˇu,
zato ga dolocˇimo za povezovanCˇlen. Rumeni cˇleni so kandidati za vezavo,
vkljucˇno z novo verigo. To niso vsi cˇetrti cˇleni verig, saj sta cˇlena 4 in 8 na
napacˇni razdalji in v primeru vezave ne bi tvorila kvadrata. Na 2) je struk-
tura, ki nastane, cˇe za vezavo izberemo cˇlen 12. Paru (12, 15) sedaj ostaneta
le dve mozˇnosti za vlozˇitev. Ker se to zgodi prvicˇ, ju vlozˇimo v zgornjo po-
vezavo, zatem pa sˇe ostale cˇlene, ki jim sedaj preostane le ena mozˇnost za
vlozˇitev. Funkcijo klicˇemo ponovno na strukturi 2).
V preostanku podrobneje opisujemo kompleksnejˇse funkcije, ki nastopajo
v psevdokodi in njihove cˇasovne zahtevnosti:
• VS.najdiCˇlenZaPovezati(RM): Vrne nepovezan cˇlen iz VS, ki je naj-
blizˇje srediˇscˇu mrezˇe in ni na razdalji vecˇji od R, ali pa vrne, da tak
cˇlen ne obstaja. O(R2).
• VS.preveriStabilnost(): vrne true, cˇe delno vlozˇena verizˇna struktura na
Q(r) ustreza pogojema stabilnosti iz te naloge in false drugacˇe. Θ(R2).
• RS(VS): inicializacija RS. Parameter je VerizˇStrukt, od katerega shra-
nimo mrezˇo z vlozˇenimi cˇleni, da lahko po potrebi preverimo enakost z
drugo najdeno mrezˇo. Θ(R2).
• RS.preveriEnakost(VS): vrne true, cˇe sta RS in VS enaki verizˇni struk-
turi, ter false sicer. Enakost preveri tako, da za nek premik najde
ponovljeno srediˇscˇe iz RS v VS in preveri ali je tudi okolica na Q(r)
enaka. Cˇe se prekrivajocˇa se obmocˇja v celoti ujemajo v vsaj eni od
osmih simetrij mrezˇe, je enakost najdena. O(R4).
• VS.najdiKandidate(povezovanCˇlen, RM): vrne vse cˇlene iz verizˇne struk-
ture s katerimi se povezovanCˇlen povezuje glede na RM. Osnova je
sprehod skozi vse cˇlene v verizˇni strukturi in preverjanje povezljivosti
v relacijski matriki. Funkcijo lahko dodatno izboljˇsamo, da ne vrne
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cˇlenov, ki so na napacˇni razdalji in bi tvorili neveljavno obliko ali vo-
zliˇscˇe s stopnjo vecˇjo kot sˇtiri. Θ(R2).
• VS.novaNasprotnaVeriga(povezovanCˇlen, RM): v verizˇno strukturo doda
novo verigo po definiciji verige iz naloge ter vrne cˇlen, ki se glede na
relacijsko matriko povezuje s povezovanCˇlen. Θ(k).
• VS.povezˇiVlozˇi(povezovanCˇlen, kandidat, RM): Cˇe je mozˇno, povezˇe
oba cˇlena v verizˇni strukturi, sicer vrne false. Preveri sˇe, ali je za
novo verizˇno strukturo mozˇna vlozˇitev tako, da vlaga nevlozˇene cˇlene,
ki imajo sosednji cˇlen vlozˇen, potem pa za njihove naslednike stori
isto. Cˇe ima tak cˇlen samo eno mozˇno vlozˇitev, ga trajno vlozˇi in
morebiti povezˇe z drugim cˇlenom na istem mestu v mrezˇi. Cˇe cˇlen
nima vlozˇitve, funkcija vrne false. Ko vse cˇlene uspesˇno preveri, vrne
true. Ocena cˇasovne zahtevnosti je O(4kR2), saj moramo za najvecˇ R2
cˇlenov rekurzivno do globine k − 1 preveriti obstoj vlozˇitve na najvecˇ
4 mesta na vsaki stopnji rekurzije. O(4kR2)
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4.2.1 Analiza
Najvecˇja globina rekurzije je enaka polovici sˇtevila cˇlenov v mrezˇi, torej
4R2. Sˇtevilo kandidatov v vsakem vozliˇscˇu rekurzivnega drevesa je vseka-
kor manjˇse od sˇtevila cˇlenov nasprotne vrste, ki jih je najvecˇ 4R
2
nk
. Za c ≥ 2
je
∑n
i=0 c
i < cn+1, zato sˇtevilo vozliˇscˇ rekurzije ocenimo s sˇtevilom listov
rekurzivnega drevesa O((4R
2
nk
)4R
2
). V vsakem vozliˇscˇu neodvisno od globine
opravimo najvecˇ O(4kR2) operacij, saj je povezˇiVlozˇi najzahtevnejˇsa funk-
cija. Cˇasovno zahtevnost programa lahko omejimo z O(4kR2(4R
2
nk
)4R
2
).
Vedno imamo shranjeno verizˇno strukturo in morebiti sˇe resˇitveno struk-
turo, ki je manjˇsa od verizˇne strukture. Graf verizˇne strukture obsega Θ(R2)
vozliˇscˇ in prav toliko povezav. Mrezˇa je velikosti 4(R + k)2, matrika pa
(2nk)2. V vsakem vozliˇscˇu rekurzije shranimo kandidate za povezovanje, ka-
terih sˇtevilo smo dolocˇili prej, pa tudi globino rekurzije. Prostorska zahtev-
nost za shranjevanje kandidatov je O((R
4
nk
)). Za R > n, k je to tudi prostorska
zahtevnost celotnega programa.
4.3 Rezultati
Program je cˇasovno zahteven, zato uporabimo obmocˇje z r = 3 in e = 1.
To je dovolj veliko, da so rezultati relevantni. Povzetek uvrsˇcˇanja matrik
z implementacijo algoritma iz prejˇsnjega poglavja je za n = 2 v tabeli 4.1.
Za n = 1 smo uporabili spremenjen algoritem, ki ob najdeni stabilni verizˇni
strukturi odstrani povezave do obmocˇja Q(r− 1), medtem ko se program po
opisu iz 4.2 v tem primeru vrne le na Q(r). Spremenjen algoritem ne preiˇscˇe
vseh struktur, zato omogocˇa nepravilno pozitivne rezultate, a deluje hitreje.
Rezultati so prikazani v tabeli 4.2.
Matrike smo generirali z algoritmom 3.2. Izmed 19 matrik pri n = 1 je 10
nestabilnih in 9 dvoumnih. Pri n = 2 je izmed 767 matrik 223 nestabilnih, 78
dvoumnih in 466 nemogocˇih. Ustreznih matrik nismo nasˇli. Obstajajo lahko
pri vecˇjih parametrih r, e, n in k, a bi preverjanje trajalo predolgo, saj pro-
gram preveri vse mozˇnosti za povezavanje, da dokazˇe ustreznost. Opazimo,
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Type N t[ms] tmax[ms] tmin[ms] σ
vse 767 22000 3, 87× 107 4 2.3× 106
nestabilne 223 370 22000 17 1694
dvoumne 78 2, 14× 106 3, 87× 107 932 6.9× 106
nemogocˇe 466 6 20 4 2.2
ustrezne 0 - - - -
Tabela 4.1: Rezultati za n = 2.
Type N t[ms] tmax[ms] tmin[ms] σ
vse 19 3366.58 32000 17 7700
nestabilne 10 72 170 17 50
dvoumne 9 7000 32000 1800 10000
nemogocˇe 0 - - - -
ustrezne 0 - - - -
Tabela 4.2: Rezultati za n = 1.
da za n = 1 tudi nemogocˇih matrik ni, kar je verjetno zaradi vecˇje gostote
mozˇnih povezav.
Cˇe glede na razvrstitev matrik sesˇtejemo cˇase izvajanja programa in vsoto
delimo s sˇtevilom matrik pripadajocˇe vrste, dobimo povprecˇni cˇas izvajanja
t za vsako vrsto. Zanimive so razlike v cˇasih izvajanja glede na razvrstitev
matrik. Pri n = 2 nemogocˇe matrike najdemo zelo hitro. Za nestabilne ma-
trike porabimo v povprecˇju vecˇ cˇasa, saj preiskujemo do zapolnitve obmocˇja,
ki vkljucˇuje nestabilno vozliˇscˇe. Za dvoumne matrike porabimo najvecˇ cˇasa,
saj po prvi najdeni mogocˇi verizˇni strukturi preiskujemo naprej, dokler ne
najdemo verizˇne strukture, ki se dovolj razlikuje od prve, da zagotovo ni
njen periodicˇni premik ali simetrija. Najvecˇji standardni odklon σ imajo
dvoumne matrike, kar pomeni, da so cˇasi izvajanja za take matrike najbolj
nepredvidljivi. Maksimalni cˇas izvajanja tmax za dvoumne matrike je dobrih
28 Sandi Rezˇonja
deset ur. Skupaj s predvideno eksponentno cˇasovno zahtevnostjo programa
nam to pove, da bo program za nekatere matrike delal zelo dolgo, cˇe obmocˇje
dodatno povecˇamo.
Velja preucˇiti mozˇnost, da ustrezne matrike sploh ne obstajajo. Dokazi
za dvoumnost in nestabilnost so enostavni v obliki verizˇnih struktur in jih
lahko hitro preverimo.
Programa za generiranje in evalvacijo matrik, generirane matrike, rezul-
tati ter verizˇne strukture, ki dokazujejo razvrstitev matrik, so javno dostopni
na https://github.com/ssandir/PeptideEmbedding.
Poglavje 5
Zakljucˇek in delo za naprej
V nalogi smo obravnavali problem vlaganja verig peptidov v mrezˇo. Problem
smo najprej matematicˇno modelirali. Najprej smo definirali peptide kot cˇlene
verig, potem verizˇno strukturo, sestavljeno iz povezanih verig, in na koncu
mrezˇo, v katero vlagamo verizˇno strukturo. Relacije med usmerjenimi cˇleni
smo predstavili z relacijsko matriko. Da bi zmanjˇsali iskalni prostor matrik,
smo z uposˇtevanjem biokemijskih lastnosti izlocˇili nekatere matrike. Defini-
rali smo vrste matrik glede na vlaganje verizˇnih struktur v mrezˇo. Na podlagi
zgoraj opisanega smo predstavili osnovni algoritem za generiranje matrik.
V nadaljevanju smo se omejili na kvadratne mrezˇe in dve 4-cˇlenski verigi.
Predstavili smo dva pristopa k vlaganju verizˇnih struktur v mrezˇo. Pri prvem
definiramo obliki obeh verig ter poskusˇamo z njima periodicˇno plosˇcˇicˇiti celo-
tno ravnino. Izkazˇe se, da tezˇko preverimo pravilnost in enolicˇnost vlozˇenosti.
Temu ni tako pri drugem pristopu z lenim vlaganjem, ki deluje z omejenim
obmocˇjem, in lahko relacijske matrike napacˇno razvrstimo le kot neustre-
zne. Bolje smo predstavili leni algoritem in ga implementirali. Omejili smo
obmocˇje iskanja in na obmocˇju s polmerom 3 ustreznih matrik nismo nasˇli.
Predstavljena naloga je lahko temelj za nadaljnje raziskave ustvarjanja
ravninskih mrezˇ iz verig peptidov. Vecˇina predstavljenih definicij, izpeljav in
idej je lahko posplosˇenih na poljuben n in k. Najprej lahko bolje raziˇscˇemo
ucˇinkovitejˇse generiranje matrik. Ker nismo uspeli najti ustreznih matrik, se
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je pri resˇevanju problema v bodocˇe smiselno poglobiti v mozˇnost, da ustrezne
matrike sploh ne obstajajo. Potem lahko sˇe dodatno optimiziramo implemen-
tacijo lenega algoritma ter ga priredimo za iskanje dokazov neustreznosti.
Slika 5.1: Trivialna periodicˇna plosˇcˇicˇenja z Wang plosˇcˇicami. Desna mnozˇica
je prikaz komplementarnega plosˇcˇicˇenja. Pravila za vezavo robov so v tem
primeru definirana ob plosˇcˇicah.
Kot morebitno zanimivo iztocˇnico za bodocˇe raziskovanje omenimo verige
s povezanimi konci, ki tvorijo obrocˇe (v primeru k = 4 kvadrate). Take
verige lahko predstavljajo kar Wang plosˇcˇice [9] in za njih obstajajo trivialna
plosˇcˇicˇenja. Nekaj takih plosˇcˇicˇenj je prikazanih na sliki 5.1. Aktualna je sˇe
uporaba deterministicˇnih plosˇcˇicˇenj po vzoru raziskav z DNK [10], s katerimi
lahko tudi racˇunamo.
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