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The numerically exact evaluation of the van der Waals interaction, also known as Casimir interaction when including
retardation effects, constitutes a challenging task. We present a new approach based on the plane-wave basis and
demonstrate that it possesses advantages over the more commonly used multipole basis. The rotational symmetry of
the plane-sphere and sphere-sphere geometries can be exploited by means of a discrete Fourier transform. The new
technique is applied to a study of the interaction between a colloid particle made of polystyrene or mercury and another
polystyrene sphere or a polystyrene wall in an aqueous solution. Special attention is paid to the influence of screening
caused by a variable salt concentration in the medium. It is found that in particular for low salt concentrations the
error implied by the proximity force approximation is larger than usually assumed. For a mercury droplet, a repulsive
interaction is found for sufficiently large distances provided screening is negligible. We emphasize that the effective
Hamaker parameter depends significantly on the scattering geometry on which it is based.
I. INTRODUCTION
Aqueous colloidal suspensions play an important role in our
daily lives, both in natural substances as well as in manifold
industrial applications. For an understanding of their physical
properties as well as for the design of such colloidal systems,
a theoretical description of the relevant forces is required.
In aqueous suspensions repulsive double layer electrostatic
forces play a major role.1,2 An important omnipresent inter-
action for all colloidal systems is the van der Waals force,2
which is typically attractive but can be repulsive3–8 for certain
combinations of materials. These two forces are essential for
understanding the stability of colloids.
Colloidal suspensions are composed of nano- to
micrometer-size objects. For colloid particles less than
10nm apart, the fluctuating electromagnetic interaction
can typically be treated as instantaneous while for larger
separations retardation effects need to be taken into account.1
The retarded van der Waals force is often also referred to as
Casimir force.9–11 In this paper, we present exact theoretical
results for the van der Waals force covering the entire distance
range of experimental interest, while focusing on larger dis-
tances. In addition to retardation, non-trivial geometry effects
become more important as the distance increases, making
commonly employed approximations increasingly inaccurate.
As a minimal model for the study of aqueous colloidal sys-
tems, the interaction of two spherical particles in a solvent or
the interaction between a spherical particle and a wall can be
considered. Such situations have been realized in numerous
experiments.12–16 The plane-sphere and sphere-sphere setup
are also typical for experiments exploring Casimir forces
across vacuum or air.17–20
The finite curvature of the spherical particles is usually
accounted for by means of the proximity force approxima-
tion (PFA), also known as Derjaguin approximation.21 Within
the PFA, the van der Waals interaction energy is calculated
by averaging the energies of parallel planes over the local
distances.22 The PFA can be understood as an asymptotic
result where the sphere radius represents the largest length
scale.23 In order to determine its range of validity one needs
to determine subleading correction terms or make use of nu-
merical techniques.
Analytically, corrections to the PFA can be found through
asymptotic expansions of the scattering-theoretical expression
for the van der Waals energy24–28 or by means of a derivative
expansion.29–33 Also, more recently a semi-analytical method
utilizing the derivative expansion has been proposed.34,35
Numerical methods for computing the van der Waals inter-
action complement analytical results beyond the PFA. They
do not only serve as a quality check for approximations, but
can yield exact results valid for any separation between the
objects. Numerical approaches applicable to general geome-
tries include the boundary-element method36 and simulations
based on the finite-difference time-domain method.37
Specializing on spheres and possibly planes, larger aspect
ratios between sphere radius and surface-to-surface distance
are accessible by making use of the scattering formalism.38,39
For such geometries, bispherical coordinates might appear as
an efficient tool to derive the relevant scattering operators.
However, only the Laplace equation and not the Helmholtz
equation is separable in these coordinates.40 In practice, their
use is thus limited to the zero-frequency contribution of the
van der Waals interaction.35,41 The contribution of arbitrary
frequencies is computed by expressing the scattering opera-
tors referring to the individual surfaces in appropriately cho-
sen local coordinate systems. For numerical purposes, the
scattering operators as well as the translation operators con-
necting the two coordinate systems have to be expressed in a
suitable basis. Spherical multipoles have been used in numer-
ous studies of scattering geometries composed of a plane and
a sphere,42–46 two spheres39,47 or a grating and a sphere.48
While for large distances, it is sufficient to take into ac-
count only a few multipoles, the situation changes dramati-
cally when experimentally relevant aspect ratios are consid-
ered. This range became accessible only recently by sym-
metrization of the scattering operator and employing hierar-
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2chical low-rank approximation techniques.49–51
In this paper, we will develop an alternative numerical ap-
proach making use of the plane-wave basis, which is better
adapted to capture the effect of near specular reflection in the
vicinity of the WKB scattering regime,23 while still allow-
ing for arbitrary temperatures and materials. The convergence
properties of our approach will turn out to be far superior to
those found for the spherical multipole basis. Often, scattering
operators are already known in the plane-wave basis as scat-
tering amplitudes52 derived for different geometries by mak-
ing use of the appropriate coordinate systems.40 In addition,
this basis makes translations between the coordinate systems
employed for each particle particularly simple. In compari-
son with the spherical multipole basis, the non-discreteness
of the plane-wave basis might appear as an important draw-
back. However, as we will discuss in this paper, the problem
can be circumvented in a natural way by means of a Nyström
discretization of the plane-wave momenta. As a consequence,
our method based on the the plane-wave basis turns out to
be easier to implement than the more standard multipolar ap-
proach.
As an illustration of this new numerical plane-wave ap-
proach, we will consider two polystyrene microspheres in
an aqueous solution and compare the PFA with the numeri-
cally computed van der Waals interaction. In contrast to the
work by Thennadil and Garcia-Rubio,53 our comparison is ex-
act and goes beyond the perturbative approach developed by
Langbein.54,55 Likewise, we study the van der Waals inter-
action between a polystyrene microsphere and a polystyrene
wall. The exact results for the two polystyrene surfaces in
the plane-sphere and sphere-sphere geometry then allow us
to study the geometry dependence of the Hamaker parame-
ter. We finally conduct an analogous analysis for the system
of a mercury microsphere and a polystyrene surface. The van
der Waals interaction of such systems can be repulsive or at-
tractive depending on how the distance between the surfaces
compares with the Debye screening length.15
This paper is structured as follows. In Sec. II, the numerical
method is introduced first for arbitrary scatterers and then spe-
cialized to geometries with a cylindrical symmetry. In Sec. III,
we apply the method to the plane-sphere and sphere-sphere
geometries. The convergence properties of our numerical ap-
proach are studied for both examples. Furthermore, for the
plane-sphere geometry we compare the computational time
needed with the plane-wave approach and a reference imple-
mentation based on spherical multipoles.56 In Sec. IV, we
apply the plane-wave method to the analysis of the van der
Waals interaction in colloidal systems containing polystyrene
or mercury spheres. Sec. V contains concluding remarks and
the appendices provide technical details supporting the main
text of the paper.
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FIG. 1. Schematic representation of the scattering geometry contain-
ing two objects 1 and 2. Their respective reference points O1 and O2
define the z-axis and are separated by a distanceL .
II. VAN DER WAALS INTERACTION WITHIN THE
PLANE-WAVE BASIS
A. Geometry of two arbitrary objects
We will consider two arbitrary objects 1 and 2 immersed
in a homogeneous medium at temperature T and assume that
the objects can be spatially separated by a plane. Within the
scattering-theoretical approach, the van der Waals free energy
of this setup is given by38
F =
kBT
2
∞
∑
n=−∞
logdet [1−M (|ξn|)] (1)
with the Matsubara frequencies ξn = 2pinkBT/h¯ and the
round-trip operator
M =T12R2T21R1 . (2)
R j denotes the reflection operator of object j with respect to
the reference point O j while T21 carries out the translation
from the reference point of object 1 to the one of object 2, and
vice versa for T12. The two reference points O1 and O2 are
separated by a distanceL and define the z-axis of our coordi-
nate system. Figure 1 schematically depicts the full round trip
described byM .
By taking the derivative of (1) with respect to the distance
L , one obtains the van der Waals force
F =−∂LF = kBT2
∞
∑
n=−∞
tr
[
∂LM
1−M
]
(3)
where we dropped the dependence of the round-trip operator
on the Matsubara frequencies ξn. A corresponding formula
for the force gradient can be found for instance in Ref. 35.
The frequency of a plane wave is conserved during a round
trip between the two objects. Thus, it is convenient to em-
ploy the so-called angular spectral representation.57 Within
this representation, {|ξ ,k,φ , p〉} denotes the plane-wave basis
at imaginary frequency ξ where k is the transverse wave vec-
tor perpendicular to the z-axis, φ = ±1 the upward or down-
ward propagation direction and p = TE,TM the polarization.
3Because ξ remains unchanged during the round trip and φ
only changes sign after reflection off an object, we shorten the
notation of the basis elements to |k, p〉.
The translation operators T12 and T21 are diagonal in the
plane-wave basis with matrix elements e−κL . The axial wave
vector after Wick rotation is given by
κ =
(
εm
ξ 2
c2
+k2
)1/2
, (4)
where εm denotes the relative permittivity of the medium be-
tween the two objects. In contrast, the reflection operators
R1 and R2 and thus the round-trip operator M will not be
diagonal in general. The latter operators are integral opera-
tors which can be expressed in terms of their respective kernel
functions. For example the round-trip operator can be written
as
M |k, p〉=∑
p′
∫ dk′
(2pi)2
KM (k′, p′;k, p) |k′, p′〉 (5)
with its kernel function
KM (k′, p′;k, p) =
e−κ
′L∑
p′′
∫ dk′′
(2pi)2
KR2(k
′, p′;k′′, p′′)e−κ
′′L
×KR1(k′′, p′′;k, p) , (6)
where KR j is the kernel of the reflection operator R j for j =
1,2 and κ ′ as well as κ ′′ are defined according to (4). Note that
the kernel functions depend also on the frequency ξ which is
suppressed in the arguments to not overload the notation.
For numerical purposes, a Nyström discretization needs to
be applied to the integral appearing in (5). The action of the
round-trip operator is then expressed in terms of a finite matrix
M |kα , p〉= ∑
p′,α ′
wα ′
(2pi)2
KM (kα ′ , p′;kα , p) |kα ′ , p′〉 (7)
with the nodes kα and weights wα of a quadrature rule for
the two-dimensional integral. The indices α and α ′ represent
tuples (i, j)where i and j are indices from the quadrature rules
of the corresponding one-dimensional integrals.
Within this approximation the matrix elements of the
round-trip operator become the corresponding kernel function
multiplied by the quadrature weights58
〈kα ′ , p′|M |kα , p〉=
wα ′
(2pi)2
KM (kα ′ , p′;kα , p) . (8)
After discretization the matrix elements thus form a three-fold
block matrix with respect to the two indices constituting the
tuple α = (i, j) and the polarization p.
In general, the reflection operators pertaining to the two ob-
jects are non-diagonal in the plane-wave basis as is the case for
example in the geometry of two spheres. The integral over k′′
appearing inside the kernel of the round-trip operator (6) can
usually not be performed analytically. Thus, for numerical ap-
plications this integral needs to be discretized as well where
the quadrature rule may differ from the one chosen in (7). The
round-trip matrix can then be expressed in terms of a product
of two block matrices representing the reflection operators.
B. Geometry with cylindrical symmetry
Casimir and van der Waals experiments are often carried
out in set-ups with a certain symmetry. The cylindrical sym-
metry is particularly common as it appears in the plane-sphere
and sphere-sphere geometries. At first sight, the spherical-
wave basis appears to be better adapted for those geometries
since the angular momentum index m is conserved through the
round trip, yielding a block-diagonal round-trip matrix. How-
ever, this symmetry can also be exploited in the plane-wave
basis as will be explained in the following.
For a cylindrically symmetric geometry it is natural to ex-
press the transverse wave vector k in polar coordinates with
radial component k and angular component ϕ , where the lat-
ter is relevant for the following considerations. A suitable
quadrature rule for the integration over ϕ is the trapezoidal
rule which at order M has nodes at ϕ j = (2pi/M) j with con-
stant weights w j = 2pi/M where j = 1, . . . ,M.
Due to the cylindrical symmetry, the kernel functions de-
pend only on the difference of the angular components ∆ϕ =
ϕ ′−ϕ . Because the weights of the trapezoidal rule are con-
stant and its nodes proportional to the indices, the discretized
block matrix then depends through the difference of the an-
gles only on the difference of the indices, i.e. ∆ϕi, j = ∆ϕi− j.
Such a block matrix is called circulant and can be block-
diagonalized by a discrete Fourier transform. The blocks on
the diagonal then correspond to the contributions for each
angular momentum index starting from m = 0,±1, . . . up to
±(M− 1)/2 when M is odd or M/2 when M is even. Note
that opposite signs in the angular momentum index contribute
equally. This is due to the fact that angular momentum indices
of opposite signs are connected through the Fourier trans-
form by the transformation ∆ϕ →−∆ϕ . Such a transforma-
tion, however, leaves the van der Waals interaction unchanged,
since it corresponds to a flip in the sign of the z-coordinates.
The reflection operators of the two objects may in gen-
eral be non-diagonal as it is the case in the geometry of two
spheres. In Sec. II it was argued that the discretized round-
trip matrix can then be written in terms of a product of two
block matrices. In order to exploit the cylindrical symme-
try, the quadrature rule of the angular component of the k′′-
integral in (6) needs to be a trapezoidal rule of the same order
M as above. Only then both block matrices become circulant
such that after the discrete Fourier transform their block ma-
trix product can be simplified to a product of block-diagonal
matrices.
It is possible to perform the discrete Fourier transform an-
alytically, which opens the possibility for a hybrid numerical
method in which the matrix elements are constructed by dis-
cretizing the radial transverse momentum k for each angular
momentum index m. At first sight, one might favor such a hy-
brid approach over the pure plane-wave approach discussed
above, since one can save on the computation time of the dis-
crete Fourier transform. In practice, however, the time needed
for the discrete Fourier transform in the plane-wave approach
is dominated by the computation of the matrix elements. Nu-
merical tests on the plane-sphere geometry indicate that the
hybrid approach is slower than the plane-wave approach.
4III. APPLICATION TO GEOMETRIES INVOLVING
SPHERES
The plane-wave method described in the previous section
will now be applied to colloidal systems involving spheres.
First, we discuss the scattering of plane waves at a sphere.
Then we study the plane-wave method for the plane-sphere
and the sphere-sphere geometries. Both scattering geome-
tries are cylindrically symmetric so that the simplification dis-
cussed in Sec. II B applies.
A. Plane-wave scattering at a sphere
For a sphere of radius R, the kernel of the reflection operator
is given by
KRS(k,ϕ,TM;k
′,ϕ ′,TM) =
2piλmk
κ
[AS2+BS1]
KRS(k,ϕ,TE;k
′,ϕ ′,TE) =
2piλmk
κ
[AS1+BS2]
KRS(k,ϕ,TM;k
′,ϕ ′,TE) =−2piλmk
κ
[CS1+DS2]
KRS(k,ϕ,TE;k
′,ϕ ′,TM) =
2piλmk
κ
[CS2+DS1]
(9)
with the imaginary angular wavelength in the medium
λm =
c√
εmξ
. (10)
Explicit expressions for the Mie scattering amplitudes S1 and
S2 are given below. As these scattering amplitudes are taken
with respect to a polarization basis referring to the scattering
plane, the rotation into the polarization basis of TE and TM
modes defined with respect to the z-axis gives rise to the co-
efficients A, B, C, and D specified in Appendix A. For con-
venience, the factor k arising from the integration measure in
polar coordinates has been absorbed into the kernel functions.
The Mie scattering amplitudes for plane waves with polar-
ization perpendicular and parallel to the scattering plane are
defined through an expansion in terms of partial waves with
angular momentum ` as59,60
S1 =
∞
∑`
=1
2`+1
`(`+1)
[
a`pi`
(
cos(Θ)
)
+b`τ`
(
cos(Θ)
)]
S2 =
∞
∑`
=1
2`+1
`(`+1)
[
a`τ`
(
cos(Θ)
)
+b`pi`
(
cos(Θ)
)]
,
(11)
respectively. The Mie coefficients a` and b` for electric and
magnetic polarizations, respectively, depend on the electro-
magnetic response of the homogeneous sphere and are evalu-
ated at the imaginary size parameter R/λm.
The angle Θ between the directions of the outgoing and
incoming wave is given through
cos(Θ) =−λ 2m
[
kk′ cos(ϕ−ϕ ′)+κκ ′] . (12)
The angular functions60
pi`(z) = P` ′(z)
τ`(z) =−(1− z2)P` ′′(z)+ zP` ′(z) ,
(13)
are expressed in terms of Legendre polynomials P` (z) and the
prime indicates a derivative with respect to the argument z =
cos(Θ).
B. Plane-sphere geometry
For a sphere with radius R above a plane at a surface-to-
surface distance L, the kernel of the round-trip operator is
given by
KM (k, p;k′, p′) = rpe−(κ+κ
′)(L+R)KRS(k, p;k
′, p′) (14)
with the Fresnel coefficients rp given in Appendix B and the
kernel of the reflection operator at the sphere KRS defined in
Eq. (9). The exponential function corresponds to the transla-
tion of the plane waves from the plane to the sphere center and
back.
In the multipole method, a symmetrization of the round-trip
operator is important for a fast and stable numerical evaluation
of the van der Waals interaction because otherwise the ma-
trices appearing in the calculation are ill-conditioned.50 This
symmetrization is not as crucial in the plane-wave method
where it merely gives a factor of two in run-time speed-up be-
cause only half of the matrix elements need to be computed.
It is however important to write the translation over the
sphere radius in (14) symmetrically with respect to the two
momenta κ and κ ′. Only then the matrix elements in the
plane-wave method are well-conditioned and take their maxi-
mum around k= k′. This can be understood by examining the
asymptotic behavior of the round-trip operator when R L.
By employing the asymptotics of the scattering amplitudes for
large radii,61,62 the leading R-dependent contribution of the
kernel of the round-trip operator can be identified as the expo-
nential factor23,28
exp
{
− R
λm
[
λm(κ+κ ′)−2sin
(
Θ
2
)]}
. (15)
with the angle Θ defined through (12). Its main contribution
comes from k = k′ and ϕ = ϕ ′ where the exponent vanishes.
When the translation operator is not expressed symmetrically
with respect to the momenta, the kernel would grow exponen-
tially with κ and decrease exponentially with κ ′ or vice versa,
resulting in an ill-conditioned matrix.
1. Quadrature rule for radial wave vector component
Before the van der Waals interaction can be determined nu-
merically, the quadrature rule for the integration over the ra-
dial component of the transverse wave vectors in (7) needs to
be specified. In principle, any quadrature rule for the semi-
infinite interval [0,∞) can be used. The Fourier-Chebyshev
5scheme described in Ref. 63 turned out to be particularly well
suited. Defining
tn =
pin
N+1
, (16)
the quadrature rule is specified by its nodes
kn = bcot2(tn/2) (17)
and weights
wn =
8bsin(tn)
[1− cos(tn)]2
1
N+1
N
∑
j=1
j odd
sin( jtn)
j
(18)
for n = 1, . . . ,N. An optimal choice for the free parameter b
can boost the convergence of the computation.
For dimensional reasons, the transverse wave vector and
thus b should scale like the inverse surface-to-surface distance
1/L. In fact, the choice b = 1/L already yields a fast conver-
gence rate and will be used in the following discussion.
2. Estimation of the convergence rate
In order to understand how well the plane-wave method
performs when R L, one needs to know how the quadrature
orders N and M for the integration over the angular and radial
wave vector component, respectively, scale with the aspect ra-
tio R/L for a maximally allowed relative error. We refer to this
scaling as the convergence rate of the quadrature schemes.
In the multipole method, the number of multipoles needs
to be truncated in order to make the calculation of the van
der Waals interaction amenable to linear algebra routines.
Convergence will then be reached when the highest multi-
pole index `max and the highest angular momentum index
mmax included in the computation take values which scale as
`max ∼ R/L and mmax ∼
√
R/L, respectively.25–27 Since the
angular quadrature order M in the plane-wave approach is re-
lated to mmax through a Fourier transform, one can expect that
it exhibits the same convergence rate as mmax. The scaling
behavior of the radial quadrature order N, however, is a priori
not known and will be determined in the following.
Within the plane-wave approach, convergence can only be
reached once the nodes associated to the quadrature rules are
able to resolve the structure of the kernel functions. The im-
portant contributions of the round-trip kernel come from a re-
gion around its maximum at κ = κ ′ ≈ 1/L. This region cor-
responds to indices of the Fourier-Chebyshev quadrature rule
around n = n′ ≈ N/2, where for large N the spacing between
neighboring quadrature nodes is given by
δk ≈ 2pi
LN
. (19)
Furthermore, when R L, the kernel can be approximated by
a Gaussian with width
√
κ/R ∼ 1/√LR. This can be seen
by expanding the exponent in (15) around k = k′. Requiring
δk to be of the order of that Gaussian width, we find that the
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FIG. 2. The relative error as a function of ηN (circles and crosses)
and ηM (squares and pluses) for the aspect ratios R/L= 50 and 500.
quadrature order N scales like
√
R/L. Along the same lines,
it can be verified that the angular quadrature order M obeys
the same scaling law.
The quadrature orders for angular and radial integration can
thus be expressed as
N =
⌈
ηN
(
R
L
)1/2⌉
, M =
⌈
ηM
(
R
L
)1/2⌉
(20)
respectively, where the ceiling function ensures that the orders
are integers. The two coefficients ηN and ηM control the nu-
merical accuracy with larger values corresponding to higher
accuracy.
These expectations for the convergence rate can be veri-
fied numerically. We specifically consider perfect reflectors in
vacuum, a sphere radius of 1µm, i.e. a typical value for col-
loids, and room temperature, T = 293K. Figure 2 shows the
relative error of the van der Waals free energy as a function of
ηN and ηM for the aspect ratios R/L= 50 and 500. The errors
have been computed relative to energies with much larger val-
ues of the coefficients, namely ηN = ηM = 14 for all points in
the figure. For the points where the relative errors are shown
as a function of ηN , the coefficient of the angular quadrature
order was kept fixed at ηM = 14, and vice versa. One can
indeed see that the coefficients depend only weakly on the as-
pect ratio R/L. This also holds for other system parameters
and materials of the objects. The figure can be further used as
a guide to choose ηN and ηM in order to obtain a given nu-
merical accuracy. The formulas (20) only work when R/L is
larger than 50. For smaller aspect ratios, one can simply set
R/L to 50 in Eq. (20), which gives a sufficiently high accuracy
depending on the coefficients ηN and ηM .
In comparison to the multipole method we conclude that the
matrix sizes appearing in the plane-wave approach are smaller
by a factor of
√
R/L. This reduction in the matrix size be-
comes particularly relevant when typical aspect ratios appear-
ing in experiments are considered.
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FIG. 3. Runtime comparison between the plane-wave method
(squares) and the multipole method (circles) using MSD (open sym-
bols) and PSD (filled symbols). The solid lines indicate a power-law
fit∼ (R/L)γ on the basis of the data points shown on top of the lines.
The value of the exponent γ is indicated at the end of the lines. The
timing experiments were carried out on a computer with an Intel Core
i7-2600 processor. The four cores running at 3.4GHz were fully ex-
ploited by running eight threads or processes in parallel.
3. Runtime analysis: plane-wave versus multipole method
We now further quantify the advantages of the plane-wave
method over the multipole method by analyzing their respec-
tive runtimes. The plane-wave method was implemented in
Python using the scientific libraries NumPy,64 SciPy65 as well
as Numba66 for just-in-time compilation. For the multipole
method the implementation of Ref. 56 in C was used. Be-
cause the latter only supports the computation of the van der
Waals free energy, we restrict the analysis to this quantity.
We consider the same plane-sphere setup as in Sec. III B 2
with perfect reflectors in vacuum, a sphere radius of R= 1µm
and temperature T = 293K. The van der Waals free en-
ergy at finite temperatures can be evaluated in different ways.
We consider the Matsubara spectrum decomposition (MSD)
represented by Eq. (1), and the Padé spectrum decomposi-
tion (PSD)67 outlined in Appendix C. When using PSD, only√
λT/L terms in the frequency summation need to be consid-
ered, where λT = h¯c/kBT is the thermal wavelength. Thus,
PSD is expected to be significantly faster than MSD for all
experimentally relevant distances since the latter requires a
summation over λT/L terms to ensure convergence.
To ensure comparability, the van der Waals free energy is
computed with both methods to the same numerical preci-
sion of about six correct digits. Figure 3 shows the runtime
of the van der Waals free energy for the multipole method
(circles) and the plane-wave method (squares) for aspect ra-
tios R/L ≥ 10 using MSD (open symbols) and PSD (filled
symbols). For all timing experiments a machine with an Intel
Core i7-2600 processor was used. The four cores running at
3.4GHz were fully exploited by either running eight threads
or processes in parallel depending on the implementation. We
find that the plane-wave method is significantly faster than
the multipole method. As expected, the PSD performs bet-
ter than the MSD. For instance, at the aspect ratio R/L= 100,
the multipole methods takes about 11 hours to compute the
free energy using MSD and only 25 minutes with PSD. The
plane-wave method, however, needs only about two minutes
to compute the same quantity when using MSD and 12 sec-
onds with PSD. For other system parameters and materials we
come to similar conclusions for the runtime.
The black lines in Fig. 3 are fits to the points they over-
span. The timings of the multipole method are consistent with
the timing experiment in Ref. 50 where it was found that for
a given frequency and angular momentum index the timing
scales as ∼ (R/L)1.31. The sum over the angular momentum
indices scales with ∼ (R/L)0.5. The above mentioned scaling
behavior for the frequency sum in the MSD and PSD is thus
consistent with the observed over-all scaling of (R/L)2.7 and
(R/L)2.3, respectively.
The method based on plane waves scales as (R/L)2.1 for
MSD and (R/L)1.8 using PSD, allowing the computation of
higher aspect ratios with ordinary hardware. The difference
between the scaling behavior of the MSD and PSD for the
plane-wave method of about (R/L)0.3 is notably smaller than
the expected difference of (R/L)0.5. As discussed in appendix
C, while the PSD requires the evaluation of fewer frequency
contributions to the Casimir energy, some of the frequencies
to be considered are higher than those required for the MSD.
Numerical tests show that the time needed to evaluate matrix
elements increases with increasing frequency, thus offering an
explanation for the reduced improvement of the PSD over the
MSD.
Note that for the calculations of the determinants, we did
not use the sophisticated algorithm using hierarchical matri-
ces which was crucial to boost the performance for Casimir
computations in the multipole basis.49,50 Since we are dealing
with much smaller matrices and our computation time is dom-
inated by the calculation of the matrix elements itself, such
method is not expected to bring a significant improvement.
Instead we speed up the calculation of the matrix elements by
first estimating their values in terms of their asymptotic behav-
ior given in Eq. (15). Since the matrices are well-conditioned
and their dominant contributions come from matrix elements
around the diagonal, we can set matrix-elements to zero if
their asymptotic behavior predicts a value smaller than the
machine precision. Otherwise, the computed matrix elements
are numerically exact. Numerical tests reveal that this scheme
yields a speed-up scaling as (R/L)0.5.
C. Sphere-sphere geometry
Another example of a van der Waals setup with cylindrical
symmetry consists of two spheres with radii R1 and R2. As in
the plane-sphere geometry, we denote the surface-to-surface
distance as L. The kernel of the round-trip operator is of the
form (6) with the kernel functions of the reflection operators
of the respective spheres given in (9). Note that the sign of the
coefficients C and D differs for the two spheres.
We recall that, because the reflection operator at both ob-
7jects is now non-diagonal, a discretization of two integrals
over the transverse momenta is required. Firstly, the dis-
cretization of the integral over k′ in Eq. (5) results in a finite
matrix representation of the round-trip operator. Secondly, the
discretization of the integral over k′′ in Eq. (6) allows to ex-
press the round-trip matrix in terms of a product of two block-
matrices. For the radial components we employ the Fourier-
Chebyshev quadrature scheme presented in Sec. III B 1. The
quadrature orders, however, do not need to coincide and thus
we use the quadratures of order N′ and N′′ for the integrations
over k′ and k′′, respectively. Likewise we employ trapezoidal
rules of order M′ and M′′ for the discretization of the angu-
lar components. In order to exploit the cylindrical symmetry
of the problem by means of the discrete Fourier transform,
the quadrature orders M′ and M′′ will be required to be equal.
However, for the sake of the following analysis we assume
them to be different.
The convergence rate of the quadrature orders can be de-
termined with the same line of reasoning as in section III B 2.
When the sphere radii become large, the kernel functions of
the reflection operators can be approximated by Gaussians for
which the width is controlled by the respective radii. The ker-
nel of the round-trip operator is then a convolution of these
two Gaussians, resulting in a Gaussian where the width is con-
trolled by the effective radius
Reff =
R1R2
R1+R2
(21)
instead. We then find the scaling
N′ ∼M′ ∼
√
Reff/L . (22)
The quadrature orders N′′ and M′′ can be estimated from the
convolution integral. The integrand is a Gaussian where the
two radii appear as a sum, R1 +R2 and thus the quadrature
orders scale as
N′′ ∼M′′ ∼
√
(R1+R2)/L . (23)
Note that in the plane-sphere limit, where one radius is much
larger than the other, the quadrature orders N′ and M′ become
the same as in the plane-sphere geometry (20) where R= R1.
The quadrature orders N′′ and M′′ then become very large,
reflecting the fact that the kernel functions of the sphere with
the larger radius R2 become strongly peaked around k = k′
as expected from the reflection properties of a plane. A more
detailed discussion of this limiting procedure in connection
with the PFA can be found in Ref. 23.
Finally, we need to go back to equal orders M′ and M′′.
Since R1 +R2 > Reff, the quadrature order of the trapezoidal
rule thus scales as M′ =M′′ ∼√(R1+R2)/L to ensure con-
vergence.
IV. NUMERICAL RESULTS FOR COLLOIDS
The plane-wave method developed in this paper will now be
applied to various colloidal systems suspended in an aqueous
electrolyte solution. In particular, we will study the interaction
between two spherical colloidal particles and the interaction
of such a spherical particle with a plane wall.
For the analysis of colloid experiments the Lifshitz theory
is most commonly employed, where the finite curvature of the
spheres is accounted for by the proximity force approximation
(PFA). Within the PFA the van der Waals free energy is given
by
FPFA = 2piReff
∫ ∞
L
dlFPP(l) (24)
with the effective radius Reff defined in (21) and the van der
Waals free energy per unit area between two parallel planes
FPP(L) =
kBT
2
+∞
∑
n=−∞
∑
p∈{TE,TM}
∫ ∞
√
εm|ξn|/c
dκ
2pi
κ
× log
(
1− r(1)p r(2)p e−2κL
)
(25)
where εm is the relative permittivity of the medium between
the planes. The Fresnel coefficients r( j)p of plane j depend on
the materials and are functions of ξn and κ . Explicit expres-
sions are given in appendix B. By taking the negative deriva-
tive of (24) with respect to L, a corresponding expression for
the force can be found
FPFA = 2piReffFPP(L) . (26)
The PFA is an asymptotic result valid only in the limit
L/Reff → 0.23 At finite distances between the surfaces, there
will always be some discrepancy between the exact result and
the PFA.
The material dependence of the van der Waals interaction is
often expressed in terms of the Hamaker constant A.68 Within
Hamaker’s microscopic theory, the non-retarded free energy
per unit area for two parallel planes is given by
FPP =− A12piL2 , (27)
which is only valid for very small distances. For larger sep-
arations of the planes, retardation can no longer be neglected
and the free energy needs to be computed using Eq. (25). This
motivates the definition of an effective Hamaker parameter69
Aeff(L) =−12piL2FPP(L) , (28)
which now has a non-trivial distance dependence through the
exact plane-plane free energy per unit area. Usually Aeff is
experimentally determined by measuring the force F between
spherical surfaces:14
Aeff(L) =−6L
2
Reff
F . (29)
Since the PFA expression (26) becomes exact in the small dis-
tance limit, the two definitions (28) and (29) are equivalent as
far as the Hamaker constant A = Aeff(0) is concerned. How-
ever, deviations from the PFA result make them differ at finite
8distances. In the following, we take the experimentally moti-
vated Eq. (29) as our definition of the effective Hamaker pa-
rameter. In addition to the distance dependence associated to
electrodynamical retardation, it also contains a geometry de-
pendence which often translates into further reduction as the
distance increases.
In the following, we will study colloidal systems involving
polystyrene and mercury. The validity of the PFA will be ana-
lyzed for the plane-sphere and sphere-sphere geometry using
the exactly calculated van der Waals interaction through the
numerical method developed above. Moreover, the geometry
dependence of the effective Hamaker parameter (29) will be
analyzed.
In our analysis, we will consider the two extreme cases
of very low and very high salt concentrations in the aque-
ous suspensions. Only the zero-frequency Matsubara contri-
bution is affected by the presence of ions in solution, since
the corresponding plasma frequency is many orders of mag-
nitude smaller than kBT/h¯ even when considering the highest
possible concentrations. We follow the standard theoretical
modeling of van der Waals screening and consider the zero-
frequency contribution to be completely suppressed by ionic
screening in the case of high salt concentrations.22,70,71 On the
other hand, we model very low salt concentrations by sum-
ming over all Matsubara frequencies ξn including n = 0 and
neglecting the effect of ions on the dielectric permittivities.
Based on the scattering theory, an alternative result for the
van der Waals interaction in electrolytes has been derived.72
This approach will not be discussed here further.
Unless stated otherwise, we model the dielectric function of
the materials in terms of Lorentz oscillators with parameters
taken from Ref. 73. For polystyrene, we use data set 1 from
that reference. The dielectric function of water was modified
to match the correct static value of 78.7. Moreover, the tem-
perature is assumed to be T = 293K.
A. Polystyrene in water
The van der Waals interaction between a polystyrene
bead and a glass wall in an aqueous solution has been
experimentally studied using the method of total internal
reflection microscopy.12,13 With the colloidal probe tech-
nique, the interaction force between two latex spheres was
measured.14 Based on calculations presented in Refs. 69 and
74, Elzbieciak-Wodka et al. assumed that the accuracy of the
PFA for particles with diameters above 0.5µm up to sep-
arations of 100nm is within 1%. Deviations of the mea-
sured forces from the PFA result, which resulted in a smaller
Hamaker constant, were attributed to the surface roughness of
the spheres. Motivated by these experiments, we use the nu-
merical method developed in this paper to study the van der
Waals interaction between two polystyrene bodies in an aque-
ous solution for the plane-sphere and sphere-sphere geometry.
The van der Waals free energy and force between a plane
and a sphere with radius R= 1µm as a function of the surface-
to-surface distance L is depicted in Figs. 4 (a) and (b), respec-
tively. The solid lines represent the numerically exact values,
while the dashed lines correspond to the PFA. Here and in
the following figures, the arrow indicates the direction of in-
creasing screening. Thus, here, the upper curves represent
strong screening while the lower curves refer to no screening.
The van der Waals interaction for intermediate screening then
will follow a curve in the grey shaded area. For both observ-
ables, the PFA overestimates the interaction and the approxi-
mation agrees better with the exact values when the screening
is strong.
The relative error of the PFA for the van der Waals free en-
ergy and the van der Waals force is quantified in Figs. 4 (c) and
(d), respectively. We find that the PFA is more accurate for the
force than for the free energy. The relative error of the PFA
is larger than one percent above a separation of about 10nm
for the energy and above about 20nm for the force regard-
less of the screening strength. The PFA performs worse when
screening is negligible because the corrections to the PFA are
particularly large for the zero-frequency contribution. In fact,
in view of the derivative-expansion approach, it is expected
that the short-distance expansion of the zero-frequency con-
tribution to the free energy contains corrections to the PFA
which are logarithmic in L/R and thus particularly large at
small separations.31
The van der Waals free energy and force for two
polystyrene spheres with equal radii R1 = R2 = 1µm as a
function of the surface-to-surface distance L is depicted in
Figs. 4 (e) and (f), respectively. Again, the PFA overesti-
mates the van der Waals interaction and performs better when
screening is strong. Overall, the free energy and the force are
smaller for the two spheres than for the plane and the sphere.
This can be explained by the fact that the effective interacting
surface area is smaller in the former than in the latter.23
The relative error of the PFA for the van der Waals free en-
ergy and for the van der Waals force are shown in Figs. 4 (g)
and (h), respectively. Similar as in the plane-sphere geome-
try, the accuracy of the PFA is better when screening is strong
and the PFA is more accurate for the force than for the en-
ergy. Above separations of 10nm, the relative error is larger
than 1% for any screening strength. This is in particular true
for distances below 100nm, which is in contradiction to the
assumption made in Ref. 14. Compared to the plane-sphere
geometry, the PFA is less accurate for two spheres. This is
consistent with the fact that in the plane-sphere geometry the
correction to PFA is dominated by diffractive contributions.28
When considering two spheres, these diffractive contributions
add up and lead to a larger correction to the PFA.
The effective Hamaker parameter for spherical surfaces is
determined by Eq. (29) and depends not only on the cho-
sen materials but also on the geometry used in its derivation.
Figure 5 demonstrates this dependence for polystyrene and
water. The dash-dotted and the solid curves represent the
exact effective Hamaker parameter for the plane-sphere and
sphere-sphere geometries, respectively, whereas the dashed
curve corresponds to the PFA result, which is the same for
both geometries. The upper curves do not take screening into
account as they include the full contribution from the Matsub-
ara frequency ξ0. In contrast, in the lower curves the Matsub-
ara frequency ξ0 is omitted so that these curves correspond
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FIG. 4. (a) van der Waals free energy and (b) force for a polystyrene sphere with radius R = 1µm in front of a polystyrene plane in water as
a function of the surface-to-surface distance L. Solid lines correspond to the numerically exact values and dashed lines to the PFA. The arrow
indicates the direction of increasing screening so that the lower curve includes the Matsubara frequency ξ0 while the upper curve does not.
The grey shaded area indicates the interaction for any intermediate screening strength. The corresponding relative error of the PFA for (c) the
van der Waals free energy and (d) force. Here, the upper curve corresponds to the absence of screening and screening increases through the
grey area as indicated by the arrow. (e) van der Waals free energy and (f) force for two polystyrene spheres with radii R1 = R2 = 1µm in water
as a function of the surface-to-surface distance L. Corresponding relative error of the PFA for (g) the free energy and (h) the force.
to the limit of a vanishingly small Debye screening length:
λD → 0. For any finite value of λD, the Hamaker parameter
for each geometry first starts close to the upper curve at short
distances (L λD) and then is further suppressed by screen-
ing, approaching the lower curve for L λD.
At small separations, the effective Hamaker parameters de-
rived for the two different geometries asymptotically approach
each other and the PFA curve as expected. As the distance
increases, the reduction of the effective Hamaker parameter
calculated within the PFA accounts for electrodynamical re-
tardation only, whereas the exact curves display an additional
reduction associated to curvature. Such geometrical reduction
is more apparent in the absence of screening, since in this case
the PFA curve at long distances defines a plateau associated to
the contribution from the Matsubara frequency ξ0, while the
exact values decay to zero due to the curvature suppression.
We obtain the value A = Aeff(L→ 0) = 1.67kBT for the
Hamaker constant. The limiting value is obtained from the
short-distance plateau defined by the upper curves in Fig. 5
since they correspond to L λD.On the other hand, the short-
10
10−1 100 101 102 103 104
0
0.5
1
1.5
L [nm]
A
ef
f/
k B
T
PFA
plane-sphere
sphere-sphere
FIG. 5. Effective Hamaker parameter for two polystyrene objects in
water as a function of the surface-to-surface distance L. The dash-
dotted and solid lines are derived from the exact plane-sphere and
sphere-sphere interaction forces, respectively. The dashed line is
computed within the PFA and is the same for both geometries. The
radius of the sphere(s) is 1µm. The arrow indicates the direction of
increasing screening strength with the upper (lower) curve including
(excluding) the Matsubara frequency ξ0.
distance plateau associated to the lower curves yields the value
0.90kBT, representing the difference between the Hamaker
constant and the contribution from the Matsubara frequency
ξ0, which in turn corresponds to the long-distance plateau de-
fined by the upper PFA curve in Fig. 5. Our value for A is
about half of the theoretical value found in the literature.69
This is because the optical data in Ref. 73 used here differ
from Parsegian’s optical data set.22 It is interesting to observe
that even though the difference between the permittivities of
the two data sets is small, namely less than 10%, the differ-
ence for the resulting Hamaker constants can be much bigger.
This is because, at least within the PFA, the permittivities of
the objects and the medium enter in terms of their differences.
For polystyrene and water, the optical data almost match for
UV frequencies. These frequencies become more and more
important as the distance between the surfaces decreases, and
then small differences in the optical data can result in rela-
tively large differences in the Hamaker constant. The reduc-
tion of the Hamaker constant observed in the experiment of
Ref. 14 could hence be partly due to uncertainties of the opti-
cal data.
B. Mercury and polystyrene in water
Mercury and polystyrene in an aqueous medium constitute
an interesting colloid system, since the van der Waals force
can be tuned from repulsion to attraction depending on the
screening of the zero frequency contribution.15 Furthermore,
due to the high surface tension mercury droplets have a small
surface roughness and, thus, corrections due to roughness may
play a minor role.75
We study the interaction between a mercury droplet with
radius R= 1µm and a polystyrene wall and the interaction be-
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FIG. 6. (a) van der Waals free energy and (b) force between a mer-
cury sphere of radius R= 1µm and a polystyrene plane in water. (c)
van der Waals free energy and (d) force between a mercury sphere
and a polystyrene sphere with radii R1 = R2 = 1µm in water. For
both scattering geometries, the quantities are presented as a function
of the surface-to-surface distance L. The solid lines correspond to the
numerically exact results and the dashed lines to the PFA. A positive
(negative) sign of the force represents repulsion (attraction). The ar-
rows indicate the direction of increasing screening strength with the
upper (lower) curve including (excluding) the Matsubara frequency
ξ0. The grey shaded area indicates the interaction for any intermedi-
ate screening.
tween a mercury droplet with a polystyrene sphere with equal
radii R1 = R2 = 1µm. The dielectric function of mercury is
described by the Drude-Smith model76 with parameters taken
from Ref. 75. Figures 6 (a) and (b) depict the van der Waals
free energy and force in the plane-sphere geometry, respec-
tively. The corresponding quantities in the sphere-sphere ge-
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ometry are shown in Figs. 6 (c) and (d).77 Solid lines corre-
spond to the numerically exact results, and the dashed lines
to the PFA. We use the convention that a negative sign of the
force corresponds to attraction and a positive sign corresponds
to repulsion.
When screening is strong, the free energy and the force are
negative and monotonic. For negligible screening, both quan-
tities are non-monotonic and can change their sign. At in-
termediate distances, the force can be tuned from attractive
to repulsive depending on the screening strength. Consistent
with the discussion of polystyrene in water, the PFA is more
accurate in the plane-sphere geometry than in the geometry
of two spheres. This becomes most evident when considering
the points in which the observables vanish. For instance, ac-
cording to the PFA the force vanishes at about L= 178nm for
both geometries. The equilibrium distance is overestimated by
about 4nm for the plane-sphere geometry and underestimated
by about 16nm for the two spheres. The determination of the
equilibrium distance is particularly relevant for stable equilib-
ria. This is the case for the materials considered in connection
with ice particles7 and gas bubbles8 in liquid water near a pla-
nar interface. Our results suggest that beyond-PFA corrections
in the nm range could appear when considering aspect ratios
comparable to those taken in Fig. 6.
Figure 7 shows the effective Hamaker parameter for mer-
cury and polystyrene in water. The effective Hamaker pa-
rameter has been computed through the exact force between
a sphere and a plane (dash-dotted lines) and the exact force
between two spheres (solid lines). We also show the re-
sults obtained within the PFA (dashed lines), which are the
same for both geometries. The contribution from the Mat-
subara frequency ξ0 is included in the lower lines but not
in the upper ones. For any given Debye screening length,
the Hamaker parameter exhibits a crossover from the lower
curve to the upper one as the distance increases past λD. We
find A = Aeff(L→ 0) = 5.17kBT for the Hamaker constant
by following the lower short-distance plateau. In this config-
uration, the contribution 5.81kBT from non-zero Matsubara
frequencies, associated to the short-distance upper plateau, is
larger than the Hamaker constant. This is a consequence of
the repulsive nature of the contribution from the Matsubara
frequency ξ0, which corresponds to the negative plateau de-
fined by the lower PFA curve for the longer distances shown
in Fig. 7.
Again, the modification of the effective Hamaker parame-
ter associated to the scattering geometry is most pronounced
for larger distances provided that screening is negligible. The
corresponding exact curves exhibit a non-monotonic behavior
as they tend to zero at large distances.
V. CONCLUSIONS
A numerical scheme for computing the van der Waals inter-
action based on the plane-wave representation of the fluctuat-
ing electromagnetic modes was proposed. After a Nyström
discretization of the plane-wave momenta, the scattering op-
erator becomes a finite matrix and standard linear algebra pro-
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FIG. 7. Effective Hamaker parameter for mercury and polystyrene
in water as a function of the surface-to-surface distance L. The dash-
dotted and solid lines are derived from the exact plane-sphere and
sphere-sphere interaction forces, respectively. The dashed line is
computed within the PFA and is the same for both geometries. The
radius of the sphere(s) is 1µm. The arrow indicates the direction of
increasing screening strength with the lower (upper) curve including
(excluding) the Matsubara frequency ξ0.
cedures can be employed. The method is applicable to arbi-
trary scattering geometries for which the reflection operators
of the individual objects are known in the plane-wave basis. It
was demonstrated that a rotational symmetry can be exploited
by means of a discrete Fourier transform.
The plane-wave numerical method was applied to the
plane-sphere and the sphere-sphere geometry. We found that
the method converges faster than the common method based
on spherical multipoles. By conducting a runtime analysis
for the plane-sphere geometry we demonstrated that the new
plane-wave method outperforms a state-of-the-art implemen-
tation built on spherical multipoles.
For the van der Waals interaction at finite temperatures, the
runtime analysis included a comparison of the conventional
Matsubara summation with an alternative summation scheme
based on a Padé spectrum decomposition. The latter shows an
improved convergence rate resulting in a significant speed-up
for the computation of the van der Waals interaction at small
distances. The plane-wave approach together with the Padé
spectrum decomposition put the numerically exact computa-
tion of the van der Waals interaction at experimentally relevant
distances within reach of standard desktop computers.
As an application, we employed the new method to study
the accuracy of the PFA in aqueous colloidal systems. The
two extreme cases of very strong and very weak screening
were modeled by excluding and including the zero-frequency
contribution of the van der Waals interaction, respectively. For
polystyrene in water we found that the relative error incurred
with the PFA as compared to the numerically exact evaluation
is larger than usually anticipated in the literature, especially
for low salt concentrations. Moreover, this effect is more pro-
nounced for the interaction of two spheres than for a plane
and a sphere. One important consequence is a geometry-
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dependent reduction of the effective Hamaker parameter as
the distance increases, which adds to the reduction effects as-
sociated to electrodynamical retardation and screening by ions
in solution.
In addition, we studied the van der Waals interaction of a
mercury sphere with a polystyrene sphere or a polystyrene
wall. These systems have the interesting feature that the in-
teraction force can be tuned from repulsive to attractive as a
function of the salt concentration. While for strong screen-
ing the force is always attractive, it is repulsive in the case
of negligible screening provided the distance between the ob-
jects is not too small. In this case, the exact effective Hamaker
parameter exhibits a non-monotonic distance dependence that
results from a beyond-PFA competition between the repulsive
and attractive contributions to the interaction force.
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Appendix A: Polarization transformation coefficients
The coefficients appearing in (9) arise from the transfor-
mation between the polarization basis defined with respect to
the scattering plane and the TE/TM polarization basis defined
with respect to the symmetry axis of the setup. They have
been derived in Ref. 23 and are given by
A=
cos(∆ϕ)−λ 4m
[
κκ ′+ kk′ cos(∆ϕ)
][
kk′+κκ ′ cos(∆ϕ)
]
1−λ 4m
[
κκ ′+ kk′ cos(∆ϕ)
]2
B=− λ
2
mkk
′ sin2(∆ϕ)
1−λ 4m
[
κκ ′+ kk′ cos(∆ϕ)
]2
C =± λ
3
m[κ ′k2+κkk′ cos(∆ϕ)]
1−λ 4m
[
κκ ′+ kk′ cos(∆ϕ)
]2 sin(∆ϕ)
D=∓ λ
3
m[κk′
2+κ ′kk′ cos(ϕ)]
1−λ 4m
[
κκ ′+ kk′ cos(∆ϕ)
]2 sin(∆ϕ) .
(A1)
Here, ∆ϕ = ϕ ′−ϕ and the upper (lower) sign in the coeffi-
cientsC and D corresponds to an incoming plane wave travel-
ing in positive (negative) z-direction.
Appendix B: Fresnel coefficients
The reflection at the interface between two homogeneous
half spaces filled with a medium and a dielectric material with
permittivities εm and εd , respectively, is described by the Fres-
nel coefficients60
rTE(iξ ,κ) =
cκ−
√
c2κ2+ξ 2[ε(iξ )−1]
cκ+
√
c2κ2+ξ 2[ε(iξ )−1] , (B1)
rTM(iξ ,κ) =
ε(iξ )cκ−
√
c2κ2+ξ 2[ε(iξ )−1]
ε(iξ )cκ+
√
c2κ2+ξ 2[ε(iξ )−1] (B2)
with ε = εd/εm.
Appendix C: Padé spectrum decomposition
Integrals containing Bose or Fermi distribution functions
can often be transformed into sum-over-poles expressions
using Cauchy’s residue theorem. The Padé spectrum de-
composition (PSD) is a particularly efficient sum-over-poles
scheme,67 which can also be used for the computation of
the van der Waals interaction at finite temperatures. Be-
fore explaining the PSD, we outline the more commonly
used scheme involving the Matsubara spectrum decomposi-
tion (MSD). For simplicity, we restrict the discussion to the
van der Waals free energy.
Before using any of the mentioned spectrum decomposition
schemes, the van der Waals free energy at temperature T can
be expressed in terms of an integral over real frequencies79,80
F =
h¯
2pi
∫ ∞
0
dω f
(
h¯ω
kBT
)
Im [Φ(ω)] (C1)
with
Φ(ω) = logdet(1−M (ω)) (C2)
where the round-trip operator M is defined in Eq. (2). Note
that hereM is a function of real frequencies, while in Eq. (1)
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its argument are imaginary frequencies. For simplicity, we
keep the same notation for both operators. The temperature
dependence of the van der Waals free energy is captured by
the function
f (x) = 1+2n¯(x) , n¯(x) =
1
ex−1 . (C3)
Besides quantum fluctuations, the function f accounts for
thermal fluctuations through the mean number n¯ of photons
per mode. It has equally spaced poles along the imaginary
axis at the Matsubara frequencies. Using Cauchy’s residue
theorem, the van der Waals free energy (C1) can be cast into
a sum over the imaginary Matsubara frequencies as given in
Eq. (1). This procedure has subtleties in connection with the
zero-frequency contribution,81 which shall not be discussed
here further. In numerical applications, the Matsubara sum
needs to be truncated and convergence is reached when the
number of terms is of the order of λT/L with the thermal
wavelength λT = h¯c/kBT .
For the PSD, one starts out by expanding the function f in
terms of a Padé approximation,
f (x)≈ 2
x
+2x
PN−1(x2)
QN(x2)
(C4)
where PN−1 and QN are polynomials of order N − 1 and N,
respectively. Alternatively, f can be expressed in terms of a
sum over its simple poles
f (x)≈ 2
x
+1+2
N
∑
j=1
(
η j
x+ iξ j
+
η j
x− iξ j
)
, (C5)
where the PSD frequencies ξ j are determined by the roots of
QN and can be computed in terms of eigenvalues of a sym-
metric tridiagonal matrix. The PSD coefficients η j can be
calculated recursively as detailed in Ref. 67. The pole in
(C5) at x = 0 remains unchanged with respect to the MSD.
Thus, when using the residue theorem, subtleties in connec-
tion with the zero-frequency contribution can be treated in the
same manner as in the MSD. All other poles now lie unevenly
distributed on the imaginary axis.
Figure 8 visualizes the poles at imaginary frequencies ξ > 0
appearing in (C5) as a function of the order N of the Padé ap-
proximation. The center of each circle indicates the position
of a pole while the area is proportional to the weight of the
pole. For sufficiently small frequencies, one observes the reg-
ularly spaced poles leading to the Matsubara sum (1). For
larger frequencies, the spacing of the poles increases as does
their weight. The irregular spacing of the poles implies that
the order of the PSD has to be fixed beforehand.
Within the PSD, the van der Waals free energy is expressed
as
F =
kBT
2
[
Φ(0)+2
N
∑
j=1
η jΦ(iξ j)
]
. (C6)
Careful numerical tests reveal that convergence of the fre-
quency summation is reached quicker when using PSD, since
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FIG. 8. The positive imaginary frequency poles ξ contributing to
the Padé spectrum decomposition (PSD) are displayed as a function
of the order N of the Padé approximation. The center of the circle
indicates the position of the pole while the area of the circle is pro-
portional to the weight associated with the pole.
the approximation order scales only as N ∼√λT/L. Thus,
the PSD is superior to the MSD when computing the van
der Waals interaction, in particular for experimentally relevant
system parameters.
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