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Zusammenfassung
In dieser Arbeit behandeln wir das Gebiet der Entropiezahlen - wir definieren sie ganz allge-
mein, stellen Eigenschaften und ihre Bedeutung heraus und arbeiten uns bis zu den aktuell
wichtigsten Resultaten vor. Das Konzept ist so angelegt, dass es schon fu¨r Studenten im
Hauptstudium Mathematik versta¨ndlich sein sollte, auf jeden Fall werden Kenntnisse in Ana-
lysis, Funtktioanalanalysis, Kombinatorik und - in Ansa¨tzen - lineare Algebra vorausgesetzt.
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Vorwort
Die metrische Entropie ist ein allgemeines Konzept, welches in vielen Bereichen der Ma-
thematik Anwendung findet, so zum Beispiel in der Codierungs- und Ergodentheorie. Wir
betrachten in dieser Arbeit lediglich eine Anwendung der metrischen Entropie in der Funk-
tionalanalysis, indem wir sie zur Beschreibung der Kompaktheit linearer stetiger Operatoren
verwenden. Ein Operator in Banachra¨umen T : X → Y ist bekanntlich kompakt, wenn
T (UX) ⊆ Y pra¨kompakt ist, wobei wir mit UX die abgeschlossene Einheitskugel des Raumes
X bezeichnen. Die Kompaktheit von T ko¨nnen wir also wie folgt formulieren:
T ist kompakt ⇔
{
∀ε > 0∃N(ε) ∈ N, so dass T (UX) ⊆ Y durch N
Kugeln vom Radius ε u¨berdeckt werden kann
Das ist der Ausgangspunkt der Entropiebetrachtungen. Man kann nun entweder den Radius
der Kugeln fixieren und untersuchen, welches die kleinste Anzahl von Kugeln ist, die man zur
U¨berdeckung beno¨tigt, oder man ha¨lt die Anzahl der Kugeln fest und sucht nun den kleinsten
Radius, mit dem man das Bild der Einheitskugel u¨berdecken kann.
Wir werden den zweiten Weg gehen und Erkenntnisse sammeln, die es uns ermo¨glichen, das
asymptotische Verhalten der Entropiezahlen zu ermitteln. Dabei richten wir unser Hauptau-
genmerkt auf Entropiezahlen von Diagonaloperatoren und werden am Ende schließlich in der
Lage sein, ein wichtiges Resultat von Gordon, Ko¨nig und Schu¨tt auf Lorentzra¨ume auszudeh-
nen.
Wir werden im Verlaufe der Arbeit auf ein fundamenteles Resultat von Carl stoßen, die Un-
gleichung von Carl:
|λn(T )| ≤
√
2en(T ).
Sie ermo¨glicht uns na¨mlich die Eigenwerte λn(T ) eines beliebigen kompakten Operators T
konkret nach oben, durch die Entropiezahlen en(T ), abzuscha¨tzen.
Vor allem in der Physik steckt hinter elementaren Fragestellungen oft ein System von Dif-
ferentialgleichungen, welches nicht exakt berechnet werden kann. Um weiter zu kommen, ist
man meist gezwungen, einen Separationsansatz anzuwenden, um dann ein Eigenwertproblem
zu erhalten. Da man dieses Eigenwertproblem auch nicht immer lo¨sen kann, versucht man
zumindest deren Lo¨sungen gut zu approximieren, also die Eigenwerte abzuscha¨tzen. An dieser
Stelle ist es wichtig, das Verhalten der Eigenwerte zu kennen und das wiederum ermo¨glicht
uns obige Ungleichung von Carl.
Wir wollen nun noch ein abstraktes Beispiel angeben, in dem wir zeigen, wie wir, mit Hilfe
der Entropiezahlen, konkrete Aussagen u¨ber die Eigenwertfolge eines kompakten Operators
T : X → X, der auf einem Banachraum X wirkt, erhalten. Angenommen, zu dem Operator
T gibt es stetige lineare Operatoren A und B sowie einen Diagonaloperator Dσ, so dass das
folgende Diagramm kommutativ1 ist.
X
T //
A

X
lp
Dσ
// lq
B
OO (1)
1D.h. es gilt T = BDσA.
2
So erhalten wir dank gewisser Eigenschaften der Entropiezahlen und der Ungleichung von Carl
das Resultat, dass die Folge der Eigenwerte von T in lr liegt, wenn die Folge der Entropiezahlen
von Dσ in lr liegt.
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Einleitung
Wie aus der Funktionalanalysis bekannt ist, kann man den “Betrag eines kompakten Opera-
tors“, der zwischen zwei Hilbertra¨umen operiert, als |T | := (T ∗T )1/2 definieren, wobei T ∗ der
(im Hilbertraumsinn) adjungierte Operator von T ist. |T | wiederum hat nur nichtnegative
Eigenwerte und man kann diese, der Gro¨ße und ihrer Vielfachheit nach geza¨hlt, anordnen.
Diese Anordnung ergibt eine Folge nichtnegativer reeller Zahlen, welche singula¨re Zahlen
genannt werden. Die singula¨ren Zahlen haben eine Reihe scho¨ner Eigenschaften, so bilden sie
zum Beispiel eine positive Nullfolge, deren erstes Glied gerade der Norm von T entspricht.
Aus der Theorie der Hilbertra¨ume ist uns bekannt, dass wir zu einem kompakten Operator
T ∈ K(H1,H2), der zwischen zwei Hilbertra¨umen operiert, Orthonormalsysteme en bzw. fn
finden ko¨nnen, so dass gilt:
Tx =
∞∑
n=1
sn 〈x, en〉 fn ∀x ∈ H1, (2)
wobei sn die singula¨ren Zahlen von T sind.
Nun kann man im Banachraumfall nach einer Zahlenfolge suchen, die Eigenschaften von den
singula¨ren Zahlen hat. Bei dieser Suche sind gut ein halbes Dutzend solcher Zahlen aufge-
taucht, welche man in Anlehnung an die singula¨ren Zahlen s-Zahlen nennt.
Wir werden auf zwei Vertreter der s-Zahlen, die Approximationszahlen und die Entro-
piezahlen, na¨her eingehen, Relationen zwischen beiden betrachten und konkrete Methoden
angeben, wie man sie berechnen kann. Wie in jedem Gebiet der Mathematik gibt es auch
hier spezielle Beweistechniken und Konstrukte, um ihnen zu Leibe zu ru¨cken. Zwei wichtige
Vertreter hiervon sind die Operatorenideale und die Interpolation. Auf diese beiden Begriffe
werden wir auch noch eingehen, bevor wir die Hauptresultaten im letzten Kapitel in herleiten
ko¨nnen.
Die Hauptresultate sind die Ungleichung von Carl und der Satz von Gordon-Ko¨nig-
Schu¨tt. Wie im Vorwort schon erwa¨hnt, ko¨nnen wir aus der Ungleichung von Carl eine
Abscha¨tzung fu¨r die Betra¨ge der Eigenwerte finden, welche die Entropiezahlen interessant
macht. Zum Berechnen der Entropiezahlen wiederum, dient uns der Satz von Gordon-Ko¨nig-
Schu¨tt. Durch diesen ko¨nnen wir fu¨r bestimme Entropiezahlen ermitteln, wie schnell diese
gegen Null abfallen. Zum Schluß beweisen wir noch zwei neue Sa¨tze, welche an den Satz von
Gordon-Ko¨nig-Schu¨tt angelehnt sind und ihn verallgemeinern.
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Notationen und Konventionen
Wie u¨blich bezeichnen wir mit N, Z, R und C die natu¨rlichen, ganzen, reellen bzw. komple-
xen Zahlen. Wir za¨hlen die Null nicht zu den natu¨rlichen Zahlen, manchmal betonen wir das
noch extra mit dem Symbol N+. Falls wir einmal doch die Null beno¨tigen, definieren wir dazu
N0 := N ∪ {0}.
Mit c00, c0, c, lp und l∞ bezeichnen wir die Ra¨ume der finiten Folgen, Nullfolgen, konvergen-
ten , p-summierbaren bzw. beschra¨nkten Folgen. Die zwei letzten Ra¨ume tauchen manchmal
mit einem zusa¨tzlichen oberen Index “n“ auf, dann meinen wir damit den Kn mit der ent-
sprechenden Norm.
Oft werden wir nicht nur mit Normen in Beru¨hrung kommen, sondern auch mit so genannten
Quasinormen und p-Normen(0 < p ≤ 1). Eine Quasi- bzw. p-Norm ist eine Abbildung auf
einem K-Vektorraum r : X → [0,∞) mit
(a) r(sx) = |s|r(x) ∀s ∈ K, ∀x ∈ X
(b) r(x) = 0⇒ x = 0
(c) r(x+ y) ≤ C[r(x) + r(y)] ∀x, y ∈ X fu¨r ein C ≥ 1
bzw.
(c’) [r(x+ y)]p ≤ [r(x)]p + [r(y)]p ∀x, y ∈ X.
Ra¨ume, die bezu¨glich einer Quasi- bzw. p-Norm vollsta¨ndig sind, nennen wir Quasi- bzw.
p-Banachra¨ume.
Banachra¨ume u¨ber dem Ko¨rper K ∈ {R,C} werden stets mit X,Y, Z bezeichnet. Falls einmal
Hilbertra¨ume auftauchen sollten, werden wir diese mit H oder H bezeichnen. Fu¨r Operatoren
zwischen Ra¨umen werden wir in der Regel die Bezeichnung R,S, T verwenden. Sofern es nicht
ausdru¨cklich anders gesagt wird, meinen wir mit Operatoren lineare und stetige Operatoren
von X nach Y , deren Klasse wir mit L(X,Y ) bezeichnen. Mit F(X,Y ) bzw. K(X,Y ) be-
zeichnen wir die finiten bzw. kompakten Operatoren.
Unter der Norm eines Operators T verstehen wir wie u¨blich ‖T‖ := sup{‖Tx‖Y : ‖x‖X ≤ 1},
wobei der untere Index der Norm angibt, welchem Raum diese zugeordnet ist. Den Dualraum
von X bezeichnen wir mit X ′ und den (im Hilbertraumsinn) zu T adjungierten Operator mit
T ∗.
Wir vereinbaren hier fu¨r nichtnegative Folgen x = (xn) und y = (yn) die Schreibweise
xn ∼ yn oder kurz x ∼ y, wenn es positive Konstanten c und C gibt mit cxn ≤ yn ≤ Cxn fu¨r
alle n ∈ N.
Wenn wir von Banachra¨umen sprechen, meinen wir sowohl reelle als auch komplexe
Ra¨ume.
Wenn es nicht ausdru¨cklich anders gesagt wird, ist es nicht no¨tig zwischen den beiden Fa¨llen
zu unterscheiden. Falls ein Satz oder eine Behauptung nur fu¨r einen Fall gilt, werden wir
ausdru¨cklich darauf hinweisen.
Unser spezielles Augenmerk liegt auf Banachra¨umen, jedoch gelten manche Sa¨tze sogar im
Quasibanachraumfall. Wir bitten um Versta¨ndnis, wenn manchmal nur der Banachraumfall
betrachtet oder bewiesen wird, da sich ansonsten die Beweistechniken meist als viel aufwen-
diger erweisen, der eingeschra¨nkte Fall aber fu¨r unsere Hauptresultate ausreichend ist.
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Kapitel 1
Entropiezahlen und Lorentzra¨ume
Bevor wir das Hauptobjekt unserer Betrachtungen, die Entropiezahlen, einfu¨hren, werden wir
die Klasse der s-Zahlen definieren, von denen wir die Vertreter Entropiezahlen und Appro-
ximationszahlen genauer betrachten werden. Nachdem wir einige Eigenschaften der Approxi-
mationszahlen studiert haben, werden wir mit deren Hilfe die Lorentzra¨ume definieren und
damit alle wichtigen Objekte dieser Arbeit vorgestellt haben. Als letztes bescha¨ftigen wir uns
noch mit Operatorenidealen und der Interpolation, welche in unserem Kontext wichtig fu¨r die
Beweise in den folgenden Kapiteln sind.
Wie bereits eingangs erwa¨hnt, interessiert man sich bei Operatoren, welche zwischen Ba-
nachra¨umen wirken, fu¨r Folgen, die a¨hnliche Eigenschaften haben wie die singula¨ren Zahlen.
Wir ko¨nnen hier nicht auf alle s-Zahlenfunktionen eingehen, deswegen verweisen wir auf Ei-
genvalue Distribution of Compact Operators von Hermann Ko¨nig (vgl. [6, Definition 1.d.13]),
wo wir eine gute Einfu¨hrung in diese Theorie finden.
1. Seien X und Y (quasi-) Banachra¨ume. Eine Abbildung s : L → l∞ die jedem Operator
T ∈ L(X,Y ) eine Folge (sn(T )) nichtnegativer reeller Zahlen zuordnet, nennen wir
s-Zahlenfunktion, wenn folgendes gilt:
(a) ‖T‖ = s1(T ) ≥ s2(T ) ≥ ... ≥ 0, T ∈ L(X,Y )
(b) sm+n−1(S + T ) ≤ sm(S) + sn(T ), S, T ∈ L(X,Y ),∀m,n ∈ N
(c) sn(RST ) ≤ ‖R‖ sn(S) ‖T‖ , T ∈ L(X0, X), S ∈ L(X,Y ), R ∈ L(Y, Y0)
(d) sn(T ) = 0⇔ rang T < n, sn(idln2 ) = 1.
2. Wenn eine Abbildung nur die Eigenschaften (a) - (c) erfu¨llt, nicht jedoch Eigenschaft
(d), so nennen wir sie pseudo-s-Zahlenfunktion.
3. Eine (pseudo-)s-Zahlenfunktion s : L → l∞ nennen wir multiplikativ, wenn folgendes
gilt:
sm+n−1(ST ) ≤ sm(S)sn(T ), T ∈ L(X,Y ), S ∈ L(Y, Z), ∀m,n ∈ N.
Der in obiger Definition auftauchende Raum ln2 ist der Raum Kn mit der Norm ‖x‖ln2 :=
(
∑n
i=1 |xi|2)1/2.
Man kann alle s-Zahlen, die in Banachra¨umen auftauchen, auch im Spezialfall der Hilber-
tra¨ume betrachten und erkennt, dass dort alle zusammenfallen und gerade gleich den sin-
gula¨ren Zahlen sind.
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1.1 Approximationszahlen und Lorentzra¨ume
Wir gehen jetzt auf eine wichtige s-Zahlenfunktion ein, die so genannten Approximati-
onszahlen. Wie bereits in der Einleitung erwa¨hnt, sind singula¨re Zahlen zuna¨chst nur fu¨r
kompakte Operatoren definiert. Um eine analoge Darstellung, wie in (2) zu erhalten, fu¨hrt
man eben besagte Approximationszahlen ein und zeigt, dass sie im Falle der Hilbertra¨ume,
gerade mit den singula¨ren Zahlen u¨bereinstimmen.
Zuvor fu¨hren wir jedoch den wichtigen Begriff des Diagonaloperators ein, mit welchen wir
uns im Laufe dieser Arbeit oft bescha¨ftigen werden.
1.1.1 Definition (Diagonaloperator)
Wir nennen Dσ : lp −→ lq, 0 < p, q ≤ ∞ Diagonaloperator, wenn er jedem Element x ∈ lp
durch die Vorschrift
Dσ(x) := (x1σ1, x2σ2, ...)
ein Element aus lq zuordnet.
1.1.2 Definition (Approximationszahlen fu¨r Operatoren)
Sei T ∈ L(X,Y ), so ist die n-te Approximationszahl von T definiert durch:
an(T ) := inf{‖T − S‖ S ∈ L(X,Y ), rangS < n}
Man erkennt leicht, dass es sich bei den Approximationszahlen um multiplikative s-Zahlen
handelt. Der Beweis hierzu findet sich u.a. in Ko¨nig [6, Lemma 1.d.14,15].
Sei x = (xi)i∈I eine komplexwertige Folge, dann heißt x endlich, wenn es nur endlich
viele Koordinaten xi ungleich Null gibt, dabei bezeiche I eine beliebige Indexmenge. Wir
bezeichnen die Kardinalzahl von {i ∈ I : xi 6= 0} mit card(x).
Wir geben jetzt noch die Definition fu¨r die Approximationszahlen fu¨r Folgen an.
1.1.3 Definition (Approximationszahlen fu¨r Folgen)
Die n-te Approximationszahl von x ∈ l∞(I) (I beliebige Indexmenge) wird definiert durch:
an(x) := inf{‖x− u‖∞ : u ∈ l∞(I), card (u) < n}
Es ist nicht schwer zu sehen, dass diese Definition gerade mit der Definition der monotonen
Umordnung x∗ zusammenfa¨llt, welche wir jetzt auch noch einfu¨hren werden.
1.1.4 Definition (nicht fallende monotone Umordnung)
1. Sei x = (x1, x2, ...) eine Nullfolge mit Werten in C, so heißt x∗ nicht fallende mono-
tone Umordung mit:
x∗1 := sup
n∈N
{|xn|},
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x∗n := sup
|In|=n
∑
j∈In
|xj |
−
n−1∑
j=1
x∗j , fu¨r n > 1.
(Es gilt also: x∗1 ≥ x∗2 ≥ ... ≥ 0. Die Definition ist auch fu¨r endliche Folgen sinnvoll,
indem man diese durch Null fortsetzt.)
2. Ein aus Folgen bestehender Banachraum (X,‖.‖X) heißt symmetrischer Folgenraum,
wenn ‖x‖X = ‖x∗‖X ∀x ∈ X gilt.
Man kann sich auch in diesem Fall wieder u¨berlegen, dass die Approximationszahlen die
Multiplikativita¨sbedingung erfu¨llen.
Wir geben jetzt die Definition der Lorentzra¨ume an. Pietsch verwendet in seinem Buch Ei-
genvalues and s-Numbers, [11, Definition 2.1.4] die Approximationszahlen anstelle der nicht
fallenden monotonen Umordnung, welche die u¨bliche Variante ist. Wie man leicht sieht, stim-
men beide im Falle von Folgenra¨umen u¨berein, darum ist das auch gerechtfertigt.
1.1.5 Definition (Lorentzra¨ume)
Die Lorentzra¨ume lr,w bestehen aus allen komplexwertigen Folgen x = (xi), so dass
(n1/r−1/wx∗n) ∈ lw ist, mit 0 < r <∞. Die dazugeho¨rige Quasinorm wird im Falle 0 < w <∞
mit
‖x‖r,w :=
∥∥∥(n1/r−1/wx∗n)∥∥∥
w
:=
( ∞∑
n=1
[n1/r−1/wx∗n]
w
)1/w
und im Falle w =∞ mit
‖x‖r,∞ := sup
n∈N
{n1/rx∗n}
definiert.
Man sieht sogleich, dass fu¨r den Fall r = w die Lorentzra¨ume mit den u¨blichen Fol-
genra¨umen lr zusammenfallen, die Lorentzra¨ume bilden also eine Art Verfeinerung der be-
kannten Folgenra¨ume.
Wir werden jetzt ein Lemma formulieren, welches uns zum Beweis des darauf folgenden Satzes
dienen soll. Der Beweis des Lemmas ist in [11, Prosposition 2.1.7-10] zu finden, und da es sich
um rein analytische Beweistechniken handelt, verzichten wir darauf, ihn hier zu fu¨hren.
1.1.6 Lemma
1. Seien 0 < p < r <∞, 0 < w ≤ ∞ und sei x ∈ l∞, so gilt:
(a) x ∈ lr,w ⇔ ‖x‖meanp :=
∥∥(( 1n∑nk=1 x∗pn )1/p)∥∥r,w <∞,
(b) ‖.‖meanp und ‖.‖r,w sind a¨quivalente Quasinormen auf lr,w.
2. Seien 0 < r <∞, 0 < w ≤ ∞ und sei x ∈ l∞, so gilt:
(a) x ∈ lr,w ⇔ ‖x‖mean0 :=
∥∥((∏nk=1 x∗n)1/n)∥∥l,w <∞,
(b) ‖.‖mean0 und ‖.‖r,w sind a¨quivalente Quasinormen auf lr,w.
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3. Seien 0 < r <∞, 0 < w ≤ ∞ und sei x ∈ l∞, so gilt:
(a) x ∈ lr,w ⇔ ‖x‖oddr,w :=
∥∥(x∗2n−1)∥∥r,w <∞,
(b) ‖.‖odd und ‖.‖r,w sind a¨quivalente Quasinormen auf lr,w.
4. Seien 0 < r <∞, 0 < w ≤ ∞ und sei x ∈ l∞, so gilt fu¨r festes s=2,3,...:
(a) x ∈ lr,w ⇔ ‖x‖geoms :=
∥∥(sk/rx∗
sk
)∥∥
w
<∞,
(b) ‖.‖geoms und ‖.‖r,w sind a¨quivalente Quasinormen auf lr,w.
Mit Hilfe von Lemma 1.1.6 kann man zweierlei leicht zeigen, erstens, dass die Lorentzra¨ume
lexikographisch geordnet sind, d.h. es gilt
lr0,w0 ⊆ lr1,w1 fu¨r 0 < r0 < r1 <∞ und beliebige w0, w1,
lr,w0 ⊆ lr,w1 fu¨r beliebiges und 0 < w0 < w1 <∞
und zweitens folgenden Satz, der die Ho¨ldersche Ungleichung auf Lorentzra¨ume ausdehnt:
1.1.7 Satz (Ho¨ldersche Ungleichung fu¨r Lorentzra¨ume)
Fu¨r 0 < p, q, u, v ≤ ∞ und 1/p+ 1/q = 1/r sowie 1/u+ 1/v = 1/w gilt:
x ∈ lp,u, y ∈ lq,v ⇒ xy ∈ lr,w
Beweis
Seien x ∈ lp,u und y ∈ lq,v. Nach Lemma 1.1.6.4 gilt mit s = 2:( ∞∑
k=1
[2k/px∗2k ]
u
)1/u
<∞, (1.1)
( ∞∑
k=1
[2k/qy∗2k ]
v
)1/v
<∞. (1.2)
Wegen des gleichen Lemmas reicht es, zu zeigen, dass ein s ∈ N existiert, so dass
(
∑∞
k=1([s
k/r(xy)∗
sk
]w))1/w < ∞ ist. Wir wa¨hlen dazu wieder s = 2 und beachten folgende
Formel, die aus der Multiplikativita¨t der Approximationszahlen folgt:
a2k(xy)︸ ︷︷ ︸
(xy)∗
2k
= a2k−1+2k−1+1−1(xy)
Monotonie≤ a2k−1+2k−1−1(xy) ≤ a2k−1(x)︸ ︷︷ ︸
x∗
2k−1
a2k−1(y)︸ ︷︷ ︸
y∗
2k−1
. (1.3)
Damit folgt also: ( ∞∑
k=1
[2k/r(xy)∗2k ]
w
)1/w
(1.3)
≤
( ∞∑
k=1
[2k/rx∗2k−1y
∗
2k−1 ]
w
)1/w
=
= 21/r
( ∞∑
k=1
[2k−1/px∗2k−1 ]
w[2k−1/qy∗2k−1 ]
w
)1/w
Ho¨lderscheUngleichung
≤
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≤ 21/r
( ∞∑
k=1
[2(k−1)/px∗2k−1 ]
u
)1/u( ∞∑
k=1
[2(k−1)/qy∗2k−1 ]
v
)1/v
(1.1),(1.2)
< ∞. (1.4)
q.e.d.
Sei I wieder eine beliebige Indexmenge, wenn wir mit lp,u(I) ◦ lq,v(I) die Menge aller
komplexwertigen Familien bezeichnen, deren Elemente x wie folgt geschrieben werden ko¨nnen:
x = (αnβn), mit a = (αn) ∈ lp,u(I) und b = (βn) ∈ lq,v(I),
so gilt sogar die folgende Bemerkung.
1.1.8 Bemerkung
Fu¨r 0 < p, q, u, v ≤ ∞ und 1/p+ 1/q = 1/r sowie 1/u+ 1/v = 1/w gilt:
lp,u(I) ◦ lq,v(I) = lr,w(I). (1.5)
Der Beweis hierzu findet sich wieder in [11, 2.1.13].
Als letztes geben wir noch ein Kriterium an, wie wir Approximationszahlen konkret berechnen
ko¨nnen, einen Beweis hierzu finden wir wieder in [6, Lemma 1.d.17].
1.1.9 Lemma
Seien 1 ≤ q ≤ p ≤ ∞ und 1/r := 1/q − 1/p (bzw. r := ∞, fu¨r p = q) und sei σ die zum
Diagonaloperator Dσ ∈ L(lp, lq) geho¨rige Folge, so gilt
an(Dσ) =
{
(
∑∞
j=n σ
∗r
j )
1/r , fu¨r p > q
σ∗n , fu¨r p = q.
(1.6)
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1.2 Entropiezahlen
Wir werden nun kurz die Entropiezahlen einfu¨hren und zeigen, dass es sich um eine multipli-
kative s-Zahlenfunktion handelt. Zu weiteren Aussagen und Anwendungen kommen wir dann
in den folgenden Kapiteln.
1.2.1 Definition (Entropiezahlen)
Seien X und Y Banachra¨ume und T ein linearer stetiger Operator T ∈ L(X,Y ), so nennt
man
εn(T ) := inf
{
ε > 0|∃x1, ..., xn ∈ Ymit T (BX) ⊆
n⋃
i=1
{{xi}+ εBY }
}
n-te Entropiezahl von T, wobei BX bzw. BY die abgeschlossenen Einheitskugeln in X
bzw. Y sind. Wir nennen:
en := ε2n−1
die n-te dyadische Entropiezahl von T.
Beim U¨bergang von den “normalen“ Entropiezahlen zu den dyadischen gehen bei der
asymptotischen Betrachtung keine wesentlichen Informationen verloren. Darum werden wir
auch nur die dyadischen Entropiezahlen betrachten und diese wieder nur “Entropiezahlen“
nennen.
1.2.2 Bemerkung
Aus der Definition der Entropiezahlen ergibt sich offensichtlich folgender elementarer Zusam-
menhang:
T ist kompakt ⇔ lim
n→∞ en(T ) = 0.
Wenn wir also einen kompakten Operator gegeben haben, gibt uns das Verhalten der Entro-
piezahlen an, “wie kompakt“ der Operator ist. Je schneller sie gegen Null konvergieren, desto
kompakter ist auch der Operator.
Haben wir zum Beispiel kompakte Operatoren S und T gegeben mit en(S) = 2−
√
n und
en(T ) = 1/n, so wu¨rden wir S ein gro¨ßeren “Grad der Kompaktheit“ zuordnen als T .
1.2.3 Behauptung
Die Entropiezahlen sind eine multiplikative pseudo-s-Zahlenfunktion.
Beweis
Die Eigenschaften hierzu sind leicht nachzupru¨fen, wir geben den Beweis lediglich fu¨r die
Multiplikativita¨t an:
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Seien S ∈ L(Y, Z) und T ∈ L(X,Y ), sowie λ > en(T ) und µ > em(S) ⇒ ∃y1, ..., y2n−1 ∈
Y, z1, ..., z2m−1 ∈ Z mit:
T (BX) ⊆
2n−1⋃
i=1
{{yi}+ λBY }, (1.7)
S(BY ) ⊆
2m−1⋃
j=1
{{zj}+ µBZ}. (1.8)
Wenn wir nun den Operator S auf (1.7) anwenden und anschließend (1.8) beachten, erhalten
wir
S(T (BX)) ⊆ S(
2n−1⋃
i=1
{{yi}+ λBY })) ⊆
2m−1⋃
j=1
2n−1⋃
i=1
{{Syi}+ {λzj}+ λµBZ}. (1.9)
Wir ko¨nnen die rechte Seite von (1.9) auch als eine Menge mit 2m−1 · 2n−1 = 2(m+n−1)−1
Elementen betrachten und wenn wir gleichzeitig xk := Syi + λzj setzen, erhalten wir:
(ST )(BX) ⊆
2(m+n−1)−1⋃
k=1
{{xk}+ λµBZ} (1.10)
Aus der Definition von λ und µ, sowie aus (1.10) folgt also:
em+n−1(ST ) ≤ λµ inf→ em+n−1(ST ) ≤ em(S)en(T ) (1.11)
q.e.d.
Am Ende unserer Einfu¨hrung der Entropiezahlen geben wir noch eine interessante Eigen-
schaft der s-Zahlen Funktionen und auch der Entropiezahlen an. Mit ihrer Hilfe erhalten wir
eine weitere Formel zur Berechnung des Spektralradius’ r(T). Wenn wir ein T ∈ L(X)
gegeben haben, so kennen wir aus der Funktionalanalysis folgende Formel:
r(T ) := inf ‖Tn‖1/n = lim
n→∞ ‖T
n‖1/n .
Es stellt sich heraus, dass man noch weitere Berechnungsmo¨glichkeiten erha¨lt, einmal fu¨r
beliebige s-Zahlen Funktionen, aber auch fu¨r die Entropiezahlen:
r(T ) = lim
k→∞
s1(T k)1/k (1.12)
r(T ) = lim
k→∞
en(T k)1/k. (1.13)
Da wir im weiteren Verlaufe nicht mehr auf den Spektralradius stoßen werden, verweisen
wir zum Beweis auf Ko¨nig [6, Prosposition 2.d.6] und [6, Remark 2.d.7].
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1.3 Operatorenideale
Wir fu¨hren nun kurz die Operatorenideale ein und richten uns dabei nach den Ausfu¨hrungen
von Carl und Stephani in [2, 1.6.]. In den folgenden Kapiteln werden wir die Idealeigenschaf-
ten zum Beweis von einigen Sa¨tzen heranziehen. Besonderes Augenmerk legen wir dabei auf
die Entropieideale. Die Theorie der Operatorenideale hat Pietsch in seinem Buch “Operator
Ideals“ ausfu¨hrlich behandelt.
1.3.1 Definition (Operatorenideale)
Seien fu¨r jedes Paar von (Quasi-) Banachra¨umenX und Y eine Teilmenge A(X,Y ) ⊆ L(X,Y )
gegeben. So heißt die Klasse
A :=
⋃
X,Y
A(X,Y )
Operatorenideal, falls die folgenden Eigenschaften erfu¨llt sind:
1. F(X,Y ) ⊆ A(X,Y ),
2. T1, T2 ∈ A(X,Y )⇒ T1 + T2 ∈ A(X,Y ),
3. und seienX0 und Y0 weitere Banachra¨ume,R ∈ L(X0, X), S ∈ A(X,Y ), T ∈ L(Y, Y0)⇒
TSR ∈ A(X0, Y0).
Aus der Definition ergibt sich, dass die Klasse F aller finiten Operatoren und die Klasse L
aller linearen stetigen Operatoren zwischen beliebigen Banachra¨umen Operatorenideale sind.
Es ist offensichtlich, dass fu¨r jedes Operatorenideal A gilt: F ⊆ A ⊆ L.
1.3.2 Definition (Ideal-Quasinorm)
Sei A ein Operatorenideal. Eine Funktion α : A → R heißt Ideal-Quasinorm auf A, falls
gilt
1. 0 ≤ α(T ) <∞∀T ∈ A, α(T ) = 0⇔ T = 0,
2. ∃ c ≥ 1 mit α(T1 + T2) ≤ c(α(T1) + α(T2)) ∀T1, T2 ∈ A(X,Y ),
3. α(TSR) ≤ ‖T‖α(S) ‖R‖ ∀R ∈ L(X0, X), S ∈ A(X,Y ), T ∈ L(Y, Y0).
Ein Paar [A, α] heißt quasinormiertes Operatorenideal. Ein quasinormiertes Opera-
torenideal wird vollsta¨ndig genannt, wenn jede Komponente A(X,Y ) vollsta¨ndig bezu¨glich
α ist.
1.3.3 Definition ((pseudo-)s-Zahlenideal)
Sei s eine (pseudo-)s-Zahlenfunktion, so definieren wir
L(s)p,q(X,Y ) := {T ∈ L(X,Y ) : (sn(T )) ∈ lp,q} fu¨r 0 < p <∞, 0 < q ≤ ∞, (1.14)
λ(s)p,q := ‖(sn(T ))‖lp,q . (1.15)
Wir nennen [L(s)p,q, λ(s)p,q] (pseudo-)s-Zahlenideal.
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1.3.4 Lemma
Das Entropieideal [L(e)p,q, λ(e)p,q] ist ein vollsta¨ndiges quasinormiertes Operatorenideal.
Beweis
1. Schritt: L(e)p,q ist ein Operatorenideal.
Der Beweis hierfu¨r findet sich in [2, 1.6], wir geben lediglich den Beweis fu¨r die 2. Eigenschaft
eines Operatorenideals an.
Seien T1 und T2 ∈ L(e)p,q, d.h. gelte λ(e)p,q(Ti) = (
∑∞
n=1[n
1/p−1/qen(Ti)]q)1/q <∞, so folgt wegen
e2k(T1 + T2) ≤ e2k−1(T1 + T2) ≤ ek(T1) + ek(T2):
λ(e)p,q(T1 + T2) =
( ∞∑
k=1
[
(2k − 1)1/p−1/qe2k−1(T1 + T2)
]q
+
∞∑
k=1
[
(2k)1/p−1/qe2k(T1 + T2)
]q)1/q
≤
( ∞∑
k=1
[
(2k − 1)1/p−1/q(ek(T1) + ek(T2))
]q
+
∞∑
k=1
[
(2k)1/p−1/q(ek(T1) + ek(T2))
]q)1/q
.
(1.16)
Im Falle p ≤ q ko¨nnen wir nun wie folgt abscha¨tzen:
(1.16) ≤
(
2 · 2q/p−1
∞∑
k=1
[
k1/p−1/q(ek(T1) + ek(T2))
]q)1/q ≤
≤
(
21/p
∞∑
k=1
[
k1/p−1/q(ek(T1) + ek(T2))
]q)1/q
.
Falls aber p > q gilt, so ko¨nnen wir (2k − 1)1/p−1/q und (2k)1/p−1/q bei (1.16) jeweils durch
k1/p−1/q nach oben abscha¨tzen:
(1.16) ≤ 21/q
( ∞∑
k=1
[
k1/p−1/q(ek(T1) + ek(T2))
]q)1/q
.
Wenn wir also s := min(p, q) setzen, erhalten wir:
λ(e)p,q(T1 + T2) ≤ 21/s
( ∞∑
k=1
[
k1/p−1/q(ek(T1) + ek(T2))
]q)1/q
(1.17)
Wenn wir jetzt in der rechten Seite von (1.17) die Dreiecksungleichung, bzw. die Quasidrei-
ecksungleichung anwenden, ergibt sich:
λ(e)p,q(T1 + T2) ≤ 21/sC[λ(e)p,q(T1) + λ(e)p,q(T2)],
wobei C ≥ 1 die eventuelle auftauchende Konstante der Quasidreiecksungleichung ist.
2. Teil: Vollsta¨ndigkeit
Sei Tm : X → Y eine Cauchyfolge bezu¨glich λ(e)p,q in L(e)p,q(X,Y ), d.h. es ist
λ(e)p,q(Tm+j − Tm) < ε (1.18)
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fu¨r genu¨gend großes m und alle j. Da fu¨r T ∈ L(e)p,q sogar
‖T‖ = e1(T ) ≤ λ(e)p,q(T )
gilt, stellt sich heraus, dass Tm auch eine Cauchyfolge bezu¨glich der u¨blichen Operatornorm
ist. Es existiert also ein Operator L ∈ L(X,Y ) mit:
lim
m→∞ ‖T − Tm‖ = 0.
Wir mu¨ssen jetzt noch zeigen, dass T ∈ L(e)p,q ist, und dass
lim
m→∞λ
(e)
p,q(Tm − T ) = 0 (1.19)
gilt. Dazu betrachten wir zuerst ein endliches Teilstu¨ck der unendlichen Reihe, welche links
in Formel (1.18) steht:
lim
j→∞
(
k∑
n=1
[
n1/p−1/qen(Tm+j − Tm)
]q)1/q
=
(
k∑
n=1
[
n1/p−1/q lim
j→∞
en(Tm+j − Tm)
]q)1/q
≤ ε,
(1.20)
fu¨r m, welches von ε aber nicht von k abha¨ngt. Nun ergibt sich:
en(T − Tm) ≤ en(T − Tm+j) + ||Tm+j − Tm|| ≤ ||T − Tm+j ||+ en(Tm+j − Tm)
und daraus wiederum folgt:
|en(Tm+j − Tm)− en(T − Tm)| ≤ ‖Tm+j − T‖ .
Dies impliziert:
lim
j→∞
en(Tm+j − Tm) = en(T − Tm).
Darum ko¨nnen wir jetzt, anstatt von (1.20) auch schreiben:(
k∑
n=1
[
n1/p−1/qen(T − Tm)
]q)1/q ≤ ε,
wobei m immer noch unabha¨ngig von k ist, weswegen wir endlich unser gewu¨nschtes Resultat
erhalten: ( ∞∑
n=1
[
n1/p−1/qen(T − Tm)
]q)1/q ≤ ε,
das bedeutet na¨mlich T − Tm ∈ L(e)p,q(X,Y ) und mit der Voraussetzung Tm ∈ L(e)p,q(X,Y ) folgt
mittels der Additivita¨t T ∈ L(e)p,q(X,Y ).
Jetzt ist nur noch die Vollsta¨ndigkeit im Falle q = ∞ zu zeigen, da das aber durch a¨hnliche
Argumente, wie im Fall q <∞, erfolgt, verzichten wir hier darauf.
q.e.d.
Wir werden spa¨ter zum Beweis der Aussagen von Carl noch das folgende Resultat beno¨tigen.
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1.3.5 Lemma
Zu jeder Quasinorm auf einem beliebigen Vektorraum existiert eine p-Norm, wobei sich p aus
der Gleichung K = 21/p−1 berechnen la¨ßt. K ist dabei die Konstante der Quasidreiecksunglei-
chung.
Wir verzichten hier auf den Beweis und verweisen dazu auf [6, 1.d.1] und [10, Theorem
6.1.8,6.2] und [10, 6.2].
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1.4 Interpolation
In diesem Abschnitt bescha¨ftigen wir uns mit einigen Aussagen u¨ber die Interpolationstheorie.
Natu¨rlich kann man im Rahmen einer Diplomarbeit nicht sa¨mtliche Aspekte dieser komplexen
Theorie darlegen, zumal wir auch nur einen Spezialfall davon beno¨tigen werden. Eine hilfrei-
che Einfu¨hrung findet sich zum Beispiel in [11, Kapitel F.]. Ausfu¨hrlich haben sich Bergh und
Lo¨fstro¨m mit diesem Gebiet befasst, in ihrem Buch Interpolation Spaces findet sich unter
anderem der fu¨r uns wichtige Satz 1.4.2.
Wir wollen nun kurz das Konzept der Interpolation beschreiben. Seien A0 und A1 zwei Qua-
sibanachra¨ume, welche stetig in einen linearen Hausdorffraum A eingebettet sind. Dann heißt
(A0, A1) Interpolationspaar. Sei nun (B0, B1) ein weiteres Interpolationspaar, welches eben-
falls in einen linearen Hausdorffraum B eingebettet, ist und sei T ein linearer Operator von
A nach B, dessen Einschra¨nkung auf Ai stetige lineare Operatoren nach Bi (i = 0, 1) sind.
Jetzt fragt man nach Quasibanachra¨umen A∗ ⊆ A und B∗ ⊆ B, so dass die Einschra¨nkung
von T auf A∗ ein stetiger Operator nach B∗ ist. Diese Bedingung wird Interpolationseigen-
schaft genannt. Es ist also eine Konstruktion F gesucht, die aus einem gegebenen Interpola-
tionspaar (A0, A1) einen Quasibanachraum A∼ := F ((A0, A1)) erzeugt, so dass F ((A0, A1))
und F ((B0, B1)) die Interpolationseigenschaft besitzen. A∼ wird dabei als Interpolations-
raum bezeichnet.
Bekannte Konstruktionsmo¨glichkeiten sind die J-Methode und die K-Methode. Wir wer-
den nur die letztere vorstellen, welche wir in dem Kapitel u¨ber die Resultate von Carl ver-
wenden werden.
Zuerst definieren wir den Quasibanachraum
A0 +A1 := {a ∈ A : a = a0 + a1, ai ∈ Ai}, i = 0, 1, (1.21)
mit zugeho¨riger Quasinorm
‖a‖A0+A1 := infa=a0+a1(‖a0‖A0 + ‖a1‖A1), (1.22)
sowie fu¨r festes t > 0 das Peetresche K-Funktional
K(t, a) := K(A0, A1, t, a) := inf
a∈A0+A1
(‖a0‖A0 + t ‖a1‖A1). (1.23)
Wie man leicht sieht, bildet K eine einparametrige Familie von a¨quivalenten Quasinormen
auf A0 +A1, welche fu¨r festes a stetig von t abha¨ngt.
Gelte nun θ ∈ (0, 1) und q ∈ (0,∞]. Sei (A0, A1) ein beliebiges Interpolationspaar, so bezeich-
nen wir mit (A0, A1)θ,p die Menge aller a ∈ A0 +A1, fu¨r die
‖a‖(A0,A1)θ,p :=
 ∞∫
0
[
t−θK(t, a)
]p dt
t
1/p (1.24)
bzw. falls p =∞
‖a‖(A0,A1)θ,∞ := sup
t
{
t−θK(t, a)
}
(1.25)
endlich ist. Man kann leicht zeigen(vgl. z.B. [11, F]), dass (A0, A1)θ,p zusammen mit der
soeben definierten Quasinorm einen Quasibanachraum bildet.
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Sei wieder 0 < θ < 1. Man sagt, eine Interpolationsmethode F ist vom Typ θ, wenn außer
den oben genannten Eigenschaften noch
‖T : F (A0, A1)→ F (B0, B1)‖ ≤ c ‖T : A0 → B0‖1−θ ‖T : A1 → B1‖θ (1.26)
,fu¨r ein c ≥ 1, erfu¨llt ist. Man kann zeigen, dass die eben definierte Interpolationsmethode
gerade von diesem Typ θ ist.
Wir werden nun einige Ergebnisse angeben, ohne auf deren Beweise einzugehen. Hauptsa¨chlich
handelt es sich um Aussagen u¨ber Folgenra¨ume und Operatorenideale, aber auch um Inter-
polationseigenschaften der Entropiezahlen.
1.4.1 Satz
Seien 0 < r0 < r1 <∞, 0 < t, t0, t1 ≤ ∞ und 0 < θ < 1 mit 1/r = (1− θ)/r0 + θ/r1, so gilt
(lr0,t0 , lr1,t1)θ,t = lr,t. (1.27)
1.4.2 Satz
Seien X und Y beliebige Quasibanachra¨ume, 0 < s0 < s1 < ∞, 0 < t, t0, t1 ≤ ∞, 0 < θ < 1
mit 1/s = (1− θ)/s0 + θ/s1, so gilt
(L(e)s0,t0(X,Y ),L
(e)
s1,t1
(X,Y ))θ,t ⊆ L(e)s,t (X,Y ). (1.28)
Die Beweise sind in [1, Theorem 5.3.1] bzw. in [12, Satz 3] zu finden. Der nun folgende
Satz entstammt dem schon oft zitierten Buch “Operator Ideals“ von Pietsch ([10, Prosposition
12.1.11,12]) und wird dort in Form zweier Lemmata formuliert. Wir halten uns aber an den
Beweis, welcher in [4, 1.3.2] fu¨r einen noch allgemeineren Fall zu finden ist.
1.4.3 Satz
Seien X und Y beliebige Banachra¨ume, (Y0, Y1) ein Interpolationspaar mit Y0 ∩ Y1 ⊂ Y , 0 <
θ < 1 und gelte ‖y‖Y ≤ ‖y‖1−θY0 ‖y‖θY1 ∀y ∈ Y0∩Y1, so gilt fu¨r jeden Operator T ∈ L(X,Y0∩Y1)
und k0, k1 ∈ N
ek0+k1−1(T : X → Y ) ≤ 2ek0(T : X → Y0)1−θek1(T : X → Y1)θ. (1.29)
Beweis
Sei ε > 0 gegeben, so la¨sst sich, nach der Definition der Entropiezahlen, das Bild der Ein-
heitskugel von X, T (BX) ⊆ Y0, durch 2k0−1 Y0-Kugeln vom Radius (1 + ε)ek0(T : Y → Y0)
u¨berdecken. Diese Kugeln nennen wir Kj . Jede der Mengen Kj ∩ T (BX) kann in Y1 durch
jeweils 2k1−1 Kugeln vom Radius (1 + ε)ek1(T : X → Y1) u¨berdeckt werden. Wenn wir die
Dreiecksungleichung anwenden, ko¨nnen wir o.B.d.A. annehmen, dass die Kugelmittelpunkte
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jeweils in Kj ∩ T (BX) liegen und erhalten aber einen Faktor 2. Es gibt nun 2k0+k1−2 solcher
Mittelpunkte, die wir mit bl bezeichnen. Sei nun a ∈ BX , es gibt nun ein bl mit
‖Ta− bl‖Bi ≤ 2(1 + ε)eki(T : X → Bi), i = 0, 1. (1.30)
Aus (1.30) und der Voraussetzung an die Normen folgt nun
ek0+k1−1(T : X → Y ) ≤ [2(1 + ε)ek0(T : X → Y0)]1−θ[2(1 + ε)ek1(T : X → Y1)]θ = (1.31)
= [2(1 + ε)]e1−θk0 (T : X → Y0)eθk1(T : X → Y1).
Beim U¨bergang ε→ 0 ergibt sich das behauptete Resultat.
q.e.d.
1.4.4 Bemerkung
Unter a¨hnlichen Voraussetzungen ergibt sich ein analoger Satz mit folgendem Resultat:
ek0+k1−1(T : X → Y ) ≤ 2ek0(T : X0 → Y )1−θek1(T : X1 → Y )θ.
Des weiteren ko¨nnen wir einen analogen Satz formulieren, wenn es sich bei bei Y um einen
Quasi- bzw. p-Banachraum handelt. Wie aus dem Beweis zu entnehmen ist, mu¨ssen wir ledig-
lich auf der rechten Seite von (1.29) den Faktor “2“ durch “2C“ bzw. “21/p“ ersetzen, wobei
C die Konstante der Quasidreiecksungleichung ist.
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Kapitel 2
Erste Resultate
Wir werden nun aus den im vorherigen Kapitel gemachten Betrachtungen erste Ergebnisse
gewinnen und einige Erkenntnisse u¨ber das gegenseitige Verhalten von an und en erhalten.
Dann, im zweiten Teil, ko¨nnen wir einen wichtigen Satz u¨ber die Entropiezahlen von Einbet-
tungen formulieren.
2.1 Vergleich von Entropie- und Approximationszahlen
Nun werden wir der Frage nachgehen, in welchem Falle man Entropie- und Approximations-
zahlen vergleichen kann. Dazu werden wir zuerst einen Satz beweisen, und uns anschließend
Beispiele von Operatoren ansehen und erkennen, dass ein Vergleich unter allgemeinen Vor-
aussetzungen nicht mo¨glich ist.
Zuerst aber zu unserem Satz, der zeigt, dass wir unter bestimmten Voraussetzungen Aussagen
u¨ber das wechselseitige Verhalten von an und en machen ko¨nnen.
2.1.1 Satz
Seien X und Y Quasibanachra¨ume und sei T ∈ K(X,Y ),
1. falls es ein c > 0 gibt, so dass fu¨r alle j ∈ N
a2j−1(T ) ≤ ca2j (T ) (2.1)
gilt, so gibt es eine positive Konstante C, mit
ej(T ) ≤ Caj(T ). (2.2)
2. Sei f : N→ R+ monoton wachsend, und gelte fu¨r ein positives c:
f(2j) ≤ cf(2j−1) ∀ j ∈ N, (2.3)
so gibt es eine positive Konstante C, so dass fu¨r alle n ∈ N folgendes gilt:
sup
1≤j≤n
f(j)ej(T ) ≤ C sup
1≤j≤n
f(j)aj(T ). (2.4)
21
Beweis
Da Y ein Quasibanachraum ist, gibt es eine Konstante K ≥ 1, so dass fu¨r alle u, v ∈ Y gilt
‖u+ v‖Y ≤ K(‖u‖Y + ‖v‖Y ). (2.5)
Wenn wir (2.5) jetzt iterativ fortsetzen, sehen wir, dass es ein λ ≥ 0 gibt, mit K = 2λ, so
dass wir fu¨r alle y1, ..., yk ∈ Y folgende Abscha¨tzung bekommen:∥∥∥∥∥∥
k∑
j=1
yj
∥∥∥∥∥∥
Y
≤
k∑
j=1
2λ(k+1−j) ‖yi‖Y . (2.6)
Nun wa¨hlen wir fu¨r jedes j ∈ N ein Lj ∈ L(X,Y ) mit
rangLj < 2j−1 und ‖T − Lj‖ ≤ 2a2j−1 , j > 1, L1 := 0. (2.7)
Daher gilt fu¨r ein C 1 > 0
rang (Lj+1 − Lj) < 2j+1, ‖Lj+1 − Lj‖ ≤ Ca2j−1(T ). (2.8)
Nun definieren wirmj := µ2j(k−j) fu¨r ein µ > 0, welches wir spa¨ter noch genauer bestimmen
und beachten, dass
k+1∑
j=1
mj = µ2k
k+1∑
j=1
2−(k−j)(k − j) ≤ Cµ2k (2.9)
ist. Da wir T auch als
T = T − Lk +
k−1∑
j=1
(Lj+1 − Lj)
schreiben ko¨nnen, folgt unter Beachtung von (2.6) und (2.7) fu¨r x ∈ BX und yi ∈ Y (i =
1, ..., k − 1)∥∥∥∥∥∥Tx−
k−1∑
j=1
yi
∥∥∥∥∥∥
Y
Dreiecksungl.,(2.6)
≤ 2λ ‖(T − Lk)x‖Y +
k−1∑
j=1
2λ(k+1−j) ‖(Lj+1 − Lj)x− yj‖ (2.10)
(2.7)
≤ 2λ+1a2k−1(T ) +
k−1∑
j=1
2λ(k+1−j) ‖(Lj+1 − Lj)x− yj‖Y .
Fu¨r jedes j ∈ {1, ..., k − 1} sei εmj das Infimum aller ε > 0, so dass es 2mj−1 Ba¨lle in Y vom
Radius ε gibt, die das Bild der X-Einheitskugel unter Lj+1 − Lj u¨berdecken. Nun gibt es
positive Konstanten2 c und C, so dass
εmj ≤ C2−cmj/2
j
a2j−1 = C2
−cµ(k−j)a2j−1 (2.11)
1Wenn hier im Beweis eine Konstante C auftaucht und spa¨ter erneut, so muss es sich nicht um den sel-
ben Wert handeln. Uns geht es hier nicht um genaue Werte, sondern darum, dass es mo¨glich ist, gewisse
Abscha¨tzungen zu treffen.
2Fu¨r na¨heres zu diesem Schritt, sei z.B. auf [4, Seite 16] verwiesen.
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erfu¨llt ist. Jetzt ergibt (2.10) zusammen mit (2.8) und (2.11)
eµC2k(T ) ≤ 2λ+1a2k−1(T ) + C
k∑
j=1
2λ(k+1−j)a2j−1(T )2
−cµ(k−j), (2.12)
wobei µ > 0 wegen unserer Annahme ist, und c, C jeweils unabha¨ngig von µ sind.
Kommen wir nun zum Beweis von 1. Nach (2.1) gibt es ein κ > 0 mit
a2j−1(T ) ≤ 2κ(k−j)a2k−1(T ), j = 1, ..., k. (2.13)
Indem wir (2.13) in (2.12) einsetzen und µ groß genug wa¨hlen erhalten wir fu¨r alle k ∈ N
ec2k(T ) ≤ Ce2k−1(T ). (2.14)
Wir ko¨nnen nun noch annehmen, dass c = 2n ist, dann (2.1) und (2.14) anwenden. Damit
erhalten wir
e2n+k(T ) ≤ Ca2n+k(T ). (2.15)
Wenn wir jetzt noch einmal (2.1) benutzen und die Monotonieeigenschaften von aj und ej
beachten, ergibt sich gerade der erste Teil unseres Satzes.
Um den zweiten Teil zu beweisen, sei zuna¨chst b := sup{f(j)aj(T ), j = 1, ..., 2k+n}. So
gilt offenbar
aj(T ) ≤ b/f(j), j = 1, ..., 2k+n. (2.16)
Nun ersetzen wir die a2j−1 auf der rechten Seite von (2.12) durch b/f(2j−1). Jetzt ist (2.3) das
Analogon zu (2.1) und, indem wir die gleichen Abscha¨tzungen wie bei (2.13) - (2.15) machen,
erhalten wir
e2k+n(T ) ≤ Cb/f(2k+n), n ∈ N, (2.17)
wobei C > 0 von b unabha¨ngig ist. Zusammen mit den Monotonieeigenschaften von f und
ej(T ) und der Tatsache, dass e1 ≤ ‖T‖ = a1 gilt, ergibt sich Formel (2.4) und somit ist der
Satz bewiesen.
q.e.d.
Wir kommen nun zu einigen konkreten Beispielen, welche illustrieren sollen, dass Entropie-
und Approximationszahlen im Allgemeinen nicht vergleichbar sind. Seien an und bn beliebige
positive Folgen, falls es Konstanten c, C ≥ 1 gibt mit can ≤ bn ≤ Can fu¨r alle n ∈ N,
so schreiben wir dafu¨r kurz an ∼ bn. Wie wir in einem spa¨teren Abschnitt durch den Satz
von Gordon-Ko¨nig-Schu¨tt sehen werden, gilt fu¨r die Entropiezahlen von Diagonaloperatoren
Dσ : lp → lp folgende Relation:
ek+1(Dσ) ∼ sup
n∈N
{
2−k/2n(σ1 · · ·σn)1/n
}
, (2.18)
wobei 1 ≤ p ≤ ∞ gilt. Der Diagonaloperator wird dabei durch die Nullfolge σ beschrieben.
Wobei die Folge positiv und der Gro¨ße nach geordnet ist:
σ1 ≥ ... ≥ σn > 0. (2.19)
Mit diesen Annahmen sehen wir, dass auch (σ1 · · ·σn)1/n eine monoton gegen Null fallende
Folge ist. Tatsa¨chlich reicht es, auf der rechten Seite von (2.18) nur das Maximum u¨ber alle
n ≤ k zu betrachten, da (σ1 · · ·σn)1/n monoton fa¨llt und fu¨r n > k dann 2−k/2n ∼ 1 gilt.
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1. Beispiel: σn ∼ σ2n
Offenbar gibt es wegen der Monotonie und nach der Voraussetzung ein C ≥ 1 mit
σ2n ≤ σn ≤ Cσ2n. (2.20)
Wir ko¨nnen nun fu¨r k > n ein m ∈ N0 finden mit
2mn ≤ k < 2m+1n (2.21)
und iterativ folgt damit aus (2.20)
σn ≤ Cσ2n ≤ C2σ4n ≤ ... ≤ Cmσ2mn ≤ Cm+1 σ2m+1n︸ ︷︷ ︸
≤σk
. (2.22)
Daraus ergibt sich nun fu¨r k > n
1 ≤ σn/σk ≤ C · Cm = C2m
=:α︷ ︸︸ ︷
log2C
2m≤k/n
≤ C(k/n)α. (2.23)
Wir ko¨nnen o.B.d.A. annehmen, dass σn = 1 gilt und so erhalten wir fu¨r n = 1 aus Formel
(2.23) fu¨r σk die Abscha¨tzung
σk ≥ Ck−α. (2.24)
Wir erkennen also, dass alle Folgen, die der Bedingung (2.20) genu¨gen, nicht schneller als
polynomial fallen ko¨nnen.
Jetzt werden wir versuchen, unter der Annahme von (2.20) Formel (2.18) zu vereinfachen.
Sei nun j = 1, ..., n, so folgt aus (2.23)
σj ≤ C(n/j)ασn. (2.25)
Nun ergibt sich wegen der Monotonie von σ, der Stirlingschen Formel3, sowie wegen
√
n
1/n →
1 gerade
σn ≤ (σ1 · · ·σn)1/n ≤ Cσnnα/(n!)α/n ≤ Cσn
[
n
n/e
]α
≤ Cσn. (2.26)
Wir kommen also zu dem Ergebnis, dass fu¨r σn ∼ σ2n nun
ek(Dσ) ∼ sup
n≤k
2−k/2nσn (2.27)
folgt. Das sieht nun schon viel einfacher aus als (2.18), jedoch gelingt es uns, das Resultat
noch mehr zu optimieren:
Cσk ≤ sup
n≤k
2−k/2nσn
(2.23)
≤ Cσk sup
n≤k
2−k/2n
(
k
n
)α
≤ Cσk sup
t≥1
2−t/2tα ≤ Cσk. (2.28)
Letztendlich kommen wir wegen (2.28) also zu folgendem Resultat:
ek(Dσ) ∼ σk, fu¨r σn ∼ σ2n. (2.29)
3n! ≈ √2pin(n/e)n
24
2. Beispiel: an ∼ a2n
Nach unserer Voraussetzung gilt nun insbesondere a2n ∼ a2n−1 , weshalb wir f(n) := (an)−1
in Formel (2.4) setzen ko¨nnen und erhalten damit
max
1≤k≤n
ek/ak ≤ C.
Das gilt nun nicht nur fu¨r den Wert, bei dem das Maximum angenommen wird, sondern
natu¨rlich auch fu¨r alle anderen k, d.h. wir haben
ek(T ) ≤ Cak(T ).
Wir geben nun ein erstes konkretes Beispiel an, fu¨r das wir die Entropiezahlen wieder
einfach ausrechnen ko¨nnen, indem wir den Satz von Gordon-Ko¨nig-Schu¨tt (Satz 3.2.1) an-
wenden.
3. Beispiel: Dσ : lp −→ lp, σn := 2−n
Wir haben nach (2.18) folgendes Ergebnis
ek ∼ sup
n≤k
2−(n
2+n+k)/2n (2.30)
und mu¨ssen zur Bestimmung des Supremums von f(n) := 2−(n2+n+k)/2n eine kleine Kurven-
diskussion durchfu¨hren:
f ′(n) = ln 2 · 2−(n2+n+k)/2n(k/2n2 − 1/2).
Die erste Ableitung nimmt also bei n =
√
k ihre Nullstelle an, man erkennt leicht, dass es
sich hierbei um ein Maximum von f(n) handelt. Wenn man nun n =
√
k in (2.30) einsetzt,
erhalten wir die Relation
ek ∼ 2−
√
k. (2.31)
Nach (1.6) gilt ak = σk, also in unserem Fall
ak = 2−k. (2.32)
Aus (2.31) und (2.32) sehen wir also, dass der Quotient ak/ek = 2−
√
k(
√
k−1) gegen Null
konvergiert, d.h. die Approximationszahlen fallen viel schneller als die Entropiezahlen.
4. Beispiel:
Wir geben hier einige konkrete Beispiele an, die der Bedingung (2.20) genu¨gen (vgl. [8, Seite
481]). Nach dem 1. Beispiel und Lemma 1.1.9 gilt somit fu¨r alle Beispiele σk ∼ ek ∼ ak, wobei
α > 0, β ∈ R, 0 < δ < 1 seien.
1. σk := k−α
2. σk := k−α(log k)β
3. σk := (log k)−α
4. σk := (log k)−α(log log k)β
5. σk := (log log ... log k)−α
6. σk := exp(−α(log k)δ)
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2.2 Entropiezahlen von Einbettungen
Meist kann man Entropiezahlen von Operatoren zwischen beliebigen (Quasi-)Banachra¨umen
nicht direkt berechnen und nur schlecht abscha¨tzen, da man in mathematischen Sa¨tzen
mo¨glichst allgemeine Voraussetzungen annehmen mo¨chte. Darum bietet sich folgende Strate-
gie an:
Man zerlegt einen gegebenen Operator T in mehrere Operatoren Ti, die, hintereinander
ausgefu¨hrt, wieder T ergeben.
Dabei sind meist ein oder mehrere Ti identische Abbildungen, also Einbettungen, fu¨r die
es leichter ist, die Entropiezahlen zu berechnen. Wenn wir nun die Entropiezahlen oder auch
nur die Normen der Ti kennen, ist es mo¨glich, die Werte fu¨r den urspru¨nglichen Operator zu
approximieren.
Bevor wir zum Hauptresultat des Abschnitts kommen, formulieren und beweisen wir noch ein
Lemma, welches uns beim Beweis von Carls Ergebnissen hilfreich sein wird.
2.2.1 Lemma
Seien 1 ≤ p, q ≤ ∞, so gilt fu¨r alle n=1,...,m
en(id : lmp → lmq ) ≥
1
2e
m1/q−1/p, (2.33)
also fu¨r p =∞ und q = 1 insbesondere
en(id : lm∞ → lm1 ) ≥
m
6
. (2.34)
Beweis
Bezeichne Ump die abgeschlossene Einheitskugel in l
m
p . Angenommen, es gilt nun
Um∞ ⊆
2m−1⋃
i=1
{yi + σUm1 }, (2.35)
so erhalten wir, wenn wir das Lebesguemaß V ol anwenden,
V ol(Um∞)︸ ︷︷ ︸
2m
≤
2m−1∑
i=1
V ol(yi + σUm1 ) = 2
m−1σm V ol(Um1 )︸ ︷︷ ︸
2m/m!
, (2.36)
was dann
σm ≥ m!21−m (2.37)
impliziert.
Es gilt emm! > mm 4, also bekommen wir folgendes Ergebnis σm ≥ m!21−m ≥ (m2e)m. Wir
erhalten also
em(id : lm∞ → lm1 ) ≥
m
2e
. (2.38)
4emm! > mm
Stirling⇔ 1 < (e/m)m√2pim(m/e)m = √2pim
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Schließlich folgt aus
m
2e
≤ em(id : lm∞ → lm1 ) ≤
∥∥id : lm∞ → lmp ∥∥︸ ︷︷ ︸
m1/p
em(id : lmp → lmq )
∥∥id : lmq → lm1 ∥∥︸ ︷︷ ︸
m1/q
≤
≤ m1+1/p−1/qem(id : lmp → lmq ) (2.39)
dann unter Einbeziehung von (2.38) letztendlich
en(id : lmp → lmq ) ≥ em(id : lmp → lmq ) ≥
m1/q−1/p
2e
. (2.40)
q.e.d.
Das nun folgende Resultat bildet den bereits angeku¨ndigten Hauptteil des Abschnitts. Wir
erhalten dadurch Erkenntnisse u¨ber das Verhalten der Entropiezahlen fu¨r bestimmte Diago-
naloperatoren, na¨mlich dass sich das Verhalten in drei Abschnitte unterteilen la¨sst. Zuerst
sind die Entropiezahlen nahezu konstant, dann fallen sie wie eine Potenz und letztendlich
exponentiell.
2.2.2 Satz
Seien 0 < p ≤ q ≤ ∞, m ∈ N und r durch 1/r = 1/q − 1/p bestimmt (r := ∞, falls p = q),
so gilt:
ek(id : lmp → lmq ) ∼

1 , fu¨r 1 ≤ k ≤ log2(2m)
(k−1 log2(1 + 2m/k))−1/r , fu¨r log2(2m) ≤ k ≤ 2m
2−k/2m(2m)1/r , fu¨r k ≥ 2m.
(2.41)
Wir werden lediglich den ersten Teil des Beweises formulieren und dabei den Ausfu¨hrungen
in [4, Theorem 3.2.2] folgen. Zum Beweis der unteren Abscha¨tzung verweisen wir fu¨r den ers-
ten und dritten Teil auf den Beweis von Triebel [14, Theorem 7.3], der zweite wurde erst vier
Jahre spa¨ter in einer Arbeit von Ku¨hn [7] bewiesen.
Den Beweis fu¨r den Banachraumfall, d.h. wenn p ≥ 1 ist, hat Schu¨tt bereits 1984 in [13,
Theorem 1] gegeben.
2.2.3 Lemma
Seien 0 < p ≤ q ≤ ∞, m ∈ N und r durch 1/r = 1/q − 1/p bestimmt (r :=∞, falls p=q), so
existiert eine positive Konstante C, welche von m und k unabha¨ngig ist, eventuell aber von p
und q abha¨ngt, mit
ek(id : lmp → lmq ) ≤ C

1 , fu¨r 1 ≤ k ≤ log2(2m)
(k−1 log2(1 + 2m/k))−1/r , fu¨r log2(2m) ≤ k ≤ 2m
2−k/2m(2m)1/r , fu¨r k ≥ 2m.
(2.42)
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Beweis
1. Schritt: k ≥ 2m, 0 < p ≤ q ≤ 1
Im gesamten Beweis bezeichnen wir mit “B“ die offene Einheitskugel, durch Indizes wird
deutlich, welchem Raum wir sie zuordnen mu¨ssen.
Sei s := 2−k/2m(2m)1/q−1/p und bezeichne Ks die maximale Anzahl von Punkten yl ∈ Bmp
mit
∥∥yl − yn∥∥
lmq
> s fu¨r l 6= n.
Fu¨r z ∈ Bmq ergibt sich wegen der Dreiecksungleichung, der Ho¨lderschen Ungleichung und der
Wahl von s ∥∥∥yl − sz∥∥∥p
lmp
≤ 1 + sp ‖z‖plmp
Ho¨lder≤ 1 + sp ‖z‖lmq m
p(1/p−1/q) ≤ 2. (2.43)
Sei nun {yl : l = 1, ...,Ks} eine maximale Menge im obigen Sinn, so haben wir
Bmp ⊆
⋃
l
{yl + sBmq } ⊆
⋃
l
21/pBmp . (2.44)
Des weiteren sind die Kugeln yl + 2−1/qBmq fu¨r l = 1, ...,Ks paarweise disjunkt, denn ange-
nommen, z wu¨rde zu zwei solchen Kugeln geho¨ren, die wir mit i bzw. j indizieren, so folgt:∥∥yi − yj∥∥q
lmq
≤ ∥∥yi − z∥∥q
lmq
+
∥∥z − yj∥∥q
lmq
≤ sq,
was ein Widerspruch zur Definition der yl ist. Wir erhalten also aus (2.44) die Ungleichung
Ks2−2m/qs2mV ol(Bmq ) ≤ 22m/pV ol(Bmp ). (2.45)
Nach Lemma 4.1.1 gilt nun
V ol(Bmp ) ≤ C2m(2m)−2m(1/p−1/q)V ol(Bmq ) (2.46)
fu¨r ein positives C, das nur von p und q abha¨ngt. Wegen der Wahl von s und unter der
Einbeziehung von (2.45) und (2.46) zeigt sich
Ks ≤ 2k+Cm, fu¨r k ≥ 2m, (2.47)
und darum auch
ek+cm ≤ 2−k/2m(2m)1/q−1/p, fu¨r k ≥ 2m. (2.48)
Dabei ist c eine von k und m unabha¨ngige positive Konstante. An dieser Stelle fu¨hren wir
eine nu¨tzliche Konvention ein: Sei λ ≥ 1, so definieren wir eλ := e[λ]+1. Damit ist der erste
Schritt vollsta¨ndig.
2. Schritt: k ≥ 2m, 0 < p ≤ q ≤ ∞
Zum Beweis diesen Schrittes muss man lediglich den ersten Schritt leicht vera¨ndern und
zusa¨tzlich die Dreiecksungleichung anwenden. Insbesondere folgt die Behauptung sofort, falls
p = q gilt, da dann ja insbesondere die Beziehung ek ≤ 1 besteht.
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3. Schritt: p beliebig, q =∞, 1 ≤ k ≤ c1k, fu¨r ein beliebiges c1 > 0
Als erstes wa¨hlen wir ein c2 mit
c2 > {1/c1 log2(1 + 1/c1)}−1/p
und bemerken, dass
σ := c2{k−1 log2(m/k + 1)}1/p = c2m−1/p{m/k log2(m(k + 1)}1/p > m−1/p. (2.49)
Bezeichne nun σm die maximale Anzahl der Komponenten yn, die jeder Punkt y = (y1, ..., ym) ∈
Bmp hat, wobei |yn| > σ gelten soll. Aus (2.49) folgt mσ < m und
mσσ
p ≤ 1⇔ mσ ≤ σ−p. (2.50)
Wir ko¨nnen o.B.d.A. annehmen, dass σ−p ∈ N und gerade gleich mσ ist. Wir definieren dazu
eσk := ek(id : l
mσ
p → lmσ∞ ).
Wenn wir mit k = c1σ−1 den 1. Schritt anwenden, ergibt sich:
eσc1σ−p ≤ c3m−1/pσ = c3σ, mit einem C > 1. (2.51)
Folglich wird Bmσp von 2
c1σ−p Kugeln in lmσ∞ vom Radius c3σ u¨berdeckt. Da es genau
(
m
mσ
)
Mo¨glichkeiten gibt, mσ Koordinaten aus m gegebenen Koordinaten auszuwa¨hlen, folgt nach
obiger Konstruktion, dass Bmp durch 2
c1σ−p
(
m
σ−1
)
Kugeln vom Radius c3σ u¨berdeckt werden
kann.
Nun haben wir
log2
(
m
mσ
)
= log2
m(m− 1) · · · (m−mσ + 1)
mσ!
≤ log2
mmσ
mσ!
= mσ log2m−
mσ∑
j=1
log2 j ≤
≤ mσ log2m−mσ log2mσ + Cmσ ≤ Cmσ log2(m/mσ + 1),
wobei C jeweils eine geeignete positive Konstante bezeichnet. Demzufolge wird Bmp von
2c4σ
−p log2(mσp+1) (2.52)
lm∞ Kugeln vom Radius c3σ u¨berdeckt. Wegen (2.49) haben wir
log2(mσ
p + 1) ≤ C log2(m/k + 1),
weshalb wir (2.52) nach oben abscha¨tzen ko¨nnen durch 2c5k fu¨r ein positives c5. Zusammen
mit (2.49) zeigt es, dass
ec5k ≤ c6{k−1log2(m/k + 1)}1/p, falls 1 ≤ k ≤ c1m (2.53)
fu¨r positive Zahlen c5 ≥ 1 und c6 > 0, welche unabha¨ngig von m und k sind. Der Beweis fu¨r
diesen Schritt folgt nun aus (2.49) und der Tatsache ek ≤ 1.
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4. Schritt: 0 < p < q <∞, 1 ≤ k ≤ c1m
Wir benutzen wieder Interpolation und erhalten so
ek(id : lmp → lmq ) ≤ Ceθk(id : lmp → lm∞). (2.54)
Wenn wir jetzt (2.53) anwenden und auf der rechten Seite von (2.54) θ/p = 1/p−1/p wa¨hlen,
ergibt sich, wie am Ende vom 3. Schritt, die gewu¨nschte Behauptung.
q.e.d.
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Kapitel 3
Entropiezahlen von
Diagonaloperatoren
Nach den vorangegangenen U¨berlegungen ist es mo¨glich, die Hauptresultate dieser Arbeit
beweisen zu ko¨nnen. Das sind, wie schon mehrmals erwa¨hnt, gewisse Resultate von Carl -
unter anderem die nach ihm benannte Ungleichung - und der Satz von Gordon-Ko¨nig-Schu¨tt,
sowie zwei diesen Satz verallgemeinernde Sa¨tze.
3.1 Resultate von Carl
In diesem Abschnitt betrachten wir ein Ergebnis von Carl fu¨r Diagonaloperatoren D mit zu-
geho¨riger Diagonale σ, welches er schon im Jahre 1981 vero¨ffentlicht hat. Des weiteren stellen
wir ein Resultat zur Verfu¨gung, welches einen Durchbruch auf dem Gebiet der Entropiezahlen
brachte - die so genannte Ungleichung von Carl. Sie stellt einen wichtigen Zusammenhang
zwischen den Entropiezahlen und den Eigenwerten von kompakten Operatoren her. Eben die-
ser Zusammenhang beschert den Entropiezahlen großes Interesse, da es dadurch mo¨glich ist,
bessere Abscha¨tzungen u¨ber das Verhalten von Eigenwerten zu erzielen.
Als letztes formulieren wir eine Ungleichung, die man auch als Weylsche Ungleichung in
Banachra¨umen bezeichnen kann. In der Hilbertraumtheorie kennen wir die Weylsche Un-
gleichung der Art ‖λn(T )‖lp ≤ ‖sn(T )‖lp , wobei λn die betragsma¨ßig fallend geordnete Ei-
genwertfolge, und sn die Folge der singula¨ren Zahlen ist. Da in der Banachraumtheorie aber
der Begriff der singula¨ren Zahlen keinen Sinn macht, muss man, auf der Suche nach einer
entsprechenden Ungleichung, die singula¨ren Zahlen durch eine andere Folge ersetzen. Es zeigt
sich, mittels der Ungleichung von Carl, dass die singula¨ren Zahlen durch die Entropiezahlen
ersetzen werden ko¨nnen.
Es ist nicht erforderlich, jedes beno¨tigte Detail zu beweisen, deswegen formulieren wir eine
Bemerkung und verweisen zum Beweis auf den Artikel [3, Theorem 1], worin Carl auch den
Beweis der hier noch folgenden zwei Sa¨tze vero¨ffentlichte.
3.1.1 Bemerkung
1 ≤ p, q ≤ ∞, 1/s > max(1/p− 1/q, 0), 0 < t ≤ ∞⇒ λ(e)s,t (In : lnp → lnq ) ≤ C · n1/s+1/q−1/p
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Ein wichtiges Resultat ist der na¨chste Satz, dessen Beweis wir in Form der beiden ihm
nachfolgenden Lemmata angeben wollen.
3.1.2 Satz
Seien 1 ≤ p, q ≤ ∞, 1/r > max(1/p− 1/q, 0), 0 < t ≤ ∞ und 1/s = 1/r + 1/p− 1/q, so gilt:
D ∈ L(e)s,t (lp, lq)⇔ σ ∈ lr,t.
3.1.3 Lemma
Seien 1 ≤ p, q ≤ ∞, 1/r > max(1/q − 1/p, 0), 0 < t ≤ ∞ und 1/s = 1/r + 1/p− 1/q, so gilt:
D ∈ L(e)s,t (lp, lq)⇒ σ ∈ lr,t.
Beweis
Wir ko¨nnen wieder o.B.d.A. annehmen, dass die Folge der Diagonalelemente der Gro¨ße nach
geordnet und positiv ist:
σ1 ≥ σ2 ≥ ... > 0. (3.1)
Denn wa¨re ein σk = 0, so auch alle folgenden, und die Aussage wa¨re trivialerweise erfu¨llt.
Wir definieren nun die linearen und stetigen Operatoren Jn ∈ L(lnp , lp) und Qn ∈ L(lp, lnp )
durch
Jn(x1, ..., xn) := (x1, ..., xn, 0, ...) (3.2)
und
Q(x1, x2, ...) := (x1, ..., xn). (3.3)
Wie man durch bloßes Hinsehen erkennt, haben sowohl Jn als auch Qn die Norm 1 und es ist
auch klar, dass Dn := QnDJn invertierbar ist. Nach diesen Vorbemerkungen ko¨nnen wir die
identische Abbildung In : ln∞ → ln1 wie folgt zerlegen:
In : ln∞
In→ lnp D
−1
n→ lnp Jn→ lp D→ lq Qn→ lnq In→ ln1 . (3.4)
Nach Lemma 2.2.1 gilt nun:
n/6 ≤ en(In : ln∞ → ln1 ) ≤ en(InQnDJn)
∥∥D−1n In∥∥ ≤
≤ ∥∥In : lnq → ln1∥∥ ‖Qn‖ en(D) ‖Jn‖∥∥In : ln∞ → lnp∥∥∥∥D−1n ∥∥ ≤ n1−1/qen(D)n1/pσ−1n . (3.5)
Folglich erhalten wir:
σn ≤ 6n1/p−1/qen(D : lp → lq). (3.6)
Mittels Ungleichung (3.6) gelangen wir zum Beweis unserer Behauptung:
∞∑
n=1
nt/r−1σtn
(3.6)
≤ 6t
∞∑
n=1
nt/r−1nt(1/p−1/q)etn(D) ≤ 6t
∞∑
n=1
nt/s−1etn(D) <∞
q.e.d.
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3.1.4 Lemma
Seien 1 ≤ p, q ≤ ∞, 1/r > max(1/q − 1/p, 0), 0 < t ≤ ∞ und 1/s = 1/r + 1/p− 1/q, so gilt:
σ ∈ lr,t ⇒ D ∈ L(e)s,t (lp, lq).
Beweis
1. Schritt: t =∞, d.h. σ ∈ lr,∞
Wie schon im vorangegangenem Beweis nehmen wir ohne Einschra¨nkung σ1 ≥ σ2 ≥ ... > 0
an. Als na¨chstes definieren wir die kanonischen Operatoren Jk ∈ L(l2kp , lp) und Qk ∈ L(lp, l2
k
p )
durch
Jk(x1, ..., x2k) := (0, ..., 0, x1︸︷︷︸
2k+1. Stelle
, ..., x2k , 0...)
und
Qk(x1, x2, ...) := (x2k , ..., x2k−1−1).
Und wieder gilt
∥∥Jk ‖=‖Qk∥∥ = 1. Im Folgenden bezeichnen wir den 2n dimensionalen iden-
tischen Operator mit In. Als letztes definieren wir noch den Operator Dk ∈ L(l2kp , l2
k
q ) durch
Dk(x1, ..., x2k) := (σ2kx1, ..., σ2k+1−1x2k).
Anhand der Definition der beteiligten Gro¨ßen erkennen wir:
D =
∞∑
k=0
JkDkQk. (3.7)
Nun wa¨hlen wir u so, dass 1/u > 1/r + 1/p − 1/q gilt und erhalten unter Beachtung der
eingangs gemachten Bemerkung 3.1.1 die Abscha¨tzung:
λ(e)u (D
k) ≤ λ(e)u (Ik)
∥∥∥Dk∥∥∥ ≤ C2k(1/u+1/q−1/p)σ2k . (3.8)
C bezeichnet dabei eine von k unabha¨ngige Konstante und ha¨ngt ho¨chstens von u, p und q
ab.
Unser na¨chstes Ziel ist es, die Reihe in (3.7) geeignet zu teilen und dann die Norm der beiden
Teile geschickt nach oben abzuscha¨tzen. Anschließend gewinnen wir daraus eine Aussage u¨ber
die Beschra¨nktheit der Entropiezahlen.
Wie wir schon im Kapitel u¨ber die Operatorenideale gezeigt haben, ist λ(e)u eine Quasinorm
und damit, wie aus Lemma 1.3.5 hervor geht, a¨quivalent zu einer α-Idealnorm - daraus und
da nach der Wahl von u folgt 1/u− 1/r + 1/q − 1/p > 0, erhalten wir:
2(m−1)/ue2m−1
(
m−1∑
k=0
JkDkQk
)
≤
2m−1∑
n=1
eun(
m−1∑
k=0
JkDkQk)
1/u ≤ ( ∞∑
n=1
eun(
m−1∑
k=0
JkDkQk)
)1/u
=
= λ(e)u
(
m−1∑
k=0
JkDkQk
)
≤ C
(
m−1∑
k=0
[λ(e)u (J
kDkQk)]α
)1/α
≤ C
(
m−1∑
k=0
∥∥∥Jk∥∥∥α [λ(e)u (Dk)]α ∥∥∥Qk∥∥∥α
)1/α
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(3.8)
≤ C
(
m−1∑
k=0
2kα(1/u+1/q−1/p)σα2k
)1/α
σ∈lr≤ C
(
m−1∑
k=0
2kα(1/u−1/r+1/q−1/p)
)1/α
≤
≤ C2m(1/u−1/r+1/q−1/p).
Das impliziert:
e2m−1
(
m−1∑
k=0
JkDkQk
)
≤ C2m(−1/r+1/p−1/q). (3.9)
Wir haben also fu¨r den ersten Teil der Summe eine geeignete Abscha¨tzung gefunden, welche
nicht von u abha¨ngt.
Um eine fu¨r unsere Zwecke gute Abscha¨tzung fu¨r den Rest zu bekommen, wa¨hlen wir jetzt v
so, dass 1/r + 1/p− 1/q > 1/v > max(1/p− 1/q, 0) erfu¨llt ist. Das ist wegen der Bedingung
an r immer mo¨glich. Auf Grund unserer Wahl von v gilt nun: 1/v − 1/r + 1/q − 1/p < 0,
darum ko¨nnen wir jetzt wie folgt abscha¨tzen:
2(m−1)/ve2m−1
( ∞∑
k=m
JkDkQk
)
≤
2m−1∑
n=1
evn(
∞∑
k=m
JkDkQk)
1/v ≤ ( ∞∑
n=1
evn(
∞∑
k=m
JkDkQk)
)1/v
= λ(e)v
( ∞∑
k=m
JkDkQk
)
≤ ... ≤ C
( ∞∑
k=m
2kα(1/v−1/r+1/q−1/p)
)1/α
≤
≤ C2m(1/v−1/r+1/q−1/p)
( ∞∑
k=m
2kα(1/v−1/r+1/q−1/p)
)1/α
≤ C2m(1/v−1/r+1/q−1/p).
Und somit erhalten wir eine a¨hnliche Abscha¨tzung wie bei (3.9):
e2m−1
( ∞∑
k=m
JkDkQk
)
≤ C2m(−1/r+1/p−1/q). (3.10)
Wenn wir jetzt die Additivita¨t der Entropiezahlen und die Formeln (3.9) und (3.10) verwen-
den, kommen wir zu folgendem Resultat:
e2m(D) ≤ e2m−1(D) ≤ e2m−1
(
m−1∑
k=0
JkDkQk
)
+e2m−1
( ∞∑
k=m
JkDkQk
)
≤ C2m(1/s−1/r+1/q−1/p).
(3.11)
So sei nun n eine beliebige natu¨rliche Zahl. Wir wa¨hlen nun m ∈ N0 so, dass 2m ≤ n < 2m+1
erfu¨llt ist. Wegen der Monotonie der Entropiezahlen und der gerade gezeigten Ungleichung
(3.11) gilt nun:
en(D) ≤ e2m(D) ≤ C2m(1/s−1/r+1/q−1/p) ≤ C2(m+1)(1/s−1/r+1/q−1/p) ≤ Cn−1/r+1/q−1/p,
(3.12)
wobei im letzten Schritt −1/r + 1/q − 1/p < 0 ausgenutzt wurde.
Daher gilt wegen 1/s = 1/r + 1/p− 1/q und (3.12) also λ(e)s,∞(D) = supn∈N{n1/sen(D)} ≤
≤ supn∈N{n1/sn−1/sC} = C <∞. Und somit haben wir den Fall t =∞ bewiesen.
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2. Schritt: 0 < t <∞
Fu¨r 0 < s0 < s1 <∞, 0 < θ < 1 sowie 1/s = (1− θ)/s0 + θ/s1 gilt:(
L(e)s0,t0(X,Y ),L
(e)
s1,t1
(X,Y )
)
θ,t
⊆ L(e)s,t (X,Y ) fu¨r 0 < t, t0, t1 ≤ ∞.
Nach Satz 1.4.1 gilt fu¨r 0 < r0 < r1 < ∞, 0 < t, t0, t1 ≤ ∞ und 0 < θ < 1 mit 1/r =
(1− θ)/r0 + θ/r1:
(lr0,t0 , lr1,t1)θ,t = lr,t. (3.13)
Wir ko¨nnen also jetzt fu¨r einen gegebenen Exponenten r mit 1/r > max(1/q − 1/p, 0) r0, r1
und θ finden, so dass sie die Bedingungen 1/r0 > 1/r > 1/r1 > max(1/q − 1/p, 0) und
1/r = (1− θ)/r0 + θ/r1 erfu¨llen.
Wenn wir jetzt (3.13) mit t0 = t1 =∞ anwenden und den 1. Schritt beachten, erhalten wir:
σ ∈ lr,t ⇒ D ∈ L(e)s,t (lp, lq), fu¨r 0 < t <∞.
Damit sind sowohl das Lemma als auch der Satz bewiesen.
q.e.d.
Der eben bewiesene Satz ist fu¨r sich genommen schon bemerkenswert, aber Carl konnte
noch eine allgemeinere Variante beweisen. Er dehnt dabei den Satz von den u¨blichen lp-
Ra¨umen auf die facettenreicheren Lorentzra¨ume aus und stu¨tzt sich beim Beweis auf den
eben gezeigten Satz.
3.1.5 Satz
Fu¨r 1 < p, q <∞, 1 ≤ u, v ≤ ∞, 1/r > max(1/p− 1/q, 0), 0 < t ≤ ∞ und 1/s = 1/r+1/p−
1/q gilt:
D ∈ L(e)s,t (lp,u, lq,v)⇔ σ ∈ lr,t.
Wie schon beim Beweis des vorangegangenen Satzes formulieren wir zwei Lemmata, die
zusammengenommen unseren zu beweisenden Satz ergeben.
3.1.6 Lemma
Fu¨r 1 < p, q <∞, 1 ≤ u, v ≤ ∞, 1/r > max(1/p− 1/q, 0), 0 < t ≤ ∞ und 1/s = 1/r+1/p−
1/q gilt:
D ∈ L(e)s,t (lp,u, lq,v)⇒ σ ∈ lr,t.
Wir verzichten darauf, den Beweis auszuformulieren, da er sich analog zu Lemma 3.1.3
beweisen la¨sst.
3.1.7 Lemma
Fu¨r 1 < p, q <∞, 1 ≤ u, v ≤ ∞, 1/r > max(1/p− 1/q, 0), 0 < t ≤ ∞ und 1/s = 1/r+1/p−
1/q gilt:
σ ∈ lr,t ⇒ D ∈ L(e)s,t (lp,u, lq,v).
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Bevor wir zum Beweis von Lemma 3.1.7 kommen, mu¨ssen wir noch eine Norm auf lp,u
einfu¨hren:
‖x‖p,u := (
∞∑
n=1
[n1/p−1/u−1
n∑
k=1
x∗]u)1/u fu¨r 1 ≤ u <∞
‖x‖p,∞ := sup
n∈N
[n1/p−1
n∑
k=1
x∗].
Bereits in Definition 1.1.4 wurde x∗ eingefu¨hrt. Man kann zeigen, dass diese Norm a¨quivalent
zur u¨blichen Norm auf lp,u ist. Im folgenden Beweis beziehen wir uns daher auf die soeben
eingefu¨hrte Norm.
Beweis
1. Schritt: σ ∈ lr,1 ⇒ D ∈ L(e)s,∞(lp,∞, lq,1)
Gelte 1/r > max(1/q− 1/p, 0) und 1/s = 1/r+1/p− 1/q. Wir ko¨nnen nun p0 und q0 finden,
so dass sie p > p0, q > q0 und 1/r > max(1/q0 − 1/p0, 0) erfu¨llen. Nach einem Resultat von
Oloff ko¨nnen wir den Diagonaloperator D ∈ L(lp,∞, lq,1) wie folgt faktorisieren:
lp,∞
D−→ lq,1
D0 ↓ ↑ D1
lp0
−→
D˜ lq0 ,
wobei die erzeugenden Folgen gerade den Bedingungen
σ(0) ∈ lr0,p0 , 1/r0 = 1/p0 − 1/p, (3.14)
σ(1) ∈ lr1,qˆ0 , 1/r1 = 1/q − 1/q0, 1/qˆ0 = 1− 1/q0 (3.15)
und
σ˜ ∈ lr˜,t˜, 1/r˜ = 1/r − 1/r0 − 1/r1, 1/t˜ = 1/q0 − 1/p0 (3.16)
genu¨gen. Wegen
1/s = 1/r˜ + 1/p0 − 1/q0 (3.16)= 1/r − 1/r0 − 1/r1 + 1/p0 − 1/q0 (3.14),(3.15)= 1/r + 1/p− 1/q
ko¨nnen wir jetzt Satz 3.1.2 auf D˜ anwenden und erhalten:
D˜ ∈ L(e)
s,t˜
(lp0 , lq0) ⊆ L(e)s,∞(lp0 , lq0). (3.17)
Wegen der Idealeigenschaft der Klasse L(e)s,∞ und (3.1.7) gilt nun auch
D ∈ L(e)s,∞(lp,∞, lq,1), mit 1/s = 1/r + 1/p− 1/q. (3.18)
2. Schritt: 0 < t <∞
Sei r mit 1/r > max(1/q − 1/p, 0) gegeben, so ko¨nnen wir r0, r1 und θ so wa¨hlen, dass
1/r0 > 1/r > 1/r1 > max(1/q − 1/p, 0) und 1/r = (1 − θ)/r0 + θ/r1 erfu¨llt ist. Nach dem
ersten Schritt wissen wir nun:
σ ∈ lri ⇒ D ∈ L(e)si,∞(lp,∞, lq,1), (3.19)
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mit 1/si = 1/ri+1/p− 1/q, i=0,1. Wenn wir auf (3.19), wie im Beweis von Lemma 3.1.4, die
Interpolation anwenden, erhalten wir folgendes Ergebnis:
σ ∈ lr,t ⇒ D ∈ L(e)s,t (lp,∞, lq,1). (3.20)
Kommen wir zum Abschluss des Beweises, so sei also σ ∈ lr,t. Wir ko¨nnen D wie folgt
faktorisieren:
lp,u
D //
id

lq,v
lp,∞
D
// lq,1
id
OO
(3.21)
Wenn wir jetzt die Idealeigenschaft von L(e)s,t beachten, ergibt sich das behauptete Resultat.
Damit ist alles gezeigt.
q.e.d.
Nachdem wir einige Erkenntnisse u¨ber die Zugeho¨rigkeit von Dσ zu Operatorenidealen
gewonnen haben, wenden wir uns einem anderen bedeutenderen Resultat von Carls Arbeit
zu. Wir kommen zu der nach ihm benannten Ungleichung, welche großen Einfluss auf die
Entwicklung der Theorie der Entropiezahlen hatte. Denn wenn man die Entropiezahlen eines
kompakten Operators kennt, kann man sehr gut die Betra¨ge seiner Eigenwerte abscha¨tzen
und, wie bereits erwa¨hnt, ist das bei zahlreichen Problemen von enormer Bedeutung.
Zum Beweis beno¨tigen wir jedoch noch ein Resultat, dessen Beweis hier zu weit fu¨hren wu¨rde,
deshalb formulieren wir es auch nur als:
3.1.8 Definition
Sei λ ∈ C ein Eigenwert von T ∈ L(X), so wird
k := dim(
⋃
m∈N
ker(T − λId)m)
die (algebraische) Vielfachheit von λ genannt.
3.1.9 Bemerkung
Seien X ein Banachraum, T ∈ L(X) ein kompakter Operator und sei (λn) die dem Betrag
nach fallend geordnete Folge der Eigenwerte, die mit Vielfachheit geza¨hlt werden. Falls λk 6= 0
fu¨r ein k ∈ N ist, so existiert ein k-dimensionaler Teilraum U ⊆ X, welcher unter T invariant
ist. Außerdem hat T |U genau die Eigenwerte λ1(T ), ..., λk(T ).
Diese Bemerkung erweist sich in vielen Beweisen als nu¨tzlich. Da uns jedoch nicht alle
no¨tigen Beweismittel zur Verfu¨gung stehen, verweisen wir daher auf den Beweis in [6, 1.a.6].
Fu¨r die im folgenden Lemma auftauchende Folge λ der Eigenwerte ko¨nnen wir der Ein-
fachheit halber annehmen, dass sie geordnet sind und betragsma¨ßig monoton fallen.
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3.1.10 Lemma (Ungleichung von Carl)
Sei X ein komplexer Banachraum und sei T ∈ L(X) ein kompakter Operator, so gilt fu¨r alle
k, n ∈ N:
|λ1(T ) · · ·λn(T )|1/n ≤ 2(k−1)/2nek(T ).
Beweis
Fu¨r λn(T ) = 0 ist die Aussage trivial, da dann die linke Seite der zu beweisenden Ungleichung
gerade Null ist und die rechte Seite nicht kleiner als Null werden kann.
Seien also k, n ∈ N und λn 6= 0. Wir wa¨hlen einen nach obiger Bemerkung existierenden
Teilraum U von X, der unter T invariant ist, und definieren S := T |U : U → U , so dass S
gerade λ1(T ), . . . , λn(T ) als seine Eigenwerte hat. Aus der Definition der Entropiezahlen folgt
nun, dass es fu¨r jedes beliebige, aber feste δ > ek(T ) Elemente y1, ..., y2k−1 ∈ X gibt, so dass
gilt:
T (BX) ⊆
2k−1⋃
i=1
({yi}+ δBX).
Beachten wir noch die Definition von S, so folgt sogleich:
S(BU ) ⊆
2k−1⋃
i=1
({yi}+ δBX) ∩ U. (3.22)
Wir fassen den n-dimensionalen komplexen Banachraum U als 2n-dimensionalen reellen Ba-
nachraum auf. Also ko¨nnen wir den Operator S als Abblildung in R2n auffassen. Die Deter-
minante von S ist nun gerade:
|det(S)| = |λ1(T ) · · ·λn(T )|2,
denn S : R2n → R2n kann man darstellen als eine 2n-dimensionale Tridiagonalmatrix, eine
Matrix, die nur auf der Hauptdiagonalen und auf den angrenzenden Nebendiagonalen Eintra¨ge
6= 0 hat, welche aus folgenden Blo¨cken besteht:(
Re(λi(T )) −Im(λi(T ))
Im(λi(T )) Re(λi(T ))
)
und die jeweils die Determinante |λi(T )|2 haben. Bezeichne V ol das 2n-dimensionale Lebes-
guemaß auf R2n, aus Formel (3.22) erhalten wir dann folgende Ungleichung:
|λ1(T ) · · ·λn(T )|2V ol(BU ) = V ol(S(BU )) ≤ 2k−1δ2nV ol(BU ).
Daraus gewinnen wir die gewu¨nschte Ungleichung.
q.e.d.
Wenn wir den Fall des reellen Banachraumes vorliegen haben, erhalten wir beim analogen
Beweis eine a¨hnliche Ungleichung - man muss lediglich in der rechten Seite “2n“ durch “n“
ersetzen. Des weiteren kann man zeigen, dass das Lemma sogar fu¨r quasi-Banachra¨ume gilt.
Einen Beweis hierfu¨r finden wir in [4, Theorem 1.3.4].
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Die eigentliche Ungleichung von Carl ist ein Spezialfall obigen Lemmas. Wenn wir
k = n setzen, erhalten wir:
|λn(T )| = |λn(T ) · · ·λn(T )|1/n ≤ |λ1(T ) · · ·λn(T )|1/n ≤ 2(n−1)/nen(T ) ≤
√
2en(T )
und somit die 1981 von Carl bewiesene Ungleichung:
|λn(T )| ≤
√
2en(T ).
Mit dieser Ungleichung sind wir dann auch in der Lage, ein Pendant der Weylschen
Ungleichung im Hilbertraumfall zu formulieren, indem wir, wie bereits angeku¨ndigt, die
singula¨ren Zahlen durch die Entropiezahlen ersetzen:
‖λn(T )‖lp ≤
√
2 ‖en(T )‖lp , 0 < p <∞; T ∈ K(X).
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3.2 Der Satz von Gordon-Ko¨nig-Schu¨tt
Wir betrachten in diesem Abschnitt einen Satz, der zu Beginn der 1980er Jahre von den
Herren Gordon, Ko¨nig und Schu¨tt bewiesen wurde. Dadurch sind wir dann in der Lage,
das Entropieverhalten von beschra¨nkten Operatoren zu berechnen, welche auf einem Folgen-
raum wirken. Wenn wir uns im Weiteren auf diesen Satz beziehen, werden wir ihn mit GKS
abku¨rzen.
Er bildet eine Erweiterung von Lemma 3.1.10, und macht eine wichtige Aussage u¨ber das
asymptotische Verhalten der Entropiezahlen von Diagonaloperatoren.
An dieser Stelle sei noch einmal an Definition 1.1.4 erinnert, wo symmetrische Folgenra¨ume
erka¨rt wurden.
3.2.1 Satz (Gordon-Ko¨nig-Schu¨tt)
Sei X ein symmetrischer komplexer Folgenraum und Dσ : X → X ein Diagonaloperator,
welcher durch eine Folge σ = (σ1, σ2, ...) ∈ c0 gegeben ist, so gilt fu¨r alle k ∈ N:
sup
n∈N
{
(σ∗1 · · ·σ∗n)1/n2−k/2n
}
≤ ek+1(Dσ) ≤ 6 sup
n∈N
{
(σ∗1 · · ·σ∗n)1/n2−k/2n
}
.
Beweis
Die linke Ungleichung folgt aus der Ungleichung von Carl.
Kommen wir zum Beweis der rechten Ungleichung. Da X nach Voraussetzung symmetrisch
ist, ko¨nnen wir o.B.d.A. annehmen, dass σ1 ≥ σ2 ≥ ... ≥ 0 gilt. Wir definieren nun:
δ := δ(n) := 8 sup
n∈N
{
2−k/2n(σ1 · · ·σn)1/n
}
. (3.23)
Sei n ∈ N. Wir wa¨hlen nun ein s ∈ N mit n ≤ 2(s+ 1), was gleichbedeutend ist mit:
1 ≤ 2 · 2−n/2(s+1). (3.24)
Nun gilt wegen der Monotonie von σ:
σs+1 = (σs+1 · · ·σs+1)1/(1+s) ≤ (σ1 · · ·σs+1)1/(s+1).
Daraus folgt mittels (3.24):
σs+1
(3.24)
≤ 2 · 2−n/(s+1)(σ1 · · ·σs+1)1/(s+1).
Daher schließen wir, dass es fu¨r jedes n ∈ N ein s ∈ N gibt, so dass δ4 ≥ σs+1 ≥ σs+2 ≥ . . . ≥ 0
gilt.
Falls aber sogar σ1 kleiner oder gleich δ4 sein sollte, so folgt sofort:
ek+1 ≤ ‖Dσ‖ = σ1 ≤ δ4 ≤ 6 supn∈N{2
−k/2n(σ1 · · ·σn)1/n}.
Sei nun also σ1 > δ4 , so existiert ein Index s mit:
σs+1 ≤ δ4 < σs.
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Fu¨r dieses s gilt nun wegen (3.23) insbesondere δ ≥ 8 · 2−k/2s(σ1 · · ·σs)1/s und das ist
a¨quivalent zu:
(8/δ)2s(σ1 · · ·σs)2 ≤ 2k. (3.25)
Bezeichne B bzw. Bs die Einheitskugel von X bzw. von der linearen Hu¨lle der ersten s Ein-
heitsvektoren. Das Bild von Bs unterDσ ist pra¨kompakt, also kann man ein maximales System
von Punkten {xj}Lj=1 finden, wobei paarweise verschiedene Elemente jeweils einen Abstand
gro¨ßer als δ2 haben. Wegen der Maximalita¨t gilt nun:
Dσ(Bs) ⊆
L⋃
j=1
({xj}+ δ2Bs). (3.26)
Jedes Element von Dσx ∈ Dσ(B), x = (x1, x2, ...) ∈ B kann geschrieben werden als:
Dσx = (σ1x1, ..., σsxs, 0, ...) + (0, ..., 0, σs+1xs+1, σs+2xs+2, ...).
Wir erhalten also: Dσ(B) ⊆ Dσ(Bs) + δ4B und wegen (3.26) folgt weiter
Dσ(B) ⊆
L⋃
j=1
({xj}+ 34δB). (3.27)
Wenn wir uns jetzt Gleichung (3.27) und die Definition der Entropiezahlen genauer ansehen,
stellen wir fest, dass wir fu¨r L ≤ 2k gerade ek+1 ≤ 34δ erhalten und somit auch die gewu¨nschte
Ungleichung. Wir mu¨ssen also nur noch
L ≤ 2k
zeigen. Nach der Definition der Menge {xj}Lj=1 ist
L⋃
j=1
({xj}+ δ4Bs) ⊆ Dσ(Bs) +
δ
4
Bs ⊆ 2Dσ(Bs) (3.28)
die Vereinigung von disjunkten Mengen.
Wenn wir auf (3.28) das Lebesguemaß V ol anwenden, ergibt das:
L(
δ
4
)2sV ol(Bs) ≤ 22s(σ1 · · ·σs)2V ol(Bs)
und somit:
L ≤ (8/δ)2s(σ1 · · ·σs)2
(3.25)
≤ 2k.
q.e.d.
Nachdem wir Satz 3.2.1 bewiesen haben, erhalten wir noch leicht folgendes Lemma.
3.2.2 Lemma
Gelte 0 < p <∞ und seien X bzw. Dσ wie im obigen Satz, so gilt folgende A¨quivalenz:
(ek(Dσ))k∈N ∈ lp ⇔ σ ∈ lp.
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3.3 Verallgemeinerung von Gordon-Ko¨nig-Schu¨tt
Es ist nun schon 25 Jahre her, dass der Satz von Gordon-Ko¨nig-Schu¨tt bewiesen wurde. Bisher
ist es aber noch nicht gelungen den Satz unter a¨hnlichen Voraussetzungen auf Diagonalope-
ratoren zwischen beliebigen lp Ra¨umen befriedigend, d.h. ohne zusa¨tzliche Voraussetzungen
an die Folge σ, zu verallgemeinern. Daher ist es umso erfreulicher, dass es im Rahmen einer
Diplomarbeit gelungen ist, neue Erkenntnisse zu erlangen, welche wir hier in zwei Sa¨tzen
formulieren werden.
Dabei vereinbaren wir wieder die Schreibweise an ∼ bn, wenn gilt
∃ c, C > 0, so dass ∀ n ∈ N gilt: can ≤ bn ≤ Can.
3.3.1 Bemerkung
Gelte σ1 ≥ σ2 ≥ ... ≥ 0, so folgt:
1. σn = (σn · · ·σn)1/n ≤ (σ1 · · ·σn)1/n und weiterhin (σ1 · · ·σn)1/n ↘ 0.
2. Falls k ≥ n, so gilt 1/√2 ≤ 2−k/2n ≤ 1, also 2−k/2n ∼ 1
Deswegen und wegen 1. gilt beim Satz von Gordon-Ko¨nig-Schu¨tt sogar:
sup
n∈N
{
2−k/2n(σ1 · · ·σn)1/n
}
∼ max
n≤k
{
2−k/2n(σ1 · · ·σn)1/n
}
. (3.29)
3. Fu¨r große n gilt nach der Stirlingschen Formel1 und wegen n1/n → 1:
(n!)1/n ∼ n. (3.30)
Wie wir auch aus dem Beweis entnehmen ko¨nnen, sind die folgenden Sa¨tze fu¨r komplexe
Folgenra¨ume formuliert. Die analoge Aussage erhalten wir bei dem gleichen Beweis, indem
wir 2−k/2n durch 2−k/n ersetzen.
3.3.2 Satz
Sei Dσ ein Diagonaloperator zwischen zwei Lorentzra¨umen Dσ : lp,s → lq,t mit 0 < q < p ≤ ∞,
0 < s ≤ t ≤ ∞ und sei (σn) die zu Dσ geho¨rige Folge, fu¨r die o.B.d.A. σ1 ≥ σ2 ≥ · · · ≥ 0
gilt. Falls nun (n1/rσn) monoton gegen Null fa¨llt, wobei r wie u¨blich durch 1/r + 1/p = 1/q
definiert ist, so gilt fu¨r alle k ∈ N:
ek+1(Dσ) ∼ sup
n∈N
{
2−k/2nn1/r(σ1 · · ·σn)1/n
}
. (3.31)
1n! ≈ √2pin(n/e)n
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Beweis
1. Teil: ek+1(Dσ) ≤ c supn∈N{2−k/2nn1/r(σ1 · · ·σn)1/n}
Seien D1 : lp,s → lp,s bzw. D2 : lp,s → lq,t Diagonaloperatoren, welche durch die Folgen
(k1/rσk) bzw. (k−1/r) definiert sind, so gilt offensichtlich Dσ = D2D1
ek+1(Dσ) = ek+1(D2D1) ≤ ek+1(D1) ‖D2‖︸ ︷︷ ︸
beschra¨nkt
GKS≤ c sup
n∈N
{2−k/2n(
n∏
l=1
l1/rσl)1/n}
(3.29)
≤ cmax
n≤k
{2−k/2n(
n∏
l=1
l1/rσl)1/n}
(3.30)
≤ cmax
n≤k
{2−k/2nn1/r(σ1 · · ·σn)1/n} ≤
≤ c sup
n∈N
{2−k/2nn1/r(σ1 · · ·σn)1/n}.
2. Teil: ek+1(Dσ) ≥ c supn∈N{2−k/2nn1/r(σ1 · · ·σn)1/n}
Wir betrachten vorerst den Diagonaloperator Dnσ := Dσ|lnp,s .
Da Dnσ ein Diagonaloperator ist, stimmen seine Eigenwerte λ1, ..., λn gerade mit den ersten
Folgegliedern σ1, ..., σn u¨berein, deswegen erhalten wir:
(σ1 · · ·σn)1/n = (λ1 · · ·λn)1/n ≤ 2(n+k)/2nek+n+1(Dnσ) =
=
√
2 · 2k/2n en+k+1((idn : lnp,s → lnq,t)Dnσ) ≤
√
2 · 2k/2n en(idn)︸ ︷︷ ︸
∼n−1/r
ek+1(Dnσ).
⇒ (2−1/2 · 2−k/2nn1/r (σ1 · · ·σn)1/n) ≤ ek+1(Dnσ) ≤ ek+1(Dσ)
supn∈N⇒ c sup
n∈N
(2−k/2nn1/r(σ1 · · ·σn)1/n) ≤ ek+1(Dσ).
Dabei haben wir in der ersten Zeile die Ungleichung von Carl angewandt.
q.e.d.
3.3.3 Satz
Seien 0 < q ≤ p ≤ ∞ sowie Dσ : lp → lq ein Diagonaloperator, induziert durch σ ∈ lr,
wobei r wie u¨blich durch 1/r = 1/q − 1/p bestimmt ist. Falls nun (nασn) fu¨r ein α > 1/r
monoton gegen Null, fa¨llt und zusa¨tzlich (σ1 · · ·σn)1/n ∼ (σ1 · · ·σ2n)1/2n gilt, so bekommen
wir folgendes Verhalten:
ek+1(Dσ) ∼ sup
n∈N
{
2−k/2nn1/r(σ1 · · ·σn)1/n
}
.
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Beweis
1. Teil
Wir zerlegen Dσ in die Operatoren D1 und D2, welche wir mit den Folgen (nασn) und (n−α)
identifizieren, so dass also gilt: Dσ = D2D1.
⇒ e2k(Dσ) ≤ ek+1(D1)ek(D2)
(3.29),GKS
≤ cmax
n≤k
{2−k/2n (
n∏
l=1
lασl)1/n︸ ︷︷ ︸
∼nα(σ1···σn)1/n
} k−α+1/r︸ ︷︷ ︸
≤n−α+1/r
≤ cmax
n≤k
{2−k/2nn1/r(σ1 · · ·σn)1/n} ≤ c sup
n∈N
{2−k/2nn1/r(σ1 · · ·σn)1/n}
2. Teil
Sei Dnσ := Dσ|lnp . Indem wir den Satz von Gordon-Ko¨nig-Schu¨tt anwenden, erhalten wir die
Ungleichung:
(σ1 · · ·σn)1/n2−(n+k)/2n ≤ en+k+1(Dnσ) ≤ ek+1(Dnσ) en(id : lnp :→ lnq )︸ ︷︷ ︸
∼n−1/r
.
⇒ ek+1(Dσ) ≥ ek+1(Dnσ) ≥ 2−1/22k/2nn1/r(σ1 · · ·σn)1/n
supn∈N⇒ ek+1(Dσ) ≥ c sup
n∈N
{2−k/2nn1/r(σ1 · · ·σn)1/n}
q.e.d.
Die Forderung n1/rσn ↘ 0 mag auf den ersten Blick eine recht starke Einschra¨nkung
sein. Wenn wir jedoch ein Beispiel betrachten, erkennen wir, dass wir diese Forderung nicht
vernachla¨ssigen ko¨nnen:
seien p, q, r, α wie oben, und sei die zu Dσ assoziierte Diagonalfolge gegeben durch
σk := k−1/r(1 + log k)−α, (3.32)
so gibt es wegen der Wahl von α offensichtlich ein ε > 0 mit:
kασk = kε(1 + log k)−α. (3.33)
Wir erkennen aus (3.33), dass kασk nicht gegen Null strebt, also die Voraussetzungen von
Satz 3.3.3 nicht erfu¨llt sind.
Nach dem 4. Beispiel von Kapitel 2.1 gilt nun
σk ∼ σ2k (3.34)
und nach Definition der σk auch (
∑∞
k=n σ
r
k)
1/r ∼ (∑∞k=2n σrk)1/r, denn wir haben
∞∑
k=2n
σrk ∼
∫ ∞
2n
(1 + log x)−rα
x
dx =
∫ ∞
1+log 2n
t−rαdt =
(1 + log 2n)1−rα
1− rα ∼
∼ (1 + log n)
1−rα
1− rα =
∫ ∞
1+logn
t−rαdt =
∫ ∞
n
(1 + log x)−rα
x
dx ∼
∞∑
k=n
σrk. (3.35)
44
Damit ko¨nnen wir Theorem 4 in [9] anwenden, um
en(Dσ) ∼
( ∞∑
k=n
σrk
)1/r
=
( ∞∑
k=n
(1 + log k)−rα
k
)1/r
∼ (log n)1/r−α (3.36)
zu erhalten.
Um zu u¨berpru¨fen, ob Satz 3.3.3 das gleiche Ergebnis liefert, obwohl kασk nicht monoton
gegen Null fa¨llt, berechnen wir unter Beachtung von Bemerkung 4.1.3
sup
n∈N
{
2−k/2nn1/r
n∏
i=1
(
i−1/r(log i+ 1)α
)1/n} Stirling∼ sup
n∈N
2
−k/2n
n∏
i=1
(1 + log i)−α/n︸ ︷︷ ︸
∼(logn+1)−α
 . (3.37)
Die Ableitung der Funktion f(n) := 2−k/2n(log n+ 1)−α ist gerade
g(n, k, α){k ln 2[log n+ 1]− 2αn}, (3.38)
wobei g eine positive Funktion ist. Wenn wir die Nullstelle von f’ berechnen und beachten, dass
log n << n fu¨r große n ist, sehen wir, dass das Supremum von (3.37) bei n = k angenommen
wird, d.h.
en(Dσ) ∼ (log n+ 1)−α. (3.39)
Das steht nun im Widerspruch zu (3.36). Wir erkennen also, dass unsere urspru¨ngliche For-
derung n1/rσn ↘ 0 notwendig ist.
3.3.4 Folgerung
Wenn unter den gleichen Voraussetzungen wie in Satz 3.3.3 noch σk ∼ σ2k gilt, so kommen
wir zu dem Ergebnis:
ek(Dσ : lp → lq) ∼ k1/rσk. (3.40)
Der Beweis ist a¨hnlich dem von Satz 3.3.3, wenn wir die U¨berlegungen vom 1. Beispiel
aus Abschnitt 2.1 anwenden.
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Kapitel 4
Anhang
4.1 Bemerkungen und Erga¨nzungen
Im Abschnitt u¨ber die Entropiezahlen von Einbettungen beno¨tigen wir das Volumen der
Einheitskugel Ump . Da es dazu eine Formel gibt, welche auch anderweitig nu¨tzlich sein kann,
geben wir diese als eigensta¨ndiges Lemma an.
4.1.1 Lemma (Volumen von Einheitskugeln)
1. Sei 0 < p <∞, so gilt fu¨r das Volumen der Einheitskugel in lmp
V ol(Ump ) = pi
m {Γ(1 + 2/p)}m
Γ(1 + 2m/p)
. (4.1)
2. Unter Beachtung der Stirlingschen Formel erha¨lt man
V ol(Ump ) ≈ pi(3m−1)/22m−1p(1−m)/2m−2m/p. (4.2)
3. Es gilt insbesondere
(a) V ol(Um1 ) =
2m
m! ,
(b) V ol(Um∞) = 2m.
Den Beweis dazu finden wir in [4, Prosposition 3.2.1].
4.1.2 Innere und a¨ußere Entropiezahlen
Wir haben die Entropiezahlen en fu¨r T ∈ L(X,Y ) wie folgt definiert
εn(T ) := inf
{
σ > 0 : ∃ y1, ..., yn ∈ Y mit T (UX) ⊆
n⋃
i=1
({yi}+ σUY )
}
. (4.3)
Bildlich gesprochen fixieren wir die Anzahl der Kugeln, mit der das Bild der Einheitskugel
u¨berdeckt werden soll, und suchen den kleinsten Radius, der das erfu¨llt. Man nennt die auf
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diese Art entstandenen Zahlen auch a¨ußere Entropiezahlen, um sie von der Definition der
inneren Entropiezahlen zu unterscheiden:
ϕn(T ) := sup {ρ > 0 : ∃ p > n mit y1, ..., yp ∈ T (UX), ‖yi − yj‖ ≥ 2ρ∀i 6= j} . (4.4)
Die inneren Entropiezahlen geben also den Radius an, den genau n disjunkte Kugeln im Bild
der Einheitskugel haben ko¨nnen. Die Mittelpunkte dieser Kugeln bilden in diesem Sinn eine
maximale Teilmenge von T (UX). Wie Carl und Stephani in ihrem Buch Entropy, compactness
an the approximation of operators [2, Seite 7] gezeigt haben, besteht die Beziehung
ϕn(T ) ≤ εn(T ) ≤ 2ϕn(T ), (4.5)
also insbesondere
εn(T ) ∼ ϕn(T ). (4.6)
Da eben gerade die Relation (4.6) besteht, reicht es sich im Allgemeinen auf eine Art von
Entropiezahlen zu beschra¨nken. Die gewonnenen Erkenntnisse gelten dann immer, sowohl fu¨r
innere als auch fu¨r a¨ußere Entropiezahlen.
4.1.3 Bemerkung
Es gilt
n∏
i=1
(log i+ 1) ∼ (log n+ 1)n.
Beweis
Die Abscha¨tzung in die eine Richtung ist trivial, denn es gilt offensichtlich:
n∏
i=1
(log i+ 1) ≤ (log n+ 1)n.
Die andere Abscha¨tzung beweisen wir per vollsta¨ndiger Induktion. Es ist klar, dass die
Behauptung fu¨r n = 1 erfu¨llt ist, also haben wir einen korrekten Induktionsanfang. Sei
die Behauptung also fu¨r n bereits bewiesen, d.h. angenommen, es gibt ein K ≥ 1 mit
(log n+ 1)n ≤ K∏ni=1(log i+ 1). Wir zeigen, dass daraus die Behauptung fu¨r n+ 1 folgt.
(log(n+ 1) + 1)n+1 = (log(n+ 1) + 1)n(log(n+ 1) + 1)
(∗)
≤ K(log n+ 1)n(log(n+ 1) + 1) ≤
IV≤ K
n∏
i=1
(log i+ 1)[log(n+ 1) + 1] = K
n+1∏
i=1
(log i+ 1).
Und es bleibt nur noch (∗) zu zeigen, das ist aber ebenfalls einfach:
log(n+1)+1 = log(n(1+1/n))+1 = log n+log(1+1/n)+1 ≤ log n+log 2+1 ≤ log 2 + 1︸ ︷︷ ︸
K
(log n+1)
q.e.d.
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4.2 Symbole und Abku¨rzungen
(λn(T ))n∈N Folge der Eigenwerte des Operators T
(sn(T ))n∈N Folge der s-Zahlen des Operators T , S. 7
(εn(T ))n∈N Folge der (inneren) Entropiezahlen des Operators T , S. 12
(en(T ))n∈N Folge der (dyadischen) Entropiezahlen des Operators T , S. 12
(ϕn(T ))n∈N Folge der a¨ußeren Entropiezahlen des Operators T , S. 47
(an(T ))n∈N Folge der Approximationszahlen des Operators T , S. 8
(an(x))n∈N Folge der Approximationszahlen der Folge x, S. 8
c00 die Menge der finiten (endlichen) Folgen
c0 die Menge der Nullfolgen
c die Menge der konvergenten Folgen
lp die Menge der zur p-ten Potenz summierbaren Folgen
l∞ die Menge der beschra¨nkten Folgen
lnp der Kn mit der lp-Norm
ln∞ der Kn mit der l∞-Norm
N die Menge der natu¨rlichen Zahlen: {1, 2, ...}
N0 die Menge der natu¨rlichen Zahlen einschließlich der Null: {0, 1, 2, ...}
Z die Menge der ganzen Zahlen: {0,±1,±2, ...}
Q die Menge der rationalen Zahlen
R die Menge der reellen Zahlen
C die Menge der komplexen Zahlen
K der Ko¨rper der reellen oder komplexen Zahlen
X,Y, Z Bezeichnung fu¨r Banachra¨ume
H,H Bezeichnung fu¨r Hilbertra¨ume
T ∗ der zu T adjungierte Operator
X ′ der Dualraum von X
X ′′ der Bidualraum von X
L die Menge der linaren und beschra¨nkten(stetigen) Operatoren
K die Menge der kompakten Operatoren
F die Menge der finiten (mit endlichdimensionalen Bild) Operatoren
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Dσ Diagonaloperator bzgl. der assoziierten Folge σ, S. 8
x ∼ y, xn ∼ yn ∃c, C ≥ 1 : cxn ≤ yn ≤ Cxn ∀n ∈ N
x∗ nicht fallende monotone Umordnung, S. 8
lp,u der Lorentzraum mit den Parametern p und u, S. 9
r(T ) Spektralradius von T , S. 13
A Bezeichnung fu¨r Operatorenideale, S. 14
α Bezeichnung fu¨r eine Ideal-Quasinorm, S. 14
[L(s)p,q, λ(s)p,q] Bezeichnung fu¨r das (pseudo-)s-Zahlenideal, S. 14
K(t, a),K(A0, A1, t, a) das Peetresche K-Funktional, S. 18
id, Id, I die identische Abblildung
Re(x) Realteil von x
Im(x) Imagina¨rteil von x
V ol das 2n-dimensionale Lebesguemaß
sup Supremum
inf Infimum
Γ die Gamma-Funktion, Γ(x+ 1) :=
∫∞
t=0 t
xe−t dt
e ≈ 2, 71828182846 die Eulersche Zahl
Carl Ungleichung von Carl
GKS Satz von Gordon-Ko¨nig-Schu¨tt, S. 40
Ho¨lder Ho¨ldersche Ungleichung
o.B.d.A. ohne Beschra¨nkung der Allgemeinheit
q.e.d. quod erat demonstrandum(lat.: was zu beweisen war)
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