We construct the operator formalism for Chern-Simons theories on the three sphere for the case in which Wilson lines are cut. It is shown explicitly that the states of the Hilbert space correspond to the conformal blocks of a Wess-Zumino-Witten model.
One of the most important outstanding problems of string theory is the classification of rational conformal field theories (RCFT) [1] . Recently, it has become clear [2] that progress towards the solution to this problem falls into one of the two approaches: an algebraic approach in which the duality properties of RCFT are exploited (see for example [3, 2] ), and a geometric approach in which the starting point is the connection between Chern-Simons (CS) theory and RCFT pointed out by Witten [4] .
In this letter we will be working within this second approach. In particular, we will extend the operator formalism for CS theories which we proposed in [5] to the case in which Wilson lines are cut. Explicit realizations of the connection between CS and RCFT based on the canonical quantization of CS theory have been carried out recently using both the holomorphic representation [6] and the Schrödinger representation [7] .
Other works addressing some issues related to this problem within the framework of canonical quantization have also recently appeared [8] . In [5] we departed from the canonical approach and an operator formalism for CS theories was constructed in analogy to the one in string theory [9] . This construction involved the following steps: first the three-dimensional compact oriented manifold in which the theory is defined was cut (without cutting any Wilson line) via a Heegaard splitting [10] ; second, for each resulting g-handle body a state was defined via Feynman path integral; finally, the resulting states were determined exploiting the symmetries of the theory. The resulting Hilbert space was identified with the space of characters of a RCFT. In addition, it was demonstrated that the insertion of non-contractible unknotted unlinked Wilson lines has the same action on the Hilbert space as the Verlinde operators [11] on the space of characters. As a consequence, the fusion rules of the corresponding RCFT were derived. In this letter we extend the operator formalism to the case in which Wilson lines are cut. We find by explicit construction and by deriving the KnizhnikZamolodchikov equations [12] that the resulting Hilbert space can be identified with the space of conformal blocks [13] of the corresponding RCFT.
Let us consider a gauge group G and a gauge connection A µ on the three-sphere S 3 . The subsequent equations will be written for the case in which G is SU (n). Their generalization to other groups is straightforward. Inside the three-sphere we introduce some Wilson lines which may be knotted or linked. Let us split S 3 into two solid balls Following the operator formalism construction in [5] we associate to this solid ball B 1 with 2N distinguished points and N pieces of Wilson lines running through it a wave -2 - functional defined by means of a Feynman path integral. Fig. 1 constitutes an example of a configuration of this type for the case N = 4. For each pair of distinguished points P i and Q i the insertion in the functional integral corresponding to the piece of the Wilson line i running through the solid ball B 1 is the following matrix:
where
and T a (i) belong to an SU (n) representation labelled by (i) and the integral is path-ordered through the path joining P i and Q i in B 1 . We define the wave functional associated to B 1 as 
, being A 0 in the direction perpendicular to ∂B 1 . In (2) k is an arbitrary integer, 'Tr' denotes the trace in the fundamental representation, σ i represent real local coordinates on ∂B 1 , and S(A µ ) is the Chern-Simons action
Notice that the wave functional defined in (2) contains a tensor product denoted by ⊗ which implies that Ψ(Az;
In what follows this symbol will be used to denote products of objects belonging to different representations of the gauge group.
One of the main tools in the construction carried out in [5] was the analysis of the behavior of wave functionals under gauge transformations. In this behavior the presence of the boundary term in (2) was essential. The exponential e ikS (Aµ) in (2) is invariant under gauge transformations A µ → h −1 A µ h + h −1 ∂ µ h for any continuous map h : B 1 → SU (n) when k is integer except for boundary terms. These boundary terms combine with the ones originated from the transformation of the last term in the exponential of (2) to give a factorized form for the transformed wave functional. In addition, it was shown in [5] that the most natural choice for the measure in (2) is such that it transforms in the same way as the rest of the functional, leading just to a shift of the integer k into k + c v where c v is the quadratic Casimir operator in the adjoint representation. A similar pattern appears in the analysis of the transformation of (2) . Let us consider a continuous map g : ∂B 1 → SU (n) and the following gauge transformation: Az → g −1 Azg + g −1 ∂zg. The map g have many continuous extensions from the boundary to the interior of B 1 . Let us consider one of them:g. Parametrizing Az by Az = u −1 ∂zu with u valued in SU (n) c and using the fact thatg| ∂B1 = g, one finds from (2) that the transformed wave functional takes the form: (4) where Γ(g) is the Wess-Zumino-Witten (WZW) action [14] :
and,
In (4) we have used the fact that under the gauge transformation the Wilson-line operators transform in the following way:
Notice that since k is integer and the function involving Γ(g) is an exponential, the transformed wave functional is independent of the choice of extension of g to the interior of the solid ball B 1 [14] . In what follows we will not make distinction between g andg.
As u → ug under gauge transformations, it is rather simple to verify by using the Polyakov-Wiegmann (PW) property [15] , Γ(vw) = Γ(v) + Γ(w)+ < v, w >, that a solution to (4) has the form:
is a function of the 2N points, P 1 , Q 1 , ..., P N , Q N , with 2N indices which has the same structure as in Ψ(Az;
(P i ) is in the representation (i) and u (j) (Q j ) is in the representation (j). The infinitesimal form of the transformation property of the wave functional (4) implies that Ψ(Az; P 1 , Q 1 , ..., P N , Q N ) satisfies the following Gauss' law with sources [4] . One finds from (4):
and [5] :
From the symmetry arguments based in gauge transformations it is not possible to determine the complete form of the wave functional Ψ(Az;
The function F(P 1 , Q 1 , ..., P N , Q N ) remains arbitrary. However, it is rather simple to obtain certain equations which will help us in determining this function. In fact, it will turn out that it is precisely F(P 1 , Q 1 , ..., P N , Q N ) what will be identified with the conformal blocks of RCFT. Notice that, from (8),
First, we will show that this function is holomorphic in all its variables. Let us consider the wave functional Ψ(Az;
. It is rather simple to verify that,
These equations are immediately obtained by performing a derivative in (2) and taking into account that in that functional integral Az is not integrated over. Considering now (8) one obtains,
and similarly,
To obtain the promised equation for F(P 1 , Q 1 , ..., P N , Q N ) let us take a holomorphic derivative of the wave functional, say ∂ zP i . This operation produces an insertion of A a zP i T a (i) in the path integral which defines the wave functional (2) . There are two alternative ways of looking at the resulting expression. Since A z is integrated over in the path integral we should have to perform the integration to obtain the form of
. This is rather complicated and we will not follow this path. Fortunately, there is a simpler way to proceed. Since A a zP i lies on the boundary we may take it out of the path integral and consider it as an operator acting according to the holomorphic representation, i.e., the derivative of Ψ(Az; P 1 , Q 1 , ..., P N , Q N ) takes the form,
where one has to think of A ā z as the operator (11) . These equations, when combined with the Gauss law (9) , are rather powerful and will lead to the promised equations, which in turn will determine
Before exploiting (9) and (15) let us recall the form of the Green function on the sphere. It is well known that the solution to the equation ∂ zX ∂z X ∆(X) = δ (2) (X) has the form ∆(X) = 1 π log(µ 2 (z XzX )) where µ is an infrared cutoff. This form of ∆(X) is, however, singular at small distances, i.e., when X → 0. In our analysis we will need to make sense of this Green function in those situations so we will regulate it in such a way that it is well behaved at short distances. The simplest regulator consist of the introduction of a cutoff in momentum space of the form e −a|k| and consider ∆(X) in the limit a → 0. The regulated Green function has the form ∆(X) = 1 π log(µ 2 (a 2 + z XzX )). This regularization has convenient features which will become apparent in the subsequent discussion. For example, it turns out that ∂ zX ∆(X) = 0 when X → 0.
Using the expression for the delta functions entering in (9) in terms of derivatives of the Green function above it follows that the Gauss law can be written as:
where the operator G a z is:
Considering (16) for the case in which u = 1 (for any of the representations involved)
we finally derive the key equation of the foregoing discussion:
The first consequence of (18) is the global gauge invariance of the functions
Let us consider a small closed contour on the boundary of B 1 which does not enclose any of the points
is regular in the enclosed region one has:
On the other hand, assuming that A z Ψ(Az; P 1 , Q 1 , ..., P N , Q N ) a is well defined on the whole boundary S 2 we may look at the contour as enclosing all the points 
which shows the global gauge invariance of the functions F(P 1 , Q 1 , ..., P N , Q N ). This equation is familiar from the analysis of WZW models [12] and corresponds to the Ward identity related to global gauge invariance.
Let us now consider (18) for the case in which (z,z) becomes one of the distinguished points, say P i . The right-hand side of (18) becomes singular in this limit. However, using the regularization of the Green function discussed above we may regulate this singularity in such a way that it vanishes. Remember that our regulated Green function -7 - was such that ∂ zX ∆(X) = 0 when X → 0. Taking into account (15) for the left-hand side of (18) one finally obtains,
(21) Similarly, if the point chosen is Q i ,
(22) These last two equations correspond to the Knizhnik-Zamolodchikov differential equations [12] which are crucial in the analysis of WZW models. Using these equations together with (20) one may derive all the Ward identities of the WZW model except for the pure Kac-Moody ones [16] . It is not clear how these last identities may be derived from CS theory. However, equations (20), (21) and (22) are enough to obtain the explicit form of the functions F(P 1 , Q 1 , ..., P N , Q N ) up to a constant factor. First, the global gauge invariance (20) permits a gauge invariant decomposition. Then F(P 1 , Q 1 , ..., P N , Q N ) written in such a form is plugged into (21) or (22) and the resulting differential equations are solved. This analysis is entirely parallel to the one carried out in [12] . There, the resulting differential equations are solved explicitly for the case in which one has four distinguished points and both Wilson lines are in the fundamental representation.
From equations (20), (21) and (22) we can identify the Hilbert space of the CS theory with the space of conformal blocks of the corresponding WZW model. One important issue concerns the dimensionality of this space and its explicit construction. As it stands, CS theory does not give any additional insight into these problems. The algebraic approach [3, 2] mentioned at the beginning of this letter may be much more powerful in addressing these issues. However, there is an indirect approach based entirely on CS theory which may be of some use. For Hilbert spaces of low dimension or for higher genus it may be rather powerful. The key idea is the following. Let us consider the case in which the N pieces of Wilson lines going through B 1 are unknotted and unlinked. The situation depicted for the solid ball in Fig. 2a corresponds to one of these cases for N = 2. Lines 1 and 2 may be deformed to the boundary of B 1 without ever touching each other while keeping the points P 1 , Q 1 , P 2 and Q 2 fixed. The solid ball of Fig. 2b portraits one possible resulting configuration after such a deformation. Once the lines lie on the surface we may appeal to the holomorphic representation and consider the corresponding expressions as operators acting on the vacuum, i.e., the state with no Wilson lines which we constructed in [5] . In explicit terms, one would be considering wave functionals of the form:
where A a z must be thought as the operator (11) and
being ξ a constant. Notice that because of the path order in the exponentials of (23) there is no ordering ambiguity from the fact that now A a z must be considered as an operator. In addition, since by assumption there are no crossings of paths, the order between the different exponential factors in (23) is irrelevant. Let us assume that we are able to compute the action of those operators on the vacuum. Once this is done, by performing a gauge invariant decomposition (since (20) must hold) of the result we may identify the states which constitute a basis of the Hilbert space. For some cases it may be simpler to solve the differential equations (21) and (22) than to carry out this alternative approach. For others, however, as the case of higher genus, this approach based entirely on CS theory may be much more practical. This type of analysis captures the spirit of the operator formalism in the sense that an association between states and operators is performed. To obtain the operator corresponding to a given state in the basis resulting after the gauge invariant decomposition discussed above one only needs to act with the corresponding SU (n) projector on (23).
In this letter we will explore the possibilities of this alternative approach for simple cases. First let us solve the Abelian case in this framework. For the gauge group U (1), following the conventions of [5] we have:
Let us consider B 1 with N unknotted unlinked pieces of Wilson lines with charges r i , i = 1, ..., N . We displace these lines to the boundary ∂B 1 in such a way that there are -9 - no crossings of paths. Our aim is to evaluate the Abelian version of (23):
where A z is given in (26). Notice that, though Abelian, the path ordering of the exponentials is essential since we are dealing with operators. Since for this case the Hilbert space is one dimensional the evaluation of (27) will necessarily lead to its only state modulo a normalization constant. In evaluating (27) one finds short distance singularities which we regulate making use of the regularized Green function discussed above. This implies that we may consider as zero all the expressions of the form ∂ zX ∆(X) = 0 in the limit X → 0 which appear in the calculation. For N = 1 one finds, after some algebra:
Comparing with (8) we may identify, up to a global constant factor,
which coincides with the two-point conformal block of a Gaussian model. Of course, (29) has to be understood in the limit a → 0. The calculation of the general case is entirely analogous. After some tedious algebra one finds (dropping the a dependence into the global constant factor):
which agrees with the standard result for Gaussian models.
In general, the evaluation of expressions of the type (23) are rather intricate.
Typically one has to expand the exponentials, work out the action of the operators on the vacuum wave functional, and identify from the resulting series the form of
In the Abelian case, as we have seen, this is simple but in general it may be rather tedious. Let us consider now this computation in the non-Abelian case for N = 1. For this situation the space of conformal blocks is one-dimensional and -10 -so (23) will necessarily lead to its only state. First, notice that, as follows from (11) and (24),
where u is in the fundamental representation of SU (n). Suppose that the only unknotted Wilson line present carries a representation R. Using (31) one finds, after some algebra, (32) where c R is the quadratic Casimir operator in the representation R. From this result it follows that
which is in fact the two-point conformal block of the SU (n) WZW model. For N > 1 this approach becomes rather cumbersome as compared to the one involving the resolution of equations (20), (21) and (22). However, it may may be very useful in other situations like higher genus where more conventional approaches are rather intricate.
In the analysis presented in this letter, either through the connection between CS theory and RCFT via equations (20), (21) and (22), or the purely CS-inspired method described in the previous paragraphs, the states are determined modulo a constant. This constant may be obtained via normalization conditions. However, such conditions must be imposed very carefully. As discussed in [4] , CS theory is severely constrained and one may choose orthonormal conditions only for the three-manifold S 2 × S 1 . For other manifolds, at most one may choose the states in such a way that they form an orthogonal basis. For the case in which Wilson lines are not cut the analysis regarding the normalization was carried out in [5] . For the case under consideration in this letter the convenient normalization for S 3 is the following. We define the inner product among the states of a basis such that it is different from zero only if the points at the cuts coincide, if at the same points the Wilson line carries the same representation and if the structure in the gauge invariant decomposition is the same. In the situations in which all these three conditions hold the inner product is defined as [5] :
where Φ(Az; P 1 , Q 1 , ..., P N , Q N ) is the state corresponding to a solid ball with the same orientation as the one for Ψ (Az; P 1 , Q 1 , ..., P N , Q N ) . The first crucial check to verify that (34) is a sensible definition of the inner product is to prove that it is independent of the points P 1 , Q 1 , ..., P N , Q N . This is indeed so. Consider for example the Abelian case for one unknotted Wilson line in the representation of charge r. The corresponding state was computed in (28). Let us now evaluate the squared norm of this state. The first thing to notice is that when computing the corresponding functional integral in u there is still a residual gauge invariance. Factoring out the corresponding group volume and parametrizing u = e iχ it is simple to observe that one is left with a functional integration over Imχ. This functional integration is formally equal to the one appearing in the evaluation of the vacuum expectation value of the product of two vertex operators of charges r and −r, e rImχ e −rImχ , but with an action possessing the wrong sign for the kinetic term. Taking the same regularization as in the computation leading to (28) for the short-distance singularities one finds one over the squared modulus of (29).
Therefore, all the dependence on the points P and Q disappears. Notice also that the dependence on the short-distance cutoff also drops. However, these are not the only places where the short-distance cutoff enters in the inner product, it is also present in | det ∂ z ∂z|. In fact, the dependence on the frame of the three-manifold is hidden in such a regularization. Remember that according to the general analysis [4] the observables of CS theory are invariants of framed three-manifolds.
We would like to finish with some final remarks. The analysis presented here for S 3 in what concerns the connection between CS theory and RCFT is not complete.
As we mentioned above, we have not been able to derive the pure Kac-Moody Ward identities [16] from CS theory. It would be desirable to know which feature of CS theory is connected to these identities. One way to reveal such a connection is the following. First try to construct an operator J such the JΨ(Az; P 1 , Q 1 , ..., P N , Q N )| u=1 correspond to the same conformal block as the one originated by the insertion of a Kac-Moody current in RCFT. Whether or not such an operator exist is not clear at the moment. Assuming that we are able to build J, we may work backwards, i.e., we may take the null vectors leading to the Kac-Moody Ward identities and construct the corresponding operators in CS theory. In addition, it would be desirable the presence of another operator playing the role of an insertion of the energy-momentum tensor.
This would complete a kind of dictionary between CS theory and RCFT for S 3 .
In this letter, besides making the connection between CS theory and RCFT we have presented an approach to compute conformal blocks based entirely on CS theory insight. For S 3 this approach does not look very advantageous with respect to the standard ones. However, it may be of some use in dealing with other situation like higher genus in which standard approaches possess some difficulties. We expect to study this and other related issues in a future work. 
