A popular Machine Learning Technique called the Support Vector Machine (SVM) is adopted on the Stock Exchange of Mauritius (SEM) to determine if stock market returns are predictable based on information from past prices, allowing arbitrage opportunities for abnormal profit generation. The serial correlation test, used as benchmark, and the SVM technique show evidence that previous information on share prices as well as the indicators constructed are useful in predicting share price movements. The implications of the study are that investors have the prospect of adopting speculative strategies and profits from trading based on information and advanced techniques and models are possible.
Introduction
Predictability of returns on any asset has been a very debatable topic in finance. A large strand of literature is dedicated to the subject, with varying results using different models. Recently, with the explosion in the development of new technological tools, Machine Learning Techniques have become even more accessible coupled with reduced cost of existing tools related to trend analysis.
The Efficient Market Hypothesis (EMH) advocated by Fama (1970) posits that past information is already incorporated into the current prices of assets and hence cannot be used as a basis for predicting stock trends. An instinctive and simple test for EMH is looking at whether the price of a stock is a function of its prices at previous periods. However, techniques in revealing patterns in past price information have evolved over time. While the prices may not be good indicators of future prices, market traders now use more complex methodologies to study movements and deviations so as to adopt different strategies on stock markets for short selling and arbitrage generally (Kim, 2003; Ni, Ni & Gao, 2011; Rosillo, Giner, Puente, & Ponte, 2013 and De la Fuente, 2014) . The use of some of these techniques, has been proposed in this study as a better way in studying the predictability power of trends from past stock returns rather than just the returns themselves.
A different approach, being classification models, can instead be used to classify the expected return (for example, whether they will be positive or negative) based on the results of the methodologies. With advancement in technology and scientific methods, various machine learning methods are being put forward as efficient classification techniques in identifying trends from previous data. These machine learning techniques may not require checking the linearity assumptions inherent to ordinary least squares while also having more flexibility in adapting to new information as such models can identify insights from data and/or can be trained. Some of these techniques include Artificial Neural Networks(ANN), Fuzzy logic, Support Vector Machines (SVM), particle swarm optimisation and others (Sheta, Ahmed, & Faris, 2015) . For this study, we use SVM classification method as an alternative to ordinary least squares regression analysis in an attempt to get the best insights from the methodologies put forward in this study. "Support vector machines is a family of algorithms that have been implemented in classification, recognition, regression and time series.", Kara, Boyacioglu & Baykan (2011) . The model was introduced by Vapnik (1999) and is a widely-used machine learning technique in a variety of applications such as prediction of Stock prices, image classification, text categorisation, among others. SVM"s advantage over regression analysis, for the purpose of this study, is that it can efficiently perform non-linear classifications. Accordingly, assumptions related to linear separation of data is not necessary. While a nonlinear transformation is used as part of the process, the transformation is based on robust theoretical basis. In the real world, the data under study is not expected to follow a linear trend. This present study focuses on presence of the weak form of EMH on the Stock Exchange of Mauritius (SEM) which was setup in 1989 and has evolved into a diversified market with 56 listed companies and 91 listed securities, comprising of ordinary shares and preference shares, debt securities, Exchange Traded Funds and global securities. The market capitalisation by industry as at 2016, as represented on the Official Market, is as per Figure 1 . Previous studies Fowdar Subadar, Lamport, Sannassee, & Fawzee, 2007) on the SEM have found anomalies and evidence that the stock market is not efficient, suggesting predictability of Stock returns being possible. Given the empirical findings of the studies of the SEM not being in line with the EMH, the objective of this paper is to contribute in testing whether the inefficient state of the market indicated by previous research persists or there is rather evidence of an efficient market, in the weak form of EMH. The study also consequently determines if stock market returns are potentially predictable based on information from past prices, allowing arbitrage opportunities for abnormal profit generation using the SVM. To the best of our knowledge the only substantive study that has been conducted on companies listed on SEM using the Machine Learning Technique is the one by Cheeneebash, Galanis, Gopaul & Bhuruth (2008) . They used the Artificial Neural Networks (ANN) as a forecasting technique for four leading companies operating in Mauritius. However, recent studies by Shen, Jiang & Zhang (2012) , Wang (2014) and Sheta et al. (2015) suggest that the SVM appears to be a more accurate technique than the ANN for forecasting financial time series. Furthermore, Cheeneebash et al. (2008) focuses their study only on 4 companies, which would not be representative of the population on SEM. In an attempt to see whether trend analysis based on the daily returns are superior indicators of future returns and provide insight of the validity of EMH on the SEM, the SVM classification model is used. As such, the SVM classification method is adopted as an alternative to both the serial correlation test and ordinary least squares regression method for ascertaining EMH and getting improved insights from techniques generally used by market traders instead of studying only temporal variations in prices of a stock. The sample in the present study also covers a larger proportion of the companies listed on SEM. To our knowledge, the trend indicators used in this study, have not been tested to the same extent as in other studies involving price information from companies listed on the SEM. The rest of the paper is organised as follows: Section 2 gives an overview of the theoretical and empirical findings. The methodologies adopted, are described in Section 3 while the findings are discussed in Section 4. Conclusion and implications of study appears in Section 5. Fama (1970) introduced three types of tests for market efficiency, as follows: The weak form of market efficiency is mainly based on the Random-Walk theory as analysed by Fama (1965) . Since the Random-Walk theory assumes that the price of a Stock already incorporates all information in past prices, sequences of price fluctuations and other 
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The Efficient Market Hypothesis
Market Cap
Rs billion Industry information available in the market (even anticipated information), investors cannot use past information on Stock prices to formulate trading strategies with the purpose of earning profits. The semi-strong form is related to the speed to which Stock prices adjust to announcement of new information which is publicly available, for example annual reports, industry surveys, new security issues, dividend pay-out and other corporate actions announcements. Consistent with Fama"s (1965) research and evidenced by other empirical results presented in his paper, these announcements would normally be incorporated in the price of a Stock instantaneously or not have any significant effect on share price fluctuations, with any bubbles being corrected by market forces. The strong form test concerns a situation where certain investors or groups of persons would have monopolistic access to information that allows them to earn abnormal profits on the stock market. In an assessment of the SEM, performed a test of the weak-form efficiency using the serial correlation test to find if share prices on the exchange exhibit positive or negative correlations for the period during the years 1991 to 1999, based on the argument that only a zero correlation would be consistent with the weak form of the EMH. His results show a strong positive correlation in returns of the Stocks indicating market inefficiency in the weak-form. Fowdar et al. (2007) also performed an autocorrelation test which revealed that daily Stock returns were serially correlated. The Stock returns seemed predictable and reacted very slowly to new information.
Tests of the Weak Form of EMH
Pan (2014) used SVM as both a classification model and a regression model to study historical prices of Google Inc. for the periods from 2004 to 2013 and was able to obtain prediction accuracy between 62% and 93.5% using the classification model and between 61% and 70% using the regression model. This suggests that the classification model was a better method than the regression variation of the SVM. Wang (2014) used the SVM to try to forecast movements in direction of The Korean Composite Stock Prices Index 200 ("KOSPI") and the Hang Seng Index ("HIS") and their constituents for the period from 2002 to 2011. For forecasting movements in stock prices of the indices, daily lagged prices for the indices and overall constituents are used as internal factors while for forecasting movements in stock price of the constituents, the relevant index and daily lagged prices of the specific constituent are used. The S&P 500 index and the exchange rate of US dollars to the Korean Won or Hong Kong Dollar are used as appropriate. Artificial Neural Networks ("ANN") and random walk test are also done to test the performance of the results from SVM. The results show a hit ratio varying between 50% and 65% for forecasting the movements in the indices with the SVM being minorly better than the ANN method. However, high hit ratios are achieved for prediction of movement in direction of the constituents of the indices, hitting range above 55% and below 70% for the KOSPI and between 55% and 63% for HSI. Patil, Patidar & Jain (2016) performed a SVM classification analysis over the years from 2004 to 2015 to try to predict movements of prices on a random selection of 13 companies from Yahoo Finance. The SVM model correctly classified 10 stocks out of the sample of 13 with respect to predicted movements.
Methodology
The serial correlation test and support vector machines classification model are used to test the weak form of EMH in this study.
Serial Correlation Test
The serial correlation test is most frequently used for studying patterns in share prices and in market returns . Correlation among price levels of a specific Stock over a certain period are determined using the following formula:
Where: R t is the natural log return on a particular Stock at time t being Ln(R t /R t-1 ) B 0 is the intercept term B i is the slope coefficient of the lagged return R t-i is the lagged return on the same Stock for the i th period U is the error term
In case of an efficient market in the weak form, the slope coefficients are expected to be zero. Else, if any of the independent variables are found to be significant in explaining the market returns at time t, it would mean that the past stock prices are relevant in determining future returns. If the null hypothesis of no serial correlation between current returns and lagged returns of a stock is rejected for the stocks in the sample studied, the market can be said to be inefficient in the weak form. As stated above, the input variables for the serial correlation test are lagged returns of the stock being examined. In this study, daily returns for sample stocks on the SEM for the years 2007 to 2016 are used to find any correlation between past and future returns.
SVM
According to the Vapnik (1999) model, SVM learns how to classify an object or observation into two or more classes (for example good or bad / increasing or decreasing) on a hyper-plane. To achieve the classification where the set of observations are not linearly separable, SVM transforms non-linear input into linear mode in a high dimension feature space using a non-linear function (also known as a kernel). It is an algorithm, which can learn classification and regression rules from data. In its simplest form, SVM attempts to generate a hyper-plane that separates two classes with the largest margin in between as per the Figure 2 below. The margin separating the nearest observations 1, 2, 3 and 4 is maximised as represented by the distance M, using the line Z3 and the boundaries B1 and B2. Vectors 1, 2, 3 and 4 are the support vectors. The area of the margin is called the hyper-plane. Any points predicted to be outside the margin, but which is found to be in the incorrect class or actually inside the margin is an error which the model then uses to re-adapt the hyper-plane.
Figure 2. Hyper-plane constructed by SVM
The observations in the plot can be considered as a set of input data points:
with each point having a binary classification y j of either -1 or 1.
The SVM classification function takes the form:
To determine the class to which the point x i belongs to, the SVMs require maximizing the distance between B1 and B2, or minimizing the inverse being:
The minimization function is a quadratic optimisation problem which can be solved using Largrange multipliers following which the classification equation is transformed into:
To achieve the classification where the set of observations are not linearly separable, SVM transforms non-linear input into linear mode in a high dimension feature space using a non-linear function (also known as a kernel). Pan (2014) advocates the use of the Radial Basis Function (RBF) kernal: K(x,y) = exp(−x-y|| 2 ) d over the two other popular ones called the polynomial kernel and the sigmoid kernel for the following reasons: RBF involves fewer numerical difficulties and can handle the nonlinear models, the polynomial kernel has more hyper-parameters than the RBF kernel and the sigmoid kernel behaves like RBF kernel for certain parameters.
The minimisation problem can be fitted with a cost function such that it is transformed into:
Where:
C is a regularisation parameter with small values allowing constraints to be easily ignored and large values making constraints hard to ignore ξi are points which are incorrectly classified by the model.
Model inputs for the SVM are as observed in literature (Kim, 2003; Ni et al., 2011; Rosillo et al., 2013 and Rosillo et al., 2014) and are as described in table 1 below. These inputs are based on strategies adopted by market traders and which try to depict trends in the performance of a stock. Where the notations are similar among the formulas, they are described only once. Some of the inputs, such as %K, A/D Oscillator and CCI use the high and low prices of a Stock on a particular day, in addition to the closing price. Given the dataset obtained from the SEM did not include the high and low observations, the closing price on the day for which these data are required is used as proxy in the equations.
Being a classifier model, there are no regressions involved. The model is used to try to predict movements in prices of a Stock, which is thus measured in ordinal scale. In this respect, the classes applicable are as per table 2. Table 2 . Classification of movement in prices for prediction by SVM
Class Name Description Up
The price on the next day increased Hold
The price on the next day remained the same Down
The price on the next day decreased
Since the above comprise of 3 classes, it is not stated as a binary classification problem. In this case, SVM uses the "one versus the rest" method to construct a set of binary classifiers, each one trained to separate one class from the two others and combine the results to get a multi-class output.
To determine the accuracy of the model, the sample used is split into a training set comprising of 75% of the sample size to obtain the support vectors and a test set with the remaining 25% sample to predict the direction of Stock prices by using the results of the training set. The observations in the training set and test set are as allocated randomly from the sample rather than the allocation being split in time brackets. We then look at the confusion matrix where predicted results are compared to actual results to determine the accuracy of the prediction.
For arriving at the results, the e1071 library package in the R-Studio statistical software is used. To obtain the optimum cost function for use in the model, the tune function from the library which performs the classification using a range of costs to determine the best margin is used and for which a cost of 100,000 is identified.
Data Sources and Sampling
To test the weak form of market efficiency, the explanatory power of previous stock price information on price levels or whether returns on Stocks can be predicted using past stock prices is analysed. For the purpose of the above, time series data on stock prices is obtained from SEM and its fact books. Daily Stock prices from November 2006 to 31 January 2017 are collected for calculating the model inputs required for the SVM. A start period of November 2006 and end period of 31 January 2017 are used given some model inputs for the SVM as at January 2007 requires lagged observations from previous periods and prediction of movement in prices are made for periods of more than 1 day. However, the explanatory variables computed for training the models starts as from January 2007 and ends at December 2016. The serial correlation test is also performed on daily stock prices for the period from January 2007 to December 2016, representing 2,467 observations.
As at April 2017, there were 43 companies listed on SEM. Since listed firms vary in size and a size effect has been identified in literature, stocks of different sizes are captured. The process of selecting stocks listed on the SEM is thus as follows: The companies listed on SEM were classified based on common industries in which they operate. It is to be noted that companies which were not listed during the year 2007 or no longer on SEM in the year 2016 are excluded from the sample. For each industry, the highest mean and lowest market capitalisation were computed, and the selected stocks are the ones with market capitalisation equal to or nearest to the mean for the corresponding industry. The selection process led to 17 companies to be included in the sample. Since the Sugar and Transport sectors included only 1 company each, listed prior to 2007, they were selected without the need to compute the different market capitalisations.
Results
Serial Correlation Test
The serial correlation test is performed using lagged returns over 8 day periods as explanatory variables and current daily returns as the dependent variable for the period January 2007 to December 2016. It would accordingly be interesting to check the properties of such returns during the period. As per , if Stock prices follow the random-walk model, the coefficients in the equation being tested are expected to be zero or close to zero and not statistically significant. This study follows proportion of movement of prices for each Stock being studied over the 10-year period. Throughout the sample, events of no movement constitute a majority. In 6 cases, namely for the Stocks ASL, CMPL, MEI, PBL, PIM and VIVO, the proportion of cases with no movements in share price versus otherwise is over 70%, with CMPL and PIM reporting at over 90%. For these Stocks, even if the relationship between current returns and lagged returns is found to be high, caution should be taken in interpreting the results as these cases present very little volatility. Stocks which present proportions of volatility of close to or more than 50% of the observations are AML, MCB, NMH, SBM and SUN. The diagnostics testing for presence of heteroscedasticity and normality of residuals as well as VIF test to detect presence of multicollinearity have been carried out. The p-value generated by the Breusch-Pagan test reported for MCB, PBL, PIM, UBP and VIVO are more than 0.5, hence indicating homoscedasticity. Since heteroscedasticity present a risk for estimation of the standard errors, as they affect the precision of the p-value, the White standard errors estimator procedure to obtain robust estimators is used for the other Stocks. It is also observed that the distribution is moderately skewed for most of the variables except for CMPL, ENL, NIT, PBL, PIM and VIVO while the Kurtosis is far from the benchmark number of 3, except for NIT. As per Fowdar et al. (2007) , having a high value of kurtosis shows a leptokurtic distribution, from which it can be inferred that Stock return series deviates from the prior condition of random walk model that is returns are normally distributed. Upon analysis of the maximum Cook"s D value obtained for the observations, it is seen that only CMPL, ENL and FINC have influential outliers and hence may need to be further examined. For this study, given heteroscedasticity is also found for these observations, the White standard errors estimates are relied on. The VIF values for all the Stocks approximately 1 and hence indicates that there are no multicollinearity issues.
The results of the OLS regression is presented in Table 3 . Serial correlation is found in the first order for most of the Stocks, where the t statistic is found to be significant. The coefficients, for these cases, also present a positive relationship with current returns. Varying orders of serial correlation can also be observed for the different Stocks, with up to five orders for MCB. It is noted, however, that the coefficients for all independent variables for OMN are very close to zero relative to other Stocks. Overall and through extrapolation from the results of the sample in this study, there seems to be evidence that a majority of Stocks on the SEM do not follow a Random-Walk. However, Fowdar et al. (2007) argue that serial dependence of the values may suggest slow adjustment to new information on the market, the presence of insider information or the lack of liquidity due to infrequent trading or movement of prices. The findings from Table 5 , tend to indicate the lack of liquidity as the culprit for some of the Stocks. Given the evidence obtained, it can be inferred that there is existence of serial correlation among lagged returns and hence the SEM is not strictly weak-form efficient.
SVM
The SVM classifier model is also used to try to determine whether information from trends and as obtained from technical analysis on a Stock can be used to determine the direction of that Stock. The factors as per Table 1 are used for the purpose of training the model to obtain the support vectors and determine the optimal hyper-plane. The results are then used to predict the direction of Stock prices on the sample. The random number generator is the R-Studio software is used. The training set for each Stock varies around 1,858 and the training set around 609 observations (it varies slightly each time the split is done), with the total always remaining at 2,467 observations.
Since SVM is computationally heavy, the SVM is tested on 2 random Stocks for prediction of price movements for different time periods of 1 day forward, 5 days forward, 10 days forward and 20 days forward as a benchmark, to see if there are any improvements in predictions. Being a classifier model for which the support vectors are critical for trying to predict Stock prices, the number of cases in the different categories being looked at should be sufficient enough for the model to correctly depict the discriminatory margin. Table 4 shows that in almost all the Stocks, the number of cases where there were no movements is dominant. This can lead to the model being trained to better identify such situations of no activity rather than the more interesting cases of upward and downward changes. As expected, the model shows high accuracy for circumstances where the prices of the Stocks under study do not move but fail to predict the upward and downward trends. Based on a 5 days, 10 days and 20 days forward in future returns, the counted movements in market prices for FINC and NMH from the total of 2,467 observations for the sample are shown as per Table 7 . The number of observations in the Up and Down price movement classes increase with more forward periods for FINC, while observations under the Hold class for that Stock decrease dramatically as a consequence. For NMH, there is relatively little change. Tables 8 and 9 give the results for the 3 periods for FINC and NMH. For FINC, as the gap in future returns increases, the prediction accuracy for the Down class increases dramatically. For the Hold class for FINC, it decreases on a large scale as well. The accuracy for the Up class varies, with the highest accuracy being for the 10 days forward. For NMH, the accuracy of prediction for the Down class sharply increases when the period is changed to a 5 days forward returns and then stabilises to around 93%. The inverse is noted for the Hold class but with nil accuracy for the 5 days and 20 days forward returns. A marked improvement is noted in the Up class. Overall, the period with the best results seems to be the 10 day forward returns. However, the accuracy in prediction for the Hold and Up classes is found to be still very low.
An investigation is thus made on the input variables with respect to their usefulness in training the model. Table 10 shows the average levels of accuracy for each factor used individually under the SVM for the 10 days forward returns. The average is measured only for the Up and Hold classes as the Down class represent an accuracy ranging from 55% to 100% in the list and, if included, can weigh down the results too much. Table 8 . SVM prediction results for 5, 10 and 20 days forward for FINC Table 9 . SVM prediction results for 5, 10 and 20 days forward for NMH While the score is below 30% for all the factors for Up and Hold classes, EMA and CCI score relatively higher than all the other factors. RSI also score higher than 20% for NMH. %K, %D and Slow %D, William"s R and MACD score average. The other factors have a score being comparatively lower. The results for the Down class is still high, with the lowest scorers being CCI, EMA and RSI (with respect to NMH). The marginal contribution of the high scorers in at least one of the Stocks are summarised in Table 11 . Overall, the combination EMA and RSI indicators seem to be the best performer. However, it is to be noted that on the individual scale, there does not seem to be a clear cut winner. For example, the combination CCI, EMA and RSI seems to better at predicting downward movements. For FINC, EMA and RSI better predicts no movement while the best predictors for that class for NMH are CCI and EMA. The combination of factors EMA and RSI is applied to the full sample for which the results are presented in Table 12 . It can be seen that in the majority of Down cases and in all of the Up cases, there is predictability of movement in Stock prices. The accuracy for no movement is less than 50%. However, overall, the number of instances of predictability being possible (i.e. more than 50%, 39 instance) is higher than failure of predictability (12 instances). Accordingly, it can be said that prediction of changes in direction of market prices is possible and that arbitrage opportunities exists, thereby leading to the conclusion that the SEM is not weak-form efficient. 
Conclusion and Implications of the Study
The study focuses on whether there is evidence that SEM is market efficient. The weak form of efficiency is studied for a sample of 17 Stocks over the period January 2007 to December 2016 using the serial correlation test with the perspective of whether current Stock returns was correlated with past events. A popular method of machine learning technique, the SVM was applied, to determine whether future Stock returns could be predicted using information gained from trend and technical analysis of past information as obtained from 14 techniques.
The results demonstrated that there was evidence of the SEM not being weak-form efficient. From the initial serial correlation test, most Stocks in the sample appeared to be correlated with past returns in the first order. Some Stocks also demonstrated a significant relationship with returns for more than a one-day lag. Furthermore, the SVM had a success rate of more than 50% in most cases in predicting returns, with a peak of between 60% and 70% for predicting upward and downward movement of Stocks, which contributes to evidence of the market not being efficient in the weak-form.
The findings of this study have certain implications, namely with respect to the following:
(1) Investors have the prospect of adopting speculative strategies to earn abnormal profits successfully. In an event of an under-reaction or over-reaction by market participants, given they may not have homogeneous expectations from analysis of market trends as is often the portrayed trait of noise traders, these strategies can have adverse effects on the market;
(2) Profits from trading based on information and advanced techniques and models are possible. Automated trading systems engineered to scan market sentiment, analyse new information and predict movements in Stock prices, which is becoming a popular form of sophisticated trading on larger stock markets, have merit for implementation on SEM on a purely technical basis. However, the level and frequency of profits given the low volatility prevailing on SEM may not justify the costs of implementing such systems;
(3) The lack of efficiency on the market can lead to incorrect interpretation of the perceived value of listed companies, also often used as a benchmark for determining the value of similar unlisted companies, and inadequate formulation of policies by regulators.
The serial correlation test and SVM model use daily returns for analysis. However, given the lack of liquidity and trading volume on SEM along with considering transaction costs, further analysis on larger holding periods is warranted to corroborate the findings in line with trading strategies that may be adopted by investors. Furthermore, different Stocks seemed to demonstrate correlation with different lagged period returns and SVM seemed to indicate that different technical indicators may have different accuracy levels both on the class being considered and for the Stock being studied. These prompt for further studies required on the specifics of the different sensitivities and the underlying factors such as corporate announcements, industry shocks, market sentiment, anomalies, etc… The SVM model is particularly popular for different types of analysis such as prediction based on investor sentiment from social media are being complemented with other types of machine learning techniques, giving scope for further research to improve the accuracy of the results. Comparative models in machine learning techniques have also not been tested on whether they produce better results than SVM in the Mauritius context. Finally, as indicated by Kim & Shamsuddin (2008) , the return predictability found in this study may be subject to fluctuation overtime.
This study contributes to literature on the study of the Efficient Market Hypothesis on the Stock Exchange in Mauritius by considering more modern strategies employed by market traders and techniques compared to literature. It paved the way to demonstrating the use of machine learning techniques for determining predictability of stock returns on the local exchange. Future research could entail a study of impact of using kernels other than the Radial Basis Function, with respect to the Support Vector Machine technique, on performance of prediction. The study of the influence of shorter time periods for the training set as well different combinations of trading strategies specific to each stock rather than a standardised function may also be insightful.
