Topological asymptotic analysis is an emerging method that has been applied with success to shape optimization and shape inverse problems. However, it is not suitable for solving severely ill-posed inverse problems. It is a short term approach and it fails when applied to small inclusions detection in elastographic imaging. We show in this paper that it is possible to solve this problem by coupling Gauss-Newton and topological gradient methods in a natural way. The data is the displacement under a small compression, only one component of the displacement is given. The inversion problem is solved in two steps. In a first step, we obtain a weight vector for the observations; this is performed by a dual Gauss-Newton method. The second step consists of computing the topological sensitivity relative to the insertion of an inclusion in the medium (a stiff disk), the cost function being weighted with the result of the first step. This method is applied to numerical experiments.
Introduction
Finding an optimal domain is equivalent to finding its characteristic function. At first sight this 0 − 1 optimization problem is not differentiable, but it is possible to obtain the variation of a cost function when the characteristic function is switched from 0 to 1 or from 1 to 0 in a small region. It is called the topological gradient. It has been applied to shape optimization [13, 7, 19, 18] and to shape inverse problems [2, 9, 14, 17] giving very promising results. In comparison with relaxation methods (the characteristic function is replaced by a density function) the topological gradient can be seen as a regularization technique: it reduces the set of admissible solutions from [0, 1] to {0, 1}.
Despite this nice property, the topological gradient fails when it is applied to small inclusions detection in elastographic imaging.
We show in this paper that it is possible to solve this difficult problem by coupling topological gradient and Gauss-Newton method.
The second basic idea of this paper is to start with uniform material property. A wrong initial guess does not help to find the solution. For this reason, short term approaches like the steepest descent method are not suitable for this kind of applications. It is also the case of conjugate gradient methods (FletcherReeves and Polak-Ribiere) and BFGS [3] , since they behave like the steepest descent method at the first iteration. We show in this paper that the first iteration of the gradient method creates inclusions on the boundary of the domain. This is equivalent to give a wrong initial guess for the remaining iterations. For this reason, our goal is to propose an algorithm having the capability to give a good localization of the inclusions at the first iteration.
We consider a plane stress model for a linear elastic medium. It has a uniform Poisson coefficient ν and its Young's modulus takes two values, E in the background and KE in the inclusion, where K = 1 is called the contrast.
The data is the displacement under a small compression, only one component of the displacement is given (along the direction of compression), and the objective is to determine the location of the inclusions from these data.
Such an identification is of crucial importance in the medical imaging field. As a matter of fact, prostate or breast cancerous tumors are stiffer than the surroundings and Young's modulus can be 4 to 10 or more times higher. Elastography is an ultrasonic imaging modality that provides an image (called elastogram) of the displacement of tissues after a small external compression [16] . A reliable detection of small inclusion of Young's modulus using the analysis of elastograms would help early detection of cancers.
The paper is organized as follows: in section 2 we present the direct and inverse problems of elasticity, in section 3 we introduce the dual Gauss-Newton method and we show how to build weights for the residual vector. In section 4 we estimate the topological gradient of the weighted cost function with respect to the insertion of a stiff inclusion, and in section 5 we present numerical simulation results.
The direct and inverse problems
Let Ω be a 2D domain, its boundary ∂Ω is divided in two parts of positive measure:
The direct problem is (isotropic linear elasticity):
where
is the stress tensor and (u) = 1 2 (∇u + ∇u T ) is the linearized strain tensor. The solution u of (1) is the elastic displacement of the body Ω.
The variational formulation of this problem reads
The functions g and u D , and the Poisson coefficient ν are assumed to be fixed. The solution u of (1) depends on the spatial distribution of Young's modulus E, and the parameter-to-state map is defined by
where u E is the solution of (1). It is proved in [6] that the parameter-to-state map U is differentiable, and has a compact differential, at every point where E is bounded below by a positive constant. We consider also a continuous linear observation map L : V → X where X is a Hilbert space. In the case of radial elastography (when the probe gives a radial image), the observation map consists of taking the radial component of a vector field.
The inverse problem is: given an observation, determine Young's modulus distribution E. The data is denoted u obs and it is the measurement estimation of Lu E .
The inverse problem is
It is highly ill-posed, the classical way to improve its stability is to add a Tikhonov regularization term [11] , and look for the minimum of
Among known techniques for minimizing the cost-function j α in the context of elastography, let us mention the steepest descent method [15] and GaussNewton method [4] [5] [6] 10] . The topological sensitivity [1, 2, 7] of j α with respect to the insertion of an inclusion has also been considered in the frame of this work, but it doesn't give satisfying results. These methods don't allow to find very small inclusions, we propose in the following to couple the Gauss-Newton and topological gradient methods.
Gauss-Newton methods
In this section, we introduce the dual Gauss-Newton method, that will provide us with a weight vector for the observations.
Primal Gauss-Newton method
After discretization, we keep the same notations of j, u E , E, .... Then the cost function j : R p → R is of the form
where F : R p → R n is the residual F := LU (E) − u obs , it is a differentiable vector-valued function. For the sake of simplicity we do not consider the regularization term α||E|| 2 .
The well-known Gauss-Newton algorithm for the minimization of j 0 is defined as follows:
Dual Gauss-Newton method
In our context, we have p > n, hence the matrix DF T DF is singular, and the resolution of (3) requires the use of techniques [3, 11] like LevenbergMarquardt, discrepancy principle, . . . There exists an alternative that we call the dual Gauss-Newton method [12] . When p > n and DF is surjective, the matrix DF DF T is invertible, and the following problem:
is equivalent to its Euler-Lagrange optimality condition
A heuristic justification for the introduction of (4) is the following: the asymptotic expansion of F around E k is
where the rest R(E k , d) is small: ||R(E k , d)|| = o(||d||). In order to cancel the two first terms, the descent direction has to satisfy DF (E k )d = −F (E k ). Among the affine vector space of solutions, taking d with minimal norm should make the rest R(E k , d) small.
In this paper we do not iterate the dual Gauss-Newton method, but we solve (5) once and use the vector λ ∈ R n as a weight for the residual LU (E) − u obs . More precisely, we are interested in the topological sensitivity of the following "weighted" cost function
This makes sense for the following reason: the descent direction given by the dual Gauss-Newton algorithm is d = −DF T λ = −D(F T λ). Then −d is the gradient of the cost function F T λ, and it is natural to consider the topological variation of F T λ. Notice that, thanks to the positivity of DF DF T , the cost function F T λ is positive.
A zero memory Gauss-Newton implementation
The linear system in (5) is solved using the conjugate gradient (CG) method. It gives a good approximation of λ after a few iterations because DF DF T is the discrete version of a compact operator: its eigenvalues tend rapidly towards zero. Each iteration of CG requires performing the product of DF DF T by a vector, this can be performed without computing and storing the whole Jacobian [8, 6] . More precisely, when a vector x is given, y = DF DF T x is computed in two steps: t = DF T x is evaluated by solving an adjoint equation, and y = DF t is evaluated by solving a direct problem.
The topological gradient
In this section, we study the topological sensitivity of the cost function J W (u) := (Lu − u obs ) T λ with respect to the insertion at point x 0 of a very stiff disk. The Young's modulus takes two values, 1 in the background and K 1 in the inclusions. The cost function J W depends linearly on u, hence the adjoint is the solution
The inclusion is εB where B is the unit disk. The first term in the asymptotic expansion of the cost function j W is
where M is the elastic moment tensor of the disk inclusion.It is proved in [1] that 
The topological gradient of j at the point x 0 is:
The procedure for calculating the topological sensitivity of J W goes as follows: 1-The initial guess is E ≡ 1. Compute the direct state u, 2-The weight λ is determined by solving
where α is a Tikhonov regularization parameter and F = Lu − u obs , 3-compute the adjoint state p solution of (7), 4-compute (u) and (p), 5-at each point x 0 , determine the value of T (x 0 ), using (8) . The higher isovalues of T give the location of the inclusion.
Application to a numerical experiment
A numerical simulation was conducted in order to simulate an in vitro experiment [20] . The method described in section 4 is applied as follows. The domain Ω is an annulus, on the inner boundary Γ D a uniform radial displacement is applied, and the outer boundary Γ N is free, see figure 1 .
The elasticity problem is discretized using P1 finite elements. It is implemented using Matlab and GetFem++, the mesh has 3077 elements and 1606 nodes. The total computation time for the procedure described above is about The Poisson coefficient is ν = 0.45. We insert 1 or 2 inclusions in the domain, where Young's modulus is 4 times higher than in the background. The data are perturbed with 0.1% noise, and with 1% noise (white Gaussian noise). The weight λ is computed by solving (9) . Once the weight λ is known, the adjoint state p is computed. The topological gradient is computed with K = 50 (value of the contrast).
The results on different geometries are displayed on figures 2-7. The following observations can be made:
1) The gradient of the classical cost function j 0 = 1 2 ||F || 2 gives no interesting information: its maximum is on the boundary, see figure 2 right,
2) The topological gradient of j 0 gives no interesting results, see figure 3 left,
3) The topological gradient of the weighted cost function j W = F T λ detects the location of the inclusion with a reasonable accuracy, even for noisy measures (figure 3 right, figures 5 and 7), 4) Our method to determine the weight is justified a-posteriori: this weight gives more importance to the measures that are located "in front" and "behind" the inclusion (relatively to the compression direction), see figures 4 right and 6 right. These are precisely the points where the displacements are the more affected by the inclusion, and the data are the more relevant to detect it. In the points "in front" of the inclusion, the weight takes negative values and this makes sense: at these points F also takes negative values, hence F T λ decreases when F gets closer to zero, 5) When more noise is added, the detection of inclusions becomes much less accurate. 
Conclusions
We presented in this paper a method for the detection of small inclusions in an elastic medium, when the data is the radial displacement at each point. The first step consists of finding a weight for the measurements that gives importance to the data in the relevant zones, this weight is determined using a dual Gauss-Newton method and an efficient implementation. The second step consists of computing the topological sensitivity of the so weighted cost function.
Unlike classical methods, this method gives satisfying results for small inclusions.
