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1. Einleitung 
Iu dieser ersten Arbeit werden wir bei homogenen Randbedingungen des 
rechteckigen Viereckbereiches eine Abschätzung dafür angeben, 'wie schnell das 
Lösungssystem des Differenzenverfahrens - mit dem ..... ir die Poissonsche bzw. 
die biharmonische Differentialgleichung ersetzen - gegen die Lösung der 
ursprünglichen Randwertaufgabe strebt. Es ist uns nämlich gelungen, die 
Matrix des betrachteten Differenzengleichungssystem in geschlossener Form zu 
invertieren (P. R6zSA). Weiterhin konnten wir abschätzen, "wie schnell diese 
Greensehe Matrix gegen die Greensehe Funktion strebt (T. FREY). 
In weiteren Arbeiten (lI. bzw. III.) 'werden 'wir die Ergebnisse für Bereiche, 
die durch beliebige rektifizierbare Randkurven begrenzt sind, und für allge-
meinere selbstadjungierte ellyptische Differentialgleichungen verallgemeinern. 
2. Poissonsche Gleichung: Biegung von Membranen 
Betrachten wir eine rechteckige, an: den Rändern fixierte Membrane mit 
den Seitenlängen a und b und mit der gleichmäßig verteilten Belastung t (x, y). 
Bezeichnen ,vir die spezifische Rand-Spannungskraftdichte mit F und suchen 
wir die Biegung u (x, y) von einem beliebigen Punkt (x, y). Bekanntlich ent-
spricht die Biegung der Poissonschen Differentialgleichungl 
1 Llll ~ --t(x, y). 
F (2.1) 
Zur annähernden Lösung der Aufgabe bedienen wir uns des Differenzenver-
fahrens, d. h. die partielle Differentialgleichung wird durch eine Differenzen-
gleichung angenähert. Der Einfachkeit halber soll noch ahgenommen werden, 
daI\ das Verhältnis der Seitenlängen des Rechtecks rational ist, und daß das 
Rechteck mit Quadraten derart bedeckt ist, daß a = m . hund b = n . h, 
wenn h die Seitenlänge der Quadrate bezeichnet. 
1 Siehe z. B. [1], S. 82-84. 
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Die gleichmäßig verteilte Belastung t (x, y) wird durch die in den Gitter-
punkten wirkenden konzentrierten Kräfte der Größe 
. . ., m-~, 
die am Rand auftretende kontinuierliche Spannungskraft hingegen durch die 
konzentrierten Spannungskräfte S = hF ersetzt. Die Verschiebung. der ein-
zelnen Gitterpunkte wollen wir mit Uip (i = 1, 2, ... , n - 1; p = 1, 2, ... 
. . . , m - 1) bezeichnen und für die Summe der zur Bildung der zweiten Diffe-
renzen nach p und i dienenden Operatoren den »harmonischen« Differenzen-
operator .1" einführen, d. h. es gelte 
Es soll also die lineare Differenzengl~ichung 
1 . 
-Sil, U· = - t h 1 l,p l,p 
gelöst werden, die die (homogenen) Randbedingungen 
Uo,p = Un,p = Ui,o = Ui,m = 0 
erfüllt. 
(2.2) 
(2.3) 
Faßt man die Differenzengleichung (2.2) und die Randbedingungen (2.3) 
in ein lineares algebraisches Gleichungssystem zusammen, dann erhält man die 
Matrizengleich ung 
1 
Bu= h St, (2,4) 
in der U und t Spaltenvektoren mit m . n Elementen darstellen, in der die 
Koeffizientenmatri.x B leicht in Blöcke partitioniert werden kann und die sich 
mit Hilfe der Kontinuantenmatrix 
~4. = [aa.]; Ua = 2; ai+l,i = a i ,i+l = -1; ui.j = 0 (j =1= i-I; i; i + 1), (2.5) 
in der Form 
aufschreiben läßt. Bezeichnen wir die Inverse der Hypermatrix B mit 
B-l = G p = [Gij]. Wir wollen nun beweisen, daß die in den Blöcken Gij 
(i,j = 1, 2, ... , n - 1) stehenden Elemente 
u(i;h (p' q - 1 ? 7" 1) öp;q , ~ -,;."j~ .. . , ,,,-
KOSVERGKVZSCHSELLE DES DIFFERESZVERFAHRE:YS 387 
aus dem Zusammenhang 
r 
2 rn-.~ . pkn . qkn shi{} " sh (n - j){)" 
- )- sm--Sln--
m ,,::i m m shß" shnß" 
g~i:P = 1 2 rn-I . pkn . qkn shj{}" sh (n - .i) ß" 
- ~ sm --- Sln --
m "=1 m m sh{}/i shnß" 
berechnet werden können, m welchem ~()/' = sin kn . 
2 ' 
... , m - 1). 
(i<j) 
(2.7) 
(i>j) 
1 
2m 
(k = 1, 2, 
Betrachten wir nämlich statt der Hypermatrix R = [Rij] jene Matrix 
[b ij ], deren Elemente auf dieselbe \Veise von dem Skalaren a abhängen wie die 
Blöcke der Hypermatrix [RU] von der Matrix A. der Ordnung m - 1, dann 
haben wir 
B = [b. ,],. b = a + 2,' b+1 , = b· '+1 = - 1: b J = 0 (J' Zu [,I I 1 ,I 1,1 . I i = 1; i; i + 1)(2.8) 
Wenn wir nun die Transformation 2 ch% = a + 2 einführen, dann erhal-
ten wir die Elemente der Reziprokenmatrix [bij]-l = [gi.j] in folgender Form:2 
gJ shix sh (n - j) x, (i <j) sh% shnx (2.9) 
'd I shjx .sh (n - i) x (i~j) 
shx shnx 
Da die rechte Seite dieses Zusammenhanges eine rationale Funktion der 
skalaren Unbestimmten a ist, bleibt (2.9) auch dann gültig, wenn wir an die 
Stelle von a die (nicht singuläre) Matrix A schreiben. In diesem Falle kann die 
durch den Zusammenhang 
2chX= A+ 2E (2.10) 
definierte Matrix X - durch die,kanonische Zerlegung von A - in der Form 
X = S· ({}/) . S* (2.11 ) 
hergestellt werden,3 in der die Spaltenvektoren der orthq!50nalen Matrix 
lf2[. Pkn] S = [sp,d = . --;;;- sm----m-
2 Siehe z. R [2] S. 457. -' 
3 Eine ähnliche Herstellung ist z. B. in einer Arbeit VOll D. E. Rutherford zu finden 
(Siehe [4] S. 241.) 
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die Eigenvektoren von A sind, während man die Werte {}k aus der in der 
Form 
durchgeführten kanonischen Zerlegung der Ausdrücke (2.10) aus dem Zusam-
menhang 
1 . k7C sh~{}" = Slll--, (k = 1, ~, , .. , m -1) 
2' 2m 
erhält. So ergibt sich für die Blöcke Gi, j der gesuchten Reziprokenmatrix 
Gp = B-l - wenn man auch die Matrix X gemäß (2.11) kanonisch zerlegt 
der Ausdruck 
Sft (n - j) {}/c) . S* Ci <'j), 
shn{}k 
Wenden ,..ir hier die Regel der Multiplikation dreier Matrizen, dann erhalten 
, ... ir für die gesuchten Elemente g~!q unmittelbar den Ausdruck (2.7). 
Damit ergibt sich die Lösung der Gleichung (2.4) in der Form 
_ h n-lm-l ., 
U - - '" " gel;}) t· ~p- ~ ~ p~ j~' 
S j=l q=l 
(2.12) 
Die so errechnete Reziprokenmatrix G p ist ein finites Analogon der Greensehen 
Funktion der Memhrane, die wir »Greensehe Matrix« nennen werden. 
3. Biharmonische Gleichung: Biegung von Platten 
Betrachten wir nun eine rechteckige, homogene isotrope Platte von konstanter Dicke 
mit den Seitenlängen a und b, auf die eine transversale gleichmäßig verteilte Belastung v (x, y) 
wirkt. Die Platte soll auf allen vier Seiten gestützt sein. Die Gleichung der elastischen Fläche 
der Platte wird durch jene Lösung der inhomogenen biharmonischen Differentialgleichung 
1 LILI lC = N ,,(x,)") (3.1 ) 
bestimmt, die die Randbedingungen 
62 It'! = 62 W I __ 82 W 1 __ 82 10 I 
u(O:)") = u'(a;)") = IC(X. 0) = lC(X. b) = a x" :0:=0 a x2 Ix=a a)"2 Iy=o a)"2 ,y=b 0 
(3.2) 
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erfüllt.4 Hier ist N 1 12 (1 _ V2) • Er5\ und darin E das Youngsche Modul, r5 die Dicke der 
Platte,v die Poissonsche Zahl. Die partielle Differentialgleichung (3.1) "ird hier "ieder mit 
einer Differenzengleichung angenähert. Wenn wir nun den durch die Formel 
= 20 tvip - 8 (Wi_I, P + lVi+I, P --;- !Ci, p_I + Wi, p+I) + 2 (lVi_I, p_l -;- lVi_I, p+l + lVi+l, p-l + 
definierten »biharmonischen« Differenzenoperator LlhLlh einführen, so haben "ir die gewissen 
Randbedingungen genügende Lösung der inhomogenen biharmonischen Differenzengleichung 
n -1; p = 1, 2, ... , m -1) 
zu bestimmen. Wir werden (3.3) wieder in der Form eines Gleichungssystems 
B2 W = ~h2.v ]V 
(3.3): 
(3.4) 
aufschreiben, dessen Bunter (2.6) schon angegeben ist. Es ist klar, daß für die Inverse der 
erhaltenen Matrix B2 sich G~ ergibt, doch gestaltet sich die Berechnung der Elemente durch 
unmittelbare Matrizenmultiplikation lang,\ierig und führt zu einem unübersichtlichen Ergeb-
nis, weshalb es zweckmäßiger erscheint, sich folgender Methode zu bedienen. 
Aus der Matrizenidentität5 
(B - J.Er 1-B-l = J.(R - AE)-l. B-1 
folgt' die Relation 
lj~ (B - J. E)-l jl = lim ~ {(B - J, E)-l - B-l} = B-2 = G~ . dA 1.=0 }.-o I, 
Wollen wir diesen Zusammenhang auf die MatrL-X: [bij] des Ausdruckes (2.8) 
amv-enden und führen wir zu diesem Zweck die Transformation a + 2 - J. = 
= 2 eh cp ein, dann erhalten 'wir für die Elemente }ij der charakteristischen 
Matrix 
den Zusammenhang 
4 Siehe z. B. [1] S. 88-91. 
shicp 
shcp 
sh (n - j) cp 
shncp 
sh 
shmp 
(i <j), 
(i'2,j). 
5 Das ist ein finites Analogen der schon von D. HILBERT angegebenen Identität, die 
die Berechnung der iterierten Greenschen Funktion auf die Berechnung eines Differenzen-
quotienten zurückführt .. (Siehe [5 J S. 21.) 
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Die Elemente der Matrix [hij] = [bi,j]-l ergeben sich aus der Berechnung der 
Ableitung dieses Züsammenhanges (wenn cp = X ist); für i < j erhalten wir 
} shi% . sh (n - j) % h " . . _ t;,j = .{n cl n%+cth % - 1 ctlz 1% - (n - J) cth (n - J) %}. (3.;3) 
2 sh2 % • slzn% ' 
(Ist i >j, dann "wechseln i und j wegen der Symmetrie ihren Platz.) Hier ist 
2 eh % = a + 2. 
Da die rechte Seite des Ausdruckes (3.5) eine rationale Funktion der ska-
laren Unbestimmt~n a ist, bleibt (3.5) auch dann noch gültig, wenn wir an 
Stelle von a die nichtsinguläre Matrix A setzen. Damit erhalten wir - wie im 
Abschnitt 2 - für i < j : 
ab m-I 
h(i;j) = - :y 
p;q m 2 t:'J 
. pb; . qb; 
SIn -- . SIn --
m m shi1J k sh (n - j)D " 
sh uD" 
(Bei i > j wechseln i und j infolge der Symmetrie den Platz.) 
Damit ergibt sich die Lösung der Gleichung (3.4) in der Form 
I m-ln-l .' 
Ie, = - "'" "'" h(z;j) (m' n). VJ'"q. ! ,p 1\- ..-;;;.",.;;;., p:q , 
- I q=I j=l 
4. Die Hauptahschätzung für Poissonsche Gleichung 
(3.6) 
(3.7) 
Im folgenden wollen wir abschätzen wie groß die Abweichung der Ele-
mente g~!q (m; Tl) der Greenschen Matrix Gp (m; n) - wie unter (2.7) angege-
ben - und der Greenschen Funktion Cp(x:)"; ~; 1}) des betrachteten Problems 
im entsprechenden Punkt, nämlich in 
a 
x=p 
m 
. b )"=1,-; 
n 
. b 
17=J-
n 
(4.1) 
sein kann. Es soll hierbei nicht mehr vorausgesetzt sein, daß bja rational ist, 
vielmehr sollen bloß jene Zerspaltungen des Bereiches d. h. nur solche 
Folgen {mr} bzw. {nr}, (1' = I, 2, ... ) - berücksichtigt werden, für die eine 
Konstante Cl sich so angeben läßt, daß 
mr _!!:.- ',' /" ~ ( ) (4 'J) 
..::::, r = I, 2, ... , 1nr , 11r -+ =, 'wenn r-+ = .:.. 
i n r b m2 
Gültigkeit hat.6 
6 Für irrationale alb s. z. B. ihre Kettenbruck-Folge! :Mit Cl' C2 usw. werden wir im 
folgenden von den laufenden Indexen m, n unabhängige Zahlen bezeichnen. 
[6]): 
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Die Greensche Funktion des betrachteten Problems ist bekannt (s. z. B. 
( 'j(, 'j(, 
2 '" 'j(, 'j(, 
- :Y. sin k - x . sin k ~ . 
'j(,t::1 a a 
shk~yshka(b-17) . 
------- (Y<11) 
k· sh k 'j(, b 
a 
(4.3) 
'j(, ;;; 
shk-I)shk--(b - y) 
2'" 'j(, • k7C1: a a ( 
:y'sin k-x· sm .-". -------- Y>17)' 
'j(, k=1 a a k . sh k 'j(, b l a 
Um nun 
(' ) (a b a b 1 C' ') L1~;~ (m; n)=Gp p-; i-; q-; j- -g~:6 (m; Tl) 
m n m n 
(4.4) 
bei einem festgewählten m = m; abzuschätzen, betrachten wir vorerst 
41. den Fall?] - y > ~ (= ~l. Wir betrachten zunächst nur eine von 
m; m 
In abhängige Teilsumme von (4.3) und (2.7), bzw. ihre Differenz, nämlich 
2 2[log m] 'j(, • k 7C I: 
dm = - Y sin k x . sm . -" . 
'j(, k"":i a a 
'j(, 'j(, 
shk -y. shk-(b -1]) 
a a 
k· sh k 3.- b 
a 
(4.5) 
2 2[log,m]. 'j(, • 'j(, sh i{}" . sh (n - j){}" 
» smk -p sm k - q 
m k=1 m m sh {}" . sh n{}" 
in der [log m] die größte natürliche Zahl, kleiner oder gleich log m bedeutet. 
Um nun Idml abzuschätzen, müssen wir uns vorerst 11k bzw. sh 11k für die in 
Frage kommenden, also für die hinsichtlich m relativ kleinen Werte von k 
genug pünktlich vorstellcn. Wir haben dann 
Da hier 
k,;<: {}" = 2 arsh sin--
2m 
k~~m' k7l < 1 
2 ' 2m 
(4.6) 
(4.7) 
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sicher Gültigkeit hat, so gelten hier (der Taylor-Entwicklung der betrachteten 
Funktionen gemäß) die Abschätzungen 
..3 
z-~ <sinz< z 
6 
u3 (O<z<l); u- 6 <arshu<u (O<u<l)" (4.8). 
d. h. 
kn 1 k3 n;3 kn 
-----<{}J-<-. 
m 3 m3 'm 
dm selbst soll in die fünf Teile zerspaltet werden, und zwar 
d - I ß I I S I m - am T m T Ym T Um T Cm 
2 2[IO~-,ml. pk;r . qkn sh W k • sh (n - j) {}k a = - :5 sm -- sm -- . 
m m k"':'i' m < m sh n{}k 
2 2[Iog-,m]. pkn . qkn sh (n - j) {}k ßm=- :5 sm --Sln -- . 
n k""!j m m k . sh n{}k 
usw. und schließlich 
2 2[Iogm] . pkn . qkn 1 n n 
0m = - ::>: sm -- Sln -- . - . sh k - y . sh k- (b -17) . 
n ~ m m k a 'a 
C = m 
h:-t: h:-t: b 2 2[log m] S k a y . s k a ( - 17) 
:E n 
n k=! kshk-b 
a 
[ 
. :-t: .:-t: . knp . k;rq 1 
sm k - x . sm k - ~ - sm -- . Sln -- . 
a a m m J 
(4.9) 
(4.10) 
(4.11} 
(4.12), 
(4.13) 
(4.14) 
Um nun laml abzuschätzen, bemerken wir, daß für die hinsichtlich der Summie-
rung in Frage kommenden Wert von k die Ungleichung 0< f}k <{ 1 gilt, daß 
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. v3 
man also hier die Tav lor-Entwicklun2: von sh v von - an durch eine geome-
J c, 6! 
trische Reihe 
20 v3 
shv<v+-
19 6 
(4,15) 
majorisieren kann. Es soll noch die Abschätzung von l)k unter (4.10) beachtet 
werden; damit wird 
k7C 1 k3 7C3 k7C 20 k3 7C3 0<--- -,- <{},.<sh{}.<-+ 
m 3 m3 ' I. m 196m3 
(4.16) 
bzw. 
- - s"Uk I< - - - ---- <--. 
I (
k7C)-l (h-<l)-ll I (k7Cj-l fk7C 1 k3 7(3 )-111 3 k7C 
m m. m 3 m3 ,2m 
( 4.17) 
Man braucht noch eine obere Schranke für 1 __ 
1
_ . sh i{}/, . sh (n - j) f}/( I 
sh n{}/( 1 
wobei man beachten muß, daß wegen der Voraussetzung )" < 17 natürlich auch 
i < j richtig ist. Es gilt also 
1-1- sh i{}/(sh (n-j){)/( 1= 1\ _1_._. eh i{}k sh (n - j){)/( th i{}/i I< 
I sh nf}/i sh n{}/i i 
(4.18) 
<2~1 ~h[n-(j-i)]{}/iI!<l, 
2 I sh nf}/i 
da j + i < 2 n auch gültig sein soll. Aus (4.19) und (4.20) folgt die Abschät-
zlmg 
2 2[log m] 3 k7C 3 2[log m] locr2 m laml<-' y --= - y k~7-o __ . 
m t::J 2 m m2 t='J m2 
(4.19) 
Will man nun ßm betrachten, dan~ hat man, um I sh k : y ~ sh i{}k I abzuschät-
zen, zu beachten, daß dem Mittelwertsatzes gemäß 
(4.20) 
O < '.{} eU) k 7C . _ ik7C mit L k< - /i < -)' - --
a n a 
b 
Im Sinne von~(4.10) wird (da auch 
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k < 2 [log m] gültig ist) 
I 
~ . b I I • 
k n '{} k Ln .() I ........ i k Ln k' n "-Y-L ", = "- --L ',,!.:::::,,'"- - "L 
a n a m n 
b : I 
~IT 
I ikn _ ikn _ ~. ik3 n3 ) < ikn b Cl 1 + ~ ik3 n3_ ~ 
I m m 3 m3 : m a m2 3 m 3 
(4.21) 
! 1 . i 
Für i -- . sh (n - j) ff.~ eh ek') i bekommen wir dieselben Abschätzung wie 
! sh n{}" .! 
früher, da eh i1J" < eh e~) < eh (i + 1) 1J" ist. Damit ist auch 
(4.22) 
gültig. Für IYm! resultiert natürlich eine ähnliche Abschätzung; die Differenz 
im Gedankengang besteht nur darin, daß anstatt i in den Formeln ja (n - j) 
eine Rolle spielt, und daß man anstatt (4.27) den Bruch 
' __ 1_ . sh k n Y • eh (n _ j + 1) Bk 
sh n{}k a ! 
abschätzen muß, der aber< 2 ist, da i sh k n Y I < ! sh (i + 1) {)k: und damit auch 
! a i 
(4.23) 
Gültigkeit hat. 
Die Abschätzung von bm verursacht nun schon keine Schwierigkeit, denn 
es gilt 
[(shn{)k)-l- (shk: bf1l = jShk{},,-Shk: bi· (shnB".shk: bfl; (4.24) 
(4.25) 
b 
wo also er) zwischen n Bk und kn- liegt. Den Formeln (4.1), (4.2) bzw. (4.9) 
a 
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gemäß folgt nun, daß 
bl b; I kr b i 
nO/{-k::r-,:=:;: nOk-n -,+;n--b-'< 
alm m a ' 
und daraus weiter, daß 
sh k ~ych e~l) 
a 
------<2 
::r 
shn{}k chk - y 
a 
sh [ k ~ Y + e<,2) 1 
sh [k : y + n{}~ ] <3 (k:=:;:2logm) 
daß also 
i ::r::r ' 
i, sh k - Y sh k ~ (b - (7) che~n) , 
I a a 
, <3 
shnO,.shk ::r b 
, a 
'::r ::r I 
chk-y. shk~(b -1])1 
a a ~ :=:;: 3.1 
sh k ::r b 
a 
395. 
(4.26) 
(4.27) 
(4.28) 
gültig ist, da 'I] > Y und 7) + Y < 2b. Damit haben wir also dic Abschätzung 
2 2[log m] I j' Tl k3 ::r3 k } log3 m 
:0 1<- ,",' 1·3· -',- -._. + nC1 -- <C . --. (4.29) I m - ::r .,-::'j k I 3m m2 m3 - 7 m2 
Aus (4.1) bzw. aus (4.14) folgt weiter, daß c';l = 0, daß also 
(4.30) 
Betracht~n wir nun einen andercn Teil von A~;P (m; n), nämlich 
(4.31) 
wo 
3 ~[ log m ] 
2 "7)-Y k::r k::r shi{}kSh(li-_ j){}k . 
a(J) = - ""'" sin p - . sin q -
m, m"':::"; m m h {j 
k=2[log m]+l sn/( 
(4.32) 
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3 ~ [lOg m] 
I 2 :t ~ry-y . n. n 1 .u~L -- smpk-smqk-
n m m k k=2 [log m]+ I 
(4.33) 
[
S,hk n.yshk n (b-1J) 1 
a __ ' _a __ _ sh i{}k • sh (n - j) {}/c 
, sh k n b sh n{} /c ' 
a 
3 ~ [lOg ffl] . n 2 :t 7)-Y shk-(b-1J) 
8(1)=- ~ shk n y. __ a ___ _ 
m n,L.,; a" n 
k=2 [log m]+l k. sh k~ b 
a 
(4.34) 
[ k 
n . k n t . knp . knq ] sin -x Sln '-<; - sm--sm-- . 
a ,a m m 
Alle drei Glieder von d~ sollen nun nach denselben Überlegungen abgeschätzt 
werden wie früher. Für a:n braucht man nichts zu 'wiederholen: 
3 a [lOg m] 
1 :t, 7)-Y I 2 
la(I)I<C --- ~ k::;;'CI0~~ m - 9 2,L.,; 2 ( )9 
m 1,=2 [log mJ+l m 1] - y ~ 
.. (I. .. sh if}lc sh (n - j) {}/c 
Fur firn 1st zunachst ---h .Q. --=--'--'-'-
S nu'/c 
h · kn h( .)kn s J,-S n-J-
m m 
h kn s n-
m 
(4.35) 
= D~) abzu-
schätzen, was 'wieder mit Hilfe des Mittelwertsatzes geschieht. Es gilt also 
D~) ::;;, I {}/c - km'n! . I!:.. sh iz . sh (n - j) z I ; 
I dz sh nz Z=rk 
Um nun hier den zweiten Faktor schätzen zu können, sei vorerst bemerkt, daß 
hier k :? 2 log m, und somit 
nl;/c:? Cnlog m, sh nl;/c > C12 m (4,37) 
,gültig ist. Um nun zu beweisen, daß 
I 
~ sh iz sh (n - n z I <2\ ~ e-(j-i)z I + 0 (2.) 
dz sh nz lek dz Ck m 
(4.38) 
1 
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1 . 
zu Recht besteht. Es sei an statt sh nz zunächst - exp (nz) gesetzt, woraus 
2 
L1 = I ~ sh iz sh (n - j) z i _ ~ sh iz sh (n - j) z 
1 dz sh nz Ick dz _~ exp (nz) 
2 
< :z [(~ exp (nz)+L1(z)r1 -(~ exp (llZ)r1] '[ShiZSh(n-j)z]l~k 
397 
=. d [Sh iz sh (n - j) z . L1 (z) ] :.:. (4.39) 
dz sh llZ ~ exp (llz) : 
• 2 ,;k 
1 
mit .Jz = - exp (- nz) ist. Es gilt also weiter 
2 
L1 < I d sh iz sh - j) z ! 
- dz shnz kk 
L1 (::-k) 
1 . 
_en,z, 
2 
(4.40) 
Eine unmittelbare und sehr grobe Schätzung anhand (4.37) zeigt nun, daß 
also auch (4.38) gültig ist. Für J*(zo) > J(zo) > 0; g(zo) > 0 und J*'(zo) > 
> g'(zo) > 0 besteht ferner auch 
(4.43) 
zu Recht. Wendet man ,(4.43) beim zweiten Glied von LI an, so folgt, daß 
: d sh iz sh (n - j) z. I d e iz . e(n-j)z 
I d- 1 ' <i T-
: ., - exp (llz) i ., - exp (llz) 
2 i~k 2 
= 2 (j - i) . exp [- (j - i) S k] 
'k (4.44) 
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ebenfalls Gültigkeit hat. Es sei noch bemerkt, daß 
I (") .~ k n _ k n n _ , k n ~ 
- J-L ='I}-:-y; "'k~' -- • ,~ 
n m n m n a 
und schließlich, daß für 2 [log m] < k < 3 ~ [ log m ] die Abschätzung 
:T 17-Y. 
gilt. Mit Hilfe yon (4.46) läßt sich aber fl~) leicht abschätzen, u. zw. zu 
u(l) 
, m 
C (17 - .Jj __ 
19 Q 
m-
3 a [lOg m] 
:t 1,-y [b ] ~ exp - k a ('I] - y) . k2 < 
k=2[log m] + I 
(4.45) 
(4.46) 
(4.47) 
c~) ist schließlich - und natürlich - wieder gleich 0, und somit im Sinne von 
(4.31), (4.35) bzw. (4.47) 
(4.48) a(O < C~ log3 m 
m _ _1 ~ ( )~ 
m- '1]-Y-
Um nun L1~/q (m; n) - wie unter (4.4) angegeben - abzuschätzen, muß man 
auch für die Reste 
bzw. 
2 m-I 
;r ~ 
• k=3 a [IOgm] +1 
:r 'i-Y 
Qm= 
2 oe 
:T ~ 
1.=3 .<:.. [-!,ag m 1 
:r Jj-Y 
. k:T . :T 
smp'- . slllqk-
m m 
sh i{J" . sh (n - j) {}" 
sh{} k shn{}" 
::r ::r (b ) shk-yshk -17 
a a 
. k::r . 1. n ~ SIll' X· 51n/'>:-;· ------------
a a k sh k :T b 
a 
(4.49) 
(4.50) 
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eine obere Schranke angeben. Hierzu sei aber vorerst bemerkt, daß die Kon-
vexität von sh x für x > 0 gemäß sh a sh {3 < sh2 a ~ ß für a > 0 und /3 > 0 
gültig ist (1 < eh(a - {)) = eh a eh (3 - sh a sh {3; sh a sh IJ < eh a eh /3 - 1; 
1 . I 1 
sh a sh IJ < - sh a sh ß .. - [ - 1 eh a eh ß]. Es gilt daneben natürlich für 
2 2 
sh (I' - e) 
o < e<}' auch die Abschätzung < e-e. 
shl' 
Benützt man diese Ungleichungen, so folgt 
sh i{} k sh (n - j) {} " < 1 
sh n{}k 
11 :r 1 1 --(Ii-Y)- k 
_____ ._ <-e-(j-i)fik<-Cooe 12 a 
- 2 - 2 --
sh2 n -{} 
k (4.51) 
und ebenso 
;r: ;r: b 
shk-yshk (-17) 
a a 
--------< ;r: --
shk~b 
(4.52) 
a 
_,~,fl -_ 3 ~ [ log U!...]..Li 1 Es sei noch bemerkt, daß für t > 0 und iY.l 
7[ 17 - Y 
--< I-x 
_ 3 a [lOg m] t < . ___ 1 __ ~l - Y ;r: e :r Ij-Y 
- 1 - e- t log m 3a 
(4.53) 
gilt, wie aus der Abelsehe Umordnung hervorgeht. Es wird also 
und 
4* 
2 
m 
2 
Qm: < 1 
2 
1 
------ e 
:r 
-(Ij-V)-l-e .. a 
1 
-(r,-y)~ 
1 -e a 
3 a [lOg m ] ( ) 11 
.'7 lj-Y l}-Y 12 1 C93 -----
- m 3 (/7 - y) 
(4.54) 
e 
n [lOg m ] :t 3 ~- -. - (Ij-Y)-
:r Ij_Y a 
log m 3a 
(4.55) 
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:n; (n - y)-:; 
a 
----------,,--- < C25 ; 
1 --(~-y)~ -e a 
1 
--------=:T- < 
-(r,-y) l-e a 
:n; (17 - y)-
a 
_ 1 
für 0 < 17 - Y < b. Für 17 - Y > - gilt daher die Abschätzung 
- m 
1 j(i:j) (m' n) I < I d I -1- ! d(I) 1-1- 1 r ! 1 -I e 1 < C26 log3 m 
,p.q '. I -, m! I i mim I T m - m2 • (17 _ y)2 
Betrachten wir nun näher 
(4.56) 
(4.57) 
42. den Fall 1] = y. Nachdem in- Abschnitt 2 hinsichtlich der Variablen 
x und y bzw. der Indizes p und i sowie q und j alles symmetrisch war, nachdem 
wir mithin eine willkürliche Unterscheidung für m gegen n machten, könnten 
wir all diese Formeln auch durch Tauschen der Rolle von x und y, bzw. p und i, 
bzw. q und j - also in entgegengesetzter Form, aber ohne Änderung der 
Werte - angeben. Daraus folgt aber ohne weiteren Beweis, daß auch die 
Abschätzung 
I AC -) ) , C log3 m 
,
. 4Jp'_.;qJ (m: n I< 9" 
,- ~f m2 (~ _ x)2 (4.58) 
gültig ist.7 
Aus den Symmetrie eigenschaften folgt ferner unmittelbar, daß die For-
1 1 
meln (4.57) bzw. (4.58) auch für 1] - Y < - - bzw. ~ - x< - - d. h. für 
m m 
1 1 
117 - YI > - bzw. für !~ - xi > - Gültigkeit haben. Man kann also beiden 
m nt 
in die Formel 
(4.59) 
2 
mit 0 = V(x· - ~)2 + (y _1])2 zusammenfassen. Für 0< - benützen wir die 
--rn 
trivialen Ungleichungen 
7 Es sei bemerkt, daß obige Abschätzungen auch direkt, aus der Formel (4.3) bzw. (4.4) 
hergeleitet 'rerden können, doch nicht ohne :Mühe. Die Schätzung VOll idmi ist auch jetzt 
gültig, I d~) I, l!im! und ! Tm I müssen wir hingegen jetzt durch eine Abelsche umordnung 
abschätzen. 
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5. Hauptahschätzung für die hiharmonische Gleichung 
·Wir werden nun die Abweichung der Elemente h~;~) (m; n) der Green-
schen Matrix des biharmonischen Problems, wie unter (3.6) angegeben, und 
der Greenschen Funktion im entsprechenden Punkt abschätzen. Hierbei gehen 
wir von denselben Voraussetzungen aus und folgen den gleichen Bezeichnun-
gen und Gedankengängen wie im vorangegangenen Abschnitt. Die Greensche 
Funktion des betrachteten Problems hat folgende Form (für y < 1); für y > 1) 
sind y und 1] zu tauschen): 
ab G (x: y: ~. 'i)) =--B •• , n 2 
n n 
shk-yshk-(b -1) 
"'. n . n a a :5.' sm k - x . sm k - ~ ---------
..... n 
k= 1 a a k2 sh k - b 
a 
-, cth-- --cth-- - 1-- cthk-(b -1)) • {
a 1 knb y kny ( 1) ) n I 
knb a b b b a 
Wir schätzen jetzt wieder 
J(i;j) (m' n) - G rlP ~. i b p:q , - B , m n q : ; j ~ ) - hKP (m; n) 
(5.1) 
(5.2) 
für ein festgewählte m = mi ab. 
1 
51. Der Fall i) - Y > . Es sei wieder dm eine Teilsumme - bis k = 
m 
= 2 [log m] = 11J1 - von LJ.~:~ (m; n), und zwar 
, > 
mit 
(5.4) 
(5.5) 
(5.6) 
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wobei 'wir die Abkürzungen 
bzw. 
..., 
ab . pk~ . qk~ 
S m:1; = -. Sin --- SIn--
m- 111 m 
I ab. k;rx 
m:'; = -9 Sln 
~- a 
k~~ 
sin 
a 
sh i{) I; . sh (n - j) ()" 
--- .. _-----~ --
sft 
a 
k~ 
sh -- (b - 17) 
a 
k2 • sh k ;r b 
a 
(5.8) 
(5.9) 
benützen. Die Glieder yon dm bereiten wir durch weitere Zerspaltung zur Schät-
zung vor 
(5.10) 
(5.11) 
(5.12) 
M; (j' . . MI [' Dm=.2 (Im:,,-Sm:/() l--)c,h(n- J){)I;-~ (1 
1;-1 ,n 1;-1 . 
LI c/h (11 - j) {)/;-
n 
(5.13) 
-(1- 1~)Cihk: (b-17)]lm :,;. 
Die erste Glieder dieser Summen sollen nun ebenso wie in Abschnitt 4 
abgeschätzt werden, u. zw. 
ab . kp;r 
Sm:1; - I m:1; = -. SIn--
m- m 
ab . k7rx . k7r~ 
- --- Sin -- . SIn--
7/:2 a a 
. sh i{), . . sh (11 - j){),. 
Sin \ \ 
sh2 {)I; . sh n{)" 
k;ry k;r 
sh -~- . sh- (b -17) 
a a 
k 2 sh --b 
a 
(5.14) 
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wo also 
, ,pk::r, qk::r 
a;;', = SIll-- SIll --
m m 
ß' ,pkn, qk::r J:i; = SIll-- SIll--
, m m 
" . pkn ,qh::r 1';; = SIll -- . SIll --
m m 
usf., 
7l ;r. 
ab sh k ::r v 
a -' 
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ab (5.16) 
(5.17) 
sh k-y sh k - (b - (7) 
a a 
k2 • sh k n b 
a 
l'· pkn . qkn . knx . kna· ~ .1' . SIll -- SIll -- - SIll SIll m m a 
(5.18) 
Die Methodell zur Abschätzung dieser Größen habeIl "..-ir im Abschnitt 4 bereits 
angegeben, 'wir schreiben mithin kurz 
ab ' I -2 () ( kn r2 ab i (~: )-2 _ kn 1 -2 a* - sc k-- < < m; 
m21 m m 2 m 3 
1 (5.19) 
<Cl' 
m 2 
Ebcnso auf Grulld der Gleichungen (4.20)-(4.21) und (4.22) 
; ß* < C ik i )m - 2' -3-
m 
1 (5.20) 
k.9 '-
bzw. 
(5.21) 
und schließlich anhand von (4.24), (4.25-:-26) und (4.28) 
[ö* [<C ~!!.... 
I ml_ 6 m m2 
1 k 
-<- ~ Cs - . (5.22) k2 m2 
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ie~1 ist natürlich wieder gleich O. 
Es sei noch bemerkt, daß 
clh u{} k < clh n 1 + C9 < cih ~ = C10' (5.23) 
m a 
(5.24) 
2 m 
b 
h {} . h . ch - b b i '{} i c i k L C La· 
- cth L k = - -- < :s;: - --:s;: 4 - ch - = C12, 
n n sh if}k - n sh i1}1 n i n a a 
2m (5.25) 
und daß schließlich 
(1- ~ J eth (n - j) 19k = :' (n - j) eth (n - j) 19k:S;: C12' (5.26) 
für 1 < k < m - 1 gültig ist. 
Mit Hilfe der Ungleichungen (5.19)-(5.26) lassen sich nunmehr die ersten 
Glieder von (5.10), (5.11) usf. abschätzen. Um auch die zweiten abschätzen zu 
können, bemerken ,vir noch, daß gemäß (4.28) 
daß weiters im Sinnc des Mittelwertsatzes 
I n I 1
1 
knb I leih n{}k-c1h k-;; b = sh-2 e,,' u{}" - -a-I ; 
d.h.daß 
I cth u{}" - clh }!nb I <[ ~kn ~]-2 . [I u{}" _ n kn I + 
I a I V2 a m 
(5.28) 
+ I ~ - ~ I kn] :s;: C14 ~ • 
! m a m 2 
(weil shek :> e k ). Um nun auch B rn abzuschätzen, sei zunächst bemerkt, daß 
wegen 
d d d 
- x ch x = ch x + x sh x = -- sh x + x sh x > - sh x 
dx dx dx 
(x> 0) 
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auch x eh x > sh x für X> 0 gültig ist, weiters, daß 
x eh x - sh x = -' - 1- - + - 1 - - -L ••. < x
3 
( 1 'J x
5 
( 1 ) 
2! 3 4!, 5. I 
und daß schließlich 
x3 00 x2r 
< - ~ -r < 3 x 3 (0 < x ~VIO) 
2 r=O 12 
O k;r" I k;r, I k;r, 3 k
3 ;r,3 <-e~--H <--
m m m m3 
zu Recht besteht. Hieraus aber folgt, daß 
~ 1 a' 1 1 k;r, I I 1 k;r, 1 
l-ethl)/t - --I < -eth{},,- -eth-j + 1 cth- - -. 
In k;r,b:;n n m n m n 
+ ~ ~ -~ ~1~~sh-2e/t.11)/t- k;r, I +~. 
n k;r, k;r, bin Im! n 
k;r, 1 k;r, h k;r, I: 
ell--s -
m m m! 1 1 k -'-----c;---~--- + -k C15 - ~ C16 -., • 
1 m., m-
- Sll-- • ~ 
m m 
Ebenso ist dem Mittelwertsatz gemäß 
L 
I 
. . k3 3' • k;r,-, L. ;r, Z _., • • ;r, 1, Ln! n 
-CthLl)k- clhk-y <-sh -Lel~'--+-' ---l-
I n b a - n '3m3 n Sh'!.;k m 
i i 
wo ; k zv.ischen k;r,· - und k;r, 
m n 
b 
. -liegt. Sonach gilt 
a 
'i . y ;r, i k 
I-cth L{}/, - ~elhk-y i, < C17 -, i n b, a I m 2 
, , 
und schließlich Wort für Wort wic oben 
n-j . b-1J b-1Ji , k 
-- clh (n - J){}k - --- eth k;r,-- 'I < C18 -. 
n b a m2 
Betrachtet man nun (5.19), (5.20) usf., bis (5.22) und s*' = 0, so folgt 
k I Sm;k - Im;k I ~ C19 - 2 m 
405, 
(5.29) 
(5.30) 
~I, 
b i 
(5.31) 
(5.32) 
(5.33) 
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und im Sinne von (5.33) und (5.23), ferner vQn (5.27) und '(5.28) die Abschät-
zung 
2[log m] k 
Am < C20 )"' -;; 
k=1 m-
2[1og m] 1 k 1002 m 
C01 '" -" -- < Coo ---!?-" -. 
- t:1 k2 m 2 - -- m2 • (5.34) 
weiters anhand der Gleichungen (5.33) und (5.24), ferner (5.27) und (5.30) 
iBm log2 m C ~3' ---'''---
m2 
ebenso laut (5.33) und (5.25) ferner auf Grund von (5.27) und (5.31) 
" C < Co . log2 111 
m _ _ -1 ., 
m-
(5.35) 
(5.36) 
und schließlich im Sinne von (5.33) und (5.26), ferner von (5.27) und (5.32) 
(5.37) 
1 
Danach haben wir nach (5.3) und (5.34)-(5.37) für 17 - Y > - die Unglei-
m 
chung 
..-J' 1002 m 
i dm ' <-.. C06 • -"'--. 
- - m2 
(5.38) 
,"Vir müssen nun natürlich auch 
(5.39) 
abschätzen, wo die Größen A~l; B~l usw. dieselbe Form haben wie Am; Bm 
usw.; die Summierung geht aber jetzt anstatt von 
1 ::;: k::;: 2 [log m] von 1\J1 = 2 [log m] + 1 bis kIo = 3 5!... r log m J. 
- :7.1)-Y 
Die Größe (S~; k - I~l; k) werden "wi~ - ebenso wie in Abschnitt 4 
drei Teile zerspalten, u. zw. in 
nur in 
(5.40) 
wo a~ und e~ dieselbe Bedeutung haben, wie unter (5.15) bzw. (5.18), und wo 
f . . sh kny . sh k n (b-1))\ 1_ 1 . pkn . qkn sh LlJ". sh (n-J) ff" a a ('"" 41) 
.,um--sln--.sln--·· - . ;). 
k
2 
m m 1 sh n {) " sh k : b J 
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Bei den Abschätzungen werden wir demselben Gedankengang folgen, d. h. 
yon der Ungleichung (4.46) ausgehen, die schon in Abschnitt 4 eine große Rolle 
spielte. Damit haben wir kurz 
I 1 C k3 Jl m < -- "'7 - (1) 
, - k2 ~ m 2 
-I; !!.. (ri-Y) k. -I;.!'. (li-V) 
y) e a = C 27 _-'-"----=-'- e a . 
111 2 
(5.42) 
weiters 
M, M, k 
A I <c 'X' -2 I C (,. .) "'., 
- m ,_ 28"";;' 111 T 29 11 -) /,--;;-
M" M, m-
(5.43) 
usw. und schließlich 
(5.44) 
Auch die Reste Tm bzw. t;!m schätzen wir ebenso ab, wic es in Abschnitt 
, 1 
4 geschehen ist. Hierzu benötigen wir nur für).' e- kt eine neue Abschätzung: 
~ ~ - ~ ~ 
" 
x" 
<XM2 )' 
xl:- iV1 2 
=C33 
1 
...,;;, k' k3 (1 -x) 1 e-t k=M, '- 1;-;:;;;:1, 
(5.45) 
-3 a [lOg!!.'..] t 
.'-'-_,."-'-_ e :r ll-Y 
log2 m 
Mit dieser wird 
/' C34 1112 
.:::::,-_. 
m 2 -(1;-)')2 1 - e a 
( I' - ):)2 -3!!. [ log m J ' (li-V) ~ (1) 'Y) 
_I __ e :r 'l-Y . a <C -
- 35 log27n m 31g2 m 
(5.46) 
und 
1 -'3~[ log 'r:.] (li-V) 11 ~ 1 
T /' C _____ e "'i-Y '12 Cl < C _____ _ 
im,':::::' 36" - 3i 4 ( ) 
-(li-V) - m 1) - Y 1- e 'a 
(5.47) 
1 1 
Letzten Endes bekommt man also für Yj - y > - - bzw. für :17 - yl > --
m m 
die Abschätzung 
(5.48) 
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Betrachten wir nun näher 
52. den Fall 'Y) -== y. Da hier wieder alles symmetrisch in x bzw. in y ist, 
so gilt die Abschätzung 
I Ll~ii) (m; n)1 < C39 10g2 m 
Es sei schließlich bemerkt, daß auch die trivialen Relationen 
I h(i;j) (m' n! < C I p; q , i _ 40 (5.50) 
gültig sind. 
6. Fehlerabschätzung der angenäherten Lösung 
Die exakte Lösung der Poissonschen bzw. der biharmonischen Gleichung, 
die den homogenen Randbedingungen unter (2.3) bzw. (3.2) genügt, läßt sich 
mit Hilfe der Greenschen Funktion der betrachteten Probleme unschwer auf-
schreiben, u. zw. in der Forms 
bzw. 
(6.2) 
Diese exakten Lösungen nähern wir in dem Gitterpunkten mit den Wer-
ten gemäß (2.12) b2.w. (3.7) an. Der Fehler, d. h. die Differenz der so gewonne-
nen Werte und des Funktionswertes der exakten Lösung im entsprechenden 
Punkt ergibt sich aus zwei Grundursachen. Würden wir in die Gleichungen 
(6.1) bzw. (6.2) anstatt der Elemente der Green-Matrix die Wcrte der entspre-
chenden Gitterpunkt zugehörigen Green-Funktion einsetzen, dann käme dieses 
Verfahren bloß einer mechanischen Quadratur gleich. 
6.1. Fehler aus der Benützung der Green-1VIatrix. Zum zweiten soll die 
Fehlerabschätzung dieses letzteren Teiles angegeben werden. Da aber wir mit 
der Green-Matrix rechnen, tritt noch ein zusätzlicher Fehler auf, den wir vor 
allem abschätzen wollen. Hierzu braucht man nur vor:auszusetzen, daß die per-
turbierende Funktion, t (x; y) bzw. v (x; y) beschränkt iqt, daß also 
!t(x; y) < T bzw. lv(x; Y)I < V, falls (x; y) ER. (6.3) 
8 Falls nur die perturbierende Funktion, t (x, y) bzw. v (x, y) gewissen - für uns auch 
zu allgemeinen - Voraussetzungen genügt (s. z. B. [6), bzw. [7». 
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Benützt man, nun die Abschätzungen unter (4.59) und (4.60), bzw. (5.49) und 
{5.50), so folgt, daß 
r nt-I n-;:,1 '.' nt-I n-l (pa qa ib jb) I 
F p ;u(m)=i2: ~ g~';'~)(m;n)tjq- 2: ~ Gp -; -; -; - tjq < 
,q=lj=l q=lj=l m m n n I 
b nt-I n-l 
<T.!!....- 5' ~1L1~~~)(m; n)l<CITJIL1~i~)(m; n)\d(I);;,; < 
m n q=l j=1 R;; '; 
(6.4) 
und ebenso 
: nt-l n-:~ l '.' (pa qa ib jb)] I 10,,2 m FB;u(m)= 5'.2 h~;p(m;n)-GB -;-;-;-- Vjqi<C5~-' 
i q=l j=1 _ m m n n i m" 
(6.5) 
6.2 Hilfssät;;e über Quadraturfehler. Um Fehler der mechanischen Quadratur abzu-
schätzen, benötigen wir einige Hilfsformeln. Y or allem sei bemerkt, daß man bei AnIläherung 
b . 
des Integrals J' 1f1 (x) dx durch die Trapez-Formel 
a 
b-a \ -.-~ -)1f (a) -;-: 'I) (b) 
~n 
11-1 ( f~1f1 a 
k=1 
b 
k b-aJ( 
n I 
-den Fehler R" = J 1jJ (x) dx - T n folgendermaßen abschätzen kann: 
,a 
a) 
falls 1f1 stetig in [a 0: b - 0], bzw. 
b) Rn <----W ---: 1f1 (b_a)2 l'b-a ')' 
- 4n 2n' 
falls 1f1 stetig differenzierbar, bzw. 
{) ) 
(6.6 ) 
(6.7) 
(6.8 ) 
(6.9) 
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falls 'P in [a 0; b - 0] zweimal differenzierbar ist, wobei (!J (0; 'cp; a; b) = (!J (0; cp) = 
= snp f sup : cp (x + &) cp (x) ! '\ d D" L' hi h S . k . d I ( )' 9 
o<fJo;; <5 \x;x+OE [ab] , '" 'f as llll- IpSC tz sc e tetIg -eltsmo u von cp x 1st. 
Für die Fälle b) bzw. c) benützen "ir auch bessere Abschätzungen, die aber direkte 
Folgen der Ungleichung (6.IV) sind. Es sei also zunächst vorausgesetzt, daß 'P (x) in [u -'- 0; 
b - 0] stetig differenzierbar ist. Es gilt dann die Abschätzung 
(b - a)2-;g, l' b - a , Rn::;; 8n2 ~"- (!J --? - ; 'P ; a ::'1 _n (k-l) b-a : u +k b 2n a'j, 2n ' , (6.10) 
worin die beiden letzten Veränderlichen von (!J das Intervall anzeigen, wo das Stetigkeitsmodul 
genommen werden solt. Da weiters 
sup I/" (x) - inf 'P'(x):::;; Ll , 'Pu (a -i- GLl) i 
a::;x::;a+..1 a~x~a+.J 
falls 'P' in [a -'- 0: a - Ll - 0] differenzierbar ist, so folgt a~ch die Abschätzung 
snp , 'Pu (x) : • (6.11) 
k-I k 
n Ib-a)o;;xo;;a+ Tl (b-al 
9 Formel a) ist eine triviale Folge der Definition des Stetigkeitsmoduls und des Integral-
begriffes, Formel c) ist wohlbekannt (s. z. B. [8]):während man Formel b), "ie folgt, bekommen 
kann: 
Es sei cp als in [a; a -'- Ll] stetig differenzierbar vorausgesetzt. Dann ist aber 
cp (x) ::;; cp(a) + (x - a) sup cp' (~) bzw. 
;E [a;a+-1] 
Cf (x) :2: cp (a) + (x - a) inf '1/ (~) 
;E [a;a+ J] 
(6. T) 
gültig, da andernfalls - wenn z. B. eine ~E (a: a - Ll] existierte, für welche 
cp (n > q; (a) + (; - a) sup rp'(~) 
;E [a,a+cJ] 
(6. II} 
gültig wäre -, dem l'Ilittelwertsatz gemäß [so die Gleichung (6. Il)] auch eine ;* E (a; a - j 
mit der Eigenschaft 
cp' (;*) > sup cp' m (6. III) 
5E[a;([-'--'] 
angegeben werden könnte. usw. Aus (6. Ia) und (6. Ib) folgt aber, daß 
d. h. daß 
Setzt man hierin Ll 
(6.8). 
(6.IY) 
i Ll2 
rp(x) dx - q; (a)·Ll ::;; 2 (!J (.1 ;'rp'). (6.Y) 
1 
--:;- (b - a) und addiert man alle TeilinteryaIle, so erhält mall Formel 
_n 
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Wir wenden nun die Formeln unter (6.6)-(6.11) - sinngemäß auf 
das Integral 
~ f x ~ 1 
I ~ / P (x; y) dl ~ ) I J P (x; y) dy rX (6.12) 
bzw. auf die entsprechende Trapezformel 
_ X Y I . T m:n - • .tp(a,O) tp(X;O)+tp(X;Y) tp(a;h)+ 
2m 2Tl I 
m-I (X 1 +2 2: 'ljJ k-; 0 
/{=r+1 In 
m-I (X Y 1 n-I ( Y I2 'Ytpk ;k-+2~tpX;l-+ 
/{=r-,-I m m 1=1 Tl , (6.13) 
si' Y I (k: =-1) (X Y \ I 
...L:> ;", l' . 1 -) ...L 4 n~ '"', k I I ~ • tp a, I /, cp' : l- . 
i":i Tl /{=+I i':i m' Tl, I 
y 
y n=f2 
11 
10 
9 
8 
7 
6 
5 
3 
2 
,r-___ -'T __ .. 
r=2 3 
a 
Abb. 1 
5 m=6 
X x 
an, wo wir (s. Abb. 1) Intervall [0, X] in m, Intervall [0, Y] in Tl gleiche Teile 
Tl a b 
zerspaltet haben. und worin weiters -, weiters r = - mund s = n ganze 
, m X Y ~ 
Zahlen sein sollen. Dem Falle a) entsprechend bekommen wir nun erst 
1-
f b Y 
2
X
I-Tl l.ltp (a; y) dy+ j'lP (X; y) dy + 2 ~1 
, l;=r+1 
o 0 
(
X 
<X·w --; 
- 2m 
xJ-~ ~ (x; y) dy ) < X . sup 
2 In (x;)'leT 
o 
/ P(k!; Yldyl~ 
(6.14) 
OJ ' --. X ) 
x:J (2m'tp , 
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wo WTI die Bezeichnung 
-> l' x~ ) 
wx:s(6;rp)= sup sup \ Irp(x+{};y)-rp(x;y)[dYJ' 
0<&::;;0 x o' 
(6.15) 
benützt haben.lo 
Weiters gilt 
'X Yj 
'lJl(k ;k- + 
111 m 
(6.16) 
k: f X Y)I. kY ( Y X + 2 Y 'lJl k ; 1- I ' ~ . (1) 2n,; V'; x = k -ln \ ' t:l I,m 11 11l _ 
wo definitionsgemäß 
WLY;'lJl;X=k X )= sup lsup 'lJl(kX;y+O'I-'lJl(kX;y) 1(6.17) 
L211 m O<ik 2Y y I 111, , 711, \ 
- 11 
ist. Die letzte Ungleichung in (6.16) erhält man durch Anwendung der Formel 
kY Y (6.7); -- ist die Länge des Integrationsintervalls, --- hingegen die der Eintei-
m n 
lung. Mit den Formeln (6.13) und (6.15) hat man die Abschätzung 
f b Y 
X I ~ 
2m) J 'lp(a;y)dy+ S 'lJl(X;y)dy+ 
l 0 (I 
10 Die letzte ungleichung in (6.14) ist folgendermaßen ersichtlich: 
cu (0; r tp (x: y) dY ) = sup I' sup !, xr tp (x + f) :y) dy - r tp (x :y) dy I I, :s:: a 0<&::;;0 x , ä ;" ( 
1 
'x+& x x 
:s:: sup sup J tp (x + f); y) dy -.\ tp (x + f) ;y) dy , + sup i .\ [tp (x+fJ;y)-tp (x :y)] dy 
0<&::;;0 x , a a i x I a 
:s:: 0 sup 'tp (x:y) -,- (i)x;S (6; tp), w. z. B. w. 
(x;y)eT 
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Y '{ 
k rn I b Y 
rn-I ' X iX . 
+2 ~ S Vl1k-; Y)dX) +1,- fVl(a;y)dy+jVl(X;y)dy + 
k=r+1 I, m i 2m 
o ,0 0 
k~ ) 
rn-I Srn i X ) l + 2 ,.~ VI lk -; y dY
J 
- T rn;n 
k=r-t-I m 
o 
X I b [ 5-1 ( Y] Y Y 
+-1 SVI(a:y)dy- VI(a; O)+VI(a; b)+2~VI a; l-.) -+ S VI(X;y)dy-
2m 0 1=1 k. n 0 
k Y 
rn 
- VI(X; 0) + VI (X; Y) + 2 2 VI x; 1- --+2 ~ '1p k-;y dy-l n-l ( Y )1 y rn-I f (X ) /=1, n 2 n k=r+1 ,m 
o 
(6.18) 
- 2 ~ VI k -; 0 + 2' VI k-; k - + 
r 
rn-I (X ) rn- I (X Y 1 
k=r+1 m k=r+I' m m 
rn-I k; 'X Ylj Y +2 'Y ~ VI k-; 1-- -
k::'7+II=1 l 111 n. 2n 
X ,y 'X (Y + b 0) (- ; VI; x a) + -.- . Y 0) -; VI; x = xl + 
2m ,2n 2m 2n 
+ - 'Y _.0) -; VI; x=k--- . X rn-I kY (Y X) 
2 m k::;;'+ 1m2 n m 
Dem Falle b) entsprechend, ergibt sich ferner, daß erstens - gemäß (6.10) -
y 
i X 1 b Y rn-I km r X ) }! II-- f'VI(a;y)dy+ J VI(X;y)dy+2 ~ J Vllk-m;y dy II'~ 
i 2 m ii 0 k=r+I 0 
5 Periodica Polytechnica l\L IY,'4. 
X VI (x; y)dy; k-; 
m 
, (6.19) 
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daß zweitens - im Sinne von (6.8) -
y 
k-
, m 
i f' 7p (k X ; Y) dy - y. k 11p (k X ; 0) + 7p [k X ; k~) + 
i • m 2 nk I . m ,m m , 
o 
(6.20) 
~. x=k-3 X) Sy , '- m ' 
und somit schließlich 
d x f~ • (x; y) dy ; k X ; (k + 1) X J + 
dx . m m 
o 
X" m (X 
. . 9 ..... ' '. 
, I - Tm;n , <--" . ~ ...;.. (I) , 
- 8 m- k=r 2 m 
(6.21) 
2m 
b2 . Y Cl ) 
4 n (I) ( 2 n; Cl~; x == a. S7p x==Xl + Sy . X Y2 . -.(1) 2m 4n X 
y 
2n 
X 1 m-I k2 yz ' Y S lP X) 
+ - -)"' m2 '" (I) (2n; S,','; x - k -;;; . 2m 4 n k=,"'+1 . • 
Dem Falle c) entsprechend, bekommen wir erstens 
die Abschätzung 
anhand von (6.11) 
y 
k 
m 
: X . b 
I - -'- I \' 111 (a: Y) d y 2m 1 ö T • ~ 0' 
y I' 1p(X; y)dy 
() 
m-I . . X ) I 
2 )~ 1 lp (,k 'm- ; y dyl, ',. ::;;: 
k:::r-+ I • 
zweitens 
X3 m 
< 2 )"' sup 
24 m3 r::::r k~ <x«k-l)~ 
m - -" m 
y 
y Xx 
o 
dZ ' 
.
. llP (x; y) dy , 
dx2 . 
Ikr ( X 1 y,k' X' (X Y j 7p k 0 ;y dy- _17p 1k' ;oJ +lp k' ;k-) m. 2 nk I \ m m m 
,0 
1 
Y= 1j 
X 
m 
(6.22) 
(6.23) 
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und schließlich die Formel 
X3 
,I -Tm:n <---
- 12m3 
X b3 
--
2m. 12 n2 
X 
2m 
sup 
O:S;;I]:S;;b 
R 
1 
771 
i 
Y Xx 
m-I 
",' sup 
f::r k X <x«k-i-I) ~ 
d') f /f'(x· v) dv + dx2 ~ ',J,./ 
m- _. m o 
82 /f' I X Y3 82 'ljJ I 
-- sup 
x~a 
T--
12 n2 8y 2 X~X 
T 8f Y='l 2m 0:S;;1j:S;;Y y=1] 
Y3 rn-I 1 82 /f' ' 
:>' k3 • sup --- Y 
3 - Y 8.2 ,x~k-In /(=r+I 0<11<k- , ) : rn 
- - nz }'=11 
Abb.2 
415 
(6.24) 
6.3. Quadraturfehler. Wir schätzen nun den Fehler der direkten mecha-
nischen Quadratur des Integrals (6.1) bzw. (6.2) ab, u. zw. mit Hilfe der For-
meln (6.18) bzw. (6.21) bZ'.L (6.24). Diesen Quadraturfehler darf man nur in 
einem zweifach zusammenhängenden Bereich betrachten, da man in jener 
Umgebung des Punktes (x; y) - in der die Greensche Funktion allenfalls eine 
Singularität besitzt -, anders verfahren muß. Wir werden hierzu das Viereck 
'3 a 3 b 
S, mit den den Koordinatenachsen parallelen - hzw. -langen Seiten um 
m n 
P(x; y) aus S herausgreifen und den Quadraturfehler folgendermaßen Schätzen 
(s. Abh. 2): 
mit 
WOrIn 
5* 
I a = .1' G (x; y; 
(Tu> 
(6.25) 
It(~:ll)1 
;; 1))", 0', ,dwg:7i (a = 1,2) 
v (; :1)\ 
(6.26) 
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bedeutet, weiters 
(6.27) 
(j =1= i-I; i + 1; q =1= p - 1; p; P + 1) 
wo der Stern über dem Summenzeichen angibt, daß man nur Größen mit solche 
Indexen summieren soll, neben denen die entsprechenden Punkte nicht in S 
fallen, und schließlich 
n 
qa . 
-, 
m 
(6.28) i+1 p+1 (pa Q2= ~ ~ G -; 
j=i-l q=p_1 m 
ib 
5' 
177 
I 
R 
Abb.3 
wo man also nur die Glieder mit jenen Indexen summiert, die aus (6.27) wegge-
lassen wurden; es sei hier gleich bemerkt, daß 17 = Y im Falle des harmonischen 
Problems Gp in ~ = x gar nicht definiert ist. Für dieses Indexpaar nimmt man 
statt Gp(x; y; x; y) den entsprechenden W-ert der Green-Matrix, wie unter 
(2.7) angegeben. (6.26a), (6.26b) für a = 2, weiters (6.28a) und (6.28b) wird 
man nun leicht, u. zw. mit Hilfe einer Schranke der angegebenen perturbieren-
den Funktion, t bzw. v mit Hilfe des bekannten Betrages der Green-Funktion 
abschätzen, da Glied ]11 - Q1! hingegen mit Hilfe der in 6.2 angegebenen 
Ungleichungen. Zuerst werden wir also :11 - Q11 abschätzen. Hierzu sei nun 
vorerst bemerkt, daß hier (s. z. B. Formel (6.26a)-(6.26b)) die integrierende 
Funktion das Produkt der perturbierenden und der Greensehen Funktion dar-
stellt. Da weiters diese letztere im betrachteten Bereiche zweimal stetig diffe-
renzierbar ist, und da der Modul dieser zweiten Deri\-ierten gegen Unendlich, 
falls (~; 1)) gegen (x; y) strebt, werden wir den betrachteten Bereich - wie Abb. 
3 zeigt -, in 8 Teile zerspalten, und den Quadraturfehler in jedem Teil geson-
dert abschätzen. Da weiter die Verhältnisse in allen 8 Teilbereichen sozusagen 
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äquivalent sind, genügt es, nur einen - repräsentierenden - zu betrachten. 
Ist dieser z. B. der mit A bezeichnete Bereich, und ist die Koordinatentransfor-
mation ~ - x = ~'; 1] - y = 1]', dann sei einleitend nur vorausgesetzt, daß die 
perturbierende Funktion t bzw. v im betrachteten Bereiche A stetig ist. Es 
bezeichne ferner wa(o; t)· Tro(o) bzw. wa(o; v) = V",(O) den verallgemeinerten 
Stetigkeitsmodul der Funktion t bzw. v im Bereich A,ll ebenso T bzw. V eine 
Schränke ihrer Beträge. Um den Quadraturfehler abzuschätzen, müssen wir die 
Produktet· Gpbzw.v GBbetrachten. Nun seio = VP + 1]'2 = V(~-X)2+(?7 _ y)2 
und, da in AGp stetig differenzierbar ist: 
I G pi::;;: C6 • ~in flOg c; ; log m J (6.29) 
(6.30) 
in A. Ferner und allgemein ist die Abschätzung 
(6.31) 
bei beliebiger Konkretisierung des Indexes x (also z. B. x = x; S' ... usw.) 
gültig, speziell aber 
;,~ 
W;';I(X;tGp)= sup I sup SXlt(~';1]').Gp(x;y;~';'I]')-
. 2 m 0<{J<.li.. h [_.!... . x] 0 
-2 m m' 
;,~ 
X 
-tW+{};'I],).Gp(X;y;~'+{};?Old'l]'I::;;: sup I sup 
.<{J:S:;.li. ;'. [1_ . x] 
2m m' 
S [I t W+{} ;'I]')J.JGp (x;y;~' +{}; r]')-Gp(x;y;~' ;1']') J + I Gp (x;y; ~';fJ') ,. 
o 
I ;'~{ X 1 ·1 t W + {} ; '1]') - t W ; '1]') I ] d'l]' ::;;: C9 sup S T . - . + .. ;'. [~ ; x] 0 2 m ~' + n' 
( X) 1 l·· log m T (X) + T III 2 m log~, 1]'\ dll' ::;;: C10 • T . -;;;- + Cu' " 2 m . (6.32) 
-* 
11 Den verallgemeinerten Stetigkeitsmodul des Skalarfeldes tp( T ).= tp(Ti); nennt man die 
Größe 
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Da ferner auch 
. GE . Z C1Z ; grad GE· < C13 • min \ log C;4 ; log m} (6.33) 
in A gültig ist, lwstchen folgende Abschätzungen: 
und 
(l)e': i --; V GE < CIS' V . -. ( X 1 - 1 
. 2m m 
C19 • V", (.~) . 2m (6.35) 
Nach (6.18)-(6.24) bzw. (6.29)-(6.35) gilt also die Abschätzung 
. I Q. X Tl Clog m C ( X ') X 11- 1'.4<-- ogm+ I{JT--~-+ llT", --, + . 
2m • m 2m 2m 
. C20hogm.T.,( XI +T 1 .mJ X .Y!C21 T",l' XJ·IOg2+ (6.36) 
m I 2 mJ m 12m 12m 
'1 2 C Ti XP n~!c" !kT~~-LkT (_X)loa~( 
T og . 22 m' ( 21,,2'..:;. "3/ X I '" 2 !:' X I 
, • k=! m m m. m 
bzw. und ebenso 
i I Q! C "-lI. T7 I X ') / - C T' (' X J 
' 1 - 1 :.A < 25· illc:I.X -, Y (j:) -- I 20 / CI) -'. ' 
m 12m 2m 
(6.37) 
da der Stetigkeitsmodul höchstens die Größenordnung von Anwachsen besitzt. 
Es sei nun t bzw. v als in A stetig differenzierbar vorausgesetzt, ferner bezeichne 
---+ --+ 
T' bz'w. V' den Betrag von :grad ti bzw. Igrad vi, und T~(b) bzw. V~(b) den 
--+ --+ 
verallgemeinerten Stetigkeitsmodul von Igrad t! bzw. Igrad v! in A. Wir müssen 
nun vorerst (6.19) berechnen, wo also lp das Produkt von perturbierenden und 
Greenschen Funktionen ist. Zunächst ist 
y 
x-d~1( X[ Y 
dx .\ 1p(X; y) dy = y lP x; x X I 
o , 
y 
x-
X 81p 
r -dy, ~ 8x 
falls V' als stetig differenzierbar vorausgesetzt ist. E~ gilt weiter, daß 
(6.38) 
(1)( b; a + /3) < (1)( b; a) +w( b; /3); (1)( b: a .,3) < sup !ai . (o( b; ß) +sup ß (1)( b; a). 
( 6.39) 
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Im betrachteten Falle ist 
1p =t(~'; ri')· Gp(X;.r; ~'; I/) bzw. lf' =vU'; In· Ga (x;.r; ~'; ri'). (6.40) 
Da nun t stetig differenzierbar ist und somit Tw ( b) < C2i b gilt - haben wir 
( X Y t' Y) . k X (k 1) X) ,Y J " ()) -; -1p x; x -_.; . -; . + -, < - sup ',t(;'; ?)'):. 2 m X X m m X 1$'E[k~; (k'l) ~J 
'0)( X ;Gp ; k X;(k 1) Xl sup, !Gp ; (X;.Y;~';?O[.w(X;t)l~ 
2m m 2m, ;'E[k~:(k-l)~J ' 2m I 
Y X 8Gp : I Y 1 C"i T l XI C TIm I <T·_·_· sup. --lj- oa-~-. -.< "s· . '-j 
- X 2 m E'E r~: (k-'-l) ~J' 8~'; X b k X ., 2 m - - m k 
m 
+ C29 T., (' X ) log m, 2m k (6.41) 
'weiters im Sinne der Fussnote 10 
y 
OJ ( X ; J" (tGp)~; d?j'; k X ; (k + 1) X I < X . sup, ~ (tGp) i + 
.2m m m 2m ;'E [k~: (k-i-l) ~] , 8;' i 
o m m 
y 
+ sup J sup 'f ~(tG )", ,- ~(tG )"' ,I d ,I C X. O<ii<~t$'E[k~;(k-;-l)~] 8/:' P~7{};'1 81:' P~;'i YJ < 30 2 
- 2m m m ~ C; m· 
o . 
d. h. 
;,~ 
X f 8 X X I (1 T' m T· k 
OJ ,(tGp)dlJ';k ; (k + 1) - <C321 T- + log- + -- + 2 m 8~ m m , \ k m k m 2 
o 
T~)( :mJ· ~ log ~ ). (6.43) 
Ebenso erhält man die Absehätzung 
y 
;'x 
: X 8 X X) f V m V' 
OJ (-;f-, (vGB ) dll'; k -; (k + 1) -. ~ C331 -log- + + 2 m 8; m m . \. m k m 
o 
~V' (~'l' 
m '" 2m!" (6.44) 
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Für das erste Glied von (6.21) bekommt man also schließlich eine Schranke in 
der Form 
Ca4 - :Y'-+-log-+-+-log-T~ - ~ 1 rn-I r 11m k k m ( X)} 
m2 t:::l t k m k m2 m k 2m 
flog m. 1 ,( X)} ~ Ca5 max,--, -Tw - , ~ m2 m 2m (6.45 j 
bzw. 
Ca6-~ -log + -+ V~ - .- ~ Ca7 -;- V~ - \ ~ 1 rn-I (1 . m 1 (Xl k} f 1 1 (X)\ 
m2k=llm k m 2m m lm2 m 2m) 
~ Cas V: (X) .~. 2m m (6.46) 
Die weiteren Glieder von (6.21) schätzt. man ebenso -wie zuvor ab. Es folgt also 
schließlich für den Quadraturfehler 
111 - QIIA~ Ca9 • max{IOg m; ~T~ (X )'f' bzw.1 11 -QIIA ~ C40~ V~ (~'). 
m2 m 2m m 2m 
(6.47) 
Abschätzung von 1121 bzw. IQ21 finden sich schon in Abschnitt 6, und zwar unter 
(6.4) bzw. (6.5). Es sei noch bemerkt, daß w(}'C>; rp) < (I, 1) w(C>; rp) für den 
Stetigkeitsmodul allgemein gültig ist (siehe z. B. [8]). 
6.4. Korollarien. Der Einleitung von Abschnitt 6 gemäß haben "\\'ir also 
für Fehler des Differenzenverfahrens folgende Abschätzungen: 
I f \ Gp l f t ) rn-I n-lf g }(i;j) H<J;)bzw.(B) = bzw. (X;Y;~; 1])J . tbzw. (~; 1]) dW{;7] - ~ ~ 'tbzw. (m, n). R~;'1 GB V q-l )-1 h p;q 
f t ) f \ Gp l1 t 1 rn-I n-l J Gp lO a 
. tbzw. ~ bzw. (X;Y; ~; 1]) • bzw. (~;1])fdw';7] - ~ ~ tbzw. p m; 
v j;q R~;'1 GB V q-l )-1 GB 
b ab)) 1 t 1 I 'I rn-I n-l (I Gp (a b a b 1] i-;q-;j- . bZW'f + ~ ~ bzw. p-;i-;q-;j- -
n m n v i; q I q=1 J=1 G
B 
m n. m n , 
(6.48) 
j g lUd) ) j t 1 - bzw. (m; n) . bzw.. . h p; q v J; q 
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Das erste Glied rechts in (6.48) haben 'wir nun unter (6.4) bzw. (6.5), das zweite 
hingegen unter (6.36) bzw. (6.37) resp. unter (6.43) bzw. (6.44), /Q2/ und /12 / 
hingegen unter (6.4) bzw. (6.5) abgeschätzt. Zusammenfassend gelangt man 
also zu folgenden Feststellungen: Betrachtet man das achsparallele Rechteck 
R, zerspaltet gemäß (4.2), und das Poissonsche bzw. das biharmonische Prob-
lem mit homogenen Randbedingungen an R, und geht man hierbei von den 
folgenden Voraussetzungen aus 
a) daß die perturbierende Funktion t bzv,r. v stetig auf R ist, und daß 
max i t(x; y) 1= T; max I v(x; Y) i = V; W a (0; t; R) = T.,(o); wa(o; v; R) = (X; Y) ER (X; y) E R 
= V.,(b); (6.49) 
b) daß die perturbierende Funktion stetig differenzierbar auf Rist und daß 
1---+1 1-)- I --+. (max ! grad tl = T'; max grad v = V'; wi 0; grad t; R) = 
X;Y)E R (X; y) ER 
I --+ I 
= T (0)' W (0' arad v . R) = V (0)' 
Cl) 'a 'b' ro' (6.50) 
dann läßt sich folgender 
6.1. Satz ableiten: .Mit den genannten Voraussetzungen und Bezeichnun-
gen, so bestehen folgende Abschätzungen für Fehler der durch die Differen-
zengleichungsmethode gewonnenen angenäherten Lösungen des Poissonschen 
bzw. des biharmonischen Problems 
H <P) C T) (logm T (111 
m < 41 ( • m2.X l ~; ., m ,1' (6.51) 
bzw. 
H~):::;;' C42 (V)· v" (~) ; (6.52) 
bzw. 
H (P) C (T' T' -J 10g4 m . 1 T' (I)! 
m :::;;, 43 , ) • ~ax l---;;;Z-' m W m L' (6.53) 
(6.54) 
sofern t b,zw. v in R differenzierbar ist, wo m die Anzahl der Unterteilung einer 
Seite von R bedeutet. 
Beweis: (6.51) folgt unmittelbar aus (6.48), (6.4) und (0.36); (6.52) folgt. 
aus (6.48), (6.5) und (6.37); (6.53) aus (6.48), (6.4) und (6.4'3); (6.54) aber aus 
(6.48), (6.5) und (6.44). 
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Zusammenfassung 
v 
In dieser ersten Arbeit schätzen die Yerfasser ab, wie schnell das Lösungssystem des 
Differenzenverfahrens ___ mit dem sie die Poissonsche bzw. die biharmonische Differenzial-
gleichung mit homogenen Randbedingungen an einem rechteckigen Yiereckbereich ersetzen-
gegen die Lösung der ursprünglichen Randwertaufgabe strebt. Die Konvergenzschne!le hängt 
'wesentlich von den Stetigkeitseigenschaftell der perturbierenden Funktion ab, u. zw. sind 
folgende Ungleichungen für den Fehler des Differenzenverfahrens gültig (den rechteckigen 
Viereckbereich R teilen Verfasser in m. n gleiche Pseudoquadrate ein: s. Ungl. (4.2»: 
ca) (P) '. fIogm ( 1 )1 H m ::;: Cl (T) . max t-;;;-; T w -;;;-; R I' 
H Iß) < C (T7) nla" f~. T/' ('~. R·)lf nI - ~'2 t· _'It.. l m ' I' W \. nz. ': _ 
'wo Verfasser mit T bzw. mit V den :Modul der perturbierenden Funktion des Poissonschen bzw. 
des biharmonischen Problems, mit T w (! : R ) bzw. mit V w (~l ; R) hingegen den Stetigkeits-
modul dieser Funktionen in R bezeichnet haben: Cl' C2 usw. bezeichnen Größen, die von m 
unabhängig sind. 
b) f 10(T~ m 1 ( 1 )1 H(~)::;:C3(T:T').maxl :2 :-;;;-T'w -;;;-;R S' 
J 100'2 m 1 ( 1 )} H (ß) < C (V: V')· max --"'-;,-: V'. -: R 
m - -1, l n1- 'nt W m· /' 
falls die perturbierende Funktion stetig differenzierbar in Rist: mit einem Strich sind die 
entsprechenden GröBen der derh'ierten Funktion bezeichnet. . 
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