heuristic found optimal permutation on 23 of the 33 instances solved. This indicates that veri cation of optimality is the most expensive part of exact algorithms for the QAP. 6 . Concluding Remarks. In this paper, we presented implementation details and computational results of a new branch and bound algorithm for solving the quadratic assignment problem. The algorithm incorporates a new lower bound based on variance reduction techniques and uses a grasp heuristic to produce the initial upper bound. The algorithm computes all optimal permutations of the QAP.
The algorithm was compared with an implementation using the Gilmore-Lawler lower bound, and was found to perform better in problems having high data variance in the A and B input matrices. The new algorithm produced optimal solutions for several previously unsolved instances from the QAPLIB.
The data structures incorporated in the branch and bound codes can be useful in other branch and bound approaches for solving quadratic assignment problems. The algorithm can be implemented in parallel to reduce running time requirements 41, 42]. Finally, the branch and bound scheme proposed in this paper, can be implemented with other lower bounds, such the linear programming based lower bounds 1, 46] and lower bounds based on eigenvalues 24, 44]. seed used to generate the instance. The distance and ow matrices are generated as follows. Four squares of size 5 5 are placed in each corner of a 100 100 square and n points are uniformly generated in the small squares such that the number of points in the squares does not di er by more than one. The entries in the distance and ow matrices are the (truncated) Euclidean distances between the points. The instances are available from QAPLIB. Tables 5.1{5 .2 summarize the data characteristics of the problems considered. In each of these tables, we list the problem name, dimension (n), standard deviation ( ) and coe cient of variability ( = ) of input matrices A and B, the value of the optimal solution (value) and the number of optimal permutations (perm).
The experiments were conducted on a Silicon Graphics (SGI) Challenge (150 MHz MIPS R4400 processor, 1526 Mbytes of main memory, 16 Kbytes of data cache, and 16 Kbytes of instruction cache). The algorithms were implemented in Fortran and compiled with the f77 compiler using compiler ags -O2 -Olimit 800 and times were measured with the system routine times.
An upper limit of 2 billion nodes in the search tree was imposed, i.e. all runs that reached 2 billion nodes were terminated. We limit our report to only instances solved within that range. There were no instances for which the algorithm using the Gilmore-Lawler lower bound solved the problem while the one using the new lower bound did not. On the other hand, on several instances, the algorithm with the new lower bound proved optimality of the solution, while the one with the GilmoreLawler lower bound scanned the maximum number of search nodes without verifying optimality.
Tables 5.3{5.4 summarize the experimental results on the two sets of test problems. All CPU times are given in seconds. For each instance, the tables list CPU time required by the grasp and the initial upper bound obtained, and for each of the branch and bound algorithms (BB/NLB = branch and bound algorithms using the new lower bound, BB/GLB = branch and bound algorithm using the Gilmore-Lawler lowr bound), the CPU time and number of search tree nodes processed.
We make the following remarks regarding the experiments.
On all test problems having high data variance in the A and B matrices, the algorithm with the new lower bound consistently dominated the one with the Gilmore-Lawler lower bound. This becomes more evident with the increase in problem size. In the class of largest problem dimension, the code with the Gilmore-Lawler lower bound processed on average 1.8 times the number of nodes processed by the code with the new lower bound, while taking on average 1.4 times the CPU time. See Table 5 .3 for details.
For the QAPLIB problems, there was a single class having high data variance in both the A and B matrices: rou. For that class, the code with the new lower bound also dominated the one using the Gilmore-Lawler lower bound. See Table 5 .4 for details.
Several previously unsolved problems from the QAPLIB were solved to optimality. These were problems esc16a, esc16c, esc16e, esc16g, and esc16i of dimension n = 16, and problems lipa20a and lipa20b of dimension n = 20 34]. Problems esc16c, esc16i, lipa20a, and lipa20b were not solved with the code that uses the Gilmore-Lawler lower bound within the limit of 2 billion search tree nodes. For the corner model of test problems, the grasp heuristic found an optimal permutation on all instances. On the QAPLIB suite of problems, the grasp i.e. a binary positional representation, where n is the dimension of the original QAP. With this signature we achieve uniqueness, in the sense that for every pair S A and S B there corresponds one, and only one, signature (S A ; S B ). This is computationally e cient, since it avoids collisions in the hash table. However, note that uniqueness is not necessary.
A hash table 2, 15] is a data structure for implementing dictionaries (dynamic sets with the operations of insert, delete, and search). The expected time to search an element in a hash table is O(1), which makes hash tables a computationally e ective data structure.
If the signature of this node does not match the signature of any previously examined node, the matrix L of that node is computed and saved in a hash table. Otherwise, the computation of L is unnecessary, since its values can be retrieved from the hash table.
The use of signatures and the hash table, as prescribed above, does not avoid having to solve a linear assignment problem at each node. Nevertheless, it reduces substantially the bulk of the work of computing the entries of L.
The computational e ort can further be reduced in case L needs to be computed. Observe that the critical computations are the minimal products. Since we use a constant column reduction scheme, we rst determine the partitions A 1 , A 2 and B 1 , B 2 . The columns of A, B, A 2 , B 2 , A > 1 , B > 1 need to be sorted. Sorting dominates the computational e ort at each step of the minimal product computation. Note that since A 2 and B 2 have constant columns, there is no need to sort all of the columns of A 2 and B 2 . Furthermore, observe that since the columns of A and B are subvectors of the columns of the original A and B matrices, one can presort the original columns once and store the permutation vectors to be retrieved when the sorted columns of A and B (of the current node) are needed. We make use of two arrays of pointers for each matrix. Array of type invf(j) points to the column number of the original matrix that column j is a sub-vector of. Array of type preperm(i,k) is the position of the i-th element in the k-th column in the sorted sequence. Collapsing the retrieved permutation vectors, obviates the need for sorting the columns of A and B. Unfortunately, we still are required to sort the columns of matrices A 1 and B 1 at each node. This is done with QuickSort 2] . Thus, the complexity of computing of entries of L is bounded by O(n 002 log n 00 ).
5. Computational Results. In this section, we present experimental results comparing the variance reduction-based branch and bound algorithm with a branch and bound algorithm that di ers only in the way the lower bounds are computed. The former algorithm uses the LB2(1:0) variant of the new variance reduction bound, while the latter algorithm uses the Gilmore-Lawler lower bound without reduction. This di ers from some other implementations 8, 47] of Gilmore-Lawler based branch and bound algorithms where reductions are carried out. The linear assignment problems that need to be solved to compute both lower bounds are solved with the implementation of the Auction Algorithm 5] . Both algorithms use a grasp heuristic to compute the initial upper bound. The grasp was run for 100 iterations on each problem instance. Two sets of test problems are used in the experiments. The rst set is taken from the collection of test problems QAPLIB 9] The second is a new class of test problems, called corner, designed to show e ectiveness of the new lower bound on problems with high data variance. The instances in this model have names of the form rpm-n-m, where n indicated the dimension of the QAP and m is the random Equivalently, l ij can be written as l ij = a (1) ii b (1) jj + a (2) ii b jj + a ii b (2) jj ? a (2) ii b (2) The minimization problem in 4.2 can be solved by using minimal products 43]. In order to prune the entire branch and bound tree rooted at this particular node, it is desirable to obtain a lower bound on any solution of the original problem with the restriction of xed q, i.e. any solution obtainable from the branch and bound subtree rooted at the current node. If such a lower bound is available and is larger than the incumbent, then one can fathom the branch and bound subtree rooted at the current node. Let us call such a lower bound lb(q; S A ; S B ). Observe that lb(q; S A ; S B ) is not necessarily a lower bound for the original problem. Since a partial assignment q exists at this node, it can be advantageously combined with the lower bound available for the reduced problem (Theorem 3.1) to obtain lb(q; S A ; S B ). The following lemmata, whose proofs follow from the above discussion, characterize the properties of lb(q; S A ; S B ) that are useful in the implementation. Lemma 4.1. A node of the branch and bound tree is uniquely determined by its descriptor, the tuple (q; S A ; S B ).
Lemma 4.2. The matrix L of the reduced subproblem is uniquely determined by S A and S B , i.e. two branch and bound nodes having the same S A and S B will have identical matrix L. Lemma 4.3. In the complete branch and bound tree, there are n 0 ! nodes whose descriptor has identical index sets S A and S B .
Note that, for all n 0 ! branch and bound nodes, the values L are identical. The implementation of the branch and bound algorithm exploits this key property. To do this, we rst need a de nition. De ne the signature of a node in a branch and bound tree to be a function of S A , and S B of that corresponding node. As the branch and bound tree is traversed, the signature of each node is computed. In our implementation the signature is given by is greater than the incumbent, thus pruning the entire subtree rooted at the left child. Termination Test: The algorithm stops if, and only if, the heap is empty. In the nal step, a best permutation found is taken as the global optimal permutation.
The binary search tree has many interesting properties. First, observe that S l E is set to ;. This is a consequence of the relationship between S A and S E at every node of the branch and bound tree (as enumerated below). The S l A implicitly captures the excluded assignment in S l E and so S l E can be set to an ;. Other interesting properties are listed below. All these properties enable us to derive the result on the maximum depth of the branch and bound tree, and the maximum number of nodes in the branch and bound tree. We denote by L the level of the binary tree, counting the root of the branch and bound tree as level 1. The following properties hold for the branch and bound tree:
For any node of the branch and bound tree, if S E 6 = ;, then all assignments in S E have exactly one facility index and that index is one larger than the largest facility index in S A . All site indices in S A S E are distinct.
For any node, jS A j + jS E j n.
A node i is a right-ancestor of node j if node i is in the path from node j to the root of the branch and bound tree, and i is the right child of its parent. This de nition considers node i to be a right-ancestor of itself (i = j in the de nition) if i is a right child. Let r i be the number of right-ancestors for node i. At any level L of the branch and bound tree, and for any node i the following relation holds:
For any node i of the branch and bound tree, we have that r i n 2 . The maximum depth of the branch and bound tree is n 2 . This property gives a bound of at most 2 n 2 branch and bound nodes. 4 . E cient Computation of the New Lower Bound. To implement the new lower bound in the above branch and bound scheme, we exploit some properties of the bound. At each node of the branch and bound tree, the matrix L must be computed and the corresponding linear assignment problem solved.
At a particular node of the branch and bound tree, let n 0 denote the number of facilities already assigned to sites. Let q be the corresponding partial assignment vector. Let S A and S B denote the index sets of already assigned facilities and sites, respectively (corresponding to the partial assignment q). Note that jS A j = jS B j = n 0 .
At the current node, it remains to be solved a quadratic assignment problem of reduced size n?n 0 . Theorem 3.1 can be used to obtain a lower bound for the reduced problem.
Let n 00 = n ? n 0 be the size of the reduced problem, and let A and B be the corresponding ow and distance matrices for the the reduced problem. Recall from the theorem, that for i; j = 1; : : :; n 00 , the element l ij of L is given by a (2) ki b (2) p(k)j :
Note that, as ! 1, ij ( ) ! (A) ? a ij , which is the constant column reduction partitioning scheme. Experimentally, we have observed that the constant column reduction partitioning scheme is more e ective and is easier to implement than the closed form solution.
3.2. The New Branch-and-Bound Algorithm for QAP. The exact algorithm presented in this section uses the branch-and-bound technique described in Section 2. The term solution and permutation are used interchangeably in the discussion. The algorithm consists of three steps. In the rst step, an initial upper bound is computed and an initial branch-andbound search tree is set up. Our branch and bound tree is a forest of n binary trees (not necessarily a complete binary tree). Each node of the tree has a left and a right child. For the purpose of describing the branching process, let us denote, at any node of the branch and bound tree, S A to be the set of assignments (of facilities to sites) that are always xed at any node of the subtree rooted at this node (including this node), and S E to be the set of excluded assignments, i.e. the assignments that are forever excluded in any node of the subtree rooted at the current node (including the current node). The sets S A and S E completely describe a node of the branch and bound tree. Let S l A , S l E and S r A , S r E be the corresponding sets for the left and right children of the current node. Currently unexplored nodes of the branch and bound tree are organized as a heap with a key that is equal to the lower bound on the solution to the original QAP obtainable by any node in the subtree rooted at this node. The heap is organized in maximum order, i.e. the node with the largest lower bound is rst.
The initial best known upper bound is computed by the grasp heuristic described in 33, 45]. Let P = (p 1 ; p 2 ; : : :; p n ) denote the initial solution found by the grasp heuristic; i.e. p i is the site assigned to facility i in this solution. We use the notation fi ! sg to indicate that facility i is assigned to site s. The initial search tree consists of a forest of n isolated nodes, where, for i = 1; : : :; n, S A of node i is f1 ! p i g, S E = ;, and all n nodes have a key of 0.
In the second step, the four procedures of the branch-and-bound algorithm, as described in Section 2, are used as follows:
Selection: The selection procedure simply chooses the node at the root of the heap, i.e. the node with the maximum key. Branching: The branching procedure creates two children, the left and the right children, as follows: Let i be the smallest index of a facility that is not in any assignment of S A , and s be the index of a site that is not in any assignment of S A , such that the assignment fi ! sg is not in S E . Then, R-1: a (1) ij = a ij ? (a nn ? a ij ) and a (2) ij = (a nn ? a ij ); i; j = 1; :::; n; R-2: a (1) ij = a ij ? ( (a T n )? (a T j )) and a (2) ij = ( (a T n )? (a T j )); i; j = 1; :::; n: Note that both reduction schemes are independent of the value of (c. In 32], it was observed empirically that = 0:5 and = 1:0 are good choices for LB1( ) and LB2( ), respectively. Furthermore, in that study the bound LB2(1:0) was slightly tighter than LB1(0:5). Consequently, in this implementation we use LB2(1:0).
For LB2(1:0) the computation is simpler. The variance minimization problem (3.2 {3.3) becomes min V (A + ) (3.4) such that 2 R n n :
The solution of (3.4 {3.5) is simply ij = (a > j ) ? (a > n ); for i; j = 1; : : :; n; which is the constant column partitioning scheme.
The new lower bounds can be computed e ciently. Computing matrix to partition matrices A and B takes only O(n 2 ) time (c.f. 32]). By presorting the rows of the ow and distance matrices A and B, one can compute l ij (i; j = 1; :::; n) in O(n 3 ). Hence the total running time is O(n 3 ), which is the same as that for computing GLB. Furthermore, the constant factor is small. Later in this paper, we show how to e ciently incorporate these bounds into a branch and bound algorithm for the QAP.
Recently, Jansen 27] has derived an analytical closed form solution to (3.2{3. The classical Gilmore-Lawler bound 22, 31] (denoted here by GLB (A,B) ) is a special case in which neither matrix A nor B are partitioned. Di erent ways of partitioning the matrices A and B (also referred to as reduction) yield di erent lower bounds. The common reduction techniques used in the literature choose A 2 and B 2 with constant column sums (often called constant columns). We refer to such techniques as constant column reductions.
Let M = (m ij ) be a matrix in R n n . We treat a row vector m i ; 1 i n, of M as a 1 n matrix and a column vector m T j ; 1 j n, as a n 1 matrix. For convenience of discussion, we use the following notation for average (M), variance V (M), and total variance T(M; ) of M:
g(P j ) g(P i ) if P j is a descendant of P i . A typical branch-and-bound algorithm consists of four major procedures: selection, branching, elimination, and termination test. Branching: A branching rule related to a given problem is used to generate new smaller subproblems from the one selected by the selection procedure. Lower bounds for the newly generated subproblems are calculated accordingly. Elimination: A newly created subproblem is deleted if its lower bound is greater than or equal to that of the incumbent (the best feasible solution discovered up to that point of the search). Termination Test: In some cases, with restrictive constraints, it may be possible to de ne a number of auxiliary rules that help identify infeasible partial solutions. In the selection procedure, the best-bound and depth-rst search strategies are used in most situations. Best-bound search minimizes the number of partial problems decomposed prior to termination. However, it tends to consume an amount of memory that is an exponential function of the problem size. On the other hand, depth-rst search consumes an amount of space that is only a linear function of the problem size, and its implementation is relatively easy. The branch-and-bound algorithm terminates when the list of active subproblems is empty, and the incumbent is the optimalsolution of the original problem.
3. Branch-and-Bound Algorithms for the QAP. Three classes of methods have been used to nd globally optimal solutions to the quadratic assignment problem. These methods include cutting plane techniques, branch and bound methods and dynamic programming.
Exact cutting plane algorithms have not succeeded to generate optimal solutions for problems with dimension as small as n = 10 4, 28]. They have, however, been successfully applied to obtain good suboptimal permutations 7] .
Branch and bound algorithms have been the most successful methods for proving optimality of quadratic assignment problems. Lower bounds are key to the computational performance of these branch and bound algorithms. Lower bounds for the quadratic assignment problem can be categorized into three groups. The rst category includes the classical Gilmore-Lawler bound (GLB) 22, 31] and related bounds. The second category consists of eigenvalue-based bounds 18, 24, 23, 44]. The rest of the bounds are mostly based on reformulations of the QAP and generally involve solving a number of linear assignment problems (e.g. 3, 11, 13, 16, 21]). A new class of lower bounds, that belongs to the rst category, was proposed by Li, Pardalos, Ramakrishnan and Resende 32], and is described in subsection 3.1.
One of the rst exact branch and bound algorithms for the QAP is described in 16], but no computational results are reported. In the book by Burkard and Derigs 8], Branch-and-bound is an enumerative technique for solving combinatorial optimization problems. Branching usually refers to a successive partitioning of the feasible domain while bounding refers to the determination of lower and upper bounds for the global optimal solution. Recently, Li, Pardalos, Ramakrishnan, and Resende 32] proposed new lower bounds, based on reduction techniques, for the QAP. In this paper, we show how to e ciently implement these bounds in a branch and bound algorithm for the QAP. We report on computational experiments with a branch-andbound algorithm using the new bounds, as well as the Gilmore-Lawler lower bounds, on a large set of test problems.
Before we conclude the introduction, let us de ne some notation and state some assumptions used in this paper. Matrix A is referred to as the ow matrix and B as the distance matrix. For convenience of discussion, an instance of the QAP with ow and distance matrices A and B is denoted as QAP(A; B). Without loss of generality, it is assumed that the entries of matrices A and B are nonnegative 43]. We further assume that the diagonal entries of matrices A and B are zero.
The paper is organized as follows. In Section 2 we discuss issues related to branch and bound algorithms. A specialized branch and bound approach for the QAP is given in Section 3. In Section 4, an e cient implementation of the branch and bound algorithm is considered. Computational results are summarized in Section 5 and concluding remarks are made in Section 6.
2. Branch-and-Bound Algorithms. The underlying idea of a branch-andbound algorithm is to partition a given initial problem into a number of intermediate partial problems of smaller sizes. Every subproblem is characterized by the inclusion of one or more constraint. The decomposition is repeatedly applied to the generated subproblems until each unexamined subproblem is decomposed, solved, or shown not to lead to an optimal solution to the original problem. Branch-and-bound is essentially a variant, or re nement, of backtracking that can take advantage of information about the optimality of partial solutions to avoid considering solutions that cannot be optimal, hence to reduce the search space signi cantly.
The notation of Ibaraki 26] is employed to formally de ne a branch-and-bound algorithm that will be needed in the sequel. Let P 0 denote an optimization problem and f denote the objective function to be minimized. The decomposition process applied to P 0 is represented by a rooted tree R = (P; E), where P is a set of nodes and E is a set of arcs. The root of R, denoted P 0 , corresponds to the given problem P 0 , and other nodes P i correspond to partial problems P i . The arc (P i ; P j ) 2 E if, and only if, P j is generated from P i by a decomposition. The set of terminal nodes of R, denoted T , are those partial problems that are solved without further decomposition. The level of P i 2 R, denoted L(P i ), is the length of the path from P 0 to P i in R. P 0 has level 0. R is assumed to be a nite graph.
