ABSTRACT Z-type neural dynamics, which is a powerful calculating tool, is widely used to compute various time-dependent problems. Most Z-type neural dynamics models are usually investigated in a noisefree situation. However, noises will inevitably exist in the implementation process of a neural dynamics model. To deal with such an issue, this paper considers a new discrete-time Z-type neural dynamics model, which is analyzed and investigated to calculate the real-time-dependent Lyapunov equation in the form A T (t)X (t) + X (t)A(t) + C(t) = 0 in different types of noisy circumstances. Related theoretical analyses are provided to illustrate that, the proposed neural dynamics model is intrinsically noise-resistant and has the advantage of high precision in real-time calculation. This model is called the noise-resistant discretetime Z-type neural dynamics (NRDTZND) model. For comparison, the conventional discrete-time Z-type neural dynamics model is also proposed and used for solving the same time-dependent problem in noisy environments. Finally, three illustrative examples, including a real-life application to the inverse kinematics motion planning of a robot arm, are performed and analyzed to prove the validity and superiority of the proposed NRDTZND model in computing the real-time-dependent Lyapunov equation under various types of noisy situations.
I. INTRODUCTION
Lyapunov (or Lyapunov-like) equations are frequently encountered in scientific and engineering fields. The related solution of the Lyapunov equation plays an important role in application fields, such as control theory [1] , stability analysis of dynamical systems [2] , disturbance decoupling [3] , boundary value problems [4] , and linear algebra [5] . By using the direct method of Lyapunov to analyze the stability and/or robustness capabilities of a control system [2] , [6] , we may frequently apply the similar Lyapunov matrix equations. Therefore, various numerical algorithms for computing the Lyapunov equation have been proposed by researchers [3] , [7] - [12] . The typical algorithms are the Bartels-Stewart algorithm [7] and its extensions [8] , which use QR method to transform the matrix equality problem into a Schur form. Then the results are obtained by inversing substitution. Moreover, several well-established numerical approaches are used to approximately compute the Lyapunov equation by the aid of iterating procedures [9] , [11] . Ding et al. [11] constructed an iterative algorithm for coupled Sylvester matrix equations. Furthermore, Ellner and Wachspress proposed the alternating direction implicit iteration to the solution of the Lyapunov equation [12] . When applied to time-dependent Lyapunov equations in real time, these numerical algorithms should be executed in each sampling interval and the algorithm will collapse with many variables. Thus, the use the aforementioned algorithms in real-time applications is neither feasible nor effective.
In recent years, the neural dynamic approach elicited considerable attention due to the high-speed parallel-distributed processing nature and the ease of hardware implementation. In particular, many neural-computation methods have been developed and investigated to compute the real-time scientific problems because of the in-depth study in neural dynamics [13] - [20] . For example, Arima and Hirose extended the neural dynamics from the real field to the complex field and presented complex-valued neural networks to classify complex textures [13] . Yin et al. used a recurrent neural network to build an intrusion detection system based on a deep learning algorithm. Kim and Toomajian adopted a convolutional neural network to measure hand gesture recognition [15] . Lee et al. [17] proposed a convolutional neural network for thermal image enhancement. Wang et al. [19] developed a neural dynamic-based tracking control method for nonlinear systems with dynamic uncertainties. Zhang et al. [16] , Jin et al. [18] , Zhang and Ge [20] proposed many neural dynamics models to solve time-varying problems [16] , [18] , [20] . The aforementioned neural dynamics approaches have achieved outstanding results in various fields.
Two main types of method are generally used. One type of method is proposed based on the gradient descent methods [17] , [20] , [22] that adopt the norm of the error matrix being used as a performance indicator. Then, a neural dynamics is designed, which is evolved along the descending direction of negative gradient, and the error norm is reduced to zero asymptotically as time progresses. This type of method can compute effectively the Lyapunov equation in timeindependent cases [21] , [22] . Nevertheless, these gradientbased dynamics may not work effectively in time-dependent cases. The error function cannot be reduced to zero even after an infinitely long time because of the lack of velocity compensation for time-dependent coefficients. The other type of method is Z-type neural dynamics (ZND), which was presented by Zhang and Liao [23] , Zhang et al. [24] , Li and Li [25] , and Guo and Zhang [26] to calculate time-dependent problems in real time. By using the time derivative information of the time-dependent coefficients, the time-dependent solutions can be fully tracked [27] . Zhang and Liao [23] , Zhang et al. [24] , and Yi et al. [28] further proved the superior convergence property of ZND in computing the static or time-independent Lyapunov equation compared with the gradient neural dynamics.
Most methods for calculating Lyapunov equations are continuous-time models and conducted in ideal situations. For example, Wang et al. [21] presented a gradient neural network that can effectively solve the static Lyapunov matrix equations. By adopting different activation functions, Yi et al. [22] , [28] developed an improved gradient-based neural dynamics for the solution of static Lyapunov matrix equation in real time. By using a sign-bi-power activation function, Xiao and Liao presented a convergence-accelerated ZND model to compute static Lyapunov matrix equations in limited time [23] . Li et al. [25] developed nonlinearly activated neural dynamics to calculate time-dependent complex Sylvester equations. In summary, these methods have obtained good results in noise-free situations.
Noise is unavoidable in the real world, and a method that ignores noise is unrealistic in practice. Some realization errors are consistent in hardware implementation, which can be considered the constant noise. Other external errors during the calculative process can be regarded as random noise [29] . Such noise substantially affects the computational process, and it may cause the task to fail in some cases [30] .
Notably, continuous-time models are difficult to use directly on digital computers, which often demand static time steps. In our previous work, a discrete-time model was developed to compute the dynamic matrix pseudoinverse in noisy situations [31] . In this work, we try to extend studies in two aspects. The first aspect includes the study that extends this neural dynamics to solve a more generalized problem, that is, the Lyapunov equation, taking into account that the matrix pseudoinverse is a special case of the Lyapunov equation [32] . The second aspect includes the study that extends from theoretical application to real-life application.
For readers' convenience, the main novelties of the current study from previous works [21] - [25] , [28] are shown in Table 1 . The table indicates that the proposed noiseresistant discrete-time Z-type neural dynamics (NRDTZND) model is the first noise-resistant discrete-time neural dynamics model for the time-dependent Lyapunov equation. The model can obtain high-precision solutions in noisy environments, and can be easily implemented in digital computers.
The remainder of the paper is organized as follows. In Section II, the time-dependent Lyapunov equation is formulated and introduced for discussion and analysis. In addition, the conventional discrete-time Z-type neural dynamics (CDTZND) model is presented and studied. In Section III, the NRDTZND model is conducted and analyzed in detail for the problem to be solved. Furthermore, relative theoretical analyses prove that the NRDTZND model can suppress various types of noise. In Section IV, illustrative numerical examples are provided to demonstrate the efficacy and superiority of the proposed NRDTZND model for solving the time-dependent Lyapunov equation. The NRDTZND model is applied to the inverse kinematics motion planning of a robot arm in Section V. Finally, conclusions of the study are given in Section VI. Before ending this introductory section, the main contributions of the study are detailed below.
• A noise-resistant discrete-time neural dynamics model, that is, the NRDTZND model, is first developed and investigated to compute the real-time-dependent Lyapunov equation in noisy situations.
• The noise-resistant ability of the NRDTZND model is theoretically deduced and proven in different types of noisy environments.
• Many numerical experiments are also conducted, the results of which show that the NRDTZND model outperforms an existing one.
• The real-life application of the NRDTZND model to KUKA robotic arm shows its feasibility in practice.
II. PROBLEM FORMULATION AND CDTZND SOLUTION
In this study, we consider the time-dependent Lyapunov equation as follows:
where superscript T is a vector or matrix transpose operator, and A(t) ∈ R n×n and C(t) ∈ R n×n are smoothly time-dependent coefficient matrices. We aim at finding the unknown matrix X (t) to make Eq. (1) hold true for any time instant t ∈ [0, ∞). For convenience of presentation, X * (t) denotes the time-dependent ideal solution of Eq. (1).
To compute the real-time-dependent Lyapunov equation effectively, Zhang et al. [24] proposed a continuoustime ZND model. First, a matrix-valued error function is defined to monitor the solution of time-dependent Lyapunov equation (1) procedure:
When error function E(t) = 0, we have the time-dependent Lyapunov equation (1) state matrix X (t) = X * (t). Therefore, we make every element e ij (t) (
, where constant γ > 0. Then, we can obtain the continuous-time ZND model for computing the time-dependent Lyapunov equation [24] :
In addition, continuous-time ZND model (3) possesses exponential convergence, which has been proven in [24] . Time-dependent Lyapunov equation (1) can be equivalently vectorized as the following time-dependent linear equation:
where
) ∈ R l and −y(t) = vec(C(t)) ∈ R l with l = n 2 and operator T , symbols ⊗, vec(·) are the matrix/vector transpose operator, Kronecker product operator and vectorization operator, respectively. Therefore, continuous-time ZND model (3) can be written as the following vectorized implicit dynamics:
By following ZND model (5), the pth (with p = 1, 2, . . . , l) neuron's dynamics equation can be formulated as the following explicit dynamics: (6) where x p (t) denotes the pth entry of x(t); connection weights b p,q (t) andḃ p,q (t) denote the p, qth entries of V (t) andV (t), respectively; y p (t) andẏ p (t) denote the pth entries of y(t) andẏ(t), respectively; and
stands for the pqth entry of a dimensionally compatible identity matrix. Then, a schematic of the neural dynamics structure based on (6) is depicted in Fig. 1 , which is beneficial for the implementation of neural dynamics. For convenience of presentation, the variable time t is omitted in the figure, and ϕ(·) denotes a linear activation function, which is omitted in ZND model (5) . This specific structure shows that the vectorized ZND model (5) is a Hopfield-type recurrent neural network because feedback connections among neurons x p (t) (∀p ∈ {1, 2, 3, · · · , n 2 }) exist [33] - [35] . The discrete-time model is obtained by discretizing the continuous-time neural network model and is also called a neural dynamics model.
When the proposed ZND model (5) is applied in the noisy situation, it can be rewritten as
where µ(t) ∈ R n 2 denotes the unknown vector-form noise. Noise can generally be divided into three categories, namely, constant noise, random noise, and linear noise or their superposition [36] . Any type of noise is required to meet the threesigma (3σ ) rule [37] , [38] . For facilitating discretization, we transform the abovementioned implicit dynamic Eq. (7) into the following form:
By using the Euler forward-difference ruleẋ( (8) , the CDTZND model can be obtained as follows:
VOLUME 6, 2018 where τ > 0 denotes the sampling interval, step-size f 1 = τ γ > 0 and k = 0, 1, 2, 3, . . . are the updating index. Notably, ZND model (5) has superior performance in computing time-dependent Lyapunov equation (1) in the noisefree situation. However, some realization errors and other external errors are inevitable in the process of calculation. For illustrating the performance of CDTZND model (9) for time-dependent Lyapunov equation (1) with various types of noise, we present an illustrative example as follows. Example 1: We consider Lyapunov equation (1) with timedependent matrices A k and C k :
The time-dependent ideal solution X * k is directly given by simple algebraic operations:
The corresponding numerical-testing results are illustrated in Fig. 2 , where the x-axis is time, and the y-axis is residual error ||e k || 2 = ||V k x k − y k || 2 with || · || 2 being the two norm of a vector. Figures 6 and 7 below are the same. In numerical tests, we choose step-size f 1 = 0.5 and sampling gap τ = 0.1, 0.01, 0.001 in computing (1) in different situations. Figure 2(a) indicates that CDTZND model (9) performs effectively in the noise-free situation; that is, the residual errors generated by CDTZND model (9) with τ = 0.1, 0.01, 0.001 are approximately of orders 10 −1 , 10 −2 and 10 −3 , respectively. However, Figs. 2 (b), (c) and (d) indicate that CDTZND model (9) performs ineffectively when various types of noise occur. In particular, when sampling gap τ = 0.1, the residual errors of CDTZND model (9) are between 1 and 10 in the situations of constant and random noise, which are too large computational errors to satisfy the requirement of high computational-precision. Furthermore, the residual error increases as the value of noise increases, especially for linear noise.
III. NRDTZND MODEL AND THEORETICAL ANALYSES
In this section, the NRDTZND model is proposed to compute the time-dependent Lyapunov equation (1) . Furthermore, theoretical analyses are conducted to prove the convergence performance of the NRDTZND model.
A. NRDTZND MODEL
In order to construct the NRDTZND model, the noiseresistant continuous-time ZND (NRCTZND) model can first be developed using the following design formula:
where γ > 0 is same as that of the above-mentioned one, and λ > 0. However, it differs from the previous ZND design formula. By employing Eq. (11), we have the following NRCTZND model:
where U (t) ∈ R n×n is an unknown matrix-form noise.
The following lemmas guarantee the convergence of NRCTZND model (12) in various situations [39] .
Lemma 1: In the noise-free situation, NRCTZND model (12) globally converges to the ideal solution of timedependent Lyapunov equation (1) and the steady-state residual error (SSRE) lim t→∞ ||A T (t)X (t) + X (t)A(t) + C(t)|| F is 0.
Lemma 2: In different types of noise situations, noisepolluted NRCTZND model (12) is convergent.
1) The constant noise polluted NRCTZND model (12) converges to the ideal solution of time-dependent Lyapunov equation (1), and the SSRE lim t→∞ ||A T (t)X (t) + X (t)A(t) + C(t)|| F is 0. 2) The random noise polluted NRCTZND model (12) converges to the ideal solution of time-dependent Lyapunov equation (1), and the SSRE lim t→∞ ||A T (t)X (t) + X (t)A(t) + C(t)|| F is ||U || F /γ , where || · || F is the Frobenius norm of a matrix.
3) The linear noise polluted NRCTZND model (12) converges to the ideal solution of time-dependent Lyapunov equation (1) , and the SSRE lim t→∞ ||A T (t)X (t) + X (t)A(t) + C(t)|| F is ||U || F /λ.
Then, we may need to transform NRCTZND model (12) into the following vectorized dynamics:
Given that the integral term t 0 V (σ )x(σ )−y(σ )dσ is included in vectorized NRCTZND model (13), the Euler difference VOLUME 6, 2018 rule and other discretization formulas cannot undergo discretization directly. Then, we define z(t) = t 0 V (σ )x(σ ) − y(σ )dσ to dispose of this problem and reformulate vectorized NRCTZND model (13) as the following form:
The same as in the previous CDTZND model (9) , termṡ x(t) andż(t) are discretized by the Euler difference rule, which is mentioned in the section II. Then, the NRDTZND model can be derived as follows:
where f 1 = γ τ and f 2 = λτ .
B. THEORETICAL ANALYSES
In view of the bases of three definitions (i.e., Definitions 1-3), which are introduced in [40] , the following theoretical results on NRDTZND model (14) in different types of situations can be readily generalized.
Theorem 1: In the noise-free environment, NRDTZND model (14) converges to the ideal solution of time-dependent Lyapunov equation (1), and the discrete-time SSRE lim k→∞
Proof: On the basis of Definition 1 in [40] , the characteristic polynomial of NRDTZND model (14) is
which has only one root on the unit disk, that is, θ 1 = 1, Therefore, NRDTZND model (14) is 0-stable in the ideal situation. According to Lemma 2, the SSRE of NRDTZND model (14) is derived as 0, and the Euler-type method has a truncation error of O(τ ). Then, we have
From Definition 3 in [40] , we could conclude that NRDTZND model (14) is consistent and convergent. The model converges with the order of truncation error being O(τ 2 ), where the term O(τ 2 ) denotes that each element of a vector is O(τ 2 ). Therefore, x k = x * k + O(τ 2 ) with a sufficiently large k. Then,
The proof is thus completed.
Theorem 2:
In the presence of various types of noise, the various discrete-time SSREs of NRDTZND model (14) is as follows. 1) In the situation with constant noise, the discretetime SSRE lim k→∞ ||e k || 2 → O(τ 2 ). 2) In the situation with random noise, the discrete-time SSRE lim k→∞ ||e k || 2 → O(τ ) for f 1 is unaltered. 3) In the situation with linear noise, the discrete-time SSRE lim k→∞ ||e k || 2 → O(τ ) for f 2 is unaltered.
Proof: We will show that the process is split into the following three parts. 1) Constant noise: in the situation with constant noise, the proof process is similar to Theorem 1. The process is omitted here.
2) Random noise: in the situation with random noise, NRDTZND model (14) is 0-stable according to Definition 2 in [40] . From Lemma 3, we could conclude that NRDTZND model (14) converges toward the ideal solution of time-dependent Lyapunov equation (1) 
From Definitions 2 and 3 in [40] , we can readily derive that NRDTZND model (14) is a method of uniform convergence. Therefore, on the basis of the above analysis, we have x k = x * k + O(τ ) with a sufficiently large k. Then,
3) Linear noise: in the situation with linear noise, the proof process is similar to that for the above-mentioned random noise, and it is omitted for space reasons. The proof is thus completed.
IV. NUMERICAL VERIFICATIONS
In this section, NRDTZND model (14) is applied to the aforementioned time-dependent Lyapunov equation (10) in the same conditions for comparison. The equation is studied in Section 2, which reveals the shortcomings of CDTZND model (9) . Parameters f 1 and f 2 are designed relatively freely within the right range, and we set parameters f 1 = 0.5, f 2 = 1 in the following numerical experiments.
To illustrate the superiority of NRDTZND model (14) relative to CDTZND model (9) in computing real-timedependent Lyapunov equation (1) with various types of noise, a series of experiments is carried out. The corresponding results are shown in Figs. 3-5 , in which the red dash-dotted curves denote the ideal time-dependent solutions that are used to verify the exactness of neural states, and the blue solid curves denote the neural-state solutions. Moreover, the x-axis is time, and the y-axis is time-dependent solutions (ideal time-dependent solutions and neural-state solutions). The τ is set to be 0.01. Figs. 3 and 4 indicate that the neural state x k of NRDTZND model (14) converges to the theoretical solution x * k quickly, whereas the neural state x k (9) and NRDTZND model (14) with constant noise: (a) CDTZND model (9), and (b) NRDTZND model (14) .
FIGURE 4.
Solution states of CDTZND model (9) and NRDTZND model (14) with random noise: (a) CDTZND model (9) , and (b) NRDTZND model (14) .
of CDTZND (9) cannot converge to the theoretical solution x * k of time-dependent Lyapunov equation (10) . A residual error always exists between the solution of CDTZND model (9) and the ideal solution x * k . Evidently, the convergence performance of NRDTZND model (14) is superior to that of CDTZND model (9) . Fig. 5 indicates that NRDTZND model (14) can suppress the linear noise and converges to the theoretical solution x * k of time-dependent Lyapunov equation (10) completely. By contrast, CDTZND model (9) does not fit well with the ideal solution x * k , and the error generated by CDTZND model (9) increases as time progresses.
The residual error ||e k || 2 can also be applied to monitor the neural-network convergence in different types of situations. As illustrated in Fig. 6(a) , in the noise-free situation, the discrete-time SSRE synthesized by NRDTZND model (14) with τ = 0.1, 0.01, 0.001 are approximately of orders 10 −2 , 10 −4 , and 10 −6 . The discrete-time SSRE is decreased by 100 times when the sampling gap τ decreases by 10 times. Therefore, the results show that NRDTZND (14) model converges to the theoretical solution with the discretetime SSRE being O(τ 2 ) in the noise-free situation. Then, Theorem 1 is verified. Fig. 6(b) shows that, in the presence of constant noise, the SSREs synthesized by NRDTZND model (14) of τ = 0.1, 0.01, 0.001 are approximately of orders 10 −2 , 10 −4 , and 10 −6 . Then, the discrete-time SSRE of NRDTZND model (14) is of the order of O(τ 2 ) with constant noise. Figures 6(c) and 6(d) , in the presence of random or linear noise, the discrete-time SSREs synthesized by NRDTZND mode (14) are both of orders 10 −1 , 10 −2 , 10 −3 , thereby corresponding to τ = 0.1, 0.01, 0.001. VOLUME 6, 2018 These results verify that NRDTZND model (14) converges toward the ideal solution, and the discrete-time SSRE is O(τ ) in the situation with random or linear noise.
For further illustration, the maximal SSRE (MSSRE) data of CDTZND model (9) and NRDTZND model (14) for computing problem (10) are listed in Table 2 with respect to (9) and NRDTZND model (14) with f 1 = 0.5, f 2 = 1 for computing the time-dependent Lyapunov equation (10) . different types of situations. From Table 2 , we can conclude that the corresponding MSSREs of NRDTZND model (14) are lower than those of CDTZND model (9) in various situations with τ = 0.1, 0.01, 0.001. Thus, these numerical computation results further demonstrate that NRDTZND model (14) possesses higher accuracy and superior robustness than CDTZND model (9) . We can obtain sufficiently small MSSREs by reducing the value of τ . Nevertheless, the computational complexity will increase as τ decreases. Hence, practitioners should select the appropriate τ value depending on the specific requirements in practical application. Table 2 shows results consistent with the theoretical results of Theorems 1 and 2. The MSSRE of NRDTZND model (14) shows an O(τ 2 ) pattern in noise-free and constant noise situations. For example, in the noise-free situation, the MSSREs VOLUME 6, 2018 . These results also demonstrate the superior efficacy and robustness of NRDTZND model (14) in calculating the time-dependent Lyapunov equation in noisy environments.
Example 2. We consider a complicated situation of the time-dependent linear matrix-vector equation V k x k = y k to further substantiate the presented NRDTZND model (14) :
and vector
The analytical theoretical solution time-dependent linear matrix-vector equation is difficult to be obtained due to the complexity of matrix (18) . Here, we only develop the residual error ||e k || 2 synthesized by NRDTZND model (14) (14) in calculating timedependent Lyapunov equation (1) with various types of noise. In summary, the above-mentioned experimental results show that NRDTZND model (14) has good convergence and excellent anti-noise performance.
V. ROBOTIC APPLICATION
One of the fundamental issues of an industrial robotic arm is the inverse-kinematics problem, that is, finding joint variables for achieving a given end-effector task such as a path-tracking mission. Mathematically, the velocity-level kinematic equation of a robotic arm is depicted as
where J (t) ∈ R m×n denotes the Jacobian matrix,θ(t) ∈ R n represents the joint-velocity vector, andġ(t) ∈ R m is the designed end-effector velocity vector for completing a certain task. To solve linear equation (19), we readily obtain the following perturbed NRDTZND model: (20) whereJ k andg k represent the time derivatives of J k andġ k with V (t) := J (t), x(t) :=θ(t), and y(t) :=ġ(t). This section applies the above-mentioned NRDTZND model (20) to solve the inverse-kinematics problem of a seven-joint KUKA LWR4+ robotic arm shown in Fig. 8 . For the robotic arm, parameters n = 7 and m = 3 are considered in this study. Notably, NRDTZND model (20) reduces to a CDTZND model when parameter λ = 0. To demonstrate the superior noise-resistance capability of the proposed NRDTZND model (20) , the robotic arm is requested to follow a cardioidshaped path with comparative simulations performed using the CDTZND and NRDTZND models.
In the simulation, the desired end-effector velocity vector is defined asġ
where r = 0.25, φ = 2π sin 2 (0.5πt/T ) with task execution time T = 20 s andφ denotes the time derivative of φ. Sampling gap τ = 0.001 is used, and a time-dependent noise µ k with each element being sin(t k ) + 0.05t k + is studied, where denotes a random term bounded between −2 and 2. Parameter γ = 500 is used in the CDTZND model, whereas parameters γ = 500 and λ = 4000 are used in the NRDTZND model. The corresponding results synthesized by the CDTZND model are first shown in Fig. 9 . Specifically, the desired path and the actual trajectory of the end-effector are presented in Fig. 9(a) . The figure indicates that large deviations exist between the desired path and the actual trajectory. Clearer evidence can be found in Fig. 9 (b), which shows that the maximum absolute value of position error ε (i.e., the difference of the desired path and the actual trajectory) is approximately 2.2 × 10 −2 m. Such a large position error is undesirable in practice even though the resolved joint angles shown in Fig. 9 (c) are smooth and continuous. In summary, the presented results show that the CDTZND model cannot handle the additive noise effectively.
Unlike the CDTZND model, the proposed NRDTZND model (20) can reject the additive noise. Fig. 10 presents the simulation results synthesized by NRDTZND model (20) working as an inverse-kinematics solver when the robot tracks the same cardioid-shaped path. Two snapshots captured during the task execution are shown in Figs. 10(a) and (b) . The final state of the robotic arm is presented in Fig. 10(c) , which shows that the end-effector exhibits a cardioid-shaped trajectory. Figure 10 Fig. 10(e) is acceptable in practical applications, and it is much smaller than the one presented in Fig. 9(b) . Therefore, the NRDTZND model (20) outperforms the CDTZND model in terms of solving the same inverse-kinematics problem. As shown in Fig. 10(f) , the resolved joint angles are smooth and continuous, thereby indicating that they are feasible for a robotic arm to finish the path-tracking task. All of these results validate that NRDTZND model (20) is advantageous over the CDTZND model when they are applied to solve the inverse-kinematics problem under noise.
VI. CONCLUSIONS
For implementation in digital circuits and addressing noise in the process of calculation, we have developed NRDTZND model (14) to compute the time-dependent Lyapunov equation in real time. Theoretical analyses demonstrate that the proposed NRDTZND model (14) has convergent characteristic and superior robustness. Then, two illustrative examples have been performed and analyzed. Consequently, the effectiveness and the advantage of NRDTZND model (14) in calculating real-time-dependent Lyapunov equation (1) with various types of noise are substantiated. The future research direction is to build discrete-time models with higher computational accuracy and better anti-noise capability than the existing model. The scope of application will also be expanded. 
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