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GROUND AND BOUND STATE SOLUTIONS FOR QUASILINEAR ELLIPTIC SYSTEMS
INCLUDING SINGULAR NONLINEARITIES AND INDEFINITE POTENTIALS
M. L. M. CARVALHO, EDCARLOS D. DA SILVA, C. A. SANTOS, AND C. GOULART
Abstract. It is established existence of bound and ground state solutions for quasilinear elliptic systems driven
by (Φ1,Φ2)-Laplacian operator. The main feature here is to consider quasilinear elliptic systems involving both
nonsingular nonlinearities combined with indefinite potentials and singular cases perturbed by superlinear and
subcritical couple terms. These prevent us to use arguments based on Ambrosetti-Rabinowitz condition and
variational methods for differentiable functionals. By exploring the Nehari method and doing a fine analysis
on the fibering map associated, we get estimates that allow us unify the arguments to show multiplicity of
semi-trivial solutions in both cases.
1. Introduction
In this work we consider the class of quasilinear elliptic system driven by the (Φ1,Φ2)-Laplacian operator in
the form 
−∆Φ1u = λa(x)|u|
q−2u+ αα+β b(x)|u|
α−2u|v|β in Ω,
−∆Φ2v = µc(x)|v|
q−2v + βα+β b(x)|u|
α|v|β−2v in Ω,
u = v = 0 on ∂Ω,
(1.1)
where Ω ⊂ RN is a smooth bounded domain with N ≥ 2 and ∆Φiu = div(φi(|∇u|)∇u) with
Φi(t) :=
∫ |t|
0
sφi(s)ds, t ∈ R, i = 1, 2
for some C2-function φi : (0,∞) → (0,∞) whose assumptions will be established later. We also consider
a, b, c : Ω → R are continuous potentials in L∞(Ω); α, β > 1 and 0 < q < ℓi ≤ mi < min{ℓ∗i }, where
ℓi,mi ∈ (1, N) and ℓ∗i = ℓiN/(N − ℓi), for i = 1, 2, that lead us to a class of singular or nonsingular systems
with superlinear-subcritical couple terms. Our principal goal is showing existence of ground state solution
(solution that has minimum energy among any nontrivial solutions) and bound state solution (solution with
finite energy).
Non-homogeneous differential operators have been widely considered in the literature in the context of scalar
problems (see [5, 6, 12, 18, 19, 20, 21, 32] for further details); however, there are few works dealing with
systems of the type (1.1). In [30] it was considered an eigenvalue problem for the (Φ1,Φ2)-Laplacian, while [31]
addressed to (p, q)−Laplacian framework. Unlike to this case, there are several works in the literature dealing
with homogeneous operator for problems of the type (1.1) for the nonsingular case. Even to this case, there are
few works in the context of singular ones.
As we have already said, for the nonsingular cases there are a variety of works treating Problem (1.1) with
different kinds of potentials and nonlinearities. In [28] and [31] were considered definite potentials, while in
[18] and [43] were studied in the setting of indefinite potentials. This case in more challenging due the lake
of Ambrosetti-Rabinowitz condition. For more details envolving these feature on potentials under subcritical,
critical and supercritical behavior of the couple term, see [3, 4, 18, 21, 29, 30, 33, 34] and references therein.
About singular elliptic systems, the are few results dealing problem of the type (1.1). By using non-variational
methods, the works [2, 16, 17, 23, 27] and references therein showed existence of solutions, but they did not get
multiplicity results. The principal difficulty in approaching problems like (1.1) with variational methods meets
in the fact the energy functional may be of infinite energy in the whole space. Depending on how strong the
singularity is, we can have finite energy for the functional either in some parts of the base space or in the whole
one, but it will never be Gateaux differentiable in the whole space. By constraining our energy functional on a
set of the type Nehari and exploring ideas found in [39, 40, 41], we are able to show that the energy functional is
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Gateaux differentiable at the minimum points of this functional constrained some disjoint subsets of this Nehari
set.
Besides the mathematical interest about problems with (Φ1,Φ2)-Laplacian operator, see for instance [23, 30],
there is a wide amount of real-world problems modeled by operators of the type (Φ1,Φ2)-Laplacian, for instance,
in the fields of non-Newtonian fluids, image processing, plasma physics, among others, see [19, 20]. Just to
highlight some of them, we mention some situations in what Φ = Φ1 = Φ2 was considered:
(i) nonlinear elasticity: Φ(t) = (1 + t2)γ − 1, 1 < γ < N/(N − 2);
(ii) plasticity: Φ(t) = tα(log(1 + t))β , α ≥ 1, β > 0;
(iii) non-Newtonian fluid: Φ(t) = 1p |t|
p, for p > 1;
(iv) plasma physics: Φ(t) = 1p |t|
p + 1q |t|
q, where 1 < p < q < N with q ∈ (p, p∗);
(v) generalized Newtonian fluids: Φ(t) =
∫ t
0 s
1−α[sinh−1(s)]β ds, 0 ≤ α ≤ 1, β > 0.
To introduce the setting spaces to approach Problem (1.1) by Variational methods, let us consider C2-
functions φi : (0,∞)→ (0,∞) satisfying:
(φ1) lim
t→0
tφi(t) = 0, lim
t→∞
tφi(t) =∞,
(φ2) t 7→ tφi(t) is strictly increasing,
(φ3) −1 < ℓi − 2 := inf
t>0
(tφi(t))
′t
(tφi(t))′
≤ sup
t>0
(tφi(t))
′′t
(tφi(t))′
=: mi − 2 < N − 2
for i = 1, 2 and note that all the functions listed in the examples (i)-(v) satisfy the assumptions (φ1) − (φ3),
where φ is such that Φ′(t) = Φ′i(t) = φi(t)t = φ(t)t, t ≥ 0.
Under hypotheses (φ1)− (φ3) and due to the nature of the ∆Φi -operator, it is natural to work on reflexives
and Banach spaces called Orlicz and Orlicz-Sobolev spaces, which will be denoted by LΦi(Ω) and W
1,Φi
0 (Ω),
respectively. These hypotheses may introduce Orlicz spaces that are not equivalent to any Lebesgue spaces.
One well known example is the N-function
Φi(t) = |t|
ℓi ln(|t|+ 1), t ∈ R
that satisfies the assumptions (φ1) − (φ3) with mi = ℓi + 1 and ℓi > 1, i = 1, 2, but LΦi(Ω) is not equivalent
to any Lebesgue space Ls(Ω) for any s ≥ 1. In particular, the approach of the quasilinear elliptic System (1.1)
on these spaces allows us to deal with operators of the type −∆piu − ∆qiu with pi, qi > 1, as well. See the
Appendix for additional details on Orlicz and Orlicz-Sobolev framework.
Another important consequence of (φ1)− (φ3) is the inequality
ℓi ≤
φi(t)t
2
Φi(t)
≤ mi and ℓi − 2 ≤
φ′(t)t
φ(t)
≤ mi − 2, (1.2)
which, together with the assumption
(H) 0 < q <
(α+ β − 1)min{ℓi} −max{mi(mi − 1)}
α+ β −min{ℓi}
≤ ℓi ≤ mi < α+ β < min{ℓ
∗
i }, i = 1, 2,
lead us to infer that
0 < q <
ℓi(α+ β −mi)
α+ β − ℓi
≤ ℓi ≤ mi < α+ β < min{ℓ
∗
i } for i = 1, 2,
holds true.
To define an energy functional, let us denote by W :=W 1,Φ10 (Ω)×W
1,Φ2
0 (Ω) that is a reflexive Banach space
endowed with the norm
||z|| = ||u||
W
1,Φ1
0
+ ||v||
W
1,Φ2
0
:= ||u||+ ||v||,
where z = (u, v) ∈W . Under the above assumptions, it is standard to show that the energy function J :W → R
associated to the system (1.1), defined by
J(z) =
∫
Ω
A(z)−
1
q
K(z)−
1
α+ β
Q(z), z = (u, v) ∈W,
is well-defined, but it may not be Gateaux differentiable in the whole space. When q > 1, it is a C1-functional
and its derivative is given by
〈J ′(z), ϕ〉 =
∫
Ω
A′(z)ϕ−
1
q
K ′(z)ϕ−
1
α+ β
Q′(z)ϕ for any z, ϕ ∈ W,
where
A(z) = Φ1(|∇u|) + Φ2(|∇v|), K(z) = λa(x)|u|
q + µc(x)|v|q , Q(z) = b(x)|u|α|v|β .
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and their derivatives are given by
A′(z)ϕ = φ1(|∇u|)∇u∇ϕ1 + φ2(|∇v|)∇v∇ϕ2, K
′(z)ϕ = λqa(x)|u|q−2uϕ1 + µqc(x)|v|
q−2vϕ2,
and
Q′(z)ϕ = b(x)(α|u|α−2u|v|βϕ1 + β|v|
β−2v|u|αϕ2).
In both cases (0 < q < 1 and q > 1), let us show that finding weak solutions to System (1.1) is equivalent to
get critical points to the functional J , that is, a weak solution z = (u, v) ∈ W to the quasilinear elliptic system
(1.1) means that ∫
Ω
A′(z)ϕ =
∫
Ω
1
q
K ′(z)ϕ+
1
α+ β
Q′(z)ϕ for all ϕ = (ϕ1, ϕ2) ∈W.
This implies that 0 = (0, 0) is a solution of the System (1.1), called trivial, while solutions of the type z1 = (u, 0)
or z2 = (0, v) are named as semitrivial solutions. Finely, z = (u, v) ≥ 0 (> 0) is non-negative (positive) solution,
whose meaning is u, v ≥ 0 (u, v > 0).
To state our principal results, let us assume the assumptions:
(A) b is a continuous function satisfying ||b||∞ = 1 and b+ 6= 0,
(B) a, c are also continuous functions that satisfy ||a||∞ = ||c||∞ = 1, a+ 6= 0 and c+ 6= 0.
We have.
Theorem 1.1 (Nonsingular Case). Assume that (φ1)− (φ3), (A), (B) and (H) hold. If q > 1, then there exists
a λ⋆ > 0 such that System (1.1) admits at least two nonnegative solutions for each λ, µ ≥ 0 given satisfying
0 < λ + µ ≤ λ⋆. One of them is a ground state solution z¯λ,µ and the other one a bound state solution z˜λ,µ.
Furthermore, we obtain that z¯λ,µ, z˜λ,µ ∈W \ {0, z1, z2}, J(z¯λ,µ) < 0 < J(z¯λ,µ) and lim
λ,µ→0+
‖z¯λ,µ‖ = 0.
For the singular case, let us consider the assumption.
(C) a, c and b are nonnegative continuous functions satisfying ||a||∞ = ||b||∞ = ||c||∞ = 1.
Theorem 1.2 (Singular Case). Assume that (φ1) − (φ3), (C) and (H) hold. If 0 < q < 1, then there exists
a λ⋆ > 0 such that System (1.1) admits at least two positive solutions for each λ, µ ≥ 0 given satisfying
0 < λ + µ < λ⋆. One of them is a ground state z¯λ,µ and the other one a bound state z˜λ,µ. Moreover,
cd ≤ z¯λ,µ, z˜λ,µ ∈ W \ {0, z1, z2}, J(z¯λ,µ) < 0 < J(z˜λ,µ) and lim
λ,µ→0+
‖z¯λ,µ‖ = 0, for some real constant c > 0,
where d(x) := dist(x, ∂Ω), x ∈ Ω is the distance function to the boundary of Ω.
As consequence of our results, we obtain existence of non-negative ground and bound state solutions (for
q > 1) and positive ground and bound state solutions (for 0 < q < 1) for several quasilinear elliptic systems.
Just to highlight this, let us consider the two below classes. As a first example, we have the system with the
(p1, p2)-Laplacian operator
−∆p1u = λa(x)|u|
q−2u+ αα+β b(x)|u|
α−2u|v|β in Ω,
−∆p2v = µc(x)|v|
q−2v + βα+β b(x)|u|
α|v|β−2v in Ω,
u = v = 0 on ∂Ω
with Ω ⊂ RN being a bounded smooth domain, N ≥ 2, 1 < p1 ≤ p2 < N and either 0 < q < 1 or
1 ≤ q < p1 ≤ p2 < α+ β < min{p∗i }, where p
∗
i = piN/(N − pi), i = 1, 2.
Another example that is reached by our theorems is the system with pi&ri-Laplacian operator. More
specifically, 
−∆p1u−∆r1u = λa(x)|u|
q−2u+ αα+β b(x)|u|
α−2u|v|β in Ω,
−∆p2v −∆r2v = µc(x)|v|
q−2v + βα+β b(x)|u|
α|v|β−2v in Ω,
u = v = 0 on ∂Ω
with 1 < pi ≤ ri < N , pi ≤ ri < α+ β < min{p∗i } and either 0 < q < 1 or 1 < q < pi. The main interest point
here is to consider the case in what p1, r1, p2, r2 are different.
Below, let us highlight some of the main contributions of this paper to the current literature:
(i) we deal with all difficulties that arise from the nature of the (Φ1,Φ2)-Laplace operator and so this enable
us to extend the former and classical results to a wide class of non-homogeneous operators as well, even
for indefinite potentials a, b, c : Ω→ R in the nonsingular case,
ii) Theorem 1.1 gathers different classes of problems to exhibit multiplicity of nonnegative solutions by
unifying various approaching in early literature,
4 M. L. M. CARVALHO, EDCARLOS D. DA SILVA, C. A. SANTOS, AND C. GOULART
iii) we fit some approaches in the context of homogeneous operators to that one non-homogeneous. One
sensible point is to do this on the strategy of Yijing [39],
iv) Theorem 1.2 guarantee not only a multiplicity result of positive solutions to the singular problem (1.1)
but principally existence of a positive ground state and a bound state solutions. It is new even for
Laplacian operator.
To ease our future references, let us set some notations:
• C, C˜, C1, C2,... denote positive constants (possibly different).
• on(1) denotes a sequence that converges to 0 as n→∞;
• lim
t→0+
f(t) denotes the right-hand limit as t→ 0 for any function f : Ω→ R;
• the norms in Ls(Ω), for 1 ≤ s <∞, and L∞(Ω) will be denoted by ‖ · ‖s and ‖ · ‖∞, respectively.
• it will be considered on Ls(Ω)× Ls(Ω) the norm ‖(u, v)‖s = (‖u‖ss + ‖v‖
q
s)
1/s
,
• for z, ϕ ∈ W , with z = (u, v) and ϕ = (ϕ1, ϕ2), we define:
– A(z) = Φ1(|∇u|) + Φ2(|∇v|),
– A′(z)ϕ = φ1(|∇u|)∇u∇ϕ1 + φ2(|∇v|)∇v∇ϕ2 ,
– B(z) = A′(z)z = φ1(|∇u|)|∇u|2 + φ2(|∇v|)|∇v|2,
– C(z)ϕ = φ′1(|∇u|)|∇u|∇u∇ϕ1 + φ
′
2(|∇v|)|∇v|∇v∇ϕ2
– D(z) = C(z)z = φ′1(|∇u|)|∇u|
3 + φ′2(|∇v|)|∇v|
3,
– K(z) = λa(x)|u|q + µc(x)|v|q ,
– K ′(z)ϕ = λqa(x)|u|q−2uϕ1 + µqc(x)|v|q−2vϕ2,
– Q(z) = b(x)|u|α|v|β and Q′(z)ϕ = b(x)(α|u|α−2u|v|βϕ1 + β|v|β−2v|u|αϕ2),
– Q′(z)ϕ = b(x)(α|u|α−2u|v|βϕ1 + β|v|β−2v|u|αϕ2),
– Q′(z)z = (α+ β)Q(z),
– H(z) = A(z)−
1
α+ β
B(z),
• the S¯i, Si, S
∗
i denote the best Sobolev constants for the embeddingW
1,Φi(Ω) →֒ Lq(Ω), whenever q > 1,
W 1,Φi(Ω) →֒ Lα+β(Ω) and W 1,Φi(Ω) →֒ Lℓ
∗
i (Ω), respectively,
• S¯ = max{S¯i}, S = max{Si} and S∗ = max{S
∗
i },
• the functions a+ = max(a, 0) and a− = min(a, 0) stand for the positive and negative parts of each
a ∈ L∞(Ω) given.
The paper is organized as follows: in the forthcoming Section 2, we consider the Nehari method for the
quasilinear elliptic System (1.1), while Section 3 is devoted to study the fibering map linked to the Nehari
manifold. In Section 4 we present the proof of our main results. In the last section (in the appendix) we gather
some basic topics on Orlicz and Orlicz-Sobolev spaces to ease the reading of the reader.
2. The Nehari manifold
In this section we shall prove some properties for the Nehari method in the context of systems considering
the Orlicz-Sobolev setting. The main feature here is to give information on the critical points for fibering
map associated to the energy functional J . For an overview on the Nehari method we infer the reader to the
interesting works [7, 8]. The first feature here is to consider the fibering map γz : [0,+∞)→ R given by
γz(t) := J(tz) =
∫
Ω
A(tz)−
tq
q
K(z)−
tα+β
α+ β
Q(z), z ∈W \ {(0, 0)}.
The fibering map has been considered together with the Nehari manifold in order to ensure the existence of
critical points for J . For concave-convex nonlinearities is important a great knowledge around the geometry of
γz. Here we infer the reader to important works on the Nehari method [7, 8, 15, 42, 44].
First of all, we shall consider the nonsingular case, that is, we consider q > 1. Latter on, we shall discuss
the singular case showing some useful tools in order to give a description on the fibering maps. Now, for the
nonsingular case we point out that γz : (0,∞) → R is in C1 class thanks to hypotheses (φ1) − (φ2). More
specifically, we obtain
γ′z(t) =
∫
Ω
t−1B(tz)− tq−1K(z)− tα+β−1Q(z), t > 0.
The Nehari manifold associated to the energy functional J is defined by
Nλ,µ = {z ∈ W \ {0} : γ′z(1) = 0} =
{
z ∈ W \ {0} :
∫
Ω
B(z) =
∫
Ω
K(z) +Q(z)
}
. (2.3)
Notice that when z is a nontrivial weak solution of System (1.1) we obtain that z ∈ Nλ,µ. Moreover, using
(2.3), for any z ∈ Nλ,µ we obtain
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J(z) =
∫
Ω
A(z)−
1
α+ β
B(z) +
(
1
α+ β
−
1
q
)
K(z), (2.4)
or equivalently
J(z) =
∫
Ω
A(z)−
1
q
B(z) +
(
1
q
−
1
α+ β
)
Q(z).
It is easy to see that tz ∈ Nλ,µ if and only if γ′z(t) = 0, z 6= 0. Therefore, z ∈ Nλ,µ if and only if γ
′
z(1) = 0.
In other words, it is sufficient to find stationary points of the fibering map in order to get critical points for J
on Nλ,µ. Note that J is not in C
2 class in general due the fact that the operator (Φ1,Φ2)-Laplacian can be
singular at the origin. Hence the second derivative is not well defined for any direction (h1, h2) ∈ W . On the
other hand, using hypothesis (φ3), for the nonsingular case we deduce that t 7→ γz(t) is in C2 class for any t > 0
with second derivative given by
γ′′z (t) =
∫
Ω
t−1D(tz) + t−2B(tz)− (q − 1)tq−2K(z) + (α+ β − 1)tα+β−2Q(z).
In general, applying hypothesis (φ3), we mention that the map z 7→ J
′′(z)(z, z) is well defined for each z ∈ W
which provides us a continuous function. In particular, we know that γ′′z (1) = J
′′(z)(z, z) for any z ∈ Nλ,µ.
As was pointed by Brown et al [7, 8] it is natural to split Nλ,µ into three sets as follows:
N+λ,µ := {z ∈ Nλ,µ : γ
′′
z (1) > 0};
N−λ,µ := {z ∈ Nλ,µ : γ
′′
z (1) < 0};
N 0λ,µ := {z ∈ Nλ,µ : γ
′′
z (1) = 0}.
Here we mention that N+λ,µ, N
−
λ,µ, N
0
λ,µ corresponds to critical points of minimum, maximum and inflexions
points for the fibering map γz , respectively. On this subject we refer the interesting reader also to Tarantello
[37].
Remark 2.1. It is no hard to verify that
γ′′z (1) =
∫
Ω
D(z) + (2 − q)B(z)− (α+ β − q)Q(z)
=
∫
Ω
D(z) + (2 − (α+ β))B(z)− (q − (α+ β))K(z).
(2.5)
holds true for any z ∈ Nλ,µ where was used identity (2.3).
As a first step in order to obtain existence of solutions for the System (1.1) we shall prove that J is coercive
and bounded from below on Nλ,µ. This result allow us to solve a minimization problem for the energy functional
J finding a ground state solution to the quasilinear elliptic Problem (1.1).
Lemma 2.1. Suppose that (φ1)− (φ3) hold. Then there exist positive constants A1, R and θi in such way that
(i)
∫
Ω
H(z) ≥ A1||z||
θi ,
(ii)
∫
Ω
Q(z) ≤ Sα+β||z||α+β ,
(iii)
∫
Ω
K(z) ≤ R||z||q
holds true for any z ∈ W .
Proof. Initially we shall prove the item (i). According to Proposition 5.3 we deduce that∫
Ω
H(z) ≥
(
1−
m1
α+ β
)∫
Ω
Φ1(|∇u|)|+
(
1−
m2
α+ β
)∫
Ω
Φ2(|∇v|)
≥ min
{
1−
mi
α+ β
}∫
Ω
A(z) ≥ A1min{||z||
min{ℓi}, ||z||max{mi}} = A1||z||
θi
hold for some constants A1 > 0 and θi ∈ {min{ℓi},max{mi}}. This ends the proof of the item (i).
For the proof of item (ii), we apply the Young’s inequality and Sobolev embedding proving the following
estimates ∫
Ω
Q(z) ≤ Sα+β||z||α+β . (2.6)
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For the proof of item (iii) we use Sobolev embedding in order to prove that∫
Ω
K(z) ≤ µ||a+||∞
∫
Ω
|u|q + λ||c+||∞
∫
Ω
|v|q ≤ (λ+ µ)S¯q||z||q (2.7)
holds true for any q > 1. At the same time, for the singular case assuming that 0 < q < 1, taking into account
Ho¨lder inequality and Sobolev embedding we infer that∫
Ω
K(z) ≤ µ
∫
Ω
|u|q + λ
∫
Ω
|v|q ≤ (λ+ µ)S∗(|Ω|
ℓ∗1−q
ℓ∗
1 + |Ω|
ℓ∗2−q
ℓ∗
2 )||z||q. (2.8)
This finishes the proof. 
For the next result we consider some powerful estimates in order to get existence and multiplicity of solutions
for the main Problem (1.1). The main idea here is to consider some ideas discussed in Proposition 5.2. Here
for the functions N -functions Φ1 and Φ2 we shall consider the following result.
Lemma 2.2. Suppose that (φ1)-(φ3) hold. Then we obtain the following estimates
(a) min
{
tmin{ℓi}, tmax{mi}
}∫
Ω
B(z) ≤
∫
Ω
B(tz) ≤ max
{
tmin{ℓi}, tmax{mi}
}∫
Ω
B(z);
(b) min{ℓi}min
{
tmin{ℓi}, tmax{mi}
}∫
Ω
B(z) ≤
∫
Ω
B′(tz)tz ≤ max{mi}max
{
tmin{ℓi}, tmax{mi}
}∫
Ω
B(z),
for any t > 0 and z ∈ W, i = 1, 2.
As a consequence, we deduce that J is coercive and bounded from below on the Nehari manifold. More
precisely, we consider the following result
Proposition 2.1. Suppose that (φ1)-(φ3) and (H) hold. Then the energy functional J is coercive and bounded
from below on the Nehari manifold Nλ,µ.
Proof. It is sufficient to see that
J(z) =
∫
Ω
(
H(z)−
(
1
q
−
1
α+ β
)
K(z)
)
≥ A1||z||
θi − (λ+ µ)
(
1
q
−
1
α+ β
)
S¯q||z||q
holds true for any z ∈ Nλ,µ where A1 > 0 and θi ∈ {min{ℓi},max{mi}}. This concludes the proof. 
Now we shall prove that Nλ,µ is a C1-manifold in the nonsingular case which is crucial in our arguments
in order to get our main results. Here we shall apply the Lagrange Multiplier Theorem in order to solve a
minimization problem. For nonsingular case or singular case we would like to mention that the sets N−λ,µ and
N+λ,µ ∪ {0} are also closed sets. These facts allows us to use the Ekeland’s Variational Principle.
Lemma 2.3. Suppose (φ1)− (φ3). Assume also that q ∈ (0, 1) or q > 1. Then there exists η1 > 0 small enough
in such way that for any (λ+ µ) ∈ (0, η1) we obtain
(1) N 0λ,µ = ∅;
(2) Nλ,µ = N
+
λ,µ∪˙N
−
λ,µ is a C
1-manifold for any q > 1;
(3) The set N+λ,µ is equals to N
+
λ,µ ∪ {0}. In particular, N
+
λ,µ ∪ {0} is closed.
(4) The set N−λ,µ is closed.
Proof. First of all, we shall consider the proof for item (1). Arguing by contradiction we assume that N 0λ,µ 6= ∅.
Let z ∈ N 0λ,µ be a fixed function. Clearly, we have γ
′
z(1) = γ
′′
z (1) = 0. Now we mention that ℓi − 2 ≤
φ′i(t)t
φi(t)
.
Now taking into account (φ3) ,(2.6) and the last assertion we obtain that∫
Ω
((ℓ1 − q)φ1(|∇u|)|∇u|
2 + (ℓ2 − q)φ2(|∇v|)|∇v|
2) ≤
∫
Ω
D(z) + (2− q)B(z)
≤ (α+ β − q)
∫
Ω
Q(z)
≤ (α+ β − q)Sα+β ||z||α+β .
On the other hand, using the Proposition 5.3, there exists A1 > 0, such that
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∫
Ω
((ℓ1 − q)φ1(|∇u|)|∇u|
2 + (ℓ2 − q)φ2(|∇v|)|∇v|
2) ≥
∫
Ω
ℓ1(ℓ1 − q)Φ1(|∇u|) + ℓ2(ℓ2 − q)Φ2(|∇v|)
≥ A1min{ℓi(ℓi − q)}min{||z||
min{ℓi}, ||z||max{mi}}
= A1min{ℓi(ℓi − q)}||z||
θi . (2.9)
At this stage, using the estimates just above, we infer that
A1min{ℓi(ℓi − q)}||z||
θi ≤ (α+ β − q)Sα+µ||z||α+β .
Hence we know that
||z||α+β ≥
A1min{ℓi(ℓi − q)}
(α+ β − q)Sα+β
||z||θi.
These facts imply that
||z|| ≥
[
A1min{ℓi(ℓi − q)
(α+ β − q)Sα+β
] 1
α+β−θi
. (2.10)
On the other hand, using the hypothesis (φ3), (2.5) and taking into account either (2.7) or (2.8) we obtain∫
Ω
((α + β −m1)φ1(|∇u|)|∇u|
2 + (α+ β −m2)φ2(|∇u|)|∇u|
2) ≤ (λ + µ)(α+ β − q)R||z||q,
where R is given by Lemma 2.1-(iii).
Using the same ideas discussed in (2.9) we mention that
A1min{ℓi(α+ β −mi)}min{||z||
min{ℓi}, ||z||max{mi}} ≤ (λ+ µ)(α+ β − q)R||z||q.
Hence the last assertion says that
A1min{ℓi(α+ β −mi)}
(α+ β − q)R
||z||θi ≤ (λ+ µ)||z||q.
In this way, we observe that [
A1min{ℓi(α+ β −mi)
(α + β − q)R
]
||z||θi−q ≤ (λ+ µ). (2.11)
Under these conditions, using (2.10) and (2.11), we get a contradiction for any
(λ+ µ) < min
i=1,2

[
A1min{ℓi(ℓi − q)
(α+ β − q)Sα+β
] θi−q
α+β−θi
[
A1min{ℓi(α + β −mi)
(ℓ∗ − q)R
] =: η1. (2.12)
This finishes the proof for the item (1).
Now we shall prove the item (2). Without any loss of generality, we take z ∈ N+λ,µ. Define the function
G(z) := 〈J ′(z), z〉 , z ∈W 1,Φ0 (Ω). It is no hard to see that
G′(z) = J ′′(z) · (z, z) + 〈J ′(z), z〉 = γ′′z (1) > 0, for any z ∈ N
+
λ,µ.
Hence, 0 is a regular value for the functional G. As a consequence we see also that N+λ,µ is a C
1-manifold.
Similarly, we can consider the proof for N−λ,µ proving that it is also a C
1-manifold. Therefore the proof of item
(2) follows due the fact that N 0λ,µ = ∅ for any λ and µ in such way that 0 < λ + µ is small enough. This
completes the proof for the item (2).
At this moment we shall prove the item (3). Since N 0λ,µ is empty the proof for the nonsingular case or
singular case are the same. Let (zn) ⊂ N
+
λ,µ be a sequence satisfying zn → z in W . It is no hard to see that
lim
n→∞
γ′zn(1) = γ
′
z(1) = 0.
Hence z 6= 0 showing that z ∈ Nλ,µ or z ≡ 0. Assuming that z 6= 0 we obtain lim
n→∞
γ′′zn(1) = γ
′′
z (1) ≥ 0. As
a consequence we know that z ∈ N+λ,µ or z ≡ 0. The last assertion ensures that z ∈ N
+
λ,µ ∪ {0} proving that
N+λ,µ ⊂ N
+
λ,µ ∪ {0}.
On the other hand, we observe that 0 ∈ N+λ,µ. In fact, we mention that J(z) ≤ 0 for any z ∈ N
+
λ,µ, see
Proposition 3.4 ahead. Taking into account (2.4) and (φ3) we also mention that(
1−min
{
1
ℓi
}
1
α+ β
)∫
Ω
A(z) ≤
∫
Ω
A(z)−
1
α+ β
B(z) ≤
(
1
q
−
1
α+ β
)∫
Ω
K(z). (2.13)
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Since W is a reflexive Banach space, there exists (zn) ⊂W in such way that zn ⇀ 0 in W and ‖zn‖ = 1 for any
n ∈ N. Obviously, we obtain that zn 6→ 0 in W . As a consequence we know that
lim inf
n→∞
∫
Ω
A(zn) > 0.
Moreover, there exists (tn) ⊂ R such that tnzn ∈ N
+
λ,µ, see Proposition 3.2 ahead. Now, using (2.13), we infer
that
min
i
{tℓin , t
mi
n }
(
1−min
{
1
ℓi
}
1
α+ β
)∫
Ω
A(zn) ≤
(
1−min
{
1
ℓi
}
1
α+ β
)∫
Ω
A(tnzn)
≤ tqn
(
1
q
−
1
α+ β
)∫
Ω
K(zn).
Hence the last assertion implies that
min
i
{tℓi−qn , t
mi−q
n }
(
1−min
{
1
ℓi
}
1
α+ β
)∫
Ω
A(zn) ≤
(
1
q
−
1
α+ β
)∫
Ω
K(zn). (2.14)
Using the compact embedding W ⊂ Lq(Ω)× Lq(Ω) and (2.14) we deduce that tn → 0. Therefore, we obtain a
sequence (tnzn) ⊂ N
+
λ,µ which satisfies tnzn → 0 in W . As a consequence we obtain that N
+
λ,µ = N
+
λ,µ ∪ {0}.
This ends the proof of item (3).
Now we shall prove the item (4). Let (zn) ⊂ N
−
λ,µ be a sequence satisfying zn → z in W . It is no hard to see
that
lim
n→∞
γ′zn(1) = γ
′
z(1) = 0.
Hence z 6= 0 showing that z ∈ Nλ,µ or z ≡ 0. Using the fact that zn ∈ N
−
λ,µ and using the same ideas employed
in (2.10) there exists C > 0 in such way that
C ≤ ‖zn‖
α+β.
Using the strong convergence we know that C ≤ ‖z‖α+β. As a consequence z 6= 0 which implies that
limn→∞ γ
′′
zn(1) = γ
′′
z (1) ≤ 0. Since z 6= 0 the last assertion says that z ∈ N
−
λ,µ. Thus N
−
λ,µ is a closed set
proving the desired result. This ends the proof of Proposition 2.3. 
Now we shall prove an auxiliary result using the Implicit Function Theorem in order to ensure the existence
of a curve in the Nehari manifold. For related results we infer the reader to Yijing [41].
Lemma 2.4. Given (u, v) ∈ N−λ,µ (N
+
λ,µ) there exist ǫ > 0 and a continuous function f : Bǫ → (0,∞), where
Bǫ := {(w1, w2) ∈ W : ‖(w1, w2)‖ < ǫ}, in such way that
f(0, 0) = 1, f(w1, w2)(u + w1, v + w2) ∈ N
−
λ,µ (N
+
λ,µ), (w1, w2) ∈ Bǫ.
Proof. Define F : R×W → R given by
F (t, w1, w2) := t
−q
∫
Ω
B(t(u+ w1, v + w2))− t
α+β−qQ(u+ w1, v + w2)−K(u+ w1, v + w2).
It is easy to see that
∂F
∂t
(1, 0, 0) :=
∫
Ω
(2 − q)B(z) +D(z)− (α+ β − q)Q(z) = γ′′z (1).
Now we shall consider the proof of this proposition assuming that (u, v) ∈ N−λ,µ. The proof for the Nehari
manifold (u, v) ∈ N+λ,µ follows arguing in the same way. Using the fact that (u, v) ∈ N
−
λ,µ we obtain
∂F
∂t (1, 0, 0) < 0. As a consequence, applying the Implicit Function Theorem for continuous functions, see
for instance [14, Remark 4.2.3], there exists ǫ > 0 and a continuous function f : Bǫ → (0,∞) in such way that
f(0, 0) = 1, f(w1, w2)(u+ w1, v + w2) ∈ N
−
λ,µ, w ∈ Bǫ.
This finishes the proof. 
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3. Analysis of the Fibering Maps
In this section we give a complete description on the geometry for the fibering maps associated to the
quasilinear elliptic System (1.1). To the best of our knowledge, given z ∈ W \ {0}, the essential nature of
fibering maps is determined taking into account the signs for the integrals
∫
Ω
K(z) and
∫
Ω
Q(z).
Throughout this section is useful to consider the auxiliary functions mz,mz : (0,∞)→ R of C1 class defined
by
mz(t) = t
−q
∫
Ω
(B(tz)−Q(tz)) and mz(t) = t
−α−β
∫
Ω
(B(tz)−K(tz)), t > 0, z ∈ W \ {0}.
Clearly, we see that
m′z(t) = t
−(q+1)
∫
Ω
(2− q)B(tz) +D(tz)− (α+ β − q)Q(tz) and
m′z(t) = t
−(α+β+1)
∫
Ω
B′(tz)tz − (α+ β)B(tz)− (q − α− β)tqK(z),
where t > 0 and z ∈W \ {0}.
Now we shall consider a result comparing points tz ∈ Nλ,µ with the function mz and mz . More precisely,
we have the following interesting result
Lemma 3.1. Let t > 0 be fixed. Then tz ∈ Nλ,µ if and only if t > 0 is a solution for the following equations
mz(t) =
∫
Ω
K(z) or mz(t) =
∫
Ω
Q(z).
The next lemma is a powerful tool in order to get a precise information about the function mz and the
fibering maps. More specifically, we shall consider the following result
Lemma 3.2. (1) Suppose that
∫
Ω
Q(z) ≤ 0 holds. Then we obtain mz(0) := lim
t→0
mz(t) = 0,mz(∞) :=
lim
t→∞
mz(t) =∞ and m′z(t) > 0 for any t > 0.
(2) Suppose
∫
Ω
Q(z) > 0 and (H). Then there exists an unique critical point for mz, i.e, there is an unique
point t˜ > 0 in such way that m′z(t˜) = 0. Furthermore, we know that t˜ > 0 is a global maximum point
for mz and mz(∞) = −∞.
(3) Suppose
∫
Ω
K(z) > 0 (H). Then there exists an unique critical point for mz, i.e, there is an unique
point t > 0 in such way that m′z(t) = 0. Furthermore, we know that t > 0 is a global maximum point
for mz, mz(0) = −∞, mz(∞) = 0.
Proof. Initially, we shall prove the item (1). The estimate (1.2) implies that
min{ℓi − 2}(φ1(t) + φ2(t)) ≤ φ
′
1(t)t+ φ
′
2(t)t ≤ max{mi − 2}(φ1(t) + φ2(t)). (3.15)
As a consequence we see that
m′z(t) ≥ t
−(q+1)
∫
Ω
min(ℓi − q)B(tz)− (α+ β − q)Q(tz) > 0.
Hence the function mz is increasing for any t > 0, i.e, we have m
′
z(t) > 0 for any t > 0. Moreover, we shall
prove that mz(0) = 0. In fact, using Lemma 2.2, we deduce that∫
Ω
tmax{mi}−qB(z)− t(α+β)−qQ(z) ≤ mz(t) ≤
∫
Ω
tmin{ℓi}−qB(z)− t(α+β)−qQ(z), (3.16)
where t ∈ [0, 1]. Taking the limit in estimate (3.16) we get lim
t→0+
mz(t) = 0. Furthermore, we also mention that
Lemma 2.2 implies that
mz(t) ≥
∫
Ω
tmin{ℓi}−qB(z)− tα+β−qQ(z), t ≥ 1.
Due the fact that ℓi > q the last assertion implies that mz(∞) =∞. This finishes the proof of item (1).
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Now we shall prove the item (2). As first step we mention that mz is increasing for t > 0 small enough and
lim
t→∞
mz(t) = −∞. More specifically, for 0 < t < 1 and using one more time (3.15) and Lemma 2.2 we get
m′z(t) ≥
∫
Ω
min(ℓi − q)t
−(q+1)B(tz)− (α+ β − q)t−(q+1)Q(tz)
≥
1
t
∫
Ω
min(ℓi − q)t
max{mi}−qB(z)− (α+ β − q)tα+β−qQ(z).
Since mi < α + β, i = 1, 2, we mention that m
′
z(t) > 0 for any t > 0 small enough. Furthermore, arguing as
above we see also that if t > 1,
mz(t) ≤
∫
Ω
tmax{mi}−qB(z)− tα+β−qQ(z).
Therefore, we have lim
t→∞
mz(t) = −∞ where was used the fact that mi < α+ β, i = 1, 2.
Now the main goal in this proof is to show that mz has an unique critical point t˜ > 0. Note that, we have
m′z(t) = 0 if and only if
(2− q)t−(α+β)
∫
Ω
B(tz) + t−(α+β)
∫
Ω
D(tz) = (α+ β − q)
∫
Ω
Q(z).
Define the auxiliary function ηz : (0,∞)→ R given by
ηz(t) = (2 − q)t
−(α+β)
∫
Ω
B(tz) + t−(α+β)
∫
Ω
D(tz).
Here we emphasize that
lim
t→0+
ηz(t) = +∞. (3.17)
Indeed, using Lemma 2.2 and (3.15) and putting 0 < t < 1, we easily see that
ηz(t) ≥ min(ℓi − q)t−(α+β)
∫
Ω
B(tz)
≥ min(ℓi − q)tmax{mi}−(α+β)
∫
Ω
B(z).
Using one more time that mi < α+ β and ℓi > q it follows that (3.17) holds true.
On the other hand, we mention that ηz is a decreasing function which satisfies
lim
t→∞
ηz(t) = 0. (3.18)
In fact, using one more time Lemma 2.2 and (3.15), for any t > 1, we observe that
min(ℓi − q)t
min{ℓi}−(α+β)
∫
Ω
B(z) ≤ ηz(t) ≤ max(mi − q)t
max{mi}−(α+β)
∫
Ω
B(z). (3.19)
Hence (3.19) says that (3.18) holds true. Moreover, we have that
η′z(t) =
∫
Ω
(2− (α+ β))(2 − q)t−(1+α+β)B(tz) + (5− (α+ β + q))t−(1+α+β)D(tz)
+ t−(1+α+β)
∫
Ω
φ′′1 (t|∇u|)|∇tu|
4 + φ′′2 (t|∇v|)|∇tv|
4.
As a consequence, using the estimates in Remark 5.2, we obtain that
η′z(t) ≤ ((2− (α+ β))(2 − q) +m1 − 2)t
−(1+α+β)
∫
Ω
φ1(|∇tu|)|∇tu|
2
+ ((2− (α+ β))(2 − q) +m2 − 2)t−(1+α+β)
∫
Ω
φ2(|∇tv|)|∇tv|
2
+ ((m1 + 1)− (α+ β + q))t−(1+α+β)
∫
Ω
φ′1(t|∇u|)|∇tu|
3
+ ((m2 + 1)− (α+ β + q))t
−(1+α+β)
∫
Ω
φ′2(t|∇v|)|∇tv|
3
It follows from (mi − 1)ℓi ≤ (mi − 1)mi ≤ max{(mi − 1)mi} and hypothesis (H) that
0 < q <
ℓi(α+ β −mi)
α+ β − ℓi
. (3.20)
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As a consequence, we also see that
(α+ β − 1)(mi − ℓi) < (α+ β − ℓi)(mi − q).
Moreover, we mention that ((2− α+ β)(2− q) +mi − 2) + ((mi + 1)− (α+ β + q))(ℓi − 2) = (α+ β − 1)(mi −
ℓi)− (α+ β − ℓi)(mi − q). Under these conditions and using (φ3) it is no hard to verify that
η′z(t) ≤ max[(α + β − 1)(mi − ℓi)− (α + β − ℓi)(mi − q)]t
−(1+α+β)
∫
Ω
B(tz) < 0.
Thus we conclude that ηz is decreasing function proving thatmz has an unique critical point which is a maximum
critical point for mz.
Now we shall prove the item (3). Here we borrow some ideas discussed in the proof of item (3). At this
point, we mention that lim
t→0+
mz(t) = −∞, lim
t→∞
mz(t) = 0 and mz is increasing for t > 0 small enough. Namely,
using the Lemma 2.2 we observe that
lim
t→0+
mz(t) ≤ lim
t→0+
∫
Ω
t−(α+β)max{tℓ1, tℓ2}B(z)− tq−α+βK(z) = −∞,
lim
t→+∞
|mz(t)| ≤ lim
t→∞
∫
Ω
t−(α+β)max{tm1 , tm2}B(z) + tq−α+βK(z) = 0.
Here was used the fact that
∫
Ω
K(z) > 0 and q < ℓi ≤ mi < α + β, i = 1, 2. Furthermore, using the Lemma
2.2, we see that
m′z(t) ≥ t
−(α+β+1)
∫
Ω
(min{ℓi} − α− β)t
max{mi}B(z) + (α+ β − q)K(z)
holds true for t > 0 small enough. As a consequence m′z(t) > 0 for any t > 0 small enough.
Now the main point is to show that mz has an unique critical point t > 0. Note that, m
′
z(t) = 0 if and only
if ∫
Ω
t−q[(α+ β)B(tz)−B′(tz)tz] = (α+ β − q)
∫
Ω
K(z). (3.21)
Define the auxiliary function ηz : (0,∞)→ R given by
ηz(t) =
∫
Ω
t−q[(α + β)B(tz)−B′(tz)tz].
It follows from Lemma 2.2 that
tmax{mi}−q(α+ β −max{mi})
∫
Ω
B(z) ≤ ηz(t) ≤ t
min{ℓi}−q(α+ β −min{mi})
∫
Ω
B(z), 0 < t < 1.
Consequently, we have that lim
t→0+
ηz(t) = 0. Moreover, using Lemma 2.2, we infer also that
tmin{ℓi}−q(α+ β −max{mi})
∫
Ω
B(z) ≤ ηz(t),
Hence we obtain that lim
t→∞
ηz(t) = ∞. Now we claim that ηz is a increasing function. In fact, in view of the
hypothesis (H), we mention that
η′z(t) = t
−1−q[−q(α+ β)B(tz) + (α+ β + q − 1)B′(tz)tz −B′′(tz)t2z2]
≥ t−1−q[−q(α+ β) + (α+ β + q − 1)min{ℓi} −max{(mi − 1)mi}]B(tz) > 0.
Thus, applying (3.21), there exists an unique critical point t > 0 which is a global maximum point for mz . The
proof for this lemma is now complete. 
Now we shall prove that mz has a behavior at infinity and at the origin which are described by the sign
of
∫
Ω
K(x) and
∫
Ω
Q(z). This is crucial tool in to prove a complete description on the geometry for the
fibering maps. In order to perform our next results we shall consider the functions gθi : [0,∞) → R, θi ∈
{max{mi},min{ℓi}} defined by
g
θi
(t) := tθi−1
∫
Ω
B(z)− tℓ
∗−1
∫
Ω
Q(z), t > 0.
It is easy to see that there exists t¯ := tθi > 0 such that
g
θi
(tθi) = max
t>0
g
θi
(t).
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Actually, we observe that
t¯ := tθi =
 (θi − 1)
∫
Ω
B(z)
(α+ β − 1)
∫
Ω
Q(z)

1
α+β−θi
.
Inspired in part by the recent works [10, 37, 38] we shall assume the following assumptions:
(D) Suppose that either tmin{ℓi}, tmax{mi} ≥ 1 or tmin{ℓi}, tmax{mi} ≤ 1. Then we obtain
(λ+ µ) < min
i=1,2

[
A1min{ℓi(ℓi − q)
(α+ β − q)Sα+β
] θi−q
α+β−θi
[
A1min{ℓi(α + β −mi)
(ℓ∗ − q)R
] =: η1.
(E) Suppose ℓi < mi and tmin{ℓi} ≤ 1 ≤ tmax{mi} hold. Assume also that
(λ+ µ) ≤ min
{
ηi,
α+ β − {mi}
{mi} − 1
}
.
In order to find a second solution for the quasilinear elliptic System (1.1) we consider a more restrictive
condition which can be written in the following form:
(E)′ Suppose that tmin{ℓi} ≤ 1 ≤ tmax{mi} holds. Assume also that
(λ+ µ) ≤ min
{
q
mi
η1,
α+ β −mi
mi − 1
}
.
Remark 3.1. Notice that gmax{mi}(t) = gmin{ℓi}(t) = mz(t) if and only if t = 1.
Lemma 3.3. Suppose either (D) or (E). Then we obtain the following identity
max
t>0
mz(t) ≥
∫
Ω
K(z), z ∈W. (3.22)
Proof. Firstly, we mention that max
t>0
mz(t) > 0. It is important to see that if
∫
Ω
K(z) ≤ 0 implies that (3.22)
is satisfied. In this way, we can consider the case
∫
Ω
K(z) > 0. Here we shall consider the hypothesis (D).
Assuming the hypotheses (E) or (E)′ the proof can be done using similar ideas discussed in the present proof.
Let us consider the case tmin{ℓi}, tmax{mi} ≥ 1. The proof for the other cases are analogous which can be
found in [10]. Remembering that tmin{ℓi}, tmax{mi} ≥ 1 and using the fact that tmin{ℓi} ≥ 1 we can proceed as
in [10, 37, 38] proving the following inequalities
(α+ µ− 1)
∫
Ω
B(z) ≤ (min{ℓi} − 1)
∫
Ω
K(z)
and
A1min ℓi||z||
min ℓi ≤
∫
Ω
B(z) ≤ A2max{mi}||z||
max{mi}. (3.23)
Now, we observe that
g(t¯θi) = t¯
θi−q
[∫
Ω
(K(z)− t¯α+β−θiQ(z))
]
= t¯θi−q
α+ β − θi
α+ β − q
∫
Ω
B(z)
=
 θi − q
(α+ β − q)
∫
Ω
Q(z)

θi−q
α+β−θi [
α+ β − θi
α+ β − q
] [∫
Ω
B(z)
] α+β−q
α+β−θi
Since max
t>0
mz(t) ≥ max
t>0
g
min{ℓi}
(t) = max
t>0
g
min{ℓi}
(t¯min{ℓi}), we observe also that
max
t>0
mz(t) ≥
 min{ℓi} − q
(α+ β − q)
∫
Ω
Q(z)

min{ℓi}−q
α+β−min{ℓi} [
α+ β −min{ℓi}
α+ β − q
] [∫
Ω
B(z)
] α+β−q
α+β−min{ℓi}
.
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At this stage, taking into account (3.23), we deduce that
max
t>0
mz(t) ≥
A1min{ℓi}(min{ℓi} − q)
(α + β − q)
∫
Ω
Q(z)

min{ℓi}−q
α+β−min{ℓi} [
A1min{ℓi}(α+ β −min{ℓi})
α+ β − q
]
||z||
min{ℓi}(α+β−q)
α+β−min{ℓi} .
Furthermore, using Lemma 2.1, we see that
max
t>0
mz(t) ≥
[
A1min{ℓi}(min{ℓi} − q)
(α+ β − q)||z||α+βSα+β
] min{ℓi}−q
α+β−min{ℓi}
[
A1min{ℓi}(α+ β −min{ℓi})
α+ β − q
]
||z||q||z||
(min{ℓi}−q)(α+β)
α+β−min{ℓi}
≥
[
A1min{ℓi}(min{ℓi} − q)
(α+ β − q)||z||α+βSα+β
] min{ℓi}−q
α+β−min{ℓi}
[
A1min{ℓi}(α+ β −min{ℓi})
α+ β − q
] ∫
Ω
K(z)
S¯q(λ+ µ)
≥
[
A1min{ℓi}(min{ℓi} − q)
(α+ β − q)Sα+β
] min{ℓi}−q
α+β−min{ℓi}
[
A1min{ℓi}(α+ β −min{mi})
α+ β − q
] ∫
Ω
K(z)
S¯q(λ + µ)
.
As a consequence, applying (2.12), we obtain the desired result. This ends the proof. 
Since we stay interesting in quasilinear linear elliptic systems with indefinite nonlinearities the fibering maps
geometry is not simple. Depending on the signs for the concave and convex terms we prove that the fibering
has critical points. This is contained in the following result
Lemma 3.4. Let z ∈ W \ {0} be a fixed function. Then we shall consider the following assertions:
(1) Assume that
∫
Ω
Q(z) ≤ 0. Then γ′z(t) 6= 0 for any t > 0 and (λ + µ) > 0 whenever
∫
Ω
K(z) ≤ 0.
Furthermore, there exist an unique t1 = t1(z, λ, µ) in such way that γ
′
z(t1) = 0 and t1z ∈ N
+
λ,µ whenever∫
Ω
K(z) > 0.
(2) Assume that
∫
Ω
Q(z) > 0 holds. Then there exists an unique t1 = t1(z, λ, µ) > t˜ such that γ
′
z(t1) = 0
and t1z ∈ N
−
λ,µ whenever
∫
Ω
K(z) ≤ 0.
(3) Assume that (H) holds. For each µ, λ, such that (µ + λ) > 0 is small enough there exist unique
0 < t1 = t1(z, λ) < t˜, t < t2 = t2(z, λ, µ), where t˜, t were defined in the Lemma 3.2, such that
γ′z(t1) = γ
′
z(t2) = 0, t1z ∈ N
+
λ,µ and t2z ∈ N
−
λ,µ whenever
∫
Ω
K(z) > 0,
∫
Ω
Q(z) > 0 holds.
Proof. First of all, we shall consider the proof for the case
∫
Ω
Q(z) ≤ 0 and
∫
Ω
K(z) ≤ 0. Using Lemma 3.2 (1)
it is easy to verify that
mz(0) = 0, lim
t→∞
mz(t) =∞ and m
′
z(t) > 0, t ≥ 0.
Under these conditions we deduce that
mz(t) 6=
∫
Ω
K(z) for any t > 0, λ, µ > 0.
According to Lemma 3.1 we deduce that tz 6∈ Nλ,µ for any t > 0. In particular, we see also that γ′z(t) 6= 0 for
each t > 0.
Now we shall consider the proof for the case
∫
Ω
K(z) > 0 and
∫
Ω
Q(z) ≤ 0. Using one more time Lemma 3.2
(1) we observe that mz(0) = 0,mz(∞) =∞ and mz is a increasing function. In particular, the equation
mz(t) =
∫
Ω
K(z)
admits exactly one solution t1 = t1(z, λ, µ) > 0. Hence, using Lemma 3.1, we know that t1z ∈ Nλ,µ proving
that γ′z(t1) = 0. Furthermore, using the identity
mz(t) = t
1−qγ′z(t) +
∫
Ω
K(z),
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we easily see that
0 < m′z(t1) = t
1−q
1 γ
′′
z (t1).
In particular, we have been proven that t1z ∈ N
+
λ,µ.
Now we shall consider the proof for the case
∫
Ω
K(z) ≤ 0 and
∫
Ω
Q(z) > 0. Here the function mz admits an
unique turning point t˜ > 0, i.e, we have that m′z(t) = 0, t > 0 if only if t = t˜, see Lemma 3.2 (2). Moreover,
t˜ is a global maximum point for mz in such way that mz(t˜) > 0,mz(∞) = −∞. As a product there exists an
unique t1 > t˜ such that
mz(t1) =
∫
Ω
K(z).
Here we emphasize that m′z(t1) < 0 where we have used the fact that mz is a decreasing function in (t˜,∞). As
a consequence we obtain 0 > m′z(t1) = t
1−q
1 γ
′′
z (t1) proving that t1z ∈ N
−
λ,µ.
At this moment we shall consider the proof for the case
∫
Ω
K(z) > 0 and
∫
Ω
Q(z) > 0. In view of Lemma
3.3 we can consider (λ+ µ) > 0 small enough in such way that
mz(t˜) >
∫
Ω
K(z) and mz(t) >
∫
Ω
Q(z).
It is worthwhile to mention that mz is increasing in (0, t˜) and decreasing in (t˜,∞), and mz is increasing in
(0, t) and decreasing in (t,∞). It is not hard to verify that there exist exactly two points 0 < t1 = t1(z, λ, µ) <
t˜, t < t2 = t2(z, λ, µ) such that
mz(ti) =
∫
Ω
K(z) and mz(ti) =
∫
Ω
Q(z), i = 1, 2.
Additionally, we have that m′z(t1),m
′
z(t1) > 0 and m
′
z(t2),m
′
z(t2) < 0. Arguing as in the previous step we
ensure that t1z ∈ N
+
λ,µ and t2z ∈ N
−
λ,µ. This completes the proof.
The next lemma shows that for any λ + µ > 0 small enough the function γz assumes positive values. This
is crucial for the proof of our main theorems proving that γz admits one or two critical points. Now we shall
prove that J is away from zero on the Nehari manifold N−λ,µ. In particular, any critical point on N
−
λ,µ provide
us a nontrivial critical point.
Lemma 3.5. There exist δ1, η2 > 0 in such way that J(z) ≥ δ1 for any z ∈ N
−
λ,µ where 0 < λ+ µ < η2.
Proof. Since z ∈ N−λ,µ we infer that γ
′′
z (1) < 0. Arguing as in the proof of Lemma 2.3 we mention that
||z||α+β ≥
[
A1min ℓi(ℓi − q)
(α + β − q)Sα+β
]
||z||θi
where θi and A1 are given by Proposition 5.3.
Putting all these facts together we see that
||z|| ≥
[
A1min ℓi(ℓi − q)
(α+ β − q)Sα+β
] 1
α+β−θi
.
Furthermore, arguing as in the proof of Proposition 2.1, we also mention that
J(z) ≥ A1||z||θi − (λ + µ)
(
1
α+ β
−
1
q
)
R||z||q
≥
[
A1min{ℓi(ℓi − q)}
(α+ β − q)Sα+β
] q
α+β−θi
min{ℓi( 1
mi
−
1
α+ β
)}[
A1min{ℓi(ℓi − q)}
(α+ β − q)Sα+β
] θi−q
α+β−θi
− (λ+ µ)
(
1
α+ β
−
1
q
)
R
]
=
[
A¯i + (λ + µ)B
]
,
where A1, R were defined in Lemma 2.1-(iii) and Proposition 5.3, respectively. Here we also define
A¯i :=
[
A1min{ℓi(ℓi − q)}
(α+ β − q)Sα+β
] q
α+β−θi
min
{
ℓi
(
1
mi
−
1
α+ β
)}[
A1min{ℓi(ℓi − q)}
(α+ β − q)Sα+β
] θi−q
α+β−θi
and
B =
[
A1min{ℓi(ℓi − q)}
(α+ β − q)Sα+β
] q
α+β−θi
(
1
q
−
1
α+ β
)
R.
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This concludes the proof whenever λ+ µ <
A¯i
B
, i.e, the proof for this proposition follows for any
λ+ µ < min
{
q
mi
}
η1
where η1 > 0 is given by (2.12).
Now we shall prove that any minimizer on N+λ,µ has negative energy. More specifically, we can show the
following result
Lemma 3.6. Suppose (H). Then there exist z ∈ N+λ,µ and η1 > 0 in such way that inf
z∈N+
λ,µ
J(z) ≤ J(z) < 0 for
each 0 < λ+ µ < η1. In particular, we obtain inf
z∈N+
λ,µ
J(z) = inf
z∈Nλ,µ
J(z) for each 0 < λ+ µ < η1.
Proof. Let z ∈ N+λ,µ be fixed. Here we observe that γ
′′
z (1) > 0. As a consequence we mention that∫
Ω
Q(z) < 1α+β−q
∫
Ω
D(z) + (2 − q)B(z)
≤
max(mi − q)
α+ β − q
∫
Ω
B(z).
On the other hand, using the inequality just above and hypothesis (φ3) (cf. Remark 5.2), we easily see that
J(z) ≤
(
1
ℓ1
−
1
q
)∫
Ω
φ1(|∇u|)|∇u|
2 +
(
1
ℓ2
−
1
q
)∫
Ω
φ1(|∇v|)|∇v|
2 +
(
1
q
−
1
α+ β
)∫
Ω
Q(z)
<
1
q
[
q − ℓ1
ℓ1
+
m1 − q
α+ β
] ∫
Ω
φ1(|∇u|)|∇u|
2 +
1
q
[
q − ℓ2
ℓ2
+
m2 − q
α+ β
] ∫
Ω
φ2(|∇v|)|∇v|
2
≤
1
q
max
{[
q − ℓi
ℓi
+
mi − q
α+ β
]}∫
Ω
B(z).
In view of the hypothesis (3.20) we obtain that right side in the last inequality is negative. As a consequence
we observe that
inf
z∈N+
λ,µ
J(z) ≤ J(z) < 0.
In addition, we stress out that Nλ,µ = N
−
λ,µ ∪ N
+
λ,µ since (λ + µ) < η1 where η1 is given by (2.12) and
inf
z∈N−
λ,µ
J(z) > 0. Hence we deduce that
inf
z∈N+
λ,µ
J(z) = inf
z∈Nλ,µ
J(z).
This completes the proof. 
Lemma 3.7. Suppose (φ1) − (φ3) and q > 1. Let z be a local minimum (or local maximum) for J in Nλ,µ.
Then z is a critical point of J on W for any (λ+ µ) < η1.
Proof. The proof follows using the same ideas discussed in [9, 11]. Here we omit the details. 
Lemma 3.8. Suppose (φ1)− (φ3) and 0 < q < 1 or q > 1. Let z ∈ N
+
λ,µ a weak solution of System (1.1). Then
z is not semitrivial, that is, z 6= (u, 0) and z 6= (0, v) with u, v ∈ W 1,Φ0 (Ω).
Proof. Without any loss generality we assume that v ≡ 0. Here we mention that u is a non zero solution of
problem {
−∆Φ1v = µa(x)|v|
q−2v in Ω,
v = 0, on ∂Ω.
(3.24)
Hence ∫
Ω
φ1(|∇u|)|∇u|
2 = λ
∫
Ω
a(x)|u|q > 0. (3.25)
Define Ω˜ := {x ∈ Ω : b(x) > 0} and taking into account conditions (A) or (B) we obtain |Ω˜| > 0. Now, consider
the problem {
−∆Φ2w = µc(x)|w|
q−2w in Ω˜,
w = 0, on ∂Ω˜.
(3.26)
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For the singular case, taking into account the hypothesis (C) and 0 < q < 1, the Problem (3.26) has a solution
w2 ∈ W
1,Φ1
0 (Ω˜) which can be obtained in Goncalves et al [24, Thm. 2.1(i)]. In the nonsingular case the same
existence result still holds assuming that 1 < q ≤ ℓ, see [22]. As a consequence∫
Ω˜
φ2(|∇w2|)|∇w2|
2 = µ
∫
Ω˜
c(x)|w2|
q.
Now, taking w2 = 0 in Ω/Ω˜ we infer that∫
Ω
φ2(|∇w2|)|∇w2|
2 = µ
∫
Ω
c(x)|w2|
q. (3.27)
Consequently, we know that ∫
Ω
Q(u,w2) =
∫
Ω
b(x)|u|α|w2|
β > 0. (3.28)
According to (3.25) and (3.27) we also obtain∫
Ω
B(u,w2) =
∫
Ω
K(u,w2). (3.29)
Furthermore, using Lemma 3.4, there exists 0 < t1 < t = t(u,w2) in such way that (t1u, t1w2) ∈ N
+
λ,µ satisfying
J(t1u, t1w2) = inf
0<t≤t
J(tu, tw2).
Now we claim that t > 1. In fact, we mention that t satisfies (3.21). Using Lemma 2.2 we deduce that
(α+ β − q)
∫
Ω
K(u,w2) ≤ (α + β −min{ℓi})min
{
t
min{ℓi}−q, t
max{mi}−q
}∫
Ω
B(u,w2).
Using (3.29) and q < min{ℓi} < α+ β we obtain t > 1. This ends the proof for the claim.
The last assertion and (3.28) imply that
J(t1u, t1w2) ≤ J(u,w2) < J(u, 0) = inf
z∈N+
λ,µ
J(z) = inf
z∈Nλ,µ
J(z).
This is a contradiction. Hence the weak solution z is not semitrivial, i.e, we have that z 6= (u, 0). Analogously
way we can show that z 6= (0, v). This finishes the proof of this proposition. 
4. The proof of our main theorems
Now we shall consider the proof of our main results. Now, we borrow some ideas discussed in [7]. As a first
step we shall consider an auxiliary result in the following form:
Proposition 4.1. Suppose (φ1)− (φ3) and 0 < q < 1 or q > 1. Let (zn) ∈ N
+
λ,µ be a minimizer sequence such
that zn ⇀ z in W . Then zn → z and z ∈ N
+
λ,µ for all λ+ µ < η1.
Proof. In fact, up to a subsequence we have
zn → z a.e. Ω,
zn → z in LΦ1(Ω)× LΦ2(Ω).
As a consequence, using the compact embeddings W →֒ (Lα+β(Ω))2 and W →֒ (Lq(Ω))2, it follows that∫
Ω
K(zn)→
∫
Ω
K(z) and
∫
Ω
Q(zn)→
∫
Ω
Q(z).
Furthermore, using the fact that zn ∈ N
+
λ,µ, we also obtain∫
Ω
K(zn) =
q(α+ β)
α+ β − q
∫
Ω
H(zn)− J(zn)
q(α+ β)
α+ β − q
≥
q(α+ β)
α+ β − q
(
1−
max{mi}
α+ β
)∫
Ω
A(zn)− J(zn)
q(α + β)
α+ β − q
≥ −J(zn)
q(α+ β)
α+ β − q.
As a consequence we mention that∫
Ω
K(z) ≥ −
q(α+ β)
α+ β − q
inf
z∈N+
λ,µ
J(z) > 0 and z is not zero.
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Taking into account Lemma 3.4 there exists t1 > 0 in such way that t1z ∈ N
+
λ,µ, γ
′(t1) = 0 and γ(t1) = J(t1z) <
0. Arguing by contradiction we assume that zn does not converge to z in W . Using the same ideas explored in
[9, 11] we infer that ∫
Ω
A(z) < lim inf
n→∞
∫
Ω
A(zn) and
∫
Ω
B(z) < lim inf
n→∞
∫
Ω
B(zn). (4.30)
At this moment since t1z ∈ N
+
λ,µ we also mention that
0 = γ′z(t1) = t
−1
1
∫
Ω
(B(t1z)−K(t1z)−Q(tz)).
Using (4.30) we observe that
0 = γ′(t1) < lim inf
n→∞
(
t−11
∫
Ω
(B(t1zn)−K(t1zn)−Q(tzn))
)
= lim inf
n→∞
γ′zn(t1).
As a consequence there exists n0 ∈ N in such way that
lim inf
n→∞
γ′zn(t1) > 0, ∀n > n0. (4.31)
Using one more time that (zn) ⊂ N
+
λ,µ and applying Lemma 3.4 we obtain that γ
′
zn(t) < 0 for any t ∈ (0, 1) and
γ′zn(1) = 0. Here, we observe that from (4.31) we conclude that t1 > 1.
On the other hand, using t1z ∈ N
+
λ,µ, t1 > 1 and (4.30), we deduce that
J(t1z) ≤ J(z) < lim inf
n→∞
J(zn) = inf
z∈N+
λ,µ
J(z).
This is an absurd showing that zn converges to z in W . This ends the proof. 
4.1. The first weak solution for the nonsingular case: Here we emphasize that q > 1. Now we stay in
position in order to prove that any critical point for J on Nλ,µ is a free critical point, i.e, is a critical point in
the whole space W . According to Proposition 2.1 we know that J is coercive and bounded from below in N+λ,µ.
Let zn = (un, vn) be a minimizer sequence for J in N
+
λ,µ. It is easy to see that (zn) is bounded in W . Up to a
subsequence there exists z ∈ W such that zn ⇀ z in W. It follows from the Proposition 4.1 that zn → z in W.
In addition, the last assertion says also that
J(z) = lim
n→∞
J(zn) = inf
z∈N+
λ,µ
J(z).
Hence, applying Lemma 3.7, we have that z is a weak solution to the quasilinear elliptic System (1.1). Since
J(z) = J(|z|) and |z| = (|u|, |v|) ∈ N+λ,µ, we assume that z is a nonnegative solution to the elliptic System (1.1).
It follows from Lemma 3.8 that u, v 6= 0. This ends the proof.
4.2. The first weak solution for the singular case: Since we are interesting in the case q ∈ (0, 1) the
energy functional is not in C1 class. However, using the Nehari method, we stay in position to find existence
and multiplicity of solutions for the System (1.1) taking into account the behavior of the fibering maps. The
next result can be stated in the following way
Lemma 4.1. Suppose (φ1) − (φ3) and 0 < q < 1. Let (zn) ∈ N
+
λ,µ be a minimizer sequence such that zn ⇀ z
in W . Then there exist η1 > 0 and cλ,µ > 0 such that γ
′′
zn(1) > cλ,µ for all λ+ µ < η1.
Proof. Arguing by contradiction we assume that set γ′′zn(1) = on(1). Using the same ideas explored in (2.10)
we obtain
||zn|| ≥
[
A1min{ℓi(ℓi − q)
(α + β − q)Sα+β
] 1
α+β−θi
+ on(1). (4.32)
On the other hand, taking into account (2.5), Remark 5.2, (2.7) or (2.8), we use the Ho¨lder inequality (for
Orlicz-Sobolev space), we obtaining the following estimates
A1min{ℓi(α + β −mi)}
(α+ β − q)R
||zn||
θi ≤
∫
Ω
((α+ β −m1)φ1(|∇un|)|∇un|
2 + (α+ β −m2)φ2(|∇un|)|∇un|
2)
≤ (λ + µ)(α+ β − q)R||zn||
q + on(1).
Here we emphasize that R is given by Lemma 2.1-(iii) where 0 < q < 1. Hence, using the last assertion together
with (4.32) we obtain that
A1min{ℓi(α+ β −mi)}
(α+ β − q)R
||zn||
θi−q ≤ (λ+ µ) + on(1). (4.33)
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Under these conditions, using (4.32) and (4.33), we get a contradiction for any λ and µ satisfying
(λ+ µ) < min
i=1,2

[
A1min{ℓi(ℓi − q)
(α+ β − q)Sα+β
] θi−q
α+β−θi
[
A1min{ℓi(α + β −mi)
(ℓ∗ − q)R
] =: η1.
Here we recall that η1 > 0 is given by Lemma 2.3. This ends the proof. 
Remark 4.1. In the proof of Theorem 1.2 we shall use the following facts: Let (zn) ⊂ Nλ,µ be a sequence,
w = (ϕ1, ϕ2) ∈ W and gn, Ri : (0,∞)→ R, i = 1, 2, 3, 4, are functions given by
R1(t) :=
∫
Ω
B(gn(t)(zn + tw)) −B(zn), R2(t) :=
∫
Ω
[gn(t)]
qK(zn + tw)−K(zn),
R3(t) :=
∫
Ω
[gn(t)]
α+βQ((zn + tw)) −Q(zn), R4(t) :=
∫
Ω
A(zn)−A(gn(t)(zn + tw)),
and gn(t) := fn(tw), where fn was defined in Lemma 2.4. Then we obtain the following limits:
(1) It holds that
lim
t→0+
R1(t)
t
= g′n(0)
∫
Ω
D(zn) + 2B(zn) + C(zn)w +A
′(zn)w
Here was used the derivative t 7→
∫
ΩB(gn(t)(zn + twn)) at the origin;
(2) lim
t→0+
R2(t)
t
= qg′n(0)
∫
Ω
K(zn) + lim inf
t→0+
∫
Ω
[
λa(x)
|un + tϕ1|q − |un|q
t
+ µc(x)
|vn + tϕ2|q − |vn|q
t
]
;
(3) lim
t→0+
R3(t)
t
=
∫
Ω
(α+ β)g′n(0)Q(zn) +Q
′(zn)w;
(4) lim
t→0+
R4(t)
t
= −
∫
Ω
g′n(0)B(zn) +A
′(zn)w.
Here, we observe that g′n(0) ∈ [−∞,∞] is understood as the right derivative of gn at t = 0.
From now on, we shall apply Ekeland’s variational principle in order to find a minimizer for the energy
functional J . The Ekeland’s variational principle implies that there exists a minimizer sequence (zn) ∈ N
+
λ,µ
satisfying
(i) J(zn) < inf
N+
λ,µ
J +
1
n
;
(ii) J(w) ≥ J(zn)−
1
n‖w − zn‖, ∀w ∈ N
+
λ,µ.
The main idea here is to apply Lemma 2.4. In order to do that we take gn(t) := fn(tw), w = (ϕ1, ϕ2) and t > 0
small enough such that gn(t)(zn + tw) ∈ N
+
λ,µ. Notice that gn(0) = 1. Using the last assertion we see that
0 = γ′gn(t)(zn+tw)(1)− γ
′
zn(1) = R1(t)−R2(t)−R3(t), (4.34)
where Ri, i = 1, 2, 3, were defined in the Remark 4.1. Putting all these fact together with (4.34) we also have
0 ≤ g′n(0)
{∫
Ω
D(zn) + (2 − q)B(zn)− (α+ β − q)Q(zn)
}
+
∫
Ω
C(zn)w +A
′(zn)w −Q
′(zn)w
= g′n(0)γ
′′
zn(1) +
∫
Ω
C(zn)w +A
′(zn)w −Q
′(zn). (4.35)
Without any loss of generality we assume that g′n(0) is well defined, see [39].
Claim: g′n(0) 6= ±∞. In fact, using zn ∈ N
+
λ,µ, it follows from (4.35) that g
′
n(0) 6= −∞.
Now, we shall prove that g′n(0) 6= ∞. The proof for this claim follows arguing by contradiction. Assuming
that g′n(0) =∞ we obtain for each t > 0 small enough that gn(t) > 1. Therefore, taking into account the item
(ii) from Ekeland’s variational principle, we also infer that
[gn(t)− 1]
‖zn‖
n
+ tgn(t)
‖ϕ‖
n
≥ J(zn)− J(gn(t)(zn + tw)) = R4(t)−
1
q
R2(t)−
1
α+ β
R3(t). (4.36)
As a consequence, taking the limit t→ 0+ and using the fact that zn ∈ Nλ,µ, we obtain
‖ϕ‖
n
≥
g′n(0)
q
[
γ′′zn(1)− q
‖zn‖
n
]
−
1
q
∫
Ω
(q − 1)A′(zn)w − C(zn)w +
α+ β − q
α+ β
Q′(zn)w. (4.37)
Here, we were used the terms lim
t→0+
Ri(t)
t
, i = 2, 3, 4, given in the Remark 4.1. Due to the Lemma 4.1 we have
that γ′′zn(1) > cλ,µ > 0. So, the assertion (4.37) is impossible if g
′
n(0) =∞. This proves the claim just above.
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At this stage we shall prove that z is in N+λ,µ. Moreover, we mention that z is a weak solution to the
quasilinear elliptic System (1.1). First of all, using (ii) from Ekeland’s variational principle and (4.36), we infer
that
[gn(t)− 1]
‖zn‖
n
+ tgn(t)
‖ϕ‖
n
≥ J(zn)− J(gn(t)(zn + tw)) = R4(t)−
1
q
R2(t)−
1
α+ β
R3(t). (4.38)
In this way, dividing (4.38) by t > 0, taking the limit t → 0+ and using the terms lim
t→0+
R2(t)
t
and lim
t→0+
R4(t)
t
which were obtained in the Remark 4.1, we also see that
1
n
[g′n(0)||zn||+ ||ϕ||] ≥ −g
′
n(0)
∫
Ω
[B(zn)−K(zn)−Q(zn)] +
∫
Ω
1
α+ β
Q′(zn)w −A
′(zn)w
+
1
q
lim inf
t→0+
∫
Ω
[
λa(x)
|un + tϕ1|q − |un|q
t
+ µc(x)
|vn + tϕ2|q − |vn|q
t
]
.
Now, using the fact that zn ∈ Nλ,µ, we mention that
1
n
[g′n(0)||zn||+ ||ϕ||] ≥
∫
Ω
1
α+ β
Q′(zn)w −A
′(zn)w
+
1
q
lim inf
t→0+
∫
Ω
[
λa(x)
|un + tϕ1|q − |un|q
t
+ µc(x)
|vn + tϕ2|q − |vn|q
t
]
.
(4.39)
In addition, we also mention that[
λa(x)
|un + tϕ1|q − |un|q
t
+ µc(x)
|vn + tϕ2|q − |vn|q
t
]
≥ 0
holds for any x ∈ Ω and t > 0. Using the Fatou’s Lemma it follows that
1
q
∫
Ω
K ′(zn)w ≤
1
q
lim inf
t→0+
∫
Ω
[
λa(x)
|un + tϕ1|q − |un|q
t
+ µc(x)
|vn + tϕ2|q − |vn|q
t
]
. (4.40)
Under these conditions, using (4.39) and (4.40), taking into account also that (zn) and (g
′
n(0)) are bounded
sequences, we deduce that
1
q
∫
Ω
K ′(zn)w ≤
1
n
[g′n(0)||zn||+ ||ϕ||] +
∫
Ω
A′(zn)w −
1
α+ β
Q′(zn)w
≤
(C + ||ϕ||)
n
+
∫
Ω
A′(zn)w −
1
α+ β
Q′(zn)w
It follows from Proposition 4.1 that zn → z. Hence we infer also that
1
q
lim inf
n→∞
∫
Ω
K ′(zn)w ≤
∫
Ω
A′(z)w −
1
α+ β
∫
Ω
Q′(z)w.
Using one more time Fatou’s Lemma we mention that
1
q
∫
Ω
K ′(z)w ≤
∫
Ω
A′(z)w −
1
α+ β
∫
Ω
Q′(z)w
Notice that, for each ϕ = (e1, e2) ∈W ∩ (C1(Ω)× C1(Ω)) satisfying ϕ > 0, we obtain
1
q
∫
Ω
K ′(z)ϕ <∞.
Hence z > 0 a.e. in Ω. As a consequence 0 < z ∈ W satisfies the following estimate∫
Ω
A′(z)ϕ−
1
q
∫
Ω
K ′(z)ϕ−
1
α+ β
∫
Ω
Q′(z)ϕ ≥ 0, (4.41)
holds true ∀ϕ ∈ W satisfying ϕ > 0.
It remains to prove that z is a nonnegative weak solution for the quasilinear elliptic System (1.1). The main
to tool here is to consider (4.41) together the ideas discussed in [40, 41]. Consider ϕ = (ϕ1, ϕ2) ∈W be a fixed
function and ǫ > 0. Define ψ = (ψ1, ψ2) ∈W, ψ ≥ 0 given by
ψ = (ψ1, ψ2) := ([u + ǫϕ1]
+, [v + ǫϕ2]
+).
For our purpose we need to consider the set
Ωǫ := {x ∈ Ω : z + ǫϕ > 0}.
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Using ψ as a test function in (4.41) together with the fact that z ∈ Nλ,µ, we infer that
0 ≤
∫
Ωǫ
A′(z)(z + ǫϕ)−
1
q
∫
Ωǫ
K ′(z)(z + ǫϕ)−
1
α+ β
∫
Ωǫ
Q′(z)(z + ǫϕ)
=
(∫
Ω
−
∫
Ω\Ωǫ
)[
A′(z)(z + ǫϕ)−
1
q
K ′(z)(z + ǫϕ)−
1
α+ β
Q′(z)(z + ǫϕ)
]
.
As a consequence, using the fact that z belongs to the Nehari manifold, we also have
0 ≤ ǫ
∫
Ω
[
A′(z)ϕ−
1
q
K′(z)ϕ−
1
α+ β
Q′(z)ϕ
]
−
∫
Ω\Ωǫ
[
A′(z)(z + ǫϕ)−
1
q
K ′(z)(z + ǫϕ)−
1
α+ β
Q′(z)(z + ǫϕ)
]
Consequently, the last estimates imply that
0 ≤ ǫ
∫
Ω
[
A′(z)ϕ−
1
q
K ′(z)ϕ−
1
α+ β
Q′(z)ϕ
]
− ǫ
∫
Ω\Ωǫ
[
A′(z)ϕ−
1
q
K ′(z)ϕ−
1
α+ β
Q′(z)ϕ
]
.
It is worthwhile to mention that in Ω \ Ωǫ we obtain ϕ1, ϕ2 < 0. This fact implies also that
0 ≤ ǫ
∫
Ω
[
A′(z)ϕ−
1
q
K ′(z)ϕ−
1
α+ β
Q′(z)ϕ
]
− ǫ
∫
Ω\Ωǫ
A′(z)ϕ.
At this moment we observe that limǫ→0+ |{Ω \ Ωǫ}| = 0. As a product we obtain
lim
ǫ→0+
∫
Ω\Ωǫ
A′(z)ϕ = 0.
Now, dividing the last expression by ǫ > 0 and taking the limit we also obtain that∫
Ω
[
A′(z)ϕ−
1
q
K ′(z)ϕ−
1
α+ β
Q′(z)ϕ
]
≥ 0 .
At this moment, using the test function −ϕ instead of ϕ, we infer that∫
Ω
A′(z)ϕ =
∫
Ω
[
1
q
K ′(z)ϕ+
1
α+ β
Q′(z)ϕ
]
.
In other words, we have been showed that z is a positive weak solution to the elliptic System (1.1). In particular,
we have also that z ∈ Nλ,µ. Actually, we also mention that z ∈ N
+
λ,µ which can be proved arguing by
contradiction.
Now we observe that lim
λ,µ→0+
||zλ,µ|| = 0. Indeed, since zλ,µ ∈ N
+
λ,µ and arguing as in the proof of Lemma 2.3
we infer that
||zλ,µ||
θi−q ≤
(λ+ µ)
ρ
where ρ =
A1min{ℓi(α+ β −mi)
(α+ β − q)R
.
The same argument works also in the nonsingular case, that is, lim
λ,µ→0+
||zλ,µ|| = 0 holds true both in nonsingular
case and singular case. This is a powerful tool to consider the asymptotic behavior for the solutions zλ,µ which
is used in the proof of our main results.
4.3. Some proprieties for the singular and nonsingular case.
Lemma 4.2. Suppose (φ1)− (φ3) and 0 < q < 1 or q > 1. Let z ∈ N
−
λ,µ a weak solution of System (1.1). Then
z is not the weak semitrivial solution.
Proof. Note that z is a solution of System (1.1). Furthermore, using Lemma 3.5, we obtain that J(z) > δ1 > 0.
Now we claim that z is not semitrivial, i.e, we have that z 6= (u, 0). In fact, arguing by contradiction,
we assume that z = (u, 0). As a consequence z is a weak solution to the elliptic Problem (3.24). Hence
0 <
∫
Ω
φ1(|∇u|)|∇u|
2 =
∫
Ω
a(x)|u|q proving that
J(u, 0) =
∫
Ω
Φ1(|∇u|)−
1
q
a(x)|u|q
=
∫
Ω
Φ1(|∇u|)−
1
q
φ1(|∇u|)|∇u|
2
≤
(
1−
ℓ1
q
)∫
Ω
Φ1(|∇u|) < 0.
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This is a contradiction. Similarly, we see also that z 6= (0, v). 
Proposition 4.2. Suppose (φ1)− (φ3) and 0 < q < 1 or q > 1. Let (zn) ∈ N
−
λ,µ be a minimizer sequence such
that zn ⇀ z in W . Then zn → z and z ∈ N
−
λ,µ for all λ+ µ < η1.
Proof. Notice that, using Lemma 3.5, there exists δ1 > 0 such that J(z) ≥ δ1 for any z ∈ N
−
λ,µ. As a consequence
J− := inf
z∈N−
λ,µ
J(z) ≥ δ1 > 0.
At this moment we shall consider a minimizer sequence (zn) ⊂ N
−
λ,µ, i.e, limn→∞
J(zn) = J
−. Since J is coercive in
Nλ,µ and so on N
−
λ,µ, using Lemma 2.3, we can show that (zn) is a bounded sequence inW . Up to a subsequence
we assume that zn ⇀ z in W . Using the same ideas discussed in the proof of Theorem 1.1 we obtain
lim
n→∞
∫
Ω
Q(zn) =
∫
Ω
Q(z) and lim
n→∞
∫
Ω
B(zn) =
∫
Ω
B(z). (4.42)
Furthermore, using (2.4) and (φ3), it follows also that
J(zn) =
∫
Ω
A(zn)−
1
q
B(zn) +
(
1
q
−
1
α+ β
)
Q(zn)
≤
(
1−
min{ℓi}
q
)∫
Ω
A(zn) +
(
1
q
−
1
α+ β
)∫
Ω
Q(zn).
From the last estimate, using the fact
(
1−
min{ℓi}
q
)
< 0, J− > 0 and (4.42) we deduce that
∫
Ω
Q(z) > 0. As
a product the fibering map γz admits an unique critical point t1 > 0 in such way that t1z ∈ N
−
λ,µ.
At this stage, arguing by contradiction, we assume that zn 6→ z in W . Since (zn) ⊂ N
−
λ,µ we also mention
that
J(zn) ≥ J(szn), ∀s > 0.
Therefore, using the last inequality and (4.39), we have been proved that
J(t1z) < lim inf
n→∞
∫
Ω
A(t1zn)− lim
n→∞
[∫
Ω
1
q
K(t1zn) +
1
α+ β
Q(t1zn)
]
≤ lim inf
n→∞
[∫
Ω
A(t1zn)−
1
q
K(t1zn) +
1
α+ β
Q(t1zn)
]
= lim inf
n→∞
J(t1zn) ≤ lim
n→∞
J(zn) = J
−.
This is a contradiction due the fact that (zn) is minimizer sequence. To sum up, we have been showed that
zn → z in W . 
4.4. The second weak solution for the nonsingular case: Here we stress out that q > 1. Using standard
arguments based on the Nehari method we consider one more time a minimization argument. Arguing as was
made above, taking a subsequence if necessary, there exists z ∈W such that zn ⇀ z in W. It follows from the
Proposition 4.2 that zn → z in W. Furthermore, the last assertion says also that
J(z) = lim
n→∞
J(zn) = inf
z∈N−
λ,µ
J(z) = J−.
Hence, applying Lemma 3.7, we have that z is a weak solution to the quasilinear elliptic System (1.1). Since
J(z) = J(|z|) and |z| = (|u|, |v|) ∈ N−λ,µ, we assume that z is a nonnegative solution to the elliptic System (1.1).
It follows also from Lemma 4.2 that u, v 6= 0. This finishes the proof.
4.5. The second weak solution for the singular case: One more time we consider the case singular case
given by 0 < q < 1. The main difficulty arises from the fact that the energy function J is not in C1 class. At
this stage we assume that hypothesis (C) holds true. The proof here is based on the same arguments employed
in the proof of Theorem 1.2. This ends the proof.
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4.6. The proof of Theorem 1.1 and Theorem 1.2 completed: In view of the previous sections there exist
z ∈ N+λ,µ and z˜ ∈ N
−
λ,µ in such way that
J(z) = inf
w∈N+
λ,µ
J(w) and J(z˜) = inf
w∈N−
λ,µ
J(w).
Here we mention that z and z˜ are critical points for J which remains true for the nonsingular case or singular
case. Furthermore, using the fact that 0 < λ + µ < λ∗ := min(η1, η2), we stress out that N
+
λ,µ ∩ N
−
λ,µ = ∅.
Therefore, z is a nonnegative ground state solution for the quasilinear elliptic System (1.1). As was mentioned
before, using the fact that
J(w) = J(|w|) and J ′(w) = J ′(|w|)
holds true for any w ∈ W 1,Φ0 (Ω) we can assume z, z˜ ≥ 0 in Ω. It is worthwhile to mention that under hypothesis
(C) whenever 0 < q < 1 holds, we can use the same ideas discussed in previous sections we find at least two
nonnegative weak solutions to the elliptic System (1.1). This ends the proof.
5. Appendix: Orlicz-Sobolev spaces
The reader is referred to [1, 35] regarding Orlicz and Orlicz-Sobolev spaces. The usual norm on LΦ(Ω) is the
Luxemburg norm given by
‖u‖Φ = inf
{
λ > 0 |
∫
Ω
Φ
(
u(x)
λ
)
≤ 1
}
.
The Orlicz-Sobolev norm of W 1,Φ(Ω) is defined by
‖u‖1,Φ = ‖u‖Φ +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
Φ
.
Recall that
Φ˜(t) = max
s≥0
{ts− Φ(s)}, t ≥ 0.
It turns out that Φ and Φ˜ are N-functions satisfying the ∆2-condition, see [35]. Furthermore, we mention that
LΦ(Ω) and W
1,Φ(Ω) are separable, reflexive, Banach spaces.
Using the Poincare´ inequality for the Φ-Laplacian operator it follows that
‖u‖Φ ≤ C‖∇u‖Φ for any u ∈ W
1,Φ
0 (Ω)
holds true for some C > 0, see Gossez [25, 26]. As a consequence, ‖u‖ := ‖∇u‖Φ defines a norm in W
1,Φ
0 (Ω)
which is equivalent to ‖.‖1,Φ. Let Φ∗ be the inverse of the function
t ∈ (0,∞) 7→
∫ t
0
Φ−1(s)
s
N+1
N
ds
which extends to R by Φ∗(t) = Φ∗(−t) for t ≤ 0. We say that a N -function Ψ grow essentially more slowly
than Φ∗, we write Ψ << Φ∗ if
lim
t→∞
Ψ(λt)
Φ∗(t)
= 0, for all λ > 0.
The embedding below (cf. [1, 13]) is used in the present work.
W 1,Φ0 (Ω)
cpt
→֒ LΨ(Ω), if Ψ << Φ∗.
In particular, as Φ << Φ∗ (cf. [25, Lemma 4.14]),
W 1,Φ0 (Ω)
cpt
→֒ LΦ(Ω).
Furthermore, we also mention that
W 1,Φ0 (Ω)
cont
→֒ LΦ∗(Ω).
For the next result we consider some estimate relate to Φ and Φ∗ which are useful in the present work.
Remark 5.1. The function ψ(t) = tr−1, r ∈ [1, ℓ∗) satisfies Ψ << Φ∗ where Ψ(t) =
∫ t
0
ψ(s)ds, t ∈ R. In other
words, the function Ψ grow essentially more slowly than Φ∗. In fact, we easily see that
lim
t→∞
Ψ(λt)
Φ∗(t)
≤
λr
rΦ∗(1)
lim
t→∞
1
tℓ∗−r
= 0, for all λ > 0.
In that case W 1,Φ0 (Ω)
cpt
→֒ LΨ(Ω).
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Remark 5.2. Under assumption (φ3) we observe that
ℓ− 2 ≤
φ′(t)t
φ(t)
≤ m− 2, ℓ ≤
φ(t)t2
Φ(t)
≤ m, t > 0.
Moreover, we have that {
t2φ′′(t) ≤ (m− 4)tφ′(t) + (m− 2)φ(t)
t2φ′′(t) ≥ (ℓ− 4)tφ′(t) + (ℓ− 2)φ(t), t ≥ 0.
Now we refer the reader to [19, 36] for the some results elementary results on Orlicz and Orlicz-Sobolev
spaces.
Proposition 5.1. Assume that φ satisfies (φ1)− (φ3). Set
ζ0(t) = min{t
ℓ, tm}, ζ1(t) = max{t
ℓ, tm}, t ≥ 0.
Then Φ satisfies
ζ0(t)Φ(ρ) ≤ Φ(ρt) ≤ ζ1(t)Φ(ρ), ρ, t > 0,
ζ0(‖u‖Φ) ≤
∫
Ω
Φ(u) ≤ ζ1(‖u‖Φ), u ∈ LΦ(Ω).
Proposition 5.2. Assume that (φ1)− (φ3) holds. Define the function
η0(t) = min{t
ℓ−2, tm−2}, η1(t) = max{t
ℓ−2, tm−2}, t ≥ 0.
Then the function φ verifies
η0(t)φ(ρ) ≤ φ(ρt) ≤ η1(t)φ(ρ), ρ, t > 0,
Using the last results we obtain some estimates in order to apply in Orlicz and Orlicz-Sobolev framework for
the quasilinear elliptic Systems (1.1).
Proposition 5.3. Assume that (φ1)− (φ3) Holds. Then there exist positives constants Ai(ℓi,mi) := Ai in such
way that
A1min
{
||(u, v)||min{ℓi}, ||(u, v)||max{mi}
}
≤
∫
Ω
Φ1(|∇u|) + Φ2(|∇v|)
≤ A2max
{
||(u, v)||min{ℓi}, ||(u, v)||max{mi}
}
, (u, v) ∈W.
In addition, the critical function Φ∗ we need to consider some other estimates as follows
Proposition 5.4. Assume that φ satisfies (φ1)− (φ3). Set
ζ2(t) = min{t
ℓ∗ , tm
∗
}, ζ3(t) = max{t
ℓ∗ , tm
∗
}, t ≥ 0
where 1 < ℓ,m < N and m∗ = mNN−m , ℓ
∗ = ℓNN−ℓ . Then
ℓ∗ ≤
t2Φ′∗(t)
Φ∗(t)
≤ m∗; ζ2(t)Φ∗(ρ) ≤ Φ∗(ρt) ≤ ζ3(t)Φ∗(ρ), ρ, t > 0,
and
ζ2(‖u‖Φ∗) ≤
∫
Ω
Φ∗(u) ≤ ζ3(‖u‖Φ∗), u ∈ LΦ∗(Ω).
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