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The recent demand for wireless transceivers has created a flurry of research intonon-
traditional receiver architectures. The homodyne receiver, because of its high degree of
integration, low complexity and low power consumption, has surfaced a desirable alterna-
tive to the well-known heterodyne receiver. However, distortions such as gain and phase
imbalance severely degrade the performance of the homodyne receiver. These imbalances,
which are caused by impairments of the employed analog devices, are intensified because
quadrature demodulation is performed at very high frequencies with a weak input signal.
Thus, there exists a great need for low complexity techniques to compensate for these
imbalances.
In this thesis, we present a new, simplified method for the estimation and thecorrec-
tion of the gain and phase imbalances in a homodyne receiver. The estimation process is
based upon carrier re-injection during idle periods of the mobile unit and thus requires only
few additional analog components. This approach will be shown to yield tight estimates
of the gain and the phase error. Additionally, the correction is performed in the digital
domain and thus can be implemented on a digital signal processor. The effectiveness of
this method is demonstrated via simulations of an IS-54 transceiver. IS-54 is the North
American TDMA standard for dual-mode cellular systems.
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1.INTRODUCTION
The wireless market is booming. In 1997, 13.2 million Americans subscribed to a
cellular/PCS service. The forecast for the European cellular/PCS market predicts 157
million subscribers in the year 2002 [1]. The cellular phone has evolved from a toy for the
rich to a product for the masses. Thus, the design goals have become low cost, low power
consumption and small weight.
Power consumption and weight are directly connected. A mobile phone with high
power consumption needs strong batteries which are heavy. The limiting factor for cost and
power dissipation of a cellular phone is its analog hardware. Analog hardware is expensive
and thus, it is desired to minimize its usage. However, when employing the traditional
heterodyne architecture, stringent requirements in F.C.C. (Federal Communications Com-
missions) specifications force designers to use analog filters. These analog filters are bulky
and must be realized off-chip. The result is that the low-noise amplifier (LNA) has to drive
a low-impedance 50 n load which increases its power dissipation.
For historical reasons, the above mentioned heterodyne receiver depicted in Figure 1.1
is the most widely used and best known receiver architecture. The RF (radio frequency)
signal is applied to an LNA and then to an image-reject filter. The result is mixed with
the output of a tunable local oscillator (LO), thus producing a signal at fixed intermediate
frequency (IF). The IF filter performs channel selection and suppression of out-of-band
interferers. Subsequently, a second mixing operation with an LO fixed at the IF converts
the signal down to baseband. The advantage of the heterodyne receiver architecture is that
the requirements for the quality factor (Q) of the channel-select filter are relaxed because
channel selection is performed at IF, not at RF. A disadvantage of this architecture is the2
problem of the image channel: When converting the RF signal down to IF by multiplying it
with the LO signal (that is above the desired RF signal by IF: WLO= wRF +w/F), not only
the RF signal is downconverted but also its 'image' at the frequencyWimage = WIF + ww
In order to prevent this, an image-reject filter has to be employed at RF. The Q-factor
of the image-reject filter is usually high, and thus the filter must be realized as a passive,
off-chip component. In general, the problem of a heterodyne architecture is the tradeoff
between image rejection and channel selection. In the best case, both filters have high
Q-factors, which makes them difficult to realize.
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FIGURE 1.1: Heterodyne Receiver
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FIGURE 1.2: Homodyne Receiver3
The homodyne receiver (also called direct-conversion Receiver) in Figure 1.2 elimi-
nates some of the problems of the heterodyne receiver. For that reason its design is the
topic of much active research ([2] - [8]).In a homodyne receiver, the received signal is
converted directly from RF to baseband by tuning the local oscillator (LO) to the carrier
frequency. In this case no external image-reject filter is needed because wIF = 0. Hence,
the LNA needs not to drive an external 50 S2 load, thus its power dissipation is reduced.
Furthermore, channel selection is performed at baseband. Thus, bulky external band-pass
filters are replaced by low-pass filters. These lowpass filters, as well the baseband ampli-
fiers, can readily be integrated monolithically. At first glance, the homodyne architecture
looks like the perfect solution. Production costs of a homodyne receiver are lower than
those of a heterodyne receiver because monolithic integration is possible and the analog
hardware is less complex. Weight and volume of the handset are decreased because the
power consumption is lower. However, homodyne receivers suffer from their own set of
problems.
These problems include DC offset, flicker noise and I/Q mismatch (see [9], [10]). A
DC offset is generated by two phenomena. Because the isolation between RF and LO port
of the mixer is not infinite, the LO signal leaks into the the mixer input, mixes with itself
(called 'self-mixing') and thus creates a DC signal at the output of the mixer. This DC
signal is located in the middle of the channel. Similarly, a strong RF interferer can leak
into the LO port and self-mix. The DC offset problem is minimal in a heterodyne receiver
because the LO of the first conversion is not equal to the carrier frequency and thus the
IF signal does not extend to zero frequency. Second, flicker noise, which has its highest
power around DC, is a problem in homodyne receivers because amplification is performed
at basebandIn a heterodyne receiver amplification is performed at IF, thus flicker noise
is not problematic. Third, most modern digital modulation schemes require quadrature
demodulation.Thus, I/Q mismatches, also referred to as gain and phase imbalances,
between the I- and the Q-path create distortions that deteriorate the performance of the
receiver. These gain and phase imbalances are caused by analog device imperfections. In
a homodyne receiver, this is extremely problematic because most of the amplification of4
the very weak RF input signal is performed after the signal has been split into quadrature
components and because the LO is tuned to the high carrier frequency. In a heterodyne
receiver, the signal is first amplified and downconverted to IF, and then split.
In this thesis we present a new low complexity estimation and correction circuit
for analog gain and phase imbalances in a homodyne receiver. The inclusion ofa low-
complexity estimation and correction circuit for the I/Q imbalances reduces the matching
requirements for the analog components and decreases the production costs for the ana-
log hardware. Simulation results are based on IS-54, the TDMA standard for dual-mode
cellular systems ([11] - [13]). This standard employs differentially encoded 7+4-QPSK mod-
ulation. However, the results can be used in any quadrature demodulation architecture
and can easily be adapted to the gain and phase imbalances in a quadrature modulator
(transmitter).
This thesis is organized as follows. It begins in chapter 2 with an overview of the
I-DQPSK transmission environment and the possible distortions in a homodyne receiver.
In chapter 3, we focus on the the problems of I/Q mismatch. Its modeling, mathematical
analysis and impact on the performance of a homodyne receiver are discussed. Finally, in
chapter 4, previous approaches and solutions to the I/Q mismatch problem are summarized
and we present our new estimation and correction algorithm. Simulation results with this
new correction method will be provided. It will be shown that the advantage of the new
correction method is the fact that its implementation is very easy and that it requires only
very few additional analog components.5
2.SYSTEM OVERVIEW
In this chapter we provide a general overview of a4 -DQPSK transmission system
and of the various sources of distortion in a homodyne receiver. This system represents the
modulation scheme used in IS-54, the North-American digital cellular TDMA standard.
The goal of this chapter is to provide a basic understanding of the concept of the
4 -DQPSK transmission environment (see also [14]) so that thecause and effect of the
distortions in a homodyne receiver can be introduced.
The chapter begins with the description of a 4 -DQPSK transmitter (Tx), followed
by a model of the transmission channel. The building blocks of the homodyne receiverare
described and possible distortions in a homodyne receiver are introduced.
2.1.4 -DQPSK Transmitter
In this section we will introduce the transmitter used in a4 -DQPSK transmission
system. To understand the concept, some basic terminology has to be presented.
QPSK (quaternary/quadrature phase shift keying) is a transmission system in which
the information is transmitted in four ('quaternary') phases.In DQPSK (Differential
QPSK), this phase information is differentially encoded. The values for the differential
phases in DQPSK are 0, f i and ir.In 4- DQPSK, the differential phases are ±4 and
4 -DQPSK can be thought of as two interleaved DQPSK systems of which one is
rotated by 4. In the encoding process only every other symbol is assigned to thesame of
those two DQPSK systems.
The basic building blocks of the transmitter are shown in Figure 2.1. Demultiplexer
and differential phase encoding are explained in the first section. The second section deals
with the pulse-shaping filter. Last, we derive the concept of modulation.Transmitter
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FIGURE 2.1: i-DQPSK System
Diff.
Deco
ding
Iout(k)
P/S
QouA)--
Output data
sequence
Cr>7
2.1.1.Demultiplexer and Differential Phase Encoding
The first step in transmitting digital data involves transforming bits, logical l's and
0's, into symbols. In this section we present a special way of doing this using differential
phase encoding. This procedure consists of two steps.
First, the binary input data stream is demultiplexed from a serial to two parallel bit
sequences. All the odd numbered bits are denoted by be and all the even numbered bits
by be. These parallel bit sequences can be written using complex notation. Thenew signal
is a complex baseband signal b(k) = be(k) + jbe(k). (A complex signal consists of two
real data sequences.) Second, two bits, one from each of the two parallelsequences, are
assigned to one symbol which requires 22 = 4 symbols. The four symbols usedare four
distinct phases ATI, as shown in Table 2.1. This "phase-mapping" can also be expressed
in an equation:
;MOibe(k)bo(k). (2.1)
Note that this mapping scheme is a Gray encoding scheme. The symbols corresponding to
two adjacent absolute phases differ in only one bit. Thus, one symbol error results only in
one bit error.
bo(k)be(k)Atli k
1 1i
1 -1 3,r
-1 -1-1-
-1 1 -7-r4
TABLE 2.1: Phase-mapping of the Symbol Sequence.
This absolute phase information, the symbols Axlik, is not transmitted directly. The
information is encoded in the difference between two neighboring absolute phases. This
encoding has the advantage that no phase ambiguity is caused in the decodingprocess. If8
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FIGURE 2.2: Constellation Diagram for 7-1-DQPSK Signals.
the absolute phase is transmitted directly, a phase reference is needed at the receiver. In
the case of differential encoding, the phase difference between two received symbols can
be decoded without a reference. The instantaneous phase is generated by the following
equation:
ek = Ok-i + 6,41k- (2.2)
The absolute phase is the differential of the instantaneous phase at time instant k and the
instantaneous phase at time instant k-1.
Axiik = ekOk-i. (2.3)
The output of the symbol mapper is the complex baseband signal u(k) with magnitude
r = 1 and phase ek:u(k) = I(k) + j Q(k)
with I(k) = cos(ek)
Q(k) = sin(ek).
9
(2.4)
u(k) can take one of the eight possible values el°, eii, eiVr, eft", e-iVr,e-ji and
The constellation diagram of u(k) is depicted in Figure 2.2.
From each point in the constellation diagram there are only four, not eight allowable
phase transitions. (The allowed phase transitions are shown by lines in Figure 2.2). As
mentioned above, the 1,7-1-DQPSK constellation can be thought ofas two interleaved QPSK
constellations (denoted by * and o in Figure 2.2). If the symbol at time k-1comes from the
constellation denoted by *, the next symbol (at time k) will come from the constellation
denoted by o. The reason for doing this is that the phase trajectories in Figure 2.2 do
not cross the origin. Thus, the envelope fluctuations and the dynamic range of the signal
are mitigated in comparison to other modulation schemes whichs makes the signal less
susceptible to amplifier nonlinearities.As a result, the requirements for linearity and
dynamic range of the power amplifier are reduced.
The phase difference, and thus the original bit sequence,can be recovered from the
encoded symbols using the following relationships:
cos(AWk) = I(k)I(k - 1) + Q(k)Q(k- 1) (2.5)
sin(AWk)
cos(ek)cos(ek_i) + sin(0k)sin(ek-i)
[cos(ek + ek_o+ cook ek_o- cook + ek_1) + cos(ekek-1)1
cookek-1)
Q(k)I(k- 1) - I(k)Q(k - 1) (2.6)
= sin(ek)cos(ek_i)cos(ek)sin(ek-i)
1. = [sin(ek + ek_i) + sin(ek - ek_o - sin(ek_i + ek)sin(ek-iek)]
= sin(Okek-i)10
2.1.2.Pulse-shaping Filter
In IS-54, the base-band pulse-shaping filters in both the Tx and the Rx (receiver)are
required to have linear phase and a square-root raised-cosine frequencyresponse. Thus,
the overall frequency response is raised-cosine which satisfies the ideal Nyquistzero inter-
symbol-interference (ISI) condition. In IS-54 the raised-cosine roll-off factor isa = 0.35,
indicating that the occupied bandwidth is
BW = (1 + a) symbol rate = (1.35)(24.3ksYmb°1s) = 32.8 kHz. (2.7)
The pulse-shaped signals are converted from the analog to the digital domain bya digital-
to-analog converter (DAC).
2.1.3.Modulation
The analog waveforms I'(t) and Q'(t) produced by the DAC are the analog version
of the convolution of the impulse response of the digital filter kcos(k) and the encoded
complex baseband signal u(k).
(k)
Q' (k)
I' (t)lt,-kT= I (k)hrcos(k)
=(t)It.kT = Q (k)lircos(k) (2.8)
These signals are modulated, summed, then power amplified and transmitted. They
are modulated by a pair of quadrature carriers cos(coct) and sin(wct) thus producing two
RF (radio frequency) signals that can be transmitted. The output of the transmitter is
the difference between the I-channel and the Q-channel RF signal. (The minus sign results
from the definition of the output in the equivalent low-pass model):
sT(t) = Re [ti(t)exp(jcact)]
(t) cos(wct)Q'(t) sin(wet),
where the time-domain complex baseband signal is u'(t)= I'(t) + jQ'(t).
(2.9)11
The center frequencies for the transmission from the mobile stationto the base station
range from 825 MHz to 856 MHz with 30 kHz channel spacing.
2.2.Channel Model
The simulated channel is an additive white Gaussian noise (AWGN) channel.The
noise at the input of the demodulator is the bandpass noise n(t) generated bytwo quadra-
ture Gaussian noise sequences ni(t) and nQ(t):
n(t) =(t) cos(cv ct)n (t) sin(wct). (2.10)
The noise variance in that case is oi(t)= E{n2(t)} = E{nl(t)} = E{4(t)}. The received
signal is the transmitted signal plus the noise signal:
sR(t) = sT(t) + n(t). (2.11)
2.3.Homodyne Receiver
In this section, the basic building blocks of the homodyne receiveras shown in
Figure 2.1 are discussed. The task of the receiver is to convert the RF signaldown to
baseband and to recover, that means to decode and to detect, the transmitted information.
The basic blocks of the receiver are: The demodulator, amplifier, anti-aliasingfilter
and ADC (analog to digital converter), the matched filters and the differentialdecoder and
the detector. The analog part of the receiver is discussed in the first section. In thesecond
section, the digital filtering is explained. In the last section,we derive the differential
decoder.
2.3.1.Demodulation
The received signal sR(t) is quadrature downconverted directly from RF. Alocal
oscillator generates the sine and cosine reference. An advantage of differential encoding12
is that no carrier phase recovery is necessary, only timing recovery as illustrated below.
Thus, the LO references have the same frequency w, as the unmodulated carrier, but are
not phase locked. The following derivations will be performed including this random phase
ambiguity 77. In the course of the derivations, it will be shown that this phase error drops
out.
The downconversion process is depicted by the following equations:
Irec(t)= sR(t) cos(wct + 7))
I'(t) cos(wct) cos(wct + ri)Q'(t) sin(wct) cos(wct + n)
r(2 t) QV)
[cos(n) + cos(2wct + 9))] [sin(-7)) + sin(2wct + 7))]
Qr ec(t) = SR(t) sin(wctn)
= I'(t) cos(wct) sin(wct + 77)Q'(t) sin(wc) sin(wct + 7))
2
(t) . Q' (t)
[sin(n) + strz(2co ct + 7))1 [cos(n)cos(2wct + 77)].(2.12)
Before this analog signal is converted to the digital domain, it passes an amplifier stage
and an anti-aliasing filter (AAF). The combined gain of mixer and amplifier is about 80
dB [10]. The AAF filters out the high frequency terms of the demodulated signal resulting
in:
(t) (2, (t)
Irec(t) cos(i) + sm(7))
/'( Q' (t) Q
) c(t) = sm(7)) cos(n).
2.3.2.Filtering
(2.13)
The two lowpass filters in the I- and the Q-path are the matched filters. The optimum
matched filter is identical to the pulse-shaping filter at the transmitter.Therefore, as
mentioned above, the receiver baseband filters are root raised-cosine filters. In the ideal
case, when the gain of the Tx filters at w = 0 is HTx (0) = 1 and the gain of the Rx filters
is matched to the attenuation due to the mixing (HRs(0) = 2, trigonometric identities),
then gt-/ = I (k) and '24-t/ = Q(k) and the signals before differential decoding are given byQ'rec(k)
= I (k) cos(n)Q(k) sin(n)
cos(ek) cos(n) + sin(ek) sin(n)
((--4n) COSk-k
I (k) sin(n)Q(k) cos(n)
cos(ek) sin(n)sin(ek) cos(?))
sin(ek7)).
13
(2.14)
If no phase error exists, i.e. 7 = 0, then the correctly sampled output of the filters is equal
to the outputs of the symbol mapper at the transmitter:
4.(k) = I (k)
Clrec(k) = Q(k).
2.3.3.Differential Decoding and Detection
(2.15)
The last step in recovering the transmitted information is the differential decoding
and the detection. The equation for differential decoding is
Iout(k) = .4(k)4ec(k + Zec(k)Zec(k1)
Qout(k) =rec(k)4(k1)4.ec(k)Qirec(k1). (2.16)
With 4.ec(k) = cos(ek71) and Zec(k) =sin(ek71) (from Eq. (2.14) the resulting
output of the differential decoder can be derived:
Iota (k) = COS(ek71) COS(ek-171) + sin(ek7)) sin(ek-1 77)
2 [cos(ek + ek_127)) + 2 cos(ekek_1)cos(ek + ek_1 27/)]
cos(ekek-1)
cos(Awk)Qout(k) =sin(ekri)cos(eki77) + cos(ekn)sin(ek-i 77)
[ sin(ek + ek_i2n)2 sin(ekek_o+sin(ek +ek_i 277)]
sin(ekek-1)
sin(Atlik)
14
(2.17)
Hence, the phase difference has been recovered at the Rx. Note that the phase error
i does not appear in the recovered signal. Thus, it has been shown that phase recovery is
not necessary.
The symbols, /out(k) and Qout(k), are converted to bits using Table 2.2. The bit
sequences Yo(k) and b'e(k) will be passed through a multiplexer in order to recover the
original serial data sequence.
Ima(k)C2 out(k)b'o(k)Ve(k)
>0 <0 1 1
>0 >0 1 0
<0 <0 0 1
<0 >0 0 0
TABLE 2.2: Detection Look-up Table
2.4.Summary of the Advantages of 1-DQPSK over QPSK
Differential encoding ensures that no absolute phase reference is necessary at the Rx.
Thus, it removes the problem of the 90° phase ambiguity. Since DQPSK also allows for
differential detection, the Rx does not need a carrier phase recovery circuit, reducing the
complexity of the Rx. In 4- DQPSK, the phase trajectories do not cross the origin. This
mitigates envelope fluctuations. Although 4 -DQPSK is not a constant envelope modulation
scheme, the envelope fluctuations are small enough that the requirements for the linearity
and the dynamic range of the power amplifier can be lowered.15
2.5.Distortions in a Homodyne Receiver
Homodyne receivers are affected more by certain distortions than heterodynere-
ceivers. One problem is that the quadrature splitting of the incoming signal is performed
at RF. The difficulty of designing analog components, such as a quadrature mixer, increases
with the frequency. Thus, it is more difficult to create perfect quadrature carriers andre-
sults in increased phase mismatch. Additionally, the incoming RF signal before quadrature
demodulation has typically very low power. Thus, about 80 % of the amplification has to
be performed at baseband in both the I- and the Q-path separately which makes gain
matching more difficult.
In this section cause and effect of these distortions are analyzed. First,we look at
the reason for gain and phase imbalances. Next, LO leakage and the resulting DC offset
are discussed. The last part of the chapter deals with the effect of flicker noise.
2.5.1.Gain and Phase Imbalances
Gain and phase imbalances in quadrature downconverters are result of analog device
imperfections. These mismatches are shown in Figure 2.3.
Gain imbalance arises in a quadrature downconverter when the I- and the Q-path do
not have the same gain. The difficulty is most of the amplification in a homodyne receiver
takes place after the incoming signal is split, that means between mixer output and ADC
(about 80 dB of gain [10]). Thus, mismatch in analog components in the I- and the Q-path
produces gain imbalance in the range of 1 to 10% depending on the architecture and the
design.
Phase imbalances arise mainly in the generation of the quadrature LO signals. For
homodyne receivers the LO frequency is equal to carrier frequency (around 900 MHz for
IS-54). The LO also must have variable frequency so that the receivercan tune to different
carrier frequencies. The design of tunable, quadrature LO references poses a significant
problem at high RF frequencies. Additional to that, high carrier frequencies require the16
use of active mixers, which are yet another source of mismatches and nonidealities. Hence,
mismatched analog devices do not allow for a perfect quadrature split thus creatinga phase
imbalance between the I- and the Q-path (LO references are not perfectly 90° apart from
each other).This phase error is typically in the range of 1 to 5° depending upon the
architecture and design.
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FIGURE 2.3: Gain and Phase Imbalances in a Homodyne Receiver
Both gain and phase imbalances result in a shift in the constellation of the downcon-
verted signal. Hence, the bit-error-rate (BER) increases. This increase in BER can not be
tolerated in a tight link-budget analysis. For that reason, the amount of mismatch has to
be limited as much as possible, e.g. by more stringent device matching requirements or by
a correction algorithm. This correction algorithm needs to be adaptive as both the gain
and the phase error are temperature and frequency dependent. In [15], it was shown that
gain and phase imbalances are strongly dependent on the frequency, which may limit the
use of higher and higher frequencies for wireless communications.
The I/Q imbalance requirements are more relaxed in a heterodyne receiver. First,
most of the amplification is performed before the quadrature separation of the signal. Thus,
gain matching is simpler. Second, the quadrature separation takes place at much lower17
frequencies where it is easier to quadrature split the LO. The lower LO frequencies in a
heterodyne receiver also allow the use of passive mixers.
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FIGURE 2.4: DC Offset in a Homodyne Receiver
2.5.2. DC Offset
The generation of DC offsets poses another critical problem in homodyne receivers.
Solutions for its removal have been proposed, e.g. in Sandalci et al.[16] or Lindquist et
al. [17]. The isolation between the LO and the RF port of the mixer, or the LO port and
the input of the LNA, is not infinite, but is in the range of 40 to 60 dB. This phenomenon
is depicted in Figure 2.4. The coupling of the LO signal into the mixer or the LNA input
and the resulting mixing with itself is called 'self-mixing'. This leakage effect is generated
by substrate and capacitive coupling. The self-mixing of the local oscillator creates an
undesired DC component at the output of the mixer. As the gain of the demodulator18
up to this point is only in the range of 30 dB this poses a serious threat to homodyne
receivers. The desired input signal at the antenna can be as low as -90 dBm. Thus, the
leakage signal can easily be larger than the desired signal.Also, it might saturate the
stages following the mixer since their dynamic range was designed for the much weaker
desired signal. In addition to the self-mixing effect, strong interferers might leak into the
LO port and self-mix thus creating another source of DC offsets.
The DC offset problem is much less severe in a heterodyne receiver because the LO
frequency is not equal to the input carrier frequency. The DC component falls out-of band
and is easily eliminated. Only strong interferers might leak into the LO port and self-mix.
In that case it is much easier to remove the DC offset because the IF signal does not extend
to zero frequency.
Up to this point only coupling into either the LO port or the RF port of the mixer was
considered. The LO also might leak to the antenna and be radiated from there, causing
interference in other receiver bands. The Federal Communications Commission (FCC)
allows only a certain maximum amount of in-band LO radiation. The same amount of
in-band LO radiation of other receivers is picked up by the antenna and self-mixed. This
causes a DC offset in addition to the one described above. For heterodyne receivers this
issue is not problematic because the spectrum of the signal after the first mixer is located
at IF. Thus, the undesired DC signal is removed by the channel-select filter.
2.5.3.Flicker Noise
Flicker or 'pink' noise has a power spectral density that is inversely proportional to
the frequency (a.k.a 1/f - noise). That means the noise power is much higher at lower
frequencies than at higher frequencies. Flicker noise is generated by the trapping of charge
in the oxide-silicon layer in MOSFETs. As the gain of LNA plus mixer is usually around
30 db the signal at the mixer output is in the order of tens of microvolts. The flicker noise
of amplifier and filter is therefore not negligible. Flicker noise also is added by the mixers
because the high LO frequencies make the use of active mixers necessary. This phenomenon19
is aggravated due to the fact the the downconverted signal is centered around DC where
the flicker noise has its highest power.
The problem of flicker noise is less severe in a heterodyne receiver: The desired input
signal at IF does not extend to DC and passive mixerscan be used.Also, the input
signal has undergone more amplification before quadrature downconversion and therefore
provides sufficient SNR.20
3.GAIN AND PHASE IMBALANCES IN A HOMODYNE
RECEIVER
In chapter 2, a general overview of a i-DQPSK system, the honaodyne receiver and
the possible distortions was given. In this chapter,we focus on the impact of the gain and
phase imbalances.
First, the model of the I/Q imbalances is discussed. In the next section,we provide
a full mathematical analysis of the i-DQPSK transmission system including imbalances
at the receiver. For the simulation, the correct usage of the terms SNR (signal-to-noise
ratio) and SINAD (signal-to-noise-and-distortion ratio) is vital.Thus, a section on the
computation of SNR and SINAD is included. In the last section, simulation results and
theoretical results are compared and discussed.
3.1.Modeling of the Gain and Phase Imbalances
Several ways of modeling and simulating the imbalances exist dependingon the
application and the correction scheme. In this section, these possibilities will be explained
and the simulation model will be presented.
Due to imbalanced mixers and non-matching amplifiers, mixers etc. the gains A and
B of the I- and the Q-path are not equal (see Figure 3.1). Thiscauses a gain ratio -y 1
and a gain imbalance 0 0 where
7
A
B
1 =- 1. (3.1)
The splitting of the local oscillator does not produce cosine and sine signals thatare
perfectly 90° apart thus causing a phase imbalance 4).
In the simulation all the gain and phase distortion of these devices is modeled in the
three parameters A, B and 4. All devices are assumed to be ideal. Oneway to define the
gain imbalance in the simulation is to use one path as a reference with gain equalto 1. In21
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FIGURE 3.1: Simulation Model for Gain and Phase Imbalances
that case the other path would have a gain equal to -y. Nevertheless, ina real circuit this
model would fail. It does not make sense to define a gain equal to 1. It is only possible to
measure gains or a gain ratio. For that reason the gain of each path is modeled separately
as shown in Figure 3.1 (A = gain in the I-path, B = gain in the Q-path). In order not
to confuse effects due to gain distortion with effects due to an overall gain inpower, it is
necessary to maintain constant signal power. With the use of complex notation, the power
of the output signal is (assuming pi = pg = 0)
Power(u) = Power(' + j Q) = II + j QI2= 12 + Q2. (3.2)
The power of each the I- and the Q-path is ideally equal to one. Thus, the condition
for the gains A and B is:
A2 + B2= 2. (3.3)
The phase error can be modeled symmetrically or asymmetrically. In the asymmetric
model the phase error is fully added to either the sine or the cosine reference. In the
symmetric model the phase error is split equally between the sine and the cosine. The
symmetric model is used because the sine and cosine signals are assumed to be generated
from the same reference, so part of the phase error will be introduced in each.(In a
typical timing recovery, the minimum mean square error solution is to divide theerror22
equally between I- and Q-path.) Figure 3.1 depicts the simulation model of the homodyne
receiver.
3.2.Mathematical Analysis
In this section a mathematical analysis of the system depicted in Figure 2.1 with the
imbalances depicted in Figure 3.1 is provided. Noise terms are initially ignored in order to
make the equations clearer, they will be added later. Also, the phase errorndue to the
lack of phase recovery is ignored because, as proven in the previous chapter, phase recovery
is not necessary with differential detection.
3.2.1.Transmitter
where
The output of the transmitter is, as stated in Eq. (2.9), the amplified version of
ST (t)= sT,I(t)sT,Q(t)
(t) cos(wct)Q' (t) sin(wct),
I'(k)= I (k) * hrcos(k)
(t)It.kT =(k) = Q(k) * hrc os(k).
I (k) and Q(k) contain the transmitted bit information as derived in Eq. (2.4).
3.2.2.Receiver
(3.4)
(3.5)
Because no channel noise is added, the transmitted signal is received undistorted
(sR(t) = sT(t)) and is mixed with the LO references. Due to the phase imbalance, the
output of the mixer is changing with respect to Eq. (2.12):23
Irec(t)= sR(t)cos(coct +
= /1(0 cos(wct) cos(wct +
)QV) sin(wct) cos(wct
4:11
F2(t)[cos(;)+ cos(2wct +1)]CIP [cos(-2)+ cos(2wct +
Qrec(t) = SR(t) sin(wct2!)
(I) = r(t) cos(wct) sin(wct Q'(t) sin(wct) sin(wct-2-)
112(t) [sin(-1))+ sin(2wct --(11)]Q2t) [sin(2-))sin(2wct -1))1(3.6)
These two signals are passed through amplifiers, anti-aliasing filters, ADCs and low-
pass filters. Along the way, they experience different gains A and B. An additional nor-
malization factor K is introduced in order to cancel the factor 2 that was produced by the
multiplication of the sinusoids. Also, the downsampling is assumed to be perfect, meaning
the signals are sampled at the correct time instant. The output of the ADC is denoted by
using 4.(k) instead of 4.,c(t), for example. The output of the filters is thus:
41.
= A - g (k) cos(-2 ) + A g Q (k) sin(-2 )
Zec(k) = -B gi(k)sin(-2-)B g Q (k)cos(;). (3.7)
g (k) and g Q (k) are expressions for the ideal signals I (k) and Q(k), the gains introduced
by the root-raised cosine filters and the normalization factor K.
(k)
g (k)= KI
-- * hr cos (k) * hr,,s(k)
gQ(k) = KQ
(2 k)
(k)hr cos (k). (3.8)
The gains of the filters are assumed to have Hrcos (0) = 1 and the normalization factor is
K = 2. Hence,
91(k) = I (k) = cos(e k)
gQ(k) = Q(k)= sin(e k), (3.9)24
and
4,c(k)=A I (k)cos(2)+A Q(k)sin(2)
ec(k) = B I (k)sin(--2-4))B Q(k)cos(-1-). (3.10)
For the differential decoding, the signals at the output of the filters have to becross-
multiplied according to Eq. (2.16):
out(k)=4ec(k)4(k1) +Zec(k)Q17.(k 1)
[AI(k)cos(;)+AQ(k)sin(-1)][A/(k 1)cos(;)+AQ(k 1)sin(;)]
{13I(k)sin(1)-)+B Q (k)cos(;)1{BI (k 1)sin(;)+BQ(k 1)cos(;)]
C 2out(k)=Clrec(k)4,c(k 1)4.ec(k)Qirec(k 1)
[BI (k)sin(;)+BQ(k)cos(-1))1[AI(k 1)cos(;)+AQ(k 1)sin(;)]
+[AI(k)cos(;)+AQ(k)sin(-1)1[BI (k 1)sin(;)+BQ (k 1)cos(;)]
(3.11)
Recall Eq. (2.17) for the ideal case. If4.(k) = I (k)andZec(k) = Q(k),and if there is
no gain imbalance, so A = B = 1, and no phase imbalance, so Is = 0, the filter output is
Iout(k) = I (k)I (k1) + Q(k)Q(k1) = cos(AW k)
C2out(k) = - (Q(k)I(k 1) I (k)Q (k1)) sin(A.Wk).
In the case of gain and phase distortions, Imak)andQ out(k)have the following expressions:
/out(k) =[A2 cos(;)+ B2sin(;)]I(k)I (k 1)
[A2 sin(;)+B2 cos(;)]Q (k)Q (k 1)
+(A2 + B2)sin(4))[Q(k)I(k 1) + I (k)Q (k 1)]
Cout(k) = ABcos(4))[Q(k)I(k 1)I(k)Q(k 1)]
ABcos(4)) (3.12)25
Equation Eq. (3.12) is the general case of Eq. (2.17). When A, B and 4)are set 1, 1 and 0,
which is the ideal case, Eq. (3.12) transforms to Eq. (2.17).
3.3.Computation of SNR and SINAD
In the following sections the simulated system will be analyzed for differentamounts
of distortion and different amounts of AWGN. In order to not confuse noiseinfluence
with the influence of distortions and to have measurements thatare consistent, it is very
important to compute the SNR (signal-to-noise ratio) correctly. In this sectiona consistent
method to compute SNR or SINAD (signal-to-noise-and-distortion ratio) is derived.
x(k) unknown
System
r(k) = ax(k) + n(k)
FIGURE 3.2: Model for SINAD computation
Let us assume to have the unknown system shown in Figure 3.2 witha known input
sequence x(k) (E[x(k)] = 0). This system introduces an unknown amount of gain a and
an unknown amount of noise/distortion n(k) such that the output of the system is
r(k) = a x(k) + n(k),
E[r(k)] = 0. (3.13)
If the mean-square error of (r(k)ax(k)) is minimized with respect to a, it is possible
to estimate the gain a of the system.
min ERr(k)ax(k))2] min E[r2 (k)2ar(k)x(k) = a2 x2 (k)]
a a
= 2 min (a2au + ez2a21 rx , 1 a (3.14)where .2
x
.2
r
arx
= E[x2 (k)]
= gr2 (k)]
= E[r(k)x(k)].
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(3.15)
Minimizing with respect to a means taking the derivative with respect to a and setting the
result equal to zero. Thus, the estimated gain of the system is found.
2arz + Tau! = 0
arx tea=,2
x
The definitions for SNR and SINAD are
SNR =
SINAD =
(3.16)
signal powerS
noise powerN
signal power
(3.17) noise power + distortion powerN + D
Since that the power of a signal with zero mean equals its variance, and the term
n(k) in Figure 3.2 denotes combined noise and distortion, the output SINAD is given by
SINAD =
a2crx2
0.2 (3.18)
Since the actual gain a of the system is not known, we use the estimated gain a.
Also, the unknown noise power crn2 is estimated by taking the expected value of the square
of the output signal r(k) minus the amplified input signal ax(k).
SINAD =
a2a2
E[(r(k)ax(k))2}
a2
QT2eterrx + a2 (4.
(3.19)
Eq. (3.19) expresses the generalized SINAD for all systems. In the absence of system-
generated distortions, Eq. (3.19) is equal to the SNR of the transmission system. With
system-generated distortions, Eq. (3.19) is equal to the SINAD of the system.
In the case of quadrature modulation and demodulation, the gain, noise and distortion of
both the I- and the Q-path are taken into account by using complex notation for the input27
and the output signal. The input signal x(k) and the output signal r(k)are thus:
x(k) = Iin + 'Qin
r(k) = 'out + j Qout. (3.20)
The gain a of the system becomes
a E[x(k)r* (k)]
a E[x(k)x* (k)]
a linQ out +CrQinloutCrQinQout
Alin + crQin
(3.21)
The signals on the I- and the Q-path are assumed to be uncorrelated with each other.
Hence, the cross-correlation terms criinc?, and crgin-Tout are equal to zero, i.e.
criinQout= 0
aQinlout= o
crIinlout + Cr QinQout
2
(71.in Qin
(3.22)
The SINAD for a quadrature system can be derived in a similarmanner. Starting from
Eq. (3.19), the SINAD for complex signals is found as follows:
SINAD =
egaz2
E[(r(k)ax (k))2]
o.rx
E[((IoutbIin) +(goutbQin))2]
olinh,ut + aQ in_ 0out SINAD =0.2
+
0.2 ioutbrin Qout bQin
(3.23)where 2
a/in
2
lout
"2
2
CQout
crlinIout
CrQinQout
2
IoutbIin
2
°-QoutbQin
E[I ,(k)]
E[ILt(k)]
E[QL(k)]
E[Oiut(k)]
E[Iin(k)Iout(k)]
E[Qm(k)C2out(k)]
= ERIout(k)biin(k))2]
= ENcput(k)bQin(k))2].
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3.4.Impact of the I/Q Distortions on the Performance of a iDQPSK
7-Iomodyne Receiver
The transmission system and especially the homodyne receiver described in chapter
2 were simulated with and without distortions.In this section, simulation results and
analyses are presented.The equations derived in section 3.2 are used to confirm the
simulation results.
3.4.1.Constellation Diagram
As mentioned before, the signals on the I- and the Q-path form complex signals
u = I + j Q. The plot of the detected symbols in the complex symbol-space is called the
constellation diagram. When gain and phase distortions are added, the deviation of the
constellation from the ideal case can be observed. This gives insight in the effect of the
distortions. The constellation points for a system with gain and phase imbalances result
from simulation and form analytical calculations using Eq. (3.10) through Eq. (3.12), thus
validating the results.29
Figure 3.3 shows the perfect, i.e. no AWGN and no gain and phase mismatch, eight-
point constellation before differential detection. Note that even in the absence of noise
a cluster of constellation points does not appear as a single point. The reason is that
the simulated root-raised cosine filters are not perfectly ideal.Ideal filters would have
an infinite impulse response which is impossible to simulate.Values for I and Q are,
according to Eq. (2.4), [0, ±4, ±1]. For Figures 3.4, 3.5 and 3.6 distortionswere added
at the receiver, as indicated by the figure titles. The values of the distortions (20° phase
imbalance and 20% gain imbalance (A = 1.092, B= 0.91)) are large, so that the effects
are easily visible.
A phase imbalance transforms the constellation from a circle intoan ellipse and ro-
tates it, as shown in Figure 3.4. A gain imbalance attenuates and amplifies the I-component
and Q-components (Figure 3.5), resulting in an elliptical shape. Analytically, Eq. (3.10)
with only a gain imbalance (A = 1.092, B = 0.91) and no phase imbalance (4:1)= 0) results
in
I,ec(k) = A I(k) = 1.092 cos(ek)
Q'rec(k) = B Q (k) = 0.91 sin(ek), (3.24)
where ek can take the values 0, 1i, 27 , and
From the gains on the sinusoids, it is clear that there is an amplification of the
absolute value on the I -path and an attenuation of the absolute valueon the Q-path,
illustrated in Figure 3.5.
Similarly, the constellation points for all of Figures 3.3 to 3.6 can be verified mathe-
matically.
The constellation diagrams after differential detection showan interesting effect re-
sulting from the gain and phase imbalances. Figure 3.7 shows the idealcase. Each of
the constellation points sits at ±4 (cos(9k) or sin(ek), respectively). If gainor phase
distortions appear in the receiver, the points in the I-path split in two. If gain and phase
distortions are present at the same time, the I-path constellation pointseven split into four.
In both cases, the 'ideal point' is the mirror axis between the points. The constellation1.5
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points in the Q-path only get attenuated. This phenomenon can be seen in Figures 3.8
to 3.10. Now the negative impact of the imbalances on the bit-error rate (BER) can easily
be understood. The imbalances cause the constellation points on the I- and the Q-path
(but especially on the I-path) to move closer and closer to the decision threshold. With
AWGN present, more points will cross the decision boundary, resulting inan increased
BER.
From Eq. (3.12), this splitting of the constellation point has been derived.For
= 20°, A = 1.092, B = 0.91 the expressions become:
./out(k)= 1.318 I(k)I(k1) + 1.022 Q(k)Q(k1)
+ 0.684 I (k)Q (k1) + 0.684 Q(k)I(k1)
C out(k) = 0.934 [Q(k)I(k1)I (k)Q (k1)], (3.25)
where I (k), Q(k), I(k1) and Q(k1) can take the values 0, ±1 and ±4.
For different combinations of I(k), Q(k), I(k1) and Q(k1), each single point of
Figure 3.10 can be found. For example, the combination I (k) = 4, Q(k)=4, I (k 1)=
0 and Q(k1) = 1 ideally yields the point in the upper right-hand quadrant when detected
Eq. (2.17). With these values,
/out (k)
Qout(k)
Eq. (3.25) becomes
/2- .4
1.318 1.022 1
1 = 1.22
0.66. (3.26)
= 0
25
0.684
+7
Nri
0.684 +F0
4
+7
Y.1) = 0.934 (--F0 =
In Figure 3.10, this is the point at the extreme right in the upper right-hand quad-
rant. From the simulations it has been confirmed that it can be safely assumed that the
probabilities for the symbol points to land in one of the four constellation points inone
quadrant are all equal.33
3.4.2.Bit-Error Rate
As mentioned in the previous section, the imbalances have a negative effect on the
bit-error rate (BER). As constellation points move closer to the decision threshold, the
probability of a bit error is increased for any given noise level.
The BER is the most important measure to determine the performance of a receiver.
Most standards specify a minimum BER. For example, the Digital European Cordless
Telecommunication standard (DECT) requires a BER better than 10-3. If the BER is
worse than that, the transmitted information can not be reliably recovered. The following
plots show the simulated BER for different amounts of distortion. Each plot contains the
ideal curve for BER vs. SNR for reference. The SNR in the plots is expressed as SNR per
bit, a.k.a. energy per bit as opposed to energy per symbol.
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FIGURE 3.13: BER vs. SNR for (5°, 5%), (10°, 10%) and (20°, 20%)combined Imbalances35
The system SNR is equal to Tt, which is also equal to '.LR-. In Figure 3.11, only
phase imbalances (10° and 20°) were simulated. In Figure 3.12, the influence of onlygain
imbalance (10% and 20%) can be seen. Finally, in Figure 3.13, both gain and phase imbal-
ance are present. In all three graphs, the lowest of the curves represents the ideal case (no
distortions). This BER performance under only AWGN conditions ofour simulation model
for a i-DQPSK receiver matches perfectly the predicted BER performance for differentially
detected i-DQPSK in [18] or [19].
From the graphs, we find that a gain imbalance of 20% anda phase imbalance of 10°
create about an equivalent degradation in BER. Let us assume there wasa specification
saying, e.g., that a maximum BER of 10-3 at a SNR of 9.5 db is required. Neglecting all
other distortions, it can be determined from the graphs that this results ina maximum
phase imbalance of about 10° or a maximum gain imbalance of about 20% in thecase
that only one of those imbalances is present. If both imbalances are present, the maximum
amounts are about 9° for the phase and 10% for the gain. Again, the values ofour example
are large in order to illustrate the phenomenon.
3.4.3.SNR Degradation
Receiver performance also is expressed in terms of minimum allowable signal-to-
noise-and-distortion-ratio (SINAD). In other words, given a specified amount of distortion,
how much more SNR is necessary at the antenna in order to ensure the performance of the
system. This analysis is known as a link-budget analysis.
At each stage in the Rx, the SNR present at the input is decreased bya the amount
of the noise figure (NF), defined as NF= gilt. At the input of the detector, a minimum
amount of SNR has to be present. Given the NF and the gains of the various stages of
the Rx, the minimum SNR at the antenna can be calculated. The difference between the
minimum SNR at the antenna and the minimum SNR at the detector is called the 'budget'.36
Receiver system distortions like the I/Q imbalances decrease the SINAD of the sys-
tem. Thus, the minimum SNR at the antenna has to be higher by this amount, so that
the minimum allowable SNR (or SINAD) at the detector is still achieved.
From Figure 3.14, the performance degradation due to phase imbalance and the
resulting 'budget' can be calculated.For example, if there is a SNR of 10 dB at the
antenna, a phase imbalance of about 11° requires one extra dB of SNR at the antenna in
order for the system to behave like an undistorted system. From Figure 3.15, it is found
that a gain imbalance of 22% has the same effect.
Figure 3.16 depicts the simulation result when both kinds of imbalances are present.
Analysis shows that the loss in SINAD due to gain or phase distortion are roughly additive
for SNRs lower than 10 dB. The error in summing is less than 10%. This approximation
can provide a rough estimate if numbers for the combined influence are not available. For
example, at a SNR of 10 dB with a 10° phase imbalance, the loss is 0.7 dB (see Figure 3.14).
The loss due to a gain imbalance of 20% at 10 dB is also 0.7 dB (see Figure 3.15). Thus, the
estimate of the combined influence is a loss of 0.7 dB + 0.7 dB = 1.4 dB. The simulation
of the combined imbalances shows a loss of 1.3 dB (see Figure 3.16) for 10 dB with 10°
phase imbalance and 20 % gain imbalance. The estimate yields an error of about 7.7 %.37
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4.ESTIMATION AND CORRECTION OF THE I/Q IMBALANCES
In this thesis we examine a homodyne receiver foruse in 4-DQPSK. In chapter 3,
gain and phase imbalances were shown to severely affect the performance of the I-DQPSK
homodyne receiver. We demonstrated the deterioration of the constellation, the BERand
the SINAD via simulations. Hence, the need fora low-cost, low-complexity algorithm to
correct for these I/Q distortions is clear. If a correction algorithmcan compensate for the
gain and phase imbalances in a simple manner, the matching requirements of theanalog
components will be lowered, significantly reducing cost.
In this chapter, we present a simplified correction algorithm. Theprocess involves
two stages: first the estimation of the imbalances and second the correction of the distorted
signals. The estimation circuit will be shown to require onlya few extra analog components
and the correction algorithm can be implementedon a digital signal processor.
This chapter proceeds as follows:First, we present an overview of previousap-
proaches. Second, the required estimation circuit is described. Third,we derive the correc-
tion algorithm and discuss the implementation of the estimation and correction algorithm
in an IS-54 environment. In the last section, simulation results demonstrating performance
of the new estimation and correction algorithm are presented.
4.1.Previous work on the correction of I/Q imbalances
Published methods to correct for the gain and phase imbalances fall in threecate-
gories: papers on the correction of I/Q imbalances at the receiver ([20]- [25]), papers on
the correction of I/Q imbalances at the transmitter (predistortion) ([26]- [31]) and patents
filed on the correction of I/Q imbalances at the receiver([32]- [37]). The difference in these
approaches is in the estimation of the imbalances. The compensation of the imbalancesis
straightforward once the estimates are extracted. In this discussion, 'estimation' refersto40
the determination of the parameters needed for the 'correction' of the imbalances. Some
of the correction methods include the correction of the DC offset.
The basis for the error modeling of distortions in a quadrature demodulator ispro-
vided by two papers. In the paper of Sinsky and Wang [20]an analysis of the effect of
gain and phase imbalances in a quadrature detector is presented. This analysis isspe-
cial because it is the first of its kind for quadrature detectors and because ituses a new
way of modeling the imbalances. Roome [21] advances the analysis of errors occurring in
quadrature detectors by introducing the complex envelope notation.
Cavers and Liao [22] developed methods for the estimation of imbalances in both the
receiver (Rx) and the transmitter (Tx). At the receiver an adaptive compensator similar to
an adaptive equalizer is employed. The authors compute the difference between the ideal
and the actual detected sequence by using training sequences. By minimizing theerror with
an LMS algorithm, the coefficients of the compensator are adapted. At the transmitter,
an envelope detector after the power amplifier is necessary. The predistorter coefficients
are adapted by measuring the output of the envelope detector. Four test signals with four
different phases are employed. Ideally, the outputs of the envelope detectorare equal for
each of the four inputs. The error signal for the adaptation of the predistorter coefficients
is formed by subtracting the (non-equal) test signal outputs from each other. The method
of Harris [23] relies upon the statistics of the I- and the Q-path signals. The gain and phase
imbalance parameters are computed using the sample auto andcross correlations between
the I/Q signals. These correlations control two gradient descent balancing loops which
yield the estimates for the gain and the phase error. Gerlach [24] explores the effect of gain
and phase imbalances between the main and the auxiliary channel ofan adaptive canceler.
These mismatches cause a reduction in achievable cancellation ratio.Gerlach proposes
transversal filters with individual I/Q adaptive filter weightingas a method to improve the
canceler performance. The filter weights are adapted via the auto and thecross correlations
of the signals of the main and the auxiliary channel. In [25], Gerlachproposes adaptive
matched filtering of the I/Q signals that are embedded in external noise. He derivesan
expression for the filter coefficients that requires an estimate of the noise covariance matrix41
and the desired signal vector as input. The method is invariant to changes of the initial
phase of the complex input signal.
Faulkner et. al. [26], [27] proposed and tested a method to correct for I/Q imbalances
in a quadrature modulator using predistortion. In this method a diode detectormeasures
the RF power corresponding to a set of test vectors. With these measurements, estimates
for the I-offset, the Q-offset, the gain and the phase imbalance in the quadrature modulator
are found and fed into a predistortion circuit. In a series of publications, Cavers et.al.
explore the effect of gain and phase imbalances on predistortion and amplifier lineariza-
tion circuits ([28], [29]) and develop an adaptive correction method ([15], [22]). Here,an
envelope detector measures the adjacent channel power. Cavers et al. showed in [22] that
the adjacent channel power is a quadratic function of the power amplifier nonlinearity, the
DC offset and the gain and phase imbalances. Thus, they developeda surface-fit adapta-
tion algorithm for the predistortion circuit. In [30], Cavers presented twonew adaptation
methods that are claimed to be faster and more robust than the previous ones. With the
predistortion method of Jones and Gardiner [31] only the phase error of constant envelope
modulation schemes such as in GSM is corrected. The output of the transmitter is envelope
detected, digitized and processed so as to adjust the phases of the I- and the Q-signal.
A number of patents have been filed that deal with correction methods for gain
and phase imbalances. Reich's method [32] is applicable only for wideband FM systems,a
constant envelope modulation scheme. The undistorted quadrature signals form a "circular
locus",while the distorted signals form an "elliptical locus".The parameters for the
correction of the I-offset, the Q-offset, the phase error and the gain error can be computed
by determining the minimum and maximum values of the I- and the Q-signal,.Both
estimation and correction are performed in the digital domain. Loper filed three patents
in which the same method is adapted to different modulation schemes ([33]- [35]). In his
estimation algorithm, the I- and the Q-signal are added, subtracted and multiplied with
each other several times in order to form an error signal from which the gain and phase
error parameters can be extracted. The several additions and multiplications required to
create the error signal result in a higher computational complexity than in our approach.42
Kongelbeck [36] invented a gain and phase error compensator for the local oscillator (LO)
references of radar applications. The gain error is detected by measuring the amplitudes
of the sine and the cosine reference and feeding the result into a variable gain amplifier
located in the signal path of the cosine reference. For detecting the phaseerror, the two
LO signals are multiplied and lowpass filtered in order to extractan error signal that is
proportional to the phase error and that is fed into a variable phase shifter circuit located
in the signal path of the sine reference. Beard's method [37] is applicable only for constant
envelope modulation schemes and it estimates only the phase error between the quadrature
signals. The phase error detection network samples the I- and the Q-signal andprocesses
(adding, peak detection) them so as to generate an output signal that is proportional to
the phase error. This error signal is fed back into the LO in order to adjust the phase
between the LO quadrature signals.
4.2.Estimation of the Imbalances
In this section, our estimation algorithm for the gain and phase imbalances isex-
plained. The estimation procedure uses idle times of the mobile unit to feed pilot tones into
the quadrature mixer. The demodulated output of the estimation circuitare DC signals in
noise that are proportional to the gains in the I- and the Q-path or the phase imbalance,
depending upon what is fed back. The advantage of this method over prior approaches is
its very easy implementation, its low complexity and the fact that the estimation does not
depend on any statistics of the signals. In our estimation, DC signalsare generated that
are proportional to the imbalances.
The estimation of the gain imbalance has to be performed before that of the phase
imbalance because its information is needed in the determination of the phaseerror. There-
fore, we first present the estimation of the gain imbalance followed by the estimation of
the phase imbalance.43
4.2.1.Estimation of the Gain Imbalance
In section 3.1 it was explained that gain imbalance occurs when the gain of the I-path
is not equal to the gain of the Q-path. Thus, to compensate for this gain imbalance we
first must estimate the absolute gains A and B of the I-path and the Q-path, respectively.
These gains will be estimated using our estimation procedure.
The idea of the estimation algorithm, as shown in Figure 4.1, is the following. During
idle times of the mobile unit (both the transmitter and the receiver part are idle) the signal
path coming from the antenna is switched off and the LO references cos(wct + ;) and
sin(wct;) are fed into the RF ports of the mixers. The fact, that these 'pilot signals'are
distorted by the phase imbalance does not matter for the estimation of the gains of the l-
and the Q-path.
For the estimation of the gain A of the I-path, the regular input signal path is
switched off and cos(wct + ;) is fed into the mixer of the I-path. Thus, the signal at the
input of the anti-aliasing filter is (for the denotation of the signals refer to Figure 2.1):
Irec(t) =A cos2(wct +1))
A
[1 + cos(2wct + = (4.1)
This signal is lowpass filtered, AD converted and matched filtered as explained in chapter
2. The output of the digital filter is hence (assuming that the filter has a gain H(0) = 1
and the normalization factor K = 2):
4.e,(k) = A + nth(k) + rtg(k). (4.2)
This signal is a DC signal in noise. The DC value is the gain of the I-path. The noise
components are the device noise, nth (k), of this closed-loop system and the quantization
noise, nq(k), added by the ADC. The noise component nth (k) is generated by thermal device
noise, flicker noise etc. The ADC of a homodyne receiver typically uses 10 bits. Assuming
an 10-bit ADC, the SQNR (signal-to-quantization-noise ratio) due to quantization noisesR(t)
LPF
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FIGURE 4.1: Estimation of the Gain Imbalance
for a sinusoidal input signal equates to
SQNR = 6.02 N dB + 1.76 dB = 62 dB.
1_4
average
st Time- 13
(4.3)
Similarly, for the estimation of the gain B of the Q-path, the input signal path is
switched off andsin(wct2) is fed into the mixer of the Q-path. The input of the anti-
aliasing filter and the output of the digital matched filter, respectively, are with thesame
assumptions as above:
Qrec(t) = Bsin2(wet
B
[1cos(2wct(I))]
C2:,(k) = B + nth(k) + rig(k)
(4.4)
(4.5)
Figure 4.2 shows the time-domain plot of 4.(k) and Qr'ec(k) in the continuous
domain when A =1.092, B = 0.91(= gain imbalance =20%)and (I) =20°.(Note that
these signals are in fact quantized.) We see that after some transition time due to the filter
response the signals/7.'ec(k)and Qriec(k)oscillate around the desired DC gain values. The
maximum likelihood solution to estimate A and B is to average /Le(k) and Qr'ec(k).In the45
section 4.2.3 we will discuss the problem of averaging in the digital domain and will derive
the method of extracting the estimates of the I- and Q-path gains Aest and Best.
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FIGURE 4.2: Time domain plot of 4ec(k) and Zec(k)
4.2.2.Estimation of the Phase Imbalance
The estimation of the phase error is very similar to that of the gains. Figure 4.3
depicts the circuit. Again, the signal path from the antenna is switched off. This time the
cosine reference signal is fed into the mixer on the Q-path. Thus, the output of the mixer
is
Qrec(t) = B sin(wct1))cos(wct +1))
B[sin((1)) + sin(lect)]. (4.6)
After AD conversion and matched filtering, the signal at the output of the digital filter is
again a DC signal in noise:
Q'rec(k) B sin(41) + nth(k) + nq(k) (4.7)46
Time-averaging of 0freC(k) produces the value (B - sin (4'))est, which, when divided
by the previously estimated parameter Bt, yields the estimate of the sine of the phase
error sin(t)est
SR(t) cOS(Wct + 04)/2)
LPF
Time-
average
sin(c)ct - 012)
Time-sin (13 est= (1)est
average
Best
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FIGURE 4.3: Estimation of the Phase Imbalance
4.2.3.Parameter estimation
In the previous two sections, we have shown how to generate signals that contain the
desired gain and phase information. In this section a method is discussed to extract the
DC values from the noisy data.
We know, e.g., from Eq. (4.2), that the quantized signal 4.ec(k) = A + nth(k)+
nq(k) is composed of a DC component, a noise component due to device noise and a
noise component due to quantization noise. Thus, an estimation procedure is desired that
extracts A from I,.' ec(k). The two noise components are discussed separately in order to
understand their cause, their effect and their compensation.
The noise component nth(k) is composed of thermal noise, generated by resistors and
the channel resistance of MOSFET devices, shot noise, flicker noise (see section 2.5.3) and47
phase noise in the local oscillators. It is Gaussian distributed. The power of this device
noise is time and frequency dependent and difficult to determine. Its power is less than
the power of the quantization noise.
The quantization noise is due to the finite number of digital representation levels in
an ADC. Eq. (4.3) depicts the expression for the SQNR. If there was no additional thermal
noise at the input to the ADC, the maximum quantization error would be half of the step
size of the ADC:
Qmax =
2
(4.8)
With the thermal noise present, this error might be larger. An analog sample, that has its
nominal value very close to the decision boundary at 4, might cross this boundary because
of the added random thermal noise. Thus, the quantization error is larger than the ideal
Qmax
In order to compensate for this phenomenon and in order to increase the resolution of
the ADC (which will be shown to be necessary to achieve acceptable estimates), a method
called dithering is employed. Here, an artificially generated uniformly distributed noise
signal is added to the analog signal after it is sampled and before it is A/D converted
(see Figure 4.4 a). This pseudo-random noise can be the filtered output of a single-bit
maximum-length shift register or the D/A converted output of a multi-bit maximum-
length shift register. The mean of this pseudo-random noise is zero. It can be uniformly
distributed between ±4 or between ±* (n = 2,3,...), depending on the desired amount
of accuracy and robustness. In any case, the power of this pseudo-random noise signal will
be in the range of the power of the quantization noise and will thus dominate the power
of the thermal noise. The analog sample with the added dither signal will be quantized
N, times. These quantization values will be summed up in the digital domain and will be
divided by N,, thus producing a more accurate digital value for the analog sample.
Let us quantify the increase in resolution using an example. An analog sample with
the nominal value V is to be quantized as depicted in Figure 4.4. The Lk denote the
quantization levels and the Dk denote the decision boundaries. A dither signal, uniformlya) V
b)
Sample
and
Hold
Lk-1 Dk
amier
signal
V
I
Lk
ADC
Vquant
No-
Quantization
Levels .1, . m-
L k+1
FIGURE 4.4: Example for Dithering
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distributed between ±4, is added to the analog signal V. In Figure 4.4 b), the probability
distribution function of the dither signal is shown as dashed box.
If there were no thermal noise and no dither signal, the correct quantization level
would be Vquant = Lk and the quantization error in that case would be Q= 0.25 4.
Now, let us assume that the signal V with the added dither signal is quantized Ns= 8
times. According to Figure 4.4 b), the level Lk will be hit about 90 % of the time (7 times)
and the level Lk+1 will be hit about 10 % of the time (once). Thus, the new quantized
value is
Vquant,new
7 Lk ± Lk-1-17 Lk ± (Lk + 2 4)
8 8
1 A 1 A
= Lk + 4 2 = Vquant + 4 2- (4.9)
As a result of the dithering, the new digital value of the analog signal V hasa higher
accuracy by Let us express that in terms of bits. Before the dithering operation, the
distance between Lk and Lk+1 wasthe step size A = z, where DR is the dynamic range
of the input signal and L the number of bits used in the ADC:
Lk +1 = Lk + A. (4.10)After dithering, the new step size is
and,
as we saw in Eq. 4.9.
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1A
new (4.11)
Lk1A
Lk-f-Lnew = Lk + Anew= -Lak4 2
Thus, the additional number of quantization bits can be found:
ADR DR
knew82L 82L 23
(4.12)
(4.13)
Hence, adding a dither signal and averaging N, = 8 quantized samples, increases the
resolution by log2 8 = 3 bits. This result can be generalized. Ideally, when using dithering
and averaging N, samples, the resolution increases by (log2 Ns) bits. According to [38],
"this approach needs time and software, but little or no additional hardware".
Now, the amount of quantization noise without dithering and, dependingon that,
the amount of dithering has to be determined. As mentioned above,a typical ADC in a
wireless receiver uses 10 bits. The quantization noise is defined as theerror between the
analog signal value and the digital representation. The maximumerror is thus one half of
the step size A. The step size A is determined by the number of quantization steps and the
dynamic range of the i-DQPSK signal. Thus, we have to determine the dynamicrange of
the regular i-DQPSK signal and the dynamic range of the signals in Eq. (4.2), Eq. (4.5)
and Eq. (4.7).
When feeding back the local oscillator signals into the input of the mixers, those
signals have to be attenuated because the signal power at the RF port of the mixer is
different from the power at the LO port of the mixer ([39], [40]). The attenuation factor
has to be chosen such that the power of the feedback signal is equal to thepower of the
341-DQPSK signal. In order to find this attenuation factor we use the following model. We
look only at the I-path because the derivations for the I- and the Q-pathare equal.
In the estimation circuit, the cosine signal is attenuated by a factor D and fed back
into the mixer as in Figure 4.5a. The regular, analog 4 -DQPSK signal at the output ofa)
b)
c) CHANNEL
cos(oc t) cos(coc t)
AAF
A D
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FIGURE 4.5: Model to determine the feedback attenuation factor D
the transmitter lowpass filter ',cos is modulated and demodulated as in Figure 4.5b. Thus,
the feeding back of the attenuated cosine signal can be modeled as the transmission of a
DC signal D as shown in Figure 4.5c. Hence, we find the condition for the power of the
DC signal D: its power has to be equal to the power of the regular i-DQPSK signal at the
output of the lowpass filter at the transmitter. In the simulation, the power of /, is
P(Iros) = 0.125. (4.14)
Thus, the attenuation factor D is equal to D = P(Ircos)= 0.354.
The dynamic range of the 1-DQPSK signal is found to be DR(4cos)= ±0.664 A, where
A is the gain of the I-path. The dynamic range of the feedback signal has its maximum
at max(DR(D A)) = 0.354 A. The ratio of the maxima of the two dynamic ranges
ma/DR(irc..)))is less than 2.That means that the output of the estimation/feedback max DR(D-A)
circuit is also quantized with the maximum number of 9 bits.(In a 10-bit ADC, 9 bits
represent the digital value of the analog signal and one bit is used to denote the sign of the
signal.)Thus, the maximum quantization error e can be found:
0.664.A
e ==
2= 6.510-4,
2
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(4.15)
for A = 1, the ideal gain value.
These values yield a maximum relative error in the estimation of the gain A= 1.092 of
emax =A AA(Ae)
0.06%.
A A A
(4.16)
This estimate is sufficiently accurate without dithering. It has to be noted, though,
that the thermal noise nth(k) has been neglected. Thus, a dither signal of 6 to 8 samples
length should be used to be sure of a tight estimate for the gains.
For the estimation of the phase error, the accuracy of a 10-bit ADC is not sufficient.
The dynamic range of the 7-14-DQPSK signal is the same (besides that it has to be computed
on the Q-path): DR(0 = ±0.664 B. The dynamic range of the feedback signal is , ..TCOS,
smaller. It has its maximum at: max(DR(D B sin(4)))= 0.354 B sin(). Thus the
ratio of the maxima of the two dynamic ranges for a phase error of 1° is
max(DR(Qrcos)) 0.664 B 1
(4.17) max(DR(D B sin(4))))0.354 B sinR)
= 1.876sink
= 107.5.
This value is between 64 and 128, thus we loose 6 bits of resolution and the phase estimate
is quantized with only 3 bits of accuracy. In order to extract a phase error of 1° with
a maximum relative error emax of 0.5%, the maximum quantization error has to be e =
sin() emax = 8.7 10-5 (Eq. (4.16)). From Eq. (4.15), we see that thus the signal has
to be quantized with 12 bits of accuracy. Hence, the resolution of the ADC has to be
increased by 9 bits. This increase in resolution can be achieved by adding and averaging
N, = 29 = 512 dither samples.
4.2.4.Implementation of the Estimation Algorithm
In the previous three sections a method to estimate the gains on the I- and the Q-path
and the phase error has been presented. This section discusses briefly the implementation
of this estimation algorithm.52
The feedback mechanism for the reference signals does not need much additional
circuitry. One switch has to be added in order to switch off the incoming signal. Three
switches plus traces connect the reference signals to the input of the mixers (cosine to both
I-path and Q-path mixer, sine to Q-path mixer). A circuit for the control of the switches
has to be added.
The advantage of generating the correction parameters in the way explained above
is that exactly the same devices are used that introduce the imbalances. Hence, the pa-
rameters can be estimated perfectly.
The averaging due to the dithering is performed in the digital domain. An accumu-
lator of a digital signal processor (that will be present in the digital part of the receiver
anyway) adds a distinct number of quantized data samples. The output of the accumulator
is multiplied with the fixed constant 4.7. This yields close estimates of the gains of the two
paths and the phase imbalances.
Thus, the estimation method is low-complexity and easy to implement.
4.3.Correction of the Imbalances
The estimation method of section 5.1 provides us with the estimates At, Best and
sin(4))t. Next, the correction algorithm for the distorted signal will be derived.
The correction is most easily performed before the differential detection (compare
Eq. (3.12) with Eq. (3.7)). The distorted signals are Eq. (3.7)
4
rdistorted(k)= /;(k) = A A.(k)cos(2)+ A Q'(k) sin(--)
qdistorted(k) = Qirec(k) = B (k) sin(--)B Q'(k) cos(--)
The desired undistorted signals are
ec(k) = r (k) = cos(e k)
Qree(k) = (k) =sin(e k)
(4.18)
(4.19)-00LPF
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sin ((best/ 2)
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FIGURE 4.6: Correction of Gain and Phase Imbalance
(
Eq. (4.18) can also be expressed using matrix notation.
(distorted (k) A cos(2) A sin(;) 1k
C2distorted(k) B sin(;)B cos( ;)
The inversion of the matrix gives the equations for the correction of the signals.
(4 A cos(1)-) A sin(I)
=
Clik B sin(1)B cos( ; )
Ik 1 (13COS(; )
AB cos(D)Bsin(I)
(distorted (k)
(Qdistorted(k))
A sin( -I ) Idistorted(k)
A cosGt.z Q1distorted(k)
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(4.20)
(4.21)
(4.22)
Eq. (4.22) includes the complete information for the correction algorithm.It is
depicted in Figure 4.6.As mentioned above, the correction could be implementedon
a digital signal processor. Sine and cosine computations often pose a problem in signal54
processors. Thus, the implementation of look-up tables could be preferable. Also, for small
4) the approximations sin(4))4) and cos(40) 1 4-i2-are valid.
4.4.Estimation and Correction in an IS-54 Receiver
In the previous sections the estimation and the correction algorithmwere derived.
The estimation is performed by feeding the attenuated LO references in the RF port of the
mixers. The signals at the mixer output are amplified, A/D converted and filtered such
that the output of the lowpass filter is a noisy DC signal. This DC signal is the gainor
the phase imbalance times the attenuation factor D of the reinjected LO reference.
A digital signal processor performs averaging, extraction of the estimates andcor-
rection of the distorted signals.
...
One Frame One Frame
1 2 3 4 5 6 1 2 34 5 6
Tx Rx Estimation Tx
with (648 bits)
Correction
Rx Estimation
with (648 bits)
Correction
FIGURE 4.7: TDMA frame structure of IS-54
...
The estimation is performed during idle times of the mobile unit (both Rx and Tx of
the mobile unit have to be idle) because the input from the antenna has to be switched of
(e.g. refer to Figure 4.1). TDMA systems such as IS-54 are suitable for this requirement.
The TDMA frame structure in IS-54 is the following (Figure 4.7). Each frame is 1944 bits
(40ms) long and consists of 6 time slots that support three full-rate traffic channels. Thus,
a receiver is 3 of the time or 648 bit durations idle. The extraction of the gain values will
be performed parallelly and needs about 10 bits for the averaging. The extraction of the
phase error needs up to 512 bits, depending on the desired accuracy of the estimate.55
This can easily be achieved during the idle time of an IS-54 mobile phone. During
periods where the imbalances are likely to change with time (e.g. after turning on),more
than one estimate of each parameter could be averaged or adapted.
The estimates produced during the idle time are stored and used for the correction
during the next reception period.
4.5.Simulation Results
In chapter 3.4 the impact of the I/Q distortions on the performance of the homodyne
receiver were discussed. In this chapter, we analyzed the capability of thenew estimation
and correction algorithm. We showed in section 4.2.3 that the accuracy in the estimation is
determined by the resolution in the quantization. Hence, it is assumed that the resolution
necessary for an estimate in the ±0.5% range of the real value is achieved.
In the simulation, as in chapter 3.4, we used large values for the imbalances in order
to make the changes more easily visible.
The performance of the estimation and correction algorithm can be observed using
constellation diagrams Figures 4.8 to 4.11 depict the 8-point constellation before differen-
tial detection and Figures 4.12 to 4.15 the 4-point constellation after differential detection.
The grey points in the plots show the distorted constellation of Figures 3.3 to 3.10. It is
easily seen that the corrected constellation (in black) reverses the attenuation and rotation
introduced by the gain and phase imbalances. In the 8-point constellation, the twoor four,
respectively, split points move back together to the desired ideal spot.
Thus, it is not surprising that the BER vs. SNR curves of the corrected system
move back to the ideal ones. This is illustrated for different amounts of gain and phase
imbalance in Figures 4.16, 4.17 and 4.18. The black curves depict the performance of the
distorted system. The grey curves show the corrected versions. It can beseen that the
estimation and correction algorithm works equally well for different amounts of distortions:
the corrected curves, denoted by *, 0 and o, respectively, lie perfectly onto each other.56
Hence, the new correction algorithm for gain and phase imbalances works perfectly
if it can be assumed that the resolution of the A/D converter is sufficient.
4.6.Conclusion
A new estimation and correction method for gain and phase imbalances in a ho-
modyne receiver has been presented. It was shown that the estimation circuit needs few
additional analog components and that the correction circuit can be implemented on a
DSP. It was shown that the accuracy of the parameter estimation depends on the resolu-
tion of the ADC. The method has been simulated for the particular case of a 7-DQPSK
transmission environment using Matlab models.
It has been shown in many publications ([26] - [31]) that I/Q imbalances in a quadra-
ture modulator have a devastating effect on amplifier linearization circuits. Therefore, it
has to be tested if our estimation algorithm can be adapted for parameter estimation in a
transmitter. Also the effect of the DC offset on the estimation and correction algorithm
could be analyzed in a continuing project. The implementation of the new estimation and
correction method on a digital signal processor would help to determine the feasibility of
a hardware implementation of the method.1.5
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FIGURE 4.12: Ideal 4-point ConstellationFIGURE 4.13: with 20° Phase Imb., corr.
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FIGURE 4.16: Corrected BER vs. SNR curves for 10° and 20° Phase Imbalance, corrected
curves in gray10
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FIGURE 4.17: Corrected BER vs. SNR curves for 10% and 20% Gain Imbalance, corrected
curves in gray2 3 4 5 6
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FIGURE 4.18: BER vs. SNR for corrected (5°, 5%), (10°, 10%) and (20°, 20%) combined
Imbalances, corrected curves in gray62
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