is well known that many processes in automatic regulation, physics, mechanics, biology, economy, ecology, etc., can be modelled by hereditary systems.
STATEMENT OF THE PROBLEM
Let {C&g, P} be a basic probability space, fi E C, i E 2, be a sequence of a-algebras, fi c fj for i < j, & be a sequence of mutually independent fi+l-adapted random variables, EEc = 0, Et: = 1. Recall that f,+l-adapted means that random variable & is fi+l-measurable for each i E z. From Theorem 1.1 it follows that an investigation of stability of stochastic equations can be reduced to the construction of appropriate Lyapunov functionals. Below some formal procedure of Lyapunov functionals construction for equations of type (1.1) is proposed.
Formal Procedure of Lyapunov Functionals Construction
The proposed procedure of Lyapunov functionals construction consists of four steps.
Step 1. Represent the functions F and G at the right-hand side of equation (1. _) in the form Here 7 2 0 is a given integer, operator A is defined by (1.2) . Suppose that the zero solution of the auxiliary difference equation
Step 3.
Step 4. In order to satisfy the conditions of Theorem 1.1 it is necessary to calculate EAVl, and in a reasonable way to estimate it. After that the additional component V2i is chosen in a standard way.
Consider some peculiarities of this procedure. It is clear that representation (1.3) in the first step is not unique. Hence, for different representations (1.3) it is possible to construct different Lyapunov functionals, and therefore, get different stability conditions.
In the second step for one auxiliary equation (1.4) it is possible to choose different Lyapunov functions wi, and therefore, to construct different Lyapunov functionals for equation (1.1) . At last it is necessary to stress that choosing different ways of estimation of EAVri it is possible to construct different Lyapunov functionals and as a result to obtain different stability conditions [39, 52] .
ILLUSTRATIVE EXAMPLE
Here it is shown that using different representations of the initial equation in form (1.3) it is possible to get different stability conditions. Let us investigate a region of asymptotic mean square stability of the scalar equation with constant coefficients Xi+1 = cz&r~ + aiz+i + czri-l&, i E 2. (2.1)
First Way of Lyapunov Functional Construction
Using the four steps of the procedure described above, we obtain the following.
1.
2.
3.
4.
The right-hand side of equation ( The stability regions for equation (2.1), given by inequality (2.2), are shown on Figure 1 (with a = as, b = al) for different values of c2:
(1) c? = 0; (2) Crz = 0.4; (3) cr2 = 0.8.
Second Way of Lyapunov Functional Construction
Use now another representation of equation (2. The stability regions, defined by condition (2.7), are shown on Figure 3 (with a = ao, b = al)
for different values of CJ~:
(1) u2 = 0;
(2) o2 = 0.4; (3) 52 = 0.8.
Fourth Way of Lyapunov Functional Co~truction
Consider now the case T = 1. In more detail, construction of necessary and su~cient conditions of ~ymptotic mean square stability is discussed in [26] .
LINEAR EQUATIONS WITH CONSTANT COEFFICIENTS
Now the proposed procedure of Lyapunov functionals construction is applied to the equation
Here ai and aj are given constants. Below the following symbols are used also:
First Way of Lyapunov Functional Construction
Represent the right-hand side of equation (3.1) in form (1.3) with r = 0, Fr(i, Q) = aoxi,
1=-h
Gz(i, j, x-h,. . . , 
In this case, the auxiliary equation has the form (2.8) (or (2.9)).
The functional V& is chosen in the form VIM = x'(i)Ds(i), where matrix D is defined by conditions (2.10)-(2.12).
It is supposed also that conditions (2.13) hold. 4. Estimating EAVri and choosing V& in a standard way, we obtain [15] that inequalities (2.13) and 
SYSTEMS WITH MONOTONE COEFFICIENTS
By virtue of construction of appropriate Lyapunov functionals stability conditions type of (3.2)- 
EQUATIONS WITH VARYING DELAYS

Systems with Nonincreasing Delays
Consider the equation
It is assumed that the delays k(i) and m(i) satisfy the conditions 
j=i-k(0) j=i-m(i)
For the functional Vi = Vii + V$ it is shown [35] that EA& < (A f B&(O) -km) + C%(O) f i.~' -1) Es;.
Thus, by conditions (5.2) and
(a f b)' + Pk(O)[b(a -i-b -I)[ + Ib(a + b)l(ko + k(o) -km)+ ~b2(~~~(0) + (ko t ~(o))(~(o) -km)) -I-a2 < 1 (5.3)
the zero solution of equation (5.1) is asymptotically mean square stable. Note that if k(i) = k = cons& then condition (3.7) follows from (5.3) with a = aa, b = dk.
Systems With Unbounded Delays
Consider the equation Other stability conditions for difference equations with varying delays were obtained in [37] .
6, VOLTERRA EQUATIONS OF THE SECOND TYPE
Problem Statement
Let {Sz, P, CT} be a probability space, fi E o, i E 2, be a sequence of a-algebras, fi c fj for i < j, H P, p > 0, be a space of sequences x = {xi, i E 2) of fi-adapted random variables xi E R" with norm #r/P = supiez EIz~IP.
Consider the stochastic difference equation in the form Note that if the sequence xi is psummable, then it is uniformly pbounded and asymptotically ptrivial. In some cases, for some systems of special type it is possible to get summability conditions using special characteristics of the system under consideration. Consider, for instance, the nonlinear system a+1 = %+1 -k %j9(Xj), Note that in the case aij = a+j the conditions of Theorem 6.3 have the form
Let in equation (6.4) aij = Ui-j and ai = A$, i E 2, X > 0, 0 < CJ < 1. From Theorem 6.2, using Example 6.1, we obtain the sufficient condition of mean square summability in the form Xc2 -t q < 1. Theorem 6.3 gives us another sufficient condition of mean square summability Xc2 < 2(2 -q)-I. It is easy to see that the second condition is weaker than first one, i.e., 1 -Q < 2(2 -Q)-'. From Theorem 6.2, we obtain a sufficient condition of mean square summability in the form Xc:, CC c-l(y). Theorem 6.3 gives us another summability condition XCZ < 2(2 -2-7)-i. It is easy to see that <-l(r) < 1, but 2(2-2-7)-l > 1. Thus, the second condition is weaker than the first one. For instance, for y = 2 these conditions take the forms Xc2 < <-i(2) = 1.645-l = 0.608 and Xc2 < 2(2 -2-")-" = 1.143. Thus, Theorem 6.2 gives us with p = 2 the sufficient condition of mean square summability in the form Xc2 < dm.
Using Theorem 6.3 and the estimate a 5 2X(1 + y)-', we obtain the condition of mean square summability in the form Xc2 < 1+ y. In spite of the fact that the estimate of a is rough enough, the last condition is weaker than previous one. In fact, for concrete y > 0 it is possible to get an estimate of a which is essentially better than we used above. For instance, for y = 1 it is easy to show that a < 13X/36 and the summability conditions take the forms Xc2 < Ji = 1.414, Xc2 < 72/13 = 5.538. If y = 2, then a 5 17A/72 and the summability conditions take the forms Xcz < & = 2.449, Xc2 < 144,'17 = 8.471.
DIFFERENTIAL EQUATIONS OF NEUTRAL TYPE
Here As before the proposed procedure of Lyapunov functionals construction consists of four steps.
Step 1. Transform equation ( is asymptotically mean square stable, and therefore, there exists a Lyapunov function v(t, y), for which the condition Lov(t, y) 5 --1g12 holds. Here, Lo is the generator of equation (7.4).
Step 4.
A Lyapunov functional V(t,zt) is constructed in the form V = VI c Vz, where V~(t,st) = v(t,z(t,~)).
Here the argument y of the function v(t, y) is replaced on the functional z(t, Q) from the left-hand part of equation (7.3).
Usually, the functional VI almost satisfies the conditions of Theorem 7.1. In order to satisfy these conditions completely, it is necessary to caicuiate LVl and estimate it. Then the additional component Vz can be easily chosen in a standard way.
Note that representation (7.3) is not unique. This fact allows us, using different representations (7.3), to construct different Lyapunov functionals and, as a result, get different sufficient conditions of asymptotic mean square stability. EXAMPLE 7.1. Using the proposed procedure, it is simple enough to construct conditions of asymptotic mean square stabiIity for the scalar equation of neutral type k(t) f as(t) + bzft -h) -t c*(t -h) + az(t -7)((t) = 0, [cl < 1, (7.5)
Note that conditions of asymptotic mean square stability for equation (7.5) were obtained already in [5] . But conditions, constructed here, give us greater stability region.
Following
Step I, rewrite equation (7.5) in the form
where z(t) = z(t) + cz(t -h). Suppose that a > 0. Then the function 2, = ,y2(t) is a Lyapunov function for the auxiliary equation s(t) = -ay(t), since 6 = -2~~~(~~. Thus, the zero solution of the auxiliary equation is asymptotically stable. Put VI = a2(t). Then
LV; = 2z(t)(-ax(t) -bx(t -h)) + a20z(t -T) = -2as2(t) -2bcx2(t -h) -2(ac + b)z(t)aft -h) + ~'x?(t -I) 5 (-2~ + /UC + bi)i?(t) + p2(t -h) + i~~z?(t -T},
where p = jac + bl -2bc if jac +-bl > 2bc and p = 0 if /ac + bl < 2bc. Let 
(7.7)
Prom (7.6) and a > 0, we have bc = /beI and lac f bl = ajcl + lb!. So, inequalities ('7.6) take the form 2/bcl 2 aleI -t 161 an d a2 -+-ale/ + lb/ < 2~. The first from these inequalities is impossible if 214 < 1. Suppose that 2lcj > 1. Then u2 + lb1 2 -I4 (7.8) It is easy to see, that these inequalities are incompatible.
Really, from (7.8) the impossible inequality 0'lcl + 2/bj(l -lclj2 < 0 follows. Thus, condition (7.6) is impossible.
Consider condition (7.7). (7.9) (7.10) (7.11) (7.12) (7.13) (7.14)
So, combining (7.9), (7.13), (7.14), we obtain the stability conditions in the form
b+%. (7.15)
-c2
Thus, if the conditions ICI < 1 and (7.15) hold, then the zero solution of equation (7.5) is asymptotically mean square stable.
The stability regions for equation (7.5) , given by stability conditions (7.15) , are shown on Figure 6 for c = -0.5, h = 1 and different values of p:
(1) P = 0; (2) p = 0.5; (3) P = 1, (4) p = 1.5.
In Figure 7 , the stability regions are shown for c = 0.5 and the same values of other parameters.
To get another stability condition represent equation (7.5) in the form Thus, the stability condition has the form p < (a + b)(l -jcl -lb/h), /cl + lbjh < 1 or P a ' 1 -/cl -lblh -b, 1 -ICI PI < 7' (7.16) The stability regions for equation (7.5) , given by stability condition (7.16) It is easy to see, that for b < 0 conditions (7.15) are better than (7.16). So, condition (7.16) it is better to use for b > 0 only in the form 
i(t) = -(u + b)x(t) -az(t -&(t),
where
J t z(t) = x(t)+ cz(t -h) -b r(s) ds.
1+c (7.19)
For 6 > 0 and c > 0, condition (7.18) is essentially worse than (7.19) . But for b > 0 and c < 0 conditions (7.18) and (7.19) coincide. The second condition of (7.15) coincides with condition (7.19) as well. 
