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SANTRAUKA 
 
Šiame darbe tiriamos naujo metodo, skirto funkcijų aproksimavimui baigtine eksponenčių suma 
galimyb÷s, taikant šį metodą konkrečios diferencialinių lygčių sistemos, aprašančios mechaninius 
virpesius, sprendiniams.  
Viena iš galimų darbe pristatomos mechaninių virpesių sistemos taikymo sričių – jūros bangų 
arba v÷jo sukeltus virpesius panaudoti kaip atsinaujinantį energijos šaltinį. Tokių mechanizmų veikimo 
principai prieš pradedant kurti realų veikiantį modelį analizuojami taikant matematinį modeliavimą. 
Sud÷tingos lygčių sistemos sprendiniai, priklausomai nuo sprendimo metodo, gaunami laipsninių 
eilučių pavidale arba kaip taškų aib÷, bet nei viena iš šių formų n÷ra patogi sprendinio kokybiniam 
tyrimui. Tačiau turint sprendinio išraišką eksponentinių funkcijų su kompleksiniais koeficientais suma, 
žinomi ir šį sprendinį sudarančių harmonikų dažniai – svarbi konkretaus virpesių sistemos režimo 
charakteristika. 
Atliekant skaitinius eksperimentus nustatyta, jog nusistov÷jusį sistemos sprendinį galima 
įvertinti baigtine eksponenčių suma. Aproksimavimo paklaidos priklauso nuo žingsnio, 
aproksimuojamos funkcijos ir skaičiavimo paklaidos.  
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SUMMARY 
 
The aim of this work was to explore the possibilities of a new method, which gives an ability to 
approximate functions by a finite sum of exponential functions. This method was applied to the 
solutions of the concrete differential equations that describe the system of mechanical oscillations. One 
of the possible application areas of the system of oscillations presented in the paper is to use 
oscillations caused by the wind or water waves as a source of renewable energy. The action principles 
of such mechanisms are investigated using mathematical simulation before the real working model. 
The solutions of the sophisticated system of differential equations are obtained either in the form 
of power series or a set of points, depending of the solving method chosen. However, none of these 
forms is convenient for exploring properties of the solution. Therefore, we have a problem to 
approximate the solutions with linear formations of exponential functions. It is possible then to express 
the solutions as the linear formations of harmonics.  
It is demonstrated that a steady solution of the system can be expressed as a finite sum of 
exponential functions. Approximation errors vary depending on the distance between the points used, 
the function, which is being approximated, and the computation errors. 
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ĮVADAS 
 
Sprendžiant įvairias diferencialines lygtis jų sprendinių išraiškos gali būti gaunamos laipsninių 
eilučių pavidale, kuris n÷ra patogus tirti sprendinių savybes. Tod÷l iškyla uždavinys tuos sprendinius 
išreikšti eksponentinių funkcijų tiesiniais dariniais - tuomet gauti sprendiniai laipsninių eilučių su 
tiksliomis koeficientų išraiškomis pavidale gali būti efektyviai išreikšti harmonikų tiesiniais dariniais.  
Egzistuoja specialus algoritmas, leidžiantis funkciją ( )xf , aprašytą Teiloro eilute arba jos 
reikšm÷mis tam tikruose taškuose išreikšti baigtine eksponenčių suma [6]:  
∑
=
=
m
r
x
r
rexf
1
)( λµ .   
Šio darbo tikslas – baigtine eksponenčių suma aproksimuoti mechaninę virpesių sistemą 
aprašančių diferencialinių lygčių sprendinius, gautus skirtingais metodais. Skaičiavimams buvo 
naudota Maple matematin÷ programin÷ įranga [5].  
Pirmajame skyriuje - bendrojoje dalyje pateikiami skaičiavimams naudotų Rung÷s-Kutos ir 
operatorinio metodų aprašymai bei funkcijų reiškimo eksponenčių suma algoritmas. Taip pat 
aprašomas akademiko prof. K. Ragulskio pasiūlytas mechaninių virpesių sistemos modelis.  Daugiau 
teorijos apie operatorinį metodą ir funkcijų reiškimą baigtine eksponenčių suma bei įvairių 
skaičiavimo pavyzdžių galima rasti prof. Z. Navicko ir L. Bikulčien÷s straipsniuose  [1], [2], [3], [4], 
[5], [7].  Tiriamojoje dalyje lyginamas operatorinio ir Rung÷s-Kutos diferencialinių lygčių sprendimo 
metodų efektyvumas, pateikiami lygčių sprendinių pavyzdžiai bei tiriamos sprendinio aproksimavimo 
baigtine eksponenčių suma paklaidos.  
Šio darbo tema buvo skaityti pranešimai 2006 m. KTU vykusioje studentų konferencijoje 
„Taikomoji matematika“, taip pat konferencijose „Matematika ir matematikos d÷stymas – 2006“ bei 
„Matematika ir matematinis modeliavimas - 2007“. Konferencijų leidiniuose išspausdinti straipsniai 
pateikti prieduose. 
 
 
 
 
  
9 
1. BENDROJI DALIS 
1.1 RUNGöS-KUTOS METODAI 
 
Pirmuosius skaitinius diferencialinių lygčių sprendimo metodus sukūr÷ I. Niutonas (I. Newton) ir 
L. Oileris (L. Euler). XX amžiaus pradžioje jau buvo žinomi dabar tapę klasikiniais Rung÷s ir Kutos 
bei Adamso metodai [9]. Rung÷s-Kutos metodai – tai visa klas÷ metodų, skirtų apytiksliam 
diferencialinių lygčių sprendimui, aproksimuojant duoto laipsnio Teiloro daugianarį. Tai vieni 
dažniausiai taikomų apytikslių diferencialinių lygčių sprendimo metodų. 
Tarkime, kad ( )xy  - diferencialin÷s lygties ( )yxfy ,=′  su pradin÷mis sąlygomis 00 yy xx ==  
Koši uždavinio sprendinys. Išreiškime jį Teiloro formule kiekvieno taško ( ),...,2,1=nxn  aplinkoje, 
apsiribodami pirmaisiais keturiais nariais: ( ) ;
!3!2 3
33
2
22
dx
ydh
dx
ydh
dx
dyhyxy n +++=  čia 
11201 ... −−==−=−= nn xxxxxxh . 
Imdami tik pirmuosius du šios formul÷s narius, gautume Oilerio metodo formulę: 
( )0001 , yxhfyy += , ( ),, 1112 yxhfyy += …, ( )111 , −−− += nnnn yxhfyy . 
Pažym÷kime nnn yy λ+=+1 ; čia 3
33
2
22
!3!2 dx
ydh
dx
ydh
dx
dyhn ++=λ . Šis dydis apskaičiuojamas pagal 
formulę ( );22
6
1
4321 kkkkn +++=λ  čia  ( ) ,2,2,,
1
21 





++==
k
yhxhfkyxhfk nnnn  
( )3423 ,,2,2 kyhxhfk
kyhxhfk nnnn ++=





++= .  
Taigi diferencialin÷s lygties sprendinio reikšm÷ taške 1+nx  apskaičiuojama pagal formulę 
( )43211 226
1 kkkkyy nn ++++=+ . 
Rung÷s-Kutos-Felbergo metodas, naudojamas šiame darbe, yra adaptuotas skaitinis metodas 
spręsti uždaviniui su pradin÷mis sąlygomis y'( t ) = f ( t, y ( t ) ) , y ( t0 ) = y0.  Šis metodas suderina  
ketvirtos ir penktos eil÷s Rung÷s-Kutos metodus. Pagal apskaičiuotas paklaidas kaskart keičiamas 
žingsnis, ir skaičiuojama tik dviem funkcijos įverčiais daugiau, nei fiksuoto žingsnio ketvirtos eil÷s 
Rung÷s-Kutos metodo atveju.  
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1.2 OPERATORIŲ TAIKYMAS DIFERENCIALINIŲ LYGČIŲ 
SPRENDIMUI 
 
Operatorių taikymas tiesinių diferencialinių lygčių sprendime buvo aprašytas prof. Z. Navicko 
straipsniuose [4], [7]. 
1.2.1 OPERATORINIS DIFERENCIALINIŲ LYGČIŲ SPRENDIMO 
METODAS  
Pirmiausia pateiksime specialias sąvokas ir teoremas, skirtas netiesin÷ms diferencialin÷ms 
lygtims spręsti.  
Tarkime, turime trijų kintamųjų algebrinę eilutę 






∈= ∑
+∞
=0,,
|
nlk
kln
nlk
klnxst CatsxaF  
ir funkciją  ),,,(: tsxff kk =   nk ,...,2,1= . Funkcija  kf  yra laipsnių eilut÷ nuo tsx ,, . ),,( tsxP  ir  
),,( tsxQ  yra daugianariai. 
1 apibrežimas. Tiesinį operatorių  tsst DtsxQDtsxPD ),,(),,(: +=  vadinsime apibendrintuoju  
diferencialiniu operatoriumi (čia Ds irDt – diferencialiniai operatoriai atitinkamai pagal s ir t, 
pvz.: 1: −= nns nssD ). 
1.1 pavyzdys. Sakykime  tsst tDsDD += , tada ,000)( =⋅+⋅=+= tsxtDsDxD ntsnst  
,532)( 3232323232 xtsxtsxtsxtstDsDxtsD tsst =+=+= .)( klnklnst tsxkltsxD +=  
Apibendrintasis diferencijavimo operatorius pasižymi tokiomis savyb÷mis: 
1. Teisinga lygyb÷ .,
11
RafDafaD k
n
k
kstk
n
k
kkst ∈=∑∑
==
  
2. Teisinga lygyb÷ ).()()( 212121 fDfffDffD ststst +=⋅  
3. Teisingos lygyb÷s: 
),( 1111 fDnffD stnnst −=   ,...
)()(
2
2
2121
2
1
f
fDfffD
f
fD ststst
−
=  .  
1 teorema. Tiesinis operatorius   ,)()(:)(
0
k
stx
k
ststx DLDGDLg ∑
+∞
=
==  kai  =:)( 0stx DL 1, 
  yra multiplikatyvusis operatorius, ir, be to, tenkina tokias lygybes: 
1. .
11
∑∑
==
=
n
k
kk
n
k
kk GfafaG    
2. ).,()),(( GtGsftsfG =  
  
11 
3. Teisinga lygyb÷ .),(
),(
),(
),(
2
1
2
1
GtGsf
GtGsf
tsf
tsfG =  
4. ,)()())(( 2121 fDGfDGffDG ststst +=+  
5. .))(())(()( lstkstlkst tDGsDGtsDG ⋅=   
1.2 pavyzdys. Tarkime,  tsst sDtDD −=: , tuomet  
.sincos...
!3!2!1
)(
32
xtxs
x
t
x
s
x
tssDG st +=+−−+=  
Analogiškai gauname, kad  
,)sincos(...
!3
2
!2
)(
!1
)( 2
32
2222 xtxs
x
ts
x
st
x
tsssDG st +=+−−++=   
,...)()')(( tDGsDG stxst =  , 
.cossin...
!4!3!2!1
)(
432
xtxs
x
s
x
t
x
s
x
tstDG st +−=−−++−−=  
Sprendžiant diferencialines lygtis, taikomos ir šios lygyb÷s: 
,)(...)2)(1(
!3
)1(
!2!1
)()( 3
3
2
2
1
0
nnnnnn
k
k
x
n
xnnn
x
nn
x
n
xDLDG ννννννν νν +=





+−−+−++== −−−
+∞
=
∑
),,,(),,()( 11 tsxftsfDG ννν +=   RtsftsfDL ∈=− νννν ),,,0(),,()1( 11 . 
  Kai  ,),(),(: tsst DtsQDtsPDD ++= νν  
)(...))((
!1
)()()()()()()( 1'11
0
111 νννννν ννν +=





++=== ∑
+∞
=
xffxffDLfDGfDG
k
k
xst ,   
),...)(,)(,)((
),,())),(),(((),,()(
0
1
tDGsDGDGf
tsfDtsQDtsPDLtsfDG
ststst
k
k
tsxst
ννν
νν
ν
νν
=
=++= ∑
+∞
=
  
1.2.2 DIFERENCIALINIŲ LYGČIŲ OPERATORINIŲ SPRENDINIŲ 
SUDARYMO PAVYZDŽIAI  
1.   )( yPy =′  lygties sprendinio sudarymas 
Tarkime, turime diferencialinę lygtį   
)(yPy =′ .      (1.1) 
Duotosios lygties pradin÷ sąlyga yra  ssy =),0( . Surasime šios lygties sprendinį  ),( sxyy = .  
Sudarome geometrę ∑
+∞
=
=
0
))(()(
k
k
s
k
x DsPLG .  Tuomet sprendinys užrašomas taip: 
Gssxy =),(       (1.2) 
Įrodysime, kad (1.2) sprendinys tenkina (1.1) lygtį. 
  
12 
).(),(()()()(
...)))(()(1()(...))()()((
...))((...)))(()(1()),((
22
22
yPysxyPGsPsGPsDsGP
sDsPLDsPLDsPsDsPLDsPDsP
sDsPLsDsDsPLDsPLDGsDsxy
xs
sxsxssxss
sxxsxsxxxx
=′⇒====
=+++=++=
=++=+++==′
  
ssyssDsPL
x
Gs sx =⇒=++=
=
),0(...))(1(
0
.  
2.   ),( yyPyxx ′=′′  lygties sprendinio sudarymas 
Sakykime, turime diferencialinę lygtį   
),( yyPyxx ′=′′ .       (1.3) 
 Surasime šios lygties sprendinį  ),,( tsxyy = . Duotosios lygties pradin÷s sąlygos yra 
  stsy =),,0(   ir    t
x
tsxyx =
=
′
0
),,( .  
Sudarome geometrę ∑
+∞
=
+=
0
)),(()(
k
k
ts
k
x DtsPtDLG . Tuomet sprendinys užrašomas taip: 
Gstsxyy == ),,( .       (1.4) 
Įrodysime, kad (1.4) sprendinys tenkina (1.3) lygtį. 
),(),(),((
...)),((...))),((1()()),(( 2
yyPGtGsPtsPGGtD
GsDtsPtDDsDtsPtDLDGsDsxy
x
tsxtsxxxxx
′====
=++=+++==′′
  
),( yyPyxx ′=′′⇒ . 
tGt
x
yssDLDL
x
Gs xstxstx ==
=
′⇒=+++=
= 0
...))(1(
0
2
.    
3.  ),,( yyxPyxx ′=′′   lygties sprendinio sudarymas 
Šios lygties sprendinio išraiškos buvo pateiktos [Nav02]. 
Sakykime, duota diferencialin÷ lygtis 
 
),,( yyxPyxx ′=′′
     (1.5) 
su pradin÷mis sąlygomis: 
s
x
tsy =
=ν
ν ),,(   ir  t
x
tsy x =
=
′
ν
ν )),,(( ,   (1.6) 
kai  ),,( tsxP  yra daugianaris arba funkcija, išreiškiama visur konverguojančia eilute. Tada 
duotosios diferencialin÷s lygties sprendinys yra  
),)),,(((
!
)(),,(
0
sDtsPtDD
k
x
tsxy kts
k
k
ν
ν
ν ++
−
=∑
+∞
=
 .R∈ν    (1.7) 
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4. Apibendrinimas 
Šio skyrelio formules galima apibendrinti bet kurios eil÷s netiesinei diferencialinei lygčiai. 
Diferencialin÷s lygties    
( ))1()( ,...,,,, −′′′= nxxxnx yyyyxPy ,     (1.8) 
su pradin÷mis sąlygomis  
( ) 1121 ,...,,; ssssvy n =− ; ( )( ) 2121 ,...,,; ssssxy vxxn =′ =− ,  
( )( ) 3121 ,...,,; ssssxy vxxn =″ =− , ..., ( )( )( ) 11121 ,...,,; −=−− = nvxnxn ssssxy   (1.9) 
sprendinį ( )121 ,...,,; −nsssxy , galima parašyti tokia forma:  
( ) ( ) ( )∑
+∞
=
−−
−
=
0
121121 !
,,...,,,...,,;
k
k
nkn k
vx
vssspsssxy ,     (1.10) 
kai ( ) ( )( ) 1121132121 1221 ,...,,,,,...,, sDsssvPDs...DsDsDvsssp ksnsnssvnk nn −− −−− +++++= . 
 Čia 
121 −nsssv
,...,DD,DD  - diferencialiniai operatoriai, o ( ))1(,...,,,, −′′′ nxxx yyyyxP  yra daugianaris 
arba funkcija. 
1.3 pavyzdys. Tegul duota diferencialin÷ lygtis 2yy =′ , ( ) svy = . Naudojantis (1.2) sprendinio 
operatorine išraiška gauname, kad ( ) ( )∑
∞
=
−
==
0 !
;
k
k
k k
vxpsxyy , 
kai ( ) ( ) ssvspp ksvkk DD, 2+== . 
Tada 132
2
10 !,,21,1,
+
=⋅=⋅==
n
n snpspspsp … ,  
t.y. ( ) ( )∑
∞
=
−==
0
;
k
kk vxsssxyy , arba ( )vxs
sy
−−
=
1
, kai 1)( <− vxs . 
Tokia sprendinio analiz÷ galima tik tuo atveju, kai jis užrašomas operatoriniu pavidalu. 
1.4 pavyzdys. Tegul duota antros eil÷s diferencialin÷ lygtis 2xyy =′′  su pradin÷mis sąlygomis 
tysy
xx
=′=
== 00 , . Tada apibendrintas diferencialinis operatorius bus tsv DvstDDD
2++= , o 
funkcijos ( ) ,...2,1,,, == kvtspp kk . Tada gauname, kad 
,21
2
221111
0
0 vssDp,sDsp,ssDp ====== ,...2 21
2
11
3
3 svsssDp +== . 
Tada bendrasis diferencialin÷s lygties sprendinys gali būti išreiškiamas funkcijų eilute: 
( ) ( )
+
−
+
−
+=
!2!1
2
2
121
vx
vs
vx
ssy ( )( ) ...
!3
2
3
21
2
1 +
−
+
vx
svss . 
Kai 0=v , bendrasis sprendinys taško 0 aplinkoje yra  
…+++=
!3!1
3
2
121
x
s
x
ssy . 
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Įrašius vietoj 1s  ir 2s  konkrečias skaitines reikšmes gautume atskirąjį lygties sprendinį. 
Pavyzdžiui, jei 11 =s , 22 =s , atskirasis sprendinys yra ( ) ...!3!121!0,2,1
3
0
+++== ∑
+∞
=
xx
k
xpy
k
k
k   
5. Diferencialinių lygčių sistemos sprendinių sudarymas  
Tegul duota diferencialinių lygčių sistema su pradin÷mis sąlygomis: 
( ) ( )
( ) ( )

==′
==′
,,;0,,
,,;0,,
vvuyyxQy
uvuxyxPx
t
t
        (1.11) 
kai ( ) ( ) xyyxQyxP F∈,,, . 
Tada jos sprendiniai išreiškiami taip: 
GvyGux == , , kai ( ) ( )( )( )∑
+∞
=
+=
0
,,:
k
k
vut DvuQDvuPLG .    (1.12) 
Pirmiausia pasteb÷sime, kad algebrinis tiesinis operatorius G  yra multiplikatyvusis: 
( ) ( )( ) CCF ⋅+−−↔⋅+ ,;,,Ker,;: vutuv DvuQDvuPDG . 
Taigi ( ) ( )( ) ( ) ( )( ) =+=+==′ uDvuQDvuPGGuDvuQDvuPGuDx vuvutt ,,,,  
( ) ( ) ( )yxPGvGuPvuGP ,,, === . 
Analogiškai turime ( )yxQyt ,=′ . 
1.5  pavyzdys. Diferencialinių lygčių sistemos  



+=′
+=′
ybxay
ybxax
t
t
22
11
          (1.13) 
su pradin÷mis sąlygomis ( ) 1svx = , ( ) 2svy =  operatorinių sprendinių artiniai yra tokie: 
( ) ( ) ( )∑
+∞
=
−
==
0
2121 !
,,,;;
k
k
k k
vt
vsspvsstxx , ( ) ( ) ( )∑
+∞
=
−
==
0
2121 !
,,,;;
k
k
k k
vt
vssqvsstyy . (1.14) 
Čia ( ) 1210 ,, svssp = ,   
( ) ( ) ( )( ) ( )vsspDsbsaDsbsaDvssp kssvk ,,,, 2122122111211 21 ++++=+ ,  
( ) 2210 ,, svssq = , 
( ) ( ) ( )( ) ( )vssqDsbsaDsbsaDvssq kssvk ,,,, 2122122111211 21 ++++=+ . 
Taigi 
2111212 ),,( sbsavssp += , )()(),,( 2212121111213 sbsabsbsaavssp +++=  ir t.t., 
2212212 ),,( sbsavssq += , )()(),,( 2212221112213 sbsabsbsaavssq +++=  ir t.t. 
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1.2.8 APIBENDRINIMAI DIFERENCIALINIŲ LYGČIŲ 
SISTEMOMS 
 
Naudojant panašią metodiką, galima gauti ir sud÷tingesnių diferencialinių lygčių sistemų 
sprendinius.  
Tegul duota diferencialinių lygčių sistema  



′′=′′
′′=′′
),,,,(
),,,,(
ttt
ttt
xxtQ
xxtPx
ϕϕϕ
ϕϕ
         (1.15) 
su pradin÷mis sąlygomis ( ) 1svx = , ( ) 2svxt =′ , ( ) 3sv =ϕ , ( ) 4svt =′ϕ . Tada sprendinių teorin÷s 
išraiškos: 
( )
∑
+∞
=
−
=
0 !k
k
k k
vtpx , ( )∑
+∞
=
−
=
0 !k
k
k k
vtqϕ ,       (1.16) 
čia 1sDp
k
k = , 3sDq
k
k = , apibendrintas diferencialinis operatorius šiuo atveju 
3311 42 ssssv
QDDsPDDsDD ++++= , o ( )4321 ,,,, ssssvPP =  ir ( )4321 ,,,, ssssvQQ = . 
Turint trijų antros eil÷s diferencialinių lygčių sistemą  





′′′=′′
′′′=′′
′′′=′′
),,,,,,,(
),,,,,,,(
),,,,,,,(
tttt
tttt
tttt
yyxxtR
yyxxtQy
yyxxtPx
ϕϕϕ
ϕϕ
ϕϕ
        (1.17) 
su pradin÷mis sąlygomis ( ) 1svx = , ( ) 2stx vtt =′ = , ( ) 3svy = , ( ) 4sty vtt =′ = , ( ) 5sv =ϕ , 
( ) 6st vtt =′ =ϕ  jos sprendinių išraiškos bus 
( )
∑
+∞
=
−
=
0 !k
k
k k
vtpx , ( )∑
+∞
=
−
=
0 !k
k
k k
vtqy , ( )∑
+∞
=
−
=
0 !k
k
k k
vt
rϕ
    (1.18) 
1sDp
k
k = , 3sDq
k
k = , 5sDr
k
k = , o 654321 642 ssssssv RDDsQDDsPDDsDD ++++++= . Čia 
daugianariai P , Q  ir R yra kintamųjų ttt yyxxt ϕϕ ′′′ ,,,,,, , arba atitinkamai šsssv ,...,, 21  funkcijos. 
 
1.2.9 SKAIČIAVIMO ALGORITMAS  
 
Pasteb÷sime, kad diferencialinių lygčių struktūriniai sprendiniai nusako ištisą šeimą sprendinių, 
priklausančių nuo parametrų konkrečių reikšmių. 
Tegul sprendinio ( )vtsxyxy ,,,)( =  koeficientai ( )vtspp kk ,,= , esant fiksuotiems parametrams 
s , t , v   tenkina įvertį kk Mp ≤ , +∞<≤ M0 , ...2,1,0=k Tada algebrin÷ eilut÷ (1.7) konverguoja su 
visomis R∈x
 
reikšm÷mis , ir, be to, ši eilut÷ yra (1.5) lygties sprendinys klasikine prasme. 
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Sprendžiant kompiuteriu gauname tik baigtinį skaičių koeficientų kp , taigi turime 
sprendinio artinį. Apskaičiavus funkcijas ( )vtspk ,, , k=0,…,N, konstruojame daugianarį  
( ) ( ) ( )∑
=
−
=
N
k
k
k k
vx
vtspvtsxy
0 !
,,,;;ˆ .        (1.19) 
Įrašius skaitines reikšmes vietoj kintamųjų s, t ir v gauname sprendinio ( )xy  artinį – daugianarį 
)(ˆ xy
 taško v aplinkoje. Šis daugianaris „tolsta“ nuo tikrojo sprendinio, kai kintamasis  x  “tolsta” nuo 
centro v .  
Tada sprendinio artinys ( )xy*  formuojamas naudojant sprendinių artinių šeimą 
{ }nlxyl ,...,1,0)(ˆ =  tokiu būdu (1.2 pav.): 
( ) ( );ˆ:* xyxy l=           (1.20) 
kai 1+<≤ ll vxv ; nl ,,2,1 …= . 
a) b)  
1.1 pav.  a) Artinių šeima, b) Galutinis sprendinio artinys 
Čia artinių šeima gaunama naudojant tokias id÷jas: 
Tegul ( ) ( )∑
=
−
=
N
k
k k
vx
vtspxy
0
0
0000 !
,,)(ˆ  , ( ) 000 svy = , 0
0
ty
vxx
=′
=
 , kai 000 ,, vts  yra duoti. Tada 
( ) ( )∑
=
−
=
N
k
l
lllkl k
vx
vtspxy
0 !
,,)(ˆ , kai ( )11 ˆ ++ = lll vys , ( )
1
)(ˆ1
+=
+
′
=
lvx
xll xyt , nl ...,2,1= , o 121 ,...,, +nvvv  
pasirenkami laisvai, dažniausiai hvv ii +=+1 , o h  vadinamas per÷jimo tarp centrų žingsniu.  
Galima naudoti ir kitokią artinio sudarymo techniką. Naudojantis aprašomu skaičiavimo 
metodu galima keisti per÷jimo tarp centrų žingsnį, daugianario eilę, daugianarių, naudojamų (1.20) 
artinio sudarymui, skaičių. 
Norint gauti tikslesnes aproksimacijas, reikia aukštinti daugianario eilę. Tikslumas priklauso ir 
nuo per÷jimo tarp centrų žingsnio, bet tam tikrais atvejais per mažas žingsnis gali iššaukti paklaidų 
did÷jimą ir pailginti skaičiavimo laiką. Be to, sprendžiant sud÷tingesnes diferencialines lygtis, kritiniu 
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gali tapti operatyvin÷s atminties kiekis, nes susiduriame su simbolinio diferencijavimo 
problema, kadangi jis užima daugiausiai skaičiavimo laiko. 
Diferencialinių lygčių sprendimo operatoriniu metodu algoritmo schema pavaizduota  1.2 pav. 
 
 
1.2 pav.  Diferencialinių lygčių sprendimo operatoriniu metodu algoritmo schema 
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1.3 FUNKCIJOS REIŠKIMAS EKSPONENTINIŲ FUNKCIJŲ SUMA 
 
Šiame skyrelyje pateikiamos sąvokos ir teoremos, leidžiančios nusakyti sąlygas, kai eilut÷ gali 
būti išreiškiama baigtine standartinių (eksponentinių ir trigonometrinių) funkcijų suma. Ši teorija buvo 
pateikta straipsnyje [6].  
2 apibrežimas. Skaičių rinkinį C∈nλλλ ,...,, 21 , kai N∈n , vadinsime Van-der-Mondo rinkiniu 
(V-rinkinys), jeigu jis tenkina sąlygą rk λλ ≠ , kai rk ≠ . Su kiekvienu V-rinkiniu galima sudaryti 
nelygų nuliui Van-der-Mondo determinantą ( )nnV λλλ ,...,, 21 : 
( )
( )( )( ) ( )( ) ( )121231312
12
1
2
2
22
1
1
2
11
21
......
...1
...............
...1
...1
:,...,,
−
−
−
−
−⋅⋅−−⋅⋅−−−=
==
nnnn
n
nnn
n
n
nnV
λλλλλλλλλλλλ
λλλ
λλλ
λλλ
λλλ
 
Pasteb÷sime, kad visuomet ( ) 111 =λV . 
Tegul duota kompleksinių skaičių seka ( )Z∈jp j ; . Tada su kiekvienu N∈m  ir fiksuotu 
00 Z∈j  galime sudaryti Hankelio matricą ( )mjH 0  bei išpl÷stinę matricą ( ) ( )ρmjH 0 : 
( ) ( ) ( )
m
mjmjmj
mjjj
mjjj
m
j
mjmjmj
mjjj
mjjj
m
j
ppp
ppp
ppp
H
ppp
ppp
ppp
H
ρρ
ρ
...1
...
............
...
...
:,.
...
............
...
...
:
121
121
1
221
21
11
000
000
000
0
000
000
000
0
−++−+
++++
++
−++−+
+++
−++
== . 
3 apibrežimas. Jeigu duotajai kompleksinių skaičių sekai ( )Z∈jp j ;  egzistuoja toks 0r , 
tenkinantis sąlygą ( )mj
j
m
Hr
0
00
rangmax0
Z
N
∈
∈
= , tai sakysime, kad kompleksinių skaičių seka ( )Z∈jp j ;  turi H-
rangą 0r . Tada naudosim÷s tokiu žym÷jimu ( ) 0; rjprangH j =∈− Z . 
Pateiksime keletą pavyzdžių. 
1.6 pavyzdys. ( ) 2;0 =∈+− ZjjdarangH , kai 0≠d . 
Iš tikrųjų duotajai sekai 
 
( ) ( ) ( )
( ) ( )
( )
,0det,
21
1
det,det 2
00
002
00
1
≡−=
++++
+++
=+=+= mjjj Hdjdajda
jdadja
HdjadjaH  kai 
,..4,3=m . Taigi ( ) 2rangmax
,
0 ==
m
jjm
Hr . 
1.7 pavyzdys. ( ) 3;2 =∈− ZjjrangH . 
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Pasteb÷sime, kad ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )
,0det,8
432
321
21
det
222
222
222
3
≡−=
+++
+++
++
=
m
jj Hj
jjj
jjj
jjj
H  kai 
,..5,4=m .  
Taigi ( ) 3rangmax
,
0 ==
m
jjm
Hr . 
1.8. Analogiškai galime parodyti, kad  
( ) 1;... 0111 +=∈++++− −− ljajajajarangH llll Z , kai N∈≠ la l ,0 . 
Betarpiškai gauname, kad ( ) naaarangH n =− ,...0,0,,..., 10 , kai 0≠na . 
Sutarsime laikyti, kad ( ) 0,...0,0 =− rangH . 
Seka ( )0;! Z∈jj  H-rango neturi, nes ( ) ,0det ≠jmH  su visais N∈m  ir 0Z∈j .  
Betarpiškai iš H-rango apibrežimo išplaukia tokios išvados: 
1 išvada. Tegul njj pq += , kai N∈n  - fiksuotas ir, be to, 21 mm < . Tada 
( ) ( ) ( ) ( )2
0
1
0
,;; 00
m
j
m
jjj HrangHrangjqrangHjprangH ≤∈−≥∈− ZZ . 
2 išvada. Jeigu ( ) 00; rjprangH j =∈− Z , tai ( ) 0det 00 ≠rH , o ( ) 0det 10 ≡++ nrjH , kai 0, Z∈nj . 
Taigi  
( ) ( )m
m
j HrangjprangH 00 max; NZ ∈=∈−       (1.21) 
3 išvada. Duotoji seka ( )0; Z∈jp j  turi H-rangą, tenkinantį atitiktį 
( ) 00 ,; ZZ ∈=∈− mmjprangH j  tada ir tik tada, kai egzistuoja tokios konstantos 
C∈
−110 ,...,, mAAA , nepriklausančios nuo j ir tenkinančios sąlygą  
mjmjmjj ppApApA +−+−+ =+++ 11110 ...         (1.22) 
su visomis 0Z∈j  reikšm÷mis, ir, be to, (1.21) sąryšis yra negalimas su m′ , kai mm <′ . 
4 išvada. Dvi kompleksinių skaičių sekos ( )0; Z∈jp j  ir ( )0; Z∈jq j , turinčios H-rangus, lygios 
tada ir tik tada, t.y. 0, Z∈= jqp jj , kai ( ) ( ) mjqrangHjprangH jj =∈−=∈− 00 ;; ZZ  ir jj qp = , kai 
12,...,1,0 −= mj . 
Lema. Tegul duota seka ( )0; Z∈jp j , kai  
∑
=
=
m
r
j
rrjp
1
: λµ , o mλλ ,...,1          (1.23) 
yra V-rinkinys.  
Tada ( ) ( )( ) ( ),.........det 2122121 mmjmmmj VH λλλλλλµµµ ⋅⋅⋅⋅⋅⋅⋅⋅⋅=    (1.24) 
( ) ( ) ( )( ) ( ),...detdet 21 mmjmj HH λρλρλρ −⋅⋅−−=            (1.25) 
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Iš tikrųjų ( ) ( )( )
( )
∑
=
−+
⋅⋅⋅⋅⋅⋅=
m
k
rrr
m
lk
lk
r
j
mm
m
jH
,...,,
1,
2
2121
21
det......det λλλλµµµ .  sumuojama 
pagal visus sveikųjų skaičių m,...,2,1  k÷linius ( )mrrr ,...,, 21 . Pasteb÷ję, kad 
( )
( ) mlklk
rrr
m
lk
lk
r
m
k
,...,1,,detdet
21
,...,,
1,
2
21
==
−
=
−+∑ λλ , gauname (1.25) tapatyb÷s įrodymą. Analogiškai 
įrodoma ir (1.26) tapatyb÷. 
5 išvada. Iš lemos įrodymo turime, kad ( ) ,0det ≡mjH  kai jp  nusakomas (1.21) su visais 0Z∈j , 
o ,...2,1 ++= mmn . Taigi ( ) mjprangH j =∈− Z; . 
Tegul  
( ) 0
,,
.,1
;,0
:0;,
!!
!
;0,0
: Z∈



=
≠
=⋅









≤
−
<≤
=





− kjjk
kj
k
j
jk
kjk
j
kj
k
j kj
.   (1.26) 
Tada pa÷mę V-rinkinį mλλλ ...,, 21  galime sudaryti skaičių seką ( )0; Z∈jp j , nusakomą sąryšiu 
∑∑
=
−
=
−






=
m
r
m
k
kj
r
r
rkj
r
r
r
r k
j
ap
1
1
0
: λ
        (1.27) 
su visais N∈nmmm ,...,, 21  ir C∈rrka . 
10 apibrežimas. Skaičių seka, nusakoma (1.27) sąryšiu, vadinsime algebrine progresija, o 
koeficientus mλλλ ...,, 21  jos vardikliais. 
Pastaba. Skaičių sekos, pateiktos pavyzdžiuose, o taip pat nusakytos (1.24) sąryšiu, yra 
algebrin÷s progresijos, kurių vardiklius galima sudaryti betarpiškai. Pavyzdžiui, sekos ( )0; Z∈jp j , 
kai jdap j += 0 , vardikliai yra 12,1 =λ , t.y.  
1
0 11
−






+= jj
j
dap  ir t.t. Taigi tiek aritmetine, tiek geometrin÷ progresijos yra algebrin÷s 
progresijos. 
Tegul { }0/ˆ...,ˆ,ˆ 21 C∈mλλλ  yra V-rinkinys. Tada galima sudaryti išraiškas: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1,...,2,1,...;1,0,
ˆˆ
:,ˆ:
1
110
−−==
−
∆−∆
=∆=∆
++
++
rnkrjjjj
rkk
r
k
r
kr
k
j
kk λλ
λ .  (1.28) 
Kadangi ( ) ( )jrk∆  galime išreikšti ir taip: 
( ) ( ) ( ) ( ) ( )jkkjkkjkkrk rrj λµλµλµ ˆ...ˆˆ 110 +++=∆ +  su koeficientais rkkk µµµ ...,,, 10 , nepriklausančiais nuo j, 
tai seka ( ) ( )( ) kmrjjrk −=∈∆ ,...,2,1,; 0Z  yra algebrin÷ progresija ir, be to, 
( ) ( )( ) 1; 0 +=∈∆− rjjrangH rk Z . 
Pasteb÷sime, kad egzistuoja ribos 
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( ) ( ) rjkrk
r
jj
krkkk
−
→ 






=∆
++
λ
λλλλ ˆ,...,ˆ,ˆ 1
lim , kai kλ  bet koks fiksuotas kompleksinis skaičius. 
Pasinaudoję (1.27) tapatybe, ribos skaičiavimo ypatumais bei (1.23) sąryšiais, gauname, kad 
skaičių sekos 






∈





−
0; Zj
r
j
rj
kλ  H-rangas tenkina sąryšį: 
1; 0 +=






∈





−
−
rj
r
j
rangH rjk Zλ , ir, be to,  
( )




++=
+=−=





 +
,...3,2,0
,1,1det
2
1
rrm
rlH ljklj
l
λ
. 
Iš ( ) ( )jrk∆  pateiktų savybių turime, kad (1.26) išraiška yra atitinkamu ribiniu per÷jimu gaunama iš 
(1.21) išraiškos, t.y. atitinkamai parinkus koeficientus rµµµ ...,,2,1  turime, kad 
0
1
1
01
ˆ
,...,
ˆ
...
ˆ
,...,
ˆ
,
ˆ
,
ˆlim:
...111...1
1121
Z∈





== ∑∑∑
=
−
=
−
=
→
→
+++
−
++
j
k
j
ap
n
r
m
k
kj
r
r
rk
j
r
m
r
rj
r
r
r
r
nnmmnmm
m
λλµ
λλλ
λλλλ
,  
kai mmm n =++ −11 ... , ir, be to, C∈nλλλ ,...,, 21  yra V-rinkinys. Tada, pasinaudojus ribiniu 
per÷jimu, ( ) mjprangH j =∈− 0; Z . 
Iš ankščiau pateiktų samprotavimų išplaukia tokia išvada. 
6 išvada. Jeigu algebrin÷s progresijos ( )0; Z∈jp j  narys jp  yra nusakomas (1.26), tai jos 
Henkelio matricos ( )mjH  ir 
( )m
jH  tenkina sąryšius: 
( ) ( ) jm
n
mm
m
m
j
nH λλλσ ⋅⋅⋅= ...det 21 21 , ( ) ( ) ( ) ( ) ( ) nmnmmmjmj HH λρλρλρ −⋅⋅−⋅−⋅= ...detdet 21 21 ,  
kai daugiklis 0≠mσ  ir nepriklauso nuo j. 
Pasteb÷sime, kad su visais V-rinkiniais nλλλ ,...,, 21  teisinga tokia pereinamyb÷: 
( ) 1... 021 21 =⋅⋅⋅ nmnmm λλλ . 
Taigi yra teisinga tokia teorema. 
2 teorema. Algebrin÷s progresijos ( )0; Z∈jp j , nusakomos (1.27) sąryšiu, H-rangas tenkina 
sąryšį: 
( )
nj mmmjprangH +++=∈− ...; 210Z , kai 01 ≠−rrma . 
Tegul duota realaus kintamojo x  konverguojanti su visomis R∈0, xx  reikšm÷mis, kai 0x  - 
fiksuotas, laipsnin÷ eilut÷  
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( ) ( )∑
∞+
=
+∞<≤≤
−
=
0
0 0,,
!j
j
j
j
j MMpj
xx
pxy     (1.29) 
11 apibr÷žimas. Funkciją, nusakomą (1.27) išraiška, vadinsime algebrine, jeigu ją galima 
išreikšti tokia baigtine suma: 
( ) ( )∑
=
=
n
r
x
r
rexQxy
1
λ
,        (1.30) 
kai ( ) C∈== ∑
−
=
r
r
r
r
r rkr
m
k
k
rkr amxaxQ ,...;2,1,
1
0
, ir, be to, 0
1
≠
−rrm
a . 
3 teorema. Laipsnin÷ eilut÷, nusakoma (1.29) sąryšiu, yra išreiškiama (1.30) išraiška tada ir tik 
tada, kai  (1.26) eilut÷s koeficientai sudaro algebrinę progresiją ( )0; Z∈jp j . 
Iš ankščiau pateiktos medžiagos išplaukia tokia išvada. 
7  išvada. Algebrinę funkciją ( )xy , nusakomą (1.29) išraiška, galime išreikšti ir tokia išraiška: 
( ) ( )( ) ( )( )( )∑
=
−+−+=
m
r
rrrr xxxxxy
1
000 sincos νγλµµ  
tada ir tik tada, kai jos (1.26) laipsnin÷s eilut÷s koeficientų seka ( )0; Z∈jp j  yra algebrin÷, 
turinti (1.30) išraišką, ir, be to,  jos vardiklių realiosios dalys lygios nuliui. 
 
1.3.1 TEORINöS IŠRAIŠKOS IR SKAIČIAVIMO ALGORITMAS 
 
Skaičiavimo algoritmo esmę sudaro funkcijos ( )xf  eksponentin÷s išraiškos (1.30) vektorių 
( )mµµµµ ...,, ,21=  ir ( )mλλλλ ...,, ,21=  sudarytų iš atitinkamų koeficientų kµ , kλ  bei tų koeficientų 
skaičiaus m  radimas, kai duotas ( )xf  Teiloro eilut÷s (1.29) koeficientų vektorius 
( ) Nmnmnpppp n ∈>= ,;,...,, ,10 . Algoritmo schema pavaizduota 1.3 pav. Skaičiavimai susideda iš 
tokių dalių: 
1. Konstruojamos Hankelio matricos, sudarytos iš Teiloro eilut÷s koeficientų  














=
−−
−
221
21
110
)(
0
...
............
...
...
kkk
k
k
k
ppp
ppp
ppp
H , 
o po to skaičiuojami jų rangai. 
Jei duotą funkciją ( )xf  galima išreikšti eksponenčių suma, tai šios sumos d÷menų skaičius lygus 
funkcijos H-rangui [6].  
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Taikant algoritmą randamas toks m , su kuriuo  )(0max
k
Nk
rangHm
∈
= , t.y. ,0det )(0 ≠mH  o 
,0det )(0 ≡
+rmH
 Nr ∈∀ . 
Kompiuterin÷je algoritmo realizacijoje sąlyga 0det )(0 ≡+rmH  keičiama sąlyga 
.  ,,,2,1  ,det )(0 NllmmmrH
rm ∈+++=<+ ⋯ε  
 
2. Panaudojus algebrinių lygčių sprendimo metodus surandame tokios algebrin÷s lygties 
0
...1
...
............
...
...
121
121
10
=
−−
+
m
mmm
m
m
ppp
ppp
ppp
ρρ
        (1.31) 
šaknis mρρρ ,...,, 21 . Jei šios šaknys skirtingos, jos tenkina sąlygas: 
mm ρλρλρλ === ,...,, 2211 . 
3. Sudaroma tiesinių lygčių sistema 
.1,...,0     ,...2211 −==+++ mjp jmjmjj µλµλµλ       (1.32) 
Jos sprendimui naudojami tiesin÷s algebros metodai - sprendinys yra koeficientai mµµµ ...,, ,21 . 
Pasteb÷ję, kad funkcijos reikšmių seka ( ) ( ) ( ),...2,,0 hfhff , ,Rh ∈  sudaro algebrinę progresiją, 
kaip ir koeficientai jp , tą patį algoritmą galime naudoti ir funkcijos ∑
=
=
m
r
x
r
rexf
1
)( λµ išraiškai rasti, 
kai žinoma ką tik pamin÷ta šios funkcijos reikšmių seka ( ) ( ) ( ) ( ),,...,2,,0 nhfhfhff  ;mn >  Nmn ∈, . 
Ši seka sudaro algebrinę progresiją kaip ir ( )xf  Teiloro eilut÷s koeficientai, nes  
( ) ∑∑∑
===
Λ===
m
r
k
rr
m
r
hk
r
m
r
kh
r
rr eekhf
111
)( µµµ λλ ,  čia rhre Λ=λ . 
Tada Vietoje Teiloro eilut÷s koeficientų vektoriaus ( )npppp ...,, ,10=  pa÷mę funkcijos ( )xf  
reikšmių vektorių 
( ) ( ) ( ) ( ) ( )( ) Nmnmnnhfhfhffyyyy n ∈>== ,;,,...,2,,0...,, ,10   
ir jam pritaikę anksčiau aprašytus skaičiavimus, galime rasti koeficientus ( )mm µµµµ ...,,, ,21=  
ir ( )mΛΛΛ=Λ ...,, ,21 . Koeficientai ( )mλλλλ ...,, ,21=  randami kompleksinių skaičių aib÷je 
naudojantis sąryšiu ( ) mrLn rr ,...,2,1, =Λ=λ . Čia ),2(argln)( liLn rrr pi+Λ+Λ=Λ  Ζ∈l . 
Parametras l parenkamas eksperimentiškai ir priklauso nuo žingsnio h pasirinkimo. Tačiau daugumai 
atvejų 0=l . 
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1.3 pav.  Funkcijos reiškimo eksponenčių suma algoritmo schema 
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1.3.2. SKAIČIAVIMO PAVYZDYS 
 
Pateiksime pavyzdį, iliustruojantį šio algoritmo veikimą funkcijai, kurios išraiška ir yra baigtin÷ 
eksponenčių suma. Šios funkcijos Teiloro eilut÷s koeficientams bei reikšm÷ms tam tikruose taškuose 
pritaikius anksčiau aprašytą algoritmą, gauti rezultatai lyginami su pradine funkcijos išraiška [8]. 
1)  Tegul duota pradin÷ funkcija  f1(x), išreiškiama 10 eksponentinių funkcijų suma:  
( ) ( )
.2
2
1175.07082.0
2cos5124.207093.0
518.2914.0801.07.006.0
1.0212
1
13.22.05
1
1
220
7
xxxxx
xexxxx
eeeee
eeeeexf
−−−
−−
++++−
−−+−−=
pipi
 
Jos Makloreno eilut÷ yra 
( ) ( ).002.0...811.21031.60702.13 212022 xOxxxxf +++−−−=  
Pasinaudoję aukščiau aprašytu algoritmu, šią eilutę v÷l išreiškę eksponenčių suma – gauname 
funkciją ( )xf 3 :  
( )
.507.2571.1646.2156.0476.1
124.20144.1093.0175.0082.0
875.4914.07.0411.02.0
314.2275.1801.006.0
3
−−−−− +++−−
−−+++−=
eeeee
eeeeexf
xxx
xxxxx
 
Čia skaičiavimams atlikti ÷m÷me 7010 −=ε . Pasteb÷sime, kad skirtumai tarp atitinkamų ( )xf1  ir 
( )xf3  koeficientų kµ  ir kλ (algoritmo absoliutin÷s paklaidos) nedidesni nei 7010− . 
2) Tarkime, kad duotos tos pačios funkcijos ( )xf1  reikšm÷s taškuose ,10,...2,,0 hhhx = 4.0 =h . 
Šiuo atveju, pasinaudojus pateiktu algoritmu, v÷l gaunamas ( )xf1  eksponentin÷s išraiškos artinys – jo 
koeficientai skiriasi nuo pradinių ne daugiau nei 6810− . 
Pasteb÷ję, kad šiame pavyzdyje determinantai )(0det kH  monotoniškai  art÷ja prie nulio, 
skaičiavimus nutraukiame anksčiau, t.y. sąlygoje 3 ,2 ,1  ,det )(0 +++=<+ mmmrH rm ε  imame 
510−=ε , o ne 7010− , kaip anksčiau. Taip randama paprastesn÷ funkcijos ( )xf 3  išraiška – ( )xf 4  tik su 
5 eksponenčių suma: 
( ) .62.055.065.2067.351.2 31.119.13.083.088.44 xxxxx eeeeexf ++−+= −−  
Šios funkcijos reikšm÷s intervale (-0,25; 3) yra gana artimos (paklaida neviršija 10-6) pradin÷s 
funkcijos ( )xf1  reikšm÷ms. Paveiksluose pateikiami funkcijų ( )xf1  ir ( )xf 4  grafikai kai [ ]1;1−∈x  (pav. 
1) bei absoliutinių paklaidų funkcijos ( ) ( ) ( )xfxfxf 415 −=  grafikas (pav. 2), kai [ ]3;0∈x .  
  
26 
a) b)  
1.4 pav.  a) Funkcijos f1(x) ir f2(x), b) paklaidų funkcija f1(x) - f2(x) 
 
Kai x<0, did÷jant |x| neapr÷žtai auga ne tik pradin÷s funkcijos ( )xf1  reikšm÷s, bet ir absoliutinių 
paklaidų ( ) ( )xfxf 41 −  dydžiai. 
 
1.4 MECHANINIŲ VIRPESIŲ SISTEMA 
 
Šiame skyriuje pateikiamas mechaninių virpesių sistemos modelis. Šį modelį aprašančias 
diferencialines lygtis sudar÷ akademikas K. Ragulskis.  
Sistemos modelis (1.5 pav.) susideda iš korpuso ir neišsverto rotoriaus. Korpusas pritvirtintas 
prie nejudančio pagrindo tampriais bei sklaidos elementais pagal ašis Ox ir Oy. 
 
 
B( x B , y B )  
γ  
φ  
A( x , y )  
- 
  vertikal÷ 
0  
y  
x  
 
1.5 pav. Virpesių sistemos modelis 
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Sistemos kinetin÷ ir potencin÷ energija bei disipatyvin÷ funkcija atitinkamai lygios: 
.
2
,
2
,
22
2
2
22
HvD
C
ImvT
=
∆
=Π
+=
ϕɺ
  (1.33) 
Pažym÷kime: AB,r  ,cos  ,sin =−=+= ϕϕ ryyrxx BB 20 ,  , 00 mrI Immmmmm yyxx +=+=+= . 
Tuomet 
).sincos(22
),sincos(2
,sin2
)],cos(1[2)cos(2
  ),(2
222
222222
222222
222
222
0
22
00
ϕϕϕϕ
ϕϕϕϕ
ϕϕϕ
γϕϕ
ϕ
ϕ
yxmrIymxmT
yxrryxyx
HHryHxHD
mgrrCyCxC
yxmIymxmT
yx
BB
yx
yx
BByx
ɺɺɺɺɺɺ
ɺɺɺɺɺɺɺɺ
ɺɺɺɺ
ɺɺɺɺɺ
++++=
++++=+
+++=
+−+++=Π
++++=
 
Sistemos judesio diferencialin÷s lygtys yra tokio pobūdžio: 
.)(
,)(
,)(
ϕϕϕϕ MDI
FDyI
FDxI
yyy
xxx
=′+Π′+
=′+Π′+
=′+Π′+
ɺ
ɺ
ɺ
         (1.34) 
 
 
Čia 
,sin                  ),sin(sincos
,                                                                 ,
,                                                                  ,
);sincos()(                                );sincos(
),cossin(
),cossin()(                                             ,sin
),sincos()(                                            ,cos
222
2
2
ϕϕϕγϕϕϕ
ϕϕϕϕϕϕϕ
ϕϕϕ
ϕϕϕϕϕϕ
ϕϕϕϕϕϕ
ϕϕϕ
ϕ
ϕ
ɺɺ
ɺ
ɺ
ɺɺɺɺɺɺɺɺɺ
ɺɺɺ
ɺɺɺɺɺɺɺ
ɺɺɺɺɺɺɺ
ɺ
ɺ
ɺ
ɺ
ɺ
ɺ
HHrDmgrCr
yHDyC
xHDxC
yxmrIIyxmrIT
yxmrT
mrymyImrymT
mrxmxImrxmT
yyyy
xxxx
yyy
xxx
+=′++−=Π′
=′=Π′
=′=Π′
++=++=′
+−=′
−+=+=′
−+=+=′
 
 
Sistemos dinamin÷s charakteristikos skaičiuojamos taip: 
vidutinis greitis - , 1 ∫
+
=
Tt
t
dt
T
  ϕϕ ɺɺ  
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netolygumo koeficientas - , 
minmax
minmax
ϕϕ
ϕϕϕδ
ɺɺ
ɺɺ
ɺ
+
−
=  
išorinių j÷gų vidutinis darbas - ( ),∫
+
+=
Tt
t
yxv dtyFdtxFA ɺɺ  (1.35) 
naudingas sistemos darbas - , dtMA
Tt
t
n ϕϕ ɺ∫
+
=  
disipatyvinių j÷gų darbas - ( ) ,sin 222222 dtHHryHxH A Tt
t
yxd ∫
+
+++= ϕϕϕ ϕ ɺɺɺɺ  
naudingo veiksmo koeficientas - 
dn
n
v
n
AA
A
A
A
+
==η . 
V÷l pažym÷kime: 
.            ,           ,       ,    ,
,         ,          ,         ,       ,        ,
,        ,         ,         ,         ,         ,
*
2
0
2
2
2
2
2
1
2
1
I
M
m
r
gg
I
mr
m
m
m
m
rm
I
I
Hrh
m
H
h
m
C
p
rm
Ff
r
y
I
Cr
I
H
h
m
Hh
m
C
p
rm
Ff
r
x
x
x
x
y
yx
xy
y
y
y
y
y
y
y
y
x
x
x
x
x
x
x
x
x
ϕ
ϕ
ϕ
ϕ
µµµ
σβ
σβ
=====
======
======
 
Tada iš (1.34) gauname dinaminę sistemą aprašančias lygtis: 





=++
=+
=+
;sincos
,sin
,cos
21
02
01
2
1
ϕ
β
β
ϕϕµβϕµβ
ϕϕµβµ
ϕϕµβ
F
F
F
xyx
x
ɺɺɺɺɺɺ
ɺɺɺɺ
ɺɺɺɺ
       (1.36) 
kur 
( ) .sinsinsincos
,cos
,sin
2*
1
22
22
0
11
22
0
2
1
ϕϕϕγϕµϕϕσ
ββϕϕµ
ββϕϕµ
ϕϕϕ
β
β
ɺɺ
ɺɺ
ɺɺ
hhgmF
hpfF
hpfF
yyxy
xxxx
−−+−+=
−−−=
−−+=
 
Čia ϕ  yra rotoriaus sukimosi kampas, 1β  ir 2β  - sistemos nuokrypiai nuo pusiausvyros pad÷ties 
atitinkamai pagal Ox ir Oy ašis, hhhh yx ,,, ϕ  - sklaidos koeficientai, xyx µµ ,0  - redukuotos kūno mas÷s, 
yx ff ,  - tašką A veikiančios j÷gos, yx pp , - sistemos savieji dažniai ašių Ox ir Oy atžvilgiu, 1σ  , 2σ - 
standumo koeficientai, µ  - sistemos mas÷, koncentruota taške B, *g  - laisvo kritimo pagreitis, γ  - 
kampas tarp ašies Oy ir vertikal÷s, ϕm  - rotoriaus sukimosi momentas.   
Sistemos dinamin÷s charakteristikos tada gali būti skaičiuojamos pagal šias formules: 
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( )
( )
.
,        ,
,sin
,
,
minmax
minmax
2
2
2
2
2
2
2
1
2*
2*
21
2*
dn
n
v
n
Tt
t
Tt
t
yyxdxd
Tt
t
nxn
Tt
t
yxvxv
AA
A
A
A
dt
dthhhhArmA
dtmArmA
dtffArmA
+
==
+
−
==
+++==
==
+==
∫
∫
∫
∫
+
+
+
+
η
ϕϕ
ϕϕϕδϕϕ
ϕσϕϕσββ
ββ
ϕ
ɺɺ
ɺɺ
ɺɺɺ
ɺɺɺɺ
ɺɺ
ɺ
        (1.37) 
Sistemos parametrai turi tenkinti tokias sąlygas: 
,sin                                  ,sin
,cos         arba                 ,cos
00
00
tfftFFy
tfftFF
yyy
xxxx
ϖϖ
ϖϖ
==
==
 



≤
>
=⋅−=≅=
∈≅≅≅∈
∈≅≅≅∈
.0 kai,0
;0 kai,1)(1    ),(1          ,10                     ,1
,3.0)  (0.2;               ,1.0              ,1.0          ,9             1.0),  (0.5;
           ,2.0)  (0.1;             ,1.0              ,1.0         ,4        1.0),  (0.1;
0
*
2
2
1
2
0
ϕ
ϕϕϕµ
σµ
σµ
ϕ
ϕ
ɺ
ɺ
ɺɺ
ɺ
mmg
hhp
hhp
yx
yy
xxx
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2. TIRIAMOJI DALIS 
2.1 SISTEMOS SPRENDIMAS OPERATORINIU IR RUNGöS-KUTOS 
METODAIS  
Šiame darbe mechaninių virpesių sistemą aprašančioms lygtims spręsti buvo naudojama Maple 
komanda dsolve, realizuojanti Felbergo ketvirtos - penktos eil÷s Rung÷s-Kutos metodą, bei anksčiau 
aprašyto operatorinio metodo, leidžiančio gauti polinominę sprendinio išraišką, kompiuterin÷ 
realizacija. Visų šiam darbui sukurtų Maple programų tekstai pateikti priede. 
Norint taikyti operatorinį lygčių sprendimo metodą, reikia, kad lygčių sistema būtų užrašyta 
(1.11) pavidalu:  





′′′=′′
′′′=′′
′′′=′′
).,,,,,,(
),,,,,,,(
),,,,,,,(
tttt
tttt
tttt
yyxxtR
yyxxtQy
yyxxtPx
ϕϕϕ
ϕϕ
ϕϕ
 
Šią išraišką randame taikydami Kramerio formules: 
,
sincos
0
01
,
1cos
sin0
cos1
,
1sin
sin
cos0
,
1sincos
sin0
cos01
2
1
2
1
2
2
1
1
0
0
0
0
0
0
ϕ
β
β
ϕ
ϕ
β
β
β
ϕ
β
β
β
ϕµϕµ
µ
ϕµ
ϕµ
ϕµ
ϕµ
ϕµµ
ϕµ
ϕµϕµ
ϕµµ
ϕµ
F
F
F
F
F
F
F
F
F
yxx
x
xyx
x
xyx
x
=∆=∆
=∆=∆
  
ir 
∆
∆
=
∆
∆
=
∆
∆
=
ϕββ ϕββ ɺɺɺɺɺɺ       ,     , 21 21  . 
Pateiksime pavyzdį, iliustruojantį metodo pasirinkimo įtaką skaičiavimo laikui ir sprendinio 
tikslumui.   
Buvo sprendžiama (1.36) diferencialinių lygčių sistema su nulin÷mis pradin÷mis sąlygomis ir 
tokiomis parametrų  reikšm÷mis: 
.1.0   ,1.0  ,1.0   ,1.0    ,9    ,4   ,1   ,1  
 ,5.0  .,0   ,10    ,1  0,  ,2  ,5.0   ,5.2 
22
00
*
100
========
========
hhhhpp
mgff
yxyxyx
xyx
ϕµµ
µσγpiϖ
  
Pasirinktas operatorinio metodo žingsnis (atstumas tarp taškų, kuriuose, konstruojant sprendinį, 
sujungiamos gretimos jo dalys) lygus 0.2.  
Operatorinio metodo sprendinių buvo ieškoma keičiant sprendinį sudarančių daugianarių eilę. 
2.1, 2.2, ir 2.3 paveiksluose pavaizduoti sprendiniai β1 (virpesių sistemos nuokrypis nuo pusiausvyros 
pad÷ties pagal ašį Ox). Paveikslų a) dalyse raudonai nubr÷žti Rung÷s-Kutos metodo sprendiniai, o 
žaliai – operatorinio metodo sprendiniai. b) dalyse nubr÷žtas skirtumo tarp šių dviejų sprendinių 
grafikas 
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a) 
 
 
b)
 
 
2.1 pav. Operatoriniu (n = 4) ir Rung÷s-Kutos metodais gautų sprendinių  
palyginimas:   a) sprendinių grafikai, b) skirtumo tarp sprendinių grafikas 
 
a) 
 
 
b) 
 
 
2.2 pav. Operatoriniu (n = 6) ir Rung÷s-Kutos metodais gautų sprendinių  
palyginimas:   a) sprendinių grafikai, b) skirtumo tarp sprendinių grafikas 
 
 
        a)        
 
 
b)
 
 
2.3 pav. Operatoriniu (n = 10) ir Rung÷s-Kutos metodais gautų sprendinių  
palyginimas:  a) sprendinių grafikai, b) skirtumo tarp sprendinių grafikas 
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2.1 lentel÷je pateikiamos didžiausios skirtumo tarp sprendinių reikšm÷s tirtame intervale 
[0;8] bei operatorinio metodo skaičiavimo laikas. Didinant sprendinį sudarančių daugianarių laipsnį, 
operatorinio metodo sprendinys art÷ja prie Rung÷s-Kutos metodu gauto sprendinio, tačiau tuo pačiu 
auga skaičiavimo laikas. Sprendžiant sistemą Felbergo Rung÷s-Kutos metodu (naudojant standartinę 
Maple šio metodo realizaciją), skaičiavimai užtrunka 0.1 s.  
2.1 lentel÷ 
Operatorinio ir Rung÷s-Kutos metodų palyginimas   
Daugianarių 
laipsnis 
n 
Operatorinio 
metodo 
skaičiavimo 
laikas  
Didžiausias skirtumas 
tarp sprendinių 
intervale [0;8] 
4 1.5 s 0.14 
6 15.4 s 0.04 
9 281.4 s 0.021 
10 826.9 s 0.012 
 
 
2.2 SISTEMOS SAVYBIŲ PRIKLAUSOMYBö NUO PARAMETRŲ  
 
Sprendinio egzistavimo ir stabilumo sąlygos yra funkcijos nuo visų sistemos parametrų. Šiame 
darbe tyr÷me sistemą veikiančių j÷gų amplitudžių 
0x
f
 ir  
0y
f
 bei jų dažnio ϖ poveikį sistemos 
režimui, t.y. visų eksperimentų metu kiti parametrai liko pastovūs. Buvo pasirinktos nulin÷s pradin÷s 
uždavinio sąlygos, kurios taip pat nebuvo keičiamos. 
2.4 paveiksle pavaizduoti nusistov÷ję sistemos (1.36)  sprendiniai, gauti kai 
5.0   ,5.2 
00
== yx ff ir piϖ 2 = . Kai šie parametrai įgyja reikšmes 21   ,10 00 == yx ff ,  8 =ϖ , 
sistema veikia chaotiniu režimu (2.5 pav.).  
 
 
2.4 pav. Nusistov÷jusio režimo pavyzdys:  a), b) kūno virpesiai pagal ašis Ox ir Oy;  c) 
rotoriaus svyravimai fazin÷je plokštumoje φ/φ’ 
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a)
 
 
b)  
c)  
2.5 pav. Chaotinio režimo pavyzdys:  a), b) kūno virpesiai pagal ašis Ox ir Oy; 
 c) rotoriaus svyravimai fazin÷je plokštumoje φ/φ’ 
 
2.6 paveiksle pavaizduoti sprendiniai sistemos, kurios parametrai  ,20
0
=xf  10   0 =yf , 8 =ϖ  
ir γ = 0.6 (t.y. mechanin÷ sistema  yra pasvirusi pagal Ox ašį). Šiuo atveju nusistov÷jusiame režime 
φ’>0, t.y. rotorius ne svyruoja, o sukasi aplink tašką A. 
a)
 
 
b)
 
 
c)  
2.6 pav. Dar vieno režimo pavyzdys:  a), b) kūno virpesiai pagal ašis Ox ir Oy; 
 c) rotoriaus svyravimai fazin÷je plokštumoje φ/φ’ 
 
2.7 ir 2.8 paveiksluose pavaizduotos sprendinio stabilumo ir rotoriaus sukimosi sritys, kintant 
sistemą veikiančių išorinių j÷gų amplitud÷ms 
0x
f  ir  
0y
f  (2.7 pav.) bei amplitudei 
0x
f ir dažniui ϖ . 
Rotorius sukasi, jei nusistov÷jusiame režime sukimosi (svyravimo) greitis 0)( ≥tϕɺ . 
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- rotorius sukasi - stabilus režimas 
 
0y
f  
 
 
0x
f  
 
 
2.7 pav. Sistemos savybių priklausomyb÷ nuo parametrų 
0x
f  ir 
0y
f  
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0x
f  ir ϖ   
- rotorius sukasi - stabilus režimas 
ϖ   
0x
f
  
 
2.8 pav. Sistemos savybių priklausomyb÷ nuo parametrų 
0x
f  ir ϖ   
2.3 SPRENDINIO REIŠKIMAS BAIGTINE EKSPONENČIŲ SUMA 
 
 Šiame skyriuje pateiksime keletą pavyzdžių, kuriuose baigtine eksponenčių suma 
aproksimuojami skirtingo tipo (1.36) sistemos sprendiniai.   
Turint nusistov÷jusį sistemos sprendinį, galima jam taikyti funkcijos reiškimo eksponenčių suma 
algoritmą, aprašytą 1.4 skyriuje. Jei sprendinys gautas operatoriniu metodu, eksponentinių funkcijų 
koeficientams skaičiuoti galima naudoti Teiloro eilut÷s koeficientus, o jei skaitiniu metodu – funkcijos 
reikšmių vektorių.  
Nesunku pasteb÷ti, jog taikant algoritmą funkcijos reikšm÷ms taškuose 0, zng, 2ּzng, ..., nּzng, 
didelę įtaką rezultatams turi žingsnio zng ir pradinio taško pasirinkimas.  
1 Pavyzdys. Nagrin÷kime sistemą (1.36) su parametrais 5.0   ,5.2 
00
== yx ff ir piϖ 2 = .  Šios 
sistemos sprendinio β1(t) grafikas pavaizduotas 2.4 pav., a).  
Rung÷s-Kutos metodu gautam sistemos sprendiniams buvo taikomas reiškimo eksponent÷mis 
algoritmas, keičiant žingsnį zng ir pradinį tašką.  Paveikslai 2.9 ir 2.10 vaizduoja paklaidų funkcijas: 
skirtumus tarp sprendinio β1(t) ir  jo aproksimacijos baigtine eksponenčių suma f(t). 
Pirmiausia buvo pasirinktas pradinis taškas t = 99.926 – funkcijos maksimumo taškas. 
Kai zng = 0.333, gauta tokia sprendinio aproksimacija: 
.)0029.00480.0(           
)0029.00480.0(0.0874e)(
)99.99)(28.600015.0(
)99.99)(28.600015.0(0.062-0.00062t
−−−
−+−+
−
+++−=
ti
ti
ei
eitf
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Pritaikius Eulerio formulę, funkciją  f(t) galima išreikšti taip: 
)28.6sin(004.0)28.6( 0.94cos 0.0874)( tttf −+−= . 
Šiuo atveju aproksimavimo paklaida intervale [90;120] neviršija 0.0025, o intervale [100;110] – 
0.001. 
Kai zng = 0.666, f(t) turi tokią išraišką: 
.)00286.00475.0(            
)00286.00475.0(0.0874e)(
)99.99)(28.600021.0(
)99.99)(28.600021.0(0.0207-0.00021t
−−−
−+−+
−
+++−=
ti
ti
ei
eitf
 
Didžiausias skirtumas tarp šios funkcijos ir lygčių sistemos sprendinio intervale [90;120] – 0.01. 
Kai  zng = 2.333, 
.)0029.00480.0(           
)0029.00480.0(0.0874e)(
)99.99)(28.600015.0(
)99.99)(28.600015.0(0.062-0.00062t
−−−
−+−+
−
+++−=
ti
ti
ei
eitf
 
Didžiausia paklaida itervale [90;120] – 0.003. 
 
 Kai zng = 0.43, 
.)0029.0048.0(            
)0029.0048.0(0.091e)(
)99.99)(25.60000025.0(
)99.99)(25.60000025.0(0.24-0.0024t
−−−
−+−+
+
+−+−=
ti
ti
ei
eitf
 
Šiuo atveju paklaida intervale [90;120] siekia net 0.04 (2.10 pav.). 
  
2.9 pav. Sprendinio aproksimavimo eksponenčių suma paklaida, zng = 0.43 
Palikus tą patį žingsnį zng = 0.43, tačiau  pakeitus pradinį tašką į t = 100.3, žymiai padid÷ja 
aproksimavimo paklaida, kai t > 105. 2.11 pav. pavaizduotas paklaidos grafikas, 2.11 pav. - funkcijų 
β1(t) ir f(t) grafikai: β1(t) – juodos spalvos, f(t) – pilkos spalvos grafikas. 
 
 
2.10 pav. Sprendinio aproksimavimo eksponenčių suma paklaida, zng = 0.43,  
prad. taškas t = 100.3 
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2.11 pav. Sprendinio aproksimavimas eksponenčių suma, zng = 0.43, 
pradinis taškas t = 100.3 
 
Jei algoritmo žingsnis zng per mažas, nei vienam funkcijos periode negauname pakankamai 
tikslios aproksimacijos. Šį teiginį iliustruoja 2.11 pav. pavaizduoti funkcijų β1(t) ir f(t) grafikai  (h = 
0.01), 2.12 pav. - funkcijų β1(t) ir f(t) grafikai: β1(t) – juodos spalvos, f(t) – pilkos spalvos grafikas. 
 
 
2.12 pav. Sprendinio aproksimavimas eksponenčių suma, zng = 0.01, 
pradinis taškas t = 100.3 
 
2 Pavyzdys. Dabar imkime sistemą (1.36) su parametrais 16   ,17 
00
== yx ff ir 8 =ϖ .  Šios 
sistemos sprendinio, gauto Rung÷s – Kutos metodu,  )(tϕɺ  grafikas pavaizduotas 2.13 pav. 
 
 
2.13 pav. Sprendinio )(tϕɺ grafikas  
 
Sistema buvo spręsta dviem metodais: Rung÷s – Kutos bei operatoriniu. Spendžiant lygtį 
operatoriniu metodu, kai aproksimuojančio daugianario laipsnis lygus 4, gauta tokia sprendinio 
išraiška intervale [195; 196.2]: 
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Paveiksle 2.14 Rung÷s – Kutos metodu gauto sprendinio grafikas nubr÷žtas raudona spalva, o 
operatoriniu metodu gauto sprendinio grafikas – žalia spalva. M÷lyna spalva pavaizduota Rung÷s-
Kutos sprendinio aproksimacija baigtine eksponenčių suma, kai aproksimavimo žingsnis zng = 0.111.  
 
 
2.14 pav. Sprendinio )(tϕɺ  aproksimacijų palyginimas 
 
Šiuo atveju Rung÷s - Kutos metodu gautą sprendinį aproksimuojančios funkcijos išraiška yra 
tokia: 
 
 
Kaip ir pirmajame pavyzdyje, nesunku įsitikinti, jog sprendinį aproksimuojančios eksponenčių 
sumos išraiška priklauso nuo aproksimavimo žingsnio – atstumo tarp taškų, naudojamų skaičiavimams 
2.15  paveiksle pavaizduoti skirtingų aproksimacijų grafikai. Matome, jog šįkart geriausia rinktis 
žingsnį, lygų 0.15 (2.15, a). Šios aproksimacijos paklaida intervale [198;199] neviršija 0.001. 
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a)
 
zng =0.15 
 
 
b)   
 zng =0.3 
 
c)
 zng 
 = 0.4 
 
d)
 
zng =0.05 
 e)
 
zng =0.01 
 
2.15 pav. Sprendinio )(tϕɺ  aproksimavimas eksponenčių suma, esant skirtingiems 
žingsniams 
 
3 Pavyzdys. Tirkime atvejį, kai 16   ,21 
00
== yx ff ir 8 =ϖ .  Šios sistemos sprendinio, gauto 
Rung÷s – Kutos metodu,  )(tϕɺ  grafikas pavaizduotas 2.16 pav. 
 
 
2.16 pav. Sprendinio )(tϕɺ grafikas 
 V÷l palyginkime operatoriniu metodu (kai aproksimuojančio polinomo laipsnis lygus 4) ir  
Rung÷s –Kutos metodu gautus sprendinius su sprendinio aproksimacija baigtine eksponenčių suma 
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(2.17 pav.). Čia Rung÷s - Kutos metodu gauto sprendinio grafikas nubr÷žtas raudona spalva,  
operatoriniu metodu gauto sprendinio grafikas – žalia spalva, Rung÷s-Kutos sprendinio aproksimacija 
baigtine eksponenčių suma, kai aproksimavimo žingsnis zng = 0.1 - m÷lyna spalva. Šiuo atveju, kai 
funkcijos grafikas sud÷tingesnis, gaunamų aproksimacijų tikslumas mažesnis, arba funkcija gerai 
aproksimuojama tik trumpam intervale. 
 
 
2.17 pav. Sprendinio )(tϕɺ  aproksimacijų palyginimas 
Sprendinio )(tϕɺ polinomin÷ aproksimacija, gauta operatoriniu metodu: 
 
Sprendinio )(tϕɺ  aproksimacija baigtine eksponentinių funkcijų suma: 
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IŠVADOS  
 
1) Rung÷s-Kutos ir operatoriniu metodu gaunami artimi sprendiniai, tačiau Rung÷s-Kutos 
metodas pasiekia pakankamą tikslumą per trumpesnį laiką.  
 
2) Nusistov÷jusį sistemos sprendinį galima įvertinti baigtine eksponenčių suma (paklaida neviršija 
0.001). 
 
3) Aproksimavimo paklaidos priklauso nuo žingsnio, aproksimuojamos funkcijos ir skaičiavimo 
paklaidos. 
 
4) Gautas sprendinių aproksimacijas eksponentinių funkcijų suma galima naudoti sistemos režimo 
kokybiniam tyrimui, kuris reikalingas prieš pradedant kurti realų veikiantį mechanizmą 
 
5) Būtų įdomu palyginti šio darbo rezultatus su trigonometrin÷mis aproksimacijomis, gautomis 
naudojant kitus metodus, pavyzdžiui, taikant diskrečiąją Furje transformaciją.  
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1 PRIEDAS. PROGRAMŲ TEKSTAI 
Failas operatorinis.mw – operatorinio diferencialinių lygčių sistemos sprendimo metodo 
realizacija Maple kalba. 
 
> restart: 
pradzia:=100: 
 
## Sprendimas skaitiniu metodu (palyginimui) 
 
# Sistemos parametrai: 
fx0 :=2.5: fy0 := .5: w :=2*Pi: u := 0: mu := 1: mxy := 1: m0x := .5: g := 10: m0 
= 1: px2 := 4: py2 := 9: s1 := 1: hx := .1: hy := .1: hz := .1: hh := .1: mz:= 0: 
 
f1x := fx0*cos(w*t): f1y := fy0*cos(w*t):  
Fx2 := f1x+m0x*(diff(z2(t),t))^2*sin(z2(t))-px2*x2(t)-hx*(diff(x2(t),t)): 
Fy2 := f1y-m0x*diff(z2(t),t)^2*cos(z2(t))-py2*y2(t)-hy*diff(y2(t),t): 
Fz2 := mz+s1*cos(z2(t))*sin(z2(t))-mu*g*sin(z2(t)+u)-
hh*diff(z2(t),t)*(sin(z2(t)))^2-hz*diff(z2(t),t): 
sys2:= {diff(x2(t),t$2)+m0x*diff(z2(t),t$2)*cos(z2(t)) = Fx2,  
      diff(y2(t),t$2)* mxy+m0x*diff(z2(t),t$2)*sin(z2(t)) = Fy2, 
       
diff(z2(t),t$2)+mu*(diff(x2(t),t$2)*cos(z2(t))+mu*diff(y2(t),t$2)*sin(z2(t))) = 
Fz2,  
       x2(0)=0, D(x2)(0)=0, y2(0)=0, D(y2)(0)=0, z2(0)=0, D(z2)(0)=0}: 
F2:=dsolve(sys2, numeric, maxfun=100000): 
 
## Sprendimas operatoriniu metodu 
# Sistemos aprasymas (lygtys): 
c := mxy-mu*mxy*m0x*(cos(z1))^2-mu*m0x*(sin(z1))^2: 
Fx := f1x+m0x*dz1^2*sin(z1)-px2*x1-hx*dx1: 
Fy := f1y-m0x*dz1^2*cos(z1)-py2*y1-hy*dy1: 
Fz := mz+s1*cos(z1)*sin(z1)-mu*g*sin(z1+u)-hh*dz1*(sin(z1))^2-hz*dz1: 
xx:=simplify((Fx*mxy+Fy*mu*m0x*sin(z1)*cos(z1)-Fz*mxy*m0x*cos(z1)-
Fx*mu*m0x*sin(z1)^2)/c): 
yy:=simplify((Fy+Fx*mu*m0x*sin(z1)*cos(z1)-Fy*mu*m0x*(cos(z1))^2-
Fz*m0x*sin(z1))/c): 
zz:=simplify((Fz*mxy-Fx*mxy*mu*cos(z1)-Fy*mu*sin(z1))/c): 
 
#Pradines salygos palyginimui su skaitiniu metodu 
psx:=op(F2(pradzia)[2])[2]: psdx:=op(F2(pradzia)[3])[2]: 
psy:=op(F2(pradzia)[4])[2]: psdy:=op(F2(pradzia)[5])[2]: 
psz:=op(F2(pradzia)[6])[2]: psdz:=op(F2(pradzia)[7])[2]:  
 
 
skaicius:=40:  # Sudedamuju (daugianariu) skaicius 
n:=10:   # Daugianariu laipsnis 
zng:=.2: # Zingsnis 
f1[0]:=x1: f2[0]:=y1: f3[0]:=z1: pr[1]:=pradzia:   
 
# Skaiciuojami koeficientai (funkcijos) 
 
for k from 0 by 1 to n-1 do  
  
f1[k+1]:=simplify((diff(f1[k],tt)+diff(f1[k],x1)*dx1+diff(f1[k],dx1)*xx+diff(f1[k]
,y1)*dy1+diff(f1[k],dy1)*yy+diff(f1[k], z1)*dz1+diff(f1[k],dz1)*zz)):  
  
f2[k+1]:=simplify((diff(f2[k],tt)+diff(f2[k],x1)*dx1+diff(f2[k],dx1)*xx+diff(f2[k]
,y1)*dy1+diff(f2[k],dy1)*yy+diff(f2[k], z1)*dz1+diff(f2[k],dz1)*zz)): 
  
f3[k+1]:=simplify((diff(f3[k],tt)+diff(f3[k],x1)*dx1+diff(f3[k],dx1)*xx+diff(f3[k]
,y1)*dy1+diff(f3[k],dy1)*yy+diff(f3[k], z1)*dz1+diff(f3[k],dz1)*zz)):     
od:  
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# Priskiriamos pradines salygos: 
x1:=psx: dx1:=psdx: y1:=psy: dy1:=psdy: z1:=psz: dz1:=psdz:  
 
# Konstruojami daugianariai: 
for i from 1 by 1 to skaicius do  
  tt:=pr[i]: 
  x[i]:=(sum('f1[k]*(t-pr[i])^k/k!','k'=0..n)): 
  y[i]:=(sum('f2[k]*(t-pr[i])^k/k!','k'=0..n)): 
  z[i]:=(sum('f3[k]*(t-pr[i])^k/k!','k'=0..n)): 
  dx[i]:=(diff(x[i],t)): 
  dy[i]:=(diff(y[i],t)): 
  dz[i]:=(diff(z[i],t)): 
  ddz[i]:=diff(dz[i],t): 
 
  t:=pr[i+1]:   
  x1:=x[i]: y1:=y[i]: z1:=z[i]: dx1:=dx[i]: dy1:=dy[i]: dz1:=dz[i]: 
  t:='t': 
 
  pr[i+1]:=pr[i]+zng: 
od: 
 
> # Konstruojamas galutinis sprendinys x(t)  
xgal:=[]: 
for i from 1 to skaicius  do xgal:=[op(xgal), t < pradzia+i*zng, x[i]]: od: 
xfunkcija:=t->piecewise(op(xgal),x[skaicius]): 
#expand(xfunkcija(t)): 
#plot(xfunkcija(t),t=pradzia..pradzia+skaicius*zng,thickness=1,color=black,title='
x'); 
 
> # Skaitinio ir operatorinio metodu sprendiniu x(t) grafinis palyginimas 
(plots[odeplot])(F2,[[t,x2(t), color=red],[t, xfunkcija(t), 
color=green]],t=pradzia..pradzia+skaicius*zng,thickness=1,color=black,title='x', 
numpoints=5000); 
(plots[odeplot])(F2,[t,x2(t)-xfunkcija(t), 
color=black],t=pradzia..pradzia+skaicius*zng-.1,thickness=1,color=black, 
numpoints=5000); 
> # Konstruojamas galutinis sprendinys y(t)  
ygal:=[]: 
for i from 1 to skaicius  do ygal:=[op(ygal), t<pradzia+i*zng,y[i]]; od: 
yfunkcija:=t->piecewise(op(ygal),y[skaicius]): 
#expand(yfunkcija(t)): 
plot(yfunkcija(t),t=pradzia..pradzia+skaicius*zng,thickness=1,color=black,title='y
'):
 
> # Konstruojamas galutinis sprendinys z(t)   
zgal:=[]: 
for i from 1 to skaicius  do zgal:=[op(zgal), t<pradzia+i*zng,z[i]]; od: 
zfunkcija:=t->piecewise(op(zgal),z[skaicius]):  
#expand(zfunkcija(t)): 
plot(zfunkcija(t),t=pradzia..pradzia+skaicius*zng,thickness=1,color=black,title='z
'): 
> dzgal:=[]: 
for i from 1 to skaicius  do dzgal:=[op(dzgal), t<pradzia+i*zng,dz[i]]; od: 
dzfunkcija:=t->piecewise(op(dzgal),dz[skaicius]):  
#expand(dzfunkcija(t)): 
plot(dzfunkcija(t),t=pradzia..pradzia+skaicius*zng,thickness=1,color=black,title='
dz'): 
> ddzgal:=[]: 
for i from 1 to skaicius  do ddzgal:=[op(ddzgal), t<pradzia+i*zng,ddz[i]]; od: 
ddzfunkcija:=t->piecewise(op(ddzgal),ddz[skaicius]):expand(ddzfunkcija(t)): 
plot(ddzfunkcija(t),t=pradzia..pradzia+skaicius*zng,thickness=1,color=black,title=
'ddz'):
 
> plot([zfunkcija(t), dzfunkcija(t), t = pradzia .. pradzia+skaicius*zng], 
thickness = 1, color = black); 
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Failas sprend_konvertavimas.mw – Maple programa, realizuojanti sprendinio reiškimo 
eksponentinių funkcijų baigtine suma algoritmą.  
 
> #Sistemos sprendinys: 
 
restart: 
N:=80: 
N1:=50: 
h:=0.2: 
Poslinkis:=191.1: 
 
f1x := fx0*cos(w*t): f1y := fy0*cos(w*t):  
fx0 :=2.5: fy0 := 0.5: w :=2*Pi: u := 0: mu := .7: mxy := 1: m0x := .5: g := 10: 
m0 = 1: px2 := 4: py2 := 9: s1 := 1: hx := .1: hy := .1: hz := .1: hh := .1: mz:= 
0: 
 
Fx := f1x+m0x*(diff(z(t),t))^2*sin(z(t))-px2*x(t)-hx*(diff(x(t),t)): 
Fy := f1y-m0x*diff(z(t),t)^2*cos(z(t))-py2*y(t)-hy*diff(y(t),t): 
Fz := mz+s1*cos(z(t))*sin(z(t))-mu*g*sin(z(t)+u)-hh*diff(z(t),t)*(sin(z(t)))^2-
hz*diff(z(t),t): 
 
sys:= {diff(x(t),t$2)+m0x*diff(z(t),t$2)*cos(z(t)) = Fx,  
      diff(y(t),t$2)* mxy+m0x*diff(z(t),t$2)*sin(z(t)) = Fy, 
       diff(z(t),t$2)+mu*(diff(x(t),t$2)*cos(z(t))+mu*diff(y(t),t$2)*sin(z(t))) = 
Fz,  
       x(0)=0, D(x)(0)=0, y(0)=0, D(y)(0)=0, z(0)=0, D(z)(0)=0}: 
 
F:=dsolve(sys, numeric, maxfun=100000): 
gg:= (j) -> eval(op(F((j-1)*h+Poslinkis)[6])[2]): 
interface(rtablesize=100): 
v:=Vector(N1,gg): 
 
> # I zingsnis: 
 
Digits:=100: 
printlevel:=0; 
tikslumas:=10^(-5): 
d:=1; 
poz:=0; 
N:=`if`(modp(N,2)=0, N-1, N): 
 
for n from 1 to (N/2+1) while poz<5 do   
   f:=(i,j) -> v[i+j-1]: 
   A:=linalg[matrix](n,n,f): 
   d:=linalg[det](A); 
   d_modulis:=evalf(abs(d)); #print(d_modulis); 
   poz := `if`(d_modulis<tikslumas ,poz+1,0); 
end do; 
m:=n-1-poz; 
 
if (poz<2) then printf("Neimanoma konvertuoti koeficientu: matricos A determinanto 
modulis neartimas nuliui!") end if; 
 
while (poz>2) do poz:=0: 
 
# II zingsnis: 
 
f(rho):=(i,j) -> `if`(i=m+1,rho^(j-1),v[i+j-1]): 
B:=linalg[matrix](m+1,m+1,f(rho)); 
d:=collect(linalg[det](B),rho); 
lambda:=map(allvalues,[solve(d)]);  
 
# III zingsnis: 
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kart:=Vector(m): 
for k1 from 1 to m do  
 kiek:=0: 
 if (kart[k1]=0) then  
   for k2 from k1+1 to m do  
    if (lambda[k2]-lambda[k1]<tikslumas) then kiek:=kiek+1: kart[k2]:=kiek: end 
if: 
   end do: 
 end if: 
end do: 
 
f:=(i,j) -> binomial(i, kart[j])*lambda[j]^(i-1-kart[j]): 
C:=linalg[matrix](m,m,f); 
b:=Vector(m,v[1..m]); 
mu:=linalg[linsolve](C,b); 
 
f:=(i) -> (1/h)*ln(lambda[i]): 
lambda2:=Vector[row](m, f): 
end do; 
 
> #Grafikai: 
 
f4(t):=add(mu[k]*(t-Poslinkis)^kart[k]*exp(lambda2[k]*(t-Poslinkis)),k=1..m):  
plot(evalf(f4(t)), t=Poslinkis..Poslinkis+10,  thickness=1, numpoints=3000, 
color=black);   
(plots[odeplot])(F, [[t, z(t),color = black], [t,f4(t),color=gray, thickness=2]], 
Poslinkis-20..Poslinkis+20, numpoints = 10000, title = "z(t)"); 
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2 PRIEDAS. STRAIPSNIS KONFERENCIJOS „MATEMATIKA IR 
MATEMATIKOS DöSTYMAS – 2006“ LEIDINIUI 
 
BAIGTINIO H-RANGO FUNKCIJŲ REIŠKIMAS EKSPONENTINIŲ 
FUNKCIJŲ TIESINIAIS DARINIAIS 
Liepa Bikulčien÷, Zenonas Navickas, Daiva Petkevičiūt÷ 
Kauno technologijos universitetas 
 
1. Įvadas 
 
Sprendžiant įvairias diferencialines lygtis jų sprendinių išraiškos gali būti gaunamos laipsninių eilučių pavidale [1], 
kuris n÷ra patogus sprendinių savybių tyrimui. Tod÷l iškyla uždavinys tuos sprendinius išreikšti standartinių funkcijų 
tiesiniais dariniais. Tuomet gauti sprendiniai laipsninių eilučių su tiksliomis koeficientų išraiškomis pavidale gali būti 
efektyviai išreikšti harmonikų tiesiniais dariniais.  
Šiame darbe pateiksime vieną specialų algoritmą, leidžiantį funkciją ( )xf , aprašomą Teiloro eilute:  
∑
+∞
=
=
0 !
)(
j
j
j j
xpxf       (1) 
arba jos reikšm÷mis tam tikruose taškuose išreikšti baigtine eksponenčių suma:  
∑
=
=
m
r
x
r
rexf
1
)( λµ .        (2) 
Šis algoritmas sukonstruotas remiantis būtinomis ir pakankamomis šių išraiškų egzistavimo sąlygomis [2] bei 
diferencialinių lygčių sprendinių reiškimo trigonometrinių funkcijų suma pavyzdžiais, kurie aprašyti [3]. Algoritmo 
realizavimui panaudota Maple matematin÷ programin÷ įranga [4].  
 
2. Teorin÷s išraiškos ir skaičiavimo algoritmas 
 
Skaičiavimo algoritmo esmę sudaro funkcijos ( )xf  eksponentin÷s išraiškos (2) vektorių ( )mµµµµ ...,, ,21=  ir 
( )mλλλλ ...,, ,21=  sudarytų iš atitinkamų koeficientų kµ , kλ  bei tų koeficientų skaičiaus m  radimas, kai duotas ( )xf  
Teiloro eilut÷s (1) koeficientų vektorius ( ) Nmnmnpppp n ∈>= ,;,...,, ,10 . Skaičiavimai susideda iš tokių dalių: 
1. Konstruojamos Hankelio matricos, sudarytos iš Teiloro eilut÷s koeficientų  

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









=
−−
−
221
21
110
)(
0
...
............
...
...
kkk
k
k
k
ppp
ppp
ppp
H , 
o po to skaičiuojami jų rangai. 
Jei duotą funkciją ( )xf  galima išreikšti eksponenčių suma, tai šios sumos d÷menų skaičius lygus funkcijos H-rangui 
[2].  
Algoritme randamas toks m , su kuriuo   
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0max
k
Nk
rangHm
∈
= , 
t.y. ,0det )(0 ≠mH  o NrH
rm ∈∀≡+ ,0det )(0 . 
Kompiuterin÷je algoritmo realizacijoje sąlyga 0det )(0 ≡+rmH  keičiama sąlyga 
.  ,,,2,1  ,det )(0 NllmmmrH rm ∈+++=<+ ⋯ε  
 
2. Panaudojus algebrinių lygčių sprendimo metodus surandame tokios algebrin÷s lygties 
0
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121
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m
mmm
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ppp
ppp
ρρ
       (3) 
šaknis mρρρ ,...,, 21 , nes jos yra skirtingos ir tenkina sąlygas: 
mm ρλρλρλ === ,...,, 2211 . 
3. Sudaroma tiesinių lygčių sistema 
.1,...,0     ,...2211 −==+++ mjp jmjmjj µλµλµλ      (4) 
Jos sprendimui naudojami tiesin÷s algebros metodai, nes jos sprendinys yra koeficientai mµµµ ...,, ,21 . 
Skaičiavimams naudojamos standartin÷s Maple funkcijos Vector(), linalg[matrix](), linalg[det](), eval(), coeftayl(). 
Sistemų (3) ir (4) sprendimui naudojamos f-jos solve() ir linalg[linsolve](). Platesnį šių funkcijų aprašymą galima rasti 
literatūroje [4]. 
Pasteb÷ję, kad funkcijos reikšmių seka ( ) ( ) ( ),...2,,0 hfhff  sudaro algebrinę progresiją, kaip ir koeficientai jp , tą patį 
algoritmą galime naudoti ir funkcijos ∑
=
=
m
r
x
r
rexf
1
)( λµ išraiškai rasti, kai žinoma ką tik pamin÷ta šios funkcijos reikšmių 
seka ( ) ( ) ( ) ( ) Nmnmnnhfhfhff ∈> ,;,,...,2,,0 . Ši seka sudaro algebrinę progresiją kaip ir ( )xf  Teiloro eilut÷s 
koeficientai, nes  
( ) ∑∑∑
===
Λ===
m
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rr
m
r
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r
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r
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r
rr eekhf
111
)( µµµ λλ ,  
čia r
hre Λ=λ . 
Tada Vietoje Teiloro eilut÷s koeficientų vektoriaus ( )npppp ...,, ,10=  pa÷mę funkcijos ( )xf  reikšmių vektorių 
( ) ( ) ( ) ( ) ( )( ) Nmnmnnhfhfhffyyyy n ∈>== ,;,,...,2,,0...,, ,10   
ir jam pritaikę anksčiau aprašytus skaičiavimus, galime rasti koeficientus ( )mm µµµµ ...,,, ,21=  ir 
( )mΛΛΛ=Λ ...,, ,21 . Koeficientai ( )mλλλλ ...,, ,21=  randami kompleksinių skaičių aib÷je naudojantis sąryšiu 
( ) mrLn rr ,...,2,1, =Λ=λ , t.y. logaritmuojant vektoriaus ( )mΛΛΛ=Λ ...,, ,21  komponentes.  
 
3. Skaičiavimo pavyzdys 
 
1) Tegul duota pradin÷ funkcija f1(x), išreiškiama 10 eksponentinių funkcijų suma:  
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( ) ( )
.2
2
1175.07082.0
2cos5124.207093.0
518.2914.0801.07.006.0
1.0212
1
13.22.05
1
1
220
7
xxxxx
xexxxx
eeeee
eeeeexf
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−−
++++−
−−+−−=
pipi
 
Jos Makloreno eilut÷ yra 
( ) ( ).002.0...811.21031.60702.13 212022 xOxxxxf +++−−−=  
Pasinaudoję aukščiau aprašytu algoritmu, šią eilutę v÷l išreiškę eksponenčių suma – gauname funkciją ( )xf3 :  
( )
.507.2571.1646.2156.0476.1
124.20144.1093.0175.0082.0
875.4914.07.0411.02.0
314.2275.1801.006.0
3
−−−−− +++−−
−−+++−=
eeeee
eeeeexf
xxx
xxxxx
 
Čia skaičiavimams atlikti ÷m÷me 7010−=ε . Pasteb÷sime, kad skirtumai tarp atitinkamų ( )xf1  ir ( )xf3  koeficientų 
kµ  ir kλ (algoritmo absoliutin÷s paklaidos) nedidesni nei 7010− . 
2)   Tarkime, kad duotos tos pačios funkcijos ( )xf1  reikšm÷s taškuose 4.0  ,10,...2,,0 == hhhhx . Šiuo atveju, 
pasinaudojus pateiktu algoritmu, v÷l gaunamas ( )xf1  eksponentin÷s išraiškos artinys – jo koeficientai skiriasi nuo pradinių 
ne daugiau nei 6810− . 
Pasteb÷ję, kad šiame pavyzdyje determinantai )(0det kH  monotoniškai  art÷ja prie nulio, skaičiavimus nutraukiame 
anksčiau, t.y. sąlygoje 3 ,2 ,1  ,det )(0 +++=<+ mmmrH rm ε  imame 510−=ε , o ne 7010− , kaip anksčiau. Taip randama 
paprastesn÷ funkcijos ( )xf3  išraiška – ( )xf4  tik su 5 eksponenčių suma: 
( ) .62.055.065.2067.351.2 31.119.13.083.088.44 xxxxx eeeeexf ++−+= −−  
Šios funkcijos reikšm÷s intervale (-0,25; 3) yra gana artimos (paklaida neviršija 10-6) pradin÷s funkcijos ( )xf1  
reikšm÷ms. Paveiksluose pateikiami funkcijų ( )xf1  ir ( )xf4  grafikai kai [ ]1;1−∈x  (pav. 1) bei absoliutinių paklaidų 
funkcijos ( ) ( ) ( )xfxfxf 415 −=  grafikas (pav. 2), kai [ ]3;0∈x .  
 
1 pav. Funkcijos f1(x) ir f2(x)  2 pav. Paklaidų funkcija f1(x) - f2(x) 
 
Kai x<0, did÷jant |x| neapr÷žtai auga ne tik pradin÷s funkcijos ( )xf1  reikšm÷s, bet ir absoliutinių paklaidų 
( ) ( )xfxf 41 −  dydžiai. 
 
4. Išvados 
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Šis algoritmas tinka bet kokių funkcijų, turinčių baigtinį H-rangą reiškimui panaudojant eksponentines 
funkcijas. Pateiktas algoritmas kai kuriais atvejais gali būti naudojamas kaip alternatyvus metodas ne tik tiksliam funkcijų 
reiškimui eksponentin÷mis funkcijomis, bet ir tų funkcijų išraiškų supaprastinimui.  
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B a i g t i n i o  H - r a n g o  f u n k c i j ų  r e i š k i m a s  e k s p o n e n t i n i ų  f u n k c i j ų  t i e s i n i a i s  d a r i n i a i s  
 
 Pateikiamos formul÷s, leidžiančius žinant dalį funkcijos Teiloro eilut÷s koeficientų išreikšti ją tiesiniu eksponentinių funkcijų dariniu. 
Algoritmas papildytas sąryšiais, leidžiančiais tokią išraišką gauti turint tik funkcijos reikšmes tam tikruose taškuose. Pateikiamas šias formules 
realizuojančios programin÷s įrangos aprašymas ir paklaidų įvertinimas keliems pavyzdžiams. 
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3 PRIEDAS. STRAIPSNIS KONFERENCIJOS „MATEMATIKA IR 
MATEMATINIS MODELIAVIMAS – 2007“ LEIDINIUI 
 
INVESTIGATION OF ONE DYNAMICAL MODEL USING 
ADAPTED OPERATOR METHOD 
 
D. Petkevičiūt÷, K. Ragulskis, Z. Navickas, L. Bikulčien÷ 
Kaunas University of Technology 
 
1. Introduction 
 
The recovery of electric energy in ecological way is the main problem of the world energetic. The sun, wind, wave, 
and the other secure types of energy are very perspective; in the world wind energetic develops faster than the other types. 
The different mechanisms of vibration transformation stimulated by wind or waves to the other type of energy are being 
created. The action principles of such mechanisms before real working model are investigated using mathematical 
simulation.  
In this paper the water-wave energy dynamical transformation to rotational motion in order to reduce the device 
constructions is proposed. Here the case when system body can move by two orthogonal rectilinear coordinates and fixed 
to at unbalanced rotor turn is analyzed. The model for studies was proposed by acad. prof. K.Ragulskis (KTU).  
Various dynamical systems are described using ordinary differential equations and their systems comprising a large 
number of numerical parameters. Often, it is necessary to find not only the solution of a differential equation, but also 
numerical values of the said parameters (to provide the solution with desirable characteristics). Also, it is sometimes 
required that the solutions were periodical functions. Sometimes, it is important to know for what values of the parameters 
the dynamical system behaves chaotically, etc. The operator method, described in this paper, facilitates investigation of the 
most complicated dynamical-mechanical systems.  
In this paper, the calculations as well as graphical illustrations are done using Maple software.  
 
2. Model of the system 
 
The system (Fig.1) is composed of the point A, fixed to the immobile base according Ox and Oy axes using elastic and 
dissipative elements, and the rotor with mass. The point A is being stimulated by the powers yx ff , . The oscillations of the 
point A cause oscillations or rotations of the rotor. The behavior of the rotor depends of the amplitudes and frequency of 
the stimulating powers. 
The differential equations of system motion are obtained from equations of the kinetic energy, potential energy, and 
dissipative function using energetic balance method. Stimulation powers in this case were tf x ωcos0  and tf y ωsin0 .  
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Figure 1. Model of the system
 
 
Then equations of dynamical system are 





=++
=+
=+
;sincos
,sin
,cos
21
02
01
2
1
ϕ
β
β
ϕϕµβϕµβ
ϕϕµβµ
ϕϕµβ
F
F
F
xyx
x
ɺɺɺɺɺɺ
ɺɺɺɺ
ɺɺɺɺ
     
 (1) 
Where  
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Here ϕ  is the angle of rotation, 1β  and 2β  - the variation of system body from position of static balance by Ox and 
Oy axes respectively, hhhh yx ,,, ϕ  - dissipative coefficients, xyx µµ ,0  - reduced masses of body, yx ff ,  - stimulation powers, 
yx pp , - natural frequencies of the system with respect to the axes Ox and Oy, 1σ  - reduced stiffness coefficient, µ  - 
unbalanced mass (concentrated in the point B), *g  - gravitation acceleration, γ  - angle between Oy axis and vertical, ϕm  - 
effective resistance moment of rotor turning.  
 
3. Description of adapted operator method  
 
The solutions of various differential equations can be obtained in the form of power series [1], which is not convenient 
for the analysis of the characteristics of these solutions. Therefore, a problem to express the solutions as the linear 
combinations of standard functions is important, [2]. Usually, the standard functions are trigonometric or exponential.  
Transforming system (1), relationships  
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and 
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are obtained. 
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, y ) 
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, y) 
- vertical 
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Because the equations (2) have form ),,,,,,( ttt yyxxtPx ϕϕ ′′′=′′ , ),,,,,,( ttt yyxxtQy ϕϕ ′′′=′′ , 
=′′ϕ ),,,,,,( ttt yyxxtR ϕϕ ′′′  and the initial conditions are ( ) 1svx = , ( ) 2stx vtt =′ = , ( ) 3svy = , ( ) 4sty vtt =′ = , ( ) 5sv =ϕ , 
( ) 6st vtt =′ =ϕ , the expressions of solutions are found using operator method, ([1]): ( )∑
+∞
=
−
=
0 !k
k
k k
vtpx , ( )∑
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=
−
=
0 !k
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k k
vtqy , 
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∑
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Here coefficients 1sDp
k
k = , 3sDq
k
k = , 5sDr
k
k =  are functions of initial conditions and center of series v  and 
generalized differential operator in this case is 
653311 642 ssssssv PDDsQDDsPDDsDD ++++++= . 
The special algorithm allowing to covert a function ( )xf  represented in Taylor series ∑
+∞
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0 !
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xpxf  or in its values 
in certain points to a finite sum of exponent functions Cexf r
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r
x
r
r ∈=∑
=
λµ λ ,)(
1
 was presented in [3]. The later expression 
appears to be more informative than the simple ordinary power series, especially for differential equations describing 
mechanical processes. 
 
The computer implementation of this algorithm was developed using Maple software. The standard Maple functions 
Vector(), linalg[matrix](), linalg[det](), eval(), coeftayl(), solve(), piecewise(), diff(), sum() and linalg[linsolve]() were used 
for the calculations. The full description of these functions is available in [4].  
 
4. Example  
 
One of the steady modes of this system is when vibrations of body stimulate uniform rotor oscillation. For instance, the 
mode with fixed speed of rotor oscillating is obtained if the parameters of the system (1) are  
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and the initial conditions are 
( ) ( ) ( ) ( ) ( ) ( ) 0000000 2121 =′==′=′== ϕϕββββ  (represented  in (Fig. 2)).  
 
Figure 2. Example of steady mode: a), b) vibration of body by axes Ox and Oy; 
 c) oscillation of rotor in phase plane ϕϕ ′/ ; 
After having expressed the solution ( )tϕ  as a finite sum of exponent functions the approximation is  
( )
.)0186.00436.0(          
)0186.00436.0(0891.0
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In order to simplify this expression the Euler’s formula can be used. Then the approximation of solution is  
( ) ).2837.6sin0332.02837.6cos0971.0(0891.0 0155.00016.0* tteet tt −+−= −−ϕ  
The graph of the difference ϕ(t)-ϕ*(t) are presented in Figure 3.  
 
Figure 3.The loss-function ϕ(t)-ϕ*(t). 
 
5. Conclusion 
 
A steady mode of a given system was found. When the solution is in the steady mode, we can approximate it as a 
sum of exponent functions. However, in this case, the absolute error of the approximation grows when we recede from the 
interval used to compute the approximation. This could have happened due to the computation errors. 
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V I E N O  D I N A M I N I O  M O D E L I O  T Y R I M A S  A D A P T U O T U  O P E R A T O R I N I U  M E T O D U   
 
Aprašomas operatorinis metodas, leidžiantis gauti diferencialinių lygčių sistemos sprendinio išraišką eilut÷s pavidalu. Pateikiama vieną dinaminę 
sistemą aprašanti lygčių sistema bei vieno šios sistemos sprendinio aproksimavimo baigtine eksponentinių funkcijų suma pavyzdys.
 
 
 
 
