We consider a recursive scheme for de ning the coe cients in the operator product expansion (OPE) of an arbitrary number of composite operators in the context of perturbative, Euclidean quantum eld theory in four dimensions. Our iterative scheme is consistent with previous de nitions of OPE coe cients via the ow equation method, or methods based on Feynman diagrams. It allows us to prove that a strong version of the "associativity" condition holds for the OPE to arbitrary orders in perturbation theory. Such a condition was previously proposed in an axiomatic setting in [1] and has interesting conceptual consequences: 1) One can characterise perturbations of quantum eld theories abstractly in a sort of "Hochschild-like" cohomology setting, 2) one can prove a "coherence theorem" analogous to that in an ordinary algebra: The OPE coe cients for a product of two composite operators uniquely determine those for n composite operators. We concretely prove our main results for the Euclidean ϕ 4 4 quantum eld theory, covering also the massless case. Our methods are rather general, however, and would also apply to other, more involved, theories such as Yang-Mills theories.
Introduction
There exist many di erent approaches to quantum eld theory. Many of these attempt to isolate within quantum eld theory a kind of algebraic skeleton, which, in a sense depending on the particular framework, de nes the theory and dictates its properties. The earliest manifestation of this kind of framework is that of local quantum physics due to Haag and Kastler [2] which is based on nets of local algebras of operators. A framework to isolate the algebraic core of many 2-dimensional conformal eld theories is the theory of vertex operator algebras [3, 4] . The main idea of this framework is to formalise the properties of the operator product expansion (OPE) in such theories in order to build an algebraic structure capable of describing many interesting models in two dimensions.
Since the OPE ought to exist in any local quantum eld theory in any dimension [5] , it seems reasonable to de ne a quantum eld theory by it, or more precisely, to attempt to build a self-consistent algebraic structure out of the OPE that can de ne a quantum eld theory. The OPE is the statement that given a complete set of local operators O A i , and given any su ciently well-behaved quantum state Ψ, one has are functions (or rather distributions), called OPE coe cients, and the symbol " ∼ " indicates that the relation is expected to hold asymptotically at short distances, in the sense that the di erence between the left and right hand side of (1.1) vanishes if x i → x N for all i ≤ N. In models of perturbative quantum eld theory, such as the Euclidean ϕ 4 4 -theory, the OPE was found to be not only asymptotic, but even convergent, in the sense that the sum over B in (1.1) converges even for any nite separation of x 1 , . . . , x N [6, 7] .
These results strongly suggest that it should indeed be possible to view the OPE coe cients as de ning the algebraic skeleton of the theory, and the 1-point functions O B (x N ) Ψ as carrying all the information about the state. The theory, then, should be de ned by the OPE coe cients, whereas speci c physical setups should be described by the collection of all 1-point functions, much in the way as a classical eld theory is de ned by a partial di erential equation, and speci c physical setups are described by boundary-or initial conditions for determining a given solution. (As an aside, let us point out that this viewpoint is, in fact, not only remarkably close to standard applications of the OPE in deep inelastic scattering, but also very attractive in curved spacetimes [8, 9] , because it is much less clear there what physically preferred states would be in general.)
Of course, in order to de ne a concrete eld theory, one must have a way to determine the OPE coe cients in the rst place. The traditional way in Lagrangian eld theory is to go back to correlation functions and proceed e.g. by the well-known (perturbative) methods described in [10, 11] . This is not really satisfactory if one wants, as we do, to view the OPE coe cients as the primary objects de ning the theory, and not Lagrangians or correlation functions. In order to get around this, one clearly needs extra information on the OPE coe cients. One central property (formalised e.g. in the setting [1] ) is a kind of associativity (also called "factorisation" or "consistency") condition, which can be motivated heuristically as follows: Consider an operator product O A 1 (x 1 )O A 2 (x 2 )O A 3 (x 3 ), where x i ∈ R 4 , and assume that x 2 is closer to x 1 than to x 3 , i.e. 0 < |x 1 − x 2 | |x 2 − x 3 | < 1 .
(
1.2)
Since the OPE is by its very nature a short distance expansion, one may hope to be able to perform the OPE of only the product O A 1 (x 1 )O A 2 (x 2 ) around the point x 2 rst, This condition puts strong restrictions on the OPE coe cients of the theory. To see this, assume also that 0 < |x 2 − x 3 | |x 1 − x 3 | < 1 .
(1.5)
We can repeat the argument above and arrive at the relation
The requirement of consistency of the alternative expansion schemes (1.4) and (1.6) on the domain 0 < |x 1 − x 2 | < |x 2 − x 3 | < |x 1 − x 3 | yields
which encodes highly non-trivial relations between the OPE coe cients. It was shown in [1] that these have various consequences:
• Multipoint OPE coe cients C • Deformations (=perturbations) of OPE coe cients can be characterised as a cohomology of Hochschild type.
• OPE coe cients can be viewed as a (non-conformal, higher dimensional) version of vertex operator algebras.
The formal "derivation" of the associativity condition presented above is, of course, far from rigorous: For one thing, we have introduced the OPE as an asymptotic expansion, but in (1.2) and (1.5) we demanded nite separation of the points x 1 , x 2 , x 3 . Furthermore, it is not obvious in what sense, if at all, the partial OPE performed in (1.3) holds. Lastly, we have implicitly exchanged the order of two in nite series in the step from (1.3) to (1.4) without any justi cation. Nevertheless, it is possible to see in some non-trivial examples of eld theories such as in the massless Thirring model [12] , or in the context of 2 dimensional conformal eld theories [13] that the strong form of the associativity condition (1.7) in fact holds. Unfortunately, the arguments presented in these works are very speci c to the peculiar properties of such models, giving no hint whatsoever what the situation might be e.g. for perturbatively de ned models in Lagrangian eld theory.
In the present paper we show that associativity of the OPE indeed holds to all orders in the perturbative Euclidean ϕ (1.8)
holds for any x 1 , . . . , x N such that 9) where c = c(r) and K = K(r, A 1 , . . . , A N , B) do not depend on D. Since the r.h.s. of (1.8) vanishes in the limit D → ∞, the bound implies that the associativity property holds up to any perturbation order on the domain de ned by (1.9).
Remark: A much weaker version of associativity was previously derived in [14] . There, it was shown that eq.(1.10) indeed holds up to any perturbation order, but only on the smaller domain
for some constant 0 < ε 1 which moreover decreases with the perturbation order. The weaker version is not suited in order to derive (1.7). Furthermore, the weaker version gives the misleading impression that associativity breaks down altogether beyond perturbation theory.
This result suggests that a quantum eld theory can be de ned by a set of OPE coecients satisfying (1.10) on the domain (1.9), together with other simple straightforward, and reasonable requirements, see section 2 (for more details see [1] and also [15, 16] for curved spacetimes).
Even though, thanks to the above theorem, we may now feel much more con dent that this viewpoint on QFT is correct, it does not tell us how to actually nd QFTs, i.e., how to nd actual solutions to the consistency requirements (1.10). Here a further independent idea is needed. This idea is to investigate how, given one solution to the consistency relations (e.g. the Gaussian free eld), one can deform this solution to another one. As we recall below, one can nicely formulate an abstract deformation (=perturbation) theory of the algebraic structure based on (1.10) wherein perturbations are characterised as elements of some Hochschild type cohomology ring. However, this still does not give a good practical way of actually nding perturbations (to all orders in some small parameter, or even nite ones). Instead, we are going to rely on a recently found recursion formula for perturbative OPE coe cients [17] . This recursion formula is derived from the di erential equation (a caret· denotes omission)
for the change of an OPE coe cient if we change the action of the theory by a term of the form gO L (where gO L would be gϕ 4 in our model). It is this relation, together with the well-known formulae for the OPE coe cients of the free theory (g = 0), which is used in this paper to construct the coe cients of the interacting theory order by order in g, and to prove theorem 1. The bottom line is that this recursion formula (or the di erential equation), together with the consistency relation (1.10) completely determine the OPE coe cients of a theory -hence the theory itself -and that these conditions are mutually consistent with each other. This paper is organised as follows: We put our results into the context of axiomatic approaches in section 2. Section 3 contains the main results of the paper, which are then proved for the case of massive elds in section 4. The generalisation of the proof to massless elds can be found in section 5, followed by our conclusions in section 6. Some technical estimates are moved to an appendix.
General framework for QFT and remarks
Before delving into the derivation of the main results of this paper, we would like to explain the wider context provided by a speci c proposal for the structure of QFT [1] .
OPE algebras: This framework is intended to formalise the properties of the OPE. In order to avoid writing many indices, one associates local elds O A in the theory with vectors |v A in some abstract vector space called V. The space V is assumed to be graded in various ways which re ect the possibility to classify the di erent composite quantum elds in the theory by their spin, dimension, Bose/Fermi character, dimension etc. Thus, for example, if V D is the space of all elds of a xed dimension D, then
(2.13)
The in nite sum in this decomposition is understood without any closure taken. In other words, a vector |v in V has only non-zero components in a nite number of the direct summands in the decomposition (2.13). Typically the set of possible D-values is discrete and each dim V D < ∞ 1 . On the vector space V, we assume the existence of an anti-linear, involutive operation called : V → V which should be thought of as taking the hermitian adjoint of the quantum elds. We also assume the existence of a linear grading map γ : V → V with the property γ 2 = id. The vectors corresponding to eigenvalue +1 are to be thought of as "bosonic", while those corresponding to eigenvalue −1 are to be thought of as "fermionic".
So far, we have only de ned a list of objects-in fact a linear space-that we think of as labelling the various composite quantum elds of the theory. The dynamical content and quantum nature of the given theory is next incorporated in the OPE associated with the quantum elds. This is a hierarchy denoted 14) where each (x 1 , . . . , x N ) → C(x 1 , . . . , x N ) is a function on the "con guration space" 15) taking values in the linear maps 16) where there are N tensor factors of V. (The range of C(x 1 , . . . , x N ) is actually in the closure V * * of V but we do not distinguish this in our notation.) The components of these maps in a basis of V correspond to the OPE coe cients mentioned in the previous section. For one point, we set C(x 1 ) = id : V → V, where id is the identity map.
In order to have any chance of imposing stringent consistency conditions of the nature described in section 1, the maps C(−, . . . , −) must be real analytic functions on M N , in the sense that their components C 
where ⊗N := ⊗ · · · ⊗ is the N-fold tensor product of the map , and where· denotes complex conjugation. 1 In order to have a reasonable theory possessing su ciently many states it is natural to demand a niteness property of the kind D q
C2) Euclidean invariance:
For a suitable representation R of Spin(4) on V and a ∈ R 4 , g ∈ Spin(4), we require
where R(g) ⊗N stands for the N-fold tensor product R(g) ⊗ · · · ⊗ R(g).
C3) Bosonic nature:
The OPE-coe cients are themselves "bosonic" in the sense that
where γ ⊗N is again a shorthand for the n-fold tensor product γ ⊗ · · · ⊗ γ.
C4) (Anti-)symmetry: Let τ i−1,i = (i − 1 i) be the permutation exchanging the (i − 1)-th and the i-th object, which we de ne to act on V ⊗ · · · ⊗ V by exchanging the corresponding tensor factors. Then we have
)
Here, the last factor is designed so that bosonic elds have symmetric OPE coe cients, and fermionic elds have anti-symmetric OPE-coe cients. The last point x N and the N-th tensor factor in V ⊗ · · · ⊗ V do not behave in the same way under permutations, and the formula has to be slightly altered. See [1, eq.(3.38)] for the corresponding formula.
C5) Scaling:
Let dim : V → V be the "dimension counting operator", de ned to act by multiplication with D ∈ R + in each of the subspaces V D in the decomposition (2.13) of V or, put di erently, dim |v A = [A] · |v A . Then we require that 1 ∈ V is the unique element up to rescaling with dimension dim(1) = 0, and that [dim, γ] = 0. Furthermore, we require that, for any δ > 0 and any (x 1 , . . . , 
where 1 is in the i-th tensor position, with i ≤ N − 1. When 1 is in the N-th tensor position, the analogous requirement takes a slightly more complicated form (see [1, chapter 3] ).
C7) Factorisation:
Note that this condition is an "index free" restatement of (1.10), the main result of our paper in the context of perturbation theory.
De nition 1. A quantum eld theory is de ned as a pair consisting of an in nite dimensional vector space V with decomposition (2.13) and maps , γ, dim with the properties described above, together with a hierarchy of OPE coe cients C := (C(−, −), C(−, −, −), . . . ) satisfying properties C1)-C7).
It is natural to identify quantum eld theories if they only di er by a rede nition of the elds. Informally, a eld rede nition means that one changes ones de nition of the quantum elds of the theory from
A is some matrix on eld space. The OPE coe cients of the rede ned elds di er from the original ones accordingly by factors of this matrix. We formalise this in the following de nition:
De nition 2. Let (V, C) and ( V, C) be two quantum eld theories. If there exists an invertible linear map Z : V → V with the properties
for all N, where Z ⊗N = Z ⊗ · · · ⊗ Z, then the two quantum eld theories are said to be equivalent, and Z is said to be a eld rede nition.
The main result of our paper, Thm. 1, leads to the following conclusion: Corollary 1. The OPE in perturbative Euclidean ϕ 4 4 -theory satis es axioms C1)-C7) in the sense of formal perturbation series in g, i.e. at each xed order in g.
Proof.
The symmetry requirements C1)-C4) and the identity axiom C6) are quite easily checked: They can be explicitly checked in the free theory, and one veri es directly that they are preserved by the recursion formula (1.12), which we use to de ne perturbative OPE coe cients. The scaling requirement C5) follows e.g. from the bounds proven in [17] . By far the most non-trivial challenge is to prove C7) (factorisation). This is the content of thm.1 of the present paper.
Vertex algebras: Another corollary of theorem 1 is that perturbation theory de nes an analog of a vertex operator algebra: First, de ne vertex operators Y(x, v) : V → V as the endomorphism of V whose matrix elements are given by
for any x 0. The relation (1.7), which is a consequence of our main theorem, may now be written as
where the spacetime arguments are required to satisfy |x| > |y| > |x − y| > 0 and where v, w are elements of V. An almost identical quadratic relation rst appeared in the study of conformal eld theories in two dimensions, where it is one of the crucial properties (called "locality condition") of the vertex operator algebras [4] . It should be stressed, however, that in our context, where conformal symmetry is not required, the condition above is really a highly non-trivial statement on the convergence of the in nite sums implicit in eq.(2.29), whereas the same equality in the CFT context is understood in terms of formal power series.
Abstract perturbation theory:
The constraint imposed by the factorisation condition C5) at the three point level can be rewritten as
which is just an "index free" version of eq.(1.7). Although we will not use this in the present paper, all higher constraints can be derived from this one, see [1] . In the very abstract general framework of an OPE algebra, we may ask the question when it is possible to nd a 1-parameter deformation C(x 1 , x 2 ; g) of these coe cients by a parameter g so that the associativity condition continues to hold, at least in the sense of formal power series in g. (Actually, the analogues of the symmetry condition (2.20), the scaling condition (2.22), the hermitian conjugation, the Euclidean invariance, and the unit axiom should hold as well for the perturbation. However, these conditions are much more trivial in nature than (2.30), because the conditions are linear in C(x 1 , x 2 ). These conditions could therefore easily be included in our discussion, but would distract from the main point.) One can show that such perturbations can be characterised in a cohomological framework. To set up this framework, we consider the non-empty, open domains of (R 4 ) N de ned by
where r i j := |x i − x j |. We de ne Ω N (V) to be the set of all real analytic functions f N on the domain F N that are valued in the linear maps
We next introduce a boundary operator b :
Here C 0 (x 1 , x 2 ) is the OPE-coe cient of the undeformed theory de ned by g = 0, and a caret means omission. The de nition of b involves a composition of C 0 with f N , and hence, when expressed in a basis of V, implicitly involves an in nite summation over the basis elements of V. We must therefore assume here (and in similar formulas in the following) that these sums converge on the set of points (x 1 , . . . , x N+1 ) in the domain F N+1 . We shall then say that b f N exists, and we collect such f N in the domain of b, 
As we will now see, the problem of nding a 1-parameter family of perturbations C(x 1 , x 2 ; g) such that our associativity condition (2.30) continues to hold for C(x 1 , x 2 ; g) to all orders in g can be elegantly and compactly formulated in terms of this ring. If we let
then we note that the rst order associativity condition,
, is equivalent to the statement that
where here and in the following, b is de ned in terms of the unperturbed OPEcoe cient C 0 . Thus, C 1 has to be an element of Z 2 (V; C 0 ). Let Z(g) : V → V be a g-dependent eld rede nition in the sense of defn. 2, and suppose that C(x 1 , x 2 ) and C(x 1 , x 2 ; g) are connected by the eld rede nition. To rst order, this means that
or equivalently, that bZ 1 = C 1 , where
. Thus, the rst order deformations of C 0 modulo the trivial ones de ned by eq. (2.39) are given by the classes in H 2 (V; C 0 ). The associativity condition for the i-th order perturbation (assuming that all perturbations up to order i − 1 exist) can be written as the following condition for
where
We assume here that all in nite sums implicit in this expression converge on F 3 . This equation may be written alternatively as
We would like to de ne the i-th order perturbation by solving this linear equation for C i . Clearly, a necessary condition for there to exist a solution is that bw i = 0 or w i ∈ Z Corollary 2. Let C 0 be the OPE coe cients of a free, scalar Euclidean quantum eld theory, and let C j , j > 0 be their perturbations, as de ned by the recursion formula (1.12). Proof. Non-triviality of C 1 follows from the fact that the recursion formula (1.12) can not be written as a mere rede nition of the composite elds. The second point, i.e. vanishing of obstructions [w i ] ∈ H 3 (V; C 0 ), follows directly from the main result of the present paper, thm.1, because it is equivalent to associativity order-by-order in g.
The Associativity Theorem
In the present section we are going to state our other main results, which will imply the bound stated in thm. 1 within perturbative Euclidean ϕ 4 -theory in four dimensions with classical action
Throughout the present section we will restrict attention to the massive case m 2 > 0.
The generalisation of our proof to massless elds is discussed afterwards in section 5.
We write the composite operators of our model explicitly as
which means that the corresponding dimension of the eld O A is given by
Let us denote the (formal) perturbation series for OPE coe cients by 
the remainder of the associativity condition at r-th perturbation order and truncated at operators
Our strategy is to establish the bound (1.8) by an induction which is based on the recursion formula (1.12). In order to obtain the sharp bound (1.8), we will have to formulate our induction hypothesis not in terms of the remainder functions (R
, but in terms of much more general objects, containing multiple summations over products of OPE coe cients (see de nition 4 below). These more general expressions are most conveniently organised in terms of decorated rooted trees. Before we can state our main inductive bound, we therefore have to introduce some additional notation.
First, we agree on a vocabulary for rooted trees T , which is summarised in the following glossary (cf. [18, chapter 3 
.2.2]):
Vertices of the tree T .
L(T )
Leaves of T , i.e. vertices of degree 1 (the degree of a vertex is the number of edges adjacent to it).
R(T )
The root of T , R ∈ V. I(T )
Internal vertices of T , i.e. non-leaf vertices.
Internal vertices of T without the root, i.e. I R := I \ R .
B(T )
The set of branches of T . A branch b ∈ B is a path connecting a leaf to the root, where we use the convention that leaves and root are not part of the branch, i.e. B ⊂ I R .
ch(v)
The children of a vertex v ∈ V are the vertices adjacent to v which are further from the root.
The parent of a vertex v ∈ V is the vertex adjacent to v which is closer to the root.
The siblings of a vertex v ∈ V are the children of the parent of v not
The descendents of a vertex v ∈ V are the vertices on the paths from v to the leaves.
The ancestors of a vertex v ∈ V are the vertices on the path from v to the root.
Next, we add decorations to these trees:
, where A i ∈ N 4n i are multi-indices and where n ≥ N. We de ne T ( x; A) to be the set of rooted trees T with the following properties:
1. T has n vertices and N leaves.
2. Vertices in I R have degree larger than 2.
3. To each vertex v ∈ V(T ) we associate a pair (x v , A v ) called the weight of v, where x v ∈ R 4 is a four-vector and A v ∈ N 4n v a multi index, such that
e. x v has to be equal to one of the four-vectors associated to the children of v. To the leaves v ∈ L(T ) we associate bijectively the vectors (
• (A v ) v∈V(T ) = A, i.e. the mapping between multi-indices and vertices is one-toone.
See g.1 for an example of three such trees. With this notation in place, we can now give a compact de nition of the objects appearing in our induction hypothesis:
De nition 4 (Contractions of OPE coe cients). Given a tree T ∈ T ( x; A), we de ne
The argument behind the semicolon in the OPE coe cients speci es the reference point, i.e.
for example.
Examples: For the weighted trees depicted in g.1, the de nition yields
We are now ready to state our second main theorem, which directly implies theorem 1.
Theorem 2. Up to any perturbation order r ∈ N, OPE coe cients of massive Euclidean ϕ 4 4 -theory satisfy the following two properties:
(a) Given a tree T ∈ T ( x; A) and given a collection of integers (D i ) i∈I R , x any branch b ∈ B(T ) in the tree such that 2 x v = x w for all v, w ∈ b(T ) and de ne the shorthand
] and δ v ∈ (0, 1), one has the bound
where the constant K > 0 depends neither on the integers D i nor on ε or the δ v , where
where θ is the Heaviside step function 3 and where
(b) For any ξ < 1 one has
where ξ is de ned as in eq.(1.11).
Remark: Before we come to the proof of the theorem, let us take a moment to have a closer look at the result in order to get a better intuition for the complicated expression (3.53). The origin of the various terms in the bound (3.53) can be roughly understood as follows:
1. The rst line re ects the behaviour one would expect from naive power counting if one assumes that an OPE coe cient behaves as C
2. The second line captures all combinatorial factors, in particular those caused by the summations over multi indices [C i ] = D i associated to the internal vertices of the tree T and those arising in perturbation theory. Note that only this second line depends on the perturbation order r.
3. In the last line, the factors including the Heaviside function are a relict of the exponential decay of the massive propagator. These factors are needed in the induction in order to avoid infrared divergences. Finally, the factor (sup i∈ch(v)
|x i − x j |) δ i in the last line re ects the fact that naive power counting only holds up to logarithms once we proceed to higher orders in perturbation theory. We note also that the bound diverges if we set the mass m to zero.
Proof of theorem 1. As mentioned in the introduction, theorem 1 can be derived straightforwardly from theorem 2. To see this, note that eq.(3.55) implies
where T 1 ∈ T ((A 1 , . . . , A N , B, C); (x 1 , . . . , x N )) is the tree depicted in g.1. We can now use the bound (3.53) to estimate the right hand side. The in nite sum can be bounded using the inequality
and where we chose ε small enough such that (1+ε) 8 r+1 ξ < 1.
In particular, we are free to choose for example (1+ε) 8 r+1 = 1/ √ ξ. After simple algebraic manipulation and absorbing some factors into the constant K, we arrive at (1.8).
The reader may wonder at this stage why we derive the rather complicated bounds (3.53) on the objects (P r )(T ) if we are eventually only interested in the simpler bound (1.8). The reason for this apparent detour lies in the fact that the bound (1.8) itself is not suited for the induction we are using. Roughly speaking, the main technical problem with an induction based on the remainder (R
comes from the fact that one wants to avoid making relatively rough estimates for the summations over multi-indices appearing in the recursion formula (1.12). As an example, one would have to use estimates like
(3.58)
As it turns out, such estimates lead to unwanted combinatoric factors of the form c D for some constant c > 1, which accumulate for every iteration of the recursion formula. As a result, one is led to an associativity condition that gets weaker as the perturbation order increases (similar to the result derived in [14] , see also the remark below theorem 1). Our solution to this problem is to estimate the objects
, which include multiple sums over multi-indices A i and which thereby allow us to avoid weak estimates of the type (3.58), i.e. we never have to "pull the modulus inside the sum". The formulation in terms of rooted trees is further convenient in order to keep track of the various terms generated by the recursion formula (1.12), and in particular in order to verify cancellations of divergent terms in the recursion as discussed in more detail in the next section.
Proof of theorem 2
In the present section we are going to present the proof of theorem 2, which proceeds by induction in the perturbation order r. Before we get to the details of this rather long line of arguments, let us give a brief overview of the general strategy and the main steps followed in this section.
Induction start (sec. 4.1): Theorem 2 makes two claims, namely the bound (3.53) and the convergence property (3.55). Thus, our aim is to prove both these properties for r = 0, i.e. within the free theory. In this simple case, we can treat the problem explicitly using mainly Wick's Theorem. Induction step (sec. 4.2): Our aim is again to prove the bound (3.53) and the convergence property (3.55), but now at perturbation order r + 1, under the assumption that both these properties hold up to order r. Our main ingredient here is the recursion formula (1.12), which implies a corresponding recursion formula for the objects of interest (P r )(T ) [see eq.(4.91)]. This formula allows us to establish bounds on (P r+1 )(T ) in terms of an integral over objects at order r, for which we can use the inductive bound by assumption [see subsection 4.2.1]. In order to verify the bound (3.53) at order r + 1, it then remains to estimate this integral.
Here some care has to be taken, since the individual terms under the integral generated by the recursion formula are in fact divergent. One has to make use of cancellations between such terms in the potentially dangerous integration regions, which can be nicely organised with the help of our tree notation. Thus, we decompose R 4 into various intermediate-, short-and large-distance regions, and we consider the integral over these regions separately. The cancellations between divergent terms then can be seen to follow from the associativity condition (3.55) at order r, and the bound (3.53) can be veri ed in each region by rather straightforward computations.
Finally, to prove the convergence property (3.55) at order r + 1, we once again use the recursion formula in order to express the associativity remainder at order r + 1 in terms of an integral over quantities at order r. Then, using the bound 
Induction start: The free theory
Our aim in this section is to verify the two hypotheses of theorem 2, i.e. the bound (3.53) and the convergence property (3.55), for free quantum elds. This will be achieved by giving an explicit representation for the objects (P 0 )(T ), which is obtained with the help of Wick's Theorem. To derive this representation, let us start with the simplest possible trees, i.e. let T 0 ∈ T ( x; A) be any tree whose only internal vertex is the root (such as T 0 in g.1).
Recall from our example in eq.(3.50) that the corresponding expression (P 0 )(T 0 ) is simply a single OPE coe cient. For concreteness, we write the multi indices A v ∈ N 4n v associated to the vertices v ∈ V(T ) explicitly as, 
where the v∈V n v × v∈V n v -matrix Σ is de ned as A perfect matching on a vertex set I is a set of edges such that each vertex in I is incident to exactly one edge. Figure 2 illustrates in a simple example how to obtain the r.h.s. of eq.(4.60) from a given tree T 0 . We now want to extend this representation to more complicated trees T . As a warm up, let us rst consider trees T 1 with only one internal vertex u besides the root, I R = {u}, such as the tree displayed in g.1. As mentioned earlier in (3.51), trees of this type correspond to a product of two OPE coe cients, (C 0 )
. Using the representation (4.60), we can express this product in terms of two weighted perfect matchings:
Here we write T a 1 for the tree which is obtained from T 1 by deleting all vertices and edges above the internal vertex u ∈ I R , and T b 1 for the tree which results from T 1 by deleting all vertices and edges below u ∈ I R , see g.3.
The decomposition of a tree T 1 into subtrees T a 1 , T b 1 without internal vertices. Equation (4.63) can be simpli ed in various ways. Firstly, we note that the internal vertex u ∈ I R appears in both matchings, which we can highlight by writing the above equation as follows:
(4.64) The product on the very right, which contains all matchings involving the internal u-vertex, can then be written as
where T d is the Taylor expansion operator
We can further simplify eq.(4.64) by expressing the summation over the matchings σ 1 , σ 2 in terms of matchings σ ∈ M(L ∪ R(T 1 )). This is achieved by merging the two
by merging the vertices corresponding to the internal vertex u ∈ I R (T 1 ) as indicated by the dashed red lines.
matchings at the (u, k) vertices, as shown in g. 4 . Note however that this mapping (σ 1 , σ 2 ) → σ is not one to one: Exchanging two vertices (u, k) and (u, k ) yields the same matching σ. For a given σ, we therefore pick up a symmetry factor |I(σ)|!, where (recall that de(u) denotes the descendants of u)
is the set of merged edges, i.e. those adjacent to a u-vertex in the original matchings σ 1 , σ 2 . The matching procedure thus leads to the formula
(4.68) where we summarised the possible assignments of the Taylor expansion degrees to the merged lines in the de nition
We can generalise this strategy to the expression (P 0 )(T ) for more complicated trees T . For this purpose, let us rst de ne the sets
for any u ∈ I R , which contain all edges which are merged by connecting two u-vertices. Further, de ne
which is the set of all assignments of the Taylor expansion degrees to the merged edges. We then have the compact formula:
where the matrix M( d) is given by (recall that by an(v) we denote ancestors of v)
The product over the vertices u, s in eq.(4.73) is ordered from leaf to root, i.e. every vertex is to the left of its ancestors.
Proof. The proof works by induction in the number of internal vertices |I R (T )|. In the simple examples above we have already dealt with the cases |I R (T 0 )| = 0 and |I R (T 1 )| = 1, so the induction start has already been taken care of. The induction step works as follows: Assuming that lemma 2 holds for all trees T ∈ T ( x; A) with up to n internal vertices, |I R (T )| ≤ n, we have to show that the lemma also holds for trees T with n + 1 internal vertices, i.e. for |I R (T )| = n + 1. The idea of the proof is analogous to the simple example with one internal vertex discussed above: Fix any internal vertex u ∈ I R (T ) and denote by T a the tree obtained from T by deleting all vertices and edges above the vertex u, and by T b the tree obtained from T by deleting all vertices and edges below u. Since both T a and T b have at most n internal vertices, we can use the induction hypothesis in order to express (P 0 )(T ) as a product of the form
From here on we can essentially repeat the discussion following eq.(4.63): We distinguish matchings in σ a and σ b containing the vertex u, and those that do not. For the former, we obtain products of the form
, which can be simpli ed using eq.(4.65):
Expressing the matchings σ a , σ b in terms of matchings σ ∈ M(L ∪ R(T )) by merging the u-vertices as before (see g.4 and the corresponding discussion), we pick up a factor |I u (σ)|! and thereby arrive at the representation (4.72) as claimed.
Proof of the bound (3.53) for r = 0:
Lemma 2 provides a compact expression for the objects of interest in our proof of theorem 2. Next we would like to derive an upper bound for the r.h.s. of eq.(4.72). This is achieved with the help of the following lemma:
Lemma 3. Let M( d) be the matrix de ned in eq.(4.73), let b ∈ B(T ) be the branch of T xed in theorem 2, let π = [(v, i)(w, j)] ∈ σ and de ne the shorthand
where ε ∈ (0, 2
) with D T as de ned in theorem 2. For any δ ≥ 0 one has the bounds
where we use the shorthand P π := (an(v) \ an(w)) ∪ (an(w) \ an(v)) and where e is the vertex closest to the root in the set an(v) \ an(w) (ancestors of v which are not an ancestor of w), and similarly for f with the roles of v and w exchanged.
The straightforward but tedious proof of this lemma can be found in appendix A.2. Using lemma 2 we can bound the l.h.s. of (3.53) for r = 0.
We would like to bound the product of matrix entries on the r.h.s. of this inequality with the help of lemma 3. For this purpose, we rst note that the product of combinatoric factors can be simpli ed using π∈I u (σ) (d u π + 1) = D u and using
A rather non-trivial point concerns the factors m δ |x e − x f | δ in the bound (4.77). How many of these factors do we obtain in the product over π ∈ σ? Note that, on account of the θ-functions, our bound (4.77) on the matrix elements M π vanishes if d ∈ D(σ) contains two elements d e π < d f π such that e is closer to the root of T than f . Pick a vertex u ∈ I(T ). If we have ∆(u) > 0 at that vertex, then there has to be at least one pair [(v, i)(w, j)] = π ∈ σ such that v, w ∈ de(u) for the product of matrix elements not to vanish, since otherwise we would have a pair d
. From lemma 3 we know that in this case, since clearly v, w R, we have the freedom to generate an additional power of 1/(m · min e,e ∈ch(u) |x e − x e |) δ u . Repeating this argument at every internal vertex of T , we arrive at the bound and
to bound the summations over σ ∈ M(L ∪ R) and over d ∈ D(σ) in (4.78), we nally arrive at a bound for the quantities of interest:
This inequality indeed implies the bound (3.53) for the free eld (r = 0) if we choose the constant
Proof of the convergence relation (3.55) for r = 0:
To complete the induction start, it remains to be shown that the convergence property (3.55) holds for the free theory, i.e. we need to show that (suppressing for the moment the dependence on the coordinates
on the domain ξ < 1 de ned by (1.11). In terms of our tree notation, we can write the associativity remainder as Thus, it remains to show that the limit in eq.(4.85) is indeed zero 5 . To see this, we recall equation (4.68), which we can write in the limit D → ∞ and for ξ < 1 as (using the Leibniz rule to pull Taylor expansions out of the product)
is the multivariate Taylor operator,
(4.88) Using the fact that the Taylor series is convergent on the mentioned domain and recalling our explicit formula (4.60) for the zeroth order OPE coe cients, we therefore arrive at the relation
which establishes equation (3.55) for the free eld and thereby concludes the induction start.
Induction step: Higher perturbation orders
Assuming that theorem 2 holds up to perturbation order r, we now want to show that it also holds at order r + 1. Our main tool to achieve this task is the recursion formula for the OPE coe cients, eq.(1.12), which in turn implies a corresponding recursion formula for the expressions (P r )(T ).
Proof of the bound (3.53) at order r + 1:
When expanded in g, our recursion formula 6 (1.12) reads at order g r+1 :
where the index L corresponds to the interaction operator of our model, i.e. O L := ϕ 4 /4!.
Formula (4.90) allows us to write the l.h.s. of (3.53) at order r + 1 in terms of r-th order quantities via
where the trees T v , T v,A u , T A u ,v are obtained form T ∈ T ( x; A) as follows (see g.5):
• T v ∈ T (( x, y); ( A, L)) is obtained from T by connecting an additional leaf with weight (L, y) to the vertex v.
•
is obtained by connecting a leaf with weight (L, y) to the parent edge of v, splitting this edge into two halves. The new vertex u adjacent to these two halves receives the weight (A u , x v ).
is obtained by connecting a leaf with weight (L, y) to the parent edge of v, splitting this edge into two halves (if v = R, then we add a parent edge to v and connect the leaf to this new root). The new vertex u adjacent to these two halves receives the weight (A v , x v ), and we change the weight of the vertex v to (A u , x v ). Our plan is now to combine the formula (4.91) with the inductive bound (3.53), which holds up to order r by assumption, in order to verify the bound (3.53) at order r + 1. The terms under the integral in eq.(4.91) can be estimated with the help of the following bounds:
Lemma 4. Denote by B r (T ) the r.h.s. of (3.53). Then
where K > 0 is a constant that depends neither on the integers D i nor on ε or the δ v , and where we use the shorthand
Proof. The lemma follows by straightforward computation from the inductive bound (3.53).
We now substitute these bounds under the integral in the recursion formula (4.91). It is, however, not possible to estimate the resulting individual terms directly, because the integral over each individual term contains divergences in the regions where y ≈ x i (UV) or where |y| sup i |x i | (IR). As mentioned in our overview of the proof at the beginning of this section, we therefore have to take a little more care and take into account cancellations between these divergent terms for each of those dangerous regions. In order to study these cancellations of singularities at short-and large distances, we de ne the following partition of R 4 :
De nition 5 (Integration regions). Let v ∈ I(T ) be an internal vertex of the tree T and let b ∈ B(T ) be the branch mentioned in theorem 2. Then (UV-regions)
Remark: Note that for any v ∈ I(T ) one has
and that these sets are disjoint, in particular
Note further that the UV-and IR-regions get smaller as we increase the perturbation order, which will be needed later in order to obtain su ciently strong bounds within those regions [more precisely, this fact is going to be crucial for the estimates (4.106) and (4.112)].
We now derive a bound on the r.h.s. of (4.91) by decomposing the y-integral into integrals over the regions de ned above. We will see that, indeed, the resulting bounds for the contributions from each of those regions are consistent with (3.53) at order r + 1.
The intermediate distance region Ω
In this region the integration variable y of eq.(4.91) is neither very close to, nor very far from the points (x i ) i∈ch(v) . Hence, we will encounter neither UV-nor IR-divergences, and we can simply insert the bounds from lemma 4 in order to estimate the integrand, without taking into account any further cancellations.
Let us x an internal vertex v ∈ I(T ). By de nition, we then have for any e ∈ ch(v)
Furthermore, we have the inequality
where as before n := v∈L∪R n v is the "total number of elds" associated to the external vertices of the tree T . Combining these inequalities with lemma 4 and choosing δ su ciently small such that δ + δ v < 1, we obtain for the rst term under the integral in (4.91) the bound
where constants (i.e. factors depending neither on the weights D i nor on ε) were absorbed into K. The last factor on the r.h.s. can be absorbed into the expression B r (T ) by adjusting the parameter δ v → δ v + δ ∈ (0, 1). To see that the resulting bound is smaller than the r.h.s. of (3.53) at order r + 1, we note that the inductive bound (3.53) grows like
as we increase the perturbation order r, where K is some constant that depends neither on the D i nor on ε of the δ v . Since the remaining terms on the r.h.s. of (4.101) are indeed smaller than the r.h.s. of (4.102) (choosing δ < 1/4 and assuming that v∈V\b [A v ] > 0), we conclude that this contribution to the recursion formula (4.91) is consistent with the claimed bound (3.53). Similarly, using lemma 4 as well as the estimates (4.99) and (4.100), we obtain for any w ∈ ch(v) the following bound on the second term under the integral in (4.91):
The factor with exponent δ u can again be absorbed into B r (T ) by choosing δ u su ciently small and increasing the value of δ v slightly. One checks, using also the inequality (D w + 1) ≤ ε −D w for the case w b, that the bound (4.103) is indeed smaller than (4.102), and it is therefore consistent with our hypothesis (3.53). For the third term on the r.h.s. of (4.91) we can proceed in essentially the same manner as for the second one and we nd that also the integral over
Thus, we have found that the contributions from each term under the integral are smaller than the claimed bound (3.53). In order to bound the total contribution from this integration region, it remains to estimate the number of terms appearing under the integral. For a given v, the integrand in (4.91) contains | ch(v)| + 2 ≤ n + 2 terms. The sum over all vertices v contains |I(T )| < n terms. Both of these factors can be absorbed into the constant K in our bound.
To summarise, we have veri ed that the contribution to the r.h.s. of recursion formula (4.91) from the intermediate integration region is smaller than the claimed bound (3.53).
The UV-regions Ω v i : Here the integration variable y is close to one of the points x i , so we have to take into account cancellations between di erent terms under the integral in the recursion formula (4.91). In order to achieve this, we not only make use of the inductive bound (3.53) here, but we also apply the induction hypothesis (3.55) stated in theorem 2 in order to organise the short distance cancellations.
Fix a v ∈ I(T ) and a w ∈ ch(v) and consider now y ∈ Ω v w . To bound the integral over the expressions (P r )(T A u ,v ) and (P r )(T i,A u )with i ∈ ch(v) \ {w}, we can proceed as above and arrive at the same bounds as in the intermediate region y ∈ Ω v I M . For the two remaining terms under the integral, our second induction hypothesis, eq.(3.55), implies
To bound the r.h.s. of this equation, we now use lemma 4, distinguishing the cases w ∈ b(T ) and w b(T ) in the process. Making use of the inequality
we obtain the bound
Here we used the inequality
as well as the elementary estimate
to bound the in nite sums and the inequality (choosing δ u < 1/2)
to bound the y-integral. Choosing δ u small enough such that δ v + 2δ u < 1, we can absorb the factor with exponent 2δ u into the bound B r (T ) via a rede nition of δ v . The factorial (8 r+1 (D T + 4))! can be absorbed into the constant K. As the remaining terms on the r.h.s. of (4.106) are smaller than (4.102), we conclude that also this contribution to (4.91) is consistent with our inductive bound (3.53).
To summarise, we have veri ed that contributions from the integral over the short distance regions Ω v w to the r.h.s. of (4.91) are smaller than the claimed bound (3.53).
The IR-region Ω v IR : Here the integration variable y is far away form the points x i , and we again have to take into account cancellations between di erent terms under the integral in order to bound this contribution to the recursion formula (4.91).
Fix a vertex v ∈ I(T ). For the second term on the r.h.s. of (4.91) we can proceed essentially as in the case of y ∈ Ω v I M before. The only di erence here is that instead of (4.100) we use the inequality
to bound the integral over y. This factor can be absorbed into a rede nition of δ v as explained previously below (4.109). In order to nd useful bounds on the remaining terms, we again have to make use of our second induction hypothesis, eq.(3.55), which implies that
for y ∈ Ω v IR . Lemma 4 then implies for the r.h.s.
Here we used the same estimates as in the short-distance case to bound the sum over d, and we used (4.113) to bound the y-integral. Choosing δ u small enough, we can absorb the rst factor on the r.h.s. of (4.112) into a rede nition of δ v . The remaining terms in the bound (4.112) are then smaller than (4.102), and we conclude that also this contribution to (4.91) is consistent with the claimed bound (3.53).
Combining our bounds for the intermediate-, UV-and IR-regions, we conclude that the r.h.s of (4.91) satis es a bound that is smaller than our hypothesis (3.53) at order r + 1.
4.2.2
Proof of the convergence relation (3.55) at order r + 1:
The last step in the induction is to show, assuming that theorem 2 holds up to perturbation order r, that the second statement of the theorem, eq.(3.55), holds also at order r + 1. For this purpose, we write down the recursion relation for the remainder, i.e In order to show that this expression vanishes under the assumption ξ < 1, we would like to exchange the order of the integral and the limit. By the dominated convergence theorem, this is allowed under the following conditions:
1. For all D ∈ N the integrand is bounded by some integrable function B(y).
2. The limit D → ∞ of the integrand converges pointwise almost everywhere.
The rst condition is easily checked with the help of the bounds derived in the previous section combined with the inequality (3.57) to bound the sum over [C] . For the bounding function B(y) we can choose for example
for some δ ∈ (0, 1) and for ε ∈ (0, 2
. To show that the integrand converges pointwise to a limit as D → ∞, we make the following observations: Using our induction hypothesis (3.55) at order r, it immediately follows that the last two lines of (4.114) vanish in the limit under the assumption ξ < 1. To treat the remaining terms under the integral, we have to take a little more care: Consider rst the region
for some small ε > 0. In that case, the rst two terms under the integral in (4.114) cancel in the limit D → ∞ by our hypothesis (3.55), and the remaining terms under the integral are of the form
The rst equality follows simply from eq.(3.55) at order r, and the estimate in the third line follows analogously to our discussion of the short distance region in section 4.2.1 [see (4.106)]. Thus, we nd that for y ∈ Ω 1 the integrand converges to 0 as D → ∞.
In the region
we simply exchange the role of the second and third term on the r.h.s. of (4.114) and otherwise proceed in a similar manner, using estimates from the previous discussion of the large distance region Ω IR [see (4.112)]. We nd that the integrand also vanishes in this region. Note, using the assumption ξ < 1 and choosing ε su ciently small, that the two regions Ω 1 and Ω 2 cover all of R 4 apart from the zero measure set {y = x i , i ≤ N}.
Thus, we conclude that the integrand converges pointwise to 0 almost everywhere. To summarise, we have veri ed that we are allowed to exchange the order of the integral and the limit in (4.114). Since the integrand vanishes in the limit, the same is true for the integral, which establishes the second statement of theorem 2 at order r + 1, thereby closing the induction and nishing the proof of theorem 2.
Massless elds
The associativity proof for the OPE presented in section 4 was restricted to the case of massive elds, m 2 > 0. In fact, the main ingredient in our construction, the recursion formula (1.12), only holds for massive elds as stated. In the naive massless limit, the right side of the recursion formula becomes ill de ned already at rst order in g. This feature, however, does not indicate a fundamental problem with our approach, but is basically due to the fact that our de nition of the composite operators (implicit in our recursion formula) is unsuitable for m 2 = 0. To get around this, we will rst apply a eld rede nition (for m 2 > 0) as introduced in de nition 2 of section 2. A eld rede nition changes the OPE coe cients as in eq.(2.27). Consequently, these will also satisfy an appropriately modi ed version of the recursion formula (1.12). It turns out that a eld rede nition (depending on an arbitrary "scale" L > 0) can be found such that the modi ed recursion relations possess a well-de ned limit m 2 → 0. At this stage, the same procedure as in the massive case can then be applied to prove the associativity property claimed in theorem 1 also for massless elds.
Recursion formula for massless elds
Consider a eld rede nition in the sense of de nition 2, which is written in terms of a mixing matrix 
where we note that all summations are nite because Z is upper triangular. Combining eqs.(1.12) and (5.120), we immediately see that the rede ned OPE coe cients now satisfy the recursion formula (suppressing spacetime arguments)
where the objects Γ B A are de ned as elements of the matrix Γ,
We would like to make a speci c choice of the mixing matrix Z in order to cancel the contribution to the integral (5.121) coming from large |y| (infra-red region). For that purpose, we de ne 
where P exp denotes the "path ordered exponential". Combining this de nition of Z with (5.121) and with the associativity property (1.10) and choosing L > max i |x i − x N |, we can rewrite the recursion formula for the new OPE coe cients C
Here the idea behind our rede nition (5.123) becomes apparent: We have arrived at a modi ed recursion formula which includes only integrals over a region of nite volume. The contributions to the integrals from |y − x N | > L have been cancelled precisely by the terms coming from the eld rede nition (using also the associativity theorem 1).
We would nally like to tidy up the factors (Z 
for some formal power series K(g).
Proof. We establish this lemma by analysing the small mass behaviour of the OPE coe cients appearing in the matrix elements Z A L . More precisely, we will prove that To prove these statements, we are going to proceed inductively. Using eq.(4.60), one checks (5.127) and (5.128) for the free theory by straightforward computation. For the induction step we make use of our original recursion formula (1.12). Using the associativity property (1.10), we can rewrite the recursion formula in the useful form
where the regions Ω i ⊂ R 4 are de ned as Combining lemma 5 with a rede nition of the coupling constant 
OPE associativity for massless elds
De ning the OPE coe cients of the massless theory via proposition 1 as discussed in the previous subsection, the theorem is again that the resulting de nition is consistent, i.e. does not lead to UV-divergences at any order and satis es the associativity condition at any order inĝ:
Theorem 3. The OPE coe cients of massless Euclidean ϕ 4 -theory, as de ned recursively through eqs. (4.60) and (5.137), satisfy the associativity property (1.10) on the domain (1.9) to any order in perturbation theory.
Sketch of proof:
With the modi ed recursion formula (5.137) at hand, we can copy our strategy from the massive case in order to prove associativity of the OPE also for massless elds. As the di erences in the proof are minor, we refrain form repeating the lengthy calculations here. Instead, we only point out the main adjustments that have to be made. 7 In the derivation of (5.139) we have exchanged the coe cient C C ϕ 4 (ϕ∂ 2 ϕ)
for the coe cient C C (ϕ∂ 2 ϕ)ϕ 4 . This is a non-trivial procedure in the case where C ∈ {(∂ϕ) 2 , (ϕ∂ 2 ϕ)}, since in that case these coe cients do not actually coincide. However, we note that in ( Most importantly, one has to adapt the induction hypothesis (3.53) to the massless case by replacing factors of 1/m by the length scale L appearing in the modi ed recursion formula. The induction step remains largely the same. Here we can simply take the limit m → 0 in the bound (4.84), which forces us to choose δ u = 0. The only essential di erence appears in the estimation of the recursion integral (4.91) over the large distance region Ω IR . With the modi ed recursion formula, this region now has a cuto L. The estimates (4.110) and (4.113) are therefore replaced by for any δ > 0. Taking into account these adjustments, the proof carries over from the massive case without further complications.
Conclusions
In this paper we have shown that the operator product expansion in Euclidean ϕ 4 4 -theory satis es an associativity condition that was originally conjectured in [1] . The model is therefore the rst non-trivial example of a quantum eld theory satisfying all the axioms of the framework proposed in [1] (see also sec. 2 of the present paper). Further, all results derived in that paper which were based on the assumption of associativity, i.e. the coherence theorem, the formulation of perturbation theory in terms of Hochschild cohomology and the relation to vertex operator algebras, are now established within Euclidean ϕ 4 4 -theory as a corollary of the associativity theorem. As a side result of the present paper, we have also shown how to adapt the recursion formula for OPE coe cients, which was originally only derived for massive elds, to the massless case.
The method of proof followed in the present paper can be straightforwardly adapted to other self-interacting Euclidean quantum eld theory models. Hence, the associativity condition should also hold for example in the Euclidean Thirring-and the Gross-Neveu model.
Generalisations of our result in various directions would be of interest, e.g. to theories with gauge symmetry or to models on curved background manifolds. In particular, it may be possible to generalise the nite volume recursion formula (5.137) to (Riemannian-) curved manifolds if the scale L is chosen small enough such that one can use Riemann normal coordinates to study the y-integral. By far the most exciting potential application of our results is that they may help to give a non-perturbative de nition of quantum eld theory in the sense outlined in section 2.
A Zeroth order bounds
Below we derive explicit bounds on zeroth order OPE coe cients which are used to verify the inductive bound (3.53) at the induction start r = 0. More speci cally, we rst estimate Taylor expansions of the Euclidean propagator in section A.1 and then apply the resulting bound in section A.2 in order to verify the estimate claimed in lemma 3 above.
A.1 Taylor expansions of the propagator
For free quantum elds, the operator product expansion is closely related to the Taylor expansion of the propagator. As we have seen for example in lemma 2, the same holds true for the contractions of OPE coe cients P 0 (T ) considered in this paper. It should therefore not come as a surprise that a central ingredient in our derivation of the upper bounds on |P 0 (T )| are bounds on Taylor expansions of the propagator. More precisely, we make use of the following lemma [recall that by ∆(x) we denote the Euclidean propagator, eq. To bound the last factor on the r.h.s., we write it as a contour integral:
Here we use the shorthand u := v 1 + . . . + v r−1 + w, and γ is any circle around the origin in the complex such that ∂ u ∆(y + zx r ) is holomorphic on the closed disk bounded by this circle. Since the propagator has a pole at the origin, γ is restricted to circles with radius R < |y|/|x r |. We therefore write R = |y| |x r | · 1 1 + ε (A.145)
