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1. Einleitung und Zusammenfassung
Es liegt in der Natur der Dinge, da eine Vielzahl von Ph

anomenen, welche den Men-
schen umgeben, oft genug nicht in ihrer Gesamtheit erfat werden k

onnen oder deren
vollst

andige Erfassung sehr groe Anstrengungen erfordern w

urde. Geologische Erschei-
nungen, Probleme in der Geod

asie, Wettervorhersagen, Klimaentwicklungen, B

orsenkurse
und die Verizierung komplexer Computerprogramme sind Beispiel hierf

ur. In anderen
F

allen treten Ph

anomene auf, f

ur die (noch) keine physikalischen Gesetzm

aigkeiten in
Form einer funktionalen Abh

angigkeit bekannt sind, so z.B. bei vielen Wetterereignissen,
wie Wirbelst

urmen oder Hochwasseruten.
Man versucht sich dieser Unzul

anglichkeit dadurch zu entziehen, da Merkmale dieser Er-
scheinungen in denierter Art und Weise beobachtet werden. D.h. es werden sogenannte
Samples genommen. Diese Samples geben allerdings nur einen kleinen Ausschnitt dessen
wieder, was dem Betrachter ansonsten verborgen bleibt. Daher k

onnen nun vielf

altige ma-
thematische Approximationsverfahren auf diese Beobachtungen angewendet werden, welche
es dem Betrachter erm

oglichen sollen, einen Eindruck von der Qualit

at des beobachteten
Merkmals an Stellen zu bekommen, die (noch) nicht betrachtet wurden. Ein wichtiges Un-
terscheidungsmerkmal der verschiedenen Approximationsverfahren ist, ob sie davon aus-
gehen, ob das zu beobachtende Merkmal eines Ph

anomens zuf

allig ist oder nicht. Die so-
genannte Geostatistik kann in diesem Zusammenhang als ein Teilbereich der R

aumlichen
Statistik angesehen werden, welche die beobachteten Merkmale eines bestimmten Ph

ano-
mens stochastisch-deterministisch modelliert (siehe in [12], [23],[33]). Dabei werden makro-
skopischen Strukturen, deren Interpretation oftmals durch bekannte geologische Zusam-
menh

ange gest

utzt werden, deterministisch modelliert, die Mikrostruktur des betreenden
Merkmals dagegen als Realisierung einer zuf

alligen Funktion. Dabei spiegelt die Zuf

alligkeit
hier das Unwissen

uber die genauen kausalen Zusammenh

ange wider. Die Approximations-
verfahren, welche in diesem Zusammenhang meist angewendet werden, sind die sogenannten
Kriging-Verfahren. Dabei funktionieren diese Approximationsverfahren gerade so, da der
mittlere quadratische Fehler minimiert wird (siehe auch in [12], [31]). Die deterministischen
Verfahren gehen dagegen davon aus, da sich das betreende Merkmal des interessieren-
den Ph

anomens durch eine deterministische Funktion beschreiben l

at, die jedoch einer
gewissen Klasse von Funktionen angeh

oren soll. Die sogenannten Spline-Verfahren sind die
wichtigsten Vertreter diese Approximationsart. Sie haben ihre Wurzeln u.a. in der Compu-
tergraphik, wo mit ihrer Hilfe eine einfache und eektive Codierung gekr

ummter Fl

achen
im Raum m

oglich ist, wie es in vielen CAD-Anwendungen erforderlich ist. Insbesondere
Wahba beschreibt in [60] die vielf

altigen M

oglichkeiten von Spline-Verfahren f

ur die Ap-
proximation. Schlielich gibt es die Regressionsverfahren, die zwar annehmen, da sich das
zu untersuchende Merkmal des Ph

anomens durch eine deterministische Funktion beschrei-
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ben l

at, die Samples jedoch durch zuf

allige Mefehler gest

ort werden. Zur Konstruktion
der Approximation werden die Samples gewichtet gemittelt, wobei die Gewichtung im Falle
der lokalen Regression lokal abh

angig ist vom Vorhersageort. Dies f

uhrt zu sehr einfach rea-
lisierbaren Approximationen, die in vielen Bereichen der Natur-, Umwelt- und Geowissen-
schaften h

aug angewendet werden (siehe z.B. in [11] f

ur eine Analyse des Zusammenhangs
zwischen Ozon-Konzentration und Windgeschwindigkeit in New York).
Die Wahl einer geeigneten Approximationsmethode ist von groer Wichtigkeit f

ur die Qua-
lit

at, worunter auch z.B. die Interpretierbarkeit der Approximation zu z

ahlen ist. Damit
jedoch eine gew

ahlte Approximationsmethode eektiv nutzbar ist, mu zuvor eine geeig-
nete Planung der Sample-Auswahl erfolgen, die sogenannte Versuchsplanung. W

ahrend
Erkundungskampagnen in der Praxis in aller Regel von einer endlichen Sample-Anzahl
ausgehen, besch

aftigt sich der Groteil der mathematisch analytisch motivierten Arbeiten
mit dem Fall, da die Anzahl der Samples im Grenzfall gegen unendlich geht, der sogenann-
ten asymptotischen Versuchsplanung. Die fundamentalen Arbeiten von Sacks/Ylvisaker
in [49, 50, 51] sind als Grundstein dieses Ansatzes zu sehen. Die Wichtigkeit einer sinn-
vollen Versuchsplanung mit endlich vielen Samples wird am Beispiel der Exploration von
Oshore-

Olfeldern deutlich. Dort k

onnen, aufgrund der damit verbundenen hohen Kosten,
oft nur sehr wenige Bohrungen vorgenommen werden, die obendrein nach der Erkundungs-
phase oftmals als F

orderquellen dienen sollen. Versuchsplanungen dieser Art werden zu-
meist direkt mittels numerischer Optimierungsverfahren behandelt, was aus mathematisch-
analytischer Sicht oft unbefriedigend erscheint.
Eine wichtige Alternative zur direkten Beobachtung des interessierenden Merkmals des
Ph

anomens selbst, stellt das Betrachten von relativen Daten dar. Im Rahmen des soge-
nannten Gradientenkrigings f

ur die Erkundung von Lagerst

attenparametern wurden in [32]
erfolgreich einfach zu beschaende Ableitungs-Samples verwendet. Prinzipiell ist dieses Ver-
fahren ein Spezialfall des Co-Kriging, wo die Approximation eines bestimmten Merkmals
unter Zuhilfenahme gewisser, mit dem interessierenden Merkmal korrelierter Samples an-
derer Merkmale erfolgt. In dem Bereich der analytischen Versuchsplanung f

ur Approxima-
tionen mit derartigen Ableitungs-Samples mit insgesamt endlich vielen Samples, existieren
jedoch praktisch keine Arbeiten. Ebenso ist der Stellenwert von Ableitungs- im Vergleich
zu Funktionswert-Samples weitestgehend unbekannt.
Die vorliegende Arbeit stellt sich der genannten Herausforderung, die Rolle von Ableitungs-
Samples in der Approximationstheorie sowie in der Versuchsplanung f

ur Approximatio-
nen mit Einbeziehung von Ableitungen zu untersuchen. Dabei werden sowohl Kriging-,
Spline- als auch Regressionsverfahren betrachtet. Ein Schwerpunkt der Arbeit liegt auf
einer m

oglichst vielseitigen Darstellung von m

oglichen Einordnungen dieses Problems in
verschiedene Kontexte. Um so wichtiger ist damit das einleitende Kapitel 2, in dem der Be-
gri der zuf

alligen Funktion sowie deren wesentlichen Eigenschaften deniert werden. Die
Auswertung von Krigingverfahren basiert auf dem mittleren quadratischen Fehler. Die-
ser h

angt ausschlielich von Gr

oen maximal zweiter Ordnung ab, also insbesondere der
Kovarianzfunktion. Diese wird im Verlauf der Arbeit, soweit relevant, stets als bekannt
vorausgesetzt. Sie hat allerdings einen wichtigen Einu auf die Qualit

at von zugeh

origen
Krigingverfahren, wie von Stein in [56] hervorgehoben wird. Daher sollen im Abschnitt
2.2 wesentliche Eigenschaften von Kovarianzfunktionen dargestellt werden. Desweiteren
werden Bedingungen an die Kovarianzfunktion f

ur die Stetigkeit, Dierenzierbarkeit und
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Integrierbarkeit von zuf

alligen Funktionen erl

autert. Abschlieend wird die sehr vielseitige
Klasse der Maternschen Kovarianzfunktionen vorgestellt, bei der insbesondere die Dieren-
zierbarkeit durch einen stetigen Parameter gesteuert werden kann (siehe in [30], [56]).
In Kapitel 3 wird dann zun

achst der Begri der Approximation, also insbesondere der
Vorhersage und der Rekonstruktion, allgemein eingef

uhrt und anschlieend eine kurze
Einf

uhrung in die Theorie der Kernreproduzierenden Hilbertr

aume gegeben. Diese stel-
len ein sehr hilfreiches Mittel zur Darstellung und L

osung der nachfolgend beschriebenen
Kriging- und Spline-Verfahren dar, was zun

achst anhand des Simple und Universal Krigings
gezeigt wird. Der Schwerpunkt liegt dabei auf einer allgemein gehaltenen Darstellung der
Verfahren, zum einen, um die diversen Sonderf

alle des Kriging einheitlich wiederzugeben
und zum anderen, um die nachfolgend bewiesene

Aquivalenz zu gewissen Spline-Verfahren
zu unterstreichen. Der Abschnitt 3.4 behandelt erstmals die Versuchsplanung, die zun

achst
auch allgemein deniert wird. Schwerpunktm

aig wird dort die asymptotische Versuchs-
planung vorgestellt, deren mathematisch analytische Behandlung im wesentlichen auf drei
Regularit

atsbedingungen f

ur die Kovarianzfunktion fut, welche auf Sacks/Ylvisaker
zur

uckgehen (siehe in [49, 50, 51]). In [44] und [46] werden diese Bedingungen f

ur zuf

allige
Funktionen verallgemeinert, die bis zu einem Grad r dierenzierbar sind. F

ur eine Teil-
menge der Klasse der Maternschen Kovarianzfunktionen kann vom Verfasser gezeigt wer-
den, da die ersten beiden dieser modizierten Regularit

atsbedingungen erf

ullt werden.
Alsdann werden einige Ergebnisse zur asymptotischen Versuchsplanung mit hermiteschen
Daten vorgestellt, welche von Ritter in [44] bewiesen worden sind. Insbesondere ein ad-
aptives Verfahren zur Rekonstruktion zuf

alliger Funktionen mit lokal variabler Regularit

at
wird in einer durch den Verfasser der vorliegenden Arbeit verallgemeinerten Form darge-
stellt. Zum Abschlu des Abschnitts 3.3 wird ein Verfahren zur Versuchsplanung entwickelt,
das auf der Basis endlich vieler, nichthermitescher Daten f

ur den Fall asymptotisch ver-
schwindender Korrelation funktioniert. Ein wichtiges Merkmal dieser Versuchsplanung ist
insbesondere, da es im Unterschied zu den zuvor dargestellten asymptotischen Verfahren
keinerlei Beschr

ankung bez

uglich der Dimensionalit

at der Denitionsmenge der betrach-
teten zuf

alligen Funktion gibt. Wie dort gezeigt wird, f

uhrt das Kriterium auf eine rein
geometrische Versuchsplanungsdirektive. Der Themenkomplex Splinemethode wird im letz-
ten Abschnitt von Kapitel 3 behandelt. Nach einer Einf

uhrung und Denition beweist der
Autor eine allgemeine

Aquivalenz zwischen Spline- und den zuvor eingef

uhrten Kriging-
Methoden. Zwar wurde die Optimalit

at von Spline-Methoden bereits von Ritter in [44]
behandelt, doch fehlt eine Darstellung des mathematischen Ger

usts, welches notwendig ist,
um insbesondere die besagte

Aquivalenz zu beweisen. Abschlieend wird als Beispiel f

ur
die Verwendung von Spline-Verfahren bei zuf

alligen Funktionen ein einfaches Approxima-
tionssverfahren vorgestellt, da einfach integrierte Brownsche Bewegungen rekonstruiert,
wobei praktisch ausschlielich Ableitungs-Samples verwendet werden.
In Kapitel 4 werden die relativen Auswirkungen auf die Varianz eines Regressionssch

atzers
bei Verwendung eines Ableitungs-Samples im Vergleich zur Verwendung einer weiteren
Funktionsmessung untersucht. Zun

achst wird auch hier eine kurze Einf

uhrung in die Funk-
tionsweise von Regressionssch

atzern gegeben. Die oben genannten Untersuchungen basieren
auf der M

oglichkeit, den Varianzterm bei der klassischen Regression in zwei Teile additiv
zu zerlegen, wobei ein Teil exakt der Varianz des Sch

atzers ohne die Verwendung des neu
auszuw

ahlenden Samples ist. Diese Zerlegung ist auch f

ur die sogenannten lokalen Regres-
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sionsverfahren m

oglich, welche im letzten Abschnitt des Kapitels dargestellt werden. Im
Unterschied zu den

ublichen Regressionsverfahren gehen sie von einer lokal vom Sch

atzort
abh

angigen Gewichtung der Samples aus. Insbesondere die lokale polynomiale Regression
(auch local response genannt) erfreut sich starker Beliebtheit in vielen Wissenschaftsberei-
chen (siehe dazu in [11], [29]). Wichtigstes Ergebnis der Untersuchung ist die Feststellung,
da die Verwendung von Ableitungs-Samples im Rahmen der Regression durchaus vorteil-
hafter in bezug auf die Varianz des resultierenden Sch

atzers sein kann als die Verwendung
von Funktionswertmessungen.
Im letzten Kapitel stellt der Autor ein Verfahren vor, da den Titel Versuchsplanung f

ur die
beste lineare Vorhersage (engl.: Best Linear Predictor, BLP) mittels gest

orter Kovarianz-
funktionen tr

agt. Die zugrundeliegende Idee ist, da mittels einer kontrollierten St

orung der
Kovarianzmatrix durch das Hinzuf

ugen einer Diagonalmatrix, der urspr

ungliche mittlere
quadratische Fehler des BLP dierenzierbar modiziert wird, wobei die Dierenzierbar-
keit bez

uglich eines sogenannten Designmaes, also einer Gewichtsfunktion f

ur die Samples
zu verstehen ist. Diese Art der Modizierung wird von M

uller in [37, 41] vorgestellt.
Sie erlaubt ein

ahnliches Vorgehen in der Versuchsplanung wie dies bei der klassischen
Versuchsplanung mit unkorrelierten Samples der Fall ist. Es wird exemplarisch ein Bewer-
tungsalgorithmus vorgestellt, der eine Bewertung von Samples bei Eintreten innitesimaler
Mefehler vornimmt.
Trotz oder vielleicht gerade wegen des Versuchs, in der hier vorgestellten Arbeit, einen
m

oglichst vielseitigen Einblick in die Thematik zu geben, bleiben einige Fragen oen. In
Kapitel 4 wird die relative Auswirkung eines Ableitungs-Samples auf die Varianz eines
Sch

atzers untersucht. Ein analoges Vorgehen f

ur die Vorhersage ist jedoch ein oenes Pro-
blem, das insbesondere an der Komplexit

at des mittleren quadratischen Fehlers in diesem
Fall liegt. Die Anwendung des in Kapitel 5 vorgestellten Regularisierungsverfahrens auf den
mittleren quadratischen Fehler der besten linearen erwartungstreuen Vorhersage (engl.: best
linear unbiased predictor, BLUP) k

onnte ein erster Schritt in diese Richtung sein.
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2. Denitionen und wesentliche Begrie
2.1. Zuf

allige Funktionen
Zuf

allige Experimente, deren Ergebnisse Funktionen sind, werden aus der Sicht der Model-
lierung aus zweierlei Gr

unden verwendet. Die gleichsam kanonische Motivation ist in den
F

allen gegeben, wo das beobachtete Ph

anomen tats

achlich einem Zufall unterworfen ist,
der Zufall also systembedingt ist. Zeitreihen, z.B. B

orsenkurse, sind ein Beispiel hierf

ur.
Dort ist der Wert eines Finanzguts zu einem zuk

unftigen Zeitpunkt de facto unbekannt,
und man kann nur versuchen, durch geeignete Modelle dessen Entwicklung in der Zukunft
zu beschreiben. Derartige Modelle versuchen im allgemeinen, funktionale Abh

angigkeiten
von Ausgangsgr

oen auf die beobachtete Gr

oe abstrakt widerzuspiegeln (siehe z.B in [9],
[42]).
Eine andere Situation liegt vor, wenn die betrachtete Funktion prinzipiell nicht{zuf

allig ist,
jedoch nur relativ wenig Daten im Rahmen eines Versuches f

ur eine weitere Analyse zur
Verf

ugung stehen. In diesem Zusammenhang verwendet man das Hilfsmittel der zuf

alligen
Funktionen, um die versuchsbedingte Unwissenheit

uber das System zu modellieren. Dieser
Ansatz wird h

aug in geostatistischen Anwendungen und neuerdings auch bei der Model-
lierung von komplexen Computersystemen und -programmen benutzt. (siehe z.B. [12], [19],
[48], [13])
2.1.1. Denition
Unter einer zuf

alligen Funktion Z versteht man eine mebare Abbildung
Z : 
D! C ; D  R
n
(2.1)
wobei f

ur alle t 2 D die Funktionen Z
!
(t) := Z(!; t) jeweils Zufallsvariablen in! auf einem
abstrakten Wahrscheinlichkeitsraum (
;A; P) seien. F

ur feste ! 2 
 bezeichnet man die
Funktion z() := Z
!
() auch als Realisation oder Pfad dieser zuf

alligen Funktion. Die zu
einer zuf

alligen Funktion geh

origen Realisationen sollen fortan stets mit Kleinbuchstaben
bezeichnet werden. Schlielich sei P
Z
das Bildma von P unter der Abbildung !! Z
!
().
Vielfach ist die Zerlegung von Z in Real{ und Imagin

arteil sinnvoll,
Z
!
(t) = U
!
(t) + iV
!
(t); f

ur alle t 2 D;! 2 
:
Dabei seien U und V reellwertige zuf

allige Funktionen. In sehr vielen praktischen Anwen-
dungsgebieten kann man von einer reellwertigen zuf

alligen Funktion ausgehen, es gilt dann
V  0.
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F
ur den Fall n = 1 spricht man bei Z auch von einem stochastischen Proze, insbesondere
Zeitreihen sind Beispiele hierf

ur. In den F

allen n = 2; 3 ndet man die meisten Anwen-
dungen aus dem Bereich der Umweltwissenschaften wieder (siehe z.B. in [18], [17]). Hier
werden z.B. Dichten von Erdschichten in einer bestimmten Tiefe,

uber der Ebene ver-
teilt beobachtet oder Temperaturen im Raum. In den Bereichen Computerprogramm- und
Computersystemsimulation ndet man dagegen Beispiele, wo der Parameterraum wesent-
lich h

ohere Dimensionen hat (n 3) (siehe z.B. in [13], [48]).
Die Beschr

ankung des Denitionsbereichs auf eine Teilmenge D des R
n
ist in der Regel
durch die realen Vorgaben der zu modellierenden Variable gegeben. So wird eine reale
Gr

oe oftmals nur auf einem Teilbereich des R
n
beobachtbar bzw.

uberhaupt deniert
sein.
Formal ist eine zuf

allige Funktion eine indizierte Menge von Zufallsvariablen. Die Index-
menge D wurde hier als Teilmenge des R
n
gew

ahlt, kann jedoch auch eine beliebige Menge
sein (siehe z.B. in [14] f

ur eine allgemeine Denition und in [13] f

ur ein Beispiel aus der
Simulation von Computerprogrammen). Nach dem Satz von Kolmogorov ist die Vertei-
lung einer zuf

alligen Funktion vollst

andig durch deren endlichdimensionale Verteilungen
beschrieben, d.h. es reicht aus, Wahrscheinlichkeiten von Mengen aus 
 der Form
f(Z(t
1
); : : : ; Z(t
l
)) 2 Ag mit (t
1
; : : : ; t
l
) 2 D
l
; A 2 B
l
(2.2)
f

ur beliebige l 2 N zu kennen (siehe z.B. in [8]). B
l
sei dabei die Borel--Algebra des C
l
.
2.1.2. Momente von zuf

alligen Funktionen
In der Regel wird man die Verteilung einer zuf

alligen Funktion jedoch nicht kennen, denn
dies w

urde voraussetzen, da man die Wahrscheinlichkeiten von allen Mengen der Form
in (2.2) bestimmen k

onnte. Wie auch in der klassischen Statistik beschr

ankt man sich
daher auf die Sch

atzung weniger Kenngr

oen der zuf

alligen Funktion. Die einfachste ist die
Erwartungswertfunktion:
m(t) := EZ(t) =
Z


Z(!; t)P(d!); mit t 2 D (2.3)
Der Mittelwert beschreibt eine systematische Ver

anderung der Gr

oe Z(t), den sogenannten
Trend.
Das Hauptmerkmal von zuf

alligen Funktion, sprich die zuf

alligen Ver

anderungen, werden
mit der Erwartungswertfunktion nicht erfat. Die einfachste Kenngr

oe, um diese Variation
zu beschreiben, ist das zweite zentrierte Moment, die sogenannte Kovarianzfunktion,
K(t; s) := E
 
Z(t) - EZ(t)
 
Z(s) - EZ(s)

; mit t; s 2 D: (2.4)
Ein

Uberstrich

uber einer Gr

oe bedeute hier die Bildung des komplex Konjugierten. Mit
Var (Z(t)) = K(t; t) erh

alt man die Varianzfunktion der zuf

alligen Funktion Z. Es sei be-
tont, da im Verlauf der Arbeit stets davon ausgegangen wird, da die Kovarianzfunktion
der zuf

alligen Funktion bekannt, sowie endlich auf dem Denitionsgebiet ist. In einem prak-
tischen Umfeld ist nat

urlich eine der ersten Aufgaben im Zusammenhang mit der Analyse
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einer zuf

alligen Funktion die Sch

atzung der zugrundeliegenden Kovarianzfunktion. Hier-
auf beruht das weitere Vorgehen, wie die Vorhersage oder Regression und schlielich auch
die Versuchsplanung. Der Teil der Theorie der zuf

alligen Funktionen, welcher nur auf die
Gr

oen maximal zweiter Ordnung zur

uckgreift, wird auch Theorie der Prozesse zweiter
Ordnung oder Korrelationstheorie genannt (s. [61]).
Die sogenannten Gauschen Prozesse bilden eine wichtige Prozeklasse, sie sind durch die
ersten beiden Momente bereits vollst

andig beschrieben. Ein Gauscher Proze liegt dann
vor, wenn alle endlichdimensionalen Verteilungen multivariat normalverteilt sind. Mit Hilfe
einer beliebigen Kovarianzfunktion K und einer Erwartungswertfunktion m l

at sich stets
ein Gauscher Proze konstruieren, der gerade diese beiden Funktionen als Kovarianz- bzw.
Erwartungswertfunktion hat (siehe in [14]). D.h. wenn die Diskussion

uber eine zuf

allige
Funktion nur die ersten beiden Momente einschliet, so stellt es keine Einschr

ankung dar,
allein Gausche Prozesse zu betrachten.
Ein wichtiges Beispiel f

ur einen Gauschen Proze ist die sogenannte Brownsche Bewegung
B auf dem Einheitsintervall [0 ; 1] (siehe z.B. in [52]). B hat eine Erwartungswertfunktion
konstant Null, f

angt P-fast-sicher in 0 an und hat die Kovarianzfunktion K(t; s) = min(t; s).
2.1.3. Stationarit

at und Isotropie
In vielen Anwendungen wird man nur eine Realisierung einer zuf

alligen Funktion Z zur
Verf

ugung haben, z.B. bei Probebohrungen im Bergbaubereich. Aus diesen Daten l

at sich
jedoch, wenn keine Einschr

ankungen an die Verteilung der zuf

alligen Funktion gemacht
werden, im allgemeinen die Kovarianzfunktion nicht sch

atzen. Eine hinreichende Forde-
rung, um dies zu erm

oglichen, ist, da die Verteilung translationsinvariant ist. Dies setzt
notwendig voraus, da der Denitionsbereich D der ganze R
n
ist. Sei fT

;  2 R
n
g die
Gruppe der Translationen in R
n
, d.h. es gilt T

t = t+  f

ur beliebige t und .
Denition 2.1. Eine zuf

allige Funktion Z heit station

ar, falls deren Verteilung invariant
gegen

uber Translationen von Z ist, d.h. es gilt
Z(T

())
d
= Z():
Dabei bedeutet das Zeichen
d
=, da die Verteilungen der Gr

oen auf den beiden Seiten
der Relation gleich sind. Insbesondere ist in diesem Fall die Erwartungswertfunktion eine
konstante Funktion und wird im folgenden soweit nicht anders vermerkt o.B.d.A. als die
Nullfunktion angenommen. Die Kovarianzfunktion h

angt von ihren Argumenten nur durch
deren Dierenz ab, d.h. es gilt
K(t; s) = K(t- s); mit t; s 2 R
n
:
Im eindimensionalen Fall gilt f

ur station

are Prozesse ein starkes Gesetz der groen Zahl
(siehe [14]). Falls Z ein mebarer stochastischer Proze ist, bei dem m := E jZ(t
0
)j <1 f

ur
ein beliebiges t
0
2 R vorliegt, so gilt:
lim
s!1
1
s
s
Z
0
Z(t)dt = E (Z(t
0
) j J) P-f.s. ;
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wobei J die -Algebra der invarianten Mengen ist. Mittelwertbildung von Funktionswerten
f

uhrt also zu einem konsistenten Sch

atzer f

ur den Mittelwert von Z, falls die Indizes (sprich
z.B. die Orte) der Daten in der Grenze den ganzen Denitionsbereich

uberdecken. Ein
stochastischer Proze ist dann mebar, falls der Denitionsbereich D Lebesgue-mebar ist
sowie Z mebare Funktion auf dem Produktraum 
D ist (siehe [14]).
Werden nur Prozesse zweiter Ordnung betrachtet, so reichen Homogenit

atsforderungen an
die ersten beiden Momente bereits aus.
Denition 2.2. Eine zuf

allige Funktion Z heit schwach station

ar, falls deren beiden er-
sten Momente translationsinvariant sind.
Jede station

are zuf

allige Funktion ist somit sofort schwach station

ar, und jeder Gausche
Proze, der schwach station

ar ist, ist auch station

ar. Letzteres folgt daraus, da Gausche
Prozesse bereits vollst

andig durch ihre ersten beiden Momente bestimmt sind.
Beschreibt der Begri der Stationarit

at die Invarianz der Verteilung einer zuf

alligen Funk-
tion gegen

uber Translationen, ist es zus

atzlich m

oglich, eine Invarianz gegen

uber beliebigen
Drehungen zu fordern. Sei H eine orthogonale n n Matrix, sprich eine Drehmatrix.
Denition 2.3. 1. Eine zuf

allige station

are Funktion Z heit isotrop, falls deren Ver-
teilung invariant gegen

uber Drehungen von Z ist, d.h. es gilt:
Z(T

ÆH())
d
= Z()
f

ur beliebige  2 R
n
und beliebige Drehmatrizen H.
2. Eine zuf

allige station

are Funktion Z heit schwach isotrop, falls deren beiden ersten
Momente invariant gegen

uber Drehungen sind.
Die Kovarianzfunktion h

angt im Fall von (schwacher) Isotropie nur vom Abstand ihrer
Argumente ab, so da
K(t; s) = K(r) mit r = ks - tk
f

ur alle s; t 2 R
n
gilt. Die Schreibweise k  k bezeichne dabei den euklidischen Abstand im
R
n
.
2.2. Kovarianzfunktionen
In der Theorie der Prozesse zweiter Ordnung nimmt die Kovarianzfunktion eine zentrale
Rolle ein. Wie bereits im ersten Abschnitt betont wurde, soll in der vorliegenden Arbeit die
Kovarianzstruktur als bekannt vorausgesetzt werden. Dies ist eine notwendige Vorausset-
zung, um L
2
-Vorhersagen bzw. darauf aufbauend, Versuchsplanung f

ur Vorhersageexperi-
mente durchf

uhren zu k

onnen. In Anwendungen mu also zun

achst die Kovarianzfunktion
ermittelt werden, bzw. sie mu aus den zur Verf

ugung stehenden Daten gesch

atzt werden.
Im Falle von parametrischen Sch

atzverfahren setzt dies voraus, da auf Klassen von Ko-
varianzfunktionen zur

uckgegrien werden kann, welche wichtige analytische Eigenschaften
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des zugrundeliegenden Feldes wiedergeben k

onnen. Insbesondere die Dierenzierbarkeit der
Kovarianzfunktion hat einen sehr starken Einu auf das Vorhersageergebnis. In [56] n-
det man zahlreiche Beispiele daf

ur, da eine Sch

atzung unter Annahme der sogenannten
Gauschen Kovarianzfunktion, welche unendlich oft dierenzierbar ist, stets auf zu opti-
mistischen Vorhersagen hinausl

auft. Dort wird die sogenannte Maternsche Kovarianzklasse
propagiert, bei der die Dierenzierbarkeit mittels eines kontinuierlichen Parameters gesteu-
ert werden kann.
2.2.1. Wesentliche Eigenschaften
Beschreibt der Trend einer zuf

alligen Funktion im wesentlichen deren Verhalten in globale-
ren Mast

aben, so ist die Kovarianzfunktion eine Kenngr

oe, welche deren lokales Verhalten
kennzeichnet.
Sei K die Kovarianzfunktion einer zuf

alligen Funktion, so ist K positiv semidenit. D.h. es
gilt f

ur beliebige l 2 N, sowie beliebige reelle Faktoren c
1
; : : : ; c
l
und Orte t
1
; : : : ; t
l
2 D
l
l
X
i;j=1
c
i
c
j
K(t
i
; t
j
)  0: (2.5)
Dies folgt daraus, da
P
l
i;j=1
c
i
c
j
K(t
i
; t
j
) = Var
P
l
j=1
c
j
Z(t
j
) ist. Allgemein l

at sich zu
einer beliebigen positiv semideniten Funktion K auf R
n
 R
n
und einer ebenso beliebi-
gen Funktion m auf R
n
ein Gauscher Proze konstruieren, welcher diese Funktionen als
Kovarianz- bzw. Erwartungswertfunktion hat (siehe z.B. in [56]). Desweiteren ist K deni-
tionsbedingt symmetrisch in ihren Argumenten, und es gilt K(t; t)  0 f

ur alle t 2 D.
F

ur den Fall, da Z eine schwach station

are Funktion mit Kovarianzfunktion K ist, erhalten
die letztgenannten Eigenschaften die folgende Form. Es sei dabei D

= fl 2 R
n
j l = s -
t mit s; t 2 Dg.
K(0)  0 (2.6)
K(t) = K(-t); t 2 D

(2.7)
jK(t)j  K(0); t 2 D

(2.8)
Die Ungleichung in (2.8) ist dabei ein Spezialfall der allgemeineren Ungleichung jK(t; s)j 
(K(t; t)K(s; s))
1=2
, welche aus der Cauchy-Schwarzschen Ungleichung folgt und f

ur allge-
meine Kovarianzfunktionen gilt. Die oben genannte Forderung nach Endlichkeit der Kova-
rianzfunktion auf ihrem Denitionsgebiet ist also notwendig erf

ullt, falls f

ur alle t 2 D gilt,
da VarZ(t) <1.
2.2.2. Hilbertr

aume
Aus formal mathematischer Sicht l

at sich das Konzept von zuf

alligen Funktionen mit
zugeh

origen Kovarianzfunktionen wesentlich allgemeiner darstellen. Es wird im folgenden
die in [56] eingef

uhrte Notation verwendet.
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Sei Z eine zuf

allige Funktion auf D  R
n
mit Kovarianzfunktion K und Erwartungswert-
funktion m. Deniere den komplexen Vektorraum H
0
D
= span fZ(t); t 2 Dg, der durch
Z implizierten Zufallsvariablen im Raum aller komplexwertigen Zufallsvariablen auf dem
gegebenen Wahrscheinlichkeitsraum (
;A; P).
Die Vorhersage mit kleinsten mittleren Fehlerquadraten setzt voraus, da ein Abstand zwi-
schen zwei zuf

alligen Gr

oen in diesem Raum bestimmt werden kann. Da h

aug nur wenige
oder gar eine Realisierung einer zuf

alligen Funktion zur Verf

ugung steht, wird ein sinnvol-
ler Abstandsbegri von der Verteilung der betrachten zuf

alligen Funktion abh

angen. Im
Kontext der Prozesse zweiter Ordnung ist die Kovarianzfunktion die st

arkste Beschreibung
der zugrundeliegenden Verteilung, und so erh

alt man mit dem sogenannten L
2
-Produkt,
welches f

ur beliebige X; Y 2 H
0
D
wie hX; Yi := E (XY) deniert ist, die Norm (Abstand)
kXk :=
p
hX;Xi. F

ur ein beliebiges t 2 D ist die Norm von Z(t), also der Abstand zu der
Zufallsvariable, welche P-f.s. konstant Null ist, gerade
p
K(t; t) + jm(t)j
2
. Falls m  0 ist,
dann ist der Abstand von Z(t) zur Nullfunktion um so gr

oer, je st

arker deren Varianz ist.
h; i erf

ullt die folgenden drei Eigenschaften und ist somit ein inneres Produkt.
1. hX;Xi  0 wobei die Gleichheit genau dann gilt, wenn X  0 ist.
2. hX; Yi= hY;Xi f

ur alle X; Y 2 H
0
D
3. haX+ bY;Zi= ahX;Zi + bhY;Zi f

ur alle X; Y; Z 2 H
0
D
und a; b 2 C
Das Tupel (H
0
D
; h; i) ist ein Pr

ahilbertraum. Schliet man diesen Raum bez

uglich der oben
denierten Norm ab, so erh

alt man einen Hilbertraum, der mitH
D
(K;m) bezeichnet werden
soll. Die wichtigste Eigenschaft eines Hilbertraums ist, da jede Cauchy-Folge konvergiert.
Sei fX
n
g eine solche Folge inH
D
(K;m), d.h. es gilt lim
n;m!1
kX
n
-X
m
k = 0. Dann existiert
ein X 2H
D
(K) derart, da lim
n!1
kX
n
- Xk = 0.
2.2.3. Stetigkeit, Dierenzierbarkeit und Integrierbarkeit im quadratischen
Mittel
Die vermutlich anschaulichste Auspr

agung des Begries Stetigkeit, die P-fast sichere Ste-
tigkeit von Realisierungen allgemeiner zuf

alliger Funktionen, ist im Kontext der Prozesse
zweiter Ordnung nicht praktikabel, da diese Eigenschaft Forderungen an die Verteilung
als solche stellt, welche aber i.a. nicht bekannt sein d

urfte. Im Fall von zuf

alligen Prozes-
sen (n = 1) kann z.B. gezeigt werden, da die Brownsche Bewegung P-fast-sicher stetige
Realisierungen hat (s. [52]).
Sind allerdings nur die Gr

oen maximal zweiter Ordnung einer zuf

alligen Funktion bekannt,
so ist die Konvergenz im quadratischen Mittel die in diesem Kontext st

arkste Formulierung
des Konvergenzbegris. Sei X
n
eine Folge von Zufallsvariablen auf demWahrscheinlichkeits-
raum (
;A; P) und X eine weitere Zufallsvariable auf demselben Raum, so konvergiert X
n
im quadratischen Mittel gegen X, in Zeichen X
n
2
! X, falls
E (X
n
- X)
2
! 0; f

ur n!1:
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Eine zuf

allige Funktion Z heit nun stetig im quadratischen Mittel in t 2 D, falls f

ur
beliebige Punktfolgen ft
n
g  D, welche in D gegen t konvergieren, gilt:
lim
n!1
E (Z(t
n
) - Z(t))
2
= 0:
Sei Z nun eine schwach station

are zuf

allige Funktion mit Kovarianzfunktion K, so gilt
E (Z(t
n
)-Z(t))
2
= 2(K(0)-K(t
n
- t)). Z ist also genau dann in t im quadratischen Mittel
stetig, falls dessen Kovarianzfunktion in 0 stetig ist. Die Stetigkeit von K im Ursprung
ist demnach notwendiges und hinreichendes Kriterium f

ur die Stetigkeit im quadratischen
Mittel von Z f

ur alle t 2 D.
Insbesondere ist die Stetigkeit von K im Ursprung ein hinreichendes Kriterium f

ur dessen
Stetigkeit auf ganz D. Sei t 2 D beliebig aber fest gew

ahlt und ft
n
g  D eine beliebige
Folge, welche gegen t konvergiert, so gilt wegen der Cauchy-Schwarzschen Ungleichung:
jK(t) - K(t
n
)j = jE
 
Z(t)Z(0)

- E
 
Z(t
n
)Z(0)

j
= jE
 
Z(0)fZ(t
n
) - Z(t)g

j

 
E jZ(0)j
2
E jZ(t
n
) - Z(t)j
2

1
2
=
 
K(0) f2K(0) - K(t
n
- t) - K(t
n
- t)g

1
2
! 0; f

ur n!1:
Dierenzierbarkeit
Die Denition der Dierenzierbarkeit im quadratischen Mittel orientiert sich an der De-
nition f

ur deterministische Funktionen, verwendet jedoch wiederum die Konvergenz im
quadratischen Mittel. Sei Z zun

achst ein stochastischer Proze, d.h es ist D  R. So heit
Z in t 2 D dierenzierbar im quadratischen Mittel, falls f

ur beliebige Folgen ft
n
g  D,
welche gegen t konvergieren,
Z(t
n
) - Z(t)
t
n
- t
2
! Z
(1)
(t) (2.9)
gilt. Die Gr

oe Z
(1)
(t) wird erste Ableitung im quadratischen Mittel von Z an der Stelle t
genannt.
Unter Ausnutzung der in Abschnitt 2.2.2 genannten Hilbertraumeigenschaften l

at sich in
bekannter Art undWeise ein hinreichendes Kriterium f

ur die Dierenzierbarkeit formulieren
(siehe z.B. in [61]). Z sei dazu nun zus

atzlich schwach station

ar. t 2 D sei ein beliebiger
aber fester Punkt und fh
n
g  D sei eine positive Nullfolge. Betrachte die Doppelfolge in n
11
und m




Z(t+ h
n
) - Z(t)
h
n
-
Z(t+ h
m
) - Z(t)
h
m




2
(2.10)
= E




Z(t+ h
n
) - Z(t)
h
n
-
Z(t+ h
m
) - Z(t)
h
m




2
= E




Z(t+ h
n
) - Z(t)
h
n




2
+ E




Z(t+ h
m
) - Z(t)
h
m




2
(2.11)
-E
 
Z(t+ h
n
) - Z(t)
h
n
Z(t+ h
m
) - Z(t)
h
m
!
(2.12)
-E
 
Z(t+ h
m
) - Z(t)
h
m
Z(t+ h
n
) - Z(t)
h
n
!
: (2.13)
Der erste Summand in (2.11) kann umgeschrieben werden in 
(2)
(K)
n
:= (2K(0)-K(-h
n
)-
K(h
n
))=h
2
n
. Unter der Bedingung, da K
(2)
(0) existiert, gilt f

ur den Grenz

ubergang n!1:

(2)
(K)
n
! -K
(2)
(0):
Der zweite Summand verh

alt sich unter der genannten Voraussetzung analog. Der Ausdruck
in (2.12) ergibt 
(2)

(K)
n;m
:= (K(h
n
- h
m
) + K(0) - K(h
n
) - K(-h
m
))=h
n
h
m
, und unter
der Bedingung, da K
(2)
(0) existiert, gilt auch hier f

ur den Grenz

ubergang m;n!1:

(2)

(K)
n;m
! -K
(2)
(0):
Zusammengenommen konvergiert die Doppelfolge in (2.10) genau dann gegen Null, wenn
-K
(2)
(0) existiert. Demnach ist (Z(t + h
n
) - Z(t))=h
n
f

ur beliebige t 2 D unter dieser
Voraussetzung eine Cauchy-Folge, und somit existiert ein eindeutiger Grenzwert, welcher
gerade die erste Ableitung im quadratischen Mittel von Z(t) ist (siehe Abschnitt 2.2.2).
Die Existenz von K
(2)
(0) ist ein hinreichendes Kriterium f

ur die Existenz der zweiten Ab-
leitung von K an beliebigen Stellen in D

. Aus dieser Bedingung folgt, wie gerade gezeigt
wurde, die Dierenzierbarkeit von Z, und die Kovarianzfunktion dieser ersten Ableitung
im quadratischen Mittel an einer beliebigen Stelle s 2 D

ist gerade (t 2 D beliebig)
lim
n!1
E
 
Z(t+ s+ h
n
) - Z(t+ s)
h
n
Z(t+ h
n
) - Z(t)
h
n
!
= lim
n!1

2K(s) - K(s - h
n
) - K(s + h
n
)
h
2
n

= -K
(2)
(s):
Wie in [14] erw

ahnt wird, ist dieses Kriterium ebenfalls hinreichend f

ur die P-f.s. pfad-
weise Stetigkeit des betreenden Prozesses. Ist Z zus

atzlich separabel, so stimmen zus

atz-
lich die pfadweisen Ableitungen von Realisierungen mit den Realisierungen der Ableitung
im quadratischen Mittel P-f.s.

uberein. Die Eigenschaft der Separabilit

at stellt keine Ein-
schr

ankung an die endlichdimensionalen Verteilungen einer zuf

alligen Funktion dar, son-
dern bezieht sich auf den

Ubergang hin zu unendlichdimensionalen Verteilungen (siehe
[14]). Gausche Prozesse z.B. k

onnen somit stets als separabel angenommen werden.
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Integrierbarkeit
Das Konzept f

ur die Denition von Integralen von zuf

alligen Funktionen verl

auft nach
demselben Schema wie bei den Ableitungen von zuf

alligen Funktionen. Die Konstruktion
verwendet als Ansatz die Riemannschen Summen und benutzt die Konvergenz im quadra-
tischen Mittel f

ur die Grenzwertbildung (siehe in [61]).
Der Einfachheit halber sei Z ein schwach station

arer Proze mit Kovarianzfunktion K.
Weiter sei f eine komplexe Funktion auf D und a < b die Integrationsgrenzen, welche
ebenfalls inD liegen. F

ur die Konstruktion der Riemannschen Summen zerlege das Intervall
[a; b] derart in n Teilintervalle Æ
j
:= t
j
- t
j-1
mit a = t
1
< t
2
< : : : < t
n
= b, da
Æ
max
(n) := maxfÆ
j
: j = 1; : : : ; ng f

ur n!1 gegen Null konvergiert . Damit deniere f

ur
den Fall, da der Grenzwert existiert,
n
X
j=1
f(t
0
j
)Z(t
0
j
)Æ
j
2
!
b
Z
a
f(t)Z(t)dt f

ur n!1 (2.14)
mit t
j-1
 t
0
j
 t
j
.
Auf analoge Weise wie im Falle der Dierenzierbarkeit, zeigt man, da ein hinreichendes
Kriterium zur Existenz des Grenzwertes in (2.14) gerade die Bedingung
b
Z
a
b
Z
a
f(t)f(s)K(t - s)dsdt <1 (2.15)
ist. Aufgrund der Denition des Integrals ist u.a. die Linearit

at in Z sichergestellt. Damit
ist das Doppelintegral in (2.15) die Varianz von
b
R
a
f(t)Z(t)dt f

ur den Fall, da m  0 ist.
Eine wichtige Eigenschaft von mebaren, zuf

alligen Funktionen, die im quadratischen Mit-
tel integrierbar sind, ist, da deren Realisierungen P-f.s. Lebesgue-integrierbar sind und
da die Integrale von Realisierungen der Form
R
b
a
f(t)z(t)dt Realisierungen des Integrals
R
b
a
f(t)Z(t)dt sind (siehe [14],[61]).
2.2.4. Spektraldarstellungen
Die Fourierentwicklung von deterministischen Funktionen ist eine g

angige Methode in der
deterministischen Analysis. Allerdings ist ihre Anwendbarkeit auf Funktionen auf R sehr
eingeschr

ankt, was den Denitionsbereich anbelangt. So m

ussen Funktionen, die sich Fouri-
er entwickeln lassen, absolut integrierbar sein und ausserdem auf allen endlichen Intervallen
des R die sogenannten Dirichletbedingungen erf

ullen. D.h. in je einem endlichen Intervall
darf die Funktion nur endlich viele Teilintervalle haben, auf denen sie jeweils stetig und
monoton ist und an deren R

andern sie endliche Spr

unge hat.
Die Dirichletschen Forderungen sind i.a. von Realisierungen zuf

alliger Funktionen nicht
erf

ullt. Z.B. werden bei schwach station

aren Prozessen die Realisierungen nicht absolut
integrierbar sein, da sie dazu P-fast-sicher. stark gegen Null fallen m

uten, was aber der
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Stationarit

at widersprechen w

urde. Dennoch gibt es eine auf Kolmogorov zur

uckgehende
Theorie

uber die Spektraldarstellung von schwach station

aren zuf

alligen Funktionen (siehe
die Referenzen in [61, 62]).
Sei Z eine beliebige schwach station

are zuf

allige Funktion mit Kovarianzfunktion K. So
existiert ein zuf

alliges Ma M derart, da folgende Darstellung P-fast-sicher deniert ist:
Z(t) =
Z
R
n
e
ih;ti
M(d): (2.16)
Das Integral ist als Grenzwert im quadratischen Mittel von Riemannschen Summen zu
verstehen, wobei im Unterschied zum vorhergehenden Abschnitt hier das Integrations-Ma
und nicht der Integrand zuf

allig ist (siehe auch in [61] und [14]). Das verwendete innere
Produkt sei das euklidische. M ist ein komplexwertiges, orthogonales Ma auf B
n
, der
Borel--Algebra des R
n
, und es gelten folgende Eigenschaften:
EM() = 0; f

ur alle  2 B
n
M() = M(-); f

ur alle  2 B
n
M(
n
[
i=1

i
) =
n
X
i=1
M(
i
); f

ur alle 
i
2 B
n
paarw. disjunkt:
Eine pfadweise Interpretation des Integrals in (2.16) ist, im Gegensatz zu der Situation, wie
sie im vorherigen Abschnitt vorlag, nicht m

oglich (s. [61]). Allerdings gewinnt die Theorie
an St

arke, wenn nicht das zuf

allige Ma M direkt sondern dessen quadratisches Mittel
betrachtet wird.
Satz 2.4 (von Bochner). Eine komplexwertige Funktion K auf R
n
ist genau dann Ko-
varianzfunktion eines schwach station

aren zuf

alligen Feldes auf R
n
, falls es ein positives
endliches Ma F auf (R
n
;B
n
) gibt mit
K(t) =
Z
R
n
e
iht;i
F(d):
F heit Spektralma von Z.
F erf

ullt die folgenden Eigenschaften:
F() = E jM()j
2
; f

ur alle  2 B
n
(2.17)
EM(
1
)M(
2
) = F(
1
\
2
) Orthogonalit

at: (2.18)
Ist F absolutstetig bez

uglich des Lebesguemaes, so existiert eine eindeutige Spektraldich-
tefunktion f, so da K(t) =
R
R
n
e
iht;i
f()d erf

ullt ist. F

ur isotrope zuf

allige Funktionen
gilt, sofern die Dichte f existiert, die folgende Umkehrformel (s. [61]):
f() =
1
(2)
n=2
1
Z
0
J
(n-2)=2
(r)
(r)
(n-2)=2
r
n-1
K(r)dr:
Dabei ist J
l
die Besselfunktion der Ordnung l (siehe in [1]). Insbesondere ist jede positi-
ve, integrierbare Funktion isotrope Spektraldichte einer zuf

alligen, isotropen Funktion. Es
folgen zwei Beispiele f

ur isotrope Kovarianzfunktionen bzw. Spektraldichten.
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Beispiel 2.5. 1. Gausche Kovarianzfunktion:
f(!) =
c
2
n
()
n=2
e
-
!
2
4
K(r) = ce
-r
2
; r 2 R; c > 0;  > 0:
Diese Kovarianzfunktion ist unendlich oft dierenzierbar, was auch aus der exponenti-
ell abfallenden Spektraldichte gefolgert werden kann. Dieses Verhalten ist der Grund
f

ur eine kritische Bewertung in Stein (1999). Dort wird u.a. bem

angelt, da bei
Verwendung dieser Kovarianzfunktion, etwaige Vorhersagen zu optimistisch bewertet
werden.
2. Maternsche Kovarianzklasse (siehe in [20], [30], [56]):  = (
2
; ; ) 2 R
3
+
n f0g
f

(!) =

2
c(; )

4

+!
2

(+1=2)
K

(r) =

2
2
-1
 ()

2
p
r



K


2
p
r


:
K

ist die modizierte Besselfunktion der Ordnung  (siehe in [1]). Wichtigster Para-
meter ist , das Ma der Dierenzierbarkeit, Z ist genau m-mal dierenzierbar, falls
m <  undm+1 >  ist. Desweiteren steuert  die Reichweite der Kovarianzfunktion,
und 
2
ist der Wert von K

an der Stelle Null.
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3. Lineare Rekonstruktion und Vorhersage
Der Ausgangspunkt des linearen Rekonstruktions- bzw. Vorhersageproblems ist ein unbe-
kannter beschr

ankter Operator S auf einer Menge reellwertiger Funktionen, der mittels
einer Linearkombination einfacher linearer Operatoren 
1
; : : : ; 
n
, der sogenannten Sam-
plefunktionale, approximiert werden soll. Prinzipiell sind wenigstens zwei grunds

atzlich
verschiedene Verfahren m

oglich. Die deterministischen Verfahren, die annehmen, da S
auf einer Menge von reellwertigen Funktionen operiert, und stochastische Verfahren, die
auf der Annahmen beruhen, da eben diese Menge einer gewissen Wahrscheinlichkeits-
verteilung unterworfen ist. Zuf

allige Funktionen seien demnach fortan stets als reellwertig
angenommen.
Im folgenden Abschnitt wird zun

achst der Begri der linearen Probleme eingef

uhrt, dabei
wird die in [44] eingef

uhrte Notation verwendet. Insbesondere Approximation und Vorher-
sage fallen in diesen Themenbereich. Als ein sehr eektives Hilfsmittel im Hinblick auf
eine zusammenfassende Theorie der sogenannten Kriging- und Splinemethoden werden
dann die Kernreproduzierenden Hilbertr

aume deniert (siehe in [44],[60]). Alsdann folgt
ein Abschnitt

uber Krigingverfahren, die vom Typ her stochastisch sind. Dabei wird vor
allem auf das Versuchsplanungproblem, also die optimale Auswahl der Samplefunktionale,
eingegangen. Schlielich wird die Splineinterpolation als Vertreter einer deterministischen
Approximationsmethode vorgestellt. Dabei liegt der Fokus auf der Darstellung einer bis-
her nicht erw

ahnten, allgemeinen

Aquivalenz zwischen Kriging- und Splinemethoden. In
dem folgenden Kapitel wird stets die kanonische Sicht einer zuf

alligen Funktion gew

ahlt,
d.h. Wahrscheinlichkeitsmae sind stets auf Funktionenmengen deniert, Elementarereig-
nisse sind somit stets Funktionen. Die besagte

Aquivalenz gewinnt dadurch erheblich an
Transparenz.
3.1. Lineare Approximationsprobleme
3.1.1. Denition
Es sei G ein normierter Raum, so ist die Ausgangsposition eines linearen Problems ein
linearer, beschr

ankter Operator
S : C
r
(D)! G: (3.1)
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Cr
(D) ist die Menge der r-fach stetig dierenzierbaren Funktionen auf D  R
n
. F

uhre nun
einen weiteren Operator
S
k
: F ! G; mit F  C
r
(D) (3.2)
f 7!
k
X
j=1
a
j

j
(f)
ein. Die sogenannten Samplefunktionale 
j
seien aus einer gewissen Menge  linearer Funk-
tionale auf C
r
(D), und S
k
wird in diesem Zusammenhang auch lineare Methode genannt.
S
k
heit lineare Approximation von S auf F, wenn die KoeÆzienten a
j
2 G so gew

ahlt
werden, da der Fehler
e(S
k
; S) := kS - S
k
k (3.3)
minimal wird. Die Norm sei dabei auf dem Raum L(C
r
(D); G) aller linearen beschr

ankten
Operatoren von C
r
(D) nach G deniert.
In der Mehrzahl der praktisch relevanten F

alle wird eine der nachfolgenden Normen ge-
w

ahlt:
 Mittlere Fehler
SeiQ ein Ma auf F, so ist der p-mittlere Fehler einer Methode S
k
, die S approximiert,
gerade
e(S
k
; S) = e
p
(S
k
; S;Q) :=
0
@
Z
F
kS(f) - S
k
(f)k
p
G
Q(df)
1
A
1=p
; (3.4)
mit 1  p <1. k  k
G
sei die Norm im Raum G.
Im Kontext von stochastischen Approximationsverfahren stellt man sich Q = P
Z
als
die Verteilung einer zuf

alligen Funktion Z vor. Falls p = 2 ist, spricht man vom mitt-
leren quadratischen Fehler. Dieser h

angt nur von Gr

oen maximal zweiter Ordnung
ab, also von der Erwartungswert- und Kovarianzfunktion. Beste lineare (erwartungs-
treue) Vorhersagen, also insbesondere Krigingverfahren, arbeiten ebenfalls mit diesem
Fehlerbegri. Wenn nicht besonders darauf hingewiesen wird, sei im folgenden stets
der mittlere quadratische Fehler als verwendete Fehlerevaluation angenommen.
 Maximale Fehler
Der mittlere quadratische Fehler interpretiert den in (3.3) angegebenen allgemeinen
Fehler als die mittlere quadratische Abweichung von Auswertungen der Funktionale S
und S
k
im Raum G. Der maximale Fehler ist dagegen die gr

ot m

ogliche Abweichung
dieser Art, d.h.
e(S
k
; S) = e
max
(S
k
; S; F) := max
f2F
kS(f) - S
k
(f)k
G
: (3.5)
Es werden fortan nur zwei Typen linearer Approximationsprobleme behandelt, die lineare
Vorhersage und die lineare Rekonstruktion. Das Attribut linear wird fortan weggelassen,
sofern nicht ausdr

ucklich nichtlineare Methoden gemeint sind.
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1. Vorhersage:
Sei o.B.d.A. G = R, ausgestattet mit der euklidischen Norm. Die Formulierung des
Problems f

ur komplexwertige Funktionen erfolgt analog. F

ur einen festen Punkt t
0
2
D, den sogenannten Vorhersageort, ist hier S := Pre(t
0
), das Auswertungsfunktional
an der Stelle t
0
, gew

ahlt. F

ur beliebige Funktionen f 2 C
r
(D) gilt demnach S(f) :=
Æ
t
0
(f) = f(t
0
). Dabei ist mit Æ
t
() die gew

ohnliche Æ{ oder Diracdistribution gemeint.
Mit S
t
0
k
bezeichne in diesem Fall die lineare Approximation von S von der Form wie
in (3.2) auf der Basis gewisser Samplefunktionale 
j
.
Sei 
std
die Menge aller Diracdistributionen

uber C
r
(D), so bezeichne mit 
Q
deren
Abschlu bez

uglich des L
2
-Produkts
h
1
; 
2
i =
Z
F

1
(f)
2
(f)Q(df)
f

ur beliebige Funktionale 
1
; 
2
2 
Q
. Dieser Raum ist ein Hilbertraum (siehe auch
[44]), womit eine besonders einfache Darstellung der besten linearen Approximati-
on m

oglich ist, wie im Abschnitt 3.2 gezeigt wird. Es gilt Pre(t
0
) 2 
Q
und mit

1
; : : : ; 
k
2 
Q
auch ; S
t
0
k
2 
Q
. Wie das obige Skalarprodukt vorgibt, ist der kano-
nische Fehler in diesem Fall gerade der mittlere quadratische, kurz e(S
t
0
k
;Pre(t
0
)) =
e
2
(S
t
0
k
;Pre(t
0
);Q). Dieses lineare Vorhersageproblem zusammen mit der Evaluierung
durch den mittleren Fehler ist grundlegend f

ur die Betrachtungen in dieser Arbeit.
Bei der Vorhersage werden in vielen F

allen allein Beobachtungen der Funktionswerte
der betrachteten Funktion verwendet. Prinzipiell k

onnen jedoch auch Beobachtungen
von Ableitungen dieser Funktion f

ur die Konstruktion einer Approximation benutzt
werden. Dieses Verfahren wird erstmals vonMenz in [32] im Rahmen der statistischen
Vorhersage, also unter Verwendung des mittleren quadratischen Fehlers als Fehler-
kriterium, vorgeschlagen und ndet z.B. bei der Erkundung von Kohlevorkommen
Verwendung (siehe in [21]). In Abschnitt 3.3 wird insbesondere das Problem der opti-
malen Wahl der Beobachtungsorte von Funktions{ und Ableitungswerten behandelt,
was unter dem Begri Versuchsplanung einzuordnen ist.
2. Rekonstruktion:
Sei G = L
q
(D) der Raum der q-fach integrierbaren, reellwertigen Funktionen auf D
mit der gew

ohnlichen L
q
-Norm f

ur 1  q < 1. Auch hier erfolgt die Formulierung
analog f

ur den Fall komplexwertiger Funktionen. S := App
q
sei die Einbettung des
C
r
(D) in diesen L
q
-Raum. Bezeichne hier mit S
D
k;q
die zu S geh

orige lineare Approxi-
mation von der Form wie in (3.2) auf der Basis gewisser gegebener Samplefunktionale.
Falls q = 2 ist, soll der entsprechende Index fortan weggelassen werden.
Die Rekonstruktion S
D
k;q
eines Operators App
q
kann bei Verwendung des mittleren
Fehlers mit p = q auf eine Familie von Vorhersageproblemen Pre(t
0
) mit t
0
2 D
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zur

uckgef

uhrt werden. Mit Fubini erh

alt man:
e
p
(S
D
k;p
;App
p
;Q)
p
=
Z
F
kS(f) - S
D
k;p
(f)k
p
p
Q(df)
=
Z
F
Z
D



(S(f))(t
0
) - (S
D
k;p
(f))(t
0
)



p
dt
0
Q(df)
=
Z
D
e
p
(Æ
t
0
Æ S
D
k;p
;Pre(t
0
);Q)
p
dt
0
Die gesuchte Rekonstruktion l

at sich demnach punktweise aus Vorhersagen ermit-
teln.
F

ur den Fall, da Funktionen f 2 C
r
(D) auf einer endlichen Teilmenge D

 D
approximiert werden sollen, w

ahlt man G = R
N
mit der euklidischen Norm, wobei N
gerade die Anzahl der Elemente in D

ist. Diese Art der Approximation soll fortan
mit App
D

bezeichnet werden. Bei Verwendung des mittleren quadratischen Fehlers
e
2
(S
D

k
;App
D

; Q) ist dieses Rekonstruktionsproblem wiederum gleichwertig zu einer
Familie von N Vorhersageproblemen Pre(t
0
) mit t
0
2 D

.
3.1.2. Kernreproduzierende Hilbertr

aume
Sei  ein Raum reellwertiger Funktionale auf einem normierten Funktionenraum F. Ein
Element  2  heit beschr

ankt in , falls es eine reelle Konstante M gibt, so da
j(f)j Mkfk
f

ur alle f 2 F erf

ullt ist. Aus der Beschr

anktheit von  folgt insbesondere dessen Stetigkeit.
Denition 3.1. Sei H ein Hilbertraum reellwertiger Funktionen auf D  R
n
. Falls f

ur alle
t 2 D das zugeh

orige Auswertungsfunktional Æ
t
auf H beschr

ankt ist, so heit H Kernre-
produzierender Hilbertraum (engl.: Reproducing Kernel Hilbert Space, RKHS)
Es gelten die folgenden Eigenschaften:
1. Nach dem Darstellungssatz von Riesz existiert zu jedem Auswertungsfunktional Æ
t
mit t 2 D ein eindeutiger Repr

asentant K(; t) 2 H (siehe z.B. in [43]). Wenn h; i das
innere Produkt des Hilbertraumes H ist, so gilt demnach f

ur alle t 2 D und f 2 H
die Reproduzierenden-Eigenschaft
Æ
t
(f) = hK(; t); fi = f(t):
Dieser Repr

asentant wird reproduzierender Kern genannt. F

uhre auerdem die No-
tation (H(K); h; i
K
) := (H; h; i) ein.
2. Sei K : D
2
! R eine positiv semidenite Funktion, so kann ein eindeutiger RKHS
reellwertiger Funktionen auf D konstruiert werden, dessen reproduzierender Kern
gerade K ist. Insbesondere zu Kovarianzfunktionen zuf

alliger Funktionen lassen sich
solche RKHS konstruieren.
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Zum Beweis von Punkt 2 siehe z.B. in [44]. Dort wird ein Raum H
0
= spanfK(; t) : t 2 Dg
zusammen mit einem inneren Produkt h; i
K
eingef

uhrt. Dieses funktioniert f

ur Funktionen
f =
P
n
j=1
a
j
K(; t
j
) und g =
P
m
i=1
b
i
K(; s
i
) mit t
j
; s
i
2 D und a
j
; b
i
2 R folgerndermaen:
hf; gi
K
:=
n
X
j=1
m
X
i=1
a
j
b
i
K(t
j
; s
i
):
Der Abschlu vonH
0
bzgl. der aus diesem Skalarprodukt resultierenden Norm ist ein RKHS,
wie in der genannten Quelle gezeigt wird.
Beispiel 3.2. Gegeben sei die Brownsche Bewegung auf dem Einheitsintervall in R. D.h. es
gilt D = [0; 1] und K(s; t) = min(s; t), und der zugeh

orige RKHS ist gerade
H(K) = ff 2W
1
2
([0; 1]) : f(0) = 0g (siehe in [44])
mit dem Sobolevraum
W
1
2
([0; 1]) = fh 2 C([0; 1]) : h absolutstetig; h
(1)
2 L
2
([0; 1])g (siehe in [43]):
Die Schreibweise h
(r)
bezeichne hierbei die r-te Ableitung einer Funktion in R.
Sei Q ein Wahrscheinlichkeitsma auf F mit Kovarianzfunktion K und verschwindender
Erwartungswertfunktion. Die unter Punkt 1 angedeutete Zuordnung von Funktionen aus
H(K) zu Funktionalen aus 
Q
kann zu einem linearen Hilbertraumisomorphismus
J : 
Q
! H(K)
erg

anzt werden, wobei J(Æ
t
) = K(; t) f

ur alle t 2 D (siehe in [27]) gilt. J ist insbesondere
normerhaltend. Das im vorherigen Unterabschnitt eingef

uhrte spezielle lineare Vorhersa-
geproblem kann somit isomorph in einen RKHS

ubertragen werden. Die Konstruktion der
L

osung gewinnt bei dieser Vorgehensweise an Einfachheit, wie im folgenden Abschnitt ge-
zeigt wird.
Bemerkung 3.3. 1. Sei Q ein Wahrscheinlichkeitsma auf einer Menge F, reellwertiger
Funktionen auf D  R
n
mit verschwindender Erwartungswertfunktion. Ferner sei die
zugeh

orige Kovarianzfunktion K genau r-mal stetig dierenzierbar auf D
2
. In [44]
wird gezeigt, da dann
(C
r
(D))
0
 
Q
(3.6)
sowie (h) = hJ; hi
K
f

ur alle  2 (C
r
(D))
0
und h 2 H(K) gelten. (C
r
(D))
0
bezeich-
ne hier die Menge aller stetigen linearen Funktionale auf C
r
(D), dessen sogenannter
Dualraum. Insbesondere liefert der Isomorphismus J f

ur beliebige lineare stetige Funk-
tionale auf C
r
(D) deren Repr

asentant in H(K) wieder. Wie in [44] gezeigt wird, ist
(C
r
(D))
0
sogar dicht in 
Q
. Bez

uglich der Genauigkeit von Approximationen spielt
es daher keine Rolle, aus welcher der zwei Mengen die Samplefunktionale gew

ahlt
werden.
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2. Mit Hilfe der Reproduzierenden-Eigenschaft ist es sehr leicht m

oglich, die gem

a der
Abbildung J korrespondierenden Paare von Funktion und Funktional zu bestimmen.
Sei z.B. Q ein Wahrscheinlichkeitsma auf F  C
1
(D) mit Denitionsbereich D  R,
verschwindender Erwartungswertfunktion und Kovarianzfunktion K. Bezeichne mit
D
t
das Funktional, welches die Ableitung einer Funktion an einer Stelle t zur

uckliefert.
Es gilt:
K
(0;1)
(s; t) =
Z
F
f
(1)
(t)f(s)Q(df)
=
Z
F
D
t
(f)Æ
s
(f)Q(df)
= hD
t
; Æ
s
i

Q
= hJD
t
; JÆ
s
i
K
= hJD
t
; K(; s)i
K
= (JD
t
)(s);
also JD
t
= K
(0;1)
(; t). Diese Konstruktion funktioniert analog bei h

oherdimensionalen
Denitionsgebieten wie in [44] gezeigt wird.
Beispiel 3.4. Die sogenannten gl

attenden Polynomsplines (siehe in [60]), sind L

osungen
linearer Rekonstruktionsprobleme in Sobolevr

aumenW
r+1
2
= fh 2 C
r
(D) : h
(r)
abs. stetig;
h
(r+1)
2 L
2
(D)g, wobei r 2 N
0
geeignet gew

ahlt wird. Dieser Raum ist ein RKHS wie in
[44, 46] gezeigt wird und ist durch die Abbildung J isomorph zu 
Q
, wobei Q := P
Z
r
die
Verteilung einer zuf

alligen Funktion der Art Z
r
(t) =
P
r-1
k=0

k
k!
t
k
+
R
D
B(u)
(t-u)
r-1
(r-1)!
du ist.
Dabei sind die zuf

alligen Gr

oen 
1
; : : : ; 
r-1
; fB(u) u 2 Dg unkorreliert, die 
k
haben
Erwartungswert Null und endliche Varianz 
2
> 0, und B ist eine Brownsche Bewegung
auf dem Denitionsgebiet D. Insbesondere der zweite Summand von Z
r
ist eine r-fach
integrierte Brownsche Bewegung (siehe [46], [60]).
3.2. Krigingmethoden
Die sogenannten Krigingmethoden sind Vertreter der stochastischen Vorhersageverfahren
und werden insbesondere bevorzugt in den Umweltwissenschaften eingesetzt. Im nun folgen-
den Abschnitt werden das sogenannte Simple und das Universal Kriging als die eigentlich
wichtigsten Vertreter dieser Verfahrensklasse vorgestellt. Die Darstellung der Verfahren so-
wie die Herleitung der L

osung geh

ort zum Standardrepertoire vieler B

ucher aus dem Bereich
der Geostatistik (siehe z.B. in [9], [12], [19], [23]). Der Schwerpunkt hier soll deshalb auf
einer allgemeinen und abstrakten Darstellung der Probleme liegen. Zum einen erm

oglicht
dies, die verschiedenen Sonderf

alle des Kriging (Block-Kriging, Gradientenkriging, Indi-
katorkriging) zusammenfassend zu behandeln und zum anderen die bereits angedeutete
allgemeine

Aquivalenz zwischen Kriging- und Splinemethoden wesentlich oensichtlicher
zu gestalten.
3.2.1. Simple Kriging und BLP
Unter Kriging im allgemeinen versteht man eine erwartungstreue, lineare Vorhersage mit
Fehlerevaluierung nach mittleren Quadraten. Diese Umbenennung eines hinl

anglich bekann-
22
ten Problems erfolgte durchMatheron zu Ehren des s

udafrikanischen Bergbau-Ingenieurs
D. G. Krige (siehe in [31]).
Es seien hierzu die folgenden Bedingungen erf

ullt:

1
; : : : ; 
k
;Pre(t
0
) 2 (C
r
(D))
0
; t
0
2 D; (3.7)
E 
j
= 
j
(m); j = 1; : : : ; k: (3.8)
Schlielich sei die Vorhersage S
t
0
k
von der Form wie in (3.2). Die geforderte Erwartungstreue
der Vorhersage bedeutet dabei, da die Beziehung
EPre(t
0
) = m(t
0
)
!
= S
t
0
k
(m) (3.9)
erf

ullt ist. Die Erwartungswertbildung wie auch die Fehlerevaluierung geschieht dabei durch
eine Wahrscheinlichkeitsverteilung Q auf einer Menge reellwertiger Funktionen F  C
r
(D)
mit Erwartungswertfunktion m. Die zugeh

orige Kovarianzfunktion K 2 C
(r;r)
(D
2
) sei als
bekannt vorausgesetzt. F

ur ein geeignet gew

ahltes r 2 N sei K also genau r-mal stetig
dierenzierbar. Der deterministische Anteil m wird auch Trend genannt und beschreibt
das Makroverhalten von Z.
Q ist Verteilung einer zuf

alligen Funktion Z(t) = m(t) + "(t) f

ur t 2 D, wobei Cov (Z(t);
Z(s)) = Cov ("(t); "(s)) = K(t; s) gilt. Simple Kriging geht insbesondere davon aus, da
auch m vollst

andig bekannt ist. Die L

osung dieses Vorhersageproblems wird auch BLP
(engl.: best linear predictor) genannt.
m  0
Nach Bemerkung 3.3 (1) gilt Pre(t
0
); 
1
; : : : ; 
k
2 
Q
. Es liegt also ein Approximations-
problem in einem Hilbertraum vor, und damit ist die eindeutige L

osung die orthogonale
Projektion von Pre(t
0
) auf spanf
1
; : : : ; 
k
g. Hierzu isomorph ist es, die orthogonale Projek-
tion von JPre(t
0
) = K(; t
0
) auf spanfJ
1
; : : : ; J
k
g zu bestimmen. Sei JS
t
0
k
diese Projektion,
so gilt wegen der Linearit

at von J und der genannten Orthogonalit

at:
hJS
t
0
k
- JPre(t
0
); JS
t
0
k
i
K
= 0
,
k
X
i;j=1
a
i
a
j
hJ
i
; J
j
i
K
=
k
X
j=1
a
j
hJ
j
; K(; t
0
)i
K
, a
T


a = a
T

t
0
) 

a = 
t
0
mit
a
T
= (a
1
; : : : ; a
k
)


= (hJ
i
; J
j
i
K
)
k
i;j=1

t
0
= (hJ
j
; K(; t
0
)i
K
)
k
j=1
= ((J
j
)(t
0
))
k
j=1
:
Die Invertierbarkeit von 

vorausgesetzt, erh

alt man die bekannte L

osung
S
t
0
k
= 
T
t
0

-1

; (3.10)
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wobei 
T
= (
1
; : : : ; 
k
) ist. Wegen Eigenschaft (3.8) ist sichergestellt, da diese L

osung
erwartungstreu ist.
Bemerkung 3.5. Die Invertierbarkeit ist beispielsweise dann gew

ahrt, wenn die Funktionen
J
1
; : : : ; J
k
linear unabh

angig sind in H(K). Lineare Abh

angigkeit bedeutet, da redun-
dante Sampleinformationen vorliegen. Es existiert dann also mindestens ein Funktional 
j
0
mit j
0
2 f1; : : : ; kg, das als Linearkombination der verbliebenden Samplefunktionale dar-
gestellt werden kann. Dieses Funktional kann f

ur die Vorhersage weggelassen werden, da
damit keine zus

atzliche Information geliefert wird.
m 6 0
Wegen der geforderten Erwartungstreue ist S
t
0
k
notwendigerweise aÆn (siehe [44]). W

ahle
also den Ansatz S
t
0
k
= m(t
0
) +
P
k
j=1
a
j
(
j
- 
j
(m)) =: m(t
0
) +
~
S
t
0
k
mit
~
S
t
0
k
:=
P
k
j=1
a
j
~

j
.
Dabei erf

ullen die Funktionale 
j
die Bedingungen (3.7) und (3.8).
Die Funktionale
~

j
haben einen verschwindenden Erwartungswert, und es gilt 
~

= 

.
W

ahlt man
~
S
t
0
k
als die Approximation von
g
Pre(t
0
) := Pre(t
0
)-m(t
0
) mit Fehlerevaluierung
im quadratischen Mittel, so liegt bez

uglich dieses Teilproblems die gleiche Situation wie im
vorhergehenden Fall vor, und man erh

alt die L

osung des Gesamtproblems:
S
t
0
k
= m(t
0
) + 
T
t
0

-1

( - (m)): (3.11)
Der Vorhersagefehler ist unabh

angig von der gew

ahlten Trendfunktion (also auch bei m 
0):
e
2
(S
t
0
k
; S;Q)
2
= K(t
0
; t
0
) - 
T
t
0

-1


t
0
: (3.12)
Bemerkung 3.6. 1. Zur Konstruktion des BLP sowie des zugeh

origen Vorhersagefehlers
m

ussen somit wenigstens die Werte m(t
0
); 
1
(m); : : : ; 
k
(m) sowie die Kovarianzma-
trizen 
t
0
und 

bekannt sein.
2. Die Eigenschaft (3.8) ist Voraussetzung f

ur die Erwartungstreue und wird z.B. von
Diracfunktionalen und Dierentiationsopratoren (Dierenziation im quadratischen
Mittel) erf

ullt. Funktionale von der Form 
i
= 1=jB
i
j
R
B
i
Æ
t
dt, mit B
i
 R
n
, erf

ullen
diese Bedingung ebenfalls, sie f

uhren zum sogenannten Blockkriging (siehe in [9],
[23]).
3.2.2. Universal Kriging und BLUP
Im Unterschied zum Simple Kriging wird beim Universal Kriging die Forderung fallen ge-
lassen, da die Trendfunktion m vollst

andig bekannt ist. Vielmehr geht man bei diesem
Ansatz davon aus, da der Trend eine deterministische Linearkombination bekannter An-
satzfunktionen ist, die KoeÆzienten jedoch unbekannt sind.
Seien nun die Bedingungen (3.7) sowie
E 
j
= 
j
(f)
T
; j = 1; : : : ; k (3.13)
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erf

ullt. Analog zum Fall beim Simple Kriging bedeutet die Erwartungstreue der Vorhersage,
da die Bedingung
EPre(t
0
) = f(t
0
)
T

!
= S
t
0
k
(m) (3.14)
erf

ullt wird. Dabei ist  2 R
r
der unbekannte aber feste Parametervektor und f
T
=
(f
1
; : : : ; f
r
) sind die bekannten reellwertigen Ansatzfunktionale des Trends auf D. Hin-
sichtlich der Voraussetzungen an das f

ur die Mittelung und Fehlerevaluierung verwendete
Wahrscheinlichkeitsma Q, und deren zugeh

orige Kovarianzfunktion K seien dieselben Vor-
aussetzungen wie beim Simple Kriging erf

ullt.
Ist der Parametervektor  bekannt, so hat die L

osung S
t
0
;
k
=
P
k
j=1
a

j

j
des linearen
Vorhersageproblems mit Pre(t
0
) die gleiche Form wie beim Simple Kriging,
S
t
0
;
k
= f(t
0
)
T
+ 
T
t
0

-1

(- F) (3.15)
mit F = (
i
(f
j
)) 2 R
kr
, i = 1; : : : ; k und j = 1; : : : ; r. Da der Parametervektor  aber
unbekannt ist, mu er durch
^
 linear und erwartungstreu gesch

atzt werden. D.h., da
^
 ein
lineares Funktional auf F mit der zus

atzlichen Eigenschaft
^
(m) =  ist. Ein klassisches
Resultat besagt, da in diesem Fall der beste, lineare, erwartungstreue Sch

atzer (engl.:
best linear unbiased estimator, BLUE) in (3.15) eingesetzt werden kann, um die L

osung
des anfangs genannten Vorhersageproblems zu erhalten (siehe z.B. in [10],[44],[56]):
S
t
0
k
= f(t
0
)
T
^
+ 
T
t
0

-1

( - F
^
) (3.16)
mit dem BLUE
^
 = (F
T

-1

F)
-1
F
T

-1

 (3.17)
f

ur . Die L

osung S
t
0
k
wird auch BLUP (engl.: best linear unbiased predictor) genannt.
Bemerkung 3.7. 1. Sei 

= C ein beliebiger linearer erwartungstreuer Sch

atzer f

ur
. In (3.15) eingesetzt erh

alt man S
t
0
;

k
= f(t
0
)
T


+ 
T
t
0

-1

( - F

) =: A + B
mit A = f(t
0
)
T


, dem Sch

atzer f

ur den Trend an der Stelle t
0
. B dagegen ist die
Vorhersage der trendbereinigten zuf

alligen Funktion an der Stelle t
0
. Man zeigt leicht,
da die beiden SummandenA und B genau dann unkorreliert sind, wenn 

der BLUE
ist.
2. Der Vorhersagefehler bei Verwendung der Methode in (3.16) ist:
e
2
(S
t
0
k
; S;Q) = K(t
0
; t
0
) - 
T
t
0

-1


t
0
+ 
T
(F
T

-1

F)
-1
 (3.18)
mit  = f(t
0
) - F
T

-1


t
0
.
3. Die allgemeine Formulierung des Universal Kriging schliet insbesondere die in der
Geostatistik bekannten F

alle mit ein. Beim sogenannten Gradientenkriging (siehe in
[21], [32]) verwendet man zus

atzlich zu Messungen von Funktionswerten der betrach-
teten Funktion (entsprechend Deltafunktionalen) Gradienten derselben Funktion, was
hier den Dierentiationsfunktionalen entspricht. Die Matrizen 

sind dann die dort
hinl

anglich bekannten Kovarianzmatrizen.
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3.3. Asymptotische Versuchsplanung
Nachdem im vorhergehenden Abschnitt die Konstruktion linearer Vorhersagen bei einer
vorgegebenem Menge von Samplefunktionalen, einem sogenanntem Sampledesign, erl

autert
wurde, steht nun eine eÆziente Wahl der Samplefunktionale im Mittelpunkt. Zun

achst wird
der Begri der Versuchsplanung eingef

uhrt, wobei besonders die Unterscheidung zwischen
der sogenannten asymptotischen Versuchsplanung, bei der die Anzahl der verwendeten
Samplefunktionale gegen Unendlich strebt, und der Versuchsplanung mit endlichen Anzah-
len von Samplefunktionalen verdeutlicht wird. Vom mathematisch analytischen Standpunkt
ist die Behandlung des zweiten Problems wesentlich aufwendiger, wenngleich dieser Fall der
eigentlich f

ur die Praxis wichtige ist. Probleme dieser Art werden in der Regel durch globale
numerische Optimierungsverfahren wie Simulated Annealing gel

ost (siehe in [47] zu einer
Variante des sogenannten DETMAX-Algorithmus, in [4, 5] f

ur Beispiele aus dem Bereich
der Menetzplanung in Zusammenhang mit Kriging unter Verwendung von Gradienten-
informationen). In [7] wird zus

atzlich der Suchraum durch die Verwendung sogenannter
Latin-Hypercube-Designs eingeschr

ankt. Diese Verfahren erm

oglichen eine einfache und
schnelle Generierung von raumausf

ullenden Samplepunkten im Beobachtungsraum. In [16]
wird ein sehr interessanter Ansatz verfolgt, bei dem die Kovarianzstruktur des zuf

alligen
Vorhersagefehlers bei einem bereits benutzten Design gesch

atzt wird. Mit Hilfe dieser Ko-
varianzfunktion l

at sich die Verkleinerung des Vorhersagefehlers bei Hinzunahme weiterer
Designpunkte unabh

angig von dem bereits vorhandenem Design ausdr

ucken. Dadurch las-
sen sich numerisch sehr schnell diejenigen Punkte feststellen, um die das Design vergr

oert
werden m

ute, um den mittleren Vorhersagefehler zu minimieren. Dabei geschieht hier die
Mittelung

uber die Vorhersagefehler, die an allen m

oglichen Vorhersageorten auftreten.
Zur asymptotischen Versuchsplanung dagegen existieren viele neuere Ans

atze, wobei hier
insbesondere jene von M

uller-Gronbach und Ritter [44, 46, 45] vorgestellt werden.
Schwerpunkt soll dabei insbesondere die Verwendbarkeit von Ableitungsinformationen sein.
Allerdings ist eine wesentliche Einschr

ankung der genannten Arbeiten die Beschr

ankung
der Anwendbarkeit auf zuf

allige Funktionen in R
1
und die Beschr

ankung auf Hermitesche
Daten. Letzteres heit, da an jedem Beobachtungsort jeweils stets der Funktionswert so-
wie alle Ableitungen bis zu einer gewissen Ordnung r 2 N
0
gemessen werden. In [57] wird
zwar versucht, ein

ahnliches Verfahren f

ur die Versuchsplanung von zuf

alligen Funktionen
in der Ebene zu

ubertragen, doch wird dort durch die Verwendung von st

uckweise kon-
stanten Vorhersagefunktionen die Regularit

at der zugrundeliegenden zuf

alligen Funktion
nicht ausgenutzt. Wenngleich das eigentliche Anliegen einer asymptotisch optimalen Ver-
suchsplanung das Erzielen der bestm

oglichen Rate ist, mit der das Designkriterium f

allt,
so ist manchen Verfahren die Vermutung immanent, bereits f

ur endliche, gen

ugend groe
Designs ein nahezu optimales gefunden zu haben.
Der Autor stellt in Abschnitt 3.3.3 eine Erweiterung eines von Sacks et. al. in [48] vor-
gestellten asymptotischen Verfahrens dar. Im Sinne des soeben erl

auterten Prinzips einer
asymptotischen Versuchsplanung liegt hier im engeren Sinne keine asymptotische Versuchs-
planung vor, bei der die Anzahl der Beobachtungen gegen Unendlich strebt. Vielmehr
verschwindet im Grenzfall die Korrelation zwischen den | endlich vielen | Beobachtun-
gen. Im Unterschied zu den oben zitierten Arbeiten zur asymptotischen Versuchsplanung
gibt es bei dem hier vorgestellten Verfahren keine Einschr

ankung bzgl. der Dimension des
26
Denitionsgebietes der betrachteten zuf

alligen Funktionen, und die Verwendung von nicht-
hermiteschen Daten wird erm

oglicht.
3.3.1. Versuchsplanung
Betrachte das lineare Vorhersageproblem mit S = Pre(t
0
), t
0
2 D oder das Approximations-
problem S = App
2
. F

ur fest vorgegebene Samplefunktionale 
1
; : : : ; 
k
sei S
k
=
P
k
j=1
a
j

j
die gem

a e
2
(S
k
; S;Q) beste Methode. Dabei sei Q wiederum ein Wahrscheinlichkeitsma
auf einer Menge F  C
r
(D). Das Tupel T
k
= (
1
; : : : ; 
k
) linearer Samplefunktionale auf
C
r
(D) wird Ensemble oder auch Design genannt. In F

allen, wo alle Samplefunktionale von
gleicher Art sind, z.B. nur Beobachtungen der Funktion oder nur Beobachtungen der r-
ten Ableitung, so soll auch das Tupel der Beobachtungsorte selbst als Design bezeichnet
werden.
Man kann im wesentlichen zwei Arten der Versuchsplanung unterscheiden. Diejenige, bei
der die Anzahl der Samplefunktionale konstant bleibt und diejenige, bei der Folgen von
Designs wachsender Gr

oe betrachtet werden.
Ziel der erstgenannten Art der Versuchsplanung ist es, dasjenige Design T

k
= (

1
; : : : ; 

k
) 
(
poss
)
k
mit 
poss
 (C
r
(D))
0
zu bestimmen, so da ein gewisses Fehlerfunktional 
S
minimiert wird. Deniere dieses gem

a

S
: (
poss
)
k
 ! R: (3.19)
Das Ziel der letztgenannten Art der Versuchsplanung ist dagegen, eine Folge von Designs
(T

k
)
k2N
zu nden, so da die Rate, mit der 
S
(T

k
) f

ur gr

oer werdende k f

allt, maximal
wird. Dieses Vorgehen heit asymptotische Versuchsplanung (siehe in [49, 50, 51]). Es folgen
zwei Beispiele f

ur Versuchsplanungsprobleme und die dort verwendeten Fehlerfunktionale.
Beispiel 3.8. 1. Sei Q ein Gausches Ma auf C
1
(D), D  R
n
, mit verschwindender Er-
wartungswertfunktion und Kovarianzfunktion K . Betrachte dazu das lineare Approxi-
mationsproblem S = App
D

auf einer endlichen Menge D

 D mit Fehlerevaluierung
im quadratischen Mittel. Zur Approximation wird ein Design T
k
= (
1
; : : : ; 
k
) 
(
poss
)
k
fester Gr

oe k verwendet. Dabei sollen den Funktionalen aus 
poss
aus-
schlielich Beobachtungen von Funktionswerten und Ableitungen jeweils an Orten
aus der Menge D

entsprechen.
Sei
~
Q das bedingte Ma Q gegeben 
1
; : : : ; 
k
, so ist
~
Q wieder ein Gausches Ma
(siehe z.B. in [58]). Die im quadratischen Mittel beste Vorhersage von Pre(t
0
) f

ur
ein t
0
2 D

unter Verwendung des Designs T
n
ist gerade die bedingte Erwartung
~
m(t
0
) :=
~
EPre(t
0
), wobei die Erwartungswertbildung gerade bez

uglich des Wahr-
scheinlichkeitsmaes
~
Q erfolgt. Da Q ein Gausches Ma ist, ist diese bedingte Er-
wartung bekanntermaen linear in den Designelementen aus T. Die gesuchte Appro-
ximation S
D

k
ist also gerade
~
m
D

, die Einschr

ankung von
~
m auf die Menge D

.
~
Q hat die Kovarianzfunktion
~
K(s; t) = K(s; t) - 
T
s

-1


t
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mit 

= (hJ
i
; J
j
i
K
)
k
i;j=1
und 
x
= (hJ
j
; K(x; )i
K
)
k
j=1
= ((J
j
)(x))
k
j=1
f

ur ein
x 2 D

. Das sogenannte D-Kriterium verwendet als Fehlerfunktional f

ur die Ver-
suchsplanung

S
(
1
; : : : ; 
n
) = det

Cov (
i
; 
j
)

i
;
j
2
poss
nf
1
;::: ;
k
g

= det

(hJ
i
; J
j
i
K
)

i
;
j
2
poss
nf
1
;::: ;
k
g

:
Nach Shewry und Wynn [55] ist dieses Problem

aquivalent zum Problem
max
(
1
;::: ;
k
)2(
poss
)
k
det

(hJ
i
; J
j
i
K
)

i
;
j
2f
1
;::: ;
k
g

: (3.20)
2. Betrachte ein Approximationsproblem App
2
auf einer Menge F  C(D)
r
mit Vertei-
lung Q und (
1
; : : : ; 
k
)  (
poss
)
k
. Als Fehlerfunktional f

ur die Versuchsplanung
w

ahle  = e
2
(S
D
k
;App
2
;Q).
Der Fall, da endlich viele Beobachtungen vorliegen, ist in der Literatur bisher nur
numerisch behandelt worden. Dort wird mittels Optimierungsalgorithmen das Funk-
tional minimiert (siehe z.B. in [48]). F

ur den Fall, da man Folgen ((

1
; : : : ; 

k
))
k2N
von Designs mit wachsendem Umfang betrachtet, stellen M

uller-Gronbach und
Ritter (1997) in [45] ein adaptives Verfahren der Versuchsplanung vor, das asym-
ptotisch optimal ist, d.h. es gilt:
e
2
(S
D;
k
; S;Q) = O

inf
(
1
;::: ;
k
)(
poss
)
k
e
2
(S
D
k
; S;Q)

:
Dabei ist S
D;
k
eine in 

1
; : : : ; 

k
lineare Approximation von S.
3.3.2. Asymptotische Verfahren nach M

uller-Gronbach und Ritter
In den fundamentalen Arbeiten von Sacks/Ylvisaker [49, 50, 51] werden Regularit

ats-
bedingungen f

ur Kovarianzfunktionen deniert, die im wesentlichen unver

andert bis heute
als Voraussetzung f

ur eine analytische Betrachtung der asymptotischen Versuchsplanung
gelten. In der urspr

unglichen Version werden nur Kovarianzfunktionen zuf

alliger Funktio-
nen auf dem Einheitsintervall [0; 1] betrachtet, die nicht dierenzierbar im quadratischen
Mittel sind. In [44] und [46] werden diese Bedingungen auf den Fall, der r-fachen Die-
renzierbarkeit erweitert, und in [44] werden verschiedene Approximationsprobleme unter
diesen modizierten Bedingungen behandelt, auf die im folgenden eingegangen wird. In
Form eines Beispiels wird vom Autor gezeigt, da eine gewisse Teilmenge der sehr viel-
seitigen Matern-Kovarianzklasse (siehe Beispiel 2.5 (2)) zwei wichtige Teile der Sacks-
Ylvisaker-Bedingungen erf

ullen. Im letzten Teil des Abschnitts wird ein adaptives Verfahren
nachM

uller-Gronbach und Ritter zur Rekonstruktion zuf

alliger Funktionen mit lokal
ver

anderlicher Variabilit

at erl

autert. Dabei wird das Verfahren jedoch in einer vom Autor
modizierten Version f

ur die Rekonstruktion der r-ten Ableitung einer derartigen Funktion
dargestellt.
Im folgenden sei stets D = [0; 1] angenommen. Wenngleich die Denitionen und Verfahren
auf andere Denitionsgebiete in R

ubertragen werden k

onnen, so ist doch die Forderung
nach der Eindimensionalit

at von D grundlegend.
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Sacks/Ylvisaker-Bedingungen der Ordnung r
Zun

achst einige Notationen und Denitionen. Das oene Einheitsquadrat in R
2
sei disjunkt
in die Diagonale und die Mengen 

-
= f(s; t) 2 (0; 1)
2
: s < tg und 

+
= f(s; t) 2
(0; 1)
2
: s > tg zerlegt. Sei L eine auf 

+
[

-
stetige Funktion, wobei f

ur j 2 f+;-g die
Einschr

ankung L


j
stetig auf



j
erg

anzbar ist. Mit L
j
bezeichne dann diejenige Erg

anzung
von L auf [0; 1]
2
, die stetig auf



j
sowie [0; 1]
2
n



j
ist.
Falls m

oglich, deniere f

ur ein r 2 N
0
die Funktion L(s; t) := K
(r;r)
(s; t) f

ur (s; t) 2 [0; 1]
2
.
Eine Kovarianzfunktion K erf

ullt dann die sogenannten Sacks/Ylvisaker-Bedingungen der
Ordnung r 2 N
0
(kurz SY(r)), falls die folgenden Bedingungen erf

ullt sind:
(A) L ist stetig auf [0; 1]
2
. F

ur Multiindizes  = ([1]; [2]) mit [i] 2 f0; 1g und kk  2
sei L

2 C(

+
[

-
) und L

sei stetig erweiterbar auf



+
und



-
.
(B) L
(1;0)
-
(t; t) - L
(1;0)
+
(t; t) = const., f

ur alle t 2 [0; 1]
(C) L
(2;0)
+
(t; ) 2 H(L) f

ur alle t 2 [0; 1] und sup
t2[0;1]
kL
(2;0)
+
(t; )k
L
<1
Beispiel 3.9. 1. F

ur s; t 2 [0; 1], deniere die Kovarianzfunktionen
K
1
(s; t) = (1 - js - tj)=2
K
2
(s; t) = exp(-js - tj)=2:
Beide erf

ullen SY(0) (siehe [44]), insbesondere K
2
ist die Kovarianzfunktion des
Ornstein-Uhlenbeck-Prozesses (siehe in [8]).
In [26] und [34] wird gezeigt, da sich mittels iterierter Integration station

are, die-
renzierbare Kovarianzfunktionen erzeugen lassen, die wiederum zu gewissen integrier-
ten zuf

alligen gauschen Funktionen geh

oren. Dazu sei X ein Gauscher Proze mit
verschwindender Erwartungswertfunktion und Kovarianzfunktion K
0
, welche eine der
oben genannten Kovarianzfunktionen K
1
oder K
2
ist. Es lassen sich dann f

ur beliebige
aber feste r 2 N
0
positive Konstanten 
2
1
; : : : ; 
2
r
nden, so da station

are gausche
Prozesse Z
(r-i)
, f

ur i = 1; : : : ; r mit Kovarianzfunktion
K
(i)
(h) := 
2
i
-
h
Z
0
u
Z
0
K
(i-1)
(s)dsdu i = 1; : : : ; r (3.21)
existieren. Insbesondere existiert also ein Z
(0)
, dessen r-te Ableitung gerade X und
dessen zugeh

orige Kovarianzfunktion K
(r)
ist. Die Prozesse Z
(r-i)
werden dabei durch
iterierte Integration gebildet:
Z
(r-i)
(t) = Z
(r-i)
0
+
t
Z
0
Z
(r-i+1)
(s)ds i = 1 : : : ; r: (3.22)
Dabei sind die Gr

oen Z
(r-i)
0
gausche Zufallsvariable mit Erwartungswert 0 und end-
licher Varianz, deren nichttriviale Konstruktion in den zitierten Arbeiten beschrieben
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wird. W

urde man z.B. paarweise unkorrelierte Gr

oen w

ahlen, so w

aren die so kon-
struierten Prozesse i.a. nicht station

ar.
Die integrierten Kovarianzfunktionen K
(r)
erf

ullen denitionsgem

a die Bedingungen
SY(r).
2. Betrachte die Maternsche Kovarianzklasse mit einer anderen Parametrisierung als in
Beispiel 2.5 angegeben (siehe in [56]). Sei  = (;; ) 2 R
3
+
nf0g ein Parametervektor,
so deniere die Kovarianzfamilie
K

(r) =

1=2

s
-1
 (+ 1=2)
2
(r)

K

(r): (3.23)
Sei nun  = m+1=2, wobei m 2 N
0
ist, so ist K

genau 2m-mal stetig dierenzierbar
und hat die folgende Form
K

(r) = f(r)g(r)
mit
f(r) = e
-r
g(r) = Polynom in r vom Grad m (siehe in [56]):
Insbesondere gilt K
(;;1=2)
(r) = 
-1
e
-r
bzw. K
(;;3=2)
(r) = (1=2)
-3
e
-r

(1 + r), wobei K
(;;1=2)
die Bedingung SY(0) erf

ullt (siehe K
2
im obigen Beispiel).
Behauptung 3.10. F

ur m 2 N
0
erf

ullt die Kovarianzfunktion K
(;;m+1=2)
die Be-
dingungen SY(m),(A) und (B).
Beweis. Sei m 2 N (f

ur m = 0 siehe oben) und schreibe L(t; s) = K
(;;m+1=2)
(jt -
sj)
(m;m)
.
Teil (A): Mit wiederholter Anwendung der Produktregel und weil g
(i)
 0 f

ur i > m
gilt, erh

alt man
L(t; s) = f(jt - sj)
m
X
j=0

2m
j

g
(j)
(jt - sj)(-)
2m-j
:
L ist als Summe stetiger Funktionen stetig auf [0; 1]
2
. Betrachte nun die F

alle L

mit
 2 f(1; 0); (1; 1)g.
 = (1; 0) und (t; s) 2 

+
: Analog zu oben erh

alt man
L

(t; s) = -f(t - s)
m
X
j=0

2m + 1
j

g
(j)
(t - s)(-)
2m-j
; (3.24)
und L

ist stetig auf 

+
und stetig erweiterbar auf



+
.
 = (1; 0) und (t; s) 2 

-
:
L

(t; s) = f(s - t)
m
X
j=0

2m+ 1
j

g
(j)
(s - t)(-)
2m-j
(3.25)
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ist stetig auf 

-
und stetig erweiterbar auf



-
.
 = (1; 1) und (t; s) 2 [0; 1]
2
:
L

(t; s) = -
2
f(jt - sj)
m
X
j=0

2m + 2
j

g
(j)
(jt - sj)(-)
2m-j
ist stetig auf [0; 1]
2
. Der Fall  = (0; 1) folgt aus Symmetriegr

unden.
Teil (B): Aus den Teilen (3.24) und (3.25) erh

alt man L
(1;0)
-
(t; t) - L
(1;0)
+
(t; t) =
2
m
P
j=0
 
2m+1
j

g
(j)
(0)(-)
2m-j
<1.
Bemerkung 3.11. F

ur m = 1 ist die Bedingung (C) nicht erf

ullt, wie leicht nachzuweisen
ist. Sei dazu t 2 [0; 1] beliebig aber fest gew

ahlt und s 2 [0; 1], so gilt:
L
(2;0)
+
= 
3
f(jt - sj)


g
(0)
(jt - sj) - 4g
(1)
(jt- sj)

:
Nehme nun an, da die Bedingung (C) gilt, so existiert eine Linearkombination
P
l
j=1
a
j
L(s
j
; s) mit a
j
2 R und s
j
2 [0; 1], die identisch L
(2;0)
+
(t; s) f

ur alle s 2 [0; 1] ist bzw. deren
Grenzwert f

ur l!1 identisch mit dieser Funktion Funktion ist. Ein KoeÆzientenvergleich
f

uhrt jedoch zu l = 1, und somit mu ein Faktor a
1
2 R und ein Punkt s
1
2 [0; 1] existieren,
so da
a
1


2
f(js
1
- sj)g(js
1
- sj)

- a
1

2f(js
1
- sj)g
(1)
(js
1
- sj)

=


4
f(jt - sj)g(jt - sj)

-

4
3
f(jt - sj)g
(1)
(jt - sj)

gilt. F

uhre wieder einen KoeÆzientenvergleich durch und betrachte nur die jeweils ersten
Summanden der obigen Gleichung, so erh

alt man s
1
= t und a
1
= 
2
. Dies f

uhrt allerdings
zum Widerspruch bei den jeweils zweiten Summanden. Damit ist die Bedingung (C) jedoch
nicht erf

ullt.
Asymptotisch optimale Versuchsplanung mit Hermiteschen Daten
Sei Q ein Wahrscheinlichkeitsma auf einer Menge F  C
r
([0; 1]) mit verschwindender Er-
wartungswertfunktion und Kovarianzfunktion K, welche die Bedingungen SY(r) mit r 2 N
0
erf

ullt. Es sollen nun lineare Rekonstruktionsprobleme App
2
mit Methoden S
[0;1]
k
betrach-
tet werden, die ausschlielich sogenannte Hermite-Daten der Ordnung r benutzen, d.h. es
werden Samplevektoren der Form (D
0
(t
j
); : : : ; D
r
(t
j
)) verwendet. Dabei ist D
0
(t
j
) = Æ(t
j
)
und D
i
(t
j
)(2) =
@
i
@t
i
2(t)
jt=t
j
. Die Rekonstruktion ist demnach von der Form
S
[0;1]; 
k
=
l
X
j=1
r
X
k=0
a
j;k
D
k
(t
j
); mit k = l(r + 1): (3.26)
Die Orte t
j
sind gerade die Quantile der Funktion  , d.h. es gilt f

ur alle j = 1; : : : ; l,
j=l =
R
t
j
0
 (s)ds. Dabei sei  eine stetige Wahrscheinlichkeitsdichtefunktion auf [0; 1].
Derartige Designs werden als regul

ar und durch  erzeugt bezeichnet.
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In [44] wird der folgende Satz bewiesen. Dabei sind zwei reellwertige Folgen a
k
, b
k
stark

aquivalent (in Zeichen a
k
 b
k
), falls a
k
=b
k
! 1 f

ur k!1 gilt.
Satz 3.12. Unter den genannten Bedingungen gilt:
e
2
(S
[0;1]; 
k
;App
2
;Q) 

2r + 1
(4r + 3)!

1=2
(2r)!
r!
I
r
( ) l
-r+1=2
(3.27)
mit
I
r
( ) =
0
@
1
Z
0
 (s)
-(2r+1)
ds
1
A
1=2
0
@
1
Z
0
 (s)ds
1
A
r+1=2
: (3.28)
Der minimale Fehler in der Klasse aller linearen Methoden, die Hermitesche Daten der
Ordnung r verwenden, ist stark

aquivalent zu dem Fehler, der bei Verwendung von S
[0;1];1
k
entsteht, also bei

aquidistanten Beobachtungsorten.
Bemerkung 3.13. Der Satz gilt in einer allgemeineren Fassung f

ur Rekonstruktion, die
durch -gewichtete mittlere quadratische Fehler konstruiert werden (siehe in [44]).
Adaptive, asymptotisch optimale Versuchsplanung mit Funktionswerten
In [45] wird ein Verfahren zur Rekonstruktion zuf

alliger Funktionen auf [0; 1] vorgestellt,
die lokal H

older stetig mit H

older-Exponent 1=2 sind und SY(0) erf

ullen. In einem ersten
Schritt wird dabei die lokale H

olderkonstante gesch

atzt, und in einem zweiten Schritt er-
folgt eine Erweiterung des Designs entsprechend dieser gesch

atzten Funktion. Die Versuchs-
planung ist somit adaptiv in dem Sinne, da nicht alle Beobachtungspunkte unabh

angig
voneinander ausgew

ahlt werden (siehe auch in [39]). Durch das Konzept der lokalen H

older
Stetigkeit wird es insbesondere m

oglich, zuf

allige Funktionen mit einer lokal ver

anderlichen
Variabilit

at zu betrachten.
Dieser Ansatz l

at sich, wie vom Autor gezeigt wird, leicht erweitern auf die Rekonstruktion
von Ableitungen der Ordnung r gewisser Prozesse, die zu den in [45] genannten, analoge
Bedingungen erf

ullen. Die Vorgehensweise wird nur kurz vorgestellt, wobei insbesondere
bez

uglich der Details zum adaptiven Versuchsplanungsteil wie auch zur Sch

atzung der
lokalen H

olderkonstante auf die Ausarbeitung in [45] verwiesen wird.
Betrachte eine zuf

allige Funktion
Y(t) = m(t) + g(t)Z(f(t)) f

ur t 2 [0; 1]: (3.29)
Dabei seim die Erwartungswertfunktion von Y und R dessen Kovarianzfunktion. Die zuf

alli-
ge Funktion Z mit Verteilungsfunktion Q sei gausch, und ihre Kovarianzfunktion K erf

ulle
die Bedingungen SY(r), wobei die Konstante in der Teilbedingung (B) gerade 1 sei. Die
Erwartungswertfunktion m sowie die Skalierung g und die Transformation f erf

ullen au-
erdem die folgenden Bedingungen:
(D) m 2 C
r+1
([0; 1])
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(E) g 2 C
r+1
([0; 1]) und positiv
(F) f([0; 1])  [0; 1], f ist dierenzierbar, und f
(1)
ist positiv und Lipschitz stetig.
Lipschitz Stetigkeit von f bedeutet, da eine positive Konstante L existiert, so da f

ur alle
s; t 2 [0; 1] die Bedingung jf(s) - f(t)j < Ljs - tj erf

ullt ist. Die lokale H

olderfunktion (t)
von Y
(r)
ist schlielich deniert als der Limes
(t) = lim
s!t
 
E (Y
(r)
(s) - Y
(r)
(t))
2

1=2
js - tj
1=2
; t 2 [0; 1]: (3.30)
Behauptung 3.14. Erf

ullt die zuf

allige Funktion Y aus (3.29) die Bedingungen (A) bis
(F), so gilt (t) = g(t)
 
f
(1)
(t)

r+1=2
.
Beweis. Mit Hilfe wiederholter Anwendung der Produktregel erhalte
Y
(r)
(t) = m
(r)
(t) +(Z; : : : ; Z
(r-1)
; f; g) + g(t)

f
(1)
(t)

r
Z
(r)
(f(t)): (3.31)
Durch einfache Fallunterscheidung (s > t oder t > s) und weil R
(r;r)
2 C([0; 1]
2
) ist, gilt:
(t) = lim
s!t
 
E (Y
(r)
(s) - Y
(r)
(t))
2

1=2
js - tj
1=2
(3.32)
=

R
(r+1;r)
-
(t; t) - R
(r+1;r)
+
(t; t)

1=2
: (3.33)
Mit der Beziehung in (3.31) und erneuter Anwendung der Produktregel kann der Ausdruck
in (3.33) in Termen der Kovarianzfunktion K ausgedr

uckt werden:
R
(r+1;r)
-=+
(s; t) = g(s)g(t)K
(r+1;r)
-=+
(f(s); f(t))

f
(1)
(s)

r+1

f
(1)
(t)

r
+
~
(K
(0;0)
; : : : ; K
(r;0)
; : : : ; K
(r;r)
; f; g): (3.34)
Bildet man nun die Dierenz aus (3.33), so fallen die Terme mit
~
 weg, da die Kovari-
anzfunktion K
(r;r)
2 C([0; 1]
2
) ist. Zusammen mit der Bedingung SY(r),(B) f

ur K erh

alt
man:
(t) =

g(t)
2
f
(1)
(t)
2r+1
h
K
(r+1;r)
-
(t; t) - K
(r+1;r)
+
(t; t)
i
1=2
= g(t)

f
(1)
(t)

r+1=2
:
Die Rekonstruktion der r-ten Ableitung von Y soll asymptotisch optimal in der Klasse
der linearen Methoden sein, die ausschlielich Beobachtungen der r-ten Ableitung verwen-
den. Seien S
[0;1]
k
genau diese linearen Methoden. Die Konvergenzordnung des zugeh

origen
minimalen Fehlers ndet man in [45]:
inf
S
[0;1]
k
e
2
(S
[0;1]
k
;App
2
; Q)  ckk
1
k
-1=2
; c = const. (2 R): (3.35)
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Insbesondere ist diejenige lineare Methode S
r; 
k
asymptotisch optimal, welche die Beobach-
tungen an den durch die Funktion
 (t) = (t)kk
1
(3.36)
induzierten Designpunkten linear interpoliert (siehe ebenfalls in [45]).
Deshalb wird im ersten (nichtadaptiven) Schritt des Verfahrens die lokale H

olderkonstante
mit ^ gesch

atzt. Alsdann werden zu dem bestehenden Design Beobachtungspunkte gem

a
der Dichte
^
 :=  (^) (siehe (3.36)) zugef

ugt. In der asymptotischen Betrachtung wird der
Anteil der so zugef

ugten Beobachtungspunkt stetig erh

oht. Die Anzahl dieser Punkte wird
in der zitierten Arbeit mit N
k
bezeichnet und ist stark

aquivalent zu k.
Die Rekonstruktion S
[0;1];
^
 
N
k
erfolgt entsprechend durch lineare Interpolation zwischen den
Beobachtungen aller Beobachtungsstellen. Da Y
(r)
wiederum ein Gauscher Proze ist, gilt
der in [45] bewiesen Satz:
Satz 3.15. Erf

ullt der Proze Y die oben genannten Bedingungen, so ist die Rekonstruktion
von Y
(r)
mittels S
[0;1];
^
 
N
k
asymptotisch optimal, d.h. es gilt
e
2
(S
[0;1];
^
 
N
k
;App
2
; Q)  ckk
1
k
-1=2
:
3.3.3. Versuchsplanung mit nichthermiteschen Daten
D  R
Das nachfolgend dargestellte Verfahren basiert auf einer Idee vonMorris, Mitchell und
Ylvisaker, die in [36] vorgestellt wird. Dort wird die Rekonstruktion S = App
D

f

ur eine
endliche MengeD

 D behandelt. Die Versuchsplanung ist in dem Sinne asymptotisch, da
ein optimales Design f

ur den Fall einer asymptotisch verschwindenden Korrelation bestimmt
werden soll. Die Korrelation wird in diesem Fall durch einen Parameter  gesteuert. Im
Unterschied zu der genannten Arbeit sollen im vorliegenden Fall jedoch nichthermitesche
Daten verwendet werden.
Sei Q ein Gausches Wahrscheinlichkeitsma auf C
1
(D) mitD  R und der Kovarianzfunk-
tion K(t; s) = K(jt - sj)

= (e
-jt-sj
2
)

,  > 0. Der Exponent  bewirkt bei  ! 1 das
asymptotische Verschwinden der Kovarianz bei dem zu betrachtenden Grenzwertproze.
Die Wahl der Kovarianzfunktion entspricht derjenigen in [36], wo sie im Rahmen der Ana-
lyse von Computerprogrammen zu guten Ergebnissen f

uhrt. Dennoch sei betont, da das
folgende Verfahren f

ur beliebige isotrope Kovarianzfunktionen funktioniert, die mindestens
zweimal stetig dierenzierbar auf dem Denitionsbereich sind.
Die Approximation S
n
basiere stets auf einem Design mit genau k Funktionswertmessungen
und m Ableitungsmessungen. Es soll also von der Art T = (Æ
t
1
; : : : ; Æ
t
k
; D
s
1
; : : : ;D
s
m
) mit
t
1
; : : : ; t
k
; s
1
; : : : ; s
m
2 D

sein. Damit liegt genau die im Beispiel 3.8(1) skizzierte Situation
vor, und es soll nun ein Design T

gefunden werden, so da f

ur !1 die Determinante
D(T;) := det = det

(hJ
i
; J
j
i
K

)

i
;
j
2T

(3.37)
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maximal wird (siehe Beispiel 3.8(1)). Die Matrixelemente von  lassen sich dabei entspre-
chend der Bemerkung 3.3 berechnen.
Die Varianzen von Æ
t
i
sowie D
t
j
h

angen nicht von der Wahl der t
i
bzw. t
j
ab. Es gilt
Var Æ
t
i
= 1 und VarD
s
j
= -g
00
(0), wobei g(t) = lnK(t) bedeuten soll. Bez

uglich der
Minimierung der Determinante in (3.37) ist es demnach

aquivalent, statt der dort ver-
wendeten Kovarianzmatrix  zur Korrelationsmatrix 	

uberzugehen. Schreibe 	 als die
folgende Blockmatrix:
	 =

	
00
	
10
(	
10
)
T
	
11

:
Dabei enth

alt die Teilmatrix 	
00
alle Korrelationsterme zwischen den in T enthaltenen
Deltafunktionalen Æ
t
i
, Æ
t
j
, die Teilmatrix 	
11
dagegen alle Korrelationsterme zwischen den
in T enthaltenen Dierentiationsfunktionalen D
s
i
und D
s
j
. Die Teilmatrix 	
10
schlielich
enth

alt die Korrelationsterme zwischen je einem Delta{ und einem Dierentiationsfunktio-
nal. Die Elemente in 	
00
haben demnach die folgende Form
Cov (Æ
t
i
; Æ
t
j
)
1
= K

(t
i
- t
j
):
Die Elemente aus 	
10
sind von der Form:
Cov (Æ
t
i
;D
s
j
)
p
-g
00
(0)
= -
s

-g
00
(0)
K

(t
i
- s
j
)g
0
(t
i
- s
j
);
und die Elemente aus 	
11
schreiben sich wie
Cov (D
s
i
; D
s
j
)
-g
00
(0)
=

g
00
(0)
K

(s
i
- s
j
)g
0
(s
i
- s
j
)
2
+
1
g
00
(0)
K

(s
i
- s
j
)g
00
(s
i
- s
j
):
Zur Berechnung von det	 wird die Determinante nach Diagonalelementen von 	 entwickelt
(siehe [3]). Zwecks einfacherer Darstellung seien die (k+m)
2
Elemente von 	 durch das in
T vorgegebene Schema indiziert.
det	 =
Y
l
	
ll
-
X
i
X
j<i
	
ij
	
ji
Y
l6=i;j
	
ll
+ : : : + det(	- I)
= 1 -
k
X
i=2
k
X
j<i
K
2
(t
i
- t
j
) -
k
X
i=1
m
X
j=1
K
2
(t
i
- s
j
)

-g
00
(0)
 
g
0
(t
i
- s
j
)

2
-
m
X
i=2
m
X
j<i


g
00
(0)
K

(s
i
- s
j
)g
0
(s
i
- s
j
)
2
+
1
g
00
(0)
K

(s
i
- s
j
)g
00
(s
i
- s
j
)

2
+o(
2

K
2
):
Dabei sei

K = maxf

K
00
;

K
01
;

K
11
g deniert, mit

K
00
= max
l6=k
K(t
l
-t
k
),

K
01
= max
l;k
K(t
l
-
s
k
) und

K
11
= max
l6=k
K(s
l
- s
k
). F

uhre auerdem die folgenden Mengen P
00
= f(t
l
; t
k
) :
K(t
l
- t
k
) =

K
00
g mit der M

achtigkeit (Index) J
00
ein, P
01
, P
11
bzw. J
01
, J
11
analog.
35
Die Kovarianzfunktion ist eine Funktion des euklidischen Abstands. Dadurch wird bei klei-
ner werdendem Abstand der beiden Elemente eines Tupels aus z.B. P
00
die zugeh

orige Gr

oe

K
00
vergr

oert. Diese minimalen Abst

ande bezeichne mit

d
00
,

d
01
und

d
11
. Die Mengen P
ij
enthalten also gerade die Punktepaare mit dem jeweiligen minimalen Abstand

d
ij
.
Mit diesen Bezeichnungen erh

alt man f

ur !1:
det	 = 1-
k
X
i=2
k
X
j<i
K
2
(t
i
- t
j
) -
k
X
i=1
m
X
j=1
K
2
(t
i
- s
j
)

-g
00
(0)
g
0
(t
i
- s
j
)
2
-
m
X
i=2
m
X
j<i

2
g
00
(0)
2
K
2
(s
i
- s
j
)g
0
(s
i
- s
j
)
4
+ o(
2

K
2
)
= 1-
X
(t
i
;t
j
)2P
00

K
2
00
-
X
(t
i
;s
j
)2P
01

K
2
01
4
2

-g
00
(0)
(t
i
- s
j
)
4
-
X
(s
i
;s
j
)2P
11

K
2
11
16
4

2
g
00
(0)
2
(s
i
- s
j
)
4
+ o(
2

K
2
):
Unter Beachtung der Denition der Gr

oen J
00
, J
01
und J
11
erh

alt man schlielich den
folgenden Ausdruck:
det	 = 1- J
00

K
2
00
- J
01

K
2
01
4
2

-g
00
(0)

d
2
01
- J
11

K
2
11
16
4

2
g
00
(0)
2

d
4
11
+ o(
2

K
2
): (3.38)
Um det	 f

ur den asymptotischen Fall  ! 1 zu maximieren, ist demnach die folgende
Strategie anzuwenden:
(i) Minimiere

K, also

K
00
,

K
01
und

K
11
. D.h., da die Abst

ande von Punktepaaren aus
den Mengen P
ij
maximiert werden m

ussen.
(ii) Minimiere die Indizes J
00
, J
01
sowie J
11
. D.h. die jeweilige Anzahl der Punktepaare
mit minimalem Abstand ist zu minimieren.
Aus (i) folgt insbesondere, da die minimalen Abst

ande

d
00
,

d
01
und

d
11
maximiert werden
m

ussen, wobei jedoch, wie aus (ii) ersichtlich ist, die Anzahl der Paare mit diesem minimalen
Abstand so klein wie m

oglich zu halten ist. Diese Art einer rein geometrische Konstruktion
heit Maximin-Design mit minimalem Index (siehe in [48]).

Ubertragen auf diesen Fall ist ein Maximin-Design zu konstruieren, welches drei Klassen von
Mepunkt-Abst

anden ber

ucksichtigt: Solche zwischen je zwei Funktionsmeorten, solche
zwischen je einem Funktionsme- und einem Ableitungsmeort und schlielich solche zwi-
schen je zwei Ableitungsmeorten. In jeder dieser Klassen ist eine Maximin-Konstruktion
anzuwenden, wobei der jeweilige Beitrag zur Minimierung von det	

uber den Ausdruck
(3.38) gesteuert wird. Die einzelnen Summanden, die aus den einzelnen Abstandsklassen
resultieren, werden dort unterschiedlich gewichtet, zum einen durch Potenzen von den zu-
geh

origen Terme

d
ij
und zum anderen durch Potenzen von . Diese gewichtete Kombination
36
von Maximin-Design-Direktiven ist ein wichtiger Unterschied zu dem in [48] entwickelten
Verfahren.
D  R
n
mit n > 1
Das soeben vorgestellte Verfahren l

at sich auf zuf

allige Funktionen im mehrdimensionalen
Raum

ubertragen. Im Unterschied zum eindimensionalen Fall betrachte nun ein Gausches
Wahrscheinlichkeitsma Q auf der Menge C
1
(D) der einmal stetig dierenzierbaren Funk-
tionen auf D  R
n
. Es sei K(s; t) = K

(ks - tk) =
Q
n
j=1
K

j
(t
j
- s
j
) mit K
j
(h) = e
-
j
h
2
(
j
> 0) die zugeh

orige Kovarianzfunktion. Dabei bezeichne mit t
j
die j-te Koordinate eines
Vektors t 2 R
n
. Auch hier gilt f

ur die Wahl der Kovarianzfunktion das f

ur den Fall n = 1
gesagte. F

ur das Funktionieren des nun beschriebenen Verfahrens ist es jedoch notwendig,
da die Kovarianzfunktion dieselbe Produktstruktur aufweist, wie die hier verwendete.
Als Daten

uber die betrachtete zuf

allige Funktion stehen sowohl Funktionswertmessungen
Æ
t
1
; : : : ; Æ
t
k
sowie Messungen der ersten Ableitungen in Koordinatenrichtung der Funktion,
D

1
(s
1
); : : : ;D

m
(s
m
), zur Verf

ugung. Dabei stammen s

amtliche Multiindizes 
j
aus einer
a-priori festgelegten Kongurationsmenge I, und alle Meorte seien aus der ebenfalls a-
priori denierten, endlichen Menge D

.
Die Elemente aus I sind also Multiindizes, d.h. f

ur ein 
j
2 I gilt 
j
= (
j
[1]; : : : ; 
j
[n]),
wobei hier jedoch insbesondere noch 
j
[i] 2 f0; 1g gilt und der zugeh

orige Betrag kk genau
Eins ist
x
. F

ur ein 
j
:= 
j
(p) = (0; : : : ; 0; 1; 0; : : : ; 0) mit genau einer 1 an der p-ten Stelle
bedeutet z.B. das zugeh

orige Funktional D

die Ableitung nach der p-ten Koordinate.
Das zugeh

orige Design T besteht also aus genau k Funktionswertmessungen und m Ablei-
tungsmessungen gem

a der oben denierten Menge I. Analog zum eindimensionalen Fall
besteht nun die Aufgabe der Versuchsplanung darin, ein Design T

mit der soeben denier-
ten Zusammensetzung zu nden, so da die Determinante in (3.37) maximiert wird. Mit der
gleichen Begr

undung wie im obigen Fall soll auch hier zur zugeh

origen Korrelationsmatrix
	

ubergegangen werden. Die in der Matrix  enthaltenen Varianzterme sind hier Var Æ
t
= 1
und VarD
(p)
(s) = -g
00
p
(0). Dabei sei in Verallgemeinerung zum eindimensionalen Fall
die Funktion g
p
(t) := lnK
p
(t) deniert. Auch hier wird die Matrix 	 in vier Bl

ocke zerlegt.
Die Elemente aus 	
00
sind dabei von der Form
Cov
 
Æ
t
i
; Æ
t
j

1
= K

(kt
i
- t
j
k) :
Die Funktion  : I ! f1; : : : ; ng liefere zu einem Multiindex 
j
genau die Stelle zur

uck, an
der die Eins steht, z.B. ((p)) = p. Die Elemente aus dem Block 	
10
erhalten damit die
Gestalt
Cov
 
Æ
t
i
;D

j
(s
j
)

q
-g
00
(
j
)
(0)
= -
s

-g
(
j
)
00
(0)
g
0
(
j
)

t
(
j
)
i
- s
(
j
)
j

K

(kt
i
- s
j
k);
x
Strenggenommen ist I
1
keine Menge im eigentlichen Sinne, sondern eine (nicht-injektive) Abbildung
von f1; : : : ;mg in die Menge der soeben beschriebenen Multiindizes. Zwecks einer Vereinfachung der
Schreibweise behalte jedoch die Mengenschreibweise bei.
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und diejenigen aus 	
11
sehen schlielich wie folgt aus:
Cov
 
D

i
(s
i
);D

j
(s
j
)


q
g
00
(
i
)
(0)g
00
(
j
)
(0)
=
8
>
>
>
>
>
>
<
>
>
>
>
>
:
-

q
g
00
(
i
)
(0)g
00
(
j
)
(0)
g
0
(
i
)

s
(
i
)
i
- s
(
i
)
j

g
0
(
j
)

s
(
j
)
i
- s
(
j
)
j

K

(ks
i
- s
j
k) falls (
i
) 6= (
j
)

g
00
(
i
)
(0)
K

(ks
i
- s
j
k)g
0
(
i
)

s
(
i
)
i
- s
(
i
)
j

2
+
1
g
00
(
i
)
(0)
K

(ks
i
- s
j
k)g
00
(
i
)

s
(
i
)
i
- s
(
i
)
j

falls (
i
) = (
j
):
Analog zu der im eindimensionalen Fall beschriebenen Technik soll auch hier die Determi-
nante det	 nach den Diagonalelementen von 	 entwickelt werden. Man erh

alt in diesem
Fall den folgenden Ausdruck:
det	 = 1-
k
X
i=2
k
X
j<j
K
2
(kt
i
- t
j
k)
-
k
X
i=1
m
X
j=1
-

g
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(
j
)
(0)
K
2
(kt
i
- s
j
k)g
0
(
j
)

t
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j
)
i
- t
(
j
)
j
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2
-
m
X
i=2
m
X
j<i
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i
)6=(
j
)

2
g
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(
i
)
(0)g
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(
j
)
(0)
g
0
(
i
)

t
(
i
)
i
- t
(
i
)
j

2

g
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j
)

t
(
j
)
i
- t
(
j
)
j

2
-
m
X
i=2
m
X
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(
i
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j
)
"

g
00
(
i
)
(0)
K

(kt
i
- t
j
k)g
0
(
i
)

t
(
i
)
i
- t
(
i
)
j

2
+
+
1
g
00
(
i
)
(0)
K

(kt
i
- t
j
k)g
00
(
i
)

t
(
i
)
i
- t
(
i
)
j

3
5
2
+ o(
2

R
2
):
F

ur groe  ist der eingek

astelte Teil vernachl

assigbar gegen

uber dem zweiten, dar

uber-
stehenden Summandenterm. Mit der f

ur den eindimensionalen Fall eingef

uhrten Notation
vereinfacht sich die Determinante dann zu:
det	 = 1-
X
(t
i
;t
j
)2P
00

K
2
00
-
X
(t
i
;s
j
)2P
01

-g
00
(
j
)

K
2
01
g
0
(
j
)

t
(
j
)
i
- s
(
j
)
j

2
-
X
(t
i
;t
j
)2P
11

2
g
00
(
i
)
g
00
(
j
)

K
2
11
g
0
(
i
)

t
(
i
)
i
- t
(
i
)
j

2
g
0
(
j
)

t
(
j
)
i
- t
(
j
)
j

2
+o(
2

K
2
):
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Deniere dabei P
00
= f(t
i
; t
j
) : K(t
i
; t
j
) =

K
00
g mit der M

achtigkeit (Index) J
00
und die
Mengen P
01
und P
11
mit den zugeh

origen Indizes J
01
bzw. J
11
analog. Damit kann man f

ur
!1 das Funktional wie folgt schreiben:
det	 = 1- J
00

K
2
00
-

K
2
01
X
(t
i
;s
j
)2P
01
4
2
(
j
)
-g
00
(
j
)
(0)

t
(
j
)
i
- s
(
j
)
j

2
-

K
2
11
X
(s
i
;s
j
)2P
11
16
2

2
(
i
)

2
(
j
)
g
00
(
i
)
(0)g
00
(
j
)
(0)

s
(
i
)
i
- s
(
i
)
j

2

s
(
j
)
i
- s
(
j
)
j

2
+ o(
2

K
2
): (3.39)
Die Minimierung von det	 folgt hier nach sehr

ahnlichen Prinzipien wie im eindimensio-
nalen Fall.
(i) Minimiere

K, was einer Minimierung von

K
00
,

K
01
und

K
11
gleichkommt.

Ubersetzt
heit dies, da die Abst

ande von Punktepaaren in den Mengen P
ij
maximiert werden
m

ussen.
(ii) Die auftretenden Summen in (3.39) m

ussen minimiert werden, d.h. es sind
a) die Indizes J
ij
klein zu halten und
b) die Abst

ande (t
(
j
)
i
- s
(
j
)
j
) bzw. (s
(
j
)
i
- s
(
j
)
j
) klein zu halten.
Wenn man also nur die Punkte (i) sowie (ii)a.) beachtet, ist die Designstrategie wie im
eindimensionalen Fall ein Maximin-Design, wobei auch hier die drei, bereits oben genann-
ten Klassen von Punktabst

anden ber

ucksichtigt werden m

ussen. Der Punkt (ii).b) scheint
den anderen Direktiven auf den ersten Blick zu widersprechen. Es wird hier jedoch nur
gefordert, da gewisse Koordinaten eines Punktpaares minimalen Abstand haben sollen,
nicht jedoch etwa alle Koordinaten. Diese Koordinatenrichtungen sind genau diejenigen, in
die Ableitungen gemessen, und als Daten f

ur eine Vorhersage ausgewertet werden sollen.
Analog zum eindimensionalen Fall ist auch hier eine Gewichtung der Maximin-Konstruktion
innerhalb der verschiedenen Abstandsklassen zu beobachten.
Beispiel 3.16. Betrachte eine zuf

allige Funktion inD  R
2
. Wie im obigem Fall sollen genau
n Funkionswertmessungen undm Ableitungsmessungen f

ur eine Vorhersage innerhalb einer
endlichen Menge D

 D verwendet werden. Die Ableitungen sollen jedoch alle nach einer
ausgezeichneten Koordinate erfolgen. Nenne diese e
1
. F

ur die oben denierten Multiindizes
gelte also (
j
) = 1 f

ur alle j 2 f1; : : : ;mg. Die Determinante in (3.39) erh

alt dann die
folgende Gestalt:
det	 = 1- J
00

K
2
00
-
4
2
1
-g
00
1
(0)

K
2
01
X
(t
i
;s
j
)2P
01

t
1
i
- s
1
j

2
-
16
2

4
1
g
00
1
(0)
2

K
2
11
X
(s
i
;s
j
)2P
11

s
1
i
- s
1
j

4
+ o(
2

K
2
): (3.40)
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Abbildung 3.1.: Zwei m

ogliche Konstellationen von Ableitungsmessungen an den Punk-
ten s
i
, s
j
bzw. s
0
j
. e
1
ist hier die Koordinate, nach der die Ableitungen
gebildet werden.
In Abbildung 3.1 sind zwei m

ogliche Varianten der Plazierung von je zwei Ableitungspunk-
ten dargestellt. Dabei sei der Abstand der minimal auftretende zwischen je zwei Ableitungs-
punkten innerhalb eines gegebenen Designs,

d
11
, in der oben eingef

uhrten Bezeichnungs-
weise. Die zweite Variante ist jedoch gegen

uber der ersten die bessere, da der Abstand der
e
1
-Koordinaten dort kleiner ist als bei der ersten Variante und somit der Beitrag in der
entsprechenden Summe (

uber Paare aus P
11
) in 3.40 kleiner ist.
3.4. Splinemethoden
Wie bereits in der Einleitung zu diesem Kapitel erw

ahnt wurde, sind die Splinemethoden
in die Reihe der deterministischen Rekonstruktionsverfahren einzuordnen. Dieses Approxi-
mationsverfahren ist linear in den verwendeten Daten und beschr

ankt sich auf die Suche
nach einer ausgezeichneten Funktion innerhalb eines a-priori festgelegten Funktionenrau-
mes. Genauer gesagt, werden RKHS verwendet, und die ausgezeichnete Funktion ist der
Interpolator bez

uglich der gegebenen Daten, der die minimale Norm in diesem RKHS un-
ter allen dort zu diesem Problem existierenden Interpolatoren hat. Wenngleich also die
Ausgangssituation wie auch die konkrete Konstruktion von Kriging- bzw. Splinemethoden
unterschiedlich sind, so liefern die Verfahren f

ur den Fall, da auf der Krigingseite zuf

allige
Funktionen mit Gauscher Verteilung benutzt werden, die gleichen Ergebnisse.
Die allgemeine

Aquivalenz der beiden Verfahren wird im folgenden noch genauer unter-
sucht. Doch zuvor soll, quasi als Einf

uhrung in die Funktionsweise von Splinemethoden,
gezeigt werden, da der BLP mit verschwindendem Mittelwert sowohl als das Ergebnis von
(punktweise angewendeten) Splinemethoden wie auch von Kriging-Methoden angesehen
werden kann.
40
Aquivalenz bei Verwendung des BLP
Das Ergebnis verwendet die gleichen Voraussetzungen, wie die in Abschnitt 3.2.1 gemach-
ten. Dort war von einer Verteilung Q auf der Menge F  C
r
(D) ausgegangen worden.
D war als Teilmenge des R
n
gew

ahlt worden, K bezeichnete die zugeh

orige Kovarianz-
funktion, und die Erwartungswertfunktion war konstant Null. F

ur die Konstruktion des
BLP S
t
0
k
als Approximation f

ur Pre(t
0
) mit t
0
2 D sollten k lineare Samplefunktionale

1
; : : : ; 
k
2 (C
r
(D))
0
verwendet werden.
Wird die in (3.10) dargestellte lineare Vorhersage S
t
0
k
auf eine Funktion f 2 F angewendet,
so erh

alt man:
~
f(t
0
) := S
t
0
k
(f) = ((J
1
)(t
0
); : : : ; (J
k
)(t
0
))
-1

(
1
f; : : : ; 
k
f)
T
: (3.41)
Diese Konstruktion kann f

ur beliebige t
0
2 D durchgef

uhrt werden, und man erh

alt auf
diese Weise eine lineare Rekonstruktion S
D
k
: f 7!
~
f auf der Basis der bereits genannten
Samplefunktionale (siehe in Abschnitt 3.1.1)).
Satz 3.17. Die Funktion
~
f : D! R erf

ullt die folgenden drei Bedingungen:
(i)
~
f 2 V

:= spanfJ
1
; : : : ; J
k
g
(ii) hJ
j
;
~
f i
K
= 
j
f f

ur alle j = 1; : : : ; k (Interpolationseigenschaft)
(iii) k
~
fk
K
= min fkhk
K
: h 2 H(K); h
j
; hi = 
j
f f

ur alle j = 1; : : : ; kg.
Damit ist
~
f ein sogenannter abstrakter Interpolationsspline f

ur die gegebenen Sampledaten

1
f; : : : ; 
k
f (siehe in [6] f

ur eine allgemeine Denition).
Beweis. Wegen der Denition von
~
f und des Raumes V

ist Punkt (i) klar. Betres Punkt
(ii) xiere ein beliebiges i
0
2 f1; : : : ; kg. Erhalte damit
hJ
i
0
;
~
fi
K
= (hJ
i
0
; J
1
i
K
; : : : ; hJ
i
0
; J
k
i
K
)
-1

(
1
f; : : : ; 
k
f)
T
:
Dabei ist (hJ
i
0
; J
1
i
K
; : : : ; hJ
i
0
; J
k
i
K
) gerade die i
0
-te Zeile von 

, und somit ist das
Produkt zwischen diesem Vektor und der Inversen 
-1

gerade ein Vektor mit lauter Nullen
und nur einer Eins an der i
0
-ten Stelle. Damit ist jedoch Punkt (ii) erf

ullt.
Sei h 2 H(K) derart, da hJ
j
; hi
K
= 
j
f f

ur alle j = 1 : : : ; k erf

ullt ist. Zerlege h orthogonal,
d.h.:
h = h
k
+ h
?
;
wobei h
k
2 V

und h
?
2 V
?

, dem orthogonalen Komplement von V

, ist. F

ur die Norm
von h in H(K) gilt dementsprechend khk
2
K
= kh
k
k
2
K
+ kh
?
k
2
K
und f

ur beliebige j = 1; : : : ; k
auerdem:
hJ
j
; hi
K
= hJ
j
; h
k
i
K
+ hJ
j
; h
?
i
K
= hJ
j
; h
k
i
K
= 
j
f
41
Insbesondere ist hJ
j
; h
k
i
K
= 
j
f f

ur alle j = 1; : : : ; k erf

ullt. h
k
und
~
f haben damit die
gleiche Darstellung in V

,
h
k
=
~
f =
k
X
j=1
(
j
f) J
j
und somit die gleiche Norm. Es folgt k
~
fk
K
 khk
K
, und somit ist Punkt (iii) erf

ullt.
Die lineare Rekonstruktion S
D
k
wird entsprechend auch (abstrakte) Splinemethode genannt
und liefert zu jeder Funktion f 2 F die zugeh

orige (abstrakte) Splinefunktion
~
f zur

uck.
Dabei erf

ullt
~
f genau die oben genannten drei Punkte. Zus

atzlich entspricht
~
f punktweise
einer Realisierung des BLP mit den Daten 
1
f; : : : ; 
k
f.
Bemerkung 3.18. Bei Approximationsproblemen App
q
mit q > 2, bedarf es Zusatzannah-
men, damit auch hier die Splinemethode die beste (bez

uglich des Fehlers e
q
(S
n
;App
q
;Q)),
in den Daten lineare Approximation ergibt. Verantwortlich ist hierf

ur im wesentlichen, da
dann kein Approximationsproblem in einem Hilbertraum vorliegt. Ist Q z.B. ein Gausches
Ma, so bleibt die Optimalit

at von Splinemethoden erhalten (siehe in [44]).
3.4.1. Allgemeine

Aquivalenz zwischen dem BLP und Splinemethoden
Wie bereits in der Einleitung zum

ubergeordneten Abschnitt angek

undigt wurde, soll nun
die allgemeine

Aquivalenz zwischen dem BLP und Splinemethoden f

ur den Fall gezeigt wer-
den, da fehlerbehaftete Sampledaten zur Verf

ugung stehen. In der Literatur sind bisher
in den meisten F

allen sogenannte polynomiale Gl

attungssplines behandelt worden (sie-
he z.B. in in [24], [28], [35], [60] und auch in Abschnitt 3.1.2). Diese Analogie ist jedoch
auch in einem allgemeineren Kontext, wie er im folgenden dargestellt werden soll, g

ultig. In
[44] wird die Optimalit

at des allgemeinen Gl

attungsspline-Verfahrens bereits genannt. Dort
liegt der Schwerpunkt jedoch auf dem Beweis eben dieser Optimalit

at und nicht darauf, die
Analogie zum Kriging mit Mefehlern aufzuzeigen. Diese Analogie soll dagegen hier herge-
leitet werden, wobei ein Schwerpunkt auf der Entwicklung der ben

otigten mathematischen
Hilfsmittel liegt.
Aus der Sicht von Kriging ist der wesentliche Unterschied zu der oben dargestellten Situa-
tion derjenige, da nun Sampledaten mit Mefehlern zur Verf

ugung stehen. Jede Messung
durch ein Samplefunktional 
j
wird durch einen zuf

alligen Fehler
"
verrauscht\. Dabei seien
Mefehler verschiedener Messungen unkorreliert, jedoch von gleicher Struktur. So sei er im
Mittel Null und habe die Varianz 
2
. Splines sollen stets so, wie bereits oben dargestellt
wurde, in einer sehr allgemeinen Denition nach Atteia verstanden werden (siehe in [6],
[59]).
Im Gegensatz zu einer
"
fehlerfreien\ Approximation, die von unverf

alschten Daten ausgeht,
liegen bei der Approximation mit fehlerbehafteten Daten die eigentlichen Nutzdaten in der
Messung nicht direkt vor, sondern sind durch einen zuf

alligen Fehler verrauscht. Ist die
Fehlervarianz 
2
nicht bekannt, so mu, anschaulich gesprochen, zun

achst abgewogen wer-
den, inwieweit man den Daten
"
traut\, um eine Approximation nach kleinsten Quadraten
durchzuf

uhren.
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Betrachte, wie im vorherigen Abschnitt, eine Verteilung Q auf einer Menge F  C
r
(D),
wobei auch hier der Grad der Dierenzierbarkeit r geeignet gew

ahlt wurde und D eine
Teilmenge des R
n
ist. Q habe eine verschwindende Erwartungswertfunktion, und die Ko-
varianzfunktion sei mit K bezeichnet. Weiter sei P eine Verteilung auf R
k
, ebenfalls mit
verschwindendem Erwartungswert und mit der Kovarianzfunktion R
ij
= Æ
i;j

2
(
2
< 1).
Dabei ist Æ
ij
= 1, falls i = j und Null sonst. Die Verteilungen Q und P seien stochastisch
unabh

angig.
F

ur eine lineare Vorhersage sollen k Samplefunktionale verwendet werden, wobei diese nun
auf dem Produktraum F R
k
operieren. Nenne diese
c
j
= 
j
+ 
j
; j = 1; : : : ; k: (3.42)

j
bezeichne die Projektion eines Vektors aus dem R
k
auf seine j-te Komponente.
Skalarprodukt auf F R
k
F

ur beliebige (f
1
; "
1
); (f
2
; "
2
) 2 F R
k
deniere das Skalarprodukt
h(f
1
; "
1
); (f
2
; "
2
)i
FR
k
:= hf
1
; f
2
i
2
+ h"
1
; "
2
i
2
; (3.43)
wobei die Skalarprodukte h ; i
2
jeweils die kanonischen L
2
-Skalarprodukte auf den Mengen
F bzw. R
k
sind. Es gilt also speziell h"
1
; "
2
i
2
=
P
k
j=1
"
j
1
"
j
2
. Der Raum F  R
k
ist somit
wiederum ein Hilbertraum (siehe in [22]), demnach kann bei der Konstruktion der besten
linearen Approximation, wie unten gezeigt wird, auf die bereits oben angewendete Technik
der orthogonalen Projektion zur

uckgegrien werden.
Lineare Funktionale auf F R
k
Sei  ein lineares Funktional auf F  R
k
, so gibt es nach dem Darstellungssatz von Riesz
ein eindeutiges Tupel (f

; "

) 2 F R
k
, so da f

ur alle (f; ") 2 F R
k
gilt:
[(f; ")] = h(f

; "

); (f; ")i
FR
k
:
Nach Denition des Skalarprodukts auf F R
k
gilt also insbesondere
[(f; ")] = 

(f) + 

(") (3.44)
mit 

(f) := hf

; fi
2
und 

(") := h"

; "i
2
.
Bemerkung 3.19. Nach dem Satz von Riesz sind alle linearen Funktionale auf F  R
k
von
dieser Form.
Identiziere also fortan alle linearen Funktionale  auf dem Raum F  R
k
mit Tupeln
(

; 

), wobei jeweils 

2 F
0
und 

2 (R
k
)
0
, den zugeh

origen Dualr

aumen, sind. Die
Auswertung f

ur ein beliebiges Tupel (f; ") funktioniert dann wie unter (3.44) dargestellt.
Deniere schlielich die Menge der sogenannten Standardfunktionale,

std
:= span

f(Æ
t
; 0) : t 2 Dg [ f(0; 
i
) : i 2 f1; : : : ; kgg
	
: (3.45)
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Skalarprodukt auf 
std
F

ur zwei Funktionale 
1
= (Æ
t
1
; 
i
1
); 
2
= (Æ
t
2
; 
i
2
) 2 
std
sei deren Skalarprodukt ent-
sprechend dem gew

ohnlichen L
2
-Produkt deniert, d.h. es gilt:
h
1
; 
2
i

:=
Z
FR
k

1
[(f; ")]
2
[(f; ")]d(P 
Q)
 
(f; ")

=
Z
FR
k


f(t
1
) + "
i
1
gff(t
2
) + "
i
2

d(P
Q)
 
(f; ")

=
Z
FR
k
f(t
1
)f(t
2
) + f(t
1
)"
i
2
+ f(t
2
)"
i
1
+ "
i
1
"
i
2
d(P
Q)
 
(f; ")

=
Z
F
f(t
1
)f(t
2
)dP(f) +
Z
R
k
"
i
1
"
i
2
dQ(")
=: hÆ
t
1
; Æ
t
2
i

1
+ h
i
1
; 
i
2
i

2
:
Dabei wurde in der vorletzten Zeile ausgenutzt, da die Verteilungen P und Q unabh

angig
sind, sowie einen verschwindenden Mittelwert haben. F

ur die gew

ahlten Funktionale lauten
die in der letzten Zeile denierten Skalarprodukte einfach hÆ
t
1
; Æ
t
2
i

1
= K(t
1
; t
2
) bzw.
h
i
1
; 
i
2
i

2
= R
i
1
i
2
.
Schliee nun den Raum 
std
bez

uglich dieses Skalarprodukts ab, und bezeichne den so
entstehenden Raum mit 
all
.
Bemerkung 3.20. Aufgrund der Struktur des Skalarprodukts h ; i

werden solche Funk-
tionale in 
all
identiziert, die (P
Q)-fast sicher auf F R
n

ubereinstimmen.
Konstruktion eines RKHS
Im Sinne einer

Ubertragung des Approximationsproblems auf Splinemethoden ist es er-
forderlich, einen zum Raum 
all
zuf

alliger Funktionale isomorphen Kernreproduzierenden
Hilbertraum (RKHS) zu konstruieren.
Sei H = H(K)H(R). So deniere wie folgt ein Skalarprodukt auf H:
h(f
1
; "
1
); (f
2
; "
2
)i
H
:= hf
1
; f
2
i
H(K)
+ h"
1
; "
2
i
H(R)
; (f
1
; "
1
); (f
2
; "
2
) 2 H:
Bezeichne mit (K; R) den reproduzierenden Kern auf H. Um dieser Schreibweise jedoch Sinn
zu verleihen, mu zun

achst der Auswertungsmechanismus von Elementen aus H deniert
werden. Man nutzt dazu die Reproduzierenden-Eigenschaft des Kerns aus. F

ur ein (f; ") 2 H
funktioniert der Mechanismus an der Stelle (s; i) 2 R
n
 f1; : : : ; kg wie folgt:
(f; ")[(s; i)] = h(K(s; ); R
i
); (f; ")i
H
= hK(s; ); fi
H(K)
+ hR
i
; "i
H(R)
= f(s) + "
i
:
Dabei ist R
i
die i-te Zeile der Kovarianzmatrix, die zur Verteilung Q geh

ort. Es gilt also
(f; ")[(s; i)] := f(s) + "
i
.
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Bemerkung 3.21. Es gilt
Cov

(f(t) + "
i
)(f(s) + "
j
)

=
 
K(t;2); R
i4

j(2=s;4=j)
:
In dieser Schreibweise ist also das Tupel (K; R) tats

achlich ein Kovarianzkern.
Isomorphismus zwischen H und 
all
Sei  2 
std
mit  =
P
m
j=1
(a
j
Æ
t
j
; b
j

i
j
), wobei f

ur alle j = 1; : : : ;m die KoeÆzienten a
j
, b
j
reellwertig sind, die Punkte t
j
aus D stammen und die Indizes i
j
aus der Menge f1; : : : ; kg.
Deniere die Abbildung J auf 
std
mit
J = J
0
@
m
X
j=1
(a
j
Æ
t
j
; b
j

i
j
)
1
A
!
=
m
X
j=1
 
a
j
K(t
j
; ); b
j
R
i
j

:
Erg

anzt man J auf ganz 
all
, so erh

alt man den gew

unschten Isomorphismus. J ist isome-
trisch, wie folgende Rechnung zeigt.
Das Normquadrat des oben denierten  ist
kk
2

all
= h;i

all
=
m
X
j=1
m
X
l=1


(a
j
Æ
t
j
; b
j

i
j
); (a
l
Æ
t
l
; b
l

i
l
)


all
=
m
X
j=1
m
X
l=1

a
j
a
l
hÆ
t
j
; Æ
t
l
i

1
+ b
j
b
l
h
i
j
; 
i
l
i

2
	
=
m
X
j=1
m
X
l=1
8
<
:
a
j
a
l
Z
F
f(t
j
)f(t
l
)dP(f) + b
j
b
l
Z
R
n
"
i
j
"
i
l
dQ(")
9
=
;
=
m
X
j=1
m
X
l=1

a
j
a
l
K(t
j
; t
l
) + b
j
b
l
R
i
j
i
l
	
:
Das Normquadrat des Bildes von  unter J ist
kJk
2
H
= hJ; Ji
H
=
m
X
j=1
m
X
l=1


(a
j
K(t
j
; ); b
j
R
i
j
); (a
l
K(t
l
; ); b
l
R
i
l
)

H
=
m
X
j=1
m
X
l=1


a
j
a
l
hK(t
j
; ); K(t
l
; )i
H(K)
+ b
j
b
l


R
i
j
; R
i
l

H(R)

=
m
X
j=1
m
X
l=1

a
j
a
l
K(t
j
; t
l
) + b
j
b
l
R
i
j
i
l
	
= kk
2

all
:
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Skalarprodukt in H(R)
Das Skalarprodukt in H(R) kann konkret angegeben werden, da der Raum isomorph zum
R
k
mit dem gew

ohnlichen L
2
-Produkt ist.
Nehme einen beliebigen Vektor x 2 R
k
, und schreibe ihn in der Basisdarstellung s =
P
k
j=1
x
j
e
j
. Die Vektoren e
j
, j = 1; : : : ; k sind dabei die Einheitsvektoren mit einer Eins an
der j-ten Position. Wegen der Reproduzierenden-Eigenschaft erh

alt man
hx; R
l
i
H(R)
=
k
X
j=1
x
j
he
j
; R
l
i
H(R)
=
k
X
j=1
x
j
D
e
j
; 
2
e
l
E
H(R)
!
= x
l
:
Daraus folgt he
j
; e
l
i
H(R)
= 1=
2
Æ
jl
. F

ur allgemeine x; y 2 R
k
erh

alt man die Umrechnungs-
formel
hx; yi
H(R)
=
1

2
hx; yi
2
: (3.46)
L

osung des Approximationsproblems
Betrachte das Vorhersageproblem Pre(t
0
) := (Æ
t
0
; 0) mit t
0
2 D, das durch die lineare
Methode S
t
0
k
=
P
k
j=1
a
j
(t
0
)(
j
; 
j
) bez

uglich des Fehlers e
2
(S
t
0
k
;Pre(t
0
);Q  P) = kS
t
0
k
-
Pre(t
0
)k

approximiert werden soll. Es gilt:



S
t
0
k
- Pre(t
0
)




= k(Æ
t
0
; 0) -
k
X
j=1
a
j
(t
0
)(
j
; 
j
)k

= kJ(Æ
t
0
; 0) - J
k
X
j=1
a
j
(t
0
)(
j
; 
j
)k
H
= k(K(t
0
; ) -
k
X
j=1
a
j
(t
0
)(J
j
; R
j
)k
H
s. Anhang
= sup
(h;p)2B






h(K(t
0
; ); 0); (h; p)i
H
-
k
X
j=0
a
j
(t
0
)h(J
j
; R
j
); (h; p)i
H






= sup
(h;p)2B






h(t
0
) -
k
X
j=1
a
j
(t
0
)f
j
(h) + p
j
g






:
Dabei sei B die Einheitskugel in H. Die rechte Seite entspricht dabei genau einem linea-
ren Problem mit den exakten Daten c
j
= 
j
(f) + "
j
f

ur j = 1; : : : ; k. Die L

osung von
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diesem Problem ist gerade der interpolierenden Spline (
~
h;
~
p) 2 H (siehe in [59]). Dies ist
dentionsgem

a aber gerade die L

osung des Optimierungsproblems
k(h; p)k
H
= khk
H(K)
+
1

2
k
X
j=1
(p
i
)
2
! min
auf f(h; p) 2 H : 
j
(h) + p
j
= c
j
; j = 1; : : : ; ng: (3.47)
Andererseits handelt es sich bei dem gestellten Problem, formal gesehen, um ein lineares
Approximationsproblem auf dem Raum FR
k
. Die L

osung S
t
0
k
ist also die Projektion von
Pre(t
0
) auf den Raum span ff(
1
; 0) : j = 1; : : : ; kg [ f(0; 
j
) : j = 1; : : : ; kgg, die zus

atzlich
die Daten c
1
; : : : ; c
n
interpoliert. Es gilt also:
D
JS
t
0
k
- JPre(t
0
); JS
t
0
k
E
H
!
= 0
,
D
JS
t
0
k
; JS
t
0
k
E
H
=
D
JPre(t
0
); JS
t
0
k
E
H
,
k
X
i;j=1
a
i
(t
0
)a
j
(t
0
) h(J
i
; R
i
); (J
j
; R
j
)i
H
=
k
X
j=1
a
j
(t
0
) h(J
j
; R
j
); (K(t
0
; ); 0)i
H
, a(t
0
)
T
(

+ R)a(t
0
) = a(t
0
)
T

t
0
) a(t
0
) = (a
1
(t
0
); : : : ; a
k
(t
0
))
T
= (

+ R)
-1

t
0
:
Mit 
t
0
= ((J
1
; 0); : : : ; (J
k
; 0))(t
0
)
T
= ((J
1
)(t
0
); : : : ; (J
k
)(t
0
))
T
erh

alt man die erste
Komponente der Approximation,
~
h(t) := (c
1
; : : : ; c
k
)(

+ R)
-1

t
: (3.48)
Die Approximation soll auerdem die Daten interpolieren. Mit einem Ansatz (h; p), wobei
p 2 R
k
ist, mu also f

ur alle i 2 f1; : : : ; kg gelten:
(
i
; 
i
)
h
(
~
h;
~
p)
i
= c
i
:
Man erh

alt mit dieser Bedingung:
~
p = (c
i
; : : : ; c
k
)(

+ R)
-1
R: (3.49)
F

ugt man die beiden Komponenten
~
h und
~
p zusammen, so erh

alt man die gesuchte Ap-
proximation
(
~
h;
~
p)[(t
0
; i)] = (c
1
; : : : ; c
k
)(

+ R)
-1
((J
1
; R
1
); : : : ; (J
k
; R
k
))[(t
0
; i)]
T
(3.50)
f

ur (t
0
; i) 2 D f1; : : : ; kg.
 Die L

osung (3.50) ist genau der interpolierende Spline, der das Optimierungsproblem
(3.47) l

ost. Es liegt also eine formale

Ubereinstimmung der L

osung des Approxima-
tionsproblems, welche Splinemethoden wie auch Kriging-Methoden liefern, vor.
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 Der optimale
"
Algorithmus\, d.h. die beste lineare Methode zur oben gestellten Ap-
proximationsaufgabe, ist also
S
k
(t
0
)[(f; ")] = S(t
0
)[(
~
h;
~
p)] =
~
h(t
0
): (3.51)
Die Sch

atzung der Mefehler ist ein
"
Nebenprodukt\, das bei der Berechnung des
Splines anf

allt.
 Die Varianz des Mefehlers beeinut das qualitative Verhalten des Optimierungs-
problems (3.47) ganz entscheidend. Schreibe die Aufgabe dazu um:
khk
H(K)
+
1

2
k
X
j=1
(c
j
- 
j
(h))
2
! min : (3.52)
Dabei sei h aus dem RKHS H(K).
Eine gr

oere Meungenauigkeit, sprich ein gr

oeres 
2
, f

uhrt dazu, da der Summen-
term in (3.52) sehr klein skaliert wird und somit die L

osung
~
h nicht so sehr die Daten
interpolieren wird. Im umgekehrten Fall, wird die L

osung in erster Linie die Daten
nach kleinsten Quadraten interpolieren. Dieser Mechanismus erf

ullt also in geeigneter
Weise das im ersten Abschnitt geforderte Verhalten der Approximation in bezug auf
die Qualit

at der Medaten.
Es gibt jedoch, so sei abschlieend bemerkt, keine allgemeing

ultigen Gr

unde, Spline-Verfah-
ren den Kriging-Verfahren vorzuziehen. Das Problem der Krigingverfahren, eine geeignete
Kovarianzfunktion f

ur das zu modellierende Merkmal zu nden, entspricht bei den Spli-
nes die geeignete Wahl eines RKHS. Hier wird in der Regel auf Standardverfahren wie
die bereits erw

ahnten polynomialen Splines ausgewichen. Dies gibt den tats

achlichen Sach-
verhalt aber u.U. nur ungen

ugend wieder. Hier scheinen die Krigingverfahren

uberlegen
zu sein, da es stets m

oglich ist, empirische Kovarianzfunktionen zu bestimmen. In [56]
wird jedoch ausdr

ucklich davon abgeraten, so vorzugehen und stattdessen eine Maternsche
Kovarianzfunktion an die Sampledaten anzupassen. Damit w

are man auch hier wieder in
parametrisierten Klassen von Kovarianzfunktionen. Schlielich gibt es bei beiden Verfah-
ren zu bedenken, da die Varianz des Mefehlers bzw. der sogenannte Smoothingfaktor 
2
geeignet bestimmt werden mu. In [60] wird hierf

ur Cross-Validation verwendet, was in
gleicher Weise auch bei Verwendung von Kriging-Verfahren angewendet werden kann.
3.4.2. Ein splinebasiertes Vorhersageverfahren bei Brownschen Bewegungen
Zum Abschlu des Kapitels wird ein einfaches Approximationsverfahren vorgestellt, das
praktisch ausschlielich auf der Benutzung von Ableitungsinformationen beruht. Zun

achst
soll das Verfahren auf deterministische Funktionen angewendet werden. Sei f 2 C
1
([0; 1])
die zu approximierende Funktion. Als Design verwende T = fÆ
0
;D
t
0
; : : : ;D
t
k+1
g. Es sei also
die Funktion f an der Stelle Null, sowie die Werte ihrer ersten Ableitung f
(1)
an Stellen
0 = t
0
< t
1
< : : : < t
k+1
= 1 bekannt.
Das Ziel des Verfahrens ist eine Approximation von f durch eine in diesen Daten lineare
Interpolation der Daten.
48
Konstruktion der Approximation
In einem ersten Schritt wird die Ableitung f
(1)
auf [0; 1] st

uckweise linear durch einen
Sch

atzer
d
f
(1)
k
approximiert, wobei die Daten entsprechend dem Design TnfÆ
0
g als St

utzstellen
verwendet werden. F

ur t 2 [t
j
; t
j+1
] und j 2 f0; : : : ; kg gilt demnach:
d
f
(1)
k
(t) =
f
(1)
(t
j+1
) - f
(1)
(t
j
)
t
j+1
- t
j
(t - t
j
) + f
(1)
(t
j
):
Im zweiten Schritt wird die Funktion f durch Integration von
d
f
(1)
k
approximiert. Deniere
also f

ur t 2 [0; 1]
^
f
k
(t) = f(0) +
t
Z
0
d
f
(1)
k
(s)ds:
F

uhrt man auerdem die Ausdr

ucke
l
j
=
f
(1)
(t
j+1
- f
(1)
(t
j
)
t
j+1
- t
j
; j 2 f0; : : : ; kg;
j
k
(t) = max fj 2 f0; : : : ; kg : t  t
j
g
ein, so l

at sich
^
f
k
auch schreiben als
^
f
k
(t) = f(0) +
j
k
(t)-1
X
j=0

l
j
2
(t
j+1
- t
j
)
2
+ f
(1)
(t
j
)(t
j+1
- t
j
)

+

l
j
k
(t)
2
(t- t
j
k
(t)
)
2
+ f
(1)
(t
j
k
(t)
)(t - t
j
k
(t)
)

: (3.53)
Setzt man t
-1
= 0, so l

at sich die Summe in (3.53) nach Faktoren von Ableitungen von f
ordnen:
^
f
k
(t) = f(0) +
j
k
(t)-1
X
j=0
f
(1)
(t
j
)

t
j+1
- t
j-1
2

+f
(1)
(t
j
k
(t)
)
"
t
j
k
(t)
- t
j
k
(1)-1
2
+ (t- t
j
k
(t)
) -
(t- t
j
k
(t)
)
2
2(t
j
k
(t)+1
- t
j
k
(t)
)
#
+f
(1)
(t
j
k
(t)+1
)
"
(t- t
j
k
(t)
)
2
2(t
j
k
(t)+1
- t
j
k
(t)
)
#
: (3.54)
Bemerkung 3.22.
^
f
k
ist oensichtlich eine datenlineare Approximation f

ur f. Konstrukti-
onsbedingt ist es auerdem interpolierend, d.h. es gilt Æ
0
^
f
k
= Æ
0
f und D
t
j
^
f
k
= D
t
j
f f

ur alle
j = 1; : : : ; k.
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Anwendung auf zuf

allige Felder
Sei Q ein Wahrscheinlichkeitsma auf F  C
1
([0; 1]) mit Erwartungswertfunktion m und
Kovarianzfunktion K. Damit ist also insbesondere m 2 C
1
([0; 1]).
Bezeichne mit d
k
den maximalen Abstand zweier aufeinanderfolgender Designpunkte t
j
,
t
j+1
, also d
k
= maxft
j+1
- t
j
: j 2 f0; : : : ; kgg. W

ahle ein beliebiges aber festes t 2 [0; 1]
und deniere dann die lineare Methode S
k
(f) :=
^
f
k
f

ur alle f 2 F, wobei
^
f
k
(t) die in (3.54)
denierte Funktion ist.
Ist nun d
k
= o(1=k), so ist die Methode S
k
erwartungstreu f

ur t = 0 und asymptotisch
erwartungstreu , falls t > 0. D.h. es gilt dann ES
k
! m(t), f

ur k!1.
Beweis. F

ur t = 0 ist S
k
erwartungstreu gem

a Denition. Sei also t > 0. Aus Gleichung
(3.54) erh

alt man:
ES
k
= m(0) +
j
k
(t)-1
X
j=0
m
(1)
(t
j
)

t
j+1
- t
j-1
2

+m
(1)
(t
j
k
(t)
)(t- t
j
k
(t)
)
+m
(1)
(t
j
k
(t)
)

t
j
k
(t)
- t
j
k
(t)-1
2

+

m
(1)
(t
j
k
(t)+1
) -m
(1)
(t
j
k
(t)
)

"
(t- t
j
k
(t)
)
2
2(t
j
k
(t)+1
- t
j
k
(t)
)
#
: (3.55)
Es gilt (t - t
j
k
(t)
) = o(1=k), und somit verschwinden die Summanden in der zweiten und
dritten Zeile in (3.55) f

ur k!1. Mit den Voraussetzungen folgt
A
k
:=
k
X
j=0
m
(1)
(t
j
)(t
(j+1)
- t
j
) +m
(1)
(t
j
k
(t)
)(t - t
j
k
(t)
)
k!1
 !
t
Z
0
m
(1)
(s)ds = m(t) -m(0):
Bildet man die Dierenz
ES
k
(t) -A
k
=
k
X
j=0
m
(1)
(t
j
)

t
j
-
~
t
j

; mit
~
t
j
:=
t
j+1
+ t
j-1
2
; (3.56)
so erh

alt man (t
j
-
~
t
j
) = o(t
j
- t
j-1
). Es existiert also eine Nullfolge a
k
, so da (t
j
-
~
t
j
) = a
k
(t
j
- t
j-1
). Damit konvergiert die Folge in (3.56) gegen Null, und es gilt die
Behauptung.
Als Beispiel f

ur eine Anwendung des Verfahrens betrachte den Fall, da Q die Verteilung
einer einfach integrierten Brownschen Bewegung ist. Die Menge F sei entsprechend der
Tr

ager dieses Maes, also die kleinste abgeschlossene MengeM  C
1
([0; 1]), so da Q(M) =
1 gilt (siehe in [44]). F

ur ein f 2 F gilt demnach
f(t) =
t
Z
0
b(s)ds; t 2 [0; 1]; (3.57)
50
wobei b die Realisierung einer Brownsche Bewegung B ist. f erf

ullt ferner die Bedingung
f(0) = f
(1)
(0) = 0. Die Kovarianzfunktion von B, die Minimumfunktion, sei mit K
0
bezeich-
net. Unter Beachtung der Denition in (3.57) erh

alt man damit die Kovarianzfunktion
K
1
(s; t) =
R
1
0
(s - u)
+
(t- u)
+
du von Q.
Wende nun das oben beschriebene Verfahren auf ein f 2 F an. Dazu wird zun

achst die
st

uckweise lineare Funktion
d
f
(1)
n
aus Ableitungsmessungen an den Orten 0 < t
1
< : : : <
t
n+1
= 1 konstruiert (da f
(1)
(t) = 0 f

ur t = 0 als bekannt vorausgesetzt wurde, ist dort
keine Messung erforderlich).
f
(1)
ist denitionsgem

a eine Realisierung einer Brownschen Bewegung, also ist
d
f
(1)
k
bereits
die beste Approximation aus den gegebenen Daten, d.h. es gilt
g
f
(1)

d
f
(1)
k
:
Dabei ist
g
f
(1)
, wie unter (3.41) angegeben, der zu diesem Problem geh

orige abstrakte Spline,
also
g
f
(1)
(s) = (Æ
t
1
; : : : ; Æ
t
k+1
)f
(1)
(
(0)

)
-1
(K
0
(t
1
; s); : : : ; K
0
(t
k+1
; s))
T
mit 
(0)

:=
 
hJ Æ
t
i
;J Æ
t
j
i
K
0

k
i;j=1
= (K
0
(t
i
; t
j
))
k
i;j=1
.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.16
−0.14
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
Abbildung 3.2.: Eine Realisierung von f sowie eine Approximation (gestrichelte Kurve)
basierend auf 17 Ableitungsmessungen
In der zweiten Stufe des Verfahrens ist die Funktion
d
f
(1)
k
, wie oben allgemein gezeigt wurde,
zu integrieren. Man erh

alt
^
f
k
(s) = (Æ
t
1
f
(1)
; : : : ; Æ
t
k+1
f
(1)
)(
(0)

)
-1
s
Z
0
(K
0
(t
1
; u); : : : ; K
0
(t
k+1
; u))
T
du
=
 
D
t
1
f; : : : ;D
t
k+1
f

(
(1)

)
-1

K
(1;0)
1
(t
1
; s); : : : ; K
(1;0)
1
(t
k+1
; s)

k
; (3.58)
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wobei

(1)

:=
 
hJD
t
i
;JD
t
j
i
K
1

k+1
i;j=1
= 
(0)

gesetzt wurde. Dabei ist bei der Berechnung des Integrals in (3.58) zu beachten, da
K
0
(s; t) = K
(1;1)
1
(s; t) und K
(1;0)
1
(t; 0)  0 gilt.
^
f
n
ist somit ein Spline, der die Daten
f
(1)
(t
1
); : : : ; f
(1)
(t
k+1
) interpoliert. Insbesondere liefert dieses Verfahren also die beste Ap-
proximationsmethode (gemittelt

uber alle einfach integrierten Brownschen Bewegungen),
welches diese Daten interpoliert.
In Abbildung 3.2 ist der Vergleich einer von Herrn Jaroslav

Simak erzeugten Realisierung
einer simulierten, einfach integrierten Brownschen Bewegung mit dem Ergebnis des vorge-
stellten Approximationsverfahrens dargestellt.
{
{
Herr

Simak ist zum Zeitpunkt der Erstellung der vorliegenden Arbeit Doktorand am Graduiertenkolleg
f

ur R

aumliche Statistik unter der Betreuung von Prof. Dr. W. N

ather
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4. Versuchsplanung f

ur Regression
4.1. Einordnung in den Kontext
Im Unterschied zu Krigingverfahren, die von einer unbekannten zuf

alligen Funktion aus-
gingen, welche durch diese Verfahren an einer gewissen Stelle vorhergesagt wurde, ist das
Objekt der Regression eine unbekannte deterministische Funktion. Sei diese fortan mit
g bezeichnet. Soweit liegt also, gem

a der Einordnung der Verfahren aus der Einleitung
zu Kapitel 3, ein deterministisches Verfahren vor.

Ahnlich wie bei den Smoothing-Spline-
Verfahren liegen Informationen

uber die Funktion g in Form von Realisierungen linearer
Funktionale vor, die durch Mefehler gest

ort werden. Bei der gew

ohnlichen Regression wird
der Ansatz f

ur die Rekonstruktion mittels einer Linearkombination bekannter sogenannter
Basisfunktionen gemacht. Danach bestimmt man die gewichtete Summe der Fehlerqua-
drate, die durch diesen Ansatz entstehen und bestimmt die Faktoren des Ansatzes der
Linearkombination so, da eben dieses Fehlerma minimiert wird. Der Hauptunterschied
zu den genannten Smoothing-Splines besteht bei den unten beschriebenen lokalen Regres-
sionsverfahren darin, da eine lokale Gewichtung der Samples stattndet. Ein wichtiger
Unterschied zu den oben beschriebenen Krigingmethoden ist, da die Samples bei der Re-
gression als unkorreliert angesehen werden. Im allgemeinen war bei den Krigingverfahren
von korrelierten Samplefunktionalen ausgegangen worden, deren Korrelationsstruktur als
bekannt vorausgesetzt worden war.
Der letztgenannte Punkt mag die Krigingmethoden auf den ersten Blick als m

achtigere
Rekonstruktionsmethode im Vergleich zu den einfach strukturierten Regressionsmethoden
erscheinen lassen, da dort eine spezizierte Korrelationsstruktur bei der Vorhersage mit-
einbezogen werden kann. Allerdings ist dieser Punkt auch eine wichtige Fehlerquelle, die
in den meisten F

allen nicht in die Qualit

at von Vorhersagen miteinbezogen wird. Denn
die Bestimmung der Korrelationsstruktur unterliegt ebenfalls einem Fehler, der das Vor-
hersageergebnis u.U. stark verschlechtern kann (siehe in [56] zur Argumentation f

ur die
Verwendung der Maternschen Kovarianzfunktion). Dagegen machen Regressionsverfahren
keine Annahmen

uber spezielle Korrelationsstrukturen sondern gehen davon aus, da die
einzige Zuf

alligkeit, die bei den Samples auftritt, durch unkorrelierte Mefehler bedingt
ist. Erscheinen diese Verfahren vielleicht aus stochastischer Sicht einfach, so sind sie eine
sinnvolle Methode bei einer ersten Trendsch

atzung im Rahmen einer Erkundungskampagne
f

ur ein bestimmtes zu untersuchendes Merkmal. Dies ist insbesondere vor dem Hintergrund
einer nachfolgenden Sch

atzung der Kovarianzstruktur wichtig, da die Verfahren hierf

ur in
der Regel von trendbereinigten zuf

alligen Funktionen ausgehen (siehe in [12], [37]).
Betrachte fortan also eine Funktion g 2 C
r
(D), wobei D  R
n
ist. Im folgenden wird der

Ubersichtlichkeit halber jedoch stets auf den eindimensionalen, n = 1, Fall zur

uckgegrif-
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fen. Es seien ferner Informationen

uber die Funktion g in Form von mefehlerbehafteten
Realisierungen linearer Samplefunktionale vorhanden. D.h. es steht f

ur die Regression ein
Vektor Z
T
= (Z
1
; : : : ; Z
k
) von zuf

alligen Gr

oen zur Verf

ugung, mit Z
j
= 
j
g + "
j
, wobei
die zuf

alligen Gr

oen "
j
und deren Realisierungen gleich bezeichnet werden. Die Sample-
funktionale 
j
seien linear und beschr

ankt, d.h. sie stammen aus dem Dualraum (C
r
(D))
0
.
F

ur den Samplevektor gelte weiter:
EZ
T
= (
1
g; : : : ; 
k
g)
CovZ = Cov " = diag(Var "
1
; : : : ;Var "
k
):
Betrachte nun die Sch

atzung von g an einem Punkt t
0
2 D mittels des Ansatzes g^(t
0
) =
p
P
j=0

j
f
j
(t
0
), wobei die sogenannten Basisfunktionen f
j
als bekannt und linear unabh

angig
vorausgesetzt sind. Vielfach werden Polynome bis zu einer gewissen Ordnung verwendet,
insbesondere die unten betrachtete lokale polynomiale Regression verwendet diese Ansatz-
funktionen. Es sind jedoch z.B. auch trigonometrische Funktionen verwendbar (siehe in
[25], [37]). Die unbekannten KoeÆzienten 
j
werden so gew

ahlt, da
e :=
k
X
i=1
(Z
i
- 
i
g^)
2
!
= min; (4.1)
gilt, d.h. die Summe der Fehlerquadrate bei Verwendung des genannten Ansatzes minimal
wird. Standardverfahren f

uhren auf die sogenannten Normalgleichungen. Dabei sei p < k
und l 2 f0; : : : ; pg vorausgesetzt:
@e
@
l
= 0
, -2
k
X
i=1
(Z
i
- 
i
g^)
@
@
l
p
X
j=0

j
(
i
f
j
) = 0
,
k
X
i=1
p
X
j=0

j
(
i
f
j
)(
i
f
l
) =
k
X
i=1
(
i
f
l
)Z
i
, F
T
F = F
T
Z
mit
F = (
i
f
j
)
i=1;:::;k; j=0;::: ;p
2 R
k(p+1)
(4.2)

T
= (
0
; : : : ; 
p
):
Unter der Voraussetzung, da die Matrix F
T
F invertierbar ist, deniere den Vektor L
T
(t
0
) =
f
T
(t
0
)(F
T
F)
-1
F
T
mit f
T
(t
0
) = (f
0
(t
0
); : : : ; f
p
(t
0
)). Damit erh

alt man die bekannte L

osung:
g^(t
0
) = L
T
(t
0
)Z: (4.3)
Die Varianz von g^(t
0
) ist demnach:
Var g^(t
0
) = L
T
Cov (Z)L: (4.4)
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4.2. Relativer Einu von Ableitungen auf die Varianz des Re-
gressionssch

atzers
Im folgenden soll der relative Einu einer Ableitungsmessung im Vergleich zu einer Funkti-
onswertmessung auf die Varianz eines Regressionssch

atzers f

ur den Fall untersucht werden,
da bereits k Samplefunktionale zur Verf

ugung stehen. Insbesondere bei lokaler polyno-
mialer Regression ist die Varianz des Sch

atzers im allgemeinen nicht nach oben beschr

ankt
(siehe in [54]), weshalb eine sorgf

altige Versuchsplanung zur Minimierung der Varianz wich-
tig ist. In der Literatur gibt es auerdem Ans

atze, die Qualit

at eines Sch

atzers nur durch
dessen Bias zu denieren (siehe in [37] und die Kritik dort zu diesem Vorgehen), bzw. den
mittleren quadratischen Fehler zu betrachten. Diese Vorgehensweise wird hier nicht ver-
folgt. Die hier vorgestellten Ergebnisse sollen vielmehr als ein Schritt bei der Wahl eines
Versuchsplans f

ur eine Regressionssch

atzung verstanden werden.
Sei t
0
2 D, so betrachte zwei verschiedene Regressionssch

atzer f

ur die unbekannte Funktion
g auf D:
g^
(l)
(t
0
) = L
T
(l)
(t
0
)Z
(l)
; l = 1; 2: (4.5)
F

ur l = 1 bzw. 2 seien die Vektoren L
T
(l)
(t
0
) = f
T
(t
0
)(F
T
(l)
F
(l)
)
-1
F
T
(l)
deniert. Die Basisfunk-
tionen seien auerdem dierenzierbar auf ihrem Denitionsgebiet. Die ersten k Zeilen der
Matrizen F
(1)
und F
(2)
, sowie die ersten k Elemente von Z seien dabei identisch. Nenne die
Teilmatrix, die aus diesen ersten k Zeilen besteht,
~
F. Das zu F
(1)
geh

orige Funktional der
(k+1)-ten Zeile sei ein Deltafunktional Æ
t
k+1
mit t
k+1
2 D, und das analoge zu F
(2)
geh

ori-
ge sei eine Ableitungsmessung D
s
k+1
, ebenfalls mit s
k+1
2 D. Die (k+ 1)-ten Elemente der
Vektoren Z
(1)
bzw. Z
(2)
enthalten die entsprechenden Samplefunktionale.
Die Matrizen (F
T
(l)
F
(l)
) lassen sich wie folgt zerlegen:
(F
T
(l)
F
(l)
) = (
~
F
T
~
F+ a
(l)
a
T
(l)
): (4.6)
Dabei seien die Vektoren a
T
(1)
= (f
1
(t
k+1
; : : : ; f
p
(t
k+1
)) und a
T
(2)
= (D
s
k+1
f
1
; : : : ;D
s
k+1
f
p
)
deniert. Sei nun o.B.d.A. CovZ
(l)
= 
2
I
k+1
, angenommen, die Varianzen der Mefehler
seien also alle identisch 
2
. Damit erhalten die Varianzen der oben denierten Sch

atzer
die einfache, bekannte Form Var g^
(l)
(t
0
) = 
2
f
T
(t
0
)(F
T
(l)
F
(l)
)
-1
f(t
0
). Mit der Zerlegung aus
(4.6) und einer bekannten Beziehung f

ur inverse Matrizen aus [42] erh

alt man:
Var g^
(l)
(t
0
) = 
2
f
T
(t
0
)
0
@
(
~
F
T
~
F)
-1
-
(
~
F
T
~
F)
-1
a
(l)
a
T
(l)
(
~
F
T
~
F)
-1
1+ a
T
(l)
(
~
F
T
~
F)
-1
a
(l)
1
A
f(t
0
): (4.7)
Die Varianz der beiden unterschiedlichen Sch

atzer l

at sich also additiv in zwei Teile zerle-
gen. Dabei ist der erste Summand die Varianz eines Regressionssch

atzers unter Verwendung
der ersten k Samples aus den Vektoren Z
(l)
. Diese stimmen bei beiden Sch

atzern

uberein.
Der zweite Summand dagegen ist der Teil der Varianz, um welchen sich die soeben genannte

andert, wenn eine weitere Funktionswertmessung bzw. eine weitere Ableitungswertmessung
zur Sch

atzung hinzugezogen wird. Mittels dieser Darstellung ist es nun also m

oglich, den
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unterschiedlichen Einu von Ableitungs- bzw. Funktionswertmessung auf die Varianz eines
Regressionssch

atzers zu quantizieren. Dies soll im folgenden exemplarisch anhand einer
linearen Regression f

ur den eindimensionalen Fall gezeigt werden.
Beispiel 4.1. F

ur den linearen Regressionsansatz f

ur den eindimensionalen Fall werden die
beiden Basisfunktionen f
0
(t)  1 und f
1
(t) = t verwendet. Desweiteren soll der Fall k = 2
betrachtet werden, wobei die verwendeten Samplefunktionale Funktionswertmessungen an
den Stellen t
1
bzw. t
2
sind. Schlielich sei 
2
= 1 gew

ahlt.
Berechne die Matrix (
~
F
T
~
F)
-1
aus (4.7):
S := (
~
F
T
~
F)
-1
=
1
(t
1
- t
2
)
2

t
2
1
+ t
2
2
-t
1
- t
2
-t
1
- t
2
2

:
Mit der Beziehung (4.7) lassen sich die Varianzen der beiden Sch

atzer g^
(1)
und g^
(2)
, jeweils
additiv in zwei Teile zerlegt, darstellen. Der jeweils erste Summand entspricht dabei wieder-
um der Varianz des Regressionssch

atzers, welcher nur auf den beiden Funktionsmessungen
an den Stellen t
1
und t
2
beruht. Die zweiten Summanden spiegeln dagegen den unter-
schiedlichen Beitrag zur Ver

anderung der Varianz der Regressionssch

atzer bei Hinzunahme
einer weiteren Funktionswertmessung an einer Stelle t
3
bzw. einer Ableitungsmessung an
einer beliebigen Stelle wider. Dabei hat der Ort der Ableitungsmessung bei einem linearen
Ansatz keinen Einu auf die Varianz, da die Steigung des verwendeten Sch

atzeransatzes
an jedem Ort gleich ist. F

ur die Dierenz der beiden Sch

atzvarianzen erh

alt man mit der
obigen Bezeichnungsweise:
Var g^
(1)
-Var g^
(2)
(4.8)
=
1
c
(2)
S
2
22

t
0
+
S
12
S
22

2
-
1
c
(1)
 
S
2
12

t
0
+
S
11
S
12

2
+ 2t
3
(S
11
S
12
- t
0
(S
2
12
+ S
11
S
22
) - t
2
0
S
12
S
22
) + t
2
3

t
0
+
S
12
S
22

2
!
;
mit
c
(1)
= 1 + S
11
+ 2t
3
S
12
+ t
2
3
S
22
c
(2)
= 1+ S
22
:
In Abbildung 4.1 sind f

ur zwei verschiedene Konstellationen f

ur die Wahl des Intervalls f

ur
den Beobachtungsort t
0
jeweils die Varianzen der Sch

atzer g^
(1)
und g^
(2)
sowie die soeben
berechnete Dierenz aus beiden. F

ur diesen einfachen Fall, da nur zwei Funktionsmes-
sungen t
1
bei 0 und t
2
bei 1 verwendet werden und dieses Design nun um eine weitere
Funktions- bzw. Ableitungswertmessung vergr

oert werden soll, erscheint der Aufwand,
die Beziehung (4.8) anzugeben,

ubertrieben. Doch bleibt diese Beziehung auch f

ur groe
Designs g

ultig und liefert so eine schnell zu realisierende Bewertungsm

oglichkeit. In den
Teilbildern (a),(c) und (e) stammt der Beobachtungsort t
0
aus dem Intervall [1; 2], in den

ubrigen Teilbildern dagegen aus dem Intervall [0; 1]. In allen F

allen ist jeweils der Ort der
neuzuw

ahlenden Funktionsmessung, t
3
aus dem Intervall [0; 1]. Aus der Beziehung (4.8)
wird deutlich, da, falls t
3
so gew

ahlt wird, da die Varianzendierenz positiv ist, dann
eine Ableitungsmessung besser hinsichtlich der Sch

atzvarianz ist.
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Abbildung 4.1.: Die Varianzen der linearen Regressionssch

atzer g^
(1)
und g^
(2)
sowie de-
ren Dierenz. t
3
ist der Ort der zus

atzlichen Funktionswertmessung.
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In Teilbild (e) wird dies besonders deutlich, wenn der Beobachtungsort t
0
= 2 gew

ahlt wird.
Dann n

amlich gibt es in dem Intervall [0; 1] keinen Punkt, an dem eine Funktionswert- einer
Ableitungswertmessung

uberlegen w

are. Erst mit zunehmender Ann

aherung des Vorhersa-
geortes an den Bereich, der bereits mit Funktionsmessungen erkundet wurde (t
1
und
2
), gibt
es stets auch M

oglichkeiten, da eine Funktionswertmessung besser ist als eine Ableitungs-
wertmessung. Festzuhalten bleibt jedoch, da f

ur den Fall, da eine Sch

atzung auerhalb
eines erkundbaren Bereiches gemacht werden soll, dann scheinbar Ableitungsmessungen
den Funktionswertmessungen

uberlegen zu sein scheinen. Dies

andert sich f

ur den Fall, da
die Sch

atzung in dem Bereich vorgenommen wird, wo auch Erkundungen m

oglich sind, hier
also im Intervall [0; 1]. Doch auch dann kann eine ungl

uckliche Wahl des Ortes einer wei-
teren Funktionswertmessung zu einem schlechteren Ergebnis f

uhren, als bei Verwendung
einer Ableitungswertmessung.
Bemerkung 4.2. 1. Die Varianz 
2
der zuf

alligen Mefehler wird in der Regel nicht be-
kannt sein. Er ist daher zun

achst aus den Daten und unter Beachtung des Sch

atzan-
satzes zu sch

atzen. In [37] wird
^
2
=
"^
T
"^
tr(L - I
k
)(L - I
k
)
T
vorgeschlagen, wobei "^
T
= (
1
g^-Z
1
; : : : ; 
k
g^-Z
k
) der Vektor der empirischen Me-
fehler bei Anwendung des Sch

atzers g^ ist. Auerdem sei L
T
= (
1
L(); : : : ; 
k
L()) de-
niert. Voraussetzung f

ur diesen Sch

atzer ist allerdings, da die empirischen Sch

atzer
"^
j
unabh

angig identisch verteilt mit Erwartungswert 0 sind. Letzteres bedeutet wie-
derum, da der Regressionssch

atzer im Mittel mewerttreu sein mu.
2. Die Verwendung der Summe der Fehlerquadrate setzt voraus, da mit normalverteil-
ten Mefehlern gerechnet wird. In diesem Fall n

amlich entspricht der so berechnete
Regressionssch

atzer dem Maximum-Likelihood-Sch

atzer. In [11] wird auf diesen Um-
stand hingewiesen und m

ogliche andere Anpassungskriterien f

ur den Fall, da diese
Voraussetzung nicht erf

ullt ist, genannt. Insbesondere falls die Mefehler gem

a einer
heavy-tail Verteilung verteilt sind, d

urfte die Berechnung der Parameter auf der Basis
von Fehlerquadraten problematisch sein.
Prinzipiell ist jedoch die M

oglichkeit, auf verschiedene Verteilungsvoraussetzungen
der Mefehler reagieren zu k

onnen, als ein weiterer Vorteil f

ur die Verwendung von
Regressionsverfahren zu werten. Kriging, als Beispiel, stellt nur bei angenommenen
gauschen zuf

alligen Funktionen das beste Voraussageverfahren im Sinne der Metho-
de der kleinsten Quadrate dar. Die gesamte Theorie beruht jedoch sehr stark auf
der Verwendung dieses Fehlerbegris, so da von dieser Seite nicht auf ver

anderte
Verteilungen der zuf

alligen Funktionen reagiert werden kann.
4.3. Versuchsplanung bei lokaler Regression
Im Unterschied zum Ansatz der klassischen Regression werden bei der lokalen Regression
die Samples lokal gewichtet. Die zugrundeliegende Idee ist, da Samples, die sich in der N

ahe
des Ortes t
0
benden, f

ur den die unbekannte Funktion g gesch

atzt werden soll, st

arker ge-
wertet werden, als weiter entfernt liegende. In [11] und [29] skizzierenCleveland/Loader
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bzw. Marron die historische Entwicklung dieser Verfahren, wobei sie besonders auf die
vielf

altigen Formen und Anwendungen dieser Verfahren verweisen. Insbesondere werden die
leichte Interpretierbarkeit und die einfache Berechenbarkeit der lokalen Regressionssch

atzer
hervorgehoben.
Sei fortan vorausgesetzt, da der Samplevektor Z nur Funktions- und Ableitungsmessungen
enth

alt, die mit Mefehlern verf

alscht vorliegen. Der wesentliche Unterschied zum klassi-
schen Regressionsansatz, wie er oben dargestellt wurde, ist, da nun das Fehlerma
e(t
0
) =
k
X
i=1
(Z
i
- 
i
g^)
2
w
i
(t
0
) (4.9)
zur Bestimmung des Sch

atzers verwendet wird. Dabei gelte f

ur die neu eingef

uhrten Ko-
eÆzienten w
i
(t
0
) = w(kt
i
- t
0
k=h), wobei w eine sogenannte Gewichtsfunktion mit der
Bandweite h ist. Bez

uglich der Wahl der Gewichtsfunktion werden in [11] und [37] eini-
ge Vorschl

age gemacht. Allen gemein ist, da sie die Regularit

at des zu modellierenden
Merkmals widerspiegeln sollen, d.h. die Stetigkeit und Dierenzierbarkeit. Ferner wird ge-
fordert, da sie positiv sind und entweder einen beschr

ankten Tr

ager haben oder wenigstens
w(u)! 0 f

ur kuk!1 gelten soll. Beispiele sind:
w(u) =
Æ
(1 - kuk
3
)
3
kuk < 1
0 kuk > 1
;
w(u) =
3
4
(1 - u
2
)
+
;
dabei ist der letztere der sogenannte Epanechnikov-Kern (siehe in [54]). In [25] wird ein
lokales Regressionsverfahren vorgestellt, welches interpolierend ist. Dies wird dadurch er-
reicht, da die Gewichtsfunktion bei 0 einen Pol mindestens der Ordnung 2 erh

alt und
ansonsten das soeben geforderte Verhalten hat. In der zitierten Arbeit wird eine Gewich-
tung w(u) = e
-u
2
=u
2
vorgeschlagen.
Die Bandweite hat ebenfalls einen starken Einu auf das Verhalten des Regressionssch

at-
zers. Allgemein gilt, da eine Verkleinerung der Bandweite zu einem Sch

atzer mit gerin-
gerem Bias aber mit h

oherer Varianz f

uhrt. Des weiteren hat die Wahl einen Einu auf
die L

osbarkeit des Regressionsproblems. In [54] werden M

oglichkeiten der Bandweitenwahl
diskutiert, der Schwerpunkt liegt dabei auf einer adaptiven Wahl.
Wird die Summe der Fehlerquadrate als Anpassungskriterium verwendet, so geht die Her-
leitung der Regressionsl

osung analog zum obigen Fall. Bei einem zum klassischen Fall ana-
logen Ansatz g^(t
0
) =
P
p
j=0

0j
f
j
(t
0
) f

ur die Sch

atzfunktion, wobei der KoeÆzientenvektor

T
0
= (
00
; : : : ; 
0p
) nun von t
0
abh

angt, erh

alt man die L

osung:
g^(t
0
) = L
T
lok
(t
0
)Z
mit
L
T
lok
(t
0
) = f
T
(t
0
)

F
T
W(t
0
)F

-1
F
T
W(t
0
):
Dabei ist W(t
0
) = diag(w
1
(t
0
); : : : ; w
p
(t
0
)) die Matrix der Gewichte.
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Die Sch

atzvarianz stellt sich wie folgt dar:
Var g^(t
0
) = f
T
(t
0
)

F
T
W(t
0
)F

-1
F
T
W(t
0
)Cov (Z)W(t
0
)F

F
T
W(t
0
)F

-1
f(t
0
):
Auch hier wird in der Regel die Kovarianzfunktion der Samples nicht bekannt sein. Eine
M

oglichkeit deren Sch

atzung ist ^
2
I
k
unter Beachtung von Bemerkung 4.2(1). In [37] wird
dagegen
\
Cov (Z) = ^
2
W
-1
(t
0
) vorgeschlagen, was zu einem stark vereinfachten Ausdruck
f

ur die obige Varianz f

uhrt.
Da die MatrixW diagonal ist, kann die Sch

atzvarianz in zum klassischen Fall analoger Wei-
se additiv zerlegt werden. Legt man den Fall zugrunde, da die Varianz des Mefehlers 
2
bekannt ist, so ist jedoch der Summand, welcher durch das Hinzuf

ugen eines neuen Samples
zur Berechnung des Sch

atzers entsteht, weitaus komplexer als dies bei der klassischen Re-
gression der Fall war (siehe Anhang C). Dennoch ist auch in diesem Fall eine dierenzierte
Bewertung von Funktions- im Vergleich zu Ableitungswertmessungen im Hinblick auf deren
Einu auf die Sch

atzvarianz m

oglich.
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5. Versuchsplanung mit endlichen Designs
5.1. Versuchplanung f

ur den BLP mittels gest

orter Kovarianz-
matrizen
Sei Q eine zuf

allige Funktion auf einer geeigneten Menge F  C
r
(D) mit Kovarianzfunktion
K. Betrachte in diesem Kontext das Approximationsproblem Pre(t
0
) mit einem t
0
2 R
n
,
wobei die Vorhersage mittels des BLP auf der Basis einer Menge T = f
1
; : : : 
k
g von linearen
Samplefunktionalen geschieht. T sei die maximale m

ogliche Menge von Samplefunktiona-
len in einer gegebenen Situation. Eine M

oglichkeit ist z.B., da nur Deltafunktionale mit
Beobachtungsorten innerhalb einer gewissen endlichen Menge D

 D f

ur die Vorhersage
verwendet werden k

onnen. Es liegt also eine analoge Situation wie in Abschnitt 3.2.1 vor,
und der BLP sei wie dort mit S
t
0
k
bezeichnet.
Das Hauptziel der Betrachtung wird es sein, ein Designkriterium zu denieren, das dieren-
zierbar nach einem sogenannten Designma, also einer Gewichtungsfunktion f

ur die betei-
ligten Samplefunktionale, ist und einen unmittelbaren Bezug zum mittleren quadratischen
Vorhersagefehler hat. Zu diesem Zweck sollen die Beobachtungen mit Mefehler k

unstlich
gest

ort werden. Diese Mefehler werden kontrolliert hinzugef

ugt. D.h. zum Zwecke dieses
Verfahrens werden die oben genannten Samplefunktionale modiziert, und man verwendet
nun eine Menge T
err
von Samplefunktionalen auf F R
k
von der Form

err
j
:= 
j
+ 
j
(; ); j = 1; : : : ; k: (5.1)
Die Funktionale 
j
sind wie im Abschnitt 3.4.1 die Projektionen von Vektoren " 2 R
k
auf die
j-te Komponente. Die Vektoren " sind dabei wiederum mit einer Verteilung P ausgestattet,
die stochastisch unabh

angig von Q ist, verschwindenden Erwartungswert hat und deren
Kovarianzfunktion gerade R
ij
= Æ
ij

2
(i; ; ) ist. Dabei sei  2 R
+
der Parameter, der die
St

arke der St

orung durch einen Mefehler steuert. Der Parameter  ist ein Designma auf
T, d.h. es gilt:
1. (
j
)  0, f

ur alle j=1, : : : ,k
2.
k
P
j=1
(
j
) = 1.
Man spricht von einem uniformen Designma, falls f

ur alle  2 T gerade () = 
max
gilt,
wobei 
max
der Maximalwert ist, den 

uber T annimmt. In diesem Fall gibt das Designma
nur die Zugeh

origkeit zur Menge der f

ur eine Vorhersage verwendeten Samplefunktionale
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wieder. In

Ubereinstimmung mit der Schreibweise in [37] sollen derartige Designmae mit

T
bezeichnet werden. Die sogenannten atomaren Designmae schlielich sind uniforme
Designmae, deren Support einelementig ist. Der Support ist gerade die Menge aller Funk-
tionale aus der Menge T, die ein positives Gewicht bekommen.
In der klassischen Versuchsplanung mit unkorrelierten Beobachtungen gibt ein Designma
die relative H

augkeit an, mit der an einer bestimmten Stelle Beobachtungen gemacht
werden sollen. Im Falle der Vorhersage zuf

alliger Funktionen mittels Beobachtungen ohne
Mefehler ist dies keine m

ogliche Interpretation mehr. Einzig unit

are Designmae haben
eine unmittelbare Interpretation als Indikatorfunktion der verwendeten Samplefunktiona-
le. Im allgemeinen Fall allerdings soll ein Designma in diesem Fall angeben, wie wichtig
ein bestimmtes Samplefunktional f

ur eine genaue Vorhersage bez

uglich eines bestimmten
Fehlerkriteriums ist (siehe auch in [40]). Am Ende des Abschnitts wird ein Algorithmus
vorgestellt, der iterativ ein solches Designma bestimmt, wobei die einzelnen Samplefunk-
tionale gewichtet werden f

ur den Fall, da ein Mefehler eintritt. Vom Standpunkt einer
praktischen Anwendung ist dies ein wichtiger Aspekt, da es in der Regel kein ideales, d.h.
fehlerfreies Meger

at gibt. Versuchsplanung wird jedoch in aller Regel f

ur die Verwendung
fehlerfreier Messungen gemacht. Das nun vorgestellte Verfahren untersucht genau den Fall,
da vom fehlerfreien in den fehlerbehafteten Mefall

ubergegangen wird.
Der Ausgangspunkt der weiteren Betrachtung ist der mittlere quadratische Fehler, der
bei der Verwendung der Methode S
t
0
k
entsteht, wobei die Funktionale 
j
mit j = 1; : : : ; k
verwendet werden. Aus 3:12 erh

alt man
e
2
(S
t
0
k
;Pre(t
0
); Q) = K(t
0
; t
0
) - 
T
t
0

-1


t
0
=: K(t
0
; t
0
) -2(t
0
; T): (5.2)
Bemerkung 5.1. 1. Entspricht die Menge f
1
; : : : ; 
k
g der potentiell gr

otm

oglichen Men-
ge an Samplefunktionalen im Beobachtungsraum, so ist der mittlere quadratische
Fehler in (5.2) nicht weiter zu minimieren. Allerdings werden in einem praktischen
Umfeld oftmals nicht an allen m

oglichen Orten Beobachtungen durchf

uhrbar sein,
da dies z.B. zu zu hohen Erkundungskosten f

uhrt. Damit ist also abzuw

agen, welche
Samplefunktionale aus dieser Maximalmenge auszuw

ahlen sind, um im Rahmen der
M

oglichkeiten die beste Vorhersage zu bekommen.
2. Die Schreibweise in (5.2) deutet an, da das 2-Funktional insbesondere nur davon
abh

angt, ob ein bestimmtes Samplefunktional in der Menge der f

ur die Vorhersage
verwendeten Funktionale enthalten ist oder nicht.
3. Die verwendete Methode, Matrizen in einer, wie unten gezeigt wird, dierenzierba-
ren Weise zu st

oren, wird erstmals im Zusammenhang sogenannter approximierter
Informationsmatrizen bei der Sch

atzung von Trendparametern zuf

alliger r

aumlicher
Funktionen von M

uller in [37] angewendet (siehe auch in [41] f

ur einen verfeinerten
Algorithmus f

ur die iterative Suche nach einem optimalen Design mittels gest

orter
Informationsmatrizen).
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5.1.1. Verallgemeinerung und St

orung des 2-Funktionals
Sei  ein beliebiges Designma auf T, so deniere:
2(t
0
; ) := 2(t
0
; S

): (5.3)
Dabei sei mit S

der Support des Maes  bezeichnet.
Diese Verallgemeinerung ist zun

achst nur eine andere Schreibweise des in (5.2) denierten
Funktionals, da das Designma in das 2-Funktional nur durch dessen Support, nicht je-
doch durch die mit diesem Ma erzielte Gewichtung von Elementen aus T eingeht. Diese
Eigenschaft wird durch die folgende Dention verwirklicht:
2

(t
0
; ) := 
t
0
(S

)
T
 


(S

) +W

()

-1

t
0
(S

) (5.4)
mit
W

() = diag(
2
(j; ; ) : 
j
2 S

): (5.5)
Dabei ist W

() gerade die Kovarianzmatrix der k

unstlich hinzugef

ugten Mefehler (siehe
5.1)), wobei allerdings nur diejenigen Messungen ber

ucksichtigt werden, deren zugeh

orige
Samplesfunktionale im Support des Designmaes  enthalten sind.
In [37] werden die folgenden Forderungen an die Terme 
2
(j; ; ) gestellt:

2
(j; ; ) =
8
>
<
>
:
0 (
j
) = 
max
1 (
j
) = 0
! 0 ! 0 and (
j
) > 0:
(5.6)
Dabei sei eine Menge T = f
1
; : : : ; 
k
g von Samplefunktionalen zugrundegelegt. Diese Ei-
genschaften lassen sich recht anschaulich interpretieren. Wird ein Samplefunktional 
j
2 T
mit der gr

otm

oglichen Gewichtung, 
max
versehen, so wird kein k

unstlicher Mefehler
hinzuaddiert. Genau umgekehrt wird im entgegengesetzten Fall verfahren, falls also 
j
2 T
nicht im Support von  ist. Dann wird ein k

unstlicher Mefehler mit unendlicher Varianz
hinzuaddiert, womit diese Messung als unbrauchbar deklariert wird. Die letzte Zeile sichert
schlielich, da f

ur einen gegen Null verschwindenden Steuerparameter  die Wirkung der
St

orung der Kovarianzmatrix 

linear verschwindet.
Insbesondere ist aufgrund dieser Eigenschaften sichergestellt, da bei Verwendung unit

arer
Designmae 
T
die Matrix W

(
T
) identisch Null ist, es gilt dann also 2

(t
0
; 
T
) 
2(t
0
; T). M

ogliche Varianten f

ur die Wahl der Varianzen 
2
(j; ; ) sind:
1. 
2
(j; ; ) =  ln(

()
(j)
). Dabei ist 
()
= (
P
j : 
j
2S

(j)
1

)

eine dierenzierbare L
1=
-
N

aherung von 
max
, d.h. es gilt 

! 
max
, falls  gegen Null strebt. In [37] und [41]
wird diese Variante verwendet.
2. 
2
(j; ; ) =

(
1
(j)
)

- (
1

()
)


. Bei gleichem Wert f

ur  werden bei dieser Variante
"
schlechte\ Designpunkte 
j
, also solche, bei denen das Gewicht (j) relativ klein
ist, mit einem Mefehler relativ h

oherer Varianz als bei der ersten Variante versehen
(siehe Abbildung 5.1).
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Abbildung 5.1.: 3 m

ogliche Varianten f

ur die Wahl des k

unstlich zugef

ugten Mefehlers.
 ist ein Designma mit 11

aquidistanten Punkten im Intervall [0; 1].
3. 
2
(j; ; ) =

l

(
1
(j)
)
l
- (
1

()
)
l

, mit einem l 2 R
+
nf0g. Der Parameter l

ubernimmt
teilweise die Funktion, die  in den anderen Varianten hatte. Ver

andert man den Pa-
rameter  bei dieser Variante, so kann erreicht werden, da
"
schlechte\ Designpunkte
entweder st

arker oder schw

acher gewichtet werden als dies bei der Variante 1 der Fall
ist (siehe ebenfalls Abbildung 5.1, untere Zeile).
5.1.2. Berechnung der Richtungsableitung von 2

Das 2-Funktional in der urspr

unglichen Denition in (5.2) ist bereits maximal, da f

ur
die Konstruktion der Vorhersage s

amtliche potentiell zur Verf

ugung stehenden Informa-
tionen in Form von Samplefuntkionalen verwendet werden. Andererseits ist das unmo-
dizierte sowie das modizierte (siehe 5.3) 2-Funktional nicht dierenzierbar nach dem
Designma . Dies ist bedingt dadurch, da die beiden Funktionale von einem Designma
 nur durch dessen Support abh

angen und somit keine sinnvolle Denition einer Richtungs-
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ableitung m

oglich ist. Es ist mit diesen Ans

atzen also nicht m

oglich, Richtungsableitungen
in Abh

angigkeit des Designmaes  zu bestimmen. Somit kann kein Algorithmus konstru-
iert werden, der mittels Richtungsableitungen des 2-Funktionales analytisch ein Designma
ermittelt oder ann

ahert, dessen Support z.B. kleiner ist als die potentiell m

ogliche Maxi-
malgr

oe.
Das Funktional 2

dagegen ist dierenzierbar, der Beweis aus [37] zur Dierenzierbarkeit
der dort eingef

uhrten approximierten Informationsmatrizen kann hierf

ur verwendet werden.
Seien also  und 
0
zwei Designmae, so bestimme die Richtungsableitung von 2

(t
0
; ) in
Richtung 
0
:


t
0
(; 
0
) = lim
!0
2

(t
0
; 

) -2

(t
0
; )

l
0
Hospital
= lim
!0
@
@
2

(t
0
; 

): (5.7)
Dabei sei 

= (1 - ) + 
0
deniert. Berechne weiter die partielle Ableitung aus dem
obigen Ausdruck:
@
@
2

(t
0
; 

) =
@
@
X
i;j :
i
;
j
2S



t
0
(S

)
T
i
 


(S


) +W

(

)

-1
ij

t
0
(S

)
T
j
()
=
X
i;j :
i
;
j
2S



t
0
(S

)
T
i
@
@
 


(S

) +W

(

)

-1
ij

t
0
(S

)
T
j
()
= -
X
i;j :
i
;
j
2S



t
0
(S

)
T
i
h
(

(S

) +W

(

))
-1
@
@
W

(

)(

(S

)
+W

(

)
-1
i
ij

t
0
(S

)
T
j
= -
X
i;j;l :
i
;
j
;
l
2S



t
0
(S
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Dabei ist f

ur die Umformung bei () zu beachten, da S


= S

[ S

0
f

ur alle  2 (0; 1)
gilt und somit gar nicht von  abh

angt. F

ur  = 0 gilt auerdem S

0
= S

. Bei () wurde
eine bekannte Beziehung zur Dierentiation parametrisierter, inverser Matrizen verwendet
(siehe [53]).
Der verbleibende Dierentiationsterm im obigen Ausdruck soll zun

achst f

ur den Fall, da

2
(j; ; ) =  ln(

()
(j)
) ist, berechnet werden. Sei also ein beliebiger Index l gew

ahlt, so da
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Da W

(

) f

ur ! 0 gegen W

() konvergiert, l

at sich die Richtungsableitung in (5.7)
wie folgt darstellen:
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) = diag
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Die Richtungsableitung in (5.9) soll, wie oben schon erw

ahnt wurde, f

ur innitesimal kleine
Werte f

ur  betrachtet werden.
Satz 5.2. Mit den obigen Voraussetzungen gilt 

t
0
(; 
0
) = o().
Beweis. Gem

a Denition giltW

()! 0 f

ur ! 0. Damit gen

ugt es, die Diagonalmatrix


(; 
0
) im Grenzfall ! 0 zu betrachten.
Deniere die Menge B

= f
j
2 S

: (
j
) = 
max
g, deren Kardinalit

at mit N
B

bezeichnet
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sei. Damit gilt:
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Dabei ist zu beachten, da der eingek

astelte Teil f

ur ! 0 verschwindet, da die Faktoren
(
j
)

max
f

ur alle 
j
2 S

n B

echt kleiner als Eins sind und die beteiligten Summen endlich
sind. Zusammen ist damit die Behauptung gezeigt.
Bemerkung 5.3. Das qualitativ gleiche Verhalten von 

t
0
(; 
0
) f

ur gegen Null konvergie-
rende Werte  ist zu beobachten, wenn statt der ersten Variante f

ur die Wahl von 
2
(j; ; )
die zweite oder dritte gew

ahlt wird (siehe Anhang B).
Die genannte Richtungsableitung f

allt also in linearer Ordnung f

ur ! 0. Eine vern

unftige
Kenngr

oe, welche die Abh

angigkeit der Richtungsableitung von 
0
erfat, ist der Faktor,
welcher zu dem linearen Term von 

t
0
(; 
0
) in  geh

ort. In [2] wird dieser Faktor Sensitivity
Function genannt und ist dort Ausgangspunkt eines iterativen Algorithmus zur Ann

aherung
an ein optimales Design f

ur lokal gewichtete Regression (siehe auch in [15] und [37]). Dieser
Faktor sei fortan mit 
t
0
bezeichnet und schreibt sich wie folgt:
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mit
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) = diag
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F
ur ein atomares Designma 
0
= Æ

j
0
mit 
j
0
2 S

kann die allgemeine Form in (5.11)
speziziert werden. Man erh

alt die folgende Fallunterscheidung:
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Bemerkung 5.4. Das Designma 
0
geht linear in das Kriterium 
t
0
(; 
0
) ein. Damit ist
dieses Kriterium im Sinne der Denition in [38] linear, d.h. es gilt f

ur ein beliebiges Desi-
gnma 
0
mit S

0
 T:

t
0
(; 
0
) =
X

j
2T

t
0
(; Æ

j
)
0
(
j
):
5.1.3. Ein Algorithmus und Beispiele
Anhand der Funktion in (5.13) soll nun ein erster, einfacher Algorithmus dargestellt werden,
der iterativ die informativsten Samplefunktionale bestimmt, bei Eintreten eines Mefehlers.
In den darauf folgenden Beispielberechnungen f

ur diesen Algorithmus werden zun

achst nur
gew

ohnliche Deltafunktionale als Samplefunktionale verwendet. Das Verfahren ist aber aus-
dr

ucklich keinen Beschr

ankungen bez

uglich der Wahl der Samplefunktionale unterworfen.
Skizziere den Algorithmus wie folgt:
Die Abbruchkonstante i
end
ist vor-

1
sei ein beliebiges Designma, mit S

1
= T
for i = 1 to i
end
do
finde 
(i)
mit 
(i)
= argmax

j
2T

t
0
(
i
; Æ

j
)

i+1
:=
i
i+1

i
+
1
i+1
Æ

(i)
ab zu w

ahlen und stellt einen Kom-
promi zwischen der Schnelligkeit,
mit der das Verfahren abl

auft, und
der Stabilit

at des Ergebnisses dar.
Generell konvergiert der Algorith-
mus stets f

ur i ! 1, was durch
die Art der Dention der 
i+1
begr

undet ist. So verschwindet f

ur i!1 in der jeweiligen
Iteration der Einu des Maes Æ

(i)
, da dieses mit dem Faktor 1=i gewichtet wird.
Wie sich in numerischen Experimenten gezeigt hat, ist das Ergebnis des Verfahrens un-
abh

angig von der Wahl des Startdesigns 
1
. In den Beispielen ist dies jeweils ein zuf

allig
gew

ahltes Designma.
In Abbildung (5.2) ist der genannte Algorithmus auf ein Vorhersageproblem Pre(t
0
) mit
t
0
= 1:5 f

ur eine zuf

allige eindimensionale Funktion mit bekannter Erwartungswertfunktion
angewendet worden. Dabei basiert die Vorhersage im quadratischen Mittel auf jeweils 20

aquidistanten Funktionswertmessungen im Intervall [0; 1]. Bei den Abbildungen ist mit
Ausnahme von Bild (d) die zugrundeliegende Kovarianzfunktion die Maternsche (siehe
Beispiel 2.5(2)), wobei die Varianz identisch Eins und der Parameter der Reichweite  =
0:25 bzw.  = 0:6 gew

ahlt wurde. Ferner wurde f

ur die Wahl der Varianz des Mefehlers
die erste Variante von den auf Seite 63 vorgeschlagenen gew

ahlt.
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(f) Maternsche Kovarianzfunktion, l = 2
Abbildung 5.2.: Anwendung des Verfahrens auf ein Vorhersageproblem bei t
0
= 1:5 mit
20 auf dem Intervall [0; 1]

aquidistant verteilten Funktionsmessungen.
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Bei den Bildern (a){(c) f

allt auf, da sich bei zunehmender Dierenzierbarkeit der zugrun-
deliegenden zuf

alligen Funktion die gem

a des Verfahrens informativsten Punkte von dem
Vorhersageort zunehmend entfernen. Ein Extrembeispiel ist in Bild (d) dargestellt. Dort
ist f

ur die zugrundeliegende zuf

allige Funktion die Gausche Kovarianzfunktion gew

ahlt
worden (siehe Beispiel 2.5(1)). Dabei ist der Parameter der Reichweite hier gerade der
Kehrwert von . Somit sind die Parameter der Reichweite in diesem und in den F

allen
(a)-(c) vergleichbar. Wie schon in den zitierten Beispielen angemerkt wurde, entspricht
die Gausche Kovarianzfunktion dem Spezialfall einer Maternschen mit Dierenzierbar-
keitsparameter  =1. Die Lage der informativsten Punkte hat sich hier noch weiter vom
Vorhersageort entfernt, sie liegen nun symmetrisch um den Punkt 0:5.
Bei zunehmender Dierenzierbarkeit gewinnen die vom Vorhersageort weiter entfernten
Punkte an Bedeutung im Hinblick auf die Qualit

at der Vorhersage. Dieses Ph

anomen ist
im Prinzip auch ein Kritikpunkt hinsichtlich der Verwendung der Gauschen Kovarianz-
funktion, als Extremfall einer unendlich oft dierenzierbaren Kovarianzfunktion. Denn ist
bei einem Gauschen Proze mit ebendieser Kovarianzfunktion der Proze in einer inni-
tesimalen Umgebung eines Punktes bekannt, so l

at sich der Proze an jeder beliebig weit
entfernten Stelle beliebig genau vorhersagen (siehe in [56]). Gleichzeitig jedoch werden die
dem Vorhersageort am n

achsten liegenden Punkte immer weniger stark gewichtet. Bedingt
durch den auftretenden Mefehler beeinussen sie die Qualit

at der Vorhersage stets stark
negativ, d.h. sie erh

ohen den Vorhersagefehler. Nur bei einer relativ geringen Dierenzier-
barkeit scheint dieser Eekt kompensiert zu werden, so da diese Punkte dennoch die f

ur
die Vorhersage informativsten Punkte sind (siehe Bild (a)).
Wird der Parameter der Reichweite  erh

oht, so ist der Eekt

ahnlich, wie wenn der Grad
der Dierenzierbarkeit w

achst (siehe in Bild (e)). Die Begr

undung ist dabei ebenfalls analog.
Schlielich wird in Bild (f) f

ur die Varianz des Mefehlers die dritte Variante von den auf
Seite 63 vorgeschlagenen, verwendet. Der Fall, da der Parameter l = 0 ist, entspricht
gerade der ersten Variante (siehe Anhang B) und durch die Verwendung von l = 2 wird
in diesem Fall die Unterscheidung zwischen relativ informativeren und uninformativeren
Punkten im Design
"
weicher\ gemacht (siehe dazu auch S. 63f.).
F

ur eine zu oben analoge Vorhersage, jedoch f

ur eine zweidimensionale zuf

allige Funktion
siehe Abbildung 5.3. Mit Ausnahme von Bild (d) wurde auch hier die Maternsche Kova-
rianzfunktion gew

ahlt. In Bild (c) dagegen, zum Vergleich wie oben, die Gausche Kova-
rianzfunktion, wobei auch hier der Range-Parameter so gew

ahlt wurde, da er mit den
anderen F

allen vergleichbar ist. Die Vorhersage nach mittleren Quadraten wird jeweils f

ur
den Punkt t
0
= (1:5; 1:5) gemacht und basiert auf Funktionswerten, die im Einheitsquadrat
[0; 1]
2
auf einem uniformen 16 16-Gitter gemessen werden.
Die Ergebnisse spiegeln das bereits f

ur den eindimensionalen dargestellte und interpretierte
Verhalten bei Ver

anderung des Dierenzierbarkeitsparameters analog wider.
5.1.4. Zusammenfassung und weitere Verwendungsm

oglichkeiten
Der oben dargestellte Algorithmus sowie die dazugeh

origen Beispiele sind nur eine erste
einfache Anwendung des vorgestellten Prinzips der gest

orten Kovarianzmatrizen. Zur

uck-
blickend war es das Ziel, eine Versuchsplanung f

ur den Fall endlicher Vesuchsdesigns zu
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(b) Maternsche Kovarianzfunktion, l = 0
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(c) Gausche Kovarianzfunktion, l = 0
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(d) Maternsche Kovarianzfunktion, l = 4
Abbildung 5.3.: Anwendung des Verfahrens auf ein Vorhersageproblem bei t
0
=
(1:5; 1:5) mit 256 auf dem Einheitsquadrat [0; 1]
2
gitterf

ormig verteilten
Funktionsmessungen.
erm

oglichen, wobei das zugrundeliegende Experiment eine Vorhersage mit Fehlerevaluie-
rung nach mittleren Quadraten war. Bisher wird diese Art der Versuchsplanung praktisch
ausschlielich mittels numerischer Optimierungsverfahren behandelt, die in der Regel direkt
versuchen, ein Design zu nden, welches den mittleren quadratischen Fehler in (5.2) unter
gewissen Nebenbedingungen (z.B. die Gr

oe oder die Zusammensetzung des Designs betref-
fend) minimiert (siehe auch Abschnitt 3.3). Dagegen wurde mit dem hier vorgestellten Prin-
zip eine M

oglichkeit aufgezeigt, das Problem tiefergehend analytisch zu behandeln, um dann
einen einfachen, wie auch schnellen Algorithmus f

ur die Suche nach einem optimalen Design
zu verwenden. In gewisser Weise ist das Vorgehen durch die Methodik in der klassischen
Versuchsplanung motiviert. Im Rahmen des Theorems von Whittle

uber die Minimierung
konvexer Fehlerfunktionale wird ebenfalls ein iterativer Algorithmus zur AuÆndung eines
optimalen Designs vorgeschlagen, der auf der Richtungsableitungen des Fehlerfunktionals
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basiert (siehe in [38]). Die Dierenzierbarkeitseigenschaft des 2-Funktionals geht jedoch im
nichtklassischen, also dem Fall korrelierter Samplefunktionale, verloren, wie oben gezeigt
wurde. Daher wurde das urspr

ungliche 2-Funktional dierenzierbar modiziert. In dem
gezeigten Beispiel wurde dieses Funktional f

ur das AuÆnden der informativsten Punkte
innerhalb einer Menge von Samplefunktionalen bei Einsetzen von Mefehlern verwendet.
Eine m

ogliche weitere Anwendung ist das AuÆnden eines optimalen Teildesigns T
s
 T,
wobei T
s
nur s < k Samplefunktionale enth

alt. In [37] und [41] wird eine Verallgemeinerung
des oben dargestellten Algorithmus vorgestellt, der es erm

oglicht, die beabsichtigte Desi-
gngr

oe s bei den Iterationsschritten zu ber

ucksichtigen. Dazu werden in jedem Iterations-
schritt die Designmae 
i
in der H

ohe 1=s gekappt. Es wird also statt mit 
i
mit den Maen

#
i
:= max(0; 
i
- 1=s) gearbeitet. Es gilt somit bereits 
#
i
(
j
) = 0, falls 
#
i
(
j
)  1=s. Das
Samplefunktional 
j
wird also in diesem Fall bereits als nicht informativ in bezug auf die
relative Maximierung des 2-Funktionals eingestuft, obwohl vielleicht sogar 
i
(
j
) > 0 gilt.
Um wiederum eine dierenzierbare Modikation des 2-Funktionals zu erhalten, werden in
den zitierten Arbeiten die gekappten Designmae 
#
i
analog zu der Approximation von

max
, dierenzierbar approximiert.
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A. Anhang
Lemma. Sei (H; h; ; i
H
) ein Hilbertraum und B(H) = fz 2 H : kzk
H
 1g die abgeschlos-
sene Einheitskugel in H. Die Norm k  k
H
ist dabei die durch das Skalarprodukt erzeugte.
Es gilt f

ur alle x 2 H:
kxk
H
= sup
x2B(H)
jhx; hij
H
:
Beweis. Sei o.B.d.A. x 2 H n 0.
(i) Es gilt:
kxk
2
H
= hx; xi
H
= kxk
H
hx;
x
kxk
H
i
H
) kxk
H
= khx;
x
kxk
H
i
H
j:
Da
x
kxk
H
2 B(H) ist, gilt also kxk
H
 sup
h2B(H)
khx; hi
H
j.
(ii) Sei x 2 H beliebig gew

ahlt. Es gilt dann x = kxk
H
e mit dem Einheitsvektor e =
x
kxk
H
.
Damit folgt:
sup
h2B(H)
jhx; hi
H
j = sup
h2B(H)
jkxk
H
he; hi
H
j
= kxk
H
sup
h2B(H)
jhe; hi
H
j
()
 kxk
H
sup
h2B(H)
(kek
H
khk
H
) = kxk
H
:
Dabei ist die mit () gekennzeichnete Ungleichung gerade die Cauchy-Schwartsche.
Aus (i) und (ii) folgt die Behauptung.
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B. Anhang
B.1. Konvergenzverhalten von alternativen Varianztermen

2
(j; ; ) =

(
1
(j)
)

- (
1

()
)


:
Zur Berechnung der Richtungsableitung 

t
0
(; 
0
) werte den Dierentiationsterm aus (5.8)
aus. Sei ein beliebiges aber festes m so gew

ahlt, da 
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
liegt, dann gilt:
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Die Richtungsableitung 

t
0
(; 
0
) ist also ebenso von linearer Ordnung in  f

ur ! 0. Zur
Berechnung des Grenzwertes lim
!0
1



t
0
(; 
0
) schreibe:
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An der mit () gekennzeichneten Stelle ist zu beachten, da
1

()
f

ur  ! 0 gegen 1
konvergiert.
Damit stimmt die Funktion 
t
0
(; 
0
)

uberein mit der in (5.13) berechneten.
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Verwende die gleiche Indizeswahl wie oben und erhalte damit:
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Auch hier ist somit die Richtungsableitung 

t
0
(; ) von linearer Ordnung in  f

ur ! 0.
Berechne schlielich in Analogie zum obigen Fall den folgenden Grenzwert:
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Die in (5.11) eingef

uhrte Gr

oe soll abschlieend f

ur den Fall, da 
0
ein atomares De-
signma ist, dargestellt werden. Sei also 
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
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ist. Es gilt
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In dem in Kapitel 5 vorgeschlagenen Algorithmus zur iterativen Bestimmung der infor-
mativsten Samplefunktionale bei Eintreten von Mefehlern wird in jedem Iterationsschritt
nach demjenigen Funktional 
j
0
2 S

gesucht, welches das Funktional 
t
0
(; Æ

j
0
) ma-
ximiert. Daher kann der Summand A im obigen Ausdruck weggelassen werden, da er in
beiden der zwei zu unterscheidenden F

alle auftritt.
79
C. Anhang
C.1. Zerlegung der Sch

atzvarianz bei lokaler Regression
Gegeben sei der lokale Regressionssch

atzer g^(t
0
) = L
T
lok
(t
0
)Z mit dem zugeh

origen Sam-
plevektor Z
T
= (Z
1
; : : : ; Z
k
; Z
k+1
). Nehme ferner an, da die Varianz 
2
der Sch

atzfehler
bekannt sei und w

ahle sie o.B.d.A. identisch 1. Die Sch

atzvarianz erh

alt dann die Form:
Var g^(t
0
) = f
T
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
F
T
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0
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
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0
)
2
F

F
T
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0
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
-1
f(t
0
):
Fortan soll der

Ubersichtlichkeit halber in der Bezeichnungsweise die Abh

angigkeit der Ma-
trix W vom Sch

atzort t
0
fortgelassen werden. Mit den Bezeichnungen a =
p
w
k+1

k+1
(f)
und a
0
= w
k+1

k+1
(f) sind die folgenden Zerlegungen von Matrizen im obigen Ausdruck
m

oglich:
F
T
WF = S+ aa
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:
Die Matrix
~
F ist ganz analog zu der in Abschnitt 4.2 deniert, und es gelte ferner
~
W =
diag(w
1
(t
0
); : : : ; w
k
(t
0
)). Damit l

at sich die Varianz selbst wie folgt zerlegen:
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Dabei sei V =
S
-1
aa
T
S
-1
1+a
T
S
-1
a
deniert, und
b
~
g sei der entsprechende lokale Regressionssch

atzer
unter Verwendung der Samples Z
1
; : : : ; Z
k
.
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