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ANALOGUES OF THE pnTH HILBERT SYMBOL IN
CHARACTERISTIC p (UPDATED)
CONSTANTIN-NICOLAE BELI
Abstract. The pth degree Hilbert symbol (·, ·)p : K×/K×p × K×/K×p →
p Br(K) from characteristic 6= p has two analogues in characteristic p,
[·, ·)p : K/℘(K)×K
×/K×p → p Br(K),
where ℘ is the Artin-Schreier map x 7→ xp − x, and
((·, ·))p : K/K
p ×K/Kp → p Br(K).
The symbol [·, ·)p generalizes to an analogue of (·, ·)pn via the Witt vectors,
[·, ·)pn : Wn(K)/℘(Wn(K))×K
×/K×p
n
→ pn Br(K).
Here Wn(K) is the truncation of length n of the ring of p-typical Witt
wectors, i.e. W{1,p,...,pn−1}(K).
In this paper we construct similar generalizations for ((·, ·))p. Our construc-
tion involves Witt vectors and Weyl algebras. In the process we obtain a new
kind of Weyl algebras in characteristic p, with many interesting properties.
The symbols we introduce, ((·, ·))pn and, more generally, ((·, ·))pm,pn ,
which here are defined in terms of central simple algebras, coincide with the
homonymous symbols we introduced in [B] in terms of the symbols [·, ·)pn .
This will be proved in a future paper. In the present paper we only introduce
the symbols and we prove that they have the same properties with the symbols
from [B]. These properties are enough to obtain the representation theorem
for pn Br(K) from [B, Theorem 4.10].
Keywords: simple central algebras, Brauer group, Witt vectors, Weyl algebras
MSC: 16K20, 13F35, 16K50
1. Introduction
If A is a central division algebra (c.s.a.) over a field K then we denote by [A]
its class in the Brauer group (Br(K),+). We have [A] + [B] = [A⊗B], 0 = [K] =
{Mn(K) | n ≥ 1} and −[A] = [Aop]. We denote by n Br(K) the n-torsion of Br(K).
From now on we assume that charK = p. We denote by F the Frobenius map,
x 7→ xp and by ℘ = F − 1 the Artin-Schreier map, x 7→ xp − x.
Reall that if charK 6= p and µp ⊂ K then we have the bilinear and skew-
symmetric Hilbert symbol (·, ·)p : K
×/K×p×K×/K×p → p Br(K). In characteris-
tic p, besides (K×/K×p, ·), we have two more groups, (K/℘(K),+) and (K/Kp,+).
These three greoups are involved in two bilinear symbols with values in p Br(K),
which are analogues of (·, ·)p.
The symbol [·, ·)p = [·, ·)K,p : K/℘(K)×K×/K×p → p Br(K) is given by [a, b)p =
[A[a,b)p ], where A[a,b)p is a c.s.a. of degree p over K generated by x, y, with the
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relations xp−x = a, yp = b and yxy−1 = x+1, i.e. yx = xy+ y. The symbol [·, ·)p
is bilinear.
The symbol ((·, ·))p = ((·, ·))K,p : K/KP × K/Kp → p Br(K) is given by
((a, b))p = [A((a,b))p ], where A((a,b))p is a c.s.a. of degree p over K generated by
x, y, with the relations xp = a, yp = b and [y, x] := yx− xy = 1.
The symbol ((·, ·))p is bilinear and skew-symmetric. It also has the property
((ab, c))p + ((bc, a))p + ((ca, b))p = 0 ∀a, b, c ∈ K. This enables us to define linear
map αp : Ω
1(K)/ dK → p Br(K) by a db 7→ ((a, b))p. Here Ω1(K) is the K-module
generated by da with a ∈ K, subject to d(a+ b) = da+ db d(ab) = a db+ b da for
a, b ∈ K.
Unlike [·, ·)p, the symbol ((·, ·))p is not widely used. We found this notation in
[KMRT, page 25], but only when p = 2. The properties of ((·, ·))p listed above
appear in [BK1, 8.1.1], where Af,g is used to denote A
op
((f,g))p
.
The symbols [·, ·)p and ((·, ·))p are related by the relations ((a, b))p = [ab, b)p if
b 6= 0 and ((a, 0))p = 0. Therefore the symbol ((·, ·))p defined here is the same with
the symbol from [B]. (See [B, Remark 3.1(2)].)
We didn’t find the formula ((a, b))p = [ab, b)p in the literature so we prove it
here. We will produce an isomorphism f between A[a,b)p = K〈z, u | z
p − z =
a, up = b, uz = zu + u〉 and A((a,b))p = K〈x, y | x
p = a, yp = b, [y, x] = 1〉. We
take f with f(z) = xy and f(u) = y. To prove that there is a morphism with
these properties we must show that f preserves the relations between generators,
i.e. that (xy)p − xy = a, y(xy) = (xy)y + y and yp = b. We already have the third
relation and for the second we just note that yxy − xyy = [y, x]y = y. For the
first relation we note that [·, x] is a derivation so [y, x] = 1 implies [yn, x] = nyn−1,
i.e. ynx = xyn + nyn−1 for n ≥ 1. It follows that xn+1yn+1 = xn(xyn)y =
xn(ynx − nyn−1)y = xnynxy − nxnyn = xnyn(xy − n). Then, by induction on n,
we get xnyn = (xy)(xy − 1) · · · (xy − n+ 1). In particular, ab = xpyp = (xy)(xy −
1) · · · (xy − p + 1) = (xy)p − (xy). So f is defined and it is obviously surjective
(f(zu−1) = x and f(u) = y). Since A[ab,b)p is a c.s.a. f is an isomorphism.
The symbol [·, ·)p generalizes to a symbol with values in the pn-torsion of the
Brauer group via Witt vectors. Namely, we have a symbol [·, ·)pn = [·, ·)K,pn :
Wn(K)/℘(Wn(K)) × K×/K×p
n
→ pn Br(K), where the Artin-Schreier map ℘ is
defined on p-typical Witt vectors by ℘ = F − 1, i.e. if x = (x0, . . . , xn−1) ∈ Wn(K)
then ℘(x) = Fx − x = (xp0 , . . . , x
p
n−1) − (x0, . . . , xn−1). If a = (a0, . . . , an−1) ∈
Wn(K), b ∈ K× then [a, b)p = [A[a,b)p ], where A[a,b)p is a c.s.a. of degree p
n
generated by x = (x0, ..., xn−1) and y, where x0, . . . , xn−1 commute with each
other, with the relations ℘(x) = a, yp
n
= b and yxy−1 = x+ 1. Here x is regarded
as a Witt vector and in the last relation yxy−1 := (yx0y
−1, . . . , yxn−1y
−1) and
x+ 1 is a sum of Witt vectors, x+ 1 = (x0, . . . , xn−1) + (1, 0, . . . , 0).
In this paper we will produce similar generalizations for ((·, ·))p. Our construc-
tion involves Weyl algebras and Witt vectors. As a by-product, we construct a new
class of Weyl algebras in characteristic p. In a future paper we will prove that the
symbols ((·, ·))pm,pn we introduce here are the same with the ones from [B]. For
now, we only prove they have the same properties.
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2. Universal B algebra
Throughout this paper N denotes N0 = Z≥0 and N
∗ denotes N1 = Z≥1.
Unless otherwise specified, all rings are assumed to be commutative, with unity.
By [·, ·] we denote the commutator, [a, b] = ab − ba. For every a the map [a, ·]
is a derivation, i.e. [a, b1 · · · bn] =
∑n
i=1 b1 · · · bi−1[a, bi]bi+1 · · · bn. Similarly for
[·, b]. In particular, if [a, b] = 1 then for any n ≥ 1 we have [a, bn] = nbn−1 and
[an, b] = nan−1.
For every S ⊆ N∗ we denote by S−1 = {n−1 | n ∈ S}. Note that Z[S−1] =
Z[p−1 | p prime, ∃n ∈ S, p | n]. A ring R has a structure of Z[S−1]-ring iff S ⊆ R×
or, equivalently, iff p ∈ R× for all primes p dividing elements from S.
If S ⊆ N∗ then we denote
IS = {i = (in)n∈S ∈ N
S | in = 0 for almost all n ∈ S}.
If x = (xn)n∈S , where all xn commute with each other, and i = (in)n∈S ∈ IS then
we define xi =
∏
n∈S x
in
n . Since in = 0 for almost all n this is a finite product.
When S = N∗ we denote I = IN∗ .
On IS we define the lexicographic order ≤ as follows. If i = (in)n∈S , j =
(jn)n∈S ∈ IS we say that i < j if there is n ∈ S such that in < jn and ik = jk for
k < n. Note that for any S ⊆ N∗ we can regard (IS ,≤) as a subset of (I,≤) by
identifying (in)n∈S ∈ IS with (in)n≥1 ∈ I, where in := 0 for n ∈ N∗ \ S. If S = ∅
we put I∅ = {0}.
If x = (xn)n∈S has commuting entries and i = (in)n∈S ∈ IS then we denote by
xi =
∏
n∈S x
in
n . Since in = 0 for almost all n this is a finite product. If S = ∅ then
by x = (xn)n∈∅ we mean an empty sequence of length zero and the set {x
i | i ∈ I∅}
is just {1}.
If n ∈ N ∪ {∞} we put In = I{1,...,n}. When n = 0 by {1, . . . , n} we mean ∅ so
I0 = I∅ = {0}. If n =∞ then {1, . . . , n} means N
∗ so I∞ = I.
Note that any S ⊆ N∗ can be written as S = {s1 < s2 < · · · < sn} for some
n ∈ N ∪ {∞} so (S,≤) ∼= {1, . . . , n}. Also if x = (xk)k∈S and i = (ik)k∈S ∈ IS
then the product xi writes as xi = yj, where y = (y1, . . . , yn), with yk = xsk , and
j = (j1, . . . , jn) ∈ In, where jk = isk . So we can restrict ourselves to subsets S of
N∗ of the type {1, . . . , n} for some n ∈ N ∪ {∞}. However, as we will see later, we
need sequences x indexed by subsets of N∗ that are not of this form.
If R is a ring, n ∈ N ∪ {∞} and X = (X1, . . . , Xn) then X i with i ∈ In
are a basis for R[X ] = R[X1, . . . , Xn]. (If n = 0 then R[X1, . . . , Xn] := R.) A
polynomial in R[X ] has the form P =
∑
i∈In
aiX
i, where ai ∈ R are almost all
zero and we define degX P = max{i ∈ In | ai 6= 0} and degX 0 = −∞. Then
degX : R[X ]→ In ∪ {−∞} has the usual properties of the degree: degX(P +Q) ≤
max{degX P, degX Q} and degX PQ ≤ degX P + degX Q, with equality when R is
an integral domain.
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If R is a ring, m,n ∈ N ∪ {∞}, X = (X1, . . . , Xm) and Y = (Y1, . . . , Yn) then
we define R〈[X ], [Y ]〉 = R〈[X1, . . . , Xm], [Y1, . . . , Yn]〉 as
R〈[X ], [Y ]〉 = R〈X,Y | [Xi, Xj ] = 0 ∀i, j, [Yi, Yj ] = 0 ∀i, j〉.
Let {X} = {X1, . . . , Xm} and {Y } = {Y1, . . . , Yn}. We call a word in R〈[X ], [Y ]〉
a product Z = Z1 · · ·Zk with Zh ∈ {X}∪ {Y }. We denote ZX =
∏
Zh∈{X}
Zh and
ZY =
∏
Zh∈{Y }
Zh and we define degX Z := degX ZX and degY Z := degY ZY .
Note that every word writes uniquely as Z = X i1Y j1 · · ·X isY js for some s ≥ 1,
ih ∈ Im, jh ∈ In, with ih 6= 0 if h > 1, jh 6= 0 if h < s. Then ZX = X i1+···+is ,
ZY = Y
j1+···+js so degX Z = i1 + · · ·+ is, degY Z = j1 + · · ·+ js. The words are
a basis for R〈[X ], [Y ]〉. If P ∈ R〈[X ], [Y ]〉, P =
∑
Z aZZ, where Z covers all words
and aZ ∈ R are almost all zero, then we define degX P = max{degX Z | aZ 6= 0}
and degY P = max{degY Z | aZ 6= 0}.
We denote by R[X ][Y ] the submodule of R〈[X ], [Y ]〉 generated by the words
X iY j with i ∈ Im, j ∈ In. An element in R[X ][Y ] has the form
∑
i∈Im,j∈In
ai,jX
iY j ,
where ai,j ∈ R and ai,j = 0 for almost all i, j. We have degX P = max{i ∈ Im |
∃j ∈ In, ai,j 6= 0} and degY P = max{j ∈ In | ∃i ∈ Im, ai,j 6= 0}.
Note that R[X ][Y ] is the image of the injective linear map µ : R[X ]⊗R R[Y ]→
R〈[X ][Y ]〉, given by P (X)⊗Q(Y ) 7→ P (X)Q(Y ).
For convenience, if C is an R-algebra and x1, . . . , xn ∈ C we say that C =
R[x1, . . . , xn] strictly if C ∼= R[X1, . . . , Xn] relative to the generators x1, . . . , xn.
Similarly, we say that C = R〈x1, . . . , xn〉 strictly ifC is freely generated by x1, . . . , xn.
For every n ∈ N∗ we put
D(n) = {d ∈ N∗ : d | n} and D∗(n) = D(n) \ {n}.
Recall that the elements of in W , the ring of universal Witt vectors, write as
x = (x1, x2, . . .). The ghost functions wn are defined as wn(x) =
∑
d|n dx
n/d
d . Over
Q the sum and the product of the Witt vectors x = (x1, x2, . . .), y = (y1, y2, . . .)
are given by x + y = z = (z1, z2, . . .) and xy = t = (t1, t2, . . .), where z and t
satisfy wn(z) = wn(x) + wn(y) and wn(t) = wn(x)wn(y). One proves easily that
zn = sn(x, y), tn = pn(x, y) for some sn, pn ∈ Q[Xd, Yd | d ∈ D(n)]. But it turns
out that in fact sn and pn have coefficients in Z. This allows the definition of
the ring of Witt vectors to be extended over arbitrary rings by defining x + y =
(s1(x, y), s2(x, y), . . .), xy = (p1(x, y), p2(x, y), . . .).
We also consider truncation sets, i.e. subsets P of N∗ with the property that if
n ∈ P then D(n) ⊆ P . They appear in the definiton of the truncated Witt vectors
WP , whose elements have the form (xn)n∈P . The operations on Wp are defined
the same way as for the universal Witt vectors. If x = (xn)n∈P , y = (yn)n∈P then
x+ y = (sn(x, y))n∈P , xy = (pn(x, y))n∈P .
If P,Q are truncation sets with Q ⊆ P and x = (xn)n∈P is a Witt vector from
WP then we denote by xQ its truncation in WQ, xQ = (xn)n∈Q.
ANALOGUES OF THE pnTH HILBERT SYMBOL IN CHARACTERISTIC p (UPDATED) 5
Definition 1. If R is a Q-ring then we define B(R), the universal B algebra
over R, as the R-algebra generated by x = (x1, x2, . . .) and y = (y1, y2, . . .), with
the relations [wm(x), wn(x)] = [wm(y), wn(y)] = 0 and [wn(y), wm(x)] = δm,nm
∀m,n ∈ N∗.
More generally, if P,Q are truncation sets and R is a Z[P−1, Q−1]-ring, i.e.
with P,Q ⊆ R×, we define the algebra BP,Q(R) generated by x = (xm)m∈P and
y = (yn)n∈Q, with the relations [wm(x), wn(x)] = 0 ∀m,n ∈ P , [wm(y), wn(y)] = 0
∀m,n ∈ Q and [wn(y), wm(x)] = δm,nm, ∀m ∈ P, n ∈ Q.
If P = Q we denote BP (R) = BP,P (R). In particular, B(R) = BN∗(R).
Remark. If P,Q, P ′, Q′ are truncation sets with P ′ ⊆ P and Q′ ⊆ Q then any
Z[P−1, Q−1]-ring R is also a Z[P ′−1, Q′−1]-ring. Also the generators of BP ′,Q′(R)
are amongst the generators of BP,Q(R) and the relations among generators in
BP ′,Q′(R) also hold in BP,Q(R). So we have a cannonical morphism BP ′,Q′(R)→
BP,Q(R).
Lemma 2.1. Let C be an algebra over a ring R and let n ∈ N ∪ {∞}. Assume
that x = (x1, . . . , xn) and y = (y1, . . . , yn) are two sequences with entries in C such
that for 1 ≤ i ≤ n we have yi ∈ aixi + 〈x1, . . . , xi−1〉 for some ai ∈ R×.
(i) For every 1 ≤ i ≤ n we have xi ∈ a
−1
i yi + 〈y1, . . . , yi−1〉. As a consequence,
〈x1, . . . , xn〉 = 〈y1, . . . , yn〉. In particular, x1, . . . , xn commute with each other iff
y1, . . . , yn do so.
(ii) We have C = R〈x1, . . . , xn〉 strictly iff C = R〈y1, . . . , yn〉 strictly.
(iii) We have C = R[x1, . . . , xn] strictly iff C = R[y1, . . . , yn] strictly.
Proof. (i) Note that the second statement follows from the first by double in-
clusion. We use induction on i. If i = 1 by hypothesis y1 = a1x1 + b for some
b ∈ R. It follows that x1 = a
−1
1 y1 − a
−1
1 b and we are done. Assume now that (i)
holds for indices < i. Then y1, . . . , yi−1 can be written in terms of x1, . . . , xi−1
and vice versa so 〈x1, . . . , xi−1〉 = 〈y1, . . . , yi−1〉. Then yi ∈ aixi+ 〈x1, . . . , xi−1〉 =
aixi + 〈y1, . . . , yi−1〉 implies that xi ∈ a
−1
i yi + 〈y1, . . . , yi−1〉.
(ii) In the view (i) our statement is symmetric in x and y so we will prove only
that if C = R〈x1, . . . , xn〉 strictly then C = R〈y1, . . . , yn〉 strictly. We consider
a free algebra C′ = R〈z1, . . . , zn〉. Then there is a unique morphism of alge-
bras f : C′ → C given by f(zi) = yi. We have xi ∈ a
−1
i yi + 〈y1, . . . , yi−1〉 =
a−1i f(zi) + 〈f(z1), . . . , f(zi−1)〉 = f(a
−1
i zi + 〈z1, . . . , zi−1〉). Hence there is ti ∈
a−1i zi + 〈z1, . . . , zi−1〉 with f(ti) = xi. We denote z = (z1, . . . , zn), t = (t1, . . . , tn).
Since C = R〈x1, . . . , xn〉 strictly there is a unique morphism of algebras g : C → C′
with g(xi) = ti. Then for any i we have f(g(xi)) = f(ti) = xi so f ◦ g = 1C . Since
C′ = R〈z1, . . . , zn〉 strictly, ti ∈ a
−1
i zi + 〈z1, . . . , zi−1〉 and g(xi) = ti we have that
C′, z, t, C, x and g are in the same situation as C, x, y, C′, z and f . Then, by
the same reasoning as for f , we get that g too admits an inverse to the right, i.e.
there is h : C′ → C such that g ◦ h = 1C′ . Together with f ◦ g = 1C , this implies
that f = h so f and g are inverse to each other isomorphisms. Since C′ is freely
generated by z1, . . . , zn this implies that C is freely generated by f(z1), . . . , f(zn),
i.e. by y1, . . . , yn.
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(iii) is similar to (ii) but this time we define C′ = R[z1, . . . , zn] and for the
construction of f and g we use the universal property for polynomial algebras
instead of free algebras. ✷
Corollary 2.2. If R is a Z[P−1, Q−1]-ring then the condtitons [wm(x), wn(x)] = 0
∀m,n ∈ P and [wm(y), wn(y)] = 0 ∀m,n ∈ Q from the definition of BP,Q(R) are
equivalent to [xm, xn] = 0 ∀m,n ∈ P and [ym, yn] = 0 ∀m,n ∈ Q, respectively.
Also 〈wm(x) | m ∈ P 〉 = 〈xm | m ∈ P 〉 and 〈wn(y) | n ∈ Q〉 = 〈yn | n ∈ Q〉.
Proof. Since R is a Z[P−1, Q−1]-ring we have P,Q ⊆ R×. For every m ∈ P
we have wm(x) =
∑
d|m dx
m/d
d ∈ mxm + 〈xk | k ∈ P, k < m〉 and m ∈ R
×.
Hence [wm(x), wn(x)] = 0 ∀m,n ∈ P is equivalent to [xm, xn] = 0 ∀m,n ∈ P
and 〈wm(x) | m ∈ P 〉 = 〈xm | m ∈ P 〉 by Lemma 2.1(i). Similarly for the
equivalence between [wm(y), wn(y)] = 0 ∀m,n ∈ Q and [ym, yn] = 0 ∀m,n ∈ Q and
for 〈wn(y) | n ∈ Q〉 = 〈yn | n ∈ Q〉. ✷
Lemma 2.3. Let C be an algebra over a ring R and let m,n ∈ N ∪ {∞}. Let
x = (x1, . . . , xm), y = (y1, . . . , yn) be sequences in C such that xi’s commute with
each other and yj’s commute with each other. The following are equivalent:
(i) xiyj with i ∈ Im, j ∈ In are a basis of C.
(ii) Every element α ∈ C writes uniquely as α = P (x1, . . . , xm, y1, . . . , yn) for
some P ∈ R[X1, . . . , Xm][Y1, . . . , Yn].
(iii) If C′ and C′′ are the subalgebras of C generated by x1, . . . , xm and y1, . . . , yn,
respectively, then C′ = R[x1, . . . , xm] and C
′′ = R[y1, . . . , yn] strictly and the linear
map µ : C′ ⊗R C′′ → C, given by α⊗ β 7→ αβ, is bijective.
Proof. The equivalence between (i) and (ii) is trivial.
The condition that C′ = R[x1, . . . , xm] strictly from (iii) is equivalent to the
fact that xi with i ∈ Im are linearly independent, i.e. that they are a basis for
C′. But this is a consequence of (i). Similarly, C′′ = R[y1, . . . , yn] strictly means
that yj with j ∈ In are a basis of C′′ and this is a consequence of (i). Assuming
that the two conditions are fulfilled, xi ⊗ yj with i ∈ Im, j ∈ In are a basis for
C′ ⊗R C′′. Then the condition that µ is a bijection is equivalent to the fact that
µ(xi ⊗ yj) = xiyj, with i ∈ Im, j ∈ In, are a basis for C, i.e. it is equivalent to (i).
✷
Let P,Q ⊆ N∗ be truncation sets and let R be a ring with P,Q ⊆ R×. Let
x = (xm)m∈P , y = (yn)n∈Q. If m ∈ P , n ∈ Q then m,n ∈ R×. We denote
zm = wm(x) and tn = n
−1wn(y), which is defined since n ∈ R
×. We have zm ∈
mxm + 〈xk | k ∈ P, k < m〉, with m ∈ R× and tn ∈ yn + 〈yl | l ∈ Q, l < n〉, with
1 ∈ R×. Hence if z = (zm)m∈P and t = (tn)n∈Q then Lemma 2.1 applies both to x
and z and to y and t.
We now prove that BP,Q(R) writes in terms of the Weyl algebras. Recall that
the N -th Weyl algebra AN (R) is the R-algebra generated by x = (x1, . . . , xN ) and
ANALOGUES OF THE pnTH HILBERT SYMBOL IN CHARACTERISTIC p (UPDATED) 7
y = (y1, . . . , yN) with the relations [xm, xn] = [ym, yn] = 0 and [yn, xm] = δm,n for
1 ≤ m,n ≤ N . It has the property that xiyj with i, j ∈ IN form a basis for AN (R).
We write AN (R)(x, y) if we want to specify the generators x and y.
Lemma 2.4. (i) Let z′ = (zm)m∈P∩Q, z
′′ = (zm)m∈P\Q, t
′ = (tn)n∈P∩Q, t
′′ =
(tn)n∈Q\P . Then BP,Q(R) = A|P∩Q|(z
′, t′)[z′′, t′′] strictly.
In particular, if P = Q = N∗ then B(R) = A∞(z, t).
(ii) zitj with i ∈ IP , j ∈ IQ are a basis of BP,Q(R) over R.
Proof. (i) By Lemma 2.1(ii) the free algebras R〈x〉 and R〈y〉 are freely gen-
erated by z and t. Hence R〈x, y〉 is freely generated by z and t. Since zm =
wm(x), tn = n
−1wn(y) the relations [wm(x), wn(x)] = 0 [wm(y), wn(y)] = 0 and
[wn(y), wm(x)] = δm,nm write as [zm, zn] = 0, [tm, tn] = 0 and [tn, zm] = δm,n.
Hence BP,Q(R) = R〈z, t | [zm, zn] = 0, [tm, tn] = 0, [zm, tn] = δm,n〉. Note that the
only pairs of generators that do not commute are zn, tn with n ∈ P ∩Q, when we
have [tn, zn] = 1, so they involve only the entries of z
′ and t′. The relations among
generators involving only the entries of z′ and t′ are [zm, zn] = [tm, tn] = 0 and
[zm, tn] = δm,n ∀m,n ∈ P ∩Q and they define the algebra A|P∩Q|(z
′, t′). The rela-
tions involving zm with m ∈ P \Q and tn with n ∈ Q \P , i.e. the entries of z′′ and
t′′, are the commutativity relations with all the other generators. It follows that
BP,Q(R) = C[z
′′, t′′] strictly, where C = R〈z′, t′ | [zm, zn] = [tm, tn] = 0, [tn, zm] =
δm,n〉 = A|P∩Q|(z
′, t′).
(ii) By the theory of Weyl algebras z′at′b, a, b ∈ IP∩Q, are a basis of C =
A|P∩Q|(z
′, t′) over R. Since BP,Q(R) = C[z
′′, t′′] strictly z′′ct′′d, c ∈ IP\Q, d ∈
IQ\P , are a basis of BP,Q(R) over C. Hence z
′at′bz′′ct′′d = (z′az′′c)(t′bt′′d), with
a, b ∈ IP∩Q, c ∈ IP\Q, d ∈ IQ\P , are a basis of BP,Q(R) over R. But {z
′az′′c | a ∈
IP∩Q, c ∈ IP\Q} = {z
i | i ∈ IP } and {t′bt′′d | b ∈ IP∩Q, d ∈ IQ\P } = {t
j | j ∈
IQ}. Hence the conclusion. ✷
Lemma 2.5. xiyj with i ∈ IP , j ∈ IQ are a basis of BP,Q(R) over R.
Proof. By Lemma 2.4(ii) and Lemma 2.3 if C′ = 〈zm | m ∈ P 〉, C′′ = 〈tn | n ∈
Q〉 then C′ = R[zm | m ∈ P ] and C′′ = R[tn | n ∈ Q] strictly and the multiplication
map µ : C′ ⊗ C′′ → BP,Q(R) is a bijection.
Recall that Lemma 2.1 applies to x and z and to y and t. By Lemma 2.1(i)
we get C′ = 〈xm | m ∈ P 〉 and C′′ = 〈yn | n ∈ Q〉 and by Lemma 2.1(iii)
C′ = R[xm | m ∈ P ] and C′′ = R[yn | n ∈ Q] strictly. Together with the bijectivity
of µ, by Lemma 2.3 this implies that xiyj , with i ∈ IP , j ∈ IQ, are a basis of
BP,Q(R). ✷
Lemma 2.6. Let R be a ring and let m,n ∈ N ∪ {∞}. Let C = R〈[X ], [Y ]〉,
where X = (X1, . . . , Xm) and Y = (Y1, . . . , Yn). Let C be an R-algebra generated
by x = (x1, . . . , xm) and y = (y1, . . . , yn) such that in C we have [xi, xj ] = 0,
[yi, yj ] = 0 and [yj , xi] ∈ 〈x1, . . . , xi−1, y1, . . . , yj−1〉.
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We denote by f : C → C the surjective morphism of algebras given by Xi 7→ xi
and Yj 7→ yj, i.e. f(P ) = P (x, y) ∀P ∈ C.
(i) C = f(R[X1, . . . , Xm][Y1, . . . , Yn]) = R[x1, . . . , xm][y1, . . . , yn]. Equivalently,
C is spanned by xiyj with i ∈ Im, j ∈ In.
(ii) For every word Z of C we have f(Z−ZXZY ) = f(P ) for some P ∈ R[X ][Y ]
with degX P < degX Z, degY P < degY Z.
Proof. Note that the condition [xi, yj ] ∈ 〈x1, . . . , xi−1, y1, . . . , yj−1〉 means that
[xi, yj] = f(Pi,j) for some Pi,j ∈ R〈X1, . . . , Xi−1, Y1, . . . , Yj−1〉.
If Z is a word of C satisfying (ii) then let P ∈ R[X ][Y ] with degX P < degX Z,
degY P < degY Z such that f(Z − ZXZY ) = f(P ). It follows that f(Z) =
f(Q), where Q = ZXZY + P ∈ R[X ][Y ]. Moreover, since degX P < degX Z =
degX ZXZY and degY P < degY Z = degY ZXZY we have degX Q = degX Z and
degY Q = degY Z. In particular, f(Z) = f(Q) ∈ f(R[X ][Y ]).
Hence if (ii) holds then f(Z) ∈ f(R[X ][Y ]) for all words Z. Since C is spanned
by words this implies that C = f(C) = f(R[X ][Y ]), i.e. we have (i).
Now we prove (ii) by induction on degX Z ∈ Im. (Recall that Im is a well-ordered
set.) If degX Z = 0 then ZX = 1 and Z = ZY so Z − ZXZY = 0 and we may take
P = 0. Suppose now that degX Z > 0. Let Z = Z1 · · ·Zk with Zh ∈ {X} ∪ {Y }.
We denote by M the set of all elements of P ∈ C such that f(P ) = f(Q) for
some Q ∈ R[X ][Y ] such that degX Q < degX Z, degY Q < degY Z. Then M is an
R-submodule of C. Note that if f(P ) = f(P ′) then P ∈ M iff P ′ ∈ M . We must
prove that Z − ZXZY ∈M .
If Z ′ is a word in C with degX Z
′ < degX Z and degY Z
′ < degY Z then by
the induction hypothesis we have that (ii) holds for Z ′ so, by the reasoning above,
f(Z ′) = f(Q) for some Q ∈ R[X ][Y ] with degX Q = degX Z
′ < degX Z and
degY Q = degY Z
′ < degY Z. It follows that Z
′ ∈M .
For any permutation σ ∈ Sk we denote by Zσ = Zσ(1) · · ·Zσ(k). Note that
(Zσ)X = ZX and (Zσ)Y = ZY ∀σ ∈ Sk. We prove that all Zσ are congruent
modulo M . In particular, since ZXZY writes as Zσ for some σ, we get Z ≡ ZXZY
mod M , which proves our claim. Since Sk is generated by transpositions, it is
enough to consider the case σ = (r, r + 1) for some 1 ≤ r ≤ k − 1. Then Z − Zσ =
Z1 · · ·Zk − Z1 · · ·Zr−1ZrZr+1Zr+2 · · ·Zk = Z1 · · ·Zr−1[Zr, Zr+1]Zr+2 · · ·Zk. If
Zr, Zr+1 ∈ {X} or Zr, Zr+1 ∈ {Y } then [Zr, Zr+1] = 0 so Z−Zσ = 0. Suppose that
Zr = Yj , Zr+1 = Xi. Then f([Zr, Zr+1]) = [f(Zr), f(Zr+1)] = [yj, xi] = f(Pi,j). It
follows that f(Z −Zσ) = f(Z1 · · ·Zr−1Pi,jZr+2 · · ·Zk) so we must prove that α :=
Z1 · · ·Zr−1Pi,jZr+2 · · ·Zk ∈M . Since Pi,j ∈ 〈X1, . . . , Xi−1, Y1, . . . , Yj−1〉 it can be
written as a linear combination of words T = T1 · · ·Tl with Th ∈ {X1, . . . , Xi−1, Y1, . . . , Yj−1}.
Hence α writes as a linear combination of words Z ′ = Z1 · · ·Zr−1TZr+2 · · ·Zk, with
T of this type. Then it suffices to prove that each such Z ′ belongs to M . To do
this we prove that degX Z
′ < degX Z and degY Z
′ < degY Z. But Z
′ is obtained
from ZX by removing the factors ZrZr+1 = YjXi and replacing them by T . But
TX is a product of factors from {X1, . . . , Xi−1} so degX T = degX TX < degX Xi =
degX YjXi. Hence degX Z
′ < degX Z. Similarly degY Z
′ < degY Z.
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The case Zr = Xi, Zr+1 = Yj is similar. (Here we have [Zr, Zr+1] = −[Yj , Xi].)
✷
Corollary 2.7. With the hypothesis of Lemma 2.6, for any 1 ≤ i ≤ m, 1 ≤ j ≤ n
there is ci,j ∈ R[X1, . . . , Xi−1][Y1, . . . , Yj−1] such that [yj , xi] = ci,j(x, y).
Proof. We use Lemma 2.6(i) for Z = YjXi. Then [yj , xi] = yjxi − xiyj =
f(YjXi − XiYj) = f(Z − ZXZY ) = f(P ) = P (x, y) for some P ∈ R[X ][Y ] with
degX P < degX Z = degX Xi and degY P < degY Z = degY Yj . But this simply
means that P ∈ R[X1, . . . , Xi−1][Y1, . . . , Yj−1]. (If T = XaY b, with a ∈ Im, b ∈ In,
is a word that appears with a nonzero coefficient in P then degX X
a = degX T <
degX Xi, which means that X
a is a product of factors from {X1, . . . , Xi−1} only.
Similarly, Y b is a product of factors from {Y1, . . . , Yj−1} only.)
Hence we may take ci,j = P . ✷
Lemma 2.8. Let C be an R-algebra generated by x = (x1, . . . , xm) and y =
(y1, . . . , yn) such that [xi, xj ] = 0 ∀i, j, [yi, yj ] = 0 ∀i, j and for any 1 ≤ i ≤ m,
1 ≤ j ≤ n there are α, β, γ ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉 such that [yj , xi] + [β, xi] +
[yj, α] + γ = 0.
Then there are ci,j ∈ R[X1, . . . , Xi−1][Y1, . . . , Yj−1] such that for every 1 ≤ i ≤
m, 1 ≤ j ≤ n we have [yj , xi] = ci,j(x, y). Also C is spanned by xiyj with i ∈ Im,
j ∈ In.
Proof. By Corollary 2.7 it is enough to prove that [yj , xi] ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉
∀i, j. We use induction on i + j. If i + j = 2, i.e. if i = j = 1, then by hyopthesis
there are α, β, γ ∈ R with [y1, x1] + [β, x1] + [y1, α] + γ = 0, i.e. [y1, x1] + γ = 0.
Hence [y1, x1] = c1,1, where c1,1 = −γ ∈ R.
Suppose now that our statement is true when i+ j < N . Let i, j with i+ j = N .
Let α, β, γ ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉 such that [yj , xi] + [β, xi] + [yj , α] + γ =
0. To prove that [yj , xi] ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉 ∀i, j it is enough to prove
that [β, xi], [yj , α] ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉. For [β, xi], since β is a linear
combination of words z = z1 · · · zk with zh ∈ {x1, . . . , xi−1, y1, . . . , yj−1}, it is
enough to prove that [z, xi] ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉 for z of this form. But we
have [z, xi] =
∑k
h=1 z1 · · · zh−1[zh, xi]zh+1 · · · zk so it is enough to prove that the
terms of this sum belong to 〈x1, . . . , xi−1, y1, . . . yj−1〉. But z1 · · · zh−1, zh+1 · · · zk ∈
{x1, . . . , xi−1, y1, . . . yj−1} so it suffices to prove that [zh, xi] ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉.
If zh = xl for some 1 ≤ l ≤ i − 1 then [zh, xi] = 0. If zh = yl for some
1 ≤ l ≤ j − 1 then i + l < i + j = N so, by the induction hypothesis, [zh, xi] ∈
〈x1, . . . , xi−1, y1, . . . yl−1〉 ⊆ 〈x1, . . . , xi−1, y1, . . . yj−1〉. So we are done. The rela-
tion [yj , α] ∈ 〈x1, . . . , xi−1, y1, . . . yj−1〉 proves similarly. ✷
Lemma 2.9. For everym,n ∈ N∗ there is cm,n ∈ Z[m−1, n−1][Xd | d ∈ D∗(m)][Ye |
e ∈ D∗(n)] such that for every truncation sets P,Q with m ∈ P , n ∈ Q and every
Z[P−1, Q−1]-ring R in BP,Q(R) we have [yn, xm] = cm,n(x, y).
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In particular, c1,1 = 1.
Proof. Take first the case P = D(m), Q = D(n) and R = Z[D(m)−1, D(n)−1] =
Z[m−1, n−1]. In BD(m),D(n)(Z[m
−1, n−1]) for every d ∈ D(m), e ∈ D(n) we have
wd(x) = dxd + a and we(y) = eye+ b for some a ∈ 〈xk | k ∈ D(m), k < d〉, b ∈ 〈yl |
l ∈ D(n), l < e〉. Then δd,ed = [we(y), wd(x)] = [eye+b, dxd+a] so [ye, xd]+[β, xd]+
[ye, α]+γ = 0, where α = d
−1a, β = e−1b and γ = d−1e−1[b, a]−δd,ee
−1. Obviously
α, β, γ ∈ 〈xk | k ∈ D(m), k < d, yl | l ∈ D(n), l < e〉. Since also, by Corollary 2.2,
x and y have commuting entries, by Corollary 2.7 we get that for every d ∈ D(m),
e ∈ D(n) we have [ye, xd] ∈ Z[m−1, n−1][xk | k ∈ D(m), k < d][yl | l ∈ D(n), l < e].
In particular, when d = m, e = n there is cm,n ∈ Z[m−1, n−1][xk | k ∈ D(m), k <
m][yl | l ∈ D(n), l < n] = Z[m−1, n−1][xd | d ∈ D(m)∗][ye | e ∈ D(n)∗] such that
[yn, xm] = cm,n(x, y).
Let now P,Q be arbitrary truncation sets with m ∈ P , n ∈ Q and let R be a
Z[P−1, Q−1]-ring. Then R is also a Z[m−1, n−1]-ring. So the relation [yn, xm] =
cm,n(x, y), which holds inBD(m),D(n)(Z[m
−1, n−1]), will also hold in BD(m),D(n)(R) =
BD(m),D(n)(Z[m
−1, n−1])⊗Z[m−1,n−1] R. But D(m) ⊆ P and D(n) ⊆ Q so this re-
lation also holds in BP,Q(R). (See the Remark following Definition 1.)
We have [y1, x1] = [w1(y), w1(x)] = δ1,1 · 1 = 1 so c1,1 = 1. ✷
Lemma 2.10. Let R be a ring and let C = R〈X〉/R, C′ = R〈X ′〉/R′ with X ′ ⊆ X
and R′ ⊆ R, where X,X ′ are sets of generators and R ⊆ R〈X〉, R′ ⊆ R〈X ′〉 are
the ideals of relations.
If there are (vi)i∈I in R〈X ′〉 such that vi span C′ and they are linearly indepen-
dent in C then R′ = R∩R〈X ′〉 so C′ ⊆ C.
If moreover X ′ = X or (vi)i∈I is a basis for C then C
′ = C.
Proof. Since R′ ⊆ R the map f : C′ → C, f(x) = x is well defined. (More
precisely, f is given by x+R′ 7→ x+R ∀x ∈ R〈X ′〉.)
Then f is injective, so C′ ⊆ C, iffR′ = R∩R〈X ′〉. We must prove that ker f = 0.
Let α ∈ ker f . Then α writes as a linear combination α =
∑s
h=1 ahvih with ah ∈ R
and ih ∈ I mutually distinct. Then in C we have 0 = f(α) =
∑s
h=1 ahvih . Since vi
are linearly independent in C we get ah = 0 ∀h and so α = 0.
If X ′ = X or (vi)i∈I is a basis for C then f is also surjective. Thus it is a
bijection, i.e. C′ = C. ✷
Lemma 2.11. For any truncation sets P,Q and any Z[P−1, Q−1]-ring R the al-
gebra BP,Q(R) is generated by x = (xm)m∈P , y = (yn)n∈Q, with the relations
[xm, xn] = 0 ∀m,n ∈ P , [ym, yn] = 0 ∀m,n ∈ Q and [yn, xm] = cm,n(x, y)
∀,m ∈ P, n ∈ Q. (Here cm,n are those from Lemma 2.9.)
Proof. Let C be the R-algebra generated by x and y with the relations [xm, xn] =
0, [ym, yn] = 0 and [yn, xm] = cm,n(x, y). The algebras C and BP,Q(R) have the
same generators and the relations among generators in C also hold in BP,Q(R). In
C we have [xm, xn] = 0, [ym, yn] = 0 and [yn, xm] = cm,n(x, y) ∈ 〈xk | k ∈ P, k <
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m, yl | l ∈ Q, l < n〉. By Lemma 2.6(i) xiyj with i ∈ IP , j ∈ IQ span C and by
Lemma 2.5 they are a basis for BP,Q(R). Hence BP,Q(R) = C by Lemma 2.10. ✷
By Lemma 2.11 the relations among generators in BP,Q are written in terms of
cm,n, which so far have coefficients in Q. We prove that in fact their coefiicients
are integers so the definition of BP,Q can be extended over arbitrary rings. It is a
situation similar to that from the theory of Witt vectors, where the polynomials pn
and sn, which give the sum and the product inW , have a priori rational coefficients
but it turns out their coefficients are integers. We will use the same series Λ that is
used in the theory of Witt vectors to prove that sn and pn have integral coefficients.
If x = (x1, x2, . . .), where x1, x2, . . . commute with each other, then we denote
by Λ(x; t) ∈ Z[x][[t]] the formal series Λ(x; t) =
∏
n(1− xnt
n)−1.
We have logΛ(x; t) =
∑
d≥1 log(1 − xdt
d)−1 =
∑
d,e≥1
1
ex
e
dt
de. The coefficient
of tn in this series is
∑
de=n
1
ex
e
d =
∑
d|n
d
nx
n/d
d =
1
nwn(x). Thus log Λ(x; t) =∑
n≥1 wn(x)
tn
n so Λ(x; t) = exp(
∑
n≥1 wn(x)
tn
n ). (In the theory of Witt vectors
this formula appears in the equivalent form t ddt log Λ(x; t) =
∑
n≥1 wn(x)t
n.)
Definition 2. For every ring R we define the algebra B′(R) generated by x =
(x1, x2, . . .), y = (y1, y2, . . .) with the relations [xm, xn] = [ym, yn] = 0 ∀m,n and
Λ(y; t)Λ(x; s) = Λ(x; s)Λ(y; t)(1− st)−1.
Lemma 2.12. For every m,n ∈ N∗ there is c′m,n ∈ Z[X1, . . . , Xm−1][Y1, . . . , Yn−1]
such that for every ring R in B′(R) we have [yn, xm] = c
′
m,n(x, y).
Also B′(R) is spanned by xiyj with i, j ∈ I.
Proof. (i) Since B′(R) = B′(Z)⊗Z R it is enough to take the case R = Z.
Let Λ(x; s) = a0 + a1s+ · · · and Λ(y; t) = b0 + b1t+ · · · . For every m ∈ N∗ we
have
∏
i≤m−1(1 − xis
i)−1 ≡ 1 mod (s) and
∏
i≥m(1− xis
i)−1 ≡ (1 − xmsm)−1 ≡
1 + xms
m mod (sm+1). Hence
∞∑
k=0
aks
k = Λ(x; s) ≡

 ∏
i≤m−1
(1 − xis
i)−1

 (1 + xmsm)
≡
∏
i≤m−1
(1− xis
i)−1 + xms
m mod (sm+1).
Therefore if k < m then ak equals the coefficient of s
k in
∏
i≤m−1(1 − xis
i)−1 so
ak ∈ 〈x1, . . . , xm−1〉. Also am = xm + α, where α is the the coefficient of sm in∏
i≤m−1(1 − xis
i)−1 so α ∈ 〈x1, . . . , xm−1〉. Similarly, if n ∈ N∗ then for l < n we
have bl ∈ 〈y1, . . . , yn−1〉 and also bn = yn + β for some bl ∈ 〈y1, . . . , yn−1〉.
The relation Λ(x; s)Λ(y; t) = Λ(y; t)Λ(x; s)(1− st)−1 writes as(∑
l
blt
l
)(∑
k
aks
k
)
=
(∑
k
aks
k
)(∑
l
blt
l
)(∑
r
srtr
)
.
We identify the coefficients of smtn and we get bnam =
∑min{m,n}
r=0 am−rbn−r, i.e.
[yn + β, xm + α] = [bn, am] = c, where c =
∑min{m,n}
r=1 am−rbn−r. Thus [yn, xm] +
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[β, xm] + [yn, α] + γ = 0, where γ = [β, α] − c. But α ∈ 〈x1, . . . , xm−1〉, β ∈
〈y1, . . . , yn−1〉 and for r ≥ 1 we have am−r ∈ 〈x1, . . . , xm−1〉, bn−r ∈ 〈y1, . . . , yn−1〉
so c ∈ 〈x1, . . . , xm−1, y1, . . . , yn−1〉. Hence α, β, γ ∈ 〈x1, . . . , xm−1, y1, . . . , yn−1〉
and our result follows by Lemma 2.8. ✷
Lemma 2.13. If X,Y belong to a Q-algebra C and a := [Y,X ] commutes with
X and Y (in partcular, if a ∈ Q) then we have the equality of formal series
exp(tY ) exp(sX) = exp(sX) exp(tY ) exp(ast).
Proof. Since [·, X ] is a derivation and a = [Y,X ] commutes with Y we have
[X,Y n] =
∑n
h=1 Y
h−1[Y,X ]Y n−h = nY n−1a. By the linearity of [·, X ], if f(Y )
is a polynomial in the variable Y or, more generally, a series with coefficients in
Q[Y ] then [f(Y ), X ] = ddY f(Y )a. When we take f(Y ) = exp(tY ), so
d
dY f(Y ) =
t exp(tY ), we get exp(tY )X − X exp(tY ) = [exp(tY ), X ] = t exp(tY )a. It follows
that exp(tY )X = (X + ta) exp(tY ), i.e. exp(tY )X exp(−tY ) = X + ta. Since α 7→
exp(tY )α exp(−tY ) is an automorphism of C[[s, t]] we get exp(tY )g(X) exp(−tY ) =
g(X + ta) so exp(tY )g(X) = g(X + ta) exp(tY ) for every polynomial g(X) in the
variable X or, more generally, for any series with coefficients in Q[X ]. When we
take g(X) = exp(sX) we get exp(tY ) exp(sX) = exp(sX + sta) exp(tY ). But sta
commutes with sX and tY so exp(sX + sta) exp(tY ) = exp(sX) exp(tY ) exp(ast)
and we get our result.
Alternatively, one can use the weaker Baker-Campbell-Hausdorff formula eAeB =
eA+B+
1
2
[A,B] = eA+Be
1
2
[A,B], which holds when [A,B] commutes with A and B. To-
gether with eBeA = eB+Ae
1
2
[B,A] = eA+Be−
1
2
[A,B], this implies eAeB = eBeAe[A,B].
Then our result follows by taking A = tY B = sX . Indeed, we have [B,A] = ast,
which commutes with A and B. ✷
Theorem 2.14. We have B(Q) = B′(Q) and for every m,n ∈ N∗ we have
cm,n = c
′
m,n ∈ Z[Xd | d ∈ D
∗(m)][Ye | e ∈ D∗(n)].
Proof. The algebras B(Q) and B′(Q) have the same generators. We prove that
the relations from B′(Q) also hold in B(Q). We use the following obvious result. If
α1, . . . , αN , β1, . . . , βN belong to some algebra C such that βnαm = αmβnγm,n for
some γm,n ∈ Z(C) then β1 · · ·βNα1 · · ·αN = α1 · · ·αNβ1 · · ·βN =
∏
m,n γm,n. We
take C = B(Q)[[s, t]], αm = exp(wm(x)
sm
m ) and βn = exp(wn(y)
tn
n ). If m 6= n then
wm(x) and wn(y) commute so αm and βn commute. Hence we may take γm,n = 1.
When m = n we have [wn(y), wn(x)] = n so [
1
nwn(y),
1
nwn(x)] =
1
n ∈ Q. By
Lemma 2.13 we get βnαn = αnβnγn,n, where γn,n = exp(
1
ns
ntn). In both cases
γm,n ∈ Z(C). We have
α1 · · ·αN = exp
(
N∑
n=1
wn(x)
sn
n
)
≡ exp
(
∞∑
n=1
wn(x)
sn
n
)
= Λ(x; s) mod (sN+1).
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Similarly, β1 · · ·βN ≡ Λ(y; t) mod (tN+1). We also have
∏
m,n
γm,n = exp
(
N∑
n=1
1
n
sntn
)
≡ exp
(
∞∑
n=1
1
n
sntn
)
= (1− st)−1 mod (sN+1tN+1).
Therefore β1 · · ·βNα1 · · ·αN = α1 · · ·αNβ1 · · ·βN
∏
m,n γm,n implies Λ(y; t)Λ(x; s) ≡
Λ(x; s)Λ(y; t)(1 − st)−1 mod (sN+1, tN+1). Since this holds for every N we have
Λ(y; t)Λ(x; s) = Λ(x; s)Λ(y; t)(1 − st)−1. By Corrolary 2.2 in B(Q) we also have
[xm, xn] = [ym, yn] = 0 so all the relations from B
′(Q) also hold in B(Q). But by
Lemma 2.12 xiyj with i, j ∈ I span B′(Q) and by Lemma 2.5 they are a basis for
B(Q). Then B(Q) = B′(Q) by Lemma 2.10.
In B(Q) = B′(Q) we have [yn, xm] = cm,n(x, y) = c
′
m,n(x, y). But by Lemma
2.5 every element in B(Q) writes uniqely as P (x, y) for some P ∈ Q[X ][Y ]. Hence
cm,n = c
′
m,n. Since c
′
m,n has integral coefficients so does cm,n so cm,n ∈ Z[Xd | d ∈
D∗(m)][Ye | e ∈ D∗(n)]. ✷
Since cm,n have integral coefficents the alternative definition of BP,Q(R) from
Lemma 2.11 extends to arbitrary rings as follows.
Definition 3. For every ring R and every truncation sets P,Q we define BP,Q(R)
as the R alegebra generated by x = (xm)m∈P and y = (yn)n∈Q, with the relations
[xm, xn] = 0, [ym, yn] = 0 and [yn, xm] = cm,n(x, y).
The following result generalizes Lemma 2.5, which is only for Z[P−1, Q−1]-rings.
Proposition 2.15. For every ring R and every truncation sets P,Q the products
xiyj with i ∈ IP , j ∈ IQ are a basis for BP,Q(R).
Proof. Since BP,Q(R) = BP,Q(Z)⊗Z R it is enough to consider the case R = Z.
As Z-algebras,BP,Q(Z) and BP,Q(Q) are generated by x and y and by x, y andQ,
respectively. The relations among generators in BP,Q(Z), [xm, xn] = 0, [ym, yn] = 0
and [yn, xm] = cm,n(x, y), also hold in BP,Q(Q). Now for every m ∈ P , n ∈ Q in
BP,Q(Z) we have [yn, xm] = cm,n(x, y) ∈ 〈xk | k ∈ P, k < m, yl | l ∈ Q, l < n〉
so, by Lemma 2.6(i), xiyj with i ∈ IP , j ∈ IQ span BP,Q(Z). By Lemma 2.5,
in BP,Q(Q) they are linearly independent over Q and so over Z. Then we have
BP,Q(Z) ⊆ BP,Q(Q) by Lemma 2.10. Since xiyj are linearly independent (over Z)
in BP,Q(Q), they are also linearly independent in BP,Q(Z) so they are a basis of
BP,Q(Z). ✷
Since BP,Q(R) is a free R-module we have:
Corollary 2.16. If P,Q are truncation sets and R ⊆ S then BP,Q(R) ⊆ BP,Q(S).
Proposition 2.17. For any truncation sets P,Q, P ′, Q′ with P ′ ⊆ P , Q′ ⊆ Q and
any ring R we have BP ′,Q′(R) ⊆ BP,Q(R). Equivalently, if x, y are the generators
of BP,Q(R) then BP ′,Q′(R) is the subalgebra of BP,Q(R) generated by xP ′ an yQ′ .
Proof. BP,Q(R) is generated by x = (xm)m∈P , y = (yn)n∈Q and BP ′,Q′(R) by
x′ := xP ′ = (xm)m∈P ′ , y
′ := yQ′ = (yn)n∈Q′ . The relations among generators in
14 CONSTANTIN-NICOLAE BELI
BP ′,Q′(R) also hold in BP,Q(R). By Lemma 2.15 x
′iy′j with i ∈ IP ′ , j ∈ IQ′ are
a basis in BP ′,Q′(R). They are also linearly independent in BP,Q(R), where they
are a part of the basis xiyj with i ∈ IP , j ∈ IQ. Then BP ′,Q′(R) ⊆ BP,Q(R) by
Lemma 2.10. ✷
Proposition 2.18. B(R) = B′(R) holds for every ring R.
Proof. BothB(R) andB′(R) are generated by x = (x1, x2, . . .) and y = (y1, y2, . . .).
The relations among generators from B′(R), [xm, xn] = [ym, yn] = 0 and [yn, xm] =
c′m,n(x, y) = cm,n(x, y), also hold in B(R). By Lemma 2.12 x
iyj with i, j ∈ I
span B′(R) and by Lemma 2.15 they are a basis of B(R). Then B(R) = B′(R) by
Lemma 2.10. ✷
Lemma 2.19. For every truncation sets P,Q and any ring R we have
BP,Q(R)(x, y)
op = BQ,P (R)(y, x) = BP,Q(R)(x,−y) = BP,Q(R)(−x, y).
Here −x,−y are the opposites of x, y as Witt vectors.
Proof. We first consider the case R = Q. Then BP,Q(Q)(x, y) is the algebra
generated by x and y, where each of x and y has mutually commuting entires and
we have the extra relations [wn(y), wm(x)] = δm,np
m. In the opposite algebra the
condition [wn(y), wm(x)] = δm,nm is replaced by [wm(x), wn(y)] = δm,nm = δn,mn.
But this is simply the definition of BQ,P (Q)(y, x). For the second equality note
that Q[x] = Q[−x] strictly, as x 7→ −x gives a self-inverse isomorphism of Q[x].
The relations [wm(x), wn(y)] = δm,nm can also be written as [wn(y), wm(−x)] =
[wn(y),−wm(x)] = δm,nm. Hence we have BP,Q(Q)(x, y)op = BP,Q(Q)(−x, y).
Similarly, BP,Q(Q)(x, y)
op = BP,Q(Q)(x,−y).
Since Z ⊆ Q, by considering the Z-subalgebra generated by x and y inBP,Q(Q)(x, y)op =
BQ,P (Q)(y, x) = BP,Q(Q)(x,−y) = BP,Q(Q)(−x, y), we get BP,Q(Z)(x, y)op =
BQ,P (Z)(y, x) = BP,Q(Z)(x,−y) = BP,Q(Z)(−x, y). From here, by taking the
tensor product with R, we get our lemma for arbitrary R. ✷
Lemma 2.20. If R is a ring, P,Q are truncation sets, a = (am)m∈P ∈ WP (R)
and b = (bn)n∈Q ∈WQ(R) then BP,Q(R)(x, y) = BP,Q(R)(x+ a, y + b).
Here x+ a and y + b are sums of Witt vectors.
Proof. Let x′ = (x′m)m∈P and y
′ = (y′n)n∈Q be multi-variables. We take first R
to be a Q-ring, so we can use Definition 1 for BP,Q(R). We prove that there exists
an isomorphism f : BP,Q(R)(x
′, y′) → BP,Q(R)(x, y) which on generators is given
by x′ 7→ x+a, y′ 7→ y+ b. To prove that there is a morphism f defined this way on
generators we must show that f preserves the relations among generators. Since
each of x and y has commmuting entries, so will x+ a and y + b. For any m ∈ P ,
n ∈ Q we have wm(a), wn(b) ∈ R ⊆ Z(BP,Q(R)(x, y)) so [wn(y + b), wm(x + a)] =
[wm(y) + wn(b), wm(x) + wm(a)] = [wn(y), wm(x)] = δm,nm. So f is a morphism.
By a similar reasoning, there is a morphism g : BP,Q(R)(x, y) → BP,Q(R)(x
′, y′)
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given by x 7→ x′ − a, y 7→ y′ − b. Obviously f and g are inverse to each other.
So f is an isomorphism. Since f is given by x′ 7→ x + a, y′ 7→ y + b we have
BP,Q(R)(x, y) = BP,Q(R)(x+ a, y + b).
We now consider the multivariables z = (zm)m∈P , t = (tn)n∈Q and we take
R = Q[z, t] and a = z, b = t. Then we have Bm,n(Q[z, t])(x, y) = Bm,n(Q[z, t])(x+
z, y + t). Since Z[z, t] ⊆ Q[z, t], by considering the Z[z, t]-subalgebra generated by
x, y we get Bm,n(Z[z, t])(x, y) = Bm,n(Z[z, t])(x + z, y + t). (Note that the Z[z, t]-
subalgebra generated by x, y is the same with the Z[z, t]-subalgebra generated by
x+ z, y + t.)
Take now an arbitrary ring R and let a = (am)m∈P ∈WP (R) and b = (bn)n∈Q ∈
WQ(R). On R we consider the Z[z, t]-module structure given by the morphism
h : Z[z, t]→ R given by z 7→ a, t 7→ b. Then we have BP,Q(Z[z, t])(x, y)⊗Z[z,t]]R =
BP,Q(Z[z, t])(x+ z, y + t)⊗Z[z,t] R, i.e. BP,Q(R)(x, y) = BP,Q(R)(x+ a, y + b). ✷
Lemma 2.21. If P,Q are truncation sets, R is a ring and x = (xm)m∈P , y =
(yn)n∈Q, z = (zm)m∈P and t = (tn)n∈Q are multivariables then
BP,Q(R)(x, y)⊗R BP,Q(R)(z, t) = BP,Q(R)(x+ z, y)⊗R BP,Q(R)(z, t− y).
Here if A,B are R-algebras we identify every a ∈ A and b ∈ B as the elements
a⊗ 1 and 1⊗ b of A⊗R B. Also x+ z and t− y are sums of Witt vectors.
Proof. Note that BP,Q(R)(x, y) ⊗R BP,Q(R)(z, t) is a free R-module with the
basis xiyjzktl, with i, k ∈ IP , j, l ∈ IQ. Hence, same as for BP,Q, if R ⊆ S then
BP,Q(R)(x, y)⊗RBP,Q(R)(z, t) ⊆ BP,Q(S)(x, y)⊗S BP,Q(S)(z, t). We will use this
property for R = Z, S = Q.
We consider first the case when R = Q, so we can use the original definition of
BP,Q. Then BP,Q(Q)(x, y) ⊗Q BP,Q(Q)(z, t) is the algebra generated by x, y, z, t,
where each of x, y, z, t has commuting entries, the entries of x and y commute
with those of z and t, [wn(y), wm(x)] = δm,nm and [wn(t), wm(z)] = δm,nm. Let
now x′, y′, z′, t′ be multivariables similar to x, y, z, t. We prove that there is a
morphism f : Bm,n(Q)(x
′, y′)⊗QBm,n(R)(z′, t′)→ Bm,n(Q)(x, y)⊗QBm,n(Q)(z, t)
with f(x′) = x+ z, f(y′) = y, f(z′) = z and f(t′) = t− y. We have to prove that
x+z, y, z, t−y satisfy the same relations as x′, y′, z′, t′. The commutativity relations
required for x+z, y, z, t−y follow directly from the similar commutativity relations
involving x, y, z, t, with the exception of the commutativity between the entries of
x+z and those of t−y. If C = 〈(x+z)m | m ∈ P 〉 and C′ = 〈(t−y)n | n ∈ Q〉 then
by Corollary 2.2 we have C = 〈wm(x + z) | m ∈ P 〉 and C′ = 〈wn(t − y) | n ∈ Q〉.
It follows that the conditions [(t− y)n, (x+ z)m] = 0 ∀m ∈ P, n ∈ Q are equivalent
to [wn(t − y), wm(x + z)] = 0 ∀m ∈ P, n ∈ Q. (Both are equivalent to [β, α] = 0
∀α ∈ C, β ∈ C′.) Since the entries of x, y commute with those of z, t we have [wn(t−
y), wm(x+z)] = [wn(t)−wn(y), wm(x)+wm(z)] = [wn(y), wm(x)]−[wn(t), wm(z)] =
δm,nm − δm,nm = 0 so we are done. The remaining relations are [wn(y), wm(x +
z)] = [wn(y), wm(x) + wn(z)] = [wn(y), wm(x)] = δm,nm and [wn(t − y), wm(z)] =
[wn(t)−wn(y), wm(z)] = [wn(t), wm(z)] = δm,nm. Similarly we prove that there is a
morphism g : BP,Q(Q)(x, y)⊗QBP,Q(Q)(z, t)→ BP,Q(Q)(x
′, y′)⊗QBP,Q(Q)(z
′, t′)
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with g(x) = x′ − z′, g(y) = y′, g(z) = z′ and g(t) = t′ + y′. Obviously f and g are
inverse to each other.
We obviously have
f(BP,Q(Z)(x
′, y′)⊗Z BP,Q(Z)(z
′, t′)) ⊆ BP,Q(Z)(x, y) ⊗Z BP,Q(Z)(z, t)
g(BP,Q(Z)(x, y) ⊗Z BP,Q(Z)(z, t)) ⊆ BP,Q(Z)(x
′, y′)⊗Z BP,Q(Z)(z
′, t′).
Hence by resticting f we obtain an isomorphism
fZ : BP,Q(Z)(x
′, y′)⊗Z BP,Q(Z)(z
′, t′)→ BP,Q(Z)(x, y) ⊗Z BP,Q(Z)(z, t).
If R is arbitrary we take the tensor product ⊗R and we obtain an isomorphism
fR : BP,Q(R)(x
′, y′)⊗R BP,Q(R)(z
′, t′)→ BP,Q(R)(x, y)⊗R BP,Q(R)(z, t),
given by x′ 7→ x+ z, y′ 7→ y, z′ 7→ z, t′ 7→ t− y. Hence the conclusion. ✷
Lemma 2.22. If P is a truncation set, R is a ring and for α = 1, 2, 3 we have the
multivariables xα = (xα,m)m∈P and yα = (yα,n)n∈P then
BP (R)(x1, y1)⊗BP (R)(x2, y2)⊗BP (R)(x3, y3)
= BP (R)(x1, y1 − x2x3)⊗R BP (R)(x2, y2 − x1x3)⊗R BP (R)(x3, y3 − x1x2).
Here we make the same conventions as in Lemma 2.21. Also y1 − x2x3, y2 − x1x3
and y3 − x1x2 are formulas with Witt vectors.
Proof. For concenience we denote C(R)(x1, y1, x2, y2, x3, y3) = BP (R)(x1, y1)⊗R
BP (R)(x2, y2)⊗R BP (R)(x3, y3). Note that C(R)(x1, y1, x2, y2, x3, y3) is a free R-
module with the basis xi11 y
j1
1 x
i2
2 y
j2
2 x
i3
3 y
j3
3 . So ifR ⊆ S then C(R)(x1, y1, x2, y2, x3, y3) ⊆
C(S)(x1, y1, x2, y2, x3, y3). We will use this with R = Z, S = Q.
Take firstR = Q so we can use the original definition forBP . Then C(Q)(x1, y1, x2, y2, x3, y3)
is the Q-algebra generated by x1, y1, x2, y2, x3, y3, where each xα and each yα has
commuting entries, for α 6= β the entries of xα and yα commute with those of
xβ and yβ and for every α and every m,n ∈ P we have [wn(yα), wm(xα)] =
δm,nm. Let x
′
1, y
′
1, x
′
2, y
′
2, x
′
3, y
′
3 be multivariables similar to x1, y1, x2, y2, x3, y3. We
prove that there is an morphism of Q-algebras f : C(Q)(x′1, y
′
1, x
′
2, y
′
2, x
′
3, y
′
3) →
C(Q)(x1, y1, x2, y2, x3, y3) given by x
′
1 7→ x1, x
′
2 7→ x2, x
′
3 7→ x3, y
′
1 7→ y1 − x2x3,
y′2 7→ y2 − x1x3 and y
′
3 7→ y3 − x1x2. We must prove that x1, y1 − x2x3, x2, y2 −
x1x3, x3, y3−x1x2 satisfy the same relations as x′1, y
′
1, x
′
2, y
′
2, x
′
3, y
′
3. The commuta-
tivity conditions follow directly from the similar conditions involving x1, y1, x2, y2, x3, y3
with exception of the commutativity amongst the entries of y1 − x2x3, y2 − x1x3
and y3 − x1x2. It suffices to prove for y1 − x2x3 and y2 − x1x3. If D = 〈(y1 −
x2x3)m | m ∈ P 〉 and D′ = 〈(y2 − x1x3)n | n ∈ P 〉 then by Corollary 2.2 we
have D = 〈wm(y1 − x2x3) | m ∈ P 〉 and D
′ = 〈wn(y2 − x1x3) | n ∈ P 〉.
So the conditions [(y1 − x2x3)m, (y2 − x1x3)n] = 0 ∀m,n ∈ P are equivalent to
[wm(y1 − x2x3), wn(y2 − x1x3)] = 0 ∀m,n ∈ P . Since the entries of x1, x2, x3 com-
mute with each other, the entries of y1 commute with those of y2 and the entries
of x3 commute with those of y1 and y2 we have [wm(y1 − x2x3), wn(y2 − x1x3)] =
[wm(y1) − wm(x2)wm(x3), wn(y2) − wn(x1)wn(x3)] = −[wm(y1), wn(x1)wn(x3)] −
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[wm(x2)wm(x3), wn(y2)] = −[wm(y1), wn(x1)]wn(x3) − [wm(x2), wn(y2)]wm(x3) =
−δn,mwm(y3)+δm,nwm(y3) = 0. The remaining relations are [wn(y1−x2x3), wm(x1)] =
[wn(y1) − wm(x2)wm(x3), wm(x1)] = [wn(y1), wm(x1)] = δm,nm and the similar
ones for y2 − x1x3 and x2 and for y3 − x1x2 and x3.
Similarly, we have a morphism g : C(Q)(x1, y1, x2, y2, x3, y3)→ C(Q)(x′1, y
′
1, x
′
2, y
′
2, x
′
3, y
′
3)
given by x1 7→ x′1, x2 7→ x
′
2, x3 7→ x
′
3, y1 7→ y
′
1 + x
′
2x
′
3, y2 7→ y
′
2 + x
′
1x
′
3 and
y3 7→ y′3 + x
′
1x
′
2. Obviously f and g are inverse to each other.
From here on we continue like in the proof of Lemma 2.21. f and g will send
C(Z)(x′1, y
′
1, x
′
2, y
′
2, x
′
3, y
′
3) and C(Z)(x1, y1, x2, y2, x3, y3) to each other so by re-
stricting f we get an isomorphism fZ : C(Z)(x
′
1, y
′
1, x
′
2, y
′
2, x
′
3, y
′
3)→ C(Z)(x1, y1, x2, y2, x3, y3).
Then for R arbitrary, by taking the tensor product ⊗ZR, we get an isomorphism
fR : C(R)(x
′
1, y
′
1, x
′
2, y
′
2, x
′
3, y
′
3) → C(R)(x1, y1, x2, y2, x3, y3) given by x
′
1 7→ x1,
x′2 7→ x2, x
′
3 7→ x3, y
′
1 7→ y1−x2x3, y
′
2 7→ y2−x1x3 and y
′
3 7→ y3− x1x2. Hence the
conclusion. ✷
For any k ∈ N∗ we denote by Fk, Vk : W → W the Frobenius and Verschiebung
maps of order k.
Recall that if x = (xn)n≥1 then (Vkx)n = xn/k if k | n and (Vkx)n = 0 other-
wise. In terms of ghost functions, wn(Vkx) = kwn/k(x) if k | n and wn(Vkx) = 0
otherwise.
For Fkx, in terms of ghost functions we have wn(Fkx) = wkn(x). Also (Fkx)n ∈
Z[xd | d ∈ D(kn)]. In fact we have a more precise result,
(Fkx)n ∈ kxkn + Z[xd | d ∈ D
∗(kn)].
Indeed, for any e ∈ D∗(n) we have (Fkx)e ∈ Z[xd | d ∈ D(ke)] ⊆ Z[xd | d ∈
D∗(kn)] so wn(Fkx) =
∑
e|n e(Fkx)
n/e
e ∈ n(Fkx)n + Z[xd | d ∈ D∗(kn)]. Also
wkn(x) =
∑
d|kn dx
kn/d
d ∈ knxkn + Z[xd | d ∈ D
∗(kn)]. Therefore wn(Fkx) =
wkn(x) implies that n(Fkx)n and knxkn differ from each other by a polynomial in
xd with d ∈ D∗(kn) and same happens for (Fkx)n and kxkn.
In the particular case when k is a prime number p and the base ring has charac-
teristic p we have (Fpx)n = x
p
n.
Lemma 2.23. Let X = (Xn)n∈N∗ be a multivariable regarded as a Witt vector and
let k ≥ 1. Then for any ring R the algebra morphism f : R[X ] → R[X ] given on
generators by X 7→ FkX is injective.
Equivalently, (FkX)
i with i ∈ I are linearly independent.
Proof. If k1, k2 ≥ 1 and f1, f2 : R[X ]→ R[X ] are the algebra morphisms given
by X 7→ Fk1X and X 7→ Fk2X , respectively then f1f2 : R[X ] → R[X ] is given
by X 7→ Fk2Fk1X = Fk1k2X . If f1, f2 are injective then so is f1f2. Hence if our
statement holds for k1, k2 then it also holds for k1k2. Thus it suffices to consider
the case when k is a prime number p.
We first prove two particular cases.
Case 1. If charR = p then FpX = (X
p
n)n∈N∗ so f is given by P (X1, X2, . . .) 7→
P (Xp1 , X
p
2 , . . .) for every polynomial P . Obviously in this case f is injective.
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Case 2. If p is not a divisor of zero in R then let FpX = Y = (Yn)n≥1. Then
f(Xn) = Yn ∈ pXpn + Z[Xd | d ∈ D∗(pn)] so Yn = pXpn+ a sum of monomials
of smaller degrees (in the lexicographic order). We denote Z = (Zn)n≥1, with
Zn = Xpn, and for i = (i1, i2, . . .) ∈ I we denote by |i| = i1 + i2 + · · · . Then
for any monomial aX i with 0 6= a ∈ R and i ∈ I we have f(aX i) = ap|i|Zi+
a sum of monomials of smaller degrees. But p is not a zero divisor so ap|i| 6= 0.
Thus degX f(aX
i) = degZi. Also note that if i, j ∈ I with i < j then degX Z
i <
degX Z
j . It follows that if 0 6= P ∈ R[X ], P =
∑
i∈I aiX
i has degX P = i0 then
degX f(P ) = degX Z
i0 . (We have f(P ) = ai0p
|i0|Zi0+ a sum of monomials of
smaller degrees.) In particular f(P ) 6= 0.
For the general case we denote by fR : R[X ]→ R[X ] the algebra morphism given
by X 7→ FpX . Then fR = fZ⊗1R. We prove a more general result, namely that fZ
is universally injective, i.e. that for every Z-module M the morphism of Z-modules
fZ ⊗ 1M : Z[X ] ⊗Z M → Z[X ] ⊗Z M is injective. It suffices to consider the case
when M is finitely generated. Since a finitely generated Z-module is a direct sum
of modules of the form Z or Z/qsZ for some prime q and s ≥ 1, it suffices to take
M of this form. Since Z and Z/qsZ are rings, we have reduced our problem to rings
of this type.
If R = Z or Z/qsZ for some prime q 6= p then p is not a zero divisor in R so we
are in the case 2, proved above.
If R = Z/psZ then R[X ] = Z[X ]/psZ[X ] and fR is injective iff f
−1
Z (p
sZ[X ]) =
psZ[X ]. If s = 1 then R = Fp is of characteristic p so our result holds by case 1.
Hence f−1Z (pZ[X ]) = pZ[X ]. Suppose now that s ≥ 1 is arbitrary. Assume that
fR is not injective so there is P ∈ f
−1
Z (p
sZ[X ]) \ psZ[X ], i.e. fZ(P ) ∈ psZ[X ], but
P /∈ psZ[X ]. Let then t < s be maximal with P ∈ ptZ[X ]. Then P = ptQ with
Q ∈ Z[X ] \ pZ[X ]. Let also fZ(P ) = p
sT for some T ∈ Z[X ]. Hence ptfZ(Q) =
fZ(P ) = p
sT . Since Z[X ] is torsion-free we get fZ(Q) = p
s−tT ∈ pZ[X ]. Since
Q /∈ pZ[X ], this contradicts f−1Z (pZ[X ]) = pZ[X ]. Hence the conclusion.
Since X i with i ∈ I are a basis for R[X ] the injectivity of f is equivalent to the
linear independence of f(X i) = (FkX)
i with i ∈ I. ✷
Definition 4. For any k ≥ 1 and any Witt vector x we denote by Vk−1x =
(xkn)n≥1.
The notation is justified by the fact that Vk−1 :W →W is an inverse to the left
for Vk.
Note that N∗ \ kN∗ is a truncation set and we may write x = (xN∗\kN∗ , Vk−1x),
in the sense that xN∗\kN∗ contains the entries xn of x with k ∤ n and Vk−1x contains
those with k | n.
Lemma 2.24. We have wkn(x) ∈ kwn(Vk−1x) + Z[xN∗\kN∗ ].
Proof. Since Vk−1x = (xkn)n≥1 we have kwn(Vk−1x) = k
∑
e|n ex
n/e
ke =
∑
e|n kex
kn/ke
ke .
So kwn(Vk−1x) is the sum of all terms dx
kn/d
d from wkn(x) =
∑
d|kn dx
kn/d
d with k |
ANALOGUES OF THE pnTH HILBERT SYMBOL IN CHARACTERISTIC p (UPDATED) 19
d. It follows that wknx = kwn(Vk−1x) +
∑
d|kn,k∤d dx
kn/d
d . But
∑
d|kn,k∤d dx
kn/d
d ∈
Z[xN∗\kN∗ ], so we get our claim. ✷
Proposition 2.25. Let R be a ring and let k, l ≥ 1. Then in B(R) we have:
(i) 〈x, Fky〉 = R[xN∗\kN∗ ]⊗R B(R)(Vk−1x, Fky).
(ii) 〈Flx, y〉 = B(R)(Flx, Vl−1y)⊗R R[yN∗\lN∗ ].
Proof. (i) Let z = (zm)m≥1, t = (tn)n≥1 be multivariables. We claim that there
is a morphism of algebras f = fR : R[xN∗\kN∗ ] ⊗R B(R)(z, t) → B(R) given by
xN∗\kN∗ 7→ xN∗\kN∗ , z 7→ Vk−1x and t 7→ Fky.
We first take the case R = Q. We must prove that the relations among the
generators xN∗\kN∗ , z and t of Q[xN∗\kN∗ ] ⊗Q B(Q)(z, t) are preserved by xN∗\kN∗ ,
Vk−1x and Fky in B(Q). But these relations are the mutual commutativity of
the entries of each of xN∗\kN∗ , z and t, the commutativity between the entries of
xN∗\kN∗ and those of z and t, and [wn(t), wm(z)] = δm,nm for m,n ≥ 1. The
corresponding conditions for xN∗\kN∗ , Vk−1x and Fky in B(Q) are trivial, with the
exception of the commutativity between the entries of xN∗\kN∗ and those of Fky
and [wn(Fky), wm(Vk−1x)] = δm,nm for m,n ≥ 1.
Ifm ∈ N∗\kN∗ and n ∈ N∗ thenm 6= kn so [wn(Fky), wm(x)] = [wkn(y), wm(x)] =
δm,knm = 0. Hence every element of C := 〈wm(x) | m ∈ N∗ \ kN∗〉 will commute
with every element of C′ := 〈wn(Fky) | n ∈ N∗〉. But N∗ \ kN∗ and N∗ are trun-
cation sets so by Corollary 2.2 we have C := 〈xm | m ∈ N∗ \ kN∗〉 = 〈xN∗\kN∗〉
and C′ := 〈(Fky)n | n ∈ N∗〉 = 〈Fky〉. So we have the commutativity between the
entries of xN∗\kN∗ and those of Fky.
We have [wn(Fky), wkm(x)] = [wkn(y), wkm(x)] = δkm,knkm = δm,nkm. By
Lemma 2.24 we also have wkm(x) = kwm(Vk−1x) + α for some α ∈ 〈xN∗\kN∗〉.
But, as we have just proved, the entries of xN∗\kN∗ commute with those of Fky. It
follows that α commutes with wn(Fky). Therefore δm,nkm = [wn(Fky), wkm(x)] =
[wn(Fky), kwm(Vk−1x) + α] = k[wn(Fky), wm(Vk−1x)] so [wn(Fky), wm(Vk−1x)] =
δm,nm.
So we proved the existence of fQ. Since fQ sends the generators xN∗\kN∗ , z, t to
elements from B(Z) we have fQ(Z[xN∗\kN∗ ]⊗Z B(Z)(z, t)) ⊆ B(Z). Therefore fZ is
simply defined as the restriction of fQ. Then for an arbitrary ring R we obtain fR
from fZ by taking the tensor product ⊗ZR.
Next we prove that f is injective. To do this we prove that the basis xi1N∗\kN∗ ⊗
zi2tj of R[xN∗\kN∗ ]⊗RB(R)(z, t), with i1 ∈ IN∗\kN∗ and i2, j ∈ I, is mapped by f to
a linearly independent set. We have f(xi1N∗\kN∗ ⊗ z
i2tj) = xi1N∗\kN∗(Vk−1x)
i2 (Fy)j =
µ(xi1N∗\kN∗(Vk−1x)
i2 ⊗ (Fy)j), where µ : R[x]⊗R R[y]→ B(R) is the multiplication
map, α ⊗ β 7→ αβ. Since µ is bijective we must prove that xi1N∗\kN∗(Vk−1x)
i2 ⊗
(Fy)j are linerly independent in R[x] ⊗R R[y]. But this will follow from the
fact that xi1N∗\kN∗(Vk−1x)
i2 with i1 ∈ IN∗\kN∗ , i2 ∈ I are linearly independent
in R[X ] and (Fky)
j with j ∈ I are linearly independent in R[y]. Indeed, we have
(xN∗\kN∗ , Vk−1x) = x so {x
i1
N∗\kN∗(Vk−1x)
i2 | i1 ∈ IN∗\kN∗ , i2 ∈ I} = {x
i | i ∈ I},
which is a basis for R[x]. And by Lemma 2.23 (FX)j with j ∈ I are linearly
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independent in R[X ]. Since R[X ] ∼= R[y] this implies that (Fy)j with j ∈ I are
linearly independent in R[y].
Since f is an injective morphism of algebras we have Im f = R[xN∗\kN∗ ] ⊗R
B(R)(Vk−1x, Fky). But Im f = 〈xN∗\kN∗ , Vk−1x, Fky〉 = 〈x, Fky〉, which concludes
our proof.
(ii) proves similarly. ✷
Corollary 2.26. For any k, l,m, n ∈ N∗ and any ring R in B(R) we have
(i) [(Fky)n, xm] =
{
cm/k,n(xkd | d ∈ D
∗(m/k), (Fky)e | e ∈ D∗(n)) if k | m
0 if k ∤ m
.
(ii) [yn, (Flx)m] =
{
cm,n/l((Flx)d | d ∈ D
∗(m), yle | e ∈ D∗(n/l)) if l | n
0 if l ∤ n
.
Proof. Statement (i) in the case k | m can also be written as [(Fky)n, xkm] =
cm,n(xkd | d ∈ D∗(m), (Fky)e | e ∈ D∗(n)). Since Vk−1x = (xkm)m≥1 this also
writes as [(Fky)n, (Vk−1x)m] = cm,n(Vk−1x, Fky). But this is a relation among
generators from B(R)(Vk−1x, Fky), which exists by Proposition 2.25(i).
Also by Proposition 2.25(i) the entries of xN∗\kN∗ commute with those of Fky, i.e.
every xm with k ∤ m commutes with every (Fky)n. But this is just the statement
(i) in the case k ∤ m.
The proof of (ii) is similar. ✷
Proposition 2.27. Let R be a ring of characteristic p and let k, l ≥ 0. We write
the generators x, y of B(R) as x = (x′, x′′) and y = (y′, y′′), where x′ = xN∗\pkN∗
and x′′ = Vp−kx = (xpkm)m≥1, y
′ = yN∗\plN∗ and y
′′ = Vp−ly = (ypln)n≥1. Then in
B(R) we have
〈x′, y′, Fplx
′′, Fpky
′′〉 = BN∗\pkN∗,N∗\plN∗(R)(x
′, y′)⊗R B(R)(Fplx
′′, Fpky
′′).
P roof. First note that the subalgebra of B(R) generated by x′ = xN∗\pkN∗ and
y′ = yN∗\plN∗ is BN∗\pkN∗,N∗\plN∗(R). Let z = (zm)m≥1 and t = (tn)n≥1 be multi-
variables. We must prove that there is an isomorphism of algebras
f : BN∗\pkN∗,N∗\plN∗(R)⊗R B(R)(z, t)→ C := 〈x
′, y′, Fplx
′′, Fpky
′′〉
given by x′ 7→ x′, y′ 7→ y′, z 7→ Fplx
′′, t 7→ Fpky
′′.
First we note that we have a morphism of algebras f1 : BN∗\pkN∗,N∗\plN∗(R)→ C,
which is simply the inclusion map, x′ 7→ x′, y′ 7→ y′.
Since charR = p the Frobenius map Fpl is given by (x1, x2, . . .) 7→ (x
pl
1 , x
pl
2 , . . .).
Then we get Fplx
′′ = FplVp−kx = Vp−kFplx = (x
pl
pkm
)m≥1. Similarly, Fpky
′′ =
FpkVp−ly = Vp−lFpky. By Proposition 2.25 we have the existence of the algebras
B(R)(Vp−kx, Fpky) and B(R)(Fplx, Vp−ly). It follows that we have the algebra
morphisms g1, g2 : B(R) → B(R), with g1 given by x 7→ Vp−kx, y 7→ Fpky and g2
by x 7→ Fplx, y 7→ Vp−ly. Then g1g2 : B(R) → B(R) is given by x 7→ Vp−kFplx =
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Fplx
′′, y 7→ FpkVp−ly = Fpky
′′. By changing the variables for B(R) to z, t we get a
morphism of algebras f2 : B(R)(z, t)→ C ⊆ B(R) given by z 7→ Fplx
′′, t 7→ Fpky
′′.
We have Im f1 = 〈x′, y′〉 and Im f2 = 〈Fplx
′′, Fpky
′′〉. By Proposition 2.25(i) the
entries of x′ = xN∗\pkN∗ commute with those of Fpky. Therefore they commute also
with the entries of Vp−lFpky = Fpky
′′. Similarly the entries of y′ commute with
those of Fplx
′′. Hence the images of f1 and f2 commute with each other. So we
have a morphism f = f1 ⊗ f2 : BN∗\pkN∗,N∗\plN∗(R) ⊗ B(R)(z, t) → C given by
x′ 7→ x′, y′ 7→ y′, z 7→ Fplx
′′, t 7→ Fpky
′′. Obviously, f is surjective. For injec-
tivity we prove that the basis {x′ay′bzctd | a ∈ IN∗\pkN∗ , b ∈ IN∗\plN∗ , c, d ∈ I} of
BN∗\pkN∗,N∗\plN∗(R) ⊗ B(R)(z, t) is mapped by f to a linearly independent set.
Since x = (x′, x′′), y = (y′, y′′) and the entries of y′ commute with those of
Fplx
′′ we have f(x′ay′bzctd) = x′ay′b(Fplx
′′)c(Fpky
′′)d = x′a(Fplx
′′)cy′b(Fpky
′′)d =
x′ax′′p
lcy′by′′p
kd = xiyj , where i, j ∈ I, i = (a, plc), j = (b, pkd). But xiyj
with i, j ∈ I are a basis of B(R) so they are linearly independent and the map
(a, b, c, d) 7→ ((a, plc), (b, pkd)) is injective. Hence our claim. ✷
We will need a truncated version of Proposition 2.27. If P is a truncation set,
x = (xn)n∈P is a truncated Witt vector of type WP and k ∈ N∗ then Vkx is a
Witt vector of type WD(k)P , while Fkx is of type WP/k. (Here D(k)P := {dn | d ∈
D(k), n ∈ P} and P/k := {n ∈ N∗ | kn ∈ P}.)
Same as for Fk, Vk−1x is defined as a Witt vector of type WP/k. More precisely,
we have Vk−1x = (xkn)kn∈P = (xkn)n∈P/k. Since Vk−1x contains the entries of x
with indices multiples of k we have x = (xP\kN∗ , Vk−1x). Note that P \ kN
∗ is a
truncation set.
Note that, while in general Fkx is of typeWP/k, if the characteristic is p and k is
a p-power then we can define Fkx as a vector of type WP . Namely, in characteristic
p we have Fpkx = (x
pk
n )n∈P ∈WP .
Corollary 2.28. Let R be a ring of characteristic p, let P,Q be truncation sets and
let k, l ≥ 0. We write the generators x = (xm)m∈P and y = (yn)n∈Q of BP,Q(R)
as x = (x′, x′′) and y = (y′, y′′), where x′ = xP\pkN∗ , x
′′ = Vp−kx = (xpkm)m∈P/pk ,
y′ = yQ\plN∗, y
′′ = Vp−ly = (xpln)n∈Q/pl . Then in BP,Q(R) we have
〈x′, y′, Fplx
′′, Fpky
′′〉 = BP\pkN∗,Q\plN∗(R)(x
′, y′)⊗R BP/pk,Q/pl(R)(Fplx
′′, Fpky
′′).
P roof. Let x = (xm)m≥1, y = (yn)n≥1 be the generators of B(R). Then x = xP
and y = yQ.
We write x = (x′, x′′) and y = (y′, y′′), where x′ = xN∗\pkN∗ , x
′′ = Vp−kx, y
′ =
yQ\plN∗ , y
′′ = Vp−ly. Then by Proposition 2.27 inB(R) we have 〈x
′, y′, Fplx
′′, Fpky
′′〉 =
BN∗\pkN∗,N∗\plN∗(R)(x
′, y′)⊗R B(R)(Fplx
′′, Fpky
′′).
We have x′ = (xm)m∈P\pkN∗ and x
′ = (xm)N∗\pkN∗ so x
′ = x′P\pkN∗ . We have
Fplx
′′ = (xp
l
pkm
)m∈P/pk and Fplx
′′ = (xp
l
pkm
)m≥1 so Fplx
′′ = (Fplx
′′)P/pk . Simi-
larly y′ = y′Q\plN∗ and Fpky
′′ = (Fpky
′′)Q/pl . By Proposition 2.17 the subalge-
bra of BN∗\pkN∗,N∗\plN∗(R)(x
′, y′) generated by x′ = x′P\pkN∗ and y
′ = y′Q\plN∗
is 〈x′, y′〉 = BP\pkN∗,Q\plN∗(R)(x
′, y′) and the subalgebra of B(R)(Fplx
′′, Fpky
′′)
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generated by Fplx
′′ = (Fplx
′′)P/pk and Fpky
′′ = (Fpky
′′)Q/pl is 〈Fplx
′′, Fpky
′′〉 =
BP/pk,Q/pl(R)(Fplx
′′, Fpky
′′). It follows that the subalgebra 〈x′, y′, Fplx
′′, Fpky
′′〉 of
BN∗\pkN∗,N∗\plN∗(R)(x
′, y′)⊗RB(R)(Fplx
′′, Fpky
′′) writes asBP\pkN∗,Q\plN∗(R)(x
′, y′)⊗R
BP/pk,Q/pl(R)(Fplx
′′, Fpky
′′). ✷
Corollary 2.29. If R is a ring of characteristic p, m,n ≥ 1 and k, l ≥ 0 then in
B(R) we have
[yp
l
n , x
pl
m] =
{
cm/pk,n/pl(x
pl
pkd
| d ∈ D∗(m/pk), yp
k
ple
| e ∈ D∗(n/pl)) if pk | m, pl | n
0 otherwise
.
P roof. Recall that in B(R) we have [yn, xm] = cm,n(xd | d ∈ D∗(m), ye | e ∈
D∗(n)) ∀m,n ≥ 1. But by Proposition 2.27 Fplx
′′ = (xp
l
pkm
)m≥1 and Fpky
′′ =
(yp
k
pln
)n≥1 generate B(R)(Fplx
′′, Fpky
′′) so ∀m,n ≥ 1 we have
[yp
k
pln
, xp
l
pkm
] = cm,n(x
pl
pkd
| d ∈ D∗(m), yp
k
ple
| e ∈ D∗(n)).
This gives the formula for [yp
l
n , x
pl
m] when p
k | m, pl | n.
By Proposition 2.25(i) the entries of xN∗\pkN∗ = (xm)m∈N∗\pkN∗ commute with
those of Fpky = (y
pk
n )n≥1. Hence for anym,n ≥ 1 with p
k ∤ m we have [yp
k
n , xm] = 0,
which implies [yp
k
n , x
pl
m] = 0. Similarly, by using Proposition 2.25(ii), if p
l ∤ n then
[yn, x
pl
m] = 0, so [y
pk
n , x
pl
m] = 0, . ✷
3. The p-typical B algebra in characteristic p
From now on we fix a prime p and we only consider truncation sets of the type
P = {1, p, . . . , pn−1} with n ∈ N ∪ {∞}. (If n = 0 then P = ∅ and if n = ∞
then P = {1, p, p2, . . .}.) We denote by Wn(R) the ring of truncated p-typical Witt
vectors of length n, Wn(R) = W{1,p...,pn−1}(R). It’s elements will be written as
(x0, x1, . . . , xn−1) instead of (x1, xp, . . . , xpn−1). In particular, W (R) := W∞(R) is
the ring of p-typical Witt vectors. If m ≥ n and x = (x0, . . . , xm−1) ∈ Wm(R) then
we denote by x(n) its truncation in Wn(R), x(n) = (x0, . . . , xn−1).
The ghost function wpi will be renamed wi. In the new notation if X =
(X0, X1, . . .) then wi(X) =
∑i
k=0 p
kXp
i−k
k .
More generally, every multivariable indexed by the set P = {1, p, . . . , pn−1} will
now be indexed by the set {0, 1, . . . , n − 1}, i.e. instead of (X1, Xp, . . . , Xpn−1)
we write (X0, X1, . . . , Xn−1). Moreover, I{1,p,...,pn−1} will be renamed In and it’s
elements will be denoted by (i0, i1, . . . , in−1) instead of (i1, ip, . . . , ipn−1). So if
X = (X0, . . . , Xn−1) and i = (i0, . . . , in−1) ∈ In then X
i := X i00 · · ·X
in−1
n−1 . When
n =∞ we put I = I∞.
If m,n ∈ N ∪ {∞} we denote by Bm,n(R) the algebra BP,Q(R) with P =
{1, p, . . . , pm−1}, Q = {1, p, . . . , pn−1}. When m = n we denote Bn(R) = Bn,n(R).
We say that B(R) := B∞(R) is the p-typical B algebra over R and Bm,n(R) are it’s
truncations. The generators of Bm,n(R) will be renamed as x = (x0, . . . , xm−1) and
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y = (y0, . . . , yn−1) instead of x = (x1, xp, . . . , xpm−1) and y = (y1, yp, . . . , ypn−1).
Note that Z[P−1, Q−1] = Z[p−1] (or Z, if m,n ∈ {0, 1}). So if R is a Z[p−1]-
ring, i.e. with p ∈ R×, then Bm,n(R) is generated by x = (x0, . . . , xm−1) and
y = (y0, . . . , yn−1) with the relations [wi(x), wj(x)] = 0, [wi(y), wj(y)] = 0 and
[wj(y), wi(x)] = δi,jp
i.
The polynomials cpi,pj ∈ Z[X1, . . . , Xpi−1 ][Y1, . . . , Ypj−1 ] will be renamed ci,j ,
with ci,j ∈ Z[X0, . . . , Xi−1][Y0, . . . , Yj−1]. In particular, c0,0 is the old c1,1, i.e.
c0,0 = 1.
Therefore, for an arbitrary ring R, Bm,n(R) is the algebra generated by x =
(x0, . . . , xm−1) and y = (y0, . . . , yn−1), with the relations [xi, xj ] = 0, [yi, yj ] = 0
and [yj , xi] = ci,j(x, y). If m
′ ≤ m, n′ ≤ n then Proposition 2.17 states that
Bm′,n′(R) is the subalgebra of Bm,n(R) generated by x(m′) and y(n′).
If m or n = 0 then the sequence x or y, respectively, is empty. Hence Bm,0(R)
is generated by x = (x0, . . . , xm−1), with the relations [xi, xj ] = 0 for 0 ≤ i, j ≤
m − 1, i.e. Bm,−1(R) = R[x] strictly. Similarly, B0,n(R) = R[y] strictly, where
y = (y0, . . . , yn−1) and B0(R) = R.
From now on all p-typical Witt vectors will be over rings of characteristic p.
Most of the results from §2, such as Lemmas 2.19 - 2.22, can be easily trans-
lated in the new notation for p-typical algebras by simply replacing BP,Q for some
truncation sets P,Q with Bm,n for some m,n ∈ N∪{∞}. Corollaries 2.28 and 2.29
need a little more attention.
The Frobenius and Verschiebung maps Fp and Vp will be renamed F and V .
In this notation Fpk and Vpk write as F
k and V k. Recall that V is given by
(x0, x1, . . .) 7→ (0, x0, x1, . . .) and, since we are in characterictic p, F is given by
(x0, x1, . . .) 7→ (x
p
0, x
p
1, . . .).
The map Vp−1 will be renamed V
−1. It is given by (x0, x1, x2, . . .) 7→ (x1, x2, . . .).
More generally, the map Vp−k = V
k
p−1 will be written as (V
−1)k = V −k and it is
given by (x0, x1, . . .) 7→ (xk, xk+1, . . .). Note that V −1 is an inverse only to the
left for V . More generally, if k, l ∈ Z then V kV l = V k+l holds in all cases except
when k > 0, l < 0. Recall that on truncated Witt vectors Vk−1 is defined as Vk−1 :
WP → WP/k. If we take P = {1, p, · · · , p
n−1} then P/pk = {1, p, · · · , pn−k−1}.
Hence in the new notation V −k is defined as V −k : Wn → Wn−k and is given by
(x0, . . . , xn−1) 7→ (xk, . . . , xn−1).
We are now ready to state the p-typical version of Corollary 2.28. We take
P = {1, p, . . . , pm−1} and Q = {1, p, . . . , pn−1} and we take with k ≤ m, l ≤ n.
We write the formula x = (x′, x′′), where x′ = xP\pkN∗ and x
′′ = Vp−kx. Since
P \ pkN∗ = {1, p, . . . , pk−1} in the new notation we have x′ = x(k) and x
′′ = V −kx.
Similarly, y = (y′, y′′), where y′ = y(l) and y
′′ = V −ly. We get:
Proposition 3.1. Let m,n ∈ N ∪ {∞} and k, l ∈ N with k ≤ n, l ≤ n. We
write the generators x and y of Bm,n(R) as x = (x
′, x′′) and y = (y′, y′′), where
x′ = x(k) = (x0, . . . , xk−1), y
′ = y(l) = (y0, . . . , yl−1), x
′′ = V −kx = (xk, . . . , xm−1)
and y′′ = V −ly = (yl, . . . , yn−1). Then in Bm,n(R) we have
〈x′, y′, F lx′′, F ky′′〉 = Bk,l(R)(x
′, y′)⊗R Bm−k,n−l(R)(F
lx′′, F ky′′).
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When we take in Corollary 2.28 m = pi and n = pj we get in the new notation:
Proposition 3.2. If i, j, k, l ∈ N then in B(R) we have
[yp
k
j , x
pl
i ] =
{
ci−k,j−l(x
pl
k , . . . , x
pl
i−1, y
pk
l , . . . , y
pk
j−1) if i ≥ k, j ≥ l
0 otherwise
.
In particular, [yp
i
j , x
pj
i ] = c0,0 = 1. Also if k > i then [y
pk
j , xi] = 0 and if l > j then
[yj, x
pl
i ] = 0.
Corollary 3.3. Let C be a subalgebra of B(R) and let I ⊂ C be an ideal. If
xp
l
i , y
pk
j ∈ C then in C/I we have [y
pk
j , x
pl
i ] = 0 iff i < k or j < l.
Proof. The ”if” part follows directly from Proposition 3.2. For the ”only if”
part assume that i ≥ k, j ≥ l and [yp
k
j , x
pl
i ] = 0. Since x
pl
i commutes with y
pk
j ,
xp
j
i = (x
pl
i )
pj−l will commute with yp
i
j = (y
pk
j )
pi−k . But by Proposition 3.2 we have
[yp
i
j , x
pj
i ] = 1 6= 0. Contradiction. ✷
Corollary 3.4. If m,n ∈ N ∪ {∞}, 0 ≤ l0 ≤ · · · ≤ lm−1 and 0 ≤ k0 ≤ · · · ≤ kn−1
then in B(R) we have
〈xp
l0
0 , · · · , x
plm−1
m−1 , y
pk0
0 , · · · , y
pkn−1
n−1 〉 = R[x
pl0
0 , · · · , x
plm−1
m−1 ][y
pk0
0 , · · · , y
pkn−1
n−1 ].
P roof. If i ≤ m−1, j ≤ n−1 then by Proposition 3.2 we have [yp
kj
j , x
pli
i ] = 0 or
ci−k,j−l(x
pli
kj
, . . . , xp
li
i−1, y
pkj
li
, . . . , yp
kj
j−1). Since if a ≤ i−1 then la ≤ li and if b ≤ j−1
then kb ≤ kj , in both cases we have [y
pkj
j , x
pli
i ] ∈ 〈x
pl0
0 , . . . , x
pli−1
i−1 , y
pk0
0 , . . . , y
pkj−1
j−1 〉.
Then we get our result from Lemma 2.6(i). ✷
From now on we focus on the finitely generated case, of algebras Bm,n(R), where
m,n ∈ N. Since Bm,n(R) ⊆ B(R) the result from Proposition 3.2 will also hold in
Bm,n(R) when i < m, j < n.
Suppose that C = Bm,n(R)/I, where I ⊂ Bm,n(R) is an ideal. Let 0 ≤ m′ ≤ m,
0 ≤ n′ ≤ n and let 0 ≤ l0 · · · ≤ lm′−1, 0 ≤ k0 · · · ≤ kn′−1. Let D be the subalgebra
of C generated by xp
l0
0 , · · · , x
p
l
m′−1
m′−1 , y
pk0
0 , · · · , y
p
k
n′−1
n′−1 . By Corollary 3.4 we have
D = R[xp
l0
0 , · · · , x
p
l
m′−1
m′−1 ][y
pk0
0 , · · · , y
p
k
n′−1
n′−1 ].
We are interested in C(D), the centralizer of D in C. First we determine the
powers xp
l
i and y
pk
j that belong to C(D). Since x
pl
i commutes with x
pl0
0 , · · · , x
p
l
m′−1
m′−1 ,
we have xp
l
i ∈ C(D) iff [y
pkj
j , x
pl
i ] = 0 for 0 ≤ j ≤ n
′ − 1. By Corollary 4.5
this is equivalent to l > j or kj > i for every 0 ≤ j ≤ n′ − 1, i.e. l > j for
every j with kj ≤ i. Since k0 ≤ · · · ≤ kn′−1 the smallest l with this property is
l′i = min{j | kj > i}, if this minimum is defined, i.e. if kn′−1 > i, and l
′
i = n
′
otherwise. In the particular case when n′ = 0 we have D = R[xp
l0
0 , · · · , x
p
l
m′−1
m′−1 ] so
x0, . . . , xm−1 ∈ C(D). So in this case we take l
′
0 = · · · = l
′
m−1 = 0.
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Similarly, for every 0 ≤ j ≤ n − 1 the smallest k with the property that yp
k
j ∈
C(D) is k′j = min{i | li > j} if lm′−1 > j and k
′
j = m
′ otherwise. Again, if m′ = 0
then k′0 = · · · = k
′
n−1 = 0.
Note that 0 ≤ l′0 ≤ · · · ≤ l
′
m−1 ≤ n
′ and 0 ≤ k′0 ≤ · · · ≤ k
′
n−1 ≤ m
′. Therefore
Corollary 3.4 applies. In conclusion:
Lemma 3.5. Let C = Bm,n(R)/I where I ⊂ Bm,n(R) is an ideal. Let 0 ≤ m′ ≤ m,
0 ≤ n′ ≤ n, 0 ≤ l0 ≤ · · · ≤ lm′−1 and 0 ≤ k0 · · · ≤ kn′−1.
We consider the subalgebra D ⊆ C,
D = 〈xp
l0
0 , . . . , x
p
l
m′−1
m′−1 , y
pk0
0 , . . . , y
p
k
n′−1
n′−1 〉 = R[x
pl0
0 , . . . , x
p
l
m′−1
m′−1 ][y
pk0
0 , . . . , y
p
k
n′−1
n′−1 ].
For 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1 we define
li =
{
min{j | kj > i} if kn′−1 > i
n′ if kn′−1 ≤ i
kj =
{
min{i | li > j} if lm′−1 > i
m′ if ln′−1 ≤ j
.
(If n′ = 0 then l′0 = · · · = l
′
m−1 = 0; if m
′ = 0 then k′0 = · · · = k
′
n−1 = 0.)
Then 0 ≤ l′0 ≤ · · · ≤ l
′
m−1 ≤ n
′, 0 ≤ k′0 ≤ · · · ≤ k
′
n−1 ≤ m
′ and C(D) ⊇ D′,
where D′ = 〈xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 , y
pk
′
0
0 , . . . , y
p
k′
n−1
n−1 〉 = R[x
pl
′
0
0 , . . . , x
p
l′
m−1
m−1 ][y
pk
′
0
0 , . . . , y
p
k′
n−1
n−1 ].
Note that C(D) also writes as C(xp
l0
0 , . . . , x
p
l
m′−1
m′−1 , y
pk0
0 , . . . , y
p
k
n′−1
n′−1 ).
In the particular case m′ = 0, when D = R[yp
k0
0 , . . . , y
p
k
n′−1
n′−1 ], we have k
′
0 =
· · · = k′n−1 = 0 so D
′ = 〈xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 , y0, . . . , yn−1〉 = R[x
pl
′
0
0 , . . . , x
p
l′
m−1
m−1 ][y].
Similarly, if n′ = 0, then D = R[xp
l0
0 , . . . , x
p
l
m′−1
m′−1 ] and l
′
0 = · · · = l
′
n−1 = 0, so
D′ = 〈x0, . . . , xm−1, y
pk
′
0
0 , . . . , y
p
k′
n−1
n−1 〉 = R[x][y
pk
′
0
0 , . . . , y
p
k′
n−1
n−1 ].
We will prove that in Lemma 3.5 we have equality, i.e. C(D) = D′. But first we
need a preliminary result.
Lemma 3.6. If [a, b] = 1 then ad(a)k(bn) = n!(n−k)!b
n−k if k ≤ n and = 0 if k > n.
Similarly, (− ad(b))k(an) = n!(n−k)!a
n−k if k ≤ n and = 0 if k > n.
In particular, ad(a)n(bn) = (− ad(b))n(an) = n!.
Proof. We have ad(a)(bn) = [a, bn] = nbn−1. By induction, if k ≤ n then
ad(a)k(bn) = n(n − 1) · · · (n − k + 1)bn−k = n!(n−k)!b
n−k. When n = k we get
ad(a)n(bn) = n!. It follows that ad(a)n+1(bn) = ad(a)(n!) = [a, n!] = 0. it follows
that ad(a)k(bn) = 0 if k ≥ n+ 1.
Since − ad(b) is given by x 7→ [x, b] we get the similar results for (− ad(b))k(an).
✷
Lemma 3.7. We use the notations from Lemma 3.5. If M ⊆ R[x], M ′ ⊆ R(y]
are R-submodules and µ : R[x] ⊗R R[y] → Bm,n(R) is the multiplication map
α⊗ β 7→ αβ then in C we have:
(i) C(yp
k0
0 , . . . , y
p
k
n′−1
n′−1 ) ∩ µ(R[x]⊗R M) = µ(R[x
pl
′
0
0 , . . . , x
p
l′
m−1
m−1 ]⊗R M)
(ii) C(xp
l0
0 , . . . , x
p
l
m′−1
m′−1 ) ∩ µ(M
′ ⊗R R[y]) = µ(M
′ ⊗R R[y
pk
′
0
0 , . . . , y
p
k′n−1
n−1 ]).
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Proof. (i) By the case m′ = 0 of Lemma 3.5 we have µ(R[xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 ] ⊗R
M) ⊆ R[xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 ][y] ⊆ C(y
pk0
0 , . . . , y
p
k
n′−1
n′−1 ). So we have the ⊇ inclusion.
For the reverse inclusion let α ∈ C(yp
k0
0 , . . . , y
p
k
n′−1
n′−1 ) ∩ µ(R[x] ⊗R M). Assume
that α /∈ µ(R[xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 ]⊗R M).
We have the filtration R[xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 ] = C0 ⊆ · · · ⊆ Cm = R[X ], where
Ci = R[x0, . . . xi−1, x
pl
′
i
i , . . . , x
p
l′
m−1
m−1 ]. Then α ∈ µ(Cm⊗RM)\µ(C0⊗RM) so there
is 0 ≤ i ≤ m− 1 such that α ∈ µ(Ci+1 ⊗R M) \ µ(Ci ⊗R M).
Next, we have a filtartion Ci+1 = Ci,0 ⊇ · · · ⊇ Ci,l′
i
= Ci, where Ci,l =
R[x0, . . . , xi−1, x
pl
i , x
p
l′
i+1
i+1 , . . . , x
p
l′
m−1
m−1 ]. Since α ∈ µ(Ci,0 ⊗R M) \ µ(Ci,l′i ⊗R M)
we have α ∈ µ(Ci,l ⊗R M) \ µ(Ci,l+1 ⊗R M) for some 0 ≤ l < l′i.
Note that every power of xp
l
i writes as a power of x
pl+1
i multiplied by one of
the factors 1, xp
l
i , . . . , x
pl(p−1)
i . (If a = bp + r with 0 ≤ r ≤ p − 1 then (x
pl
i )
a =
xp
lr
i (x
pl+1
i )
b.) It follows that Ci,l =
∑p−1
r=0 x
plr
i Ci,l+1. Hence α ∈ µ(Ci,l ⊗R M) =∑p−1
r=0 x
plr
i µ(Ci,l+1 ⊗RM). We write α =
∑p−1
r=0 x
plr
i αr, with αr ∈ µ(Ci,l+1 ⊗RM).
Since α /∈ µ(Ci,l+1 ⊗R M) we cannot have α = α0 so α1, . . . , ap−1 are not all zero.
Hence α = α0 + · · ·+ x
plu
i αu for some 1 ≤ u ≤ p− 1, with αu 6= 0.
Since l < l′i = min{j | kj > i} we have kl ≤ i. (Same happens if kn′−1 ≤ i,
when l′i = n
′. In this case kl ≤ kn′−1 ≤ i.) Then, since y
pkl
l commutes with α, so
will yp
i
l . For h < i we have [y
pi
l , xh] = 0; also [y
pi
l , x
pl+1
i ] = 0; and for h > i we
have l′h ≥ l
′
i > l so [y
pi
l , x
pl
′
h
h ] = 0. So y
pi
l commutes with every element in Ci,l+1.
Since yp
i
l also commutes with every element of M ⊆ R[y], it will commute with the
elements of µ(Ci,l+1 ⊗R M), in particular, with α0, . . . , αu.
We have ad(yp
i
l )(α) = [y
pi
l , α] = 0 so (ad(y
pi
l ))
u(α) = 0. But α =
∑u
r=0 x
pkr
i αu
and yp
i
l commutes with αr ∀r so
0 = (ad(yp
i
l ))
u(α) =
u∑
r=0
(ad(yp
i
l ))
u(xp
ku
i )αr = u!αu.
(We have [yp
i
k , x
pk
i ] = 1 so, by Lemma 3.6, (ad(y
pi
k ))
u(xp
kr
i ) = 0 if r < u and
(ad(yp
i
k ))
u(xp
ku
i ) = u!.) But u < p so u! ∈ R
×. Hence αu = 0. Contradiction.
(ii) is similar. ✷
Proposition 3.8. In Lemma 3.5 we have equality, C(D) = D′.
Proof. We apply Lemma 3.7(i) withM = R[y], when µ(R[x]⊗RM) = R[x][y] =
C, and we get C(yp
k0
0 , . . . , y
p
k
n′−1
n′−1 ) = µ(R[x
pl
′
0
0 , . . . , x
p
l′
m−1
m−1 ]⊗R R[y]).
Next we apply Lemma 3.7(ii) with M ′ = R[xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 ]. We have C(D) =
C(xp
l0
0 , . . . , x
p
l
m′−1
m′−1 )∩C(y
pk0
0 , . . . , y
p
k
n′−1
n′−1 ) = C(x
pl0
0 , . . . , x
p
l
m′−1
m′−1 )∩µ(M
′⊗R[y]) =
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µ(M ′⊗RR[y
pk
′
0
0 , . . . , y
p
k′
n−1
n−1 ]). ButM
′ = R[xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 ] so µ(M
′⊗RR[y
pk
′
0
0 , . . . , y
p
k′
n−1
n−1 ]) =
R[xp
l′
0
0 , . . . , x
p
l′
m−1
m−1 ][y
pk
′
0
0 , . . . , y
p
k′
n−1
n−1 ]. ✷
Corollary 3.9. If C = Bm,n(R)/I for some ideal I ⊂ Bm,n(R) and m′ ≤ m,
n′ ≤ n then in C we have:
(i) C(y0, . . . , yn′−1) = R[x
pn
′
0 , . . . , x
pn
′
m−1][y].
(ii) C(x0, . . . , xm′−1) = R[x][y
pm
′
0 , . . . , y
pm
′
n−1].
(iii) C(x0, . . . , xm′−1, y0, . . . , yn′−1) = R[x
pn
′
0 , . . . , x
pn
′
m−1][y
pm
′
0 , . . . , y
pm
′
n−1].
In particular, Z(C) = R[xp
n
0 , . . . , x
pn
m−1, y
pm
0 , . . . , y
pm
n−1].
Proof. (iii) follows from Proposition 3.8 with (l0, . . . , lm′−1) = (0, . . . , 0) and
(k0, . . . , kn′−1) = (0, . . . , 0) so that (k
′
0, . . . , k
′
n−1) = (m
′, . . . ,m′) and (l′0, . . . , l
′
n−1) =
(n′, . . . , n′). (i) and (ii) are particular cases, m′ = 0 and n′ = 0, respectively, of
(iii). (See also the remarks following Lemma 3.5.)
The formula for Z(C) follows by taking m′ = m and n′ = n in (iii). ✷
4. The symbols ((·, ·))pm,pn
Throughout this section K is a field of characteristic p and m,n ∈ N are fixed.
Definition 5. If a = (a0, . . . , am−1) ∈ Wm(K), b = (b0, . . . , bn−1) ∈ Wn(K) we
define the algebra A((a,b))pm,pn = Bm,n(K)/(F
nx− a, Fmy − b).
Since in this section m,n are fixed, for convenience we will write A((a,b)) instead
of A((a,b))pm,pn . If the field K needs to be specified we use the notation A((a,b))(K).
If instead of x, y we use other multivariables, say, z, t, then we use the notation
A((a,b))(z, t), which means Bm,n(K)(z, t)/(F
nz − a, Fmt− b).
Note that the relation Fnx − a = 0 is equivalent to Fnx = a, i.e. to xp
n
i = ai
for 0 ≤ i ≤ m − 1. Hence (Fnx − a) = (xp
n
0 − a0, . . . , x
pn
m−1 − am−1). Similarly,
(Fmy − b) = (yp
m
0 − b0, . . . , y
pm
n−1 − bn−1).
As a consequence, A((a,b) = Bm,n(K)/(x
pn
i − ai, y
pm
j − bj | i < m, j < n). In
terms of generators and relations A((a,b)) is generated by x and y with the relations
[xi, xj ] = 0, [yi, yj] = 0, [yj , xi] = ci,j(x0, . . . , xi−1, y0, . . . , yj−1), x
pn
i = ai and
yp
m
j = bj .
In particular, if n = 0 then Bm,0(K) = K[x] soA((a,b)) = K[x]/(x0−a0, . . . , xm−1−
am−1) = K. Similarly, ifm = 0 then A((a,b)) = K[y]/(y0−b0, . . . , yn−1−bn−1) = K.
Lemma 4.1. A((a,b)) is central.
Proof. We apply Corollary 3.9 to C = A((a,b)), which is a quotient of Bm,n(K).
We have Z(A((a,b))) = K[x
pn
0 , . . . , x
pn
m−1, y
pm
0 , . . . , y
pm
n−1]. But in A((a,b)) we have
xp
n
i = ai ∈ K and y
pm
j = bj ∈ K. So Z(A((a,b))) = K. ✷
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Lemma 4.2. The multiplication map µ : K[x]⊗K K[y]→ Bm,n(K), α⊗ β 7→ αβ,
induces an isomorphism µ : K[x]/Ix ⊗K K[y]/Iy → A((a,b)), where Ix is the ideal
(Fnx− a) = (xp
n
0 − a0, . . . , x
pn
m−1 − am−1) of K[x] and Iy is the ideal (F
my − b) =
(yp
m
0 − b0, . . . , y
pm
n−1 − bn−1) of K[y].
Proof. Recall that µ is a K-linear isomorphism. We want to identify the preim-
age under µ of the ideal (Fnx− a, Fmy − b) from the definition of A((a,b)).
By Corollary 3.9 xp
n
0 −a0, . . . , x
pn
m−1−am−1 ∈ Z(Bm,n(K)) so the ideal generated
by them coincides with the left ideal they generate. Since Bm,n(K) is spanned by
products PQ, with P ∈ K[x], Q ∈ K[y], the ideal (Fnx−a) = (xp
n
0 −a0, . . . , x
pn
m−1−
am−1) will be spanned by (x
pn
i − ai)PQ = µ((x
pn
i − ai)P ⊗ Q), with P ∈ K[x],
Q ∈ K[y] and 0 ≤ i ≤ m− 1. But the products (xp
n
i −ai)P with 0 ≤ i ≤ m− 1 and
P ∈ K[x] span the ideal Ix of K[x]. Hence (Fnx−a) is spanned by PQ = µ(P ⊗Q)
with P ∈ Ix, Q ∈ K[y]. Thus it is equal to µ(Ix ⊗K K[y]).
Similarly, since yp
m
0 − b0, . . . , y
pm
n−1 − bn−1 ∈ Z(Bm,n(K)) the ideal (F
my − b) =
(yp
m
0 − b0, . . . , y
pm
n−1 − bn−1) coincides with the right ideal generated by y
pm
0 −
b0, . . . , y
pm
n−1 − bn−1 in Bm,n(K). Then (F
my − b) is spanned by the products
PQ(yp
m
j − bj) = µ(P ⊗Q(y
pm
j − bj)), where P ∈ K[x], Q ∈ K[y] and 0 ≤ j ≤ n− 1.
We get (Fm(y)− b) = µ(K[x]⊗K Iy).
It follows that (Fnx − a, Fmy − b) = µ(Ix ⊗K K[y] + K[x] ⊗K Iy). Hence µ
induces an isomorphism µ between K[x]⊗K K[y]/(Ix ⊗K K[y] +K[x]⊗K Iy) and
Bm,n(K)/(F
nx−a, Fmy− b) = A((a,b)). But K[x]⊗KK[y]/(Ix⊗KK[y]+K[x]⊗K
Iy) = K[x]/Ix ⊗K K[y]/Iy. ✷
Corollary 4.3. We have dimK A((a,b)) = p
2mn and xi00 · · ·x
im−1
m−1 y
j0
0 · · · y
jn−1
n−1 with
0 ≤ iq ≤ pn − 1, 0 ≤ jr ≤ pm − 1 are a basis.
Proof. The products xi00 · · ·x
im−1
m−1 with 0 ≤ iq ≤ p
n − 1 are a basis for K[x]/Ix
and the products yj00 · · · y
jn−1
n−1 with 0 ≤ jr ≤ p
m−1 are a basis forK[y]/Iy. It follows
that µ(xi00 · · ·x
im−1
m−1 ⊗ y
j0
0 · · · y
jn−1
n−1 ) = x
i0
0 · · ·x
im−1
m−1y
j0
0 · · · y
jn−1
n−1 with 0 ≤ iq ≤ p
n− 1,
0 ≤ jr ≤ pm−1 are a basis for A((a,b)). Since for every iq there are p
n possible values
and for every jr there are p
m possible values this basis has (pn)m(pm)n = p2mn
elements. ✷
Lemma 4.4. A((a,b)) is simple.
Proof. Let 0 6= I be an ideal of A((a,b)). We take α ∈ I, α 6= 0, arbitrary
and we prove that after a succesion of transformations α → [yp
k
l , α] we end up
with an element α ∈ I ∩ K[y], α 6= 0. Then we prove that after a succesion of
transformations α → [α, xp
l
k ] we end up with an element α ∈ I ∩K, α 6= 0. Since
α ∈ I is invertible we have I = A((a,b)). Hence A((a,b)) is simple.
In the proof we use the particular cases of Proposition 3.2.
There are two steps.
Step 1: We prove that J := I ∩K[y] 6= {0}.
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By Corollary 4.3 every α ∈ I \ {0} writes uniquely in the ”standard form” as
α =
∑
i∈A x
iαi, where ∅ 6= A ⊆ {0, . . . , pn−1}m and for every i ∈ A αi ∈ K[y]\{0},
with degyj αi ≤ p
m−1 for 0 ≤ j ≤ n−1. We have α ∈ K[y]\{0} iff A = {0}, i.e. iff
α = α0. If α /∈ K[y], i.e. if A 6= ∅, {0}, then we define (kα, lα, qα) as follows: kα is
the largest k such that there is i = (i0, . . . , im−1) ∈ A with ik 6= 0; lα is the smallest
l such that there is i = (i0, . . . , im−1) ∈ A with pl‖ikα ; qα is the largest q with p ∤ q
such that there is i = (i0, . . . , im−1) ∈ A with ikα = p
lαq. Obviously kα, lα, qα are
well defined and we have 0 ≤ kα ≤ m− 1, 0 ≤ lα ≤ n− 1 and 1 ≤ qα ≤ pn−lα − 1
with p ∤ qα. (Recall, if i = (i0, . . . , im−1) ∈ A then ik < pn ∀k.)
On triplets we define the order relation≤, with (k′, l′, q′) ≤ (k, l, q) if (k′,−l′, q′) ≤
(k,−l, q) in the lexicographic order. We have (k′, l′, q′) < (k, l, q) if k′ < k or if
k′ = k and l′ > l or if k′ = k, l′ = l and q′ < q.
Let α ∈ I \ {0}. If α ∈ K[y] then we are done. Otherwise let (k, l, q) =
(kα, lα, qα) and let α
′ = [yp
k
l , α] ∈ I. We prove that α
′ ∈ I \ {0} and we have either
α′ ∈ K[y] or (k′, l′, q′) := (kα′ , lα′ , qα′) < (k, l, q). If α
′ /∈ K[y] then we repeat
the procedure and we define α′′ = [yp
k′
l′ , α
′] and so on. At each step the triplet
(kα, lα, qα) decreases. But (kα, lα, qα) belongs to a finite set so this proces cannot
go indefinitely. Eventually we get an element of I \ {0} belonging to K[y].
We write α as above, α =
∑
i∈A x
iαi. Then [y
pk
l , αi] = 0 so α
′ =
∑
i∈A[y
pk
l , x
i]αi.
Let A′ = {i = (i0, . . . , im−1) ∈ A | pl‖ik}. By the definition of l = lα, A′ 6= ∅.
If i = (i0, . . . , im−1) ∈ A
′ then ik = p
lqi for some qi not divisible by p. By
definition q = qα = max{qi | i ∈ A′}. By the construction of k = kα for every
i = (i0, . . . , im−1) ∈ A we have ih = 0 for h > k so xi = x
i0
0 · · ·x
ik
k . If h < k
then [yp
k
l , xh] = 0 so [y
pk
l , x
i] = xi00 · · ·x
ik−1
k−1 [y
pk
l , x
ik
k ]. But by the construction of
l = lα we have either p
l‖ik, when i ∈ A′, or pl+1 | ik, when i /∈ A′. If i /∈ A′
then [yp
k
l , x
pl+1
k ] = 0 so p
l+1 | ik implies [y
pk
l , x
ik
k ] = 0 so [y
pk
l , x
i] = 0. If i ∈ A′
then [yp
k
l , x
pl
k ] = 1 so [y
pk
l , x
ik
k ] = [y
pk
l , x
plqi
k ] = qix
pl(qi−1)
k = qix
ik−p
l
k . Hence
[yp
k
l , x
i] = qix
i0
0 · · ·x
ik−1
k−1 x
ik−p
l
k = qix
i−plek . (Here e0, . . . , em−1 is the cannonical
base of Zm.) In conclusion, α′ =
∑
i∈A′ x
i−plekqiαi. For every i ∈ A′ we have
p ∤ qi so αi 6= 0 implies qiαi 6= 0. Hence α′ ∈ I \ {0} and the set A of indices
corresponding to α′ is A′ − pkel = {i − plek | i ∈ A′} 6= ∅ so α′ 6= 0. If α′ /∈ K[y]
then let (k′, l′, q′) := (kα′ , lα′ , qα′). Now for every i ∈ A′ the entries of i − plek
on the positions k + 1, . . . ,m − 1 are 0 so k′ ≤ k. The kth entry of i − plek
is ik − pl = pl(qi − 1). If q = 1 then pl(qi − 1) = 0 ∀i ∈ A′ so k′ < k, so
(k′, l′, q′) < (k, l, q). Suppose that q > 1 so pl(qi − 1) 6= 0 for some i ∈ A′.
Then k′ = k. If p | qi − 1, so pl+1 | pl(qi − 1), ∀i ∈ A′ then l′ > l and again
(k′, l′, q′) < (k, l, q). Finally, if p ∤ qi − 1 so pl‖pl(qi − 1) for some i ∈ A′ then l′ = l,
but q′ = max{qi − 1 | i ∈ A
′, p ∤ qi − 1} ≤ q − 1 < q and so (k
′, l′, q′) < (k, l, q).
Step 2: We prove that I ∩K = J ∩K 6= {0}.
Same as in Step 1, every α ∈ J \ {0} writes uniquely in the ”standard form” as
α =
∑
j∈B ajy
j, where ∅ 6= B ⊆ {0, . . . , pm−1}n and aj ∈ K \{0} ∀j ∈ B. We have
α ∈ K \ {0} iff B = {0}, i.e. iff α = α0. If α /∈ K, i.e. if B 6= ∅, {0}, then we define
(lα, kα, rα) as follows: lα is the largest l such that there is j = (j0, . . . , jn−1) ∈ B
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with jl 6= 0; kα is the samllest k such that there is j = (j0, . . . , jn−1) ∈ B with
pk‖jlα ; rα is the largest r with p ∤ r such that there is j = (j0, . . . , jn−1) ∈ B with
jlα = p
kαr. We have 0 ≤ lα ≤ n − 1, 0 ≤ kα ≤ m − 1 and 1 ≤ rα ≤ pm−kα − 1,
with p ∤ rα. We use the same order relation on triplets as in Step 1.
We prove that if α ∈ J \K and (l, k, r) = (lα, kα, rα) then α′ = [α, x
pl
k ] ∈ J \ {0}
and we have either α′ ∈ K or (l′, k′, r′) := (lα′ , kα′ , rα′ ) < (l, k, r). Then by the
same induction argument from Step 1 we obtain an element α ∈ J \{0} with α ∈ K.
We write α =
∑
j∈B ajy
j with aj ∈ K \ {0}. Let B
′ = {j = (j0, . . . , jn−1) ∈
B | pk‖jl}. If j = (j0, . . . , jn−1) ∈ B
′ then jl = p
krj with p ∤ rj and we have r =
max{rj | j ∈ B′}. By a similar proof as in Step 1, we have α′ =
∑
j∈B′ rjajy
j−pkel .
(This time we use the fact that [yh, x
pl
k ] = 0 if h < l, [y
pk+1
l , x
pl
k ] = 0 and [y
pk
l , x
pl
k ] =
1.) Then α′ ∈ I ∩ K[y] = J and the set B of indices corresponding to β is
B′ − pkel 6= ∅ so α′ 6= 0. Then, by the same reasoning as in Step 1, we get that
α′ ∈ K or (l′, k′, r′) := (lα′ , kα′ , rα′) < (l, k, r). ✷
As a consequence of Lemma 4.1, Corollary 4.3 and Lemma 4.4 we have:
Theorem 4.5. A((a,b)) is a central simple algebra of degree p
mn.
Definition 6. We define ((·, ·)) = ((·, ·))K,pm,pn : Wm(K) ×Wn(K) → Br(K) by
((a, b)) = [A((a,b))(K)].
In particular, if m = n we denote ((·, ·))K,pn,pn = ((·, ·))K,pn . If the field K is
fixed we drop the K from the index.
Since m,n are fixed we write ((·, ·)) instead of ((·, ·))pm ,pn .
Theorem 4.6. (i) ((a, b)) = ((a+ Fnc, b+ Fmd)) ∀a, c ∈Wm(K), b, d ∈ Wn(K).
(ii) ((·, ·)) is bilinear.
(iii) ((a, b))pm,pn = −((b, a))pn,pm . In particular, ((·, ·))pn is skew-symmetric.
(iv) If m = n then ((a, bc)) + ((b, ac)) + ((c, ab)) = 0.
Proof. (i) By Lemma 2.20 we have
Bm,n(K)(x, y) = Bm,n(K)(x+ c, y + d).
Then
A((a,b))(x, y) = Bm,n(K)(x+ c, y + d)/(F
nx− a, Fmy − b)
= Bm,n(K)(x+ c, y + d)/(F
n(x+ c)− (a+ Fnc), Fm(y + d)− (b+ Fmd))
= A((a+Fnc,b+Fmd))(x+ c, y + d).
By taking the classes in the Brauer group we get ((a, b)) = ((a+ Fnc, b+ Fmd)).
(iii) By Lemma 2.19 Bm,n(K)(x, y)
op = Bn,m(K)(y, x). Hence
A((a,b))pm,pn (K)(x, y)
op = (Bm,n(K)(x, y)/(F
nx− a, Fmy − b))op
= Bn,m(K)(y, x)/(F
nx− a, Fmy − b) = A((b,a))pn,pm (K)(y, x).
By taking the classes in the Brauer group we get −((a, b))pm,pn = ((b, a))pn,pm .
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(ii) We prove first that ((0, 0)) = 0. To do this we note that A((0,0))(K) =
A((0,0))(Fp) ⊗Fp K. But Br(Fp) = 0 so A((0,0))(Fp) ∼= Mpmn(Fp). It follows that
A((0,0))(K) ∼=Mpmn(K) so ((0, 0)) = 0.
We have
A((a,b))(x, y)⊗K A((c,d))(z, t) = C/(F
nx− a, Fmy − b, Fnz − c, Fmt− d),
where C := Bm,n(K)(x, y) ⊗K Bm,n(K)(z, t). By Lemma 2.21 C also writes as
C = Bm,n(K)(x+z, y)⊗KBm,n(K)(z, t−y). Also the relations Fnx = a, Fmy = b,
Fnz = c, Fmt = d are equivalent to Fn(x + z) = a + c, Fmy = b, Fnz = c,
Fm(t− y) = d− b. Hence
(Fnx− a, Fmy − b, Fnz − c, Fmt− d)
= (Fn(x+ z)− (a+ c), Fmy − b, Fnz − c, Fm(t− y)− (d− b)).
It follows that
A((a,b))(x, y)⊗K A((c,d))(z, t) = A((a+c,b))(x+ z, y)⊗K A((c,d−b))(z, t− y).
By taking classes in the Brauer group we get ((a, b)) + ((c, d)) = ((a + c, b)) +
((c, d − b)). In particular, ((a, b)) + ((c, b)) = ((a + c, b)) + ((c, 0)). Similarly, we
also have ((c, b)) + ((a, b)) = ((c + a, b)) + ((a, 0)) so ((a, 0)) = ((c, 0)). Hence
((a, 0)) is independent off a. But ((0, 0)) = 0 so ((a, 0)) = 0 ∀a ∈ Wm(K). Hence
((a, b)) + ((c, b)) = ((a+ c, b)) + ((c, 0)) = ((a+ c, b)).
For the linearity in the second variable we use the skew-symmetry from (iii).
(iv) If D = A((a,bc))(x1, y1)⊗KA((b,ac))(x2, y2)⊗KA((c,ab))(x3, y3) then D = C/I,
where C = Bn(K)(x1, y1) ⊗K Bn(K)(x2, y2) ⊗K Bn(K)(x3, y3) and I is the ideal
(Fnx1 − a, Fny1 − bc, Fnx2 − b, Fny2 − ac, Fnx3 − c, Fny3 − ab).
But by Lemma 2.22 C also writes as
C = Bn(K)(x1, y1 − x2x3)⊗K Bn(K)(x2, y2 − x1x3)⊗K Bn(K)(x3, y3 − x1x2).
Also the relations Fnx1 = a, F
ny1 = bc, F
nx2 = b, F
ny2 = ac, F
nx3 = c
and Fny3 = ab are equivalent to F
nx1 = a, F
n(y1 − x2x3) = 0, F
nx2 = b,
Fn(y2 − x1x3) = 0, Fnx3 = c and Fn(y3 − x1x2) = 0. Hence I = (Fnx1 −
a, Fn(y1−x2x3), Fnx2− b, Fn(y2−x1x3), Fnx3− c, Fn(y3−x1x2)). It follows that
D = C/I = A((a,0))(x1, y1−x2x3)⊗KA((b,0))(x2, y2−x1x3)⊗KA((c,0))(x3, y3−x1x2).
Thus ((a, bc)) + ((b, ac)) + ((c, ab)) = [D] = ((a, 0)) + ((b, 0)) + ((c, 0)) = 0. ✷
Remark. The proof of Theorem 4.6(iv), using Lemma 2.22, follows the idea in
the case n = 1 from [BK, 8.1.1], where it is refered as “the most complicated fifth
isomorphism”.
As a consequence of Theorem 4.6(i) and (ii) and the fact thatWm(K)/F
n(Wm(K))
and Wn(K)/F
m(Wn(K)) are p
l-torsion, we get
Corollary 4.7. ((·, ·))pm,pn is a bilinear defined as
((·, ·))pm,pn :Wm(K)/F
n(Wm(K))×Wn(K)/F
m(Wn(K))→ pl Br(K),
where l = min{m,n}.
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In particular, if m = n then ((·, ·)) = ((·, ·))pn is defined
((·, ·)) :Wn(K)/F
n(Wn(K))×Wn(K)/F
n(Wn(K))→ pn Br(K).
See [B, Corollary 3.12].
Theorem 4.6(ii), (iii) and (iv) in the case m = n are equivalent to:
Proposition 4.8. There is a group morphism αpn : Ω
1(Wn(K))/ dWn(K) →
pn Br(K) given by a db 7→ ((a, b))pn .
See [B, Proposition 3.6] and the following Remark.
5. The adjoint property of Frobenius and Verschiebung
In this section we prove that the operators F and V are adjoint with respect to
the symbols ((·, ·))pm ,pn .
Lemma 5.1. Let a ∈ Wm(K), b ∈ Wn(K). Let 0 ≤ k ≤ m, 0 ≤ l ≤ n. Same
as in Proposition 3.1, we denote the generators of A((a,b))pm,pn as x = (x
′, x′′),
y = (y′, y′′), with x′ = (x0, . . . , xk−1), x
′′ = (xk, . . . , xm−1), y
′ = (y0, . . . , yl−1),
y′′ = (yl, . . . , yn−1).
Similarly, we denote a = (a′, a′′) and y = (b′, b′′), with a′ = (a0, . . . , ak−1),
a′′ = (ak, . . . , am−1), b
′ = (b0, . . . , bl−1), b
′′ = (bl, . . . , bn−1).
Then in A((a,b))pm,pn we have
〈F lx′′, F ky′′〉 = A((a′′,b′′))
pm−k,pn−l
(F lx′′, F ky′′).
P roof. Since x = (x′, x′′) and a = (a′, a′′) the relation Fnx = a fromA((a,b))pm,pn
also writes as Fnx′ = a′ and Fnx′′ = a′′. Similarly Fmy = b writes as Fmy′ = b′
and Fmy′′ = b′′.
Let C and D be the subalgebras generated by F lx′′ and F ky′′ in Bm,n(K)
and A((a,b))pm,pn , respectively. Then the projection Bm,n(K) → A((a,b))pm,pn =
Bm,n(K)/(F
nx − a, Fmy − b) sends C to D. So we have a canonical surjective
morphism h : C → D. The relations Fnx′′ = a′′ and Fmy′′ = b′′ from A((a,b))pm,pn
also hold in the sublagebra D.
By Proposition 3.1 in Bm,n(K) we have C = Bm−k,n−l(K)(F
lx′′, F ky′′). So if
z = (z0, . . . , zm−k−1) and t = (t0, . . . , tn−l−1) are multivariables then we have an
isomorphism f : Bm−k,n−l(K)(z, t) → C given by z 7→ F lx′′, t 7→ F ky′′. Then
g := hf : Bm−k,n−l(K)(z, t) → D, given by z 7→ F lx′′, t 7→ F ky′′, is a surjective
morphism of algebras. Since g(Fn−lz−a′′) = Fn−l(F lx′′)−a′′ = Fnx′′−a′′ = 0 and
g(Fm−kt−b′′) = Fm−k(F ky′′)−b′′ = Fmy′′−b′′ = 0 we have Fm−kz−a′′, Fn−lt−
b′′ ∈ ker g. It follows that g induces a morphism g : Bm−k,n−l(K)(z, t)/(F
n−lz −
a′′, Fm−kt− b′′) = A((a′′,b′′))
pm−k,pn−l
(z, t)→ D. Since g is surjective, so is g. But
A((a′′,b′′))
pm−k,pn−l
(z, t) is a simple algebra so in fact g is an isomorphism. Since g
is given by z 7→ Fnx′′, t 7→ Fmy′′ we have D = A((a′′,b′′))
pm−k,pn−l
(F lx′′, F ky′′), as
claimed. ✷
From now on we regard truncated p-typical Witt vectors as classes of full p-
typical Witt vectors, i.e. we identify Wn(K) = W (K)/V
n(K). This has the
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advantage that we can switch between truncations of different lenghts. Then in
short notation the group Wm(K)/F
n(Wm(K)) writes as W (K)/(V
m, Fn), where
by (V m, Fn) we mean the group fenerated by the images of V m and Fn. Similarly
for Wn(K)/F
m(Wn(K)). Then ((·, ·))pm,pn is defined as
((·, ·))pm ,pn : W (K)/(V
m, Fn)×W (K)/(V n, Fm)→ pl Br(K), l = min{m,n}.
(See [B, 3.14].)
Theorem 5.2. Let a, b ∈W (K).
(i) If m ≥ 0, n ≥ 1 then ((Fa, b))pm,pn = ((a, V b))pm,pn = ((a, b))pm,pn−1 .
(ii) If m ≥ 0, n ≥ 1 then ((a, Fb))pm,pn = ((V a, b))pm,pn = ((a, b))pm−1,pn .
Recall that if m or n = 0 then ((a, b))pm,pn = 0.
Note that (ii) follows from (i) by using the skew-symmetry from Theorem 4.6(iii).
So we only have to prove (i).
Idea of the proof
If C = A((Fa,b))pm,pn or A((a,V b))pm,pn then we find the subalgebras A,B ⊆ C
with [A,B] = 0, A ∼= A((a,b))
pm,pn−1
and B ≡ Mpm(K). Since [A,B] = 0, by the
universal property of the tensor product there is a morphism f : A ⊗K B → C
given by α ⊗ β 7→ αβ. Since A and B are c.s.a. so is A ⊗K B. Therefore f is
injective. But by Corollary 4.3 we have dimK A = p
2m(n−1) and dimK B = p
2m so
dimK AdimK B = p
2mn = dimK C. Hence f is an isomorphism so C ∼= A⊗K B. It
follows that [C] = [A]+[B] = ((a, b))pm,pn−1+0 = ((a, b))pm,pn−1 , i.e. ((Fa, b))pm,pn
or ((a, V b))pm,pn = ((a, b))pm,pn−1 , accordingly.
Proof of ((Fa, b))pm,pn = ((a, b))pm,pn−1
We write a = (a0, . . . , am−1) and b = (b0, . . . , bn−1) = (b
′, bn−1), where b
′ =
(b0, . . . , bn−2). Since b
′ is the truncation of b in Wn−1(K), by ((a, b))pm,pn−1 we
mean ((a, b′))pm,pn−1 .
If x, y are the generators of A((Fa,b))pm,pn then y = (y
′, yn−1), where y
′ =
(y0, . . . , yn−2). We have C = Bm,n(K)/(F
nx− Fa, Fmy − b).
We define the following ideals:
I = the ideal (Fnx− Fa, Fmy − b) of Bm,n(K)
I ′ = the ideal (Fnx− Fa, Fmy′ − b′) of Bm,n−1(K)
J = the ideal (Fn−1x− a, Fmy′ − b′) of Bm,n−1(K)
Note that A((Fa,b))pm,pn = Bm,n(K)/I and A((a,b′))pm,pn−1 = Bm,n−1(K)/J . Also
note that Fmy = b implies Fmy′ = b′ so I ′ ⊆ I and Fn−1x = a implies Fnx = Fa
so I ′ ⊆ J .
Lemma 5.3. We have I ′ = I ∩Bm,n−1(K).
Proof. Since I ′ ⊆ I the inclusion map Bm,n−1(K) ⊆ Bm,n(K) induces a mor-
phism f : Bm,n−1(K)/I
′ → Bm,n(K)/I. Then I ′ = I ∩Bm,n−1(K) is equivalent to
the injectivity of f .
By Corollary 4.3 we have that S = {xi00 · · ·x
im−1
m−1y
j0
0 · · · y
jn−1
n−1 | 0 ≤ iq ≤ p
n −
1, 0 ≤ jr ≤ p
m − 1} is a basis of Bm,n(K)/I = A((Fa,b))pm,pn . We prove a similar
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result for Bm,n−1(K)/I
′. To do this we replicate the proofs of Lemma 4.2 and
Corollary 4.3.
By Corollary 3.9 Z(Bm,n−1(K)) = K[x
pn−1
0 , . . . , x
pn−1
m−1 , y
pm
0 , . . . , y
pm
n−2]. Let I
′
x be
the ideal (Fnx−Fa) of K[x] and let I ′y′ be the ideal (F
my′−b′) of K[y′]. Since the
generators xp
n
0 −a
p
0, . . . , x
pn
m−1−a
p
m−1 of I
′
x and the generators y
pm
0 − b0, . . . , y
pm
n−2−
bn−2 of I
′
y′ belong to Z(Bm,n−1(K)) and I
′ = (Fnx− Fa, Fmy′ − b′), by the same
proof as for the Lemma 4.2, we get that the isomorphism µ : K[x] ⊗K K[y′] →
Bm,n−1(K) induces an isomorphism µ : K[x]/I
′
x ⊗K K[y
′]/I ′y′ → Bm,n−1(K)/I
′.
Then we proceed as for Corollary 4.3. The products xi00 · · ·x
im−1
m−1 with 0 ≤ iq ≤
pn−1 are a basis forK[x]/I ′x and the products y
j0
0 · · · y
jn−2
n−2 with 0 ≤ jr ≤ p
m−1 are
a basis for K[y′]/I ′y′ . Hence S
′ = {xi00 · · ·x
im−1
m−1y
j0
0 · · · y
jn−2
n−2 | 0 ≤ iq ≤ p
n − 1, 0 ≤
jr ≤ pm − 1} is a basis for Bm,n−1/I ′.
To conclude the proof, note that the elements of the basis S′ are sent by f to
simlar elements of Bm,n(K)/I, which are part of the basis S so they are linearly
independent. It follows that f is injective. ✷
Lemma 5.4. If B is the subalgebra 〈Fn−1x, yn−1〉 of A((Fa,b))pm,pn then B
∼=
Mpm(K).
Proof. We use Lemma 5.1 with k = 0, l = n−1 and we getB = A((Fa,bn−1))pm,p(F
n−1x, yn−1).
By Theorem 4.5 B is a c.s.a. of degree pm. By Theorem 4.6(i) we have [B] =
((Fa, bn−1))pm,p = ((0, bn−1))pm,p = 0. Hence B ∼=Mpm(K). ✷
Lemma 5.5. If A is the centralizer C(B) of B in A((Fa,b))pm,pn then A
∼= A((a,b′))
pm,pn−1
.
Proof. Since B ∼= Mpm(K) is simple, by the double centralizer theorem, A is
also simple and dimK B dimK A = dimK A((Fa,b))pm,pn . But dimK B = p
2m and,
by Corollary 4.3, dimK A((Fa,b))pm,pn = p
2mn. Thus dimK A = p
2m(n−1).
Since B ⊇ 〈Fn−1x〉 = 〈xp
n−1
0 , . . . , x
pn−1
m−1〉we haveA ⊆ A0 := C(x
pn−1
0 , . . . , x
pn−1
m−1).
But by the case n′ = 0 of Proposition 3.8 we have A0 = K[x][y0, . . . , yn−2, y
pm
n−1].
(See also the remarks following Lemma 3.5.) But in A((Fa,b))pm,pn we have y
pm
n−1 =
bn−1 ∈ K so A0 = K[x][y0, . . . , yn−2] = K[x][y′]. But x and y′ are the generators
of Bm,n−1(K) so A0 is the image of Bm,n−1(K) ⊆ Bm,n(K) in A((Fa,b))pm,pn =
Bm,n(K)/I. Since I ∩Bm,n−1(K) = I ′ we have A0 = Bm,n−1(K)/I ′.
Since I ′ ⊆ J we have a surjective morphism f : Bm,n−1(K)/I ′ → Bm,n−1(K)/J
i.e. f : A0 → A((a,b′))
pm,pn−1
. We denote by g : A→ A((a,b′))
pm,pn−1
the restriction
f|A. Since A is simple g is injective. But by Corollary 4.3 dimK A((a,b))
pm,pn−1
=
p2m(n−1) = dimK A. It follows that g is an isomorphism so A ∼= A((a,b′))
pm,pn−1
. ✷
By Lemmas 5.4 and 5.5 we have the subalgebras A,B of A((Fa,b))pm,pn with
A ∼= A((a,b′))
pm,pn−1
, B ∼= Mpm(K) and , since A = C(B), [A,B] = 0. As seen in
the preamble to our proof, this implies ((Fa, b))pm,pn = ((a, b
′))pm,pn−1 .
Proof of ((a, V b))pm,pn = ((a, b))pm,pn−1
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If b = (b0, . . . , bn−2) ∈ Wn−1(K) then V b = (0, b) = (0, b0, . . . , bn−2) ∈ Wn(K).
The generators of A((a,V b)) are x = (x0, . . . , xm−1) and y = (y0, y
′′), where y′′ =
(y1, . . . , yn−1). Then the relation F
my = V b means yp
m
0 = 0 and F
my′′ = b, i.e.
yp
m
j = bj−1 when j ≥ 1.
Lemma 5.6. Let D be a division algebra and let r ≥ 0. If y ∈Mr(D) is nilpotent
then yr = 0.
Proof. By [K, chapter II, §2, Example (1)] all simple left Mr(D)-modules are
∼= Dr. SinceMr(D) is semismple every leftMr(D)-module is a direct sum of simple
modules, i.e. of copies of Dr. In particular, Mr(D) as a left Mr(D)-module is the
direct sum of r copies of Dr. If Mr(D) = I0 ⊃ I1 · · · ⊃ Il is a strictly descending
sequence of left ideals then each Ik writes as a direct sum of rk copies of D
r, with
r = r0 > r1 > · · · > rl ≥ 0. It follows that l ≤ r.
We consider the descending sequence of ideals Mr(D) ⊇Mr(D)y ⊇Mr(D)y2 ⊇
· · · . As seen above this sequence cannot be strictly decreasing and, moreover, if l
is the smallest index such that Mr(D)y
l = Mr(D)y
l+1 then l ≤ r. Then for every
k ≥ l we haveMr(D)ylyk−l =Mr(D)yl+1yk−l, i.e. Mr(D)yk =Mr(D)yk+1. Hence
Mr(D)y
l = Mr(D)y
l+1 = Mr(D)y
l+2 = · · · . But y is nilpotent so yN = 0 for N
large enough. It follows that Mr(D)y
l =Mr(D)y
N = 0, which implies yl = 0. But
r ≥ l so yr = 0. ✷
Lemma 5.7. If A is the subalgebra 〈Fx, y′′〉 of A((a,V b))pm,pn then A
∼= A((a,b))
pm,pn−1
.
Proof. We use Lemma 5.1 with k = 0, l = 1. Since V b = (0, b) we have
A = A((a,b))
pm,pn−1
(Fx, y′′). ✷
Lemma 5.8. If B is the centralizer C(A) of A in A((a,V b))pm,pn then B
∼=Mpm(K).
Proof. Since A ∼= A((a,b))
pm,pn−1
is simple, by the double centralizer theorem, B
ia also simple and dimK AdimK B = dimK A((a,V b))pm,pn . But by Corollary 4.3 we
have dimK A = p
2m(n−1) and dimK A((a,V b))pm,pn = p
2mn. Thus dimK B = p
2m.
We have A = 〈Fx, y′′〉 = 〈xp0, . . . , x
p
m−1, y1, . . . , yn−1〉. By Proposition 3.2 we
have [y0, x
p
i ] = 0 ∀i so y0 ∈ C(A) = B. If α ∈ Z(B) then α commutes with
y0 ∈ B. But we also have α ∈ B = C(A) so it commutes with the generators
xp0, . . . , x
p
m−1, y1, . . . , yn−1 of A. Therefore α ∈ C(x
p
0, . . . , x
p
m−1, y0, y1, . . . , yn−1) =
K[xp
n
0 , . . . , x
pn
m−1][y0, y
pm
1 , . . . , y
pm
n−1]. (See Proposition 3.8.) But in A((a,V b))pm,pn
we have xp
n
i = ai ∈ K and, if j ≥ 1, y
pm
j = bj−1 ∈ K. So in fact α ∈ K[y0]. In
conclusion K ⊆ Z(B) ⊆ K[y0]. But B is simple so Z(B) is a field. Suppose that
Z(B) 6= K and let α ∈ Z(B) \K ⊆ K[y0] \K. Then α = α0 + y0P (y0) for some
α0 ∈ K and P ∈ K[X ]. Since α 6∈ K we have y0P (y0) 6= 0. Since α0 ∈ K ⊆ Z(B)
we have y0P (y0) = α − α0 ∈ Z(B). But y
pm
0 = 0 so in Z(B) we have y0P (y0) 6= 0
but (y0P (y0))
pm = 0. Thus Z(B) is not a field. Contradiction. So Z(B) = K.
Since B is also simple, it is a c.s.a.
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Now B is a c.s.a. with dimK B = p
2m so degB = pm. It follows that B ∼=
Mr(D), where D is a central division algebra with r degD = p
m. Assume that
B 6∼= Mpm(K). It follows that r < pm. Since y0 ∈ B ∼= Mr(D) is nilpotent, by
Lemma 5.6 we have yr0 = 0. But this is impossible since r < p
m so yr0 is an element
in the basis of A((a,V b))pm,pn from Corollary 4.3. Hence B
∼=Mpm(K). ✷
By Lemmas 5.7 and 5.8 we have the subalgebras A,B of A((a,V b))pm,pn with
A ∼= A((a,b))
pm,pn−1
, B ∼= Mpm(K) and , since B = C(A), [A,B] = 0. As seen in
the preamble to our proof, this implies ((a, V b))pm,pn = ((a, b))pm,pn−1 .
We are now able to recover all the properties of the symbols ((·, ·))pm ,pn defined
in [B], except those involving [·, ·)pn , such as [B, Proposition 3.8, Corollary 3.9,
Definition 2, Proposition 3.13].
Corollary 5.9. (i) If a, b ∈ W (K) then for every m,n, i, j, k, l ≥ 0 we have
((F iV ja, F kV lb))pm,pn =
{
((a, b))pm−j−k,pn−i−l if m > j + k, n > i+ l
0 otherwise
.
(ii) If l ≥ m,n then ((a, b))pm,pn = ((V l−ma, V l−nb))pl .
(iii) If m ≥ n then ((a, b))pn = ((V m−na, V m−nb))pm = pm−n((a, b))pm .
Proof. (i) Since F and V are adjoint with respect to ((·, ·))pm ,pn we have ((F iV ja, F kV lb))pm,pn =
((V j+ka, V i+lb))pm,pn . If j + k ≥ m then V j+ka = 0 in Wm(K). If i + l ≥ n then
V i+lb = 0 in Wn(K). In both cases ((V
j+ka, V i+lb))pm,pn = 0. If m > j + k and
n > i+ l then ((V j+ka, V i+lb))pm,pn = ((a, b))pm−j−k,pn−i−l follows by repeated use
of the relations ((V a, b))pm,pn = ((a, b))pm−1,pn and ((a, V b))pm,pn = ((a, b))pm,pn−1 .
(ii) follows directly from (i) since ((·, ·))pl = ((·, ·))pl ,pl . Similarly for the same
equality from (iii). For the second equality we use the adjoint property of F and
V and we get ((V m−na, Vm−nb))pm = ((F
m−nV m−na, b))pm = ((p
m−na, b))pm =
pm−n((a, b))pm . ✷
We now state the representation theorem for pn Br(K) from [B, Theorem 4.10]
in terms of the new symbols ((·, ·))pn we introduced here.
Theorem 5.10. We have an isomorphism αpn : Gn → pn Br(K), where
Gn = Ω
1(Wn(K))/(Fa db− a dV b | a, b ∈Wn(K), ℘([a]) dlog b | a, b ∈ K, b 6= 0),
given by a db 7→ ((a, b))pn .
Proof. As seen in the proof of [B, Theorem 4.10] the ingredients we need are
the following:
The fact that there is a linear map αpn : Ω
1(Wn(K)) → pn Br(K) given by
a db 7→ ((a, b))pn . This follows from Porposition 4.8.
The fact that F and V are adjoint with respect to ((·, ·))pn , which follows from
Theorem 5.2.
The relation αpn(℘([a]) dlog b) = 0 ∀a, b ∈ K, b 6= 0. This will follow from
Lemma 5.11 bellow.
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The relation ((a, b))pn = ((V a, V b))pn+1 ∀a, b ∈ Wn(K), which follows from
Lemma 5.9(iii).
The induction step n = 1. This follows from the fact that the symbol ((·, ·))p
introduced here coincides with the symbol defined in [B], which we proved in the
introduction. Then the map α1 : G1 → p Br(K) we introduced here coincides with
the one from [B], which we know it is an isomorphism. Note that the induction
step n = 1 of [B, Theorem 4.10] is just [GS, Theorem 9.2.4].✷
Lemma 5.11. If a ∈Wn(K) and b ∈ K× then αpn(℘(a) dlog[b]) = 0.
Proof. We have ℘(a) dlog[b] = ℘(a)[b]−1 d[b] = Fa[b]−1 d[b] − a[b]−1 d[b] so
αpn(℘(a) dlog[b]) = ((Fa[b]
−1, [b]))pn − ((a[b]−1, [b]))pn . Hence we must prove that
((Fa[b]−1, [b]))pn = ((a[b]
−1, [b]))pn .
We use Corollary 5.9(iii) and the adjoint property of F and V and we get
((a[b]−1, [b]))pn = ((V (a[b]
−1), V [b]))pn+1 = ((F (a[b]
−1), F [b]))pn+1
= αpn+1(F (a[b]
−1) dF [b]) = αpn+1(Fa[b]
−p d[b]p) = αpn+1(Fa[b]
−pp[b]p−1 d[b])
= pαpn+1(Fa[b]
−1 d[b]) = p((Fa[b]−1 d[b]))pn+1 = ((Fa[b]
−1 d[b]))pn .
✷
Appendix A. Bm,n(R) as an Azumaya algebra over its center
Let R be a ring of characteristic p. We prove that Bm,n(R) is an Azumaya
algebra over it’s center, Z(Bm,n(R)) = R[x
pn
0 , . . . , x
pn
m−1, y
pm
0 , . . . , y
pm
n−1]. This is
an analogue of the similar result involving the usual Weyl algebras in positive
characteristic, proved in [R].
We proceed like in [BK2, §3.2] and we use the following alternative definition
for Azumaya algebras. An S-algebra C is called an Azumaya algebra of degree k if
there is a flat S-ring S′ such that C ⊗S S′ ∼=Mk(S′) for some k ≥ 1.
We consider the polynomial algebra S = R[α, β], where α = (α0, . . . , αm−1),
β = (β0, . . . , βn−1), and the algebra C = Bm,n(S)/(F
nx− α, Fmy − β). Note that
the relations Fnx = α, Fmy = β can be written as xp
n
i = αi ∀i, y
pm
j = βj ∀j.
Lemma A.1. There is an isomorphism of R-algebras between Bm,n(R) and C.
Also S ⊆ C and S = Z(C).
Proof. As an R algebra C is generated by α, β, x, y, with the relations [xi, xj ] =
0, [yi, yj] = 0 [yj , xi] = ci,j(x, y), x
pn
i = αi, y
pm
j = βj and the commutativity
relations between each entry of α and β and all the other generators. For Bm,n(R)
we have the generators x, y and the relations [xi, xj ] = 0, [yi, yj ] = 0 [yj, xi] =
ci,j(x, y). Since the relations among generators in Bm,n(R) also hold in C there is
a morphism of R-algebras f : Bm,n(R) → C given by x 7→ x, y 7→ y. Conversely,
we have a morphism g : C → Bm,n(R) given by x 7→ x, y 7→ y, α 7→ Fn(x),
β 7→ Fm(y). Such morphism exists because the relations among the generators
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from C also hold in Bm,n(R). Indeed, the relations [xi, xj ] = 0, [yi, yj ] = 0 and
[yj, xi] = ci,j(x, y) from C are the same in Bm,n(R). The relations x
pn
i = αi
and yp
m
j = βj correspond to x
pn
i = x
pn
i and y
pm
j = y
pm
j and the commutativity
relations involving the generators αi and βj correspond to commutativity relations
involving xp
n
i and y
pm
j . But these follow from x
pn
i , y
pm
j ∈ Z(Bm,n(R)). Obviously
g ◦ f = 1Bm,n(R), as it is given by xi 7→ xi, yj 7→ yj and f ◦ g = 1C , as it is given
by xi 7→ xi, yj 7→ yj , αi 7→ x
pn
i = αi and βj 7→ y
pm
j = βj . Hence f and g are
isomorphisms inverse to each other.
Since the products xiyj are linealy independent in Bm,n(R) we have that Z(Bm,n(R)) =
R[xp
n
0 , . . . , x
pn
m−1, y
pm
0 , . . . , y
pm
n−1] holds strictly. Since f(x
pn
i ) = x
pn
i = αi and f(y
pm
j ) =
yp
m
j = βj this implies that Z[C] = R[α0, . . . , αm−1, β0, . . . , βn−1] strictly. Hence
Z(C) = S. More precisely, Z(C) is the image of S in C. But the strictness property
means that the monomials αiβj with i ∈ Im, j ∈ In are linearly independent in C.
So the map S = R[α0, . . . , αm−1, β0, . . . , βn−1] → C is an embedding, i.e. S ⊆ C.
✷
Theorem A.2. Bm,n(R) is an Azumaya algebra of degre p
mn over its center.
Proof. In the view of Lemma A.1, we must prove that C is an Azumaya algebra
over S. We consider the multi-radical extension S ⊆ S′, with S′ = R[η, θ], where
η = (η0, . . . , ηm−1) and θ = (θ0, . . . , θn−1) satisfy η
pn
i = αi, θ
pm
j = βj , i.e. F
nη = α,
Fmθ = β. Now S′ is a free S-module with the basis ηi00 · · · η
im−1
m−1 θ
j0
0 · · · θ
jn−1
n−1 , with
0 ≤ ik ≤ pn− 1, 0 ≤ jl ≤ pm− 1. Hence S′ is a faithfully flat extension of S. Thus
it suffices to prove that C′ := C ⊗S S′ ∼=Mpmn(S′).
We use techniques that are similar to those from the proof of Theorem 4.6(i). By
Lemma 2.20 Bm,n(S
′)(x, y) = Bm,n(S
′)(x−η, y−θ). The relations Fnx = α = Fnη
and Fmy = β = Fmθ are equivalent to Fn(x − η) = 0 and Fm(y − θ) = 0. So we
have the equality of ideals (Fnx − α, Fmy − β) = (Fn(x − η), Fm(y − θ)). Then
C′ = Bm,n(S
′)(x, y)/(Fnx − α, Fmy − β) also writes as C′ = Bm,n(S′)(x − η, y −
θ)/(Fn(x − η), Fm(y − θ)). It follows that C′ ∼= Bm,n(S′)/(Fnx, Fmy). Then we
have C′ = C0⊗FpS
′, where C0 = Bm,n(Fp)/(F
nx, Fmy) = A((0,0))pm,pn (Fp). Hence
C0 is a c.s.a. of degree p
mn over Fp. But Br(Fp) = 0 so C0 ∼=Mpmn(Fp). It follows
that C′ = C0 ⊗Fp S
′ ∼=Mpmn(S′). ✷
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