Abstract-Using Kim's variational formulation [1] (with a slight yet important modification), we derive the ARMA(k) Gaussian feedback capacity, i.e., the feedback capacity of an additive channel where the noise is a k-th order autoregressive moving average Gaussian process. More specifically, the ARMA(k) Gaussian feedback capacity is expressed as a simple function evaluated at a solution to a system of polynomial equations, which proves to have only finitely many solutions for the cases k = 1, 2 and possibly beyond.
I. INTRODUCTION
We consider the following additive Gaussian channel with feedback
where M denotes the message to be communicated through the channel, the noise {Z i }, which is independent of M , is a zero mean stationary Gaussian process, and X i , the channel input at time i, may depend on M and previous channel outputs Y i−1 1
. And we assume the channel input {X i } satisfies the following average power constraint: there is P > 0 such that for all n,
Let C F B denote the capacity of the channel (1), which is often referred to as Gaussian feedback capacity in the literature.
Computing C F B has been a long-standing open problem that is of fundamental importance in information theory. An prominent approach to tackle Gaussian feedback capacity can be found in a pioneering work [2] , where Cover and Pombra characterized C F B through the following limiting expression: 
where B n is a strictly lower-triangular n × n matrix, and the Gaussian vector V n is independent of Z n with respective covariance matrices K V,n and K Z,n , satisfying tr(B n K Z,n B T n + K V,n ) ≤ nP. Though considerable efforts have been devoted to follow up the Cover-Pombra formulation, a "computable" formula for the general Gaussian feedback capacity does not seem to be within sight.
Another prominent approach came along in a recent work of Kim [1] , which led to a number of breakthroughs deepening our understanding of Gaussian feedback capacity. Roughly speaking, instead of examining the channel (1) over a finite time window, Kim justifies certain interchanges between limits and integrals when evaluating (2) and recast the problem of computing C F B as an infinite-dimensional optimization problem. Below, we state one of the theorems in [1] that is relevant to our results. 
where the maximum is taken over all strictly causal B(e iθ ) satisfying the power constraint 
ii) Output spectrum:
is causal.
Using Theorem 1 and relevant tools from the theory of Hardy spaces, Kim further characterized the capacity achieving B(e iθ ) for the special case that {Z i } is a k-th order autoregressive moving average (ARMA(k)) Gaussian process. Roughly speaking, the following theorem says that the optimal B must be rational satisfying three conditions corresponding to those in Theorem 1. Here we note that following the notational convention in [1] , we use B(e iθ ) and B(z) (and the like) interchangeably, and when there is no risk of confusion, we may even suppress the notational dependence on e iθ or z for simplicity. 
Then the feedback capacity C F B in (3) is necessarily achieved by a filter B of the form
where R(z) is a stable polynomial whose degree is at most k, and 
iii) Factorization:
has a factor Q(z).
When applied to the case k = 1, Theorem 2 readily yields a rather tractable expression for the capacity achieving B and gives a simple and explicit formula for C F B , as detailed in the following theorem.
Theorem 3 (Theorem 5.3 in [1] ). Suppose the noise process {Z i } is an ARMA(1) Gaussian process with parameters α and β, |α| < 1, |β| < 1. Then, the Gaussian feedback capacity is given by
where x is the unique root of the following fourth-order polynomial
We now digress a bit to briefly mention related results on the ARMA(1) Gaussian feedback capacity in the literature: Generalizing the celebrated Schalkwijk-Kailath scheme [3] , [4] , Butman [5] obtained a lower bound of the feedback capacity of AR (1) channel (a special ARMA(1) channel). Butman's bound was shown to be optimal under some cases of linear feedback schemes by Wolfowitz [6] and Tiernan [7] . Tiernan and Schalkwijk [8] also found an upper bound of AR(1) Gaussian channel capacity, which is equal to Butman's lower bound at very low and very high signal-to-noise ratio. It was shown [9] that Butman's lower bound is indeed the capacity, and the capacity of MA (1) channel (a special ARMA(1) channel) was also derived in the same paper. More recently, Yang, Kavčić and Tatikonda [10] studied the ARMA(k) Gaussian channel by analyzing the structure of the optimal input distribution and reformulating the problem as a stochastic control optimization problem. And based on a speculation of the limiting behavior of the optimal input distribution, they derived the formula (6) and conjectured that it gives the ARMA(1) Gaussian feedback capacity.
As mentioned above, the power of the variational formulation as in Theorem 1 has been showcased in Theorem 3, where the conjecture of [10] has been confirmed and the ARMA(1) Gaussian feedback capacity is given as an explicit and simple formula. To the best of our knowledge, the ARMA(1) Gaussian feedback channel is the only non-trivial scenario whose Gaussian feedback capacity is "computable". The success by the variational formulation approach, contrasted by all the abovementioned other approaches that have been struggling dealing with special cases of an ARMA(1) channel, naturally posed the question of whether it can be extended to deal with more general channels, for instance, ARMA(k) Gaussian feedback channels. Attempts in this direction, however, have somehow encountered certain technical barriers, due to the fact that the form in (5) is "less manageable". As a matter of fact, instead of following the variational formulation framework, an alternative state-space representation approach has been proposed in [1] to deal with the ARMA(k) Gaussian feedback capacity, only to yield an intractable optimization problem (see Theorem 6.1 in [1] ). Here we remark that prior to [1] , a result of similar nature has also been derived in Theorem 6 of [10] , which however appears to be at least as uncanny.
In this paper, we will naturally extend Theorem 3 and derive a computable formula for the ARMA(k) Gaussian feedback capacity as a simple function evaluated at a solution to a system of equations which proves to have only finitely many solutions for the cases k = 1, 2. Our starting point is precisely Theorem 1, but we choose along a slightly different direction afterwards to obtain Theorem 5, a "more manageable" version of Theorem 2 and a natural extension to Theorem 3 combined. Instead of considering the filter B(e iθ ), we use the "dull" method of "change of variables" and consider instead
which can be used to reformulate other quantities, such as the output PSD
and eventually reformulate Theorem 1. Simple and trivial as it may seem, this trick will "brush aside" a number of technicality issues, allow the hidden insights to "surface", and eventually yield the above-mentioned formula for the ARMA(k) Gaussian feedback capacity.
II. MAIN RESULTS
In this section, we present the main results of this paper with many proof details omitted. The interested reader can refer to the full version of this paper posted at Arxiv.
Recall that C(e iθ ) is defined as in (9) . We say C(e iθ ) is optimal if the corresponding B(e iθ ) is optimal achieving the maximum in (3). While there may be more than one optimal C(e iθ ), the following theorem, whose proof is omitted due to the space limit, establishes the uniqueness of the corresponding output PSD.
Theorem 4. For any two optimal C (e iθ ) and C (e iθ ), we have, almost everywhere,
The following lemma will be used in the proof of Theorem 5, whose proof follows that of Proposition 4.2 in [1] and thus will be omitted.
We are ready to state the main results of this paper.
Theorem 5. Suppose the noise {Z i } is not white with the power spectral density S Z (e iθ ) taking the form as in (4) . Then, the feedback capacity C F B can be achieved by C(z) taking the following form: 
where, as elsewhere in this paper, the parenthesized superscript means the derivative with respect to z; ii) Roots: x 1 , x 2 , . . . , x l are the roots of the function
, that are strictly inside the unit circle, while the other roots r 
Proof. We only sketch the proof due to the space limit. Through a similar argument as in the proof of Theorem 2, we deduce that for an optimal C (z) = ∞ k=1 c z k , C + H Z must be of the following form:
where all x i ∈ C are distinct, |x i | < 1, m i are positive integers for all i = 1, 2, . . . , l and
By Condition iii) of Theorem 1, there exists λ > 0 such that
is causal, which implies that for any k = 1, 2, . . . ,
which, together with (13), yields
Rewriting the above integral as a line integral, we have
where γ is the unit circle. Since R(z) is stable, via the Heaviside cover-up method, the integrand of the LHS of (14) can be decomposed as
whereh ij (z) is an analytic function on the unit disk for all i, j. Applying Cauchy's integral formula, we deduce that for any k,
or equivalently,
Hence, each c k takes the following form
whereỹ ij is a constant independent of k, which immediately implies that
where y ij ỹ ij /(j − 1)!. We next prove that Conditions i)-iv) are necessary and sufficient for the optimality of C (z), which, given (16), readily follows from Theorem 1 and some technical computations.
First of all, Condition i) follows from (16) and Condition i) in Theorem 1:
Second, it follows from (13) and (16) that
, which immediately implies Condition ii).
Condition iii) follows from the fact that the coefficients of each x k−j i at both sides of (14) are equal. More precisely, by (15), the coefficient of x k−j i on the right hand side is
On the other hand, some tedious yet straightforward computations, coupled with the Heaviside cover-up method and Cauchy's integral formula, establish the coefficient of x k−j i on the LHS of (14) as
Last, Condition iv) follows from Condition iii) of Theorem 1 and some technical computations.
Finally, applying Jensen's formula, we obtain
The proof of Theorem 5 is then complete. 
such that |x i | < 1 for all i and it also satisfies Condition iv) in Theorem 5 to compute the capacity with (11) .
III. EXAMPLES AND NUMERICAL RESULTS
In this section, we give a couple of examples and some numerical results. Example 1. When k = 1, both l and m l are necessarily 1, and the corresponding system of equations is:
which immediately gives rise to (7) . Since c k = y 11 x k−1 1 is real, both y 11 and x 1 must be real. An elementary analysis (see, e.g., [1] or [11] ) will show that Condition iv) of Theorem 5 translates to (8) , an extra condition x has to satisfy. It turns out that for this case, x 1 is unique, which, by (11) , yields 1) l = 1 and m 1 = 1: We need to find |x 1 | < 1, y 11 = 0 such that
and for all θ ∈ [−π, π),
where
2) l = 1 and m 1 = 2: We need to find |x 1 | < 1 and
and for all θ ∈ [−π, π)
and r 1 + r 2 = 2x 1 − 2x 
3) l = 2 and m 1 = 1, m 2 = 1: We need to find distinct |x 1 |, |x 2 | < 1 and y 11 , y 21 = 0 such that
( [12] for more details) and is therefore amenable to a number of well-known root finding numerical methods (again, see [12] ), which will immediately give the ARMA(2) Gaussian feedback capacity. Below, fixing P = 1, α 2 = 0.1 and β 2 = 0, assuming different values for β 1 , we have plotted the value of C F B against the values of α 1 . 
IV. CONCLUDING REMARKS AND FUTURE WORK
We have expressed the ARMA(k) Gaussian feedback capacity as a simple function evaluated at a solution to the rational system (17). Though solving a general polynomial system can be extremely intricate [12] , it turns out that the system has only finitely many solutions for k = 1, 2, which has helped us to recover the known ARMA(1) and obtain the new ARMA(2) Gaussian feedback capacity. Preliminary computations suggests the conjecture that for any k, the system (17) always has finitely many solutions, which would greatly facilitates solving the system (17) and thereby the computation of the more general ARMR(k) Gaussian feedback capacity.
