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Abstract
Recently there has been growing interest and progress in using numerical linear algebra techniques in adaptive optics
imaging control computations. Real-time adaptive optics is a means for enhancing the resolution of ground based, optical
telescopes beyond the limits previously imposed by the turbulent atmosphere. An adaptive optics system automatically
corrects for light distortions caused by the medium of transmission. The system measures the characteristics of the phase
of the arriving wavefront and corrects for the degradations by means of one or more deformable mirrors controlled by
special purpose computers.
No attempt is made in this paper to give a comprehensive survey of recent numerical linear applications in optical
imaging. Rather, two fairly representative applications are discussed in some detail. The following research topics in the
area of adaptive optics control systems, each involving the formulation and numerical solution of dicult problems in
numerical linear algebra, are described: (1) Jacobi-like eigenvalue computations for multiple bandwidth deformable mirror
control methods, and (2) covariance matrix computations for performance modeling of adaptive optics systems using fast
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Fig. 1. Typical adaptive optics system.
1. Introduction
1.1. Atmospheric imaging and adaptive optics systems
Adaptive optics (AO) has emerged as the technique of choice to mitigate the blurring caused
by atmospheric turbulence in large aperture imaging systems that allow extremely dim objects to
be observed [11,15,18,20]. AO techniques compensate for degradations added along the path of the
light from the object being imaged, prior to the formation of the image of the object.
AO systems are designed to measure errors in the phase of the arriving wavefront continually
and correct them automatically. A typical AO imaging system consists of wave front sensors (WFS)
and deformable mirrors (DM), in addition to an imaging system. See for example Fig. 1. Basically,
the turbulence-induced wave front deformations, or aperture-averaged phase variance, are sensed by
a WFS and compensated by a DM. The surface of the DM must be adjusted, using a vector of
DM control commands, to be phase-conjugate to the incident wave front in a time commensurate
with the rate of the turbulence change. Any AO systems attempting to compensate for atmospheric
turbulence must address such real-time DM control problem. Typically, deformable mirrors operate
in a closed loop as shown in Fig. 1, and can partially compensate for the degradation eects of
atmospheric turbulence. However, to be eective, the DM control command vector must be computed
and issued to the hardware at real-time speed. The DM control commands are usually calculated as
some function of measurements of the incoming wavefront captured by the WFS, and parameters
specic to the particular AO hardware being used, e.g. aperture diameter, WFS and DM geometry,
level of sensor noise, etc. Exactly how to compute the DM control commands given the time and
system constrains is an important topic of investigation that is addressed in this paper.
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Another related problem concerns performance modeling and design of adaptive optics systems.
AO systems modeling and evaluation are essential to assessment of performance capacities and
limitations and to the eective design of AO systems for large telescopes such as Gemini, Keck,
Subaru, and VLT [20]. The objective of AO system design is to select hardware parameters and
control approaches that will optimize system performance for the expected operating conditions
subject to the resources available, and maximize the resulting payo for the intended scientic
applications.
The large range of possible observing scenarios and AO system parameters entail numerous cases
to be considered, and fast computational approaches for performance evaluation and optimization
are highly desirable. According to the conventional theory [17], turbulence is stochastic in nature.
Hence, in most cases, modeling requires intensive computations involving the covariance matrices
for the statistical relationship between phase gradient measurements and the DM control commands.
To cover a parameter sampling space of a reasonable size, there may be hundreds or thousands
of such covariance matrices to generate and compute with using today’s computational practice for
performance evaluation. Two-parameter Hankel transforms arise in the modeling of each covariance
matrix entry for performance evaluation and design of AO imaging systems. The fast computation
of such two-parameter Hankel transforms is addressed as well in this paper.
In modern facilities, AO-compensated image data is further processed by o-line image restoration
(post-processing) tools that can scrub the captured optical images even cleaner. Image post-processing,
which will not be discussed in detail in this paper, involves further removal or minimization of
degradation (blur, clutter, noise, etc.) in an image using a priori knowledge about the degradation
phenomena. Post-processing may restore the adaptive optics recorded image to a state even closer to
perfection by ltering out any remaining noise and blur that can be distinguished from the image.
The classic tool is regularized least squares; one of the newest techniques employed is based on the
solution of a nonlinear partial dierential equations. The power of these tools can be substantial.
One of our simulations, for example, shows them improving the resolution of a telescope from being
barely able to spot an object the size of a house trailer in earth’s orbit to detecting a hand waving
from the trailer’s window!
Adaptive optics compensation plays an essential role in current state-of-the-art atmospheric tele-
scope imaging technology. The ideal earth-based astronomical telescope is built on bedrock, high
on a remote mountain. The solid foundation partially stabilizes the telescope against wind and other
potential causes of vibration, while the altitude and isolation minimize atmospheric degradation. The
Hubble space telescope carries this logic to its natural extreme, but even the Hubble’s accuracy is
limited by the eects of thermal stresses and other forces that shift the phase of the incoming light
ever so slightly. Adaptive optics corrects the higher frequency errors caused by atmospheric irreg-
ularities and telescope vibration. With adaptive optics, instruments like the 3.5-m telescope at the
Starre Optical Range of the US Air Force Research Laboratory in New Mexico, can partially correct
the image before it is recorded. Note that this real-time control requires extraordinarily high-speed
computation { up to 10 billion oating point operations per second [15].
1.2. Linear algebra computations in optical imaging
We survey two topics concerning work in numerical linear algebra in investigations into algo-
rithms and software for high-performance, high-resolution adaptive optics imaging applications: (i)
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eigenvalue computations in multiple bandwidth control in adaptive optics, and (ii) computation of
fast transforms in performance modeling and adaptive optics system design.
The AO control problem includes the determination of one or more optimal reconstructor matrices
for phase reconstruction as well as a set of commands to control the surface of the DM. Recently,
AO systems have been proposed that use multiple control bandwidths [6,14] and corresponding
techniques that may improve considerably AO compensation performance. These techniques concern
an important eigenvalue problem related to a matrix trace maximization optimization problem.
In ground-based atmospheric imaging, a closed-loop adaptive optics systems must compensate
for time-varying wavefront distortions on the basis of noisy sensor measurements. Time-varying
distortions are most accurately corrected by a system with a high control bandwidth. However,
the noise in wave front sensor measurements is best rejected by reducing the control bandwidth
and temporally smoothing the wave front correction to be applied. The optimal control bandwidth
minimizes the sum of these two eects and depends upon the wave front sensor noise and the
temporal characteristics of the wave front errors to be corrected.
Most adaptive optics systems developed to date have addressed this tradeo using a common
control bandwidth for all components of the wave front distortion prole [3]. A system employing
several dierent control bandwidths for separate wave front components has recently been tested [6].
Because wave front sensor noise statistics and the temporal dynamics of the wave front distortion
to be corrected vary as a function of spatial frequency [20], it should, in principle, be possible to
improve adaptive optics performance by using the more sophisticated multiple control bandwidth
approach.
On the performance modeling and design problem, various modeling approaches that consider the
stochastic nature of turbulence have been proposed. The linear systems model framework developed
by Ellerbroek [4] provides rst-order performance estimates which account for the full range of
fundamental adaptive optics error sources and their interacting eects. It is being applied in the
evaluation of existing and future AO facilities [5]. The modeling requires intensive computations
involving the covariance matrices for the statistical relationship between the sensed phase gradient
measurements and the DM actuator commands.
The computation is intensive in two aspects. First, the computation for each given parameter set
includes generating all entries of certain covariance matrices, where each entry requires the evalua-
tion of a multiple integral. Subsequent computations with the covariance matrices require numerous
inversions and multiplications of large matrices [4] to obtain performance estimates such as the
residual mean-square phase error and the associated optical transfer function of the telescope. Sec-
ondly, such computations are carried out many times over a large sample space of AO performance
parameters. We describe briey the parameters according to their physical meaning: (a) observing
scenario parameters such as wavelength, aperture diameter, and zenith angle; (b) assumed atmosphere
characteristics such as the wind prole, the refractive index structure constant of turbulence, and the
turbulence outer scale; (c) architecture specics of wave front sensing such as the WFS sub-aperture
geometry, beacon geometry, pupil conjugate range; (d) architecture specics of deformable mirrors
such as the actuator geometry and conjugate range, and (e) level of noise, degree of hardware
imperfection or limitations.
In terms of the computation complexity, the size of the covariance matrices is proportional to the
number of deformable mirror actuators and the number of wavefront sensor measurements. Typically,
the matrices are of order from 100 to 5000 for high-order AO systems designed to compensate for
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turbulence on very large telescopes. Present computational approaches for evaluating the integral for
each matrix entry may sample the integrand at up to 104 points, where the integrand itself may be
represented as an integral or a series [4].
1.3. Overview of the paper
In the following sections information is provided concerning work in numerical linear algebra
in investigations into algorithms and software for high-performance, high-resolution imaging appli-
cations. Much of the work is particularly directed toward the development and implementation of
innovative algorithms and techniques for optical imaging. The following research topics (each in-
volving the formulation and numerical solution of dicult problems in numerical linear algebra) are
described in this paper:
 Jacobi-like eigenvalue computations for multiple bandwidth control.
 Covariance matrix computations for performance modeling of adaptive optics systems using fast
Hankel transforms.
Real-time adaptive-optics is a means for enhancing the resolution of ground based, optical tele-
scopes beyond the limits previously imposed by the turbulent atmosphere. Our purpose in recent
work on this topic has been to apply numerical linear algebra to investigate the areas of adaptive
closed-loop deformable mirror control systems. Section 2 concerns an important eigenvalue prob-
lem related to a trace maximization optimization problem, approached using a Jacobi-like spectral
algorithm [14]. In Section 3 fast integral transform methods [12] are applied to covariance ma-
trix computations useful in the important area of adaptive optics systems performance analysis and
design.
2. An eigenvalue problem in adaptive optics
We are concerned here with a non-smooth optimization problem arising in adaptive optics, which
involves the real-time control of a deformable mirror designed to compensate for atmospheric tur-
bulence and other dynamic image degradation factors [3]. One formulation of this problem yields a
functional
f(U ) =
nX
i=1
max
j
f(U TMjU )iig; (1)
to be maximized over orthogonal matrices U for a xed collection of nn symmetric matrices Mj. A
study is made in [14] of eigenvalue computations used to solve this \trace maximization" problem.
The reader interested in the derivation of the optimization problem or additional background on
adaptive optics is referred to this paper.
First, the situation which can arise in practical applications where the matrices Mj are \nearly"
pairwise commutative is considered. Besides giving useful bounds, results for this case lead to
a theoretical closed-form solution for globally maximizing f. However, even here conventional
optimization methods for maximizing f are not practical in a real-time environment. The general
optimization problem is quite dicult but can be approached using a heuristic Jacobi-like algorithm.
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Numerical tests indicate that the algorithm provides an eective means to optimize performance for
some important adaptive-optics systems [14].
2.1. The nearly diagonalizable case
For computational convenience, we restrict our attention to the case of real nn matrices Mj and
orthogonal U . The results given in this section extend in a natural way to the case where the Mj
are Hermitian and U is unitary.
It has been observed in practical data [6], that the Mj in (1) are nearly diagonal matrices, and
thus, of course, are almost simultaneously diagonalizable. The computations reported in [6] were
performed with such data. Below is given a bound that sheds light on this situation and claries
some observations reported in that paper. It also follows as a corollary to the theorem below that
if the matrices are, in fact, simultaneously diagonalizable, then any orthogonal matrix Q which
simultaneously diagonalizes the Mj globally maximizes f.
For notation purposes let
Dj = diag(Mj)
for each j, and dene the functional
h(U ) =
nX
i=1
max
j
f[U T(Mj − Dj)U ]iig: (2)
Let fmax denote the global maximum of f(U ) over all orthogonal U . We say that the fMjg form
a \nearly optimal" set of matrices if
nX
i=1
max
j
f(Mj)iig
is close to fmax.
It was conjectured by the authors of [6] that f in (1) is maximized by a particular orthogonal
matrix Q in the special case where the Mj are simultaneously diagonalized by Q. We now formally
state and prove this result through the following technical lemma and resulting theorem.
Lemma 1. Suppose fMjg; 16j6k; is a collection of n-by-n symmetric matrices. Then for any
n-by-n orthogonal matrix U
f(I)>f(U )− h(U ):
It follows that
nX
i=1
max
j
f(Mj)iig>fmax − h(U );
for any U that globally maximizes f(U ).
Proof. The proof is quite technical and can be found in [14].
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Let U denote the global maximizer of f(U ). Then the Lemma tells us that
f(I) + h(U )>f(U ) = fmax:
It follows that
f(I) + max
U
h(U )>fmax:
That is, the worst case of our bound will be
max
U
h(U )>fmax − f(I)>0:
Thus, if the Mj are \close" to diagonal, then since h(U ) is \small", the Mj are \nearly" optimal.
In the limiting case, we have the following theoretical result.
Theorem 1. Suppose fMjg; 16j6k; is a collection of symmetric pairwise commuting matrices.
Let Q be any orthogonal matrix which simultaneously diagonalizes the Mj. Then Q is a global
maximizer of the functional f(U ) given in (1).
Proof. Let Bj = U TMjU where U is an arbitrary orthogonal matrix. We can rewrite Bj using the
orthogonal matrix V = QTU :
Bj = U TMjU = (QV )TMj(QV ) = V TQTMjQV = V TDjV;
where Dj = QTMjQ is the diagonalization of Mj using Q. Observe that
f(U ) =
nX
i=1
max
j
f(Bj)iig
and that
f(Q) =
nX
i=1
max
j
f(Dj)iig:
Thus without loss of generality, we can assume the Mj are already diagonal matrices. We have to
show that f(Q)>f(U ). But this follows from the Theorem since in this case h(U ) = 0.
Besides giving interesting bounds, results in this section lead to a result providing a theoretical
closed-form solution for globally maximizing f if the Mj are simultaneously diagonalizable. An
algorithm that \nearly" simultaneously diagonalizes the matrices Mj will \approximately" maximize
f(U ).
Although Theorem 1 identies an orthogonal matrix Q that globally maximizes the functional
f(U ) where the Mj are pairwise commutative, the process of computing the simultaneous diagonal-
izer Q can be quite nontrivial [1]. Thus, even here conventional optimization methods for maximizing
f are not practical in this real-time environment. Instead, the authors of [14] pursue a fast heuristic
approach to computing an acceptable U for our application. Further, the matrices Mj in their case
are not necessarily simultaneously diagonalizable. The general optimization problem is quite dicult.
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2.2. The general trace maximization problem
In this section we consider the general problem of maximizing f(U ), where the Mj are generally
not simultaneously diagonalizable.
In view of Theorem 1, one obvious approach for approximating a maximizer U for the general
case would be to apply an extension of the simultaneous diagonalization of matrix pairs algorithm,
e.g. the algorithm in [1], to the M1; : : : ; Mk , until the transformed matrices are \close to" diagonal.
One might measure the progress toward simultaneous diagonalization by a quantity such as
o(M1; : : : ; Mk) =
X
i<j
[M1]
2
ij +   +
X
i<j
[Mk]
2
ij :
But the simultaneous diagonalization of more than two matrices is not an easy task to formulate
algorithmically, and any such scheme would be very intensive computationally [1]. The authors of
[14] have not implemented this approximate simultaneous diagonalization type of approach. Rather
they choose a faster heuristic scheme described in the following sections, which appears to perform
quite well on practical adaptive optics problems.
The general matrix optimization problem is considered next. Here, we describe a heuristic trace
maximization approach based on a hill climbing scheme for maximizing f(U ) relative to pairs of
matrices. The case of k = 2 matrices is considered rst, the solution of which leads to a heuristic
algorithm for general k.
2.2.1. A two-matrix algorithm
Let k = 2 and F =M1 and G =M2. Suppose the orthogonal matrix U with columns [u1 u2 : : : un]
is the maximizer. Without loss of generality, the columns of U can be ordered in such a way that
Eq. (1) can be written as
f(U ) =
rX
i=1
uTi Fui +
nX
i=r+1
uTi Gui; (3)
where r is the number of the diagonal elements of the product U TFU that are larger than the
corresponding diagonal elements of U TGU . Let U = [U1jU2] with U1 = [u1 u2 : : : ur]. Since U is
orthogonal, it follows that
UU T = U1U T1 + U2U
T
2 = I:
Using this and the trace properties
tr(MN ) = tr(NM) and tr(M + N ) = tr(M) + tr(N );
we can rewrite Eq. (3) as follows:
f(U ) = tr(U T1 FU1) + tr(U
T
2 GU2)
= tr(FU1U T1 ) + tr(GU2U
T
2 )
= tr(FU1U T1 ) + tr(G(I − U1U T1 ))
= tr(FU1U T1 ) + tr(G − GU1U T1 )
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= tr(FU1U T1 − GU1U T1 ) + tr(G)
= tr((F − G)U1U T1 ) + tr(G)
= tr(U T1 (F − G)U1) + tr(G):
Therefore, the maximizer of f(U ) is the maximizer of the term tr(U T1 (F −G)U1), by taking as U1
the eigenvectors of F −G that correspond to positive eigenvalues, a direct consequence of Theorem
1 for the simultaneously diagonalizable matrices F − G and G − G. This computation involves the
Schur decomposition of the symmetric matrix F −G. For a description of the Schur decomposition
algorithm see [7].
2.2.2. A Jacobi-like spectral algorithm
With the two-matrix maximization algorithm one can solve the general k-matrix problem with a
Jacobi-like approach. If M is a n n matrix and s is a subset of the integers from 1 to n, we use
the notation M (s; s) to denote the sub-matrix of M with rows and columns in s. M (:; s) denotes the
sub-matrix with columns in s.
Let U = U0 (an initial guess).
While successive values of f(U ) did not converge do
Let Bj be U TMjU for all j = 1 : : : k.
Choose a pair of matrices Bl; Bm.
Let u the set of indices i such that either Bl(i; i) or Bm(i; i)
is the maximum element over all Bj(i; i) for j = 1 : : : k.
Let U1 be the optimizer of the two-matrix subproblem
Bl(u; u), Bm(u; u).
Update U (:; u) with U (:; u)U1.
Since Mj is symmetric, then the sub-matrix Mj(u; u) is symmetric, for any set of indices u. The
two-matrix subproblem contains the current maximum elements for the indices in u, so for any
increase to the value of the sum of the maximum diagonal elements, there will be at least as big
an increase to the value of f(U ). That means that the sequence of matrices fU ( j)g, where U ( j)
is the matrix U on the jth iteration of the main loop of the algorithm, denes a non-decreasing
sequence of values ff(U ( j))g. The algorithm terminates when the sequence ff(U ( j))g converges.
The work requirements in using this algorithm are O(kn3) operations per sweep. Experience with
some practical adaptive optics problems reported in [6] is that only a few sweeps are necessary for
convergence.
The strategy for choosing the pair of matrices to improve upon leads to dierent algorithms. The
simplest one is a sweep of all possible pairs of matrices (Hill Climbing). An alternate strategy
is to choose the pair that gives the biggest increase in the value of f(U ) (Steepest-Ascent Hill
Climbing). Other techniques of heuristic search can be applied too.
The advantage of search algorithms is that they can improve the result of any other algorithm.
One can consider any simpler heuristic algorithm as a preprocessing step for the search algorithms.
The preprocessing algorithms can help us choose the initial orthogonal matrix U0, instead of starting
from the identity or a completely random orthogonal matrix. Such possible preprocessing algorithms
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could be:
 Find the diagonalizer of the matrix Mj with the largest trace to form U0.
 For matrices that are \close to" simultaneously diagonalizable, one can use the almost diagonalizing
U as U0.
 Find the matrix Mj that has the largest sum of positive eigenvalues, and use the eigenvectors
corresponding to this matrix in order to form an initial U0.
2.3. Sample computations
Given next is a summary of the results of sample numerical experiments conducted to assess
the utility of the Jacobi-like optimization algorithm for an actual adaptive optics application. We
recall from the introduction that the motivation for studying the functional f(U ) is to determine
a set of wavefront control modes and associated temporal lters to optimize adaptive optics sys-
tem performance, especially in cases where optical disturbances arise from several dierent error
sources with signicantly dierent temporal characteristics. The adaptive-optics scenario for these
calculations is based upon parameters taken from the Gemini-North 8-m telescope in Hawaii. The
optical disturbances to be corrected include atmospheric turbulence and telescope vibrations driven
by ground-level winds. Telescope vibrations introduce optical distortions which may vary at a much
higher frequency than atmospheric turbulence, but these distortions are restricted to two character-
istic wavefront modes associated with misaligned mirrors. It is important to see if the Jacobi-like
optimization method could identify these modes based solely upon the values of the matrices Mk and
adjust their temporal lters accordingly. The performance of the modal control algorithm computed
using the Jacobi-like method was scored by comparing it against the best possible control algorithm
restricted to using a common temporal lter for all modes of the optical distortion. As dened pre-
viously in [6], these two control approaches will be referred to as the MB (multiple bandwidth) and
SB (reduced range single bandwidth) control algorithms.
Adaptive-optics system performance is frequently quantied in terms of the residual mean-square
phase error 2 which remains when the adaptive-optics loop is closed. 2 is related to the value of
the functional f(U ) in (1) by
2 = 20 − f(U ); (4)
where 20 is the \open-loop" mean-square phase error due to turbulence and telescope vibration with
no adaptive optics at all. The value of f(U ) can be quite close to 20 when the adaptive optics
system is correcting most of the optical disturbance, so that even a small (absolute) change in f(U )
can make a big (relative) dierence in the value of the residual error 2.
Sample values of 2 for the MB and SB control algorithms are presented in Table 1 as a function
of the level of noise in the wavefront sensor measurements. The performance of the two control
algorithms is nearly identical when the wavefront sensor measurement noise is low, since in this
case the best control strategy is to apply little or no temporal ltering and respond to the measured
optical distortions as rapidly as possible. The performance of both control algorithms degrades with
increasing WFS noise, but the MB control algorithm degrades less rapidly. For a high noise level
the MB algorithm (as found using the Jacobi-like method) applies minimal ltering to the two
wavefront modes associated with telescope vibration and a much greater amount of smoothing to
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Table 1
Residual errors 2 for the SB (single bandwidth) and MB (multiple bandwidth) control algo-
rithms as a function of WFS noise level for sample adaptive optics parameters
Noise level SB MB
0.00 0.009253 0.009252
0.05 0.011805 0.011267
0.10 0.017922 0.014464
0.20 0.037067 0.023678
0.40 0.075825 0.051618
the remaining modes resulting from atmospheric turbulence. For these conditions the SB algorithm
faces a dilemma: A uniform temporal lter for all modes either fails to compensate the high-frequency
telescope vibrations, or adds unnecessary noise to the correction of low-frequency errors associated
with atmospheric turbulence. The resulting increase in 2 can be larger than a factor of 1.5 at the
higher noise levels.
An analysis, both theoretical and practical, has been given in this section for a dicult optimization
problem arising in adaptive optics. This paper extends earlier work on an optimization method
from [6] for the real-time control of deformable mirrors with the use of multiple bandwidths for
adaptive-optics applications. See also [14] for more details.
Numerical tests, reported in Table 1, using a Jacobi-like algorithm to compare single band-
width with our multiple bandwidth control methods indicate that the performance of a closed-loop
adaptive-optics system which must compensate for the eects of both atmospheric turbulence and
telescope vibration may be greatly improved by the selection of distinct and independently opti-
mized multiple control bandwidths for separate modes of the wave-front-distortion prole. The Jacobi
algorithm is well known to be highly parallelizable [7].
Although the simulation tests reported here are for problems of modest dimensions, future tests will
involve adaptive optics systems utilizing deformable mirrors with many more degrees of freedom.
The adaptive-optics model assumed for the calculations reported here is based upon the current
Gemini design and includes a Shack{Hartmann wavefront sensor with 8  8 subapertures and a
continuous facesheet deformable mirror with 9  9 actuators. Segmented mirror systems with very
large numbers of degrees of freedom also are of interest. For example, the SELENE system [10] with
segmented rather than continuous facesheet mirrors, is envisioned to have about 250,000 subapertures.
Designing an adaptive optics system with a very large number of degrees of freedom taxes many
areas, including the development of fast numerical linear algebra techniques.
3. Covariance matrix computations in adaptive optics
This section is concerned with the computation of covariance matrices useful in adaptive optics
systems performance evaluations under various atmospheric conditions and hardware congurations.
To illustrate the basic ideas, we sketch in more detail the main components of an AO system in
Fig. 2. These include the deformable mirror (DM), the wave front sensor (WFS), and the actuator
command computer. Light in a narrow spectral band passing through the atmosphere is modeled by a
plane wave. When traveling through the atmosphere that does not have a uniform index of refraction,
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Fig. 2. A simplied closed-loop AO system with main components.
light waves are aberrated and no longer planar. In a closed-loop AO system, this aberrated light is
rst reected from the DM. Some of this light is focused to form an image, and some is diverted
to the WFS that measures the wave front phase deformation. The actuator command computer takes
measurements from the WFS and map them into real time control commands for the DM. How this
translation is done depends on the criterion selected. In general, wave front sensing is a key aspect
of many optical techniques and systems such as optical shop testing, interferometry and imaging
through random media such as the earth’s atmosphere.
3.1. Modeling and adaptive optics system design
We present methods for the fast computation of two-parameter Hankel transforms arising in the
modeling and performance evaluation of adaptive optics (AO) imaging systems. The objective of
AO system design is to select hardware parameters and control approaches that will optimize system
performance for the expected operating conditions subject to the resources available, and maximize
the resulting payo for the intended scientic applications.
The main hardware components of an AO imaging system consist of wave front sensors (WFS)
and deformable mirrors (DM) system (see Fig. 2). We let s denote the discrete WFS measurement
vector and c denote the DM actuator command vector. A linear systems model framework devel-
oped by Ellerbroek [3] provides rst-order performance estimates which account for the full range
of fundamental adaptive optics error sources and their interacting eects. The modeling requires
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intensive computations involving the covariance matrices for the statistical relationship between the
sensed phase gradient measurements s and the DM actuator commands c.
We describe the problem of computing the two-parameter Hankel transform that arises in Eller-
broek’s model and many statistical models, see for example [17] and the references therein. In
Section 3.3, we present two alternative approaches to representing the transform approximately by
structured matrices. The matrix structures are to be exploited in the subsequent computations to
reduce computation cost signicantly. Recent studies on this topic include [3,4,12,13].
3.2. Hankel transform methods in adaptive optics covariance computations
The basic computational quantities for AO system modeling and evaluation are the covariance
matrices which we express as
A= cov(c; c); B= cov(c; s); C = cov(s; s): (5)
These matrices describe the second-order statistics of the DM actuator command vector c, which
optimally compensate for turbulence-induced phase distortions, and the temporally ltered WFS
measurements vector s. The scalar components ci of c can be represented as integrals of the form
ci =
Z
D
!i(r)i(r) dr; (6)
where r denotes coordinates in the aperture plane D, i(r) is, for example, an induced wave front
propagating (see Fig. 2) from a point source, and !i(r) is a weighting function. A similar integral
representation exists for the si components.
Ellerbroek’s derivation of (6), and hence (5), assumes isotropic turbulence with a Kolmogorov
or von Karman spectrum, Taylor’s frozen-ow hypothesis, and no scintillation. In particular, if
outer scale eects are considered and the direction of the atmospheric wind velocity is random and
uniformly distributed, cov(ci; cj) may be represented mathematically as follows:
cov(ci; cj) = 
Z 1
0
C2n (h) dh
−1 Z Z
wi(r)wj(r0)
Z H
0
C2n (h)

Z 1
0
f(x)

J0

2y
L0
x

J0

2y0
L0
x

− 1

dx dh dr dr0: (7)
Here, h is the range along the optical axis of the telescope, H is the range to the nearer of the two
sources for the wavefronts i and j; J0 is the zero-order Bessel function of the rst kind, C2n is the
index of refraction structure constant, which species the steady variation of the turbulence strength
at altitude h; y is a scalar function of h; r and r0; y0 is a scalar function depending on the wind
velocity at h; L0 is the outer scale of atmospheric turbulence at h, and  is a normalization factor.
The scalar function f(x) in (7) is dened as
f(x) =
x
(x2 + 1)11=6
(8)
and is related to the von Karman spectrum. In general, it depends on the characteristics of the
modeling problem being studied. We use (8) throughout the paper for illustration purposes.
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Evidently, ecient and accurate evaluation of the inner most integral in (7) is highly desirable.
Following the notation in [2], we denote the two-parameter Hankel transform of a function f(x)
by
h(; ) =
Z 1
0
f(x)J0(x)J0(x) dx; (9)
where  and  are nonnegative real numbers. For the inner most integral along x in (7), the
parameters
=
2y
L0
;  =
2y0
L0
; (10)
depend on the function y and y0. Thus, use of numerical quadratures for the outer integrals require
that the two-parameter Hankel transform f be evaluated at multiple points. As mentioned in the
introduction section, the number of quadrature nodes may be at the order of 104. Moreover, the
change in y and=or y0 may result in a dierent set of parameters.
Let M > 0 and N > 0. Given M points a= a(1 : M) and N points b= b(1 : N ), we denote by
H (a; b); a 2 RM ; b 2 RN : (11)
the M N matrix with entries h(ai; bj); i=1 : M; j=1 : N . For simplicity, we may assume M =N .
By the modeling framework, if, instead, the direction of the atmospheric wind velocity is assumed
to be known, then h(; ) becomes a function of a single parameter, h() [4], i.e. a single-parameter
Hankel transform.
Two computational approaches for evaluating H (a; b) have been presented in previous work. One
approach simply employs numerical quadrature to the integration, requiring the evaluation of the
Bessel function J0 at many quadrature points, which in turn may be computed either by the integral
representation of J0,
J0() =
1

Z 
0
cos( cos ) d: (12)
or by the series representation of J0,
J0() =
1X
k=0
(−1)k
 
k
2kk!
!2
:
The alternative approach, which was proposed recently by Ellerbroek [3], applies the Mellin transform
convolution theorem and the Cauchy residue theorem to convert h(; ) from integral form to a
double power series in two parameters when <. The resulting expression is
h(; ) = 1
1X
n=0
1X
m=0
un
(n!)2
(n+ m)!
( 16)n+m
vm
(m!)2
+ 2v5=6
1X
n=0
1X
m=0
un
(n!)2
( 116 )n+m
(n+ m)!
vm
[( 116 )m]
2
+ 2v5=6
1X
n=0
1X
m=1
un( 116 )n
n!
1
[(n+ m)!]2
(u=v)m[(− 56 )m]2; (13)
where u = 2=4; v = 2=4; 1 = 35 , and 2 = ( (− 56 ))=(2 ( 116 )). Here   is the Gamma function [2],
and (z)k = ( (z + k))= (z) is a Gamma ratio. With either approach, the elements of the matrix
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H are computed approximately. Nevertheless, the errors introduced by numerical quadratures or
by truncating the power series may be made below a pre-specied threshold. Both approaches,
however, are used at the element-wise level only, in the previous work [4]. In the next two sections,
we introduce matrix factorization approaches that exploit the geometry of the parameter points and
the smoothness of the integrand. These approaches lead to ecient algorithms for the subsequent
computations involving H . Preliminary work by the authors on this topic appeared in [12].
3.3. Compact-form representations using structured matrices
We present in this section two approaches for obtaining a compact-form representation of H (a; b)
for ecient subsequent computations with H (a; b). The rst approach is based on numerical quadra-
tures, and the second one is based on the power expansion representation (13).
3.3.1. Numerical quadratures approach.
A fast single-parameter Hankel transform. We introduce rst a fast approach for the single-parameter
Hankel transform,
h() =
1

Z 
−
F(u)p
a2 − u2 du; (14)
where
F(u)
Z 1
0
f(x) cos(ux) dx (15)
is the Fourier cosine transform of f and is even in u. Recall that this is related to the AO performance
evaluation case when the wind velocity is known. The fast transform approach comes from the work
of Kapur and Rokhlin in [9]. With properly designed numerical quadratures for the computation of
the integrals in (15) and (14), the transform at N equally spaced points can be done with O(N logN )
arithmetic operations.
To compute (15), the integration range is rst truncated to [0; X ] for some real number X ,
independent of u, so that
R1
X f(x) dx<=2, where  is a given bound on approximation error. Next,
we use a Newton{Cotes quadrature with N equally spaced nodes. Let hx = X=(N − 1). Then,
F(u) = hx
N−1X
j=0
f(xj) cos(uxj)!j + (u) = ~F(u) + (u); (16)
where xj = jhx, !j are quadrature weights at xj, and (u) is the approximation error in ~F(u), which
is bounded by .
Let a(0 : N − 1) be an equally spaced set of evaluation points for the single-parameter transform
(14). We assume that a(i) = iha with ha= =X . Let u= a. Then ~F in (16) at the N points of u can
be written in matrix form
~F(u) = Cv; C(i; j) = cos(ij=(N − 1)); v(j) = hxf(xj)!j: (17)
The matrix{vector multiplication Cv can be done with O(N logN ) operations with a fast discrete
cosine transform algorithm.
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We consider next the computation of (14), assuming F(u) is available. Notice rst that h(0) =R1
0 f(x) dx=F(0). For i> 0, using the Trapezoidal rule with end-point correction (EC) by Rokhlin
[16], we have
h(ai) = ha
i−1X
l=−(i−1)
F(ul)q
a2i − u2l
+ EC(ai; k) + (ai; k); i = 1 : N − 1; (18)
where the term
EC(ai; k)ha
kX
l=−k;l 6=0
(i; l)
F(ai + lha)q
ja2i − (ai + lha)2j
(19)
deals with the singularity of the integrand in (14) at the end points. With the end correction, the
error term (ai) is bounded as follows:
j(ai; k)j6 i4k−2 ;
where  is a constant, and k depends only on the required accuracy. The end-point correction
weights v(i; l) may be pre-computed with O(kN ) operations, and be reused. An easy modication to
the quadrature can make the errors at all points ai uniformly bounded by a pre-specied threshold,
see [19]. Since k is independent of N and kN , the cost for the end-point correction is O(N ).
We now turn to the computation of the rst term in (18) at all points ai. It is easy to check that
H (a) =MDF(u) + EC(a; k) + (a; k); (20)
where D = 2I − e1eT1 , and
M (i; j) =
8>>><
>>>:
1; i = j = 0;
1p
i2−j2
; j < i; i> 0;
0; otherwise
(21)
is a lower triangular matrix. The multiplication of M with a vector may take only O(N logN )
operations with an algorithm based on the same idea behind the fast multipole algorithm [8].
In summary, we have
H (a) = ~H (a) +MD(u) + (a; k); ~H (a) =MDCv+ EC(a; k):
The total cost for computing the approximate quantity ~H (a) is O(N logN ) operations. Since the
matrices C and M need not be formed element-wise explicitly, the computation may take only
O(N ) memory units.
Two-parameter Hankel transform and compact form representation. The single-parameter Hankel
transform approach can be eciently extended to the two-parameter Hankel transform. Substituting
the integral representation of J0 (12) in (9) and changing the variables u=  cos , v=  cos, we
have
h(; ) =
1
2
Z 1
0
Z 
0
Z 
0
f(x) cos(x cos) cos(x cos) d d dx
=
1
2
Z 
−
Z 
−
Z 1
0
f(x) cos(ux) cos(vx)p
2 − u2p2 − v2 dx du dv:
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Let
F(u; v)
Z 1
0
f(x) cos(ux) cos(vx) dx; (22)
then F(u; v) is well dened for the function f in (8). The two-parameter Hankel transform becomes
h(; ) =
1
2
Z 
−
Z 
−
F(u; v)p
2 − u2p2 − v2 du dv: (23)
The integrand of (23) is even in u and v, and is singular at  and .
Similar to the computation of the single-parameter transform, we compute F(u; v) in (22) at all
evaluation points needed for the computation of H (a; b). For simplicity, we assume a = b = u = v.
Thus, ha = hb = h. In matrix form
F(u; v) = ~F(u; v) + (u; v); ~F(u; v) = CDfCT; (24)
where Df = hx diag(f(xj)!j). That is, the approximate matrix ~F(u; v) is the two dimensional dis-
crete cosine transform of Df. We note that ~F(u; v) has a compact representation of O(N ) storage
complexity by using the structure of its matrix factors.
As in the single parameter case, the Trapezoidal rule with end correction can be applied to the
integral in (23) in both directions u and v. The matrix form equivalent to (20) is as follows
H (a; b) =MDF(u; v)DM T + EC(a; b; k) + (a; b; k);
where EC(a; b; k)=Bk ~F(u; v)BTk +E, Bk is narrow banded, E is of low rank, and k > 0, is a constant
independent of N . Since ~F(u; v) has the compact representation in (24), the approximate to H (a; b)
~H (a; b) =MD ~F(u; v)DM T + EC(a; b; k);
has a compact-form representation of storage complexity O(N ) as well.
3.3.2. Power-series expansion approach
We now employ Ellerbroek’s power-series expansion (13) to obtain another structured matrix
representation. First, the three double power series can be truncated so that the truncated errors are
below a pre-specied bound. For convenience, we use K(ai; bj), or simply K , to denote the truncation
point, i.e., the largest number of remaining terms in the truncated sums for the (i; j) element. Denote
by vand() the Vandermonde vector
vand() = [a; ; 2; : : : ; K−1]T;
at node  of length K . Based on (13), we can write element H (ai; bj) as follows:
H (ai; bj) = c1 vand
T(ui)H1 vand(vj);
+ c2 vand
T(ui)H2 vand(vj)v
5=6
j
+ c2 vand
T(ui)H3 vand(uj=vj)v
5=6
j + (ai; bj) ai6bj; (25)
where c1 and c2 are constants, H1, H2, and H3 are K K Hankel matrices, up to diagonal scalings,
the elements of which are independent of the values ui = (ai=2)2 and vj = (bj=2)2.
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Fig. 3. 3-D view (left) of the approximation of (; ), with h= 3256 , and (right) a corresponding hierarchical matrix partition.
The top left corner in the matrix partition corresponds to the position of the peak in the 3-D plot.
For simplicity, we assume that ai; bj 2 [0; 1] and the elements of a and b are in increasing order.
Consider rst the special case that aN−16b0. We get directly from (25)
H (a; b) = c1 Vand
T(u)H1 Vand(v);
+ c2 Vand
T(u)H2 Vand(v)D(v)5=6
+ c2 Vand
T(u)H3 Vand(u:=v)D(v)5=6 + (a; b); (26)
where u is the vector with components ui and v is the vector with components vj, Vand((1 : N ))
denotes the Vandermonde matrix [vand(x1); : : : ; vand(xN )], D( ) is the diagonal matrix with the ele-
ments of placed on the diagonal. Let K(a; b)> 0 be the truncation length for all elements so that
(a; b) is element-wise below a pre-specied bound. It can be seen from the third sum of (25) that
such a K decreases with the ratio r=aN−1=b0. Thus, for small K , H (a; b) can be approximated by a
matrix of rank 3K . Notice that as long as the ratio r remains the same, the rank of the approximate
matrix does not increase with N , and the matrix has a lower rank representation. In other words,
the N  N matrix has a representation of storage complexity O(N ).
We are now in a position to show that for the case a = b, the matrix has a representation of
storage complexity O(N logN ). In this case, H (a; b) is symmetric. In the upper part of the matrix,
all elements satisfy the expansion condition ai6bj as in (13). We partition the upper part into blocks
so that each block can be approximated by a lower rank matrix, and the number of blocks is O(N ).
Let the ratio ai=bj in each block be bounded by 1. Let K be the truncation point. We illustrate such
a partition for the case that the ai are equally spaced in Fig. 3. Suppose the blocks on the diagonal
are of m m, m6K . The size of the blocks is doubled along the anti-diagonal. Each block can be
approximated by a matrix of rank 63K . There are 32N=m blocks of order m,
3
2 ((N=2m)− 1) blocks
of order 2m, 32 ((N=4m)−1) blocks of order 4m, and so on. Thus, there are about 3N=m blocks in the
upper part of the matrix. Let N =m2p for some p> 0. Then, the representation storage complexity
is proportional to
Pp−1
j=0 [N=(m2
j)− 1]m2j = pN − (N − m)<N logN .
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3.4. Computations with the compact form matrix representations
The numerical computation of outer integrals in the generation of a covariance matrix element
described by the integral (7) amounts to the multiplication of a matrix H (a; b) with a weight vector
followed by a dot product. Each covariance matrix element is the sum of many such dot products.
Using the structured matrix representation of H (a; b) via numerical quadratures, the multiplication
of H (a; b) with a vector is obtained by a few matrix{vector multiplications and a vector summation.
The matrices are either diagonal, banded, the discrete cosine transform matrix of the rst type, or
the multipole-type matrix as in (21). The structure of each matrix can be exploited so that the
matrix{vector multiplication can be done with O(N ) or O(N logN ) operations. Thus, the cost for
the multiplication of H (a; b) with a vector is O(N logN ).
By the structured matrix representation via the power series, the matrix H (a; b) can be viewed
as a sum of block banded matrices along O(logN ) diagonals. The multiplication of each block
banded matrix with a vector involves O(N ) operations. The total matrix{vector multiplication cost
is thus O(N logN ). We note that, although the two compact representations are dierent in storage
requirement by a factor of O(logN ), both lead to the matrix{vector multiplications with O(N logN )
arithmetic operations.
3.5. Additional comments
There is still room for reduction in computation cost. A study on the accuracy and eciency for
computing single-parameter Hankel transform on non-uniform sampling points as opposed to equally
spaced points is reported in [19], based on the use of numerical quadratures. A similar study of
two-parameter Hankel transforms is yet to be done.
The techniques to obtain power-series expansions can be extended to a larger class of compu-
tational problems with Bessel functions of the rst kind as the inner most integrand. Numerical
experiments show, however, that the approach via numerical quadrature is less sensitive to rounding
errors than the power series approach. Our numerical experiments show that with the same parti-
tion of the H (a; b), the numerical rank of each block in double precision is much lower than that
suggested by the truncation point in the power series expansion.
4. Summary of the paper
To summarize this paper, we have considered certain representative numerical linear algebra prob-
lems arising in deformable mirror control computations in adaptive-optics compensated imaging. The
randomness and time evolution of the atmospheric inhomogeneities make imaging through turbulence
a dicult and challenging problem. Adaptive optics techniques aord a mechanical means of sens-
ing and correcting for turbulence eects as they occur. High-resolution images are essential in many
important applications in defense, science, engineering, law enforcement, and medicine. The need
to extract meaningful information from degraded images is especially vital for such applications
as aero-optics imaging, surveillance photography, and other modern imaging systems. The goals of
this paper were to describe two recent innovative adaptive-optics deformable mirror control algo-
rithms, with concentration on performance analysis, software, for on-line adaptive-optics systems for
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imaging through turbulence. We feel that it is important to exploit the general mathematical struc-
ture of computational matrix problems found in several optical imaging and other signal processing
problems. This may lead to a family of methods and routines that are adaptable to several scenarios
in obtaining high-resolution images using modern adaptive optics systems.
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