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We investigate the longevity of oscillons numerically, paying particular attention to radially-
symmetric oscillons that have been conjectured to have an infinitely-long lifetime. In two spatial
dimensions, oscillons have not been seen to decay. In three spatial dimensions, specific initial
Gaussian configurations seem to lead to oscillons with spikes in lifetime that have been conjectured
to be infinite. We study such “resonant” oscillons in two and three spatial dimensions, applying
two tests to study their longevity: parametric resonance and virialization. Our results indicate that
the conjecture is correct: in both dimensions, resonant oscillons do indeed appear to be infinitely
long-lived.
I. Introduction
Oscillons were first discovered by Bogolyubskii and
Makhan’kov in 1976 [1]. Upon inserting a tanh pro-
file into the three dimensional (3d) spherically-symmetric
Klein Gordon (KG) equation of motion with a double well
potential, the authors found that the localized configu-
ration shed away over half its energy in a short amount
of time and then settled into a metastable state. Dur-
ing this quasi-steady stage, the field amplitude at the
bubble core was found to gradually decrease, as energy
slowly radiated away. The name “pulson” was given to
these structures since it was believed that the energy
was released due to pulsations in the size of the bubble.
Two decades later, Gleiser rediscovered these pulsons [2],
showing that they emerged also from a Gaussian initial
condition. He henceforth referred to them as “oscillons”
since it was shown that the radial pulsations of the bub-
ble during the pseudo-stable regime were in fact small,
and that the high frequency oscillations in the field at
the bubble’s core were a more notable characteristic [2].
Gleiser also showed that, irrespective of the initial pro-
file radius (Gaussian or tanh), oscillons had the same
slowly decreasing plateau energy during their lifetimes,
thus suggesting that they were attractors in field con-
figuration space. This result also holds for asymmetric
double well potentials, albeit with plateau energies that
depend on the asymmetry in the potential.
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In [3], Copeland, Gleiser and Muller (henceforth CGM)
obtained a lower bound on an oscillon’s initial radius,
r0. Additionally, they found that once the amplitude
of oscillations of the core of an oscillon falls out of the
nonlinear regime, it will quickly decay, and that oscillons
live longer if they are better virialized. For a symmetric
double-well potential (SDWP), the authors even caught
a glimpse of the resonant structure in oscillon lifetime:
certain values of r0 resulted in oscillons with enhanced
lifetimes.
Interested in investigating oscillon lifetimes in more de-
tail, Honda and Choptuik [4] (henceforth HC) developed
a method using a coordinate transformation that allowed
them to probe the behavior of very long-lived resonant
oscillons, which we will discuss in detail in this paper.
These authors discovered a remarkable resonant pattern
for the lifetime of oscillons emerging from different initial
radii of Gaussian profiles, and found a scaling law for the
lifetime of oscillons near each resonance reminiscent of
critical behavior in phase transitions. Inspired by these
results, the authors conjectured that such resonant oscil-
lons had infinitely-long lifetimes. More recently, a similar
result was found upon the incorporation of gravity, but
with modulations superimposed on top of the scaling law
[5].
The longevity of oscillons has also been studied in an
expanding de Sitter universe. For different values of the
Hubble constant, lifetime enhancement was seen as a con-
sequence of parametric resonance [6]. For hybrid infla-
tion models, the formation of oscillons was prompted as
the inflaton field oscillated about its minimum [7]. The
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2authors of Refs. [8–10] examined the formation of oscil-
lons for single-field inflation, and showed that they could
contribute substantially to the energy density of the uni-
verse for different originating potentials. More recent
work has examined the formation and longevity of oscil-
lons for inflaton potentials of the form |φ|2n, near |φ| = 0
and flatter beyond a certain value, and their role in the
post-inflationary transition from quasi de Sitter to radi-
ation [11].
In [12], Gleiser and Sornborger showed that oscillons
in 2d remain stable for at least 107 time units, suggest-
ing that these configurations may be infinitely long-lived.
Salmi and Hindmarsh confirmed these results and further
examined 2d oscillons with several potentials, without
seeing them decay [13]. Apart from an approximate an-
alytical argument in Ref. [14], there hasn’t been a con-
sistent approach to address the possibility of infinitely
long-lived oscillons. Short of a mathematical proof, what
can one do to provide evidence that, indeed, it is pos-
sible for certain oscillons to be infinitely long-lived, at
least classically? To answer this question is the main
goal of the present manuscript. In the next section, we
introduce the needed mathematical framework and the
monotonically increasing boosted (MIB) variables used
to study very long-lived oscillons with high numerical
precision. In Section III, we describe the numerical meth-
ods used. In section IV, we examine the longevity of 3d
resonant oscillons using parametric resonance and virial-
ization arguments. In section V, we examine 2d oscillons,
again applying parametric resonance and virialization ar-
guments, presenting also a toy model based on a damped,
periodically-driven harmonic oscillator and phase space
portraits. We conclude in section VI, reviewing our key
results and suggesting future work.
II. Oscillons: Mathematical Framework
In this section we develop the mathematical theory be-
hind our numerical implementation. We follow an outline
similar to HC [4], using metric signature (-,+,+,+) and
working in spherical coordinates.
The action describing the theory for a self-interacting,
real scalar field in D = d+ 1 spacetime dimensions is
S[φ] =
∫
dDx
√
|g|
(
−1
2
gµν∂µφ∂νφ− V (φ)
)
. (1)
We consider the following quartic potential,
V (φ) =
λ
4
φ2 (φ− φ0)2 . (2)
We introduce the following dimensionless field and coor-
dinates,
φ = αφ¯,
t = ξt¯,
r = ξr¯.
(3)
If we define v = φ0α , ξ
−1 =
√
λα, and drop the bars, the
action becomes,
S[φ] = λ
1−d
2 φ3−d0 v
d−3
∫
dDx
√
|g|
(
−1
2
gµν∂µφ∂νφ− V (φ)
)
.
(4)
The physical units of time and distance are then ξ =
v/
√
λφ0. Choosing v =
√
2, our dimensionless potential
can be written as
V (φ) =
1
2
φ2 − 1√
2
φ3 +
1
4
φ4, (5)
with degenerate minima at φ = 0 and φ =
√
2.
We now present a coordinate transformation to mono-
tonically increasing boosted (MIB) coordinates. Our
choice to transform to MIB is further motivated in sec-
tion III. We take
t˜ = t,
r˜ = r + f(r)t,
Ω˜ = Ω.
(6)
Here, f(r) is a smooth, monotonically increasing function
interpolating between 0 and 1 at a cutoff radius, denoted
rc: f(r) → 0 when r  rc and f(r) → 1 for r  rc.
The transformation approximates spherical coordinates
near the origin and light-cone coordinates as we approach
spatial infinity. This has the effect of nearly freezing and
blue shifting both incoming and outgoing radiation in
the region around rc. By including a dissipation term to
quench high frequency modes, we can limit the amount
of radiation that interferes with our numerical scheme,
which is also further discussed in section III.
3The Euler-Lagrange equation is
1√|g|∂µ√|g|gµν∂νφ = ∂V∂φ . (7)
Using the definitions
a(t, r) = 1 + f ′(r)t, (8)
β(t, r) =
f(r)
1 + f ′(r)t
, (9)
we have,
1√|g|∂µ√|g|gµν∂νφ = 1ar˜d−1 (∂t [ar˜d−1 (−∂tφ+ β∂rφ)])
+
1
ar˜d−1
(
∂r
[
ar˜d−1
(
β∂tφ+
1− a2β2
a2
∂rφ
)])
.
(10)
If we define two auxiliary fields, Φ and Π as
Φ = ∂rφ, (11)
Π = a (∂tφ− β∂rφ) , (12)
then we find three coupled equations of motion, one for
φ, another for Φ, and the last for Π. Inserting (11) into
(12) and rearranging, we arrive at the equation of motion
for φ in terms of the auxiliary fields,
∂tφ = a
−1Π + βΦ. (13)
The two equations for the auxiliary fields are,
∂tΦ = ∂r
[
a−1Π + βΦ
]
,
∂tΠ =
1
r˜d−1
∂r
[
r˜d−1
(
βΠ + a−1Φ
)]− (d− 1) f
r˜
Π− adV
dφ
.
(14)
In terms of the Lagrangian density, L, the stress energy
tensor is,
Tµν = −2 δL
δgµν
+ gµνL,
= ∂µφ∂νφ− gµν
(
1
2
gαβ∂αφ∂βφ+ V
)
.
(15)
From this, we derive that the energy density, ρ = T 00, is
ρ = T 00 =
Π2 + Φ2
2a2
+ V (φ). (16)
To get a better sense of the contributions to the total
energy density, the gradient energy density term is
g00
(
1
2
gαβ∂αφ∂βφ
)
=
Π2 − Φ2
2a2
, (17)
and the kinetic energy density term is
∂0φ∂0φ =
Π2
a2
. (18)
III. Numerical Methods
In this section we discuss our numerical coding scheme
that approximates the analytical theory developed in sec-
tion II.
We evolve three fields, φ and the two auxiliary fields,
Φ and Π, in space and time. Our initial condition for
the field, φ, is a Gaussian profile of the form, φ(t = 0) =√
2e−(r/r0)
2
. This assumes that the core field starts in
the φ =
√
2 vacuum, and at spatial infinity the field
approaches the φ = 0 vacuum. Spatial derivatives are
computed using a finite difference method with second
order accuracy. For the time progression, we implement
an iterative method outlined as follows.
For a field, f, we advance temporally under the approx-
imation
∂tf
t =
F
[
f t+1
]
+ F
[
f t
]
2
, (19)
where t is the time at the current time-step, and F op-
erates on f t. The action of F operating on f is to give
the right hand side of Equations (13) and (14). Thus, for
example, we have
∂tφ
t =
[
a−1Π + βΦ
]t+1
+
[
a−1Π + βΦ
]t
2
. (20)
To find f t+1, we also approximate the left hand side of
Equation (19) as ∂tf
t =
(
f t+1 − f t) /∆t. Inserting this
into (19), we arrive at the following second order scheme:
f t+1 = f t +
(
∆t
2
)
F
[
f t
]
+
(
∆t
2
)
F
[
f t+1
]
, (21)
and we make the definition
f t(0) ≡ f t +
(
∆t
2
)
F
[
f t
]
. (22)
4With this definition, our iterative method is
f t+1 = f t(0) +
(
∆t
2
)
F
[
f t+1
]
= f t(0) +
(
∆t
2
)
F
[
f t(0) +
(
∆t
2
)
F
[
f t+1
]]
= · · ·
(23)
We continue calculating f t+1 iteratively through (23) un-
til it does not change appreciably. That is, we stop the
iteration when the l2-norm of f(k) and f(k+1) is less than
some chosen tolerance. Here, k is the number of times
the iteration has been performed. Thus, we have that
f t+1(k+1) = f
t
(0) +
(
∆t
2
)
F
[
f t+1(k)
]
. (24)
Now we discuss the effect of incorporating MIB coordi-
nates [4], and then motivate why we use them. We have
r˜ = r + f(r)t, where f(r)→ 0 near r = 0, and f(r)→ 1
as r →∞. Choosing f(r) = 12 tanh
(
r−R
δ
)− 12 tanh (−Rδ ) ,
we have that our MIB coordinates transition from reg-
ular spherical coordinates to light cone coordinates at a
distance R from the origin in a space of thickness δ. The
transition to light cone coordinates blue shifts radiation
and causes it to take a longer time to bounce back, ef-
fectively freezing the radiation in the region of thickness
δ. The blue shift occurs because the wave packets stay
the same size, but take up less space, and the time de-
lay for radiation is a consequence of the coordinate lines
becoming more nearly parallel with the world lines of
the radiation. We add a dissipative term such that the
blue shifted radiation is quenched. Thus, our numerical
scheme takes the form
f t+1 = f t(0) +
(
∆t
2
)
F
[
f t+1
]
+ µdiss
[
f t
]
. (25)
In the Equation for the field, φ, the dissipative term,
µdiss, takes the form −ε∇4φ∆x3. In k-space, we have
∇4φ→ k4φk. Thus, our dissipative term becomes signif-
icant at higher k modes and will quench the blue shifted
frequencies as mentioned above.
Transforming to MIB coordinates allows us to explore
r0 parameter space with high resolution while still main-
taining efficient computational time.
IV. Lifetime of Resonant Oscillons
FIG. 1: 127 resonances are seen along the lifetime vs.
r0 plot, making the 64th resonance the highest, or peak,
resonance. HC found 125 resonances in [4] with a differ-
ent choice of potential energy function. The inset shows
initial radii straddling the 3rd and 4th resonances.
Throughout section IV we will be discussing resonant
oscillons and their longevity. To get a better sense of
these particular oscillons, in Figure 1 we plot oscillon
lifetime as a function of initial bubble radius, r0, with
spacing ∆r0 = 0.00047. The spikes in lifetime are the res-
onances we are referring to. From now on we will refer to
the mountain-like structure as the resonance mountain.
The inset zooms in on initial radii around the third and
fourth resonances.
IV.1. Parametric Resonance Analysis
Copeland, Gleiser, and Mu¨ller [3] found a hint of the
fine structure in oscillon longevity. The MIB framework
later developed by HC [4] allowed them to investigate the
fine structure of parameter space in far greater detail.
In their search, the authors discerned 125 resonances.
They found a scaling law for lifetime of an oscillon on
either side of a resonance, T ∼ γ± ln |r0 − r∗0 |, where r∗0
is a resonant value. Here, γ+ is the scaling exponent for
r0 > r
∗
0 , and γ− is the scaling exponent for r0 < r
∗
0 .
We see that as we let r0 approach r
∗
0 , the scaling law
implies that such oscillons are infinitely long-lived. HC
then sought non-radiative solutions with an ansatz of the
5form
φ (r, t) = φ0(r) +
∞∑
n=1
φn(r) cos (nωt) . (26)
Upon truncating this ansatz, the authors used the
shooting method to find an approximate solution to their
equations. They compared the individual modes from
their shooting method solution with the modes obtained
from Fourier decomposing the PDE solution and found a
close correspondence. Similar work in varying spatial di-
mensions was performed in [15], where an ansatz nearly
identical to that in (26), only differing by a factor of 1/
√
2
in the zero mode, was used to construct quasi-breather
solutions. The expansion was truncated at n = 4, and
the mode profiles corresponding to particular frequencies
were found numerically.
Instead of performing an analysis like that in [4] and
[15], we used an ansatz of the form
φ(x, t) = φav(t) + δφ(x, t), (27)
as suggested originally by Gleiser and Howell [16] and
then used in other works as well [6, 7, 11]. Here, φav(t)
is the volume averaged field. We insert this ansatz into
the spherically symmetric Klein-Gordon equation,
∂2φ
∂t2
− ∂
2φ
∂r2
− 2
r
∂φ
∂r
= −dV
dφ
, (28)
with V (φ) given in Equation (5). Upon taking the
Fourier transform of the equation and linearizing with
respect to δφ, we are left with the relation
δφ¨+
[
k2 + V ′′(φav(t))
]
δφ = 0, (29)
where V ′′(φav(t)) = 1− 3
√
2φav + 3φ
2
av, and dots denote
derivatives with respect to time.
As discussed in [4], dynamical properties of the field
φ are approximately periodic with modulations superim-
posed on them. These modulations correspond to radi-
ation from the field and are referred to as shape modes.
Oscillons with r0 > r
∗
0 are referred to as supercritical
since they exhibit an extra shape mode just before decay-
ing. Those with r0 < r
∗
0 are called subcritical and decay
without the appearance of an extra shape mode. When
climbing a single resonance on the resonance mountain,
we find that the only obvious difference in the behavior of
V ′′(φav(t)) corresponding to different initial radii occurs
at the end of the lifetime of the oscillons. This can be
seen in Figure 2 below, which displays two supercritical
oscillons on the 54th resonance. The visible difference is
that one oscillon lives longer (blue curve) than the other
(red curve). Apart from this, while the two oscillons re-
main alive, their behaviors are nearly identical. For both
supercritical and subcritical oscillons, there is a plateau
region later in the lifetime of the oscillons where there
are no shape modes. As we move higher up on a res-
onance, the length of the plateau region increases, and
V ′′(φav(t)) displays more nearly-periodic oscillations in
this region. Thus, for a given initial radius, we can ap-
proximate V ′′(φav(t)) ≈ Φ0 cos(ωt) + C for the time in-
terval in the plateau region.
FIG. 2: V ′′ (φav(t)) for a low point on the 54th reso-
nance (red) and for a point high up on the 54th resonance
(blue). Differing behavior occurs only between the last
two shape modes.
Using this approximation and making the transforma-
tion ωt = 2z − pi, we get
δφ′′ + (Ak − 2q cos(2z)) δφ = 0, (30)
where Ak =
4(k2+C)
ω2 , q =
2Φ0
ω2 , and the primes denote
derivatives with respect to z. This equation is the well-
known Mathieu Equation, which exhibits parametric res-
onance for a range of q when Ak ≈ n2, n = 1, 2, 3 . . . [17].
Thus, parametric resonance can occur when 4(k
2+C)
ω2 ≈
6n2. Requiring k ≥ 0, we must have that
n2 ≥
(
4
ω2
)
C. (31)
For all resonances that we examined, we found that the
minimum integer value for n was nmin = 2. We next
sought solutions proportional to eµt, which grow expo-
nentially for real-valued µ, the Floquet exponent. From
[17], we can approximate µ as
µ ≈
√
(an −Ak) (Ak − bn)
2n
, (32)
where an and bn are functions of q. We found that n = 2
returned real values for µ, but n > 2 produced imag-
inary results. Using n = 2, we saw two trends, sum-
marized in Figure 3. First, as we approached the peak
on the resonance mountain from either side, µ increased;
second, as we climbed a single resonance, µ increased.
So, in general, the longer an oscillon lives, the greater
the Floquet exponent, µ: the nonlinear growth of am-
plitude oscillations increase the system’s lifetime. The
linear approximation thus suggests that the enhanced
longevity exhibited by resonant oscillons is a consequence
of parametric resonance. Illustrative results are displayed
in Figure 3 for points along resonances 18, 36, 54, 74,
92, and 110. In 3a we display results for supercritical
oscillons and in 3b we show our findings for subcritical
oscillons. As we climb a single resonance, the level of nu-
merical precision becomes increasingly demanding. For
example, for resonance 54, the longest lived oscillon we
probed had r0 = 3.75167794221. Still, the growing trend
offers strong support that the HC conjecture is correct.
We note that the general trend we found between the
Floquet exponents and lifetime is not perfect: a few os-
cillons with shorter lifetimes do exhibit larger Floquet
exponents. This may be a consequence of using a linear
approximation to study the growth of different k-modes,
as typical of any Floquet analysis.
(a) µ as a function of lifetime for supercritical oscillons with
different initial radii. Each color corresponds to a specific reso-
nance as specified.
(b) µ as a function of lifetime for subcritical oscillons with differ-
ent initial radii. Each color corresponds to a specific resonance
as specified.
FIG. 3
In Figure 3 we notice similarities in the values of µ
and lifetime between resonances 18 and 110, resonances
36 and 92, and resonances 54 and 74. The similarities in
each pairing are due to the fact that each resonance in a
pairing is the same number of resonances away from the
peak resonance - resonance 64. For example, consider the
pairing of resonances 18 and 110. We have that 110 - 64
= 64 - 18 = 46. We shouldn’t expect the values of µ and
lifetime for these resonance pairings to be identical, given
that the resonance mountain is not symmetric about its
peak, as seen in Figure 1.
7IV.2. Virialization
As mentioned in the introduction, oscillons that are
longer-lived are also better virialized [3]. This has been
shown for non-resonant oscillons in flat spacetime with-
out a transformation to MIB coordinates. With our abil-
ity to hone in on specific resonances at high precision, we
can test whether oscillons become better virialized as we
climb a single resonance. To arrive at the virial relation
in [3], the authors took the first moment of the equation
of motion for φ and then performed a time-averaging on
the equation over a single period of the core field, φ(0, t).
Here, we find the frequency of oscillations of the core
field by taking its Fourier transform and then computing
the period, T = 1/f . The departure from virialization in
MIB coordinates, denoted V (t), is, with the potential of
equation (5),
V (t) = 〈Ek〉 − 〈Es〉
− 2pi
〈∫ R˜
0
r˜2φ2
(
φ− 1√
2
)(
φ−
√
2
)
dr˜
〉
,
(33)
where,
Ek = 2pi
∫ R˜
0
r˜2
(
a−1Π + βΦ
)2
dr˜,
Es = 2pi
∫ R˜
0
r˜2 (Φ)
2
dr˜.
(34)
Here, r˜, Φ, and Π are given by equations (6), (11), and
(12), respectively. To test our code, in Figure 4 we show
the departure from virialization for four oscillons along
the resonance mountain. The oscillon with an initial ra-
dius R0 = 4.0 is the longest lived, compared to those with
initial radii R0 = 4.5, 3.5, and 5.0, respectively. This can
be confirmed by referring to Figure 1. From Figure 4, we
see that later in the lifetime of the oscillons, the longer
lived an oscillon the smaller V (t) and, thus, the better
virialized it is. These results agree with [3].
When comparing the departure from virialization for
different intial radii along a single resonance, it is dif-
ficult to discern by eye which oscillons are better viri-
alized. To compensate for this, we define a different
measure for the departure from virialization, which we
call delta departure from virialization, denoted ∆V . To
find ∆V , we first define |∆ρ(r, t)|, the absolute differ-
ence in energy density between an arbitrary oscillon lo-
cated on a given resonance and the longest lived oscil-
lon whose data we have saved on that same resonance:
|∆ρ(r, t)| = |ρarbitrary(r, t)− ρlongest lived(r, t)|. At ev-
ery time-step in our simulation, we save the maximum
value of |∆ρ(r, t)|, denoted max (|∆ρ(t)|). Next, we find
the maximum of the array, max (|∆ρ(t)|), which we re-
fer to as max2 (|∆ρ|). The time index associated with
max2 (|∆ρ|) is our time of interest. We call it tmax. In
words, this is the time of maximal difference between
the energy density of the arbitrary oscillon of interest on
a given resonance and the energy density of the longest-
lived oscillon on that same resonance whose data we have
saved. Next, we calculate the period of the core field in
a narrow time region centered on tmax. We use this pe-
riod to calculate the departure from virialization, V (t),
within this same time region, and then take the difference
between the maximum and minimum values of V (t) in
this region. This value for a given oscillon is ∆V . Just as
V (t) decreases with increasing lifetime, we expect that
∆V would also decrease with increasing oscillon lifetime.
FIG. 4: The departure from virialization decreases for
oscillons higher on the mountain. These oscillons live for
longer periods of time.
Figure 5 below plots ∆V as a function of lifetime for
many supercritical oscillons along the 54th resonance. In
5a we see all data points we collected along resonance 54.
As we climb the resonance, ∆V decreases monotonically
until a lifetime of roughly 8,700 time units, and then it
appears to plateau for the last 12 points. In 5b, we zoom
8in on the last 12 points of 5a and find that the monotonic
decrease continues followed by what again appears to be
a plateau at roughly 9,000 time units.
(a) ∆V for 24 oscillons along resonance 54. ∆V appears to
plateau as lifetime continues to increase.
(b) Zooming in on the plateau region in subplot a), we see that
there is still a decrease in ∆V .
FIG. 5
Successive zoom-ins show that ∆V keeps decreasing
as we climb the resonance, as anticipated: longer-lived
oscillons on a given resonance do have a smaller ∆V .
Our results support the HC conjecture that as the critical
radius r∗0 is approached, the related oscillon’s lifetime
asymptotically approaches infinity.
V. 2 Dimensional Oscillons
For a large range of initial radii, Gleiser and Sorn-
borger found that 2d oscillons do not decay out to at
least 107 time units [12]. Their results were confirmed
by Hindmarsh and Salmi [13]. The findings suggest that
2d oscillons are stable solutions. To date, there have been
no indications to the contrary, at least classically. Above,
we ran several experiments in 3d to test the conjecture
that resonant oscillons are infinitely long-lived. Since 2d
oscillons might never decay, it is natural to investigate
their longevity with the tools we applied to 3d oscillons.
First, we discuss results from a Floquet analysis in 2d.
Gleiser and Sornborger found that, at least for numeri-
cally feasible time-scales, not all oscillons converge to the
same plateau energy in 2d, as can be seen in Figure 6,
where we plot oscillon energy as a function of time for
several different initial radii.
FIG. 6: Oscillon energy out to 100,000 time units. Os-
cillons with different initial radii plateau at different en-
ergies.
The energies of oscillons with initial radii 2.42, 2.43,
2.45, 2.47, and 2.5 do not converge over 100,000 time
units. However, it appears that the energy profiles for
oscillons with initial radii 2.7, 2.9, 3.1, and 3.3 do con-
verge. A careful analysis in different time regions shows
that they do, in fact, have slightly different energies over
the 100,000 time units displayed. The different energies
have an interesting consequence for the Floquet expo-
nents, as we show next.
9V.1. Parametric Resonance in 2d
The equation of motion in 2d is,
∂2φ
∂t2
− ∂
2φ
∂r2
− 1
r
∂φ
∂r
= −dV
dφ
, (35)
where V (φ) is given in equation (5), as before. As in
3d, we write the field as in equation (27) to obtain the
equation for the Fourier transform of δφ, equation (29).
The fact that equations for δφ(k, t) are the same in
3d and 2d can be understood by examining the 3d and
2d Fourier transforms. In 3d, the spherically symmetric
Fourier transform is given by,
f (r) =
1
(2pi)
3 4pi
∫ ∞
0
F (k) k2
sin (kr)
kr
dk, (36)
and in 2d the azimuthally symmetric Fourier transform
is,
f (r) =
1
2pi
∫ ∞
0
F (k) J0 (kr) kdk. (37)
Using the approximations and definitions in 2d as we used
in 3d, we obtain equation (30), the Mathieu equation.
The essential difference between 2d and 3d is encapsu-
lated in the time-dependent frequency of V ′′(φav(t)), and
thus in Ak and q. We search for solutions proportional
to eµt, where, as before, µ is approximated as,
µ ≈
√
(an −Ak) (Ak − bn)
2n
. (38)
As in 3d, we find that n = 2 satisfies the relation in equa-
tion (31) and returns real values for µ. Since 2d oscillons
do not decay, we cannot plot their Floquet exponents, µ,
as a function of lifetime. Instead, we plot µ as a function
of plateau energy, as shown in Figure 7.
The top panel of Figure 7 displays the Floquet expo-
nents for oscillons with initial radii 2.42, 2.43, 2.45, 2.47,
and 2.5. The Floquet exponents for oscillons with ini-
tial radii 2.7, 2.9, 3.1, and 3.3 are shown in the bottom
panel, since they have similar plateau energies. We see
that oscillons with higher plateau energies have larger
Floquet exponents. A larger Floquet exponent means
that there is greater parametric amplification, since our
solutions are proportional to eµt. Comparing with Figure
6, we see that higher initial energy implies a larger initial
energy loss. The larger amplitude amplification of these
oscillons act to compensate for this loss, keeping the field
oscillations within the nonlinear range.
FIG. 7: The higher the plateau energy of an oscillon,
the greater its Floquet exponent, µ. The frequency that
we used to calculate µ was the dominant frequency of
V ′′ (φav (t)) found by taking the time Fourier transform
between 39, 000 and 40, 000 time units.
In 3d, the frequency that we used to calculate µ was
the dominant frequency of V ′′ (φav (t)) in the plateau re-
gion, which we discussed when presenting Figure 2. No
plateau region exists in 2d. Instead, we can pick the
dominant frequency in any time region of V ′′ (φav (t)) to
calculate µ. In Figure 7, we used the dominant frequency
between 39,000 and 40,000 time units. To ensure that
the relationship we found between Floquet exponent and
plateau energy was not due to an arbitrary choice of time
region, we performed our calculations of the Floquet ex-
ponents by looking at many different time regions. We
calculated the Floquet exponents in a narrow time re-
gion around 20,000 time units and continued calculating
them in narrow time regions after every successive 5,000
time units up until we reached 100,000 time units. We
found two trends. First, for a given time region exam-
ined, µ is greater for oscillons with higher plateau ener-
gies. Thus, the trend found in Figure 7 does not only
hold between 39,000 and 40,000 time units, but holds for
at least many narrow time regions between 20,000 and
100,000 time units. Second, as we let the system evolve
forward in time, µ decreases, indicating that the system
becomes more stable. Figure 8 below shows these two
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trends. We plot only oscillons with initial radii 3.1 and
3.3 for visual clarity. The two trends described above
hold for all 2d oscillons that we studied.
FIG. 8: As time evolves, a 2d oscillon’s Floquet expo-
nent decreases. Oscillons with higher plateau energies
maintain higher Floquet exponents for all times.
In Figure 8 we see that in addition to the Floquet expo-
nents decreasing as a function of time, the rate at which
they decrease also appears to slightly decrease over time.
For all times, the Floquet exponent of the oscillon with
r0 = 3.3 is greater than that of the oscillon with r0 = 3.1.
From Figure 7, we see that the oscillon with r0 = 3.3 has
a higher plateau energy than that with r0 = 3.1. As we
said before, Floquet exponents increase with increasing
plateau energy. We also note that between 55,000 and
60,000 time units there is a significant drop in the Flo-
quet exponent for the oscillon with r0 = 3.3 and that
between 50,000 and 55,000 time units, the Floquet expo-
nent of the oscillon with r0 = 3.1 exhibits similar behav-
ior. To understand why this happens we looked at the
behavior of V ′′ (φav (t)), since the Floquet exponents are
calculated from this function. We plot V ′′ (φav (t)) for
the oscillon with r0 = 3.3 in Figure 9, zooming in on the
time region around 45,000 to 75,000 time units near the
top envelope of the function.
Between 55,000 and 60,000 time units the fast fre-
quency of V ′′ (φav (t)) changes abruptly. This correlates
with the sudden drop in Figure 8. A similar structure is
present in V ′′ (φav (t)) between 50,000 and 55,000 time
units for the oscillon with r0 = 3.1. We have not ob-
served any other such change of behavior in the time
range between 20,000 and 100,000 time units.
FIG. 9: Near the top envelope of V ′′ (φav (t)) in the time
region around 55,000 to 60,000 time units.
V.2. Damped, Driven Oscillator Analogy
We wish to see if we can relate qualitatively the behav-
ior found for the Floquet exponents µ in 2d to a famil-
iar system – the harmonic oscillator. Consider a damped
harmonic oscillator with time-dependent spring constant,
x′′ + γx′ +
[
ω20 −
F0
mx0
cos (ωz)
]
x = 0. (39)
Here, γ is the damping constant of the oscillator. If we
let x (z) = e−αzy (z) and set γ = 2α, we are left with,
y′′ +
[
ω20 − α2 −
F0
mx0
cos (ωz)
]
y = 0. (40)
Further, if we let Ak = ω
2
0 − α2, q = F02mx0 , ω = 2, and
identify δφ (z) with y (z), we have the Mathieu Equation
written in the same form as in equation (30).
Since solutions to the Mathieu Equation are of the form
eµzP (z), where P (z) is a periodic function, we obtain,
x (z) = e(µ−γ/2)zP (z) . (41)
If µ is greater (smaller) than γ/2, the oscillation am-
plitude grows (decays) exponentially.
In our 2d oscillon system, µ decreases as a function of
time, and the rate at which it decreases also decreases
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over time as the oscillons become more stable. In this
toy model, an infinitely long-lived oscillator would start
with µ > γ/2, with µ→ γ/2 for large times, so that x (z)
becomes periodic.
Since, for oscillons, µ decreases over time and µ
is a function of q, we also have that q decreases in
time. Relating this to the harmonic oscillator system,
as q decreases, F0mx0 decreases. This means that, over
time, the oscillator’s spring constant experiences smaller-
amplitude fluctuations: the oscillator behaves more and
more like an oscillator with time-independent spring con-
stant, in qualitative analogy with long-lived 2d oscillons.
This corroborates the increased virialization we found in
3d and, as we shall see next, in 2d as well.
V.3. Virialization in 2d
We start by taking the first moment of the equation of
motion of our system, which is given by (35). That is, we
multiply through by 2pirφ and integrate over all space.
After integrating by parts, we get,
2pi
∫ ∞
0
(
rφφ¨+ r (φ′)2 + rφ
∂V
∂φ
)
dr = 0. (42)
Next, we perform a time-averaging and again integrate
by parts,
2pi
T
∫ t+T
t
∫ ∞
0
(
−rφ˙2 + r (φ′)2 + rφ∂V
∂φ
)
drdt = 0.
(43)
Denoting the time-averaging by,
〈 〉 ≡ 1
T
∫ t+T
t
dt, (44)
and noting that the first term in equation (43) is minus
twice the kinetic energy, and that the second term is twice
the surface energy, we are left with the following relation,
〈Ek〉 = 〈Es〉+ pi
〈∫ ∞
0
rφ
∂V
∂φ
dr
〉
. (45)
We define the departure from virialization in 2d as,
V (t) = 〈Ek〉 − 〈Es〉 − pi
〈∫ ∞
0
rφ
∂V
∂φ
dr
〉
. (46)
Using the MIB transformations of equation (6) and the
potential of Equation (5), we obtain,
V (t) = 〈Ek〉 − 〈Es〉
− pi
〈∫ R˜
0
r˜φ2
(
φ− 1√
2
)(
φ−
√
2
)
dr˜
〉
,
(47)
where,
Ek = pi
∫ R˜
0
r˜2
(
a−1Π + βΦ
)2
dr˜;
Es = pi
∫ R˜
0
r˜2 (Φ)
2
dr˜.
(48)
FIG. 10: The relative departure from virialization is plot-
ted as a function of time for different initial radii. The
higher the plateau energy, the greater the relative depar-
ture from virialization. Note that the relative departure
from virialization decreases over time.
Since oscillons do not decay in 2d, we ran tests to see if
there was a relationship between the departure from viri-
alization and plateau energy. We found that the depar-
ture from virialization increases with increasing plateau
energy. To show this, we define a relative departure from
virialization between an oscillon with r0 and the other
with r0 = 2.42, which has the lowest plateau energy of
the oscillons we studied: ∆V = Vr0(t)− Vr0=2.42(t).
Figure 10 displays the relative departure from virial-
ization as a function of time for oscillons with initial radii
2.43, 2.5, and 3.3. We plot only three curves for visual
clarity. The increase in relative departure from virial-
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FIG. 11: Phase space diagram showing that oscillons
with higher plateau energies occupy larger regions in
phase space.
ization with higher plateau energy correlates with the in-
crease in the parametric instability µ, and with how oscil-
lons with larger initial energies approach semi-harmonic
stability asymtoptically. This suggests that the lowest
energy oscillon with r0 = 2.42 behaves as an attractor
in field configuration space, as hypothesized in Ref. [14].
This trend holds true for all oscillons that we studied in
2d. We also note that the amplitude of the relative de-
parture from virialization decreases in time, thus pointing
towards greater stability as time evolves, which is again
in agreement with our parametric resonance analysis re-
sults.
V.4. Phase Space in 2d
We have shown two trends that 2d oscillons exhibit.
One is that oscillons with higher plateau energies are
more unstable in the short term; the other is that, con-
trary to na¨ıve expectations, 2d oscillons become more
stable over time. Plotting their phase space diagrams
supports these trends.
Figure 11 is a phase space diagram for oscillons with
initial radii 2.42 (red), 2.5 (yellow), and 3.3 (blue). As in
the virialization section, we plot the phase space of only
three different oscillons for visual clarity. Each oscillon
is plotted for 100,000 time units. Comparing Figure 11
with Figure 6, we see that oscillons with higher plateau
energies occupy a larger area in phase space. This trend
between the plateau energy and the area of phase space
holds for all 2d oscillons that we studied.
To examine the time evolution of 2d oscillons, in Fig-
ure 12 we plot the phase space diagram of a single os-
cillon with r0 = 3.1 in different temporal increments,
corresponding to different colors. From 0 to 20,000 time
units, the oscillon moves through the red, yellow, and
blue regions of phase space. For intermediate times from
40,000 to 60,000 time units, the oscillon occupies both
the red and yellow regions. For longer times between
80,000 and 100,000 time units, the oscillon can only be
found in the red region. These results correlate with the
increased stability of the oscillon, and were reproduced
for all oscillons we investigated.
FIG. 12: Phase space diagram showing that oscillons be-
come more stable as time increases. This plot is for the
oscillon with R0 = 3.1.
VI. Summary and Conclusions
The intriguing possibility that certain spherically-
symmetric oscillons in three-dimensional relativistic
scalar field theories could be either extremely long-lived
or stable has been conjectured a while back by Honda
and Choptuik [4]. The same possibility was suggested
in Ref. [12] for radially-symmetric oscillons in two spa-
tial dimensions. In the present paper, we offer strong
evidence that the conjectures are correct in both three
and two spatial dimensions. To arrive at this conclusion,
we applied the same two methods in both cases: a para-
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metric resonance analysis and a study of the oscillons’
increased virialization for long time scales.
As shown by HC, three-dimensional oscillons exhibit
a rich resonance structure based on their lifetime versus
the initial radius r0 of the configuration used as an initial
condition to generate them; in this case, Gaussian field
profiles of the form ∼ exp(−r/r0)2. (See Figure 1.) It is
those “resonant oscillons,” the ones at the peak of each
resonance, that are conjectured not to decay. Although it
is impossible to study them numerically directly–it would
involve infinite fine-tuning, just as the critical point of a
continuous phase transition (as it is, we already must
go to fourteen decimal places)–we can study the trend
toward infinite longevity as we climb each individual res-
onance towards its peak.
In 3d, the parametric resonance analysis, summarized
in Figure 3, produces three essential results: first, on
both sides of a single resonance (super and subcritical
oscillons) the Floquet exponents responsible for ampli-
fying the oscillation amplitude of the field configuration
have similar qualitative values. This can be seen com-
paring Figs. 3a and 3b. Second, still on a single res-
onance, the Floquet exponents increase as lifetimes in-
crease. Third, the Floquet exponents increase as we
probe higher resonances along the “resonance mountain,”
as do the lifetimes related to the resonances’ base values.
Thus, larger Floquet exponents correlate with longer life-
times. Given that larger Floquet exponents imply larger
amplitude fluctuations for the field, these results indi-
cate that parametric resonance drives oscillations into
the nonlinear regime, extending the configuration’s life-
time. This idea had been explored in CGM to obtain the
minimum radius needed to form an oscillon from an ini-
tial Gaussian profile. The trend in the exponents is not
exact, however. This can be due to the fact that para-
metric resonance relies on a linear approximation to the
mode equation, and nonlinearities do play a role. Still,
the overall trend is clear from the Figure and supports
the HC conjecture.
Figure 5 clearly shows that the departure from viri-
alization decreases as the lifetime of an oscillon along a
given resonance increases. Requiring very fine resolution,
the computation indicates that longer-lived oscillons are
better virialized, and hence closer to a harmonic behavior
as should be expected.
In 2d, the situation is different given that all oscillons
are, in principle, classically stable and there are no special
resonances. In a sense, each oscillon is a resonance. To
investigate their longevity we used the fact that different
oscillons have different plateau energies. A parametric
resonance analysis showed that the Floquet exponents
for different oscillons grow with plateau energy, indicat-
ing that the amplification for their oscillation amplitudes
grows with r0. This correlates with previous results from
Ref. [14], where it was proposed that there is an at-
tractor oscillon in 2d. In our study, this oscillon is well
approximated by the one emerging from r0 = 2.42, which
has the lowest plateau energy. (One may think of it as
the ground state of a continuous spectrum of oscillons.)
Higher initial radii lead to larger initial instabilities that
require larger amplitude fluctuations to be neutralized.
This simple picture is strongly supported by two results:
first, there is a decrease in the value of the Floquet expo-
nent in time, indicating that the oscillon is approaching
the attractor (see Figure 8). Second, a virial study clearly
shows that this is indeed the case, and that the oscillon
with r0 = 2.42 is the better virialized (see Figure 10).
To corroborate these results, a phase space study shows
that, indeed, oscillons with larger radii will slowly drift
into the same phase-space volume as the lowest energy
one.
Finally, we note that parametric resonance and depar-
ture from virialization are not the only measures we can
use to study the stability and longevity of oscillons. Con-
figurational entropy, denoted CE [18], is an information
measure that has been shown to correlate well with the
stability of systems [19–23]. In particular, it was recently
shown to be able to predict an oscillon’s lifetime with
knowledge of its very early dynamical behavior [24]. We
intend to study resonant oscillons in 3d and 2d through
a CE framework as another test of their longevity and
stability.
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