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Resumen
Las comunicaciones en entornos submarinos se han convertido en un campo de
investigación de gran interés en los últimos años por sus múltiples aplicaciones como,
por ejemplo, monitorizar el medio marino para mantener la biodiversidad, perlar el
subfondo marino y avanzar en su conocimiento, controlar la navegación y el tránsito
naval, defensa y seguridad, entre otros. Dado que las ondas acústicas presentan ciertas
ventajas para su propagación en el medio marino, el desarrollo de transductores
acústicos submarinos ha experimentado un aumento signicativo como tecnologías de
transmisión para sistemas de comunicación subacuática. Sin embargo, la propagación
de las ondas en el mar tiene limitaciones debido a la dispersión geométrica y absorción,
la presencia de ruido, y especialmente, el efecto multicamino. Todos estos mecanismos
pueden llegar a provocar una distorsión en la señal recibida, en comparación con la
señal emitida.
En aras de salvar este efecto no deseado, en esta tesis se plantean métodos de
comunicación basados en el fenómeno de propagación no lineal llamado efecto
paramétrico, que permite una comunicación directiva mediante el uso de transductores
de alta frecuencia y alta intensidad, cuyas ondas no lineales dan lugar, en su
propagación, a la aparición de bajas frecuencias en el medio. Con esto, se prevén
varias ventajas: comunicarse solo en la dirección deseada, y disminuir en su mayoría
las múltiples reexiones que podrían empeorar la calidad de la comunicación en
aguas poco profundas. Además, en la presente tesis se aborda una forma particular
de modulación basada en la concatenación de señales de banda ancha tipo sweep
(barridos en frecuencia), en contraste con las técnicas clásicas de modulación tipo
seno (tonos). Este tipo de modulación, estudiada desde el punto de vista del efecto
paramétrico, permitirá un elevado grado de detección y disminución de tasas de error
mejorando, aún más, las prestaciones de la comunicación.
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A pesar de las diversas aplicaciones de este fenómeno paramétrico en las
comunicaciones acústicas, su uso en otros ámbitos de la ingeniería no están lo
sucientemente extendidas, debido a que la conversión de energía del paramétrico
es inecaz. Sin embargo, en los últimos años, a causa de la diversidad de nodos en las
redes de comunicaciones acústicas submarinas y al aumento de la empleabilidad de
equipos no tripulados (UUV1) de gran tamaño, se empiezan a abordar los problemas
de suministro de energía. Por lo tanto, las comunicaciones acústicas paramétricas
generan mayor interés en su estudio y aplicación, utilizándose tanto en aplicaciones
de detección/imagen así como para otros propósitos y desarrollos.
Esta tesis consiste en 5 capítulos. El primero, trata de los fundamentos teóricos de
la acústica no lineal, prestando atención a aquellos fenómenos que conciernen a la
generación paramétrica y sus características, aplicado al presente problema de las
comunicaciones, sentando las bases para su entendimiento y, posteriormente, utilizarlo
en el desarrollo de esta tesis. En segundo lugar, se estudian las técnicas de modulación
empleadas en las comunicaciones acústicas submarinas y su implementación mediante
el efecto paramétrico. El tercer capítulo, aborda las técnicas de detección y procesado
de señales acústicas utilizadas para analizar las señales medidas y extraer sus
características principales. En cuarto lugar, se caracteriza el campo acústico generado
por el transductor utilizado en los experimentos, que aborda tanto su componente
lineal como no lineal (efecto paramétrico). Por último, se comparan los resultados
obtenidos de utilizar las diferentes modulaciones estudiadas, tanto las clásicas basadas
en senos (tonos), como las propuestas mediante sweeps (barridos frecuenciales), todas
ellas bajo el fenómeno de propagación no lineal, para así obtener su capacidad de
detección y calidad de cada una de las comunicaciones acústicas estudiadas.
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Abstract
Communications in underwater environments have become a eld of research of
great interest in recent years due to its applications, these include, for example,
monitoring the marine environment to maintain biodiversity, mapping the prole
of the seabed and increasing the knowledge about them, controlling the ship trac,
defence and security, among others. Since acoustic waves have certain advantages for
their specic propagation characteristics in the marine environment, the development
of underwater acoustic transducers has experienced a signicant increase, as it
happens with as transmission technologies for underwater communication systems.
However, underwater acoustic has several limitations due to the geometric spreading
(divergence eect) and absorption, the presence of noise, and especially, the multipath
eect. All the aforementioned mechanisms might cause a signicant distortion in the
received signal, when compared to the emitted signal.
In order to overcome this unwanted eect, in this Ph.D. investigates distinct
communication methods, under the so-called parametric eect conditions (non-linear
propagation phenomena). These non-linear waves give rise to the occurrence of
low frequencies in the middle of their propagation. Eventually, the parametric
eect allows a directive communication by using high-frequency and high intensity
transducers. With this, several advantages are foreseen: directive communications, and
most important, reduction the multiple reections that could worsen the quality of
communication in shallow waters. Furthermore, this work deals with a particular form
of modulation based on the concatenation of broadband sweep signals, in contrast to
the classic techniques of sine-type modulation. This type of modulation, studied from
the point of view of the parametric eect, will allow a high degree of detection and
a reduction in communication error rates, further improving the overall underwater
acoustic communication performance.
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Despite its multiple applications of this parametric phenomenon in acoustic
communications, its use in other areas of engineering are not widespread enough,
mainly due to the low energy conversion because associated to the parametric
operation. However, problems of energy supply are being highlighted in recent years,
due to the diversity of nodes in the underwater acoustic communication networks and
the increase in the employability of large unmanned equipment (UUV2). Therefore,
the study of parametric acoustic communications are gaining more and more interest,
with application to both detection/acoustic imaging, as well as other interesting
purposes.
This work consists of 5 parts. The rst one, deals with the theoretical foundations of
nonlinear acoustic, paying attention to those phenomena that concern the parametric
generation and its characteristics. Special emphasis is given to the present problem
of communications, laying the foundations for its understanding and, subsequently,
using it in the development of this thesis. Second, the modulation techniques
used in underwater acoustic communications and their implementation through the
parametric eect are studied. The third part deals with the acoustic signal detection
and processing techniques used to analyze the measured signals and extracting
their main characteristics. Fourth, the acoustic eld generated by the underwater
transducer used in the experiments is characterized, tackling with both its linear and
non-linear components (parametric eect). Finally, the results obtained from using the
dierent studied modulations, both classic single-tone and the frequency sine-sweep
schemes, are compared, all under the phenomenon of non-linear propagation and, thus,
obtain their ability to detection and quality of each of the communications studied.
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Capítulo 1
Principios de la acústica no lineal
La acústica es la rama de la física que estudia la generación, propagación y recepción
del sonido. Esta ciencia cubre muchos campos y está íntimamente relacionada con
varias áreas de la ingeniería. Desde el punto de vista matemático, el sonido se describe
mediante ondas longitudinales de presión que se propagan a través de un uido (gas
o líquido). Estas ondas de presión se pueden utilizar como señales para transmitir
información entre distintas regiones del espacio.
Dependiendo de la intensidad de la señal, los fenómenos acústicos se pueden clasicar
en lineales y no lineales. En primer lugar, en el apartado 1.1, se estudia la
formulación matemática del problema y así obtener las ecuaciones que gobiernan
dicha propagación para, consecuentemente en el apartado 1.2, introducir el modelo
hidrodinámico que da lugar, dependiendo del conjunto de ecuaciones que se aborden,
al estudio de la acústica lineal y la no lineal. Posteriormente, en el apartado 1.3,
se describe la ecuación de Westervelt y la Burguers que da inicio en los siguientes
estudios, al desarrollo de los diferentes problemas de contorno explicados en el
apartado 1.4. Con todo ello, se naliza en el estudio de la generación paramétrica
donde se describen aquellas características que serán útiles en el ámbito de las
comunicaciones acústicas no lineales, tema central de esta tesis y así abordar el
desarrollo de un modelo teórico contrastado con las medidas experimentales, que
estudia la relación de las amplitudes del haz primario y el haz secundario.
En segundo lugar, y dado que esta tesis basa su interés en la acústica submarina,
se tratan en el apartado 1.7, aquellos fenómenos concernientes al canal acústico
submarino como son: la velocidad del sonido, absorción, además de, la propagación
en aguas poco profundas.
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1.1 Efectos asociados a la propagación no lineal
La propagación de señales acústicas de pequeña amplitud está gobernada por la
ecuación de onda lineal. Por simplicidad, se tratará el caso unidimensional. Para ondas
progresivas de presión que se propagan hacia la derecha, esta ecuación se escribe como:
∂p(x, t)
∂t
+ co
∂p(x, t)
∂x
= 0 (1.1)
donde co es la velocidad del sonido medida en pequeña amplitud. En este grado de
aproximación, dicha cantidad es una constante (para una temperatura dada). Por
ejemplo, la velocidad de las ondas sonoras en el agua es co = 1481.44 m/s a 20◦C.
Como bien se sabe, en ausencia de condiciones de contorno (medio innito), la solución
general de la ecuación de onda de primer orden (1.1) es:
p(x, t) = f(x− cot) (1.2)
donde f(x) es una función dada por las condiciones iniciales del problema de Cauchy,
esto es, f(x) = p(x, 0).
Por ser co una constante, la solución (1.2) tiene la propiedad de mantener su forma
a lo largo de la propagación. En otras palabras, para cada tiempo t la curva f(x) se
desplaza hacia la derecha sin deformación, una cantidad cot. Este comportamiento es
característico en un régimen lineal.
Por otra parte, si la amplitud de la señal no es despreciable, el modelo lineal ya no
es apropiado. En este caso, la propagación está gobernada por una ecuación de onda
no lineal. Para describir los efectos debidos a la no linealidad, se tomará como punto
de partida la ecuación de Burgers que es un modelo sencillo, pero a la vez importante
de ecuación no lineal de primer orden uni-dimensional. En el próximo apartado, se
obtendrá dicha ecuación a partir del modelo hidrodinámico. Por ahora, se limitará
simplemente a tratar con sus soluciones.
El problema de Cauchy para la ecuación de Burgers se expresa como:
∂p(x, t)
∂t
+ c(p)
∂p(x, t)
∂x
= 0 (1.3a)
p(x, 0) = f(x) (1.3b)
donde c(p) es una función dada que depende a su vez de la propia solución p = p(x, t).
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Se observa, que la estructura matemática de la ecuación de Burgers (1.3a) es idéntica
a la ecuación lineal (1.1) excepto que ahora la velocidad c(p) ya no es una constante.
Cuando c depende de p se tiene una ecuación de onda de primer orden no lineal.
Una primera consecuencia de la no linealidad es que el principio de superposición
no se cumple, una segunda consecuencia es que los métodos utilizados para resolver
ecuaciones diferenciales lineales(separación de variables, transformada de Laplace, de
Fourier, función de Green, entre otros) no se pueden aplicar a problemas no lineales.
El problema de Cauchy (1.3a-1.3b) admite una solución que es conocida como solución
u onda de Riemann y viene dada por:
p(x, t) = f [x− c(p)t] (1.4)
La solución lineal (1.2) y la no lineal (1.4) tienen exactamente la misma forma pero
comportamientos muy distintos. En efecto, la dependencia funcional de c con p implica
que cada uno de los puntos de la curva inicial p(x, 0) = f(x) se propagarán con
diferentes velocidades. Este comportamiento queda ilustrado en la Figura 1.1. Si en
el instante t = 0 la onda tiene el perl p(x, 0) = f(x), pasado un tiempo t la onda
tendrá un perl p(x, t) distinto al inicial. Se habla entonces de una velocidad de onda
local c(p).
Figura 1.1: Cada pi se mantiene constante moviéndose con una determinada velocidad c(pi).
En el instante t la presión pi habrá recorrido una distancia c(pi)t siendo x
′
i = xi + c(pi)t
Como consecuencia de lo anterior, el perl de onda se irá deformando hasta que la
solución llega a ser multivaluada y, por lo tanto, carente de sentido físico (la solución
debe ser una función univaluada de la posición). Se dice que, la onda se rompe (the
wave breaking). Entonces, se considera una solución discontinua que se denomina
onda de choque. La onda de choque, ocurre en una determinada posición xsh y en un
3
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determinado instante de tiempo tsh (the breaking time). La ecuación (1.3a) solamente
será válida si t ≤ tsh. Para t > tsh la ecuación (1.3a) no describe apropiadamente el
fenómeno físico y es necesario revisar algunas de las aproximaciones y suposiciones
de partida. Matemáticamente, la existencia de esta singularidad puede comprobarse
haciendo en (1.4) el cambio de variable:
ξ = x− c(p)t =⇒ p(ξ) = f(ξ) (1.5)
Usando la regla de la cadena se obtiene:
∂p
∂t
=
df
dξ
∂ξ
∂t
= −
(
c+ t
dc
dp
∂p
∂t
)
df
dξ
(1.6)
∂p
∂x
=
df
dξ
∂ξ
∂x
=
(
1− t dc
dp
∂p
∂x
)
df
dξ
(1.7)
Despejando las derivadas primeras ∂p/∂t y ∂p/∂x resulta:
∂p(x, t)
∂t
= − c(p)f
′(ξ)
1 + c′(p)f ′(ξ)t
(1.8)
∂p(x, t)
∂x
=
f ′(ξ)
1 + c′(p)f ′(ξ)t
(1.9)
donde el índice prima (′) denota derivadas respecto a sus variables. Estas derivadas
divergen dando lugar a un tangente vertical (tv), si los denominadores se hacen cero
en algún lugar o tiempo. Esto ocurre si 1 + c′(p)f ′(ξ)t = 0. De donde:
ttv =
−1
c′(p)f ′(ξ)
(1.10)
El valor más pequeño de ttv es lo que se considera tsh,
tsh =
−1
c′(p)f ′
mín
(ξ)
(1.11)
o, equivalentemente,
tsh =
1
c′(p)[−f ′(ξ)]máx
(1.12)
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En la práctica, el extremo de esta función (máx o mín) se puede obtener haciendo la
segunda derivada igual al cero.
La distorsión de la onda debido a la no linealidad está inherentemente unida a un
cambio en el espectro de frecuencias del perl de onda inicial. El cambio del espectro
con la propagación es otro de los efectos más notables de la no linealidad.
Con el objetivo de ilustrar estos conceptos y concretar más en ellos, se considera
la solución explícita de dos problemas de valor inicial: la propagación de un pulso
gaussiano y la propagación de una onda armónica. Más adelante se tratará el problema
de contorno asociado al último de los casos anteriores.
1.1.1 Propagación de un pulso gaussiano con condiciones iniciales
Considerando el problema de Cauchy para la ecuación de Burgers cuyo perl de onda
inicial es un pulso gaussiano de amplitud Po, se tiene:
∂p(x, t)
∂t
+ (co + ap)
∂p(x, t)
∂x
= 0
p(x, 0) = Poe−x
2
(1.13)
donde co > 0 y a ≥ 0 son constantes que se suponen conocidas.
Según (1.3a) y (1.3b) resulta ser:
c(p) = co + ap, 0 ≤ p ≤ Po (1.14)
f(x) = Poe−x
2
(1.15)
en este caso se observa, que la velocidad de onda local c(p) es una función lineal de
p,y crece desde un valor mínimo co (para p = 0) hasta un valor máximo co + aPo
(para p = Po). A continuación, se considerarán los casos: a = 0 y a > 0.
• Caso lineal, a = 0
Si a = 0, el problema se reduce a un problema lineal cuya solución viene dada por
(1.2):
p(x, t) = f(x− cot) = Poe−(x−cot)
2
(1.16)
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Por ser co una constante, el perl de onda gaussiano se propaga sin deformación con
velocidad co tal y como muestra la Figura 1.2.
Figura 1.2: Propagación en régimen lineal. El pulso se propaga sin deformación
• Caso no lineal, a > 0
Si a > 0, la solución al problema de valor inicial (1.13) es una onda de Riemann dada
por (1.4):
p(x, t) = f [x− c(p)t] = f [x− (co + ap)t] (1.17)
Esto es:
p(x, t) = Poe−[x−c(p)t]
2
= Poe−[x−(co+ap)t]
2
(1.18)
Como la velocidad de onda local c(p) = co + ap crece desde co hasta co + aPo la
curva se inclinará hacia la derecha porque los puntos de mayor presión también son
los de mayor velocidad. Este comportamiento se muestra en la Figura 1.3. Llegará un
momento en que la curva se haya inclinado tanto que empezará a ser multivaluada,
aparece la onda de choque o ruptura de la onda como se comentó en la sección anterior.
La expresión (1.12) permite obtener el instante en que aparece la onda de choque. Sin
embargo, aquí se abordará el problema de un modo diferente. Se parte de la inversa
de la función (1.18), esto es:
x(p, t) = (co + ap)t±
√
ln
Po
p
, 0 ≤ p ≤ Po (1.19)
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Figura 1.3: Propagación en régimen no lineal. El pulso se deforma debido a la velocidad
de onda local c(p) = co + ap. La curva de color rojo corresponde al régimen lineal mostrado
en la (Figura 1.2)
donde el signo + se corresponde con la rama derecha y el signo − con la rama izquierda
respecto al máximo de la función. Es evidente que el choque ocurre en la rama derecha,
por tanto, será suciente considerar tan sólo el signo + en la función (1.19). Haciendo
uso de la derivada de la función inversa (a t constante) se obtiene:
∂p(x, t)
∂x
=
[
∂x(p, t)
∂p
]−1
=
2p
√
ln Pop
2apt
√
ln Pop − 1
(1.20)
El choque ocurre cuando la derivada se hace innita. Esto es, si:
2apt
√
ln
Po
p
− 1 = 0 ⇒ t(p) = 1
2ap
√
ln Pop
(1.21)
Para obtener los valores de presión y tiempo donde ocurre el choque (psh y tsh) se
calcula el mínimo absoluto de la función t(p) dada por la ecuación (1.21). Este cálculo
se puede realizar igualando la primera derivada a cero:
dt(p)
dp
=
1− 2 ln Pop
4p2a
[
ln Pop
] 3
2
= 0 =⇒ 1− 2 ln Po
p
= 0 (1.22)
de donde,
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psh = e
− 12 Po ' 0.607 Po (1.23)
Sustituyendo (1.23) en (1.21) resulta:
tsh =
e
1
2
√
2
1
aPo
' 1.166
aPo
(1.24)
Queda por determinar la posición donde ocurre el choque. Esta posición se obtiene
sustituyendo los resultados (1.23) y (1.24) en (1.19):
xsh =
1√
2
(
2 + e
1
2
co
aPo
)
(1.25)
La Figura 1.4 muestra el perl de onda en el instante del choque y en un tiempo
posterior a él. Para gracar esta gura, se tomaron los siguientes valores numéricos:
Po = 1 MPa, co = 1481.44 m/s, a = 6.753 · 10−6 m2s/kg
Sustituyendo estos valores en (1.23), (1.24) y (1.25) se encuentra,
psh = 0.607 MPa, tsh = 0.173 s, y xsh = 257.167 m
Se observa que, para t > tsh la función deja de ser univaluada y la solución ya no es
válida. Por lo tanto, el problema de Cauchy (1.13) es físicamente aceptable solamente
si t ≤ 0.173 s.
Figura 1.4: Para t > tsh la curva se hace tan pronunciada que es multivaluada
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1.1.2 Propagación de una onda armónica con condiciones iniciales
El ejemplo anterior, permitió mostrar la distorsión progresiva de un pulso gaussiano
a lo largo de su propagación. El siguiente ejemplo, mostrará cómo se modica el
espectro espacial de una onda armónica en el transcurso del tiempo. Para ello, se
considera el problema de Cauchy para la ecuación de Burgers con un perl de onda
senoidal de amplitud Po y con la misma velocidad de onda local que en el caso anterior
c(p) = co + ap: 
∂p(x, t)
∂t
+ (co + ap)
∂p(x, t)
∂x
= 0
p(x, 0) = Po sin kox
(1.26)
donde ko es una constante dada. En este caso, la solución de Riemann (1.4) toma la
forma:
p(x, t) = f [x− c(p)t]
= Po sin ko [x− c(p)t] = Po sin ko (x− cot− apt)
= Po sin (kox− ωot− koapt) (1.27)
y ωo = koco.
Se usará la expresión (1.12) para obtener tsh y teniendo en cuenta que c′(p) = a,
resulta:
tsh =
1
a(−f ′(ξ))máx
(1.28)
Con la condición inicial dada en (1.26), se tiene f(ξ) = Po sin koξ, siendo su derivada
f ′(ξ) = koPo cos koξ, resultando por tanto (−f ′(ξ))máx = koPo. De donde:
tsh =
1
koaPo
(1.29)
Este resultado permite escribir (1.27) como:
p(x, t) = Po sin
[
kox− ωot−
t
tsh
p(x, t)
Po
]
(1.30)
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Dejando los detalles matemáticos para apartados posteriores, ahora simplemente se
enuncia que: para t < tsh la solución de Riemman (1.30) admite un desarrollo en serie
de Fourier en la forma:
p(x, t) =
∞∑
n=1
Bn(t) sin [n (kox− ωot)] (1.31)
donde los coecientes Bn(t) vienen dados por:
Bn(t) = (−1)n−12Po
tsh
nt
Jn
(
nt
tsh
)
(1.32)
siendo Jn la función de Bessel de primera especie y orden n. Este desarrollo es conocido
como solución de Bessel-Fubini al problema de valor inicial (1.26).
La función (1.31) y los primeros coecientes de Fourier (1.32) se gracan en la
Figura 1.5 en tres instantes de tiempo. Para ello, se tomaron los siguientes valores
numéricos:
Po = 1 MPa, co = 1481.44 m/s, a = 6.753 · 10−6 m2s/kg, ko = 425 rad/m
resultando ser, según (1.29), tsh = 349.15 µs.
En la Figura 1.5, la curva de color rojo muestra la solución lineal y la de color azul la
no lineal. Se observa que, para t = 0, se tiene en el perl de onda inicial, una función
senoidal de longitud de onda λ = 2π/ko. En este instante, los coecientes de Fourier
son todos nulos excepto el primero, cuyo valor es igual a la amplitud de la función, esto
es, B1 = Po, Bn = 0 (n > 1). En t = 12 tsh la función se distorsiona inclinándose hacia
la derecha pero todavía no se alcanza el choque y la función mantiene una pendiente
nita en todos sus puntos. Como consecuencia de esta deformación, el espectro de la
función se modica y los coecientes Bn empiezan a tomar valores distintos de cero.
En este instante de tiempo, se observa que B1 < Po puesto que el modo fundamental
debe transferir energía al resto de los modos. En t = tsh aparece el choque y la función
alcanza tangentes verticales en p = 0 y distancias dadas por la expresión:
xm =
(2m− 1)π
ko
+ cotsh, m = 0,±1,±2,±3, . . . (1.33)
Numéricamente: xm = 0.614, 2.096, 3.577, 5.059, 6.540 y 8.021 cm
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Figura 1.5: Deformación temporal de una onda senoidal (tsh =349.15 µs)
Por ser un problema de valor inicial, el espectro es espacial (número de onda) y cambia
con el tiempo. Más adelante, se estudiará este mismo problema pero con condiciones
de frontera, en cuyo caso, el espectro será temporal y cambiará con la distancia.
Este ejemplo junto con el anterior, han permitido cuanticar la distorsión y el cambio
espectral de una onda no lineal. Aunque pudiera parecerlo, estos efectos no son un
desventaja sino todo lo contrario. La riqueza espectral de las ondas no lineales son
aprovechadas en multitud de aplicaciones prácticas, en particular, en el campo de las
comunicaciones acústicas, tema central de esta tesis.
Si bien, la ecuación de Burgers ha sido apropiada como punto de partida para explicar
los efectos no lineales, el modelo es relativamente sencillo y limitado. De hecho, la
ecuación de Burgers es una versión simplicada uni-dimensional de la célebre ecuación
de Westervelt [1], ampliamente utilizada en el campo de la acústica no lineal. Esta
ecuación se obtiene a partir del modelo hidrodinámico bajo determinadas suposiciones
y aproximaciones. Conocer estas aproximaciones es importante para poder acotar sus
11
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limitaciones y rango de validez. El objetivo del próximo capítulo, será deducir esta
ecuación.
1.2 Modelo hidrodinámico
El modelo hidrodinámico, es el punto de partida para derivar las ecuaciones
fundamentales de la acústica. Desafortunadamente, el conjunto completo de
ecuaciones hidrodinámicas aún no se han resuelto, ni siquiera en el caso computacional
(debido al gran número de operaciones requeridas y problemas de inestabilidades).
Por ello, es necesario simplicar el modelo para poder obtener soluciones analíticas o
numéricas cerradas.
Dependiendo del problema que se considere, se pueden usar varios modelos con
diferentes grados de aproximación. Aquí se usará la ecuación hidrodinámica de
continuidad y la ecuación de Euler.
Ecuación de continuidad. Esta ecuación enuncia matemáticamente el principio
de conservación de la masa y en forma diferencial se expresa como:
∂ρ
∂t
+ ~∇ · (ρ~u) = 0 (1.34)
donde ρ = ρ(~r, t) es la densidad y ~u = ~u(~r, t) el vector velocidad asociado al
movimiento de las partículas del uido. Esta ecuación es no lineal al contener un
término producto.
Ecuación de Euler. Esta ecuación se deriva de la ley de conservación de la
cantidad de movimiento o segunda ley de Newton para uidos no viscosos. En
ausencia de fuerzas externas, la ecuación de Euler toma la forma:
ρ
[
∂~u
∂t
+ (~u · ~∇)~u
]
= −~∇p (1.35)
donde p = p(~r, t) es la presión. El término (~u · ∇)~u se llama término de aceleración
convectiva o de transporte. Es un término no lineal y su no linealidad, en principio,
puede desarrollar singularidades en la solución de la ecuación.
Usando las identidades vectoriales:
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~∇ · (ρ~u) = ~u · ~∇ρ+ ρ~∇ · ~u (1.36)
(~u · ~∇)~u = 1
2
~∇u2 − ~u×
(
~∇× ~u
)
(1.37)
(donde u2 = ~u · ~u) se puede escribir la ecuación de continuidad (1.34) y la ecuación
de Euler (1.35) de una forma más apropiada como:
∂ρ
∂t
+ ~u · ~∇ρ+ ρ∇ · ~u = 0
ρ
[
d∂~u∂t +
1
2
~∇u2 − ~u×
(
~∇× ~u
)]
= −~∇p
(1.38)
Las variables que aparecen en estas ecuaciones son cantidades absolutas de presión,
densidad y velocidad. Suponiendo el uido inicialmente en equilibrio, la propagación
de una onda acústica producirá una perturbación, es decir, una desviación respecto
a los valores en el equilibrio. Así, las cantidades absolutas pueden descomponerse
como suma de dos términos:
p(~r, t) = po + p
′(~r, t)
ρ((~r, t)) = ρo + ρ
′(~r, t)
~u(~r, t) = ~uo + ~u
′(~r, t)
(1.39)
El subíndice cero, denota valores en el equilibrio y, el índice prima, denota valores
perturbados. Por ejemplo, p′ representa la desviación que sufre la presión respecto
al estado de equilibrio po, esta perturbación se conoce como presión acústica.
En lo que sigue, se supone el medio homogéneo para el cual, las cantidades ρo y
po son constantes (independientes de la posición y del tiempo). También se supone,
que la velocidad del uido en equilibrio es nula ~uo = 0 y además, si se desprecia los
efectos de bordes, se puede suponer que el campo vectorial de velocidad acústica ~u′
es irrotacional ~∇ × ~u′ = 0. Bajo estos supuestos, si se sustituye (1.39) en (1.38) se
obtiene:
∂ρ′
∂t
+ ρo~∇ · ~u′ = −~u′ · ~∇ρ′ − ρ′~∇ · ~u′ (1.40)
ρo
∂~u′
∂t
+ ~∇p′ = −ρ′ ∂~u
′
∂t
− 1
2
ρo~∇u′2 −
1
2
ρ′~∇u′2 (1.41)
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El objetivo, es resolver este sistema de ecuaciones en la variable p′. Se supone que las
uctuaciones son relativamente pequeñas p′/po, ρ′/ρ, u′/uo << 1. Esto permitirá
despreciar términos a partir de un cierto orden de exactitud. Usando el método
introducido por Blackstock [2], se puede clasicar el orden de un determinado término
según el siguiente criterio:
Términos de primer orden. Se consideran términos de primer orden aquellos
que son lineales respecto a la perturbación. Por ejemplo, son términos de primer
orden todos los colocados a la izquierda de la igualdad en las ecuaciones (1.40) y
(1.41).
Términos de segundo orden. Los términos de segundo orden, son todos los
términos cuadráticos que aparecen en los productos cruzados entre magnitudes
perturbadas. Por ejemplo, son términos de segundo orden todos los colocados a la
derecha de la igualdad en las ecuaciones (1.40) y (1.41) excepto el término ρ′~∇u′2
que es de mayor orden.
Términos de más alto orden. Todos los restantes.
Adicionalmente, se hará uso del llamado corolario de sustitución. Según este
corolario se puede sustituir, cuando sea necesario, aproximaciones de primer orden
en expresiones de segundo o más alto orden. En particular, si en una expresión de
segundo orden se introducen aproximaciones de primer orden, el resultado es una
aproximación de tercer orden y el corolario queda justicado.
Por otra parte, es importante observar que el sistema de ecuaciones (1.40) y (1.41),
es un sistema formado por una ecuación escalar y otra vectorial. Por lo tanto, es un
sistema indeterminado, pues contiene cuatro ecuaciones y cinco incógnitas (p′, ρ′, u′x,
u′y y u
′
z). Para que el sistema sea completo, es necesario añadir una ecuación más. Esta
tercera ecuación, es la ecuación de estado. Suponiendo el uido barotrópico, la presión
depende tan sólo de la densidad y la ecuación de estado toma la forma p = p(ρ). Si
se desarrolla esta función en serie de Taylor en torno al valor de equilibrio ρo y se
desprecian los términos de orden superior a dos, se obtiene para la presión acústica
la siguiente ecuación de estado (ver apartado A.1 para los detalles matemáticos),
p′ = c2oρ
′ +
c2o
ρo
B
2A
ρ′2 (1.42)
donde B/A es una cantidad adimensional conocida como parámetro de no linealidad,
se mide experimentalmente y sus valores son tabulados. Por ejemplo, un valor típico
para el agua es B/A = 5.2.
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1.2.1 Aproximación de 1◦ orden (Acústica lineal)
Para señales de pequeña amplitud, el desplazamiento característico de las magnitudes
del uido respecto a sus valores de equilibrio, es muy pequeño. Esta condición dene la
hipótesis de la acústica lineal. Bajo esta hipótesis, con un buen grado de aproximación,
se puede despreciar en las ecuaciones (1.40), (1.41) y (1.42), los términos de orden
mayor que uno. En estas condiciones, la ecuación de continuidad, la ecuación de Euler
y la ecuación de estado se reducen a:
∂ρ′
∂t
+ ρo~∇ · ~u′ = 0 (1.43a)
ρo
∂~u′
∂t
+ ~∇p′ = 0 (1.43b)
p′ = c2oρ
′ (1.43c)
Estas tres ecuaciones a primer orden son la base matemática de la acústica lineal.
El sistema está compuesto de dos ecuaciones diferenciales acopladas (1.43a)-(1.43b)
y una ecuación algebraica (1.43c) que las liga linealmente. Esto permite despejar una
de las tres variables para obtener un ecuación desacoplada. Despejando p′ se obtiene
la ecuación de onda lineal para la presión acústica:
∇2p′ − 1
c2o
∂2p′
∂t2
= 0 (1.44)
Para ondas armónicas planas ψ(~r, t) = ψoej(
~k·~r−ωt) es fácil demostrar, que se cumple
la siguiente relación entre las cantidades acústicas ~u′ y p′,
p′
u′
= ρoco (1.45)
Esta relación recibe el nombre de impedancia acústica y es una medida de la resistencia
que opone un medio a la propagación de ondas acústicas.
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1.2.2 Aproximación de 2◦ orden (Acústica no lineal)
En señales de gran amplitud, el modelo lineal deja de ser apropiado y será necesario
considerar términos de mayor orden. La mayor parte de las aplicaciones de interés,
pueden ser formuladas con un buen grado de exactitud bajo una aproximación de
segundo orden.
En las ecuaciones (1.40), (1.41) y (1.42), todos los términos involucrados son de
segundo orden excepto el término ρ′~∇u′2 que es de tercer orden. Así, para una
aproximación de segundo orden se tiene:
∂ρ′
∂t
+ ρo~∇ · ~u′ = −~u′ · ~∇ρ′ − ρ′~∇ · ~u′ (1.46)
ρo
∂~u′
∂t
+ ~∇p′ = −ρ′ ∂~u
′
∂t
− 1
2
ρo~∇u′2 (1.47)
p′ = c2oρ
′ +
c2o
ρo
B
2A
ρ′2 (1.48)
A continuación, es necesario hacer uso del corolario de sustitución enunciado
anteriormente. Se puede usar las ecuaciones del modelo lineal a primer orden (1.43a),
(1.43b) y (1.43c) para aproximar los términos de segundo orden en las ecuaciones
(1.46), (1.47) y (1.48). Después de un poco de álgebra el resultado es:

∂ρ′
∂t
+ ρo~∇ · ~u′ =
1
ρoc4o
∂p′2
∂t
+
1
c2o
∂L
∂t
(1.49a)
ρo
∂~u′
∂t
+ ~∇p′ = −~∇L (1.49b)
p′ = c2oρ
′ +
1
ρoc2o
B
2A
p′2 (1.49c)
donde se dene,
L ≡ 1
2
(
ρou
′2 − p
′2
c2oρo
)
(1.50)
Esta cantidad recibe el nombre de densidad lagrangiana de segundo orden. Según la
relación lineal (1.45) se observa que, para ondas armónicas planas, L = 0.
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Las tres ecuaciones (1.49a), (1.49b) y (1.49c), son las ecuaciones básicas de la acústica
no lineal de segundo orden en uidos perfectos (los que no sufren efectos viscosos) y
sin conductividad térmica. Como en el caso lineal, ahora se despeja p′ y así obtener
la ecuación de onda para la presión acústica:
∇2p′ − 1
c2o
∂2p′
∂t2
= − β
ρoc4o
∂2p′2
∂t2
−
(
∇2L+ 1
c2o
∂2L
∂t2
)
(1.51)
deniendo,
β = 1 +
B
2A
(1.52)
Esta cantidad recibe el nombre de coeciente de no linealidad.
1.3 Ecuación de Westervelt y Burgers
La ecuación de Westervelt (1963) [1], quizás sea la ecuación más conocida en el campo
de la acústica no lineal, cuyo estudio se basó en el "scattering of sound by sound". Esta
ecuación, se obtiene haciendo la aproximación L = 0 en la ecuación de onda (1.51). La
densidad lagrangiana L puede omitirse cuando los efectos no lineales acumulativos,
dominan sobre los efectos no lineales locales [3]. Haciendo esta aproximación, se
obtiene la deseada ecuación de Westervelt:
∇2p′ − 1
c2o
∂2p′
∂t2
= − β
ρoc4o
∂2p′2
∂t2
(1.53)
La ecuación de Westervelt uni-dimensional:
∂2p′
∂x2
− 1
c2o
∂2p′
∂t2
= − β
ρoc4o
∂2p′2
∂t2
(1.54)
puede ser simplicada introduciendo un cambio de variable. Se toma como dirección
de propagación el eje x y se denen las siguientes variables,
x1 = εx, τ = t−
x
co
(1.55)
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la variable τ se denomina tiempo de retardo y ε se tratará como un término de primer
orden. Haciendo uso de la regla de la cadena, se comprueba que con este cambio de
variables se pueden expresar las derivadas parciales en la forma:
∂p′(x, t)
∂x
= ε
∂p′(x1, τ)
∂x1
− 1
co
∂p′(x1, τ)
∂τ
,
∂p′(x, t)
∂t
=
∂p′(x1, τ)
∂τ
(1.56)
Esto permite reescribir la ecuación uni-dimensional de Westervelt (1.54) como:
ε2
∂2p′
∂x21
− 2ε
co
∂2p′
∂x1∂τ
= − β
ρoc4o
∂2p′2
∂τ2
(1.57)
Se observa que el primer término a la derecha de la igualdad es de tercer orden, por
lo tanto, se podrá despreciar en una aproximación de segundo orden. Lo que permite
escribir,
∂
∂τ
(
2ε
co
∂2p′
∂x1
)
=
∂
∂τ
(
β
ρoc4o
∂p′2
∂τ
)
(1.58)
Integrando en τ y teniendo en cuenta que ∂p′2/∂τ = 2p′∂p′/∂τ resulta:
ε
∂p′
∂x1
=
βp′
ρoc3o
∂p′
∂τ
(1.59)
Deshaciendo el cambio de variable espacial, se obtiene la ecuación de Burgers en
función del tiempo de retardo τ :
∂p′
∂x
=
βp′
ρoc3o
∂p′
∂τ
(1.60)
En función de x y t la ecuación de Burgers se expresa como:
∂p′
∂t
+ c(p′)
∂p′
∂x
= 0 (1.61)
con
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c(p′) = co
(
1− βp
′
ρoc2o
)−1
(1.62)
= co
(
1− ap
′
co
)−1
' co + ap′, a = β/ρoco (1.63)
donde se usó el desarrollo (1 − x)−1 ' 1 + x + x2 + · · · . Se observa que, (1.63) es la
velocidad de onda local que se usó en los problemas de Cauchy (1.13) y (1.26).
Hasta ahora, no se ha tenido en cuenta los efectos de la viscosidad. Sin embargo, los
uidos que no sufren efectos viscosos no dejan de ser un tanto irrealistas, pues todo
uido, en mayor o menor medida, poseen un cierto grado de viscosidad. Siguiendo el
mismo esquema de las secciones anteriores, en el apéndice B, se obtienen las ecuaciones
de Westervelt y Burgers en medios viscosos (un análisis completo también puede
encontrarse en [3]). Estas ecuaciones toman la forma:
∇2p′ − 1
c2o
∂2p′
∂t2
= − β
ρoc4o
∂2p′2
∂t2
− δ
c4o
∂3p′
∂t3
(1.64)
∂p′
∂x
=
βp′
ρoc3o
∂p′
∂τ
+
δ
2c3o
∂2p′
∂τ2
(1.65)
donde δ > 0 es la difusividad del sonido denida como:
δ =
1
ρo
(
4
3
µ+ µb
)
(1.66)
siendo µ la viscosidad dinámica o absoluta y µb la viscosidad de volumen o segundo
coeciente de viscosidad.
En dicho apéndice también se obtuvo la ecuación de onda lineal para uidos viscosos
que aquí se repite por comodidad:
∂2p′
∂t2
− c2o∇2p′ = δ
∂
∂t
(
∇2p′
)
(1.67)
En los próximos apartados se hará uso del llamado coeciente de atenuación αo
cuyo signicado es el siguiente. Sin pérdida de generalidad, se limitará al caso
unidimensional, para el cual la ecuación (1.67) toma la forma:
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∂2p′
∂t2
− c2o
∂2p′
∂x2
= δ
∂
∂t
(
∂2p′
∂x2
)
(1.68)
Se buscan soluciones del tipo ondas planas:
p′(x, t) = Poej(kcx−ωot) (1.69)
Sustituyendo (1.69) en (1.68) se obtiene la relación de dispersión compleja:
kc =
ωo
co
(
1− j ωoδ
c2o
)− 12
' ωo
co
(
1 + j
δωo
2c2o
)
(1.70)
Pudiendo escribir:
kc =
ωo
co
+ j
δω2o
2c3o
= ko + jαo (1.71)
con ko = ωo/co el número de onda y αo el coeciente de atenuación en la frecuencia
ωo:
αo =
δω2o
2c3o
(1.72)
El inverso de αo se denomina longitud de absorción y se denota con el símbolo La,
esto es:
La =
1
αo
(1.73)
Sustituyendo (1.71) en (1.69) y tomando la parte imaginaria, se obtiene la forma de
una onda lineal atenuada, característica de un medio con pérdidas o disipativo:
p′(x, t) = Poe−αox sinωo
(
t− x
co
)
(1.74)
Se observa que, cuando x = La la amplitud de la señal se ha atenuado en un factor
Po/e. También se observa de (1.72) que el coeciente de atenuación αo depende del
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cuadrado de la frecuencia. Por esta razón, las ondas de mayor frecuencia se disiparán
con mayor rapidez que las ondas de más baja frecuencia.
1.4 Problemas de contorno
La ecuación de Burgers es ampliamente usada por ser un modelo sencillo en el que se
observa la formación de singularidades de choque en tiempos nitos. La formación de
estas singularidades, es uno de los fenómenos que mejor distinguen a las ecuaciones
no lineales de las lineales.
En las secciones 1.1.1 y 1.1.2, se resolvieron dos problemas de condiciones iniciales para
la ecuación de Burgers (1.61). Si bien, estos problemas tienen gran interés conceptual
y práctico, no se adaptan a las condiciones experimentales de esta tesis, en donde
el uido es excitado con un transductor suponiendo condiciones iniciales nulas. Por
ello, son de mayor interés los problemas de contorno donde se supone una frontera
(la supercie del transductor) que vibra según una señal preja. Dichos problemas de
contorno para la ecuación de Burgers no viscosa (1.61) se expresan como:

∂p′(x, t)
∂t
+ c(p′)
∂p′(x, t)
∂x
= 0
p′(0, t) = f(t)
(1.75)
donde la frontera se supone en x = 0 y la velocidad de onda local c(p′) está dada por
(1.62). Para problemas de contorno, la solución de Riemann en la forma (1.4) no es
conveniente, y se usará la siguiente expresión equivalente:
p′(x, t) = f
[
t− x
c(p′)
]
(1.76)
Sustituyendo (1.62) en (1.76) se puede escribir:
p′(x, t) = f
[
t− x
co
+
βp′
ρoc3o
x
]
(1.77)
Por otra parte, para calcular la aparición del choque en este tipo de problemas, la
ecuación (1.12) no es apropiada. En este tipo de problemas, la distancia donde aparece
la onda de choque se obtienen a partir de la expresión (ver apartado A.2 para los
detalles matemáticos):
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xsh =
ρoc
3
o
βf ′max(ζ)
(1.78)
En las siguientes secciones, se resolverá este problema de contorno con diferentes
excitaciones y se estudiará, cómo evoluciona su espectro a lo largo de la distancia
de propagación. La Figura 1.6, muestra esquemáticamente esta situación. Estos
problemas serán la base teórica del desarrollo experimental de esta tesis.
Figura 1.6: Propagación espacial de una señal armónica en regimen no lineal
1.4.1 Excitación armónica mono-frecuencia en un medio no
viscoso
Solución de Riemann y Fubini (1935). En una excitación armónica mono-frecuencia de
amplitud Po y frecuencia ωo, el problema de contorno para la ecuación de Burgers no
viscosa (1.75) se expresa como:
∂p′(x, t)
∂t
+ c(p′)
∂p′(x, t)
∂x
= 0
p′(0, t) = Po sinωot
En este caso f(t) = Po sinωot y según (1.77) la solución de Riemann toma la forma:
p′(x, t) = Po sinωo
[
t− x
co
+
βp′
ρoc3o
x
]
= Po sin
(
ωot− kox+
ωoβp
′
ρoc3o
x
)
(1.79)
donde se dene ko = ωo/co. Usando (1.78), se puede calcular la aparición del choque
teniendo en cuenta que f(ζ) = Po sinωoζ, su derivada resulta ser f ′(ζ) = ωoPo cosωoζ,
por tanto, f ′max(ζ) = ωoPo. Usando el símbolos x̃ para denotar la distancia de choque
en el caso de funciones mono-frecuencia, se tiene:
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x̃sh =
ρoc
3
o
ωoβPo
(1.80)
Este resultado permite expresar (1.79) en la forma:
p′(x, t) = Po sin
[
ωot− kox+
x
x̃sh
p′(x, t)
Po
]
(1.81)
Para x ≤ x̃sh la solución de Riemann (1.81) admite un desarrollo en serie de Fourier
conocido como solución Bessel-Fubini (ver apartado A.3):
p′(x, t) =
∞∑
n=1
Bn(x) sin
[
nωo
(
t− x
co
)]
(1.82)
Donde los coecientes Bn(x) vienen dados por:
Bn(x) = 2Po
x̃sh
nx
Jn
(
nx
x̃sh
)
(1.83)
siendo Jn la función de Bessel de primera especie y orden n.
La función (1.82) es gracada en la Figura 1.7 con t = 0 y 0 ≤ x ≤ x̃sh. Para ello se
tomaron los siguientes valores numéricos:
Po = 1 MPa, co = 1481.44 m/s, ρo = 999.6 kg/m3, β = 10, fo = 0.1 MHz
En la Figura 1.7, se observa cómo la onda se deforma progresivamente conforme se
aleja de la fuente situada en x = 0.
En la Figura 1.8, se vuelve a gracar la solución (1.82) pero en este caso mostrando
la dependencia temporal en tres planos de observación. También se muestran los
primeros coecientes de Fourier Bn dados por (1.83).
En la gráca se observa que en x = 0, se tiene en el perl de la señal dada por la
fuente, una función senoidal de periodo To = 2π/ωo. En esta posición, los coecientes
de Fourier son todos nulos excepto el primero, cuyo valor, es igual a la amplitud de la
función, esto es, B1 = Po, Bn = 0 (n > 1). En x = 12 x̃sh la función está distorsionada,
inclinada hacia la izquierda pero todavía no alcanza el choque y la función mantiene
una pendiente nita en todos sus puntos. Como consecuencia de esta deformación,
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Figura 1.7: Deformación espacial de una onda armónica mono-frecuencial (x̃sh = 51.72 cm)
el espectro de la función se modica y los coecientes Bn empiezan a tomar valores
distintos de cero. En esta posición, se observa que B1 < Po puesto que el modo
fundamental debe transferir energía al resto de los modos. En x = x̃sh la función
alcanza tangentes verticales en p′ = 0 y en tiempos dados por la expresión:
tm = mTo +
x̃sh
co
, m = 0,±1,±2,±3, . . . (1.84)
Numéricamente: tm = 9.15198, 19.152, 29.152 µs.
Se tiene que en el plano de observación x = x̃sh, el primer choque se observa después
de un tiempo t = t0 (esto es m = 0). Si se dene t̃sh = t0 se obtiene la relación:
x̃sh = cot̃sh (1.85)
Así, conocido x̃sh, se puede determinar fácilmente el tiempo que ha de transcurrir
para observar la primera tangente vertical en x = x̃sh. La velocidad con que esto
ocurre es la velocidad del sonido de pequeña amplitud (co).
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Figura 1.8: Deformación temporal de una onda senoidal (x̃sh = 51.72 cm). La curva de
color rojo muestra la solución lineal
En la Figura 1.9 se graca Bn(x) (ecuación (1.83)) como función de x. Esta
gráca, permite visualizar cómo evolucionan las distintas componentes espectrales
con la distancia. Se observa que el decrecimiento del armónico fundamental B1 va
acompañado de un crecimiento en las restantes componentes espectrales, existiendo
un intercambio de energía desde el modo fundamental al resto de los modos.
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Figura 1.9: Evolución de los primeros cinco coecientes Bn(x) como función de la distancia
1.4.2 Excitación armónica bi-frecuencia en un medio no viscoso
Solución de Riemann y Fenlon (1972). Se considera ahora, el problema de contorno
para la ecuación de Burgers con una excitación bi-armónica de amplitudes Pa y Pb y
frecuencias ωa y ωb, 
∂p′(x, t)
∂t
+ c(p′)
∂p′(x, t)
∂x
= 0
p′(0, t) = Pa sinωat+ Pb sinωbt
(1.86)
Se exige a ωa y ωb ser múltiplos enteros positivos de un cierta frecuencia ωo, esto es:
ωa = aωo, ωb = bωo (1.87)
donde a y b son dos números naturales. Por otro lado, para cualesquiera Pa y Pb
siempre se podrá elegir un valor Po tal que:
Pa = APo, Pb = BPo (1.88)
dondeA yB son múltiplos reales dados. Estas condiciones permiten escribir la solución
de Riemann (1.77) con f(t) = Pa sinωat+ Pb sinωbt en la forma:
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p′(x, t) = PoA sin
[
a
(
ωot− kox+
x
x̃sh
p′(x, t)
Po
)]
+ PoB sin
[
b
(
ωot− kox+
x
x̃sh
p′(x, t)
Po
)]
(1.89)
donde x̃sh, es la distancia de choque para el caso mono-frecuencia (1.80). En el caso
bi-frecuencial, para obtener la distancia de choque, se usará de nuevo (1.78). Con Pa
y Pb ambas positivas, se tiene:
˜̃xsh =
ρc3o
β(ωaPa + ωbPb)
=
x̃sh
aA+ bB
(1.90)
Se utiliza una doble tilde para denotar el caso bi-frecuencial. Se observa que en este
caso, la distancia de choque se ve reducida una cantidad aA + bB respecto al caso
mono-frecuencia.
Para x ≤ ˜̃xsh la solución de Riemman (1.89) admite un desarrollo en la forma [3]:
p′(x, t) =
∞∑
n=1
Bn(x) sin
[
nωo
(
t− x
co
)]
(1.91)
Bn(x) = 2Po
x̃sh
nx
∞∑
l=−∞
∞∑
m=−∞
Jl
(
A
nx
x̃sh
)
Jm
(
B
nx
x̃sh
)
(1.92)
donde los índices l y m en el sumatorio deben cumplir la condición la+mb = n.
Para ωa > ωb, esto es, para a > b, el desarrollo (1.91) puede expresarse como la suma
de cuatro términos conocida como solución de Fenlon [3]:
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p′(x, t) =
∞∑
l=1
Al(x) sin
[
lωa
(
t− x
co
)]
+
∞∑
m=1
Bm(x) sin
[
mωb
(
t− x
co
)]
+
∞∑
l=1
∞∑
m=1
Clm(x) sin
[
(lωa +mωb)
(
t− x
co
)]
+
∞∑
l=1
∞∑
m=1
Dlm(x) sin
[
(lωa −mωb)
(
t− x
co
)]
(1.93)
con
Al(x) = 2Po
x̃sh
lax
Jl
(
A
lax
x̃sh
)
Jo
(
B
lax
x̃sh
)
(1.94)
Bm(x) = 2Po
x̃sh
mbx
Jl
(
A
mbx
x̃sh
)
Jo
(
B
mbx
x̃sh
)
(1.95)
Clm(x) = 2Po
x̃sh
n+lmx
Jl
(
A
n+lmx
x̃sh
)
Jm
(
B
n+lmx
x̃sh
)
(1.96)
Dlm(x) = (−1)m2Po
x̃sh
n−lmx
Jl
(
A
n−lmx
x̃sh
)
Jm
(
B
n−lmx
x̃sh
)
(1.97)
con n±lm = la±mb.
La solución de Fenlon, permite ver explícitamente cómo interactúan dos ondas de
frecuencias primarias ωa y ωb en régimen de no linealidad. El primer y segundo
término en (1.93), muestran la aparición de armónicos de frecuencias ωa y ωb,
respectivamente. El tercer término, también evidencia la aparición de armónicos que
son una combinación lineal suma de las frecuencias primarias, estos armónicos son
de mayor frecuencia que sus frecuencias componentes ωa y ωb. El cuarto término,
es el más relevante, pues pone de maniesto la aparición de armónicos que son
una combinación lineal diferencia de las frecuencias primarias y, por tanto, con
componentes de menor frecuencia que ωa y ωb. En consecuencia, si las frecuencias
primarias son ultrasónicas, estas generan armónicos de baja frecuencia y, por tanto,
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pueden llegar a ser audibles. Este es un efecto relevante en los campos acústicos
ultrasónicos de alta intensidad.
La solución de Fenlon (1.93) junto con la solución lineal (curva de color rojo) se
graca en la Figura 1.10 con t = 0 y 0 ≤ x ≤ ˜̃xsh. Se tomaron los siguientes valores
numéricos:
co = 1481.44 m/s, ρo = 999.6 kg/m3, β = 10
fo = 0.1 MHz, Po = 1 MPa, ωa = 21ωo, ωb = 20ωo, A = B = 1
para estos valores, según (1.80) y (1.90), resulta ser x̃sh = 51.72 cm y ˜̃xsh = 1.26 cm.
Figura 1.10: Deformación espacial de una onda armónica bi-frecuencial
1.4.3 Excitación armónica mono-frecuencia en un medio viscoso
Solución de Mendousse (1953). En este apartado, se considera el problema de contorno
para la ecuación de Burgers viscosa (1.65) con una condición de frontera armónica
mono-frecuencia:

∂p′
∂x
=
βp′
ρoc3o
∂p′
∂τ
+
δ
2c3o
∂2p′
∂τ2
p′(0, t) = Po sinωot
(1.98)
En el caso viscoso, se mantiene la variable τ (tiempo de retardo) para hacer la notación
mas compacta. Este problema admite una solución explícita conocida como solución
de Mendousse [3] válida ∀x:
29
Capítulo 1. Principios de la acústica no lineal
p′(x, t) = −Po
4Γ−1
∞∑
n=−∞
n(−1)nIn
(
1
2Γ
)
e−n
2αox sinnωo
(
t− xco
)
Io
(
1
2Γ
)
+ 2
∞∑
n=−∞
(−1)nIn
(
1
2Γ
)
e−n2αox cosnωo
(
t− xco
) (1.99)
donde In es la función modicada de Bessel y Γ es el llamado número de Gol'dberg
denido como:
Γ =
La
x̃sh
=
1
αox̃sh
=
2βPo
δωoρo
(1.100)
siendo x̃sh la distancia de choque para señales mono-frecuencia dada en (1.80), αo el
coecientes de atenuación de pequeña señal denidos en (1.72) y La la longitud de
absorción dada en (1.73).
La solución de Mendousse (1.99) se graca en la Figura 1.11 con distintos planos de
observación. Para ello, se tomaron los siguientes valores numéricos:
co = 1481.44 m/s, ρo = 999.6 kg/m3, β = 10, δ = 0.005 m2/s
fo = 0.1 MHz, Po = 1 MPa
De estos valores se obtiene: x̃sh = 51.72 cm, αo = 0.30 m−1, La = 3.29 m y Γ = 6.37.
Figura 1.11: Solución de Mendousse en distintos planos de observación. La curva de color
rojo muestra la solución lineal (1.74)
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En la Figura 1.11, se observa que en x = 0 la solución de Mendousse reproduce el
perl de onda inicial dado por la condición de frontera en (1.98). En x = 0.5x̃sh la
onda se deforma respecto a la solución lineal como era de esperar. En x = x̃sh se
produce la onda de choque y la curva desarrolla pendientes verticales. Desde x = x̃sh
a x = 3x̃sh la onda se transforma progresivamente hasta que su perl adquiere la
forma de un diente de sierra. Para x > 3x̃sh la onda evoluciona en forma de diente de
sierra y se va atenuando debido a la disipación. Finalmente, para x >> La la onda
recupera el perl de onda inicial pero muy reducido en amplitud.
1.4.4 Excitación armónica bi-frecuencia en un medio viscoso
Solución de Lardner (1982) [4]. En este apartado, se considera el problema de contorno
para la ecuación de Burgers viscosa (1.65) con una condición de frontera armónica
bi-frecuencia:

∂p′
∂x
=
βp′
ρoc3o
∂p′
∂τ
+
δ
2c3o
∂2p′
∂τ2
p′(0, t) = Pa sinωat+ Pb sinωbt
(1.101)
De forma análoga a como se estableció en el apartado 1.4.2, se supone que ωa, ωb, Pa
y Pb pueden expresarse de la forma:
ωa = aωo, ωb = bωo, Pa = APo Pb = BPo (1.102)
donde a y b son múltiplos naturales de una cierta frecuencia ωo y A y B múltiplos
reales de Po.
Este problema de contorno admite la siguiente solución conocida como solución de
Lardner [5], la cual es la extensión bi-frecuencia de la solución de Mendousse (1.99):
p′(x, t) =
−Po
2Γ−1
∞∑
l=−∞
∞∑
m=−∞
nlm(−1)l+mIlme−n
2
lmαox sin(lωa +mωb)
(
t− xco
)
∞∑
l=−∞
∞∑
m=−∞
(−1)l+mIlme−n
2
lmαox cos(lωa +mωb)
(
t− xco
) (1.103)
donde nlm = la+mb y
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Ilm = Il
(
A
2a
Γ
)
Im
(
B
2b
Γ
)
(1.104)
con Γ y αo denidos en (1.100) y (1.72), respectivamente. El resultado (1.103) es
solución del problema de contorno (1.101) con cualquier valor de x.
La Figura 1.12, muestra la solución de Lardner en el problema de contorno (1.101)
con los siguientes valores numéricos:
co = 1481.44 m/s, ρo = 999.6 kg/m3, β = 3.5, δ = 0.0016 m2/s
fo = 0.1 MHz, Po = 2 MPa, ωa = 9ωo, ωb = 7ωo, A = B = 1
La curva de color rojo presenta la solución lineal:
p′(x, t) = Poe−αat sinωa
(
t− x
co
)
+ Poe−αbt sinωb
(
t− x
co
)
(1.105)
donde αa y αb son los coecientes de atenuación en las frecuencias ωa y ωb,
respectivamente.
En la Figura 1.12, se observa que, durante la propagación se generan frecuencias
que son combinaciones lineales de las frecuencias primarias ωa = 9ωo y ωb = 7ωo.
Es importante notar que para x > 1 m la frecuencia dominante es la frecuencia
diferencia (9−7 2) y los armónicos de mayor orden han sido fuertemente atenuados.
Con x = 3 m, la señal es básicamente una señal mono-frecuencia oscilando a la
frecuencia diferencia 2ωo. La señal mantiene esta forma durante una gran distancia
hasta que nalmente cede su energía al modo fundamental ωo. Esta evolución se
muestra en la Figura 1.13
1.4.5 Excitación modulada en un medio viscoso
Como último ejemplo, se considera el problema de contorno para la ecuación de
Burgers viscosa cuya condición de frontera es una función senoidal de amplitud Ap y
frecuencia ωp (frecuencia portadora) modulada en amplitud por una función E(t):
∂p′
∂x
=
βp′
ρoc3o
∂p′
∂τ
+
δ
2c3o
∂2p′
∂τ2
p′(0, t) = ApE(t) sinωpt
(1.106)
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Figura 1.12: Solución de Lardner con ωa = 9ωo y ωb = 7ωo
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Figura 1.13: A grandes distancias de la frontera, toda la energía de la señal bi-frecuencia
se transere al modo fundamental ωo
Con el objetivo de obtener una solución analítica, se tomará como función moduladora
el caso más simple de todos los posibles, una función cosenoidal de frecuencia ωm
(< ωp). Así pues, la condición de frontera en (1.106) toma la forma:
p′(0, t) = Ap cos(ωmt) sin(ωpt)
=
Ap
2
sin(ωp + ωm)t+
Ap
2
sin(ωp − ωm)t
= Po sinωat+ Po sinωbt (1.107)
con Po = 1/2Ap, ωa = ωp + ωm y ωb = ωp − ωm. El problema queda reducido a una
condición de contorno bi-frecuencia como la tratada en el apartado anterior. Para
poder usar la solución de Lardner (1.103) se exige a ωa y ωb ser múltiplos naturales
de una cierta frecuencia ωo, en consecuencia, se tiene lo siguiente:
ωp + ωm = aωo
ωp − ωm = bωo
(1.108)
Despejando ωp y ωm del sistema de ecuaciones (1.108), se tiene:
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ωp =
a+ b
2
ωo (1.109)
ωm =
a− b
2
ωo (1.110)
El resultado (1.110) muestra que, la frecuencia diferencia es igual al doble de la
frecuencia moduladaora. Esto es:
ωa − ωb = (a− b)ωo = 2ωm (1.111)
Como ejemplo numérico se considera la señal modulada:
p′(0, t) = Ap cos(ωmt) sin(ωpt)
Ap = 4 MPa, fm = 50 kHz, fp = 650 kHz
De (1.109) y (1.110), es fácil comprobar que con estos valores ωm y ωp el problema
se reduce a una excitación bi-frecuencia con:
p′(0, t) = Po sin(ωat) + Po sin(ωbt)
Po = 2 MPa, fo = 100 kHz ωa = 7ωo, ωb = 6ωo
La Figura 1.14, presenta la evolución de la señal modulada en un medio denido por
los siguientes valores:
co = 1481.44 m/s, ρo = 999.6 kg/m3, β = 3.5, δ = 0.0016 m2/s
35
Capítulo 1. Principios de la acústica no lineal
Figura 1.14: Solución de Lardner para una señal modulada con ωm = 50 kHz y ωp = 650
kHz. La curva de color rojo muestra la solución lineal
De la Figura 1.14 se puede observar que, con x > 3 m la frecuencia dominante es
la frecuencia diferencia ωa − ωb = (2 − 1)ωo = ωo. Y como era de esperar, según
(1.111), la frecuencia diferencia es el doble de la frecuencia moduladora 2ωm = ωo
(2 · 50 kHz = 100 kHz).
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1.5 Efecto paramétrico
La solución del problema de contorno (1.101) muestra que, cuando dos ondas
armónicas lineales de frecuencias ωa y ωb (llamadas primarias) se propagan en la
misma dirección, existe una interacción mutua entre ellas debido a la no linealidad,
formándose ondas secundarias de frecuencias que son combinaciones lineales suma
y diferencia de las frecuencias primarias. Este resultado también puede observarse
explícitamente de la solución de Fenlon (1.93). Por otra parte, los efectos disipativos
del medio, atenúan las ondas de mayor frecuencia haciéndolas desaparecer, para
longitudes de propagación mucho mayores que la longitud de absorción. Como
consecuencia, la onda diferencia ωd ≡ ωa−ωb es la que se propaga a mayor distancia.
Este efecto se conoce con el nombre de efecto paramétrico y la señal diferencia ωd se
denomina señal paramétrica. Este resultado es la base teórica del trabajo experimental
presentado en esta tesis.
A lo largo de la longitud de interacción, la frecuencia diferencia se comporta como
un conjunto de fuentes virtuales puntuales, resultado de la interacción no lineal de
las altas frecuencias emitidas por el transductor o conjunto de transductores (array
paramétrico). Cuanto mayor sea la longitud de interacción, mayor será la presión que
se pueda lograr al momento de la emisión de las señales. Por lo tanto, la absorción
determina la longitud de interacción. La longitud de absorción LA se puede calcular
como:
LA =
1
αp
(1.112)
donde αp es el coeciente de absorción dada en Np/m, para la onda primaria.
Esta distancia puede estar en el campo cercano o lejano de la interacción de las
frecuencias primarias, conocida comúnmente como distancia de Rayleigh, que es la
distancia a partir de la cual se puede considerar que la onda pasa de comportarse
como una onda plana a una onda esférica. A partir de esta distancia la onda se
atenúa 6 dB al duplicar la distancia a la fuente [6]. Dado que en esta tesis se estudia
un fenómeno de emisión, debe tenerse en cuenta el campo cercano del transductor para
las frecuencias primarias radiadas, donde la radiación está contenida principalmente
en un cilindro de longitud la distancia de Rayleigh y de sección correspondiente a la
supercie del transductor mientras que, en el campo lejano, empieza la divergencia
esférica de la radiación y la energía se expande más rápidamente.
la distancia de Rayleigh según la teoría de Westervelt [7], se expresa como:
LR =
1
2
kpa
2 =
ωpa
2
2co
(1.113)
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Donde a es el radio del transductor emisor, kp y ωp es el número de onda y la frecuencia
de la señal primaria, y co la velocidad del sonido.
Ahora bien, cuando las señales primarias son dos tonos puros de frecuencias ωa y ωb,
la señal paramétrica es una onda de una sola componente. En este caso, el efecto
paramétrico se denomina, efecto paramétrico dual. La Figura 1.15 muestra cómo
evoluciona la señal dual a lo largo de la distancia de propagación para dos tonos de
frecuencias ωa/2π = 2.3 MHz y ωb/2π = 2 MHz. Las altas frecuencias se absorben
rápidamente en el medio y, para x > 20 cm, la señal es básicamente mono-frecuencia
oscilando a la frecuencia paramétrica 0.3 MHz. Para obtener esta gráca, se utilizó
la solución de Lardner (1.103) con Pa = Pb = 1 MPa y los siguientes parámetros
para el medio:
co = 1481.44 m/s, ρo = 999.6 kg/m3, β = 10, δ = 0.0016 m2/s
Figura 1.15: Efecto paramétrico dual a lo largo de la distancia de propagación (el eje x se
tomó en escala logarítmica desde x = 7 cm a x = 25 cm). La curva de color rojo muestra la
solución lineal
Una vez obtenida la solución a la ecuación de onda (1.53) para la frecuencia diferencia
ωd, que se compone de contribuciones de las onda primarias ωa y ωb y después de
diferentes procesos matemáticos desarrollados por Westervelt en [1, 7], se presenta la
amplitud de ωd = 2πfd en campo lejano del transductor expresada a través de la
siguiente ecuación:
pd(r, θ) = −
ω2d p1 p2 β So
8π ρo c4o r αp
 1
1 +
k2d
α2p
sin4(θ/2)
 (1.114)
Donde pd es la presión de la frecuencia diferencia producida por la interacción no
lineal de las frecuencias primarias (ωa y ωb), ωd es la frecuencia diferencia, p1 y p2,
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corresponden la amplitud de la presión de las señales primarias (ω1 y ωb), β es el
coeciente de no linealidad en el medio, So, es la sección donde se intersectan los
haces primarios y se aproxima a π(2θm/2)2, ρo y co, son la densidad y velocidad del
sonido en el medio, r es la distancia de propagación de la onda acústica, αp y kd es el
coeciente de abosrción de las ondas primarias y el número de onda de la frecuencia
diferencia, y θ es es ángulo.
El campo acústico de la frecuencia diferencia corresponde a dos términos, el primero
es la propagación a lo largo del eje de radiación, y el segundo, a la directividad del
paramétrico. Las características que se pueden extraer de la expresión de Westervelt
(1.114) son [8]:
El campo acústico de la frecuencia diferencia corresponde a dos términos, el primero
es la presión a través del eje y a una distancia a 1 m del transductor se obtiene el nivel
equivalente para la fuente paramétrica (frecuencia diferencia). El segundo término de
la derecha es la función de directividad. Las características que se pueden extraer de
la expresión de Westervelt (1.114) son [8, 9]:
- La presión de la frecuencia secundaria aumenta con el cuadrado de las presiones
primarias, de modo que el nivel de presión es mayor para elevadas frecuencias del
paramétrico, aunque estos valores dependen primordialmente de las propiedades
del transductor así como de la distancia a la que se forma el campo lejano.
- La atenuación del paramétrico disminuye inversamente con la distancia 1/r, de
modo que al tratar con niveles de presión ésta disminuye 6 dB al duplicar la
distancia.
- Respecto al segundo término (directividad), esta función muestra un lóbulo de
directividad estrecho alrededor de θ = 0, y una ausencia completa de lóbulos
laterales. Esta es una propiedad notable de los arrays paramétricos.
Un ejemplo teórico de esta directividad y amplitud se podrá observar en el Capítulo 4,
Figura 4.4 y Figura 4.5 respectivamente, donde se tiene que el patrón de directividad
para la frecuencia paramétrica es muy parecido a la señal primaria. En general, la
directividad del paramétrico, es muy estrecha y con disminución o ausencia de lóbulos
laterales.
Posterior a los estudios de Westervelt (1.114), que supuso que las ondas primarias eran
cercanas entre sí permitiendo que la distribución de las fuentes pudiera representarse
en forma de linea (fuentes puntuales) ubicadas a o largo del eje de las ondas primarias
y no mas allá de la distancia de Rayleigh, dado que fuera de ella las ondas primarias
no se pueden considerar ondas planas cercanas debido a los efectos de la dispersión
esférica. Berktay en 1965 [10,11], desarrolló estudios teóricos y medidas experimentales
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mas complejos teniendo en cuenta la interacción de las frecuencias primarias a ondas
cilíndricas y esféricas, y en vez de estudiar dos frecuencias primarias como Westervelt,
basó sus estudios en la generación de señales paramétricas mediante el uso de una señal
primaria (portadora) de banda ancha, en cuyo caso, un número innito de frecuencias
interactúan generando una señal paramétrica de banda ancha y el efecto paramétrico
se denomina efecto paramétrico de banda ancha. Este sería para una condición de
contorno genérica como la tratado en el problema (1.106):
p′(0, t) = ApE(t) sinωpt (1.115)
donde ωp es la frecuencia portadora y la amplitud modulada E(t) puede ser cualquier
función que varía lentamente en comparación con sinωpt. Estos problemas serán
tratados en el siguiente apartado.
1.6 Ecuación KZK y solución de Berktay
Hasta ahora, sólo se han considerado soluciones a la ecuación de Burgers con
distintas condiciones de contorno, cuyo objetivo nal era denir de forma simple
pero formal el efecto paramétrico. Ahora bien, esta ecuación sólo es válida, para
estudiar el comportamiento de ondas planas que se propagan estrictamente en una
dirección. Cuando las ondas son generadas por fuentes de dimensiones nitas (como
un transductor), las ondas no pueden ser tratadas como planas y la ecuación de
Burgers deja de ser útil. Una extensión de la ecuación de Burgers que toma en cuenta
los efectos de la difracción (debido al tamaño nito de la fuente que excita el medio)
puede ser obtenida a partir de la ecuación de Westervelt, tal y como se hizo con
la ecuación de Burgers. Esta ecuación es conocida como KZK, llamada así por sus
autores Khokhlov, Zabolotskaya y Kuznetsov [12,13]. Esta ecuación, fue originalmente
obtenida para describir la propagación no lineal de haces acústicos. Cuando se habla
de haz, se entiende un campo acústico que varía más lentamente en la dirección
transversal que en la dirección longitudinal o de propagación. En otras palabras, en
un haz acústico la energía de la onda está localizada en un entorno alrededor de la
dirección de propagación y se supone que el haz es razonablemente direccional o poco
divergente. A groso modo, se puede visualizar un haz como un cono angosto en cuyo
interior se encuentra la mayor parte de la energía de la perturbación. La propiedad
de direccionalidad queda asegurada si 2πaλ >> 1, donde a es el radio característico de
la fuente [3].
Si se toma el eje +z como dirección de propagación (lo que es habitual), la ecuación
KZK se puede obtener haciendo el siguiente cambio de variables [14]:
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x1 =
√
εx, y1 =
√
εy, z1 = εz, τ = t−
z
co
(1.116)
donde ε se tratará como un término de primer orden. Con este cambio de variables el
operador laplaciano toma la forma:
∇2 = ε
(
∂2
∂x21
+
∂2
∂y21
)
+ ε2
∂2
∂z21
− ε 2
co
∂2
∂z1∂τ
+
1
c2o
∂2
∂τ2
(1.117)
Sustituyendo (1.117) en la ecuación de Westervelt (1.64) y despreciando los términos
de orden superior a dos, se obiene:
ε
(
∂2p′
∂x21
+
∂2p′
∂y21
)
− ε 2
co
∂2p′
∂z1∂τ
= − β
ρoc4o
∂2p′2
∂τ2
− δ
c4o
∂3p′
∂τ3
(1.118)
Deshaciendo el cambio de variables en las coordenadas espaciales, se tiene la ecuación
KZK en función del tiempo de retardo τ :
∂2p′
∂z∂τ
=
co
2
∇2ρp′ +
δ
2c3o
∂3p′
∂τ3
+
β
2ρoc3o
∂2p′2
∂τ2
(1.119)
con p′ = p′(~ρ, z, τ), donde ~ρ = xî + yĵ denota las coordenadas transversales (x, y) y
∇2ρ =
∂2
∂x2
+
∂2
∂y2
es el laplaciano en dicha dirección.
Se puede interpretar la ecuación KZK como la aproximación paraxial de la ecuación
de Westervelt. Dicha ecuación, contiene tres términos a la derecha de la igualdad en
(1.119): el primer término tiene en cuenta la difracción parabólica, el segundo los
efectos disipativos y el tercero la no linealidad.
Hasta ahora, no se dispone de una solución analítica para la ecuación de onda
parabólica KZK, por ello, es necesario recurrir a su solución numérica [15], la
cual es ampliamente usada. Sin embargo, como alternativa a la solución numérica,
una aproximación analítica cuasilineal se puede obtener usando el método de
perturbaciones. Para ello, se supone que la presión acústica se puede linealizar de
la forma:
p′(~ρ, z, τ) = p1(~ρ, z, τ) + p2(~ρ, z, τ) + · · · (1.120)
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donde p1 es la solución lineal (primera aproximación) y p2 (segunda aproximación) es
una pequeña corrección a p1 basada en la suposición |p2| << |p1|. Los términos p1 y
p2 se suelen nombrar como haz primario y secundario, respectivamente.
Sustituyendo (1.120) en (1.119) y despreciando los términos de orden superior a dos,
se obtiene el siguiente sistema de ecuaciones:
∂2p1
∂z∂τ
− co
2
∇2ρp1 −
δ
2c3o
∂3p1
∂τ3
= 0 (1.121a)
∂2p2
∂z∂τ
− co
2
∇2ρp2 −
δ
2c3o
∂3p2
∂τ3
=
β
2ρoc3o
∂2p21
∂τ2
(1.121b)
Así, el problema no lineal (1.119) queda reducido a un sistema de dos ecuaciones
diferenciales lineales. La ecuación homogénea (1.121a) permite determinar p1. Una
vez que p1 se determina, la ecuación no homogénea (1.121b) permite obtener p2.
Para encontrar una solución al sistema de ecuaciones (1.121a)-(1.121b) es necesario
jar una condición de frontera. Se supone que la condición de frontera está denida
por un transductor circular de radio a excitado con una señal f(t) y cuya supercie se
hace coincidir con el plano z = 0. La Figura 1.16 muestra la geometría del problema.
Figura 1.16: Transductor circular de radio a cuya supercie coincide con el plano z = 0
Matemáticamente, la condición de frontera se expresa como:
p′(~ρ, 0, t) =
 f(t) si ρ ≤ a0 si ρ > a (1.122)
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El objetivo de esta tesis es la generación de señales paramétricas. Como se comentó
en el apartado anterior, existen dos métodos; el primero, es tomar una señal dual
de frecuencias ωa y ωb, en este caso f(t) = Pa sinωat + Pb sinωbt. El sistema de
ecuaciones (1.121a)-(1.121b) se puede integrar usando el método de la función de
Green. Un desarrollo completo de la solución paramétrica dual donde también se
hace un estudio de directividad del haz se encuentra en [3].
En esta tesis, el interés se centra en el efecto paramétrico de banda ancha, en cuyo
caso f(t) = ApE(t) sinωpt. Este problema fue tratado por Berktay en 1965 [10], el
cual propuso una solución a la ecuación de Westervelt llamada auto-demodulación,
empleando señales banda ancha, esto quiere decir, que se aplica una modulación AM
[16]. Esta modulación, consiste en emitir una onda primaria modulada en amplitud
mediante una baja frecuencia, cuya demodulación se da en el medio a través de los
efectos no lineales que se generan. La solución a dicho problema se puede obtener
como sigue.
El primer haz es aproximado por una onda localmente plana perfectamente colimada.
Esto es,
p1(~ρ, z, τ) '
 Ape
−αzE(τ) sinωpτ si ρ ≤ a
0 si ρ > a
(1.123)
donde α es el coeciente de absorción en la frecuencia ωp y E(t) es cualquier función
que varía lentamente en comparación con sinωpt. Se supone α sucientemente grande,
así, la interacción no lineal está connada en el campo cercano del haz.
El haz secundario p2 se determina por p21 según (1.121b), el cual contiene el término
E2(τ) sin2 ωpt = 1/2E(τ)[1 − cos 2ωpt]. Este término consiste de altas frecuencias
debido a la parte E2(τ) cos 2ωpt y bajas frecuencia asociado con E2(τ). Las altas
frecuencia se atenúan más rápidamente que la bajas, así, se considera tan sólo la
contribución de bajas frecuencia en el campo lejano. En consecuencia, se puede tomar
la siguiente aproximación para p21:
p21(~ρ, z, τ) '

1
2A
2
pe
−2αzE2(τ) si ρ ≤ a
0 si ρ > a
(1.124)
Una vez se tiene p21, se obtiene p2 a partir de (1.121b). Si se ignora los efectos de
la absorción haciendo δ = 0, la solución axial para p2 viene dada por la integral de
volumen [3]:
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p2(0, z, τ) =
β
4πρoc4o
∂2
∂τ2
∫ z
0
∫ 2π
0
∫ ∞
0
p21
(
ρ′, z′, τ − ρ
′2
2co(z − z′)
)
ρ′dρ′dz′
z − z′
(1.125)
Si ahora se aplica la aproximación de campo lejano (z >> LR), el término de fase
ρ′2/2co(z − z′) se puede ignorar, el término dz′/(z − z′) puede ser reemplazado por
dz′/z y el límite superior de la integral en z′ se extiende a∞. Bajo esta aproximación
de campo lejano, la integral (1.125) se reduce a:
p2(0, z, τ) =
β
2ρoc4oz
∂2
∂τ2
∫ ∞
0
∫ ∞
0
p21 (ρ
′, z′, τ) ρ′dρ′dz′ (1.126)
Sustituyendo (1.124) en (1.126), se obtiene la distribución de presiones de la frecuencia
paramétrica a lo largo del eje de radiación, cumpliendo con la condición de campo
lejano de Berktay, donde τ = t− x/co:
p2(0, z, τ) =
βA2pa
2
16ρoc4oαz
∂2E2(τ)
∂τ2
(1.127)
De esta solución, se tiene que las propiedades del campo acústico paramétrico son:
- El resultado presente tiene un comportamiento no lineal, debido a que la onda
resultante será proporcional a la segunda derivada de la envolvente E(t) al cuadrado
de la señal emitida.
- La amplitud de la onda paramétrica depende del cuadrado de la amplitud de la
onda emitida.
En general, de la solución de Westervelt y la de Berktay, se tiene que, el haz secundario
presenta un comportamiento directivo idéntico al de las frecuencias primarias. Los
estudios teóricos y experimentales demostraron que en el campo lejano la ωd = ωa−ωb,
tendría haces muy estrechos con lóbulos laterales muy bajos en comparación con los
haces acústicos irradiados convencionalmente, característica muy importante cuando
esto se desea aplicar a las comunicaciones acústicas submarinas [17] en aguas poco
profundas ya que su alta directividad podrá combatir la propagación multitrayecto.
La principal desventaja de la transducción paramétrica es la pérdida de potencia
equivalente aproximadamente a 20 dB [18]. Sin embargo, una ventaja para la
propagación a largas distancias es que la fd tiene una absorción relativamente baja.
Como ejemplo numérico para determinar la distancia de absorción y de Rayleigh se
cosideran los siguientes valores que corresponden a los empleados en los experimentos
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de esta tesis, con el n de aplicar las aproximaciones que simplican el modelado
de transmisión. Dependiendo de las distancias descritas anteriormente, se deben usar
diferentes modelos matemáticos para predecir correctamente los niveles de fuente de
la onda secundaria.
Con todo lo anterior, se determina la distancia entre transductores en un espacio
controlado (tanque de agua), para tener en cuenta que las bajas frecuencias
paramétricas se generen por interacción no lineal del mismo medio, con ello, se deberá
medir en campo lejano.
Figura 1.17: Distancia del último máximo del patrón de interferencias Lr que se encuentra
a 10 cm entre transductores, y la distancia de Rayleigh LR a 33 cm de una señal propagada
en piscina
Las distancias presentadas en la Figura 1.17, muestran que, para medir en campo
lejano o distancia de Rayleigh, la distancia entre transductores debe ser igual o
superior a 33 cm.
Dependiendo de la relación entre estas distancias, se trabajará en un rango u
otro que presentará, sus propias características en función de los haces primarios
y las distintas condiciones del medio de interacción, cuya representación, permitirá
conocer las aproximaciones adecuadas en la teoría y contrastarlas con las resultados
experimentales. La Figura 1.18, muestra las diferentes combinaciones [19].
De entre las diferentes combinaciones de la Figura 1.18 para el rango de trabajo de
una fuente paramétrica: Westervelt [7], Moett y Mellen [20] y Berktay y Leahy [11],
el que más se ajusta a los resultados experimentales cuando se mide en piscina, es
el modelo de Berktay ya que cumple la condición que Ls > LA > LR, tal como se
observa en la Tabla 1.1.
La frecuencia más alta que se emplea en el transductor proyector Airmar P19 es 200
kHz.
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Figura 1.18: Combinaciones para los diferentes rangos de trabajo para el paramétrico donde
los límites entre las regiones de validez de los modelos se encuentran resaltados en azul
EMISOR
fmax
[kHz]
Lr
[cm]
LR
[cm]
LA
[m]
Ls
[m]
tvuelo
[µs]
trefl
[µs]
∆trec
[µs]
Airmar P19 200 8.6 27.61 136 180.40 0.24 0.84 0.6
Tabla 1.1: Distancias características del transductor proyector empleado en las medidas
experimentales. trefl es el tiempo de vuelo de la primera reexión. La distancia entre emisor
y receptor es de 35 cm
1.6.1 Comparación teórica y experimental con el modelo de
Moett y Mellen
Una vez se tienen en cuenta las distancias anteriores, se emplean modelos matemáticos
que ayudarán a predecir el comportamiento del campo acústico de las frecuencias
secundarias [19]. Para ello, se tiene en cuenta que existen 4 regímenes operativos para
las fuentes acústicas paramétricas, descritas a continuación.
- Límite de Absorción: La onda inicial se absorbe en el campo cercano del transductor
sin llegar a formar onda de choque, lo que permite que, la zona de interacción no
lineal está constreñida, y se genere un campo no lineal ancho. Westervelt.
- Límite de Absorción y difración: No se llega a formar del todo la onda de choque.
Lo que genera escasos efectos no lineales. Saturación.
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- Límite de Choque y difracción: Se llega a formar la onda de choque pero dentro del
campo cercano del transductor, lo que genera efectos no lineales limitados. Moett
y Mellen.
- Límite Difracción: Las no linealidades se propagan más allá del campo cercano, por
lo tanto, la zona de interacción no lineal es más extensa, lo que genera un campo
no lineal directivo. Berktay y Leahy.
En el diseño de fuentes paramétricas, es necesario poder predecir el rendimiento de las
fuentes que operan entre estos cuatro extremos. Varios autores han tomado pasos en
esta dirección, entre ellos, Mellen y Moett recurriendo a un modelo simplicado
del campo del pistón que incluye como casos limitantes los cuatro regímenes
operativos enumerados anteriormente. Sus resultados se trazan en las curvas de diseño,
presentadas en [20] que permiten un cálculo rápido de las características esenciales de
la frecuencia diferencia para compararlos con datos obtenidos experimentalmente.
Desarrollo teórico y experimental
En este apartado se compara la relación de amplitud entre el haz secundario y el haz
primario As/Ap, obtenido experimentalmente con el modelo teórico al que se hace
referencia en [20] y [21]. Este estudio se análisis de dos formas; en la primera, se
estudian las presiones recibidas del haz primario y secundario y la segunda, a través
de las frecuencias emitidas.
Con las presiones en pascales medidas experimentalmente para el haz primario de
12943 Pa y el secundario de 36.8 Pa, se estima un 0.28% de relación directa.
Se realiza un primer análisis utilizando la ecuación de la ganancia paramétrica
compleja G, que se dene como un valor cuya magnitud es la relación entre las
presiones del haz primario y secundario:
g ≡ rP (r, 0)/RoPo (1.128)
en decibeles,
G = 20 log |g| (1.129)
Donde r, es la coordenada radial del observador, P (r, 0) es la presión del haz
secundario en un punto r centrado al emisor en Pa, Ro = (Aofo)/c, es la distancia
de Rayleigh en m, y Po, es la presión del haz primario a la distancia de Rayleigh.
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De acuerdo con las calibraciones realizadas, para el caso estudiado en cuestión, g ≈
0.028 y G −51 dB obteniendo así una relación de amplitud entre el haz secundario
y primario de 0.28%. La ganancia G tiene un valor de L∗o = 245 dB rms del nivel de
la fuente primaria y ᾱRo ≈ 10−3 dB (0.0012 dB).
Lo = 20 log
(
PoRo√
2
)
y L∗o = Lo + 20 log fo [dB//1µPa m kHz] (1.130)
Siguiendo las curvas de ganancia paramétricas, se tiene que, efectivamente los
resultados experimentales obtenidos se encuentran cerca a los valores de 10−3 para
ᾱRo y L∗o ∼ 240. Como se puede observar en la siguiente Figura 1.19.
Figura 1.19: Curva de ganancia paramétrica del modelo Moett y Mellen
El segundo análisis consiste en aplicar la ecuación (1.127), se estudia el sweep medido
experimental desde los 4 hasta los 40 kHz, como un conjunto de senos paramétricos
en las frecuencias límites y una centrada; es decir, las frecuencias de 4 kHz, 20
kHz y 40 kHz (que serán estudiadas en los próximos capítulos). Las relaciones
entre el haz secundario y el haz primario obtenidos son 0.141%, 0.35% y 1.41%,
respectivamente, con una presión del haz primario de 12940 Pa. La relación más
cercana a la experimental es la de onda senoidal de 20 kHz, que es aproximadamente
la frecuencia promedio del sweep paramétrico medido experimentalmente.
Finalmente, la medición también se contrasta de acuerdo con el régimen de operación
para fuentes paramétricas. Para este caso, se encuentra en el régimen del límite de
absorción en la zona esférica del campo lejano, siguiendo la referencia [20]:
X  1, 2αRofo/f  1 (1.131)
donde la absorción α se expresa en (Np/m), Ro en m; que es la distancia de Rayleigh,
fo en Hz es la frecuencia portadora y f , es la frecuencia diferencia para 4, 20 y 40 kHz.
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Aplicando la ecuación (1.131), se obtiene 0.014, 0.0028 y 0.0014 respectivamente, y
para X 0.006, se tiene que, todos los valores son mucho mas pequeños que la unidad
(1).
Adicionalmente, el parámetro g se calcula a través de la siguiente ecuación:
|g| = X
2
f
fo
E1
(
2αRofo
f
)
(1.132)
donde E1 es la función integral exponencial. Se obtiene 0.0002 para 4 kHz, 0.0015
para 20 kHz y 0.0035 para 40 kHz y aplicando la eq 1.129, se tiene −73.36 dB −56.27
dB y −49.18 dB, respectivamente, validando que para la frecuencia emitida de 20 kHz
el valor de G −56.27 dB es similar al primer análisis que estudia la presión recibida
de los haces primario y secundario con G −51 dB.
1.7 Introducción a la acústica submarina
La acústica submarina estudia la interacción y la propagación de las ondas acústicas en
el agua, siendo un canal complicado, ya que por naturaleza es un medio no homogéneo
debido, a las variaciones de la velocidad del sonido con la profundidad que conduce
en sí, a la formación del canal submarino y como consecuencia a la propagación. En
los siguientes apartados, se exponen aquellas contribuciones que permiten entender el
comportamiento del canal acústico en general, y en especial en aguas poco profundas.
1.7.1 Fenomenología del canal acústico submarino
Una onda sonora, se genera debido a una perturbación mecánica que se propaga en
un medio elástico con una determinada velocidad, según las características del medio.
Parte de la energía mecánica de esta onda, se absorbe por el medio en el que se
propaga debido principalmente al rozamiento y a fenómenos resonantes.
La transmisión de información en el canal submarino se basa en técnicas acústicas,
ya que la absorción de estas señales es mucho menor a diferencia de las señales de
radiofrecuencia o las ópticas, como se estudiará en el Capítulo 2.
Las características químicas y físicas del medio marino afectan a la propagación de la
señal acústica debido a fenómenos tales como: velocidad de propagación de la señal
acústica que varía con la profundidad del agua y las pérdidas por transmisión (TL1),
1Transmission Loss
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debida a la dispersión geométrica y a la absorción. Además, se tiene el ruido ambiental,
causado por los organismos marinos, tráco de los barcos, entre otros.
Todos los anteriores fenómenos que afectan a la propagación de la señal acústica en
el canal submarino, determinan la amplitud de la señal recibida y en consecuencia el
desempeño del receptor [22].
A continuación, se presenta una descripción general de estos parámetros que
intervienen en la propagación de una señal acústica y que son relevantes en el diseño
de sistemas de comunicación.
Velocidad de propagación en el mar
La velocidad de propagación de las ondas acústicas en el agua de mar se puede
considerar de 1500 m/s, sin embargo, esta varía entre 1450 m/s y 1540 m/s [23]
debido a la temperatura, salinidad y presión del agua. A continuación, se explica la
inuencia de estos parámetros en la velocidad de propagación para, posteriormente,
estudiar la inuencia de la profundidad y asi obtener el perl de velocidad.
Temperatura: en general, la temperatura del agua de mar disminuye desde la
supercie hasta el fondo, siendo máxima en las capas poco profundas debido al
calentamiento solar [24,25]. Más allá de una profundidad límite (alrededor de 1000
m en mar abierto) la temperatura promedio permanece estable, disminuyendo muy
lentamente con la profundidad y variando poco de un lugar a otro.
Presión: La presión hidrostática hace que la velocidad de propagación de las ondas
acústicas aumente con la profundidad debido a las variaciones del módulo de
elasticidad.
Salinidad: la masa porcentual de la salinidad se conforma por una mezcla de agua
pura y sales disueltas (NaCl, MgSO4, entre otras). El promedio de la salinidad
del agua del mar es de unos 35 ppt (partes por mil). La variación de la salinidad
respecto a la profundidad es mínima y por lo tanto se desprecia, excepto en aquellos
lugares polares.
De entre las diferentes expresiones existentes para obtener la velocidad de propagación
de las ondas acústicas en el agua de mar [2630], en esta tesis se emplea la expresión
de Medwin [29] y la de Mackenzie [30], cada una de ellas válida para un rango de
profundidades.
Para profundidades menores a 1000 m se tiene la expresión de Medwin con
temperaturas entre 0 < T < 35◦C y salinidad S < 45 ppt:
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c = 1449.2+4.6T −0.055T 2 +0.00029T 3 +(1.34−0.01T )(S−35)+0.016z (1.133)
Para profundidades mayores a 1000 m se tiene la expresión de Mackenzie, con
temperaturas entre 0 < T < 30◦C y salinidad entre 30 < S < 40 ppt:
c = 1448.96 + 4.591T − 5.304 · 10−2T 2 + 2.374 · 10−4T 3
+ 1.340(S − 35) + 1.630 · 10−2z + 1.675 · 10−7z2
− 1.025 · 10−2T (S − 35)− 7.139 · 10−13Tz3 (1.134)
p′(0, t) = Ap cos(ωmt) sin(ωpt)
=
Ap
2
sin(ωp + ωm)t+
Ap
2
sin(ωp − ωm)t
= Po sinωat+ Po sinωbt (1.135)
Donde c es la velocidad del sonido en m/s, T es la temperatura en ◦C, z es la
profundidad en m, y S es la salinidad en ppt.
Perl de velocidad
Como se vio, la velocidad de propagación depende de la temperatura, salinidad y
presión, las cuales varían dependiendo del lugar, la época del año, y la hora. Sin
embargo, al analizar el perl de velocidad, los cambios vienen dados por la variación
de la presión con la profundidad, ya que, a profundidades mayores, la temperatura es
constante y la salinidad varía mínimamente.
El perl de velocidad descrito a continuación y presentado en la Figura 1.20, es el
perl típico para latitudes medias con valores de profundidad dados en metros que
se emplea como referencia en muchas ocasiones [9]. A continuación, se describen las
capas características que lo componen.
- Capa homogénea, en los primeros metros de profundidad, denominada aguas muy
poco profundas, se tiene una velocidad de propagación que permanece constante.
- Capa supercial, está formada por el conjunto de aguas poco profundas hasta los
200 metros, donde las ondas acústicas tienden a ser atrapadas hacia arriba por
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las reexiones de la supercie. La velocidad de propagación aumenta debido a los
cambios de temperatura del agua, la estación del año y la hora del día, entre otros
factores.
- Capa termoclina principal, está presente entre los 200 a 1000 metros. En esta
capa, la velocidad del sonido disminuye con la profundidad al disminuir también la
temperatura.
- Capa isotérmica profunda, desde los 1000 metros en adelante, la temperatura es casi
constante, aproximada a los 4◦C hasta el fondo del mar y la velocidad del sonido
se mantiene casi constante.
Figura 1.20: Perl típico de la velocidad del sonido en función de la profundidad
Absorción
La absorción se produce cuando parte de la energía de la señal acústica se transforma
en calor, debido a la disipación por rozamiento viscoso y reacciones químicas. En el
agua de mar, hay dos procesos de relajación química que tienen una gran importancia
en la contribución a la absorción: los que implican ácido bórico B(OH3) y los
relacionados con el sulfato de magnesio Mg(SO4) [31].
Si bien, la frecuencia es la principal variable en la absorción, esta última también
depende del medio de propagación, es decir, la temperatura del agua y la salinidad. Las
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formulaciones para predecir el coeciente de absorción a una frecuencia, temperatura,
salinidad y profundidad determinadas, fueron desarrolladas por diversos autores de
forma semiempírica, entre ellos, Marsh-Schulkin y Fisher & Simmons; [32, 33]. Con
todo, el más utilizado es el formulado por Francois & Garrison [34, 35] en 1982
que sostienen que, asumiendo el conocimiento exacto de la temperatura y otros
parámetros, el coeciente de absorción (α) predicho, estará dentro del 5 % del valor
verdadero. Por ello, de entre los diferentes métodos para estudiar la absorción, en
esta tesis se emplea el modelo de Francois & Garrison. Así, la absorción total de estas
contribuciones se expresa como sigue [36]:
α = A1P1
f1f
2
f21 + f
2
+A2P2
f2f
2
f22 + f
2
+A3P3f
2 (1.136)
Donde α es la atenuación en dB/km, Ai y Pi son los coecientes empíricos y f es la
frecuencia de la señal, expresada en kHz. En esta expresión, la primera parte de la
ecuación corresponde al ácido bórico, la segunda al sulfato de magnesio y la última a
la viscosidad del agua. Además, la absorción depende en gran medida de la frecuencia,
y aumenta para las frecuencias más altas.
A continuación, se presentan cada una de las diferentes contribuciones que, en
conjunto, expresan la fórmula de la absorción presentada en (1.136). En general,
cada una de las contribuciones hacen parte de la relajación molecular que consiste
en la disociación de algunos compuestos iónicos en soluciones B(OH)3, Mg(SO)4,
debido a las variaciones de presión locales creadas por la onda acústica. Este proceso
es dominante para la absorción de la onda acústica en el agua de mar.
Contribución de ácido bórico B(OH)3:
A1 =
8.86
c
100.78pH−5
P1 = 1
f1 = 2.8
√
S
35
10
(
4−
1245
T + 273
) (1.137)
Contribución de sulfato de magnesio Mg(SO)4:
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A2 = 21.44
S
c
(1 + 0.025T )
P2 = 1− 1.37 · 10−4z + 6.2 · 10−9z2
f2 =
8.17 · 10(8
1990
T+273 )
1 + 0.0018(S − 35)
(1.138)
Viscosidad del agua:
T ≤ 20◦C P3 = 1− 3.83 · 10−5z + 4.9 · 10−10z2
A3 = 4.937 · 10−4 − 2.59 · 10−5T + 9.11 · 10−7T 2
−1.5 · 10−8T 3
T > 20◦C A3 = 3.964 · 10−4 − 1.146 · 10−5T + 1.45 · 10−7T 2
−6.5 · 10−10T 3
(1.139)
En la Figura 1.21, se presenta el coeciente de absorción con las condiciones promedio
del Mar Mediterráneo como son: T = 10◦ a 20◦C, S = 37ppt y pH = 8 empleando la
ecuación de Francois & Garrison.
Figura 1.21: Coeciente de absorción en el mar, en función de la frecuencia con una
salinidad de 35 p.s.u. con diferentes valores de temperatura
En ella, se observa el aumento de la absorción con la frecuencia. Es decir, que si
se desea transmitir señales a grandes distancias del orden de los cientos de (km) se
tendrán que emplear frecuencias de decenas de kHz ya que si suelen ser más altas el
medio las atenuará. Pero si se quieren enviar señales a distancias cortas, del orden de
los (m), se pueden enviar frecuencias de cientos de kHz. Además, para las frecuencias
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menores a 1 kHz la absorción es menor. A 100 kHz, el coeciente de absorción está
alrededor de las decenas de dB/km.
1.7.2 Propagación en aguas poco profundas
Efecto multicamino
Como se comentó en el apartado anterior, en la capa supercial o aguas poco profundas
la propagación de la onda acústica está limitada por la supercie del mar y el lecho
marino, lo que permite que, las señales transmitidas sufran sucesivas reexiones en
estas supercies. Así, una señal puede propagarse desde la fuente al receptor a través
de diferentes caminos, que corresponden a varias direcciones y duraciones. Con esto,
la señal recibida constará de la primera señal que llegue, o señal directa, junto con
una serie de señales adicionales retardadas con distinta amplitud. Entonces, el perl
temporal de la señal registrada en el receptor variará notablemente de la señal enviada
por la fuente.
En general, este efecto es notorio para transductores proyectores omnidireccionales,
como son los transductores de baja frecuencia, típicamente utilizados en aplicaciones
de acústica submarina. Con el uso de sistemas directivos se pueden evitar cierta
inuencia del efecto multicamino y, con ello, mejorar la calidad de la señal recibida.
Modelado de la propagación
A pesar de que existen modelos robustos para la simulación de la propagación acústica
de las aguas en el mar, existen modelos simplicados que abordan la propagación
en aguas poco profundas como el modelo semiempírico de Colossus o también
llamado Marsh-Schulkin (M-S) [ [32], con un nivel de aproximación suciente para los
propósitos de esta tesis. En él, se estudia la pérdida de propagación en términos de la
altura de la ola, tipo de fondo, profundidad del agua, frecuencia y perl de velocidad.
Este último, está conformado por dos segmentos; el primero, se extiende desde la
supercie del mar hacia una profundidad L dada en metros, donde la velocidad de
propagación aumenta con la profundidad y el segundo, para profundidades mayores
que L, donde la velocidad disminuye con la profundidad.
En función de la profundidad de la capa supercial y la profundidad del agua, se
formula una única distancia efectiva de salto o distancia de transmisión H, dada en
(1.140). Donde D, es la profundidade del agua y L, es la profundidad de la capa
isotérmica mixta, ambas en metros.
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H =
(
L+D
3
)1/2
(1.140)
La distancia de salto se usa como una referencia para denir las regiones de
propagación del frente de onda. Se tiene entonces lo siguiente:
Para rangos de R < H, la zona de separación de rayos directos.
TL = 20 logR+ αR+ 60− kL (1.141)
Para rangos de H < R < 8H, la zona de separación de modos.
TL = 15 logR+ αR+ 60 + αT
(
R
H
− 1
)
+ 5 logH + 60− kL (1.142)
Para rangos de R > 8H, zona de control de modo único.
TL = 10 logR+ αR+ αT
(
R
H
− 1
)
+ 10 logH + 64.5− kL (1.143)
Donde R se expresa en km, α es el coeciente de absorción en dB/km, αT es
el coeciente de atenuación efectivo, que tiene en cuenta las pérdidas debidas al
acoplamiento de energía entre la supercie y el fondo, dado en dB/rebote, kL es
el paramétro al que se le denomina anomalía de campo cercano y mide la ganancia
dada por los rebotes entre el fondo marino y su supercie, dado en dB.
Estas ecuaciones proporcionan una transición gradual de la propagación esférica en
el campo cercano hasta la propagación cilíndirca en campo lejano.
A continuación, en la Figura 1.22, se muestra un ejemplo de propagación a 50 m y 200
m, en aguas poco profundas entre la supercie y el lecho marino para una frecuencia
de 1 kHz y 10 kHz respectivamente, según el modelo de Marsh-Shulkin para tres los
rangos presentados.
En esta gura, se tiene que los últimos dos rangos son parecidos entre ellos para
ambos ejemplos, mientras que, para el primer rango se tiene una diferencia de
aproximadamente 40 dB respecto de los dos últimos.
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Profundidad 50 m | frecuencia 1 kHz Profundidad 200 m | frecuencia 10 kHz
Figura 1.22: Ejemplo de propagación según modelo de Mars-Shulkin para diferntes rangos.
(azul claro) TL cilíndrica, (roja) TL en zona de separación de modos y (azul oscuro) TL
esférico
1.7.3 Consideraciones sobre el ruido de fondo
Se debe tener en cuenta que los conceptos de sonido, señal y ruido son diferentes:
el sonido es un término que se reere a cualquier energía acústica; el ruido es un
subconjunto de sonidos no deseados por un oyente y tiende a ser subjetivo. Ahora
bien, todo sonido sobre el que es requerido realizar una observación se calica como
señal, por lo tanto, cualquier sonido especíco puede ser una señal para algunos y un
ruido para otros [37].
El ruido de fondo o ruido ambiente se debe al sonido proveniente de aquellas
fuentes articiales originadas por el hombre y al ruido generado intrínsecamente por
las fuentes naturales. Así, se tienen el ruido de las olas de mar, gotas de lluvia,
perturbaciones, tráco marítimo, perforaciones, entre otros.
Para saber los niveles de ruido ambiental en una banda de frecuencia y condiciones
especícas. Se utilizan las curvas de Wenz [38] que es una gráca que describe el
espectro del ruido de fondo o ambiental promedio para diferentes condiciones del
clima, actividad geológica, tráco de embarcaciones y velocidades del viento [39].
La Figura 1.23, muestra la densidad espectral de potencia del ruido submarino en en
diferentes frecuencias dadas por Wenz.
De entre los ruidos predominantes en este estudio de Wenz, se tienen lo siguiente:
Por debajo de 10 Hz se tiene que la principal fuente de ruido estacionario es el
fondo sísmico y las señales transitorias se deben a explosiones o terremotos.
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Entre 10 Hz y 1 kHz, el ruido difuso se debe al tráco oceánico y a los transitorios
del movimiento del barco.
Entre los 1 kHz y 40 kHz se tiene que es la región más importante y variable del
espectro. La principal contribución a la señal aleatoria se debe a las interacciones
del viento y la lluvia con la supercie del mar estando vinculada a las condiciones
climáticas.
En esta sección, se encuentran en su mayoría las señales acústicas con las que se
trabajan en esta tesis. La fuente de ruido ambiental dominante generalmente es el
ruido de la supercie generado por el clima. Esto es lo sucientemente signicativo
como para que el rendimiento del sistema acústico cambie con las condiciones
climáticas. Sobre los 40 kHz, se cree que la principal contribución proviene del ruido
térmico de las moléculas de agua.
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Figura 1.23: Gráca de Wenz que representa los niveles sonoros del ruido de fondo del mar
en diferentes rangos frecuenciales
59

Capítulo 2
Comunicaciones acústicas
submarinas
El agua es un medio natural para la propagación de las ondas acústicas, por lo
que hoy en día estas son un campo de investigación en diversas aplicaciones, entre
ellas, las comunicaciones submarinas. En este capítulo, se estudian las técnicas de
modulación empleadas en las comunicaciones acústicas submarinas para así utilizarlas
en el fenómeno de propagación no lineal llamado, efecto paramétrico.
En el apartado 2.1, se presenta una breve descripción comparativa entre las diferentes
tecnologías existentes en las comunicaciones submarinas: las de radiofrecuencia,
las ondas ópticas y las ondas acústicas; con el n de justicar las ventajas y
desventajas de las tecnologías acústicas. En el apartado 2.2, se expone una revisión
histórica de las comunicaciones acústicas submarinas que incluye los avances en
las diferentes técnicas de modulación para la transmisión digital de información,
así como sus aplicaciones. Además, se presenta un compendio de investigaciones
realizadas por otros investigadores relacionado con el efecto paramétrico aplicado
a las comunicaciones acústicas submarinas.
En el apartado 2.3, se introducen las diferentes técnicas de modulaciones, tanto
analógicas como digitales. Con ello y haciendo referencia a los resultados del
Capítulo 1, en el apartado 2.4 se expone la técnica para obtener las correspondientes
modulaciones para comunicación acústica basada en el efecto paramétrico que, en
última instancia, consiste en las combinaciones de tonos (senos) o sweeps (barridos
senoidales). Se aborda el método directo, que obtiene la nueva modulación a través de
la aplicación directa de la técnica de demodulación de Berktay a la modulación lineal.
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2.1 Las comunicaciones submarinas
Las comunicaciones submarinas consisten en la transmisión de información a través
del mar mediante la utilización de tecnologías basadas en ondas de radiofrecuencia,
ondas ópticas o acústicas; cada una de estas tecnologías presentan ciertas limitaciones
y ventajas. En comparación con las comunicaciones aéreas, presentan la limitación de
que el agua es opaca a la radiación electromagnética, excepto en la banda visible e
incluso, en esta banda la luz penetra sólo unos pocos cientos de metros en aguas claras.
En consecuencia, las tecnologías acústicas han tomado importancia en el desarrollo de
sistemas de comunicaciones submarinas hasta llegar, actualmente, a representar una
tecnología relativamente madura y robusta a pesar de sus limitaciones en cuanto a tasa
de transmisión de datos y latencia [40, 41]. En este apartado, se explica brevemente
la inuencia del canal submarino en las diferentes tecnologías existentes para la
transmisión de información, y así entender este auge en las tecnologías acústicas.
2.1.1 Comunicaciones por radiofrecuencia
Uno de los mayores logros tecnológicos de la historia moderna, es la implementación
de medios de comunicación y transmisión de información a través de largas
distancias (teléfono, radio, televisión). La mayoría de estos sistemas usan ondas
electromagnéticas, de naturaleza similar a la luz, cuyas propiedades se descubrieron en
el siglo XIX y se utilizaron por primera vez a principios del siglo XX. Desde entonces,
han tenido un papel importante para la transmisión de información [9]. Sin embargo,
una gran parte de la Tierra sigue siendo inaccesible a las ondas electromagnéticas;
el reino submarino, que representa más del 70% de su supercie, no permite la
propagación de ondas de radiofrecuencia adecuadamente. En efecto, dado que el agua
de mar, presenta una fuerte conductividad (4 S/m en promedio), que aumenta sobre
todo con la salinidad, esto se traduce en una mayor atenuación (∼1 dB/m), lo que
limita el alcance y utilidad de las comunicaciones submarinas por radiofrecuencia
[42,43].
Ahora bien, como la atenuación aumenta con la frecuencia tal como se observa en
la Figura 2.1 las comunicaciones electromagnéticas se podrían emplear con bajas
frecuencias en agua dulce donde hay menor conductividad, mejorando su alcance. Sin
embargo, esto precisaría, de antenas más grandes debido a las mayores longitudes de
onda de estas frecuencias.
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Figura 2.1: Absorción de ondas por radiofrecuencia
2.1.2 Comunicaciones ópticas
Las comunicaciones ópticas emplean ondas electromagnéticas con longitudes de onda
entre los 400 nm y 500 nm, presentando una gran ventaja en la transmisión de
datos, que potencialmente, puede superar 1 Gbps. Sin embargo, existen desventajas
para la comunicación óptica en el agua, tales como: las señales ópticas se absorben
rápidamente en el agua de modo, que la luz penetra solo unos pocos cientos de metros
en las aguas más claras y mucho menos en aguas turbias; las partículas en suspensión
ocasionan una dispersión óptica signicativa, el alto nivel de luz ambiental en la parte
superior de la columna de agua interere en la comunicación [44].
Figura 2.2: Gráca de la absorción de la luz en el agua de mar. Espectro visble (izquierda),
penetración (derecha)
En la Figura 2.2 se muestra la curva de absorción del agua de mar para el espectro
visible (izquierda), así como su penetración (derecha). Se observa que la radiación
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roja, naranja y amarilla se atenúan rápidamente, entre los primeros 30 m, mientras
que las longitudes de onda entre 400 y 500 nm (radiación verde azulada) presentan,
una menor absorción y mayores longitudes de penetración.
2.1.3 Comunicaciones acústicas
Las ondas acústicas consisten en vibraciones mecánicas que se propagan en un
medio. Estas, se pueden desplazar fácilmente en el agua de mar, donde su uso
podría compensar hasta cierto punto las capacidades limitadas de las ondas de
radiofrecuencia y ópticas en este medio.
Las ondas acústicas en el agua se propagan mucho mejor que en el aire (su velocidad
de propagación es cuatro veces mayor), pueden alcanzar niveles mucho más elevados y
sobre todo, sufren menos atenuación en comparación con los sistemas de comunicación
anteriormente descritos (∼1 dB/km); por lo tanto, pueden viajar a grandes distancias
y penetrar a mayores profundidades [45]. Estas ventajas se ven mitigadas por
otras limitaciones como, la perturbación por un nivel de ruido ambiental más alto,
y reexiones no deseadas que aprovechan las mismas condiciones para una fácil
propagación.
2.1.4 Comparativa
A modo de resumen, se presenta la Tabla 2.1 que aúna las características de las
tecnologías empleadas en las comunicaciones submarinas.
Acústica Radiofrecuencia Óptica
Velocidad del sonido v1500 m/s v300000 km/s v300000 km/s
Velocidad de datos <100 Kbps <10 Mbps <1 Gbps
Pérdidas de potencia >0.1 dB/m/Hz v28 dB/km/100MHz turbidez
Ancho de banda v kHz v MHz v10 - 150 MHz
Banda frecuencial v kHz v MHz v 1014 - 1015 Hz
Limitaciones Ancho banda Potencia Ambiente
Rango efectivo v km v 1 - 100m v 1 - 100m
Tabla 2.1: Comparación de los sistemas de comunicaciones submarinas por medio de las
tecnologías acústicas, radiofrecuencias y ópticas
Se observa que, las comunicaciones con radiofrecuencia proporcionan altas velocidades
de datos, pero limitadas a una fuerte atenuación por la conductividad del agua de
mar, las comunicaciones ópticas proporcionan velocidades de datos mucho más altas,
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sin embargo, están sujetas por la atenuación de la turbidez del agua de mar, las
ondas acústicas proporcionan amplias distancias de trasmisión, pero presentan bajas
tasas de trasmisión de datos y se encuentran sujetas a las reexiones debido a la
propagación multicamino. En la Figura 2.3, se evidencia el porqué de la selección de
las ondas acústicas en comparación de las tecnologías descritas anteriormente.
Con todo lo anterior, el entorno marino desempeña un papel muy complejo en la
transmisión de las señales. Este puede ser el principal problema encontrado en el uso
de las comunicaciones submarinas. Por lo tanto, justica los importantes esfuerzos
realizados durante el último medio siglo en el estudio y modelado de la propagación
acústica bajo el agua, y así tenerlos en cuenta en el diseño de los sistemas de
comunicaciones de acústica submarina.
Figura 2.3: Comparativa de la atenuación en función de la frecuencia, exceptuando las
comunicaciones ópticas
2.2 Las comunicaciones acústicas submarinas
2.2.1 Revisión histórica
La posibilidad de utilizar el sonido para detectar barcos distantes escuchando el ruido
que irradian al agua, fue estudiado en 1490 por primera vez por Leonardo da Vinci [46].
Sin embargo, las aplicaciones prácticas son más recientes, y los primeros dispositivos
de comunicaciones acústicas submarinas utilizados de manera eciente fueron los
sistemas de detección pasiva desarrollados durante la Primera Guerra Mundial. La
idea de que los obstáculos a la navegación y los objetivos podrían ser detectados por
los sistemas acústicos activos se había estudiado desde el comienzo del siglo XX. Este
esfuerzo de investigación se vio estimulado, en particular, por la pérdida del Titanic
en 1912. Paul Langevin, realizó experimentos en el mar y en el río Sena entre 1915 y
1918, y demostró que era posible transmitir señales y detectar submarinos usando sus
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ángulos y distancias desde el receptor. Su innovación consistió en usar un transductor
piezoeléctrico, que trabajara a 38 kHz [47]. Este concepto fue adoptado por la mayoría
de las aplicaciones posteriores.
La tecnología del SONAR1 mejoró considerablemente entre las dos guerras mundiales
y se beneció de la aparición de la electrónica. En 1941, EE. UU. invirtió en
investigación y desarrollo de sonares, mejorando el rendimiento de los sistemas de
sonares activos, así como la comprensión de la propagación de la onda acústica en el
medio marino. Una gran parte del conocimiento del sonar básico que todavía se usa
hoy, data de esta época.
Entre los primeros sistemas de comunicaciones acústicas, se tienen la comunicación de
voz entre submarinos desarrollado por EE. UU. al nal de la Segunda Guerra Mundial
(1945); actualmente en uso. El sistema propuesto utilizaba una modulación analógica
en amplitud con una banda frecuencial entre los 2 y los 15 kHz [48]. Durante la Guerra
Fría, también se desarrollaron varios sistemas basados en redes de comunicaciones
inalámbricas submarinas, como por ejemplo, el sistema SOSUS (Sound SUrveillance
System), que consistían en un conjunto de hidrófonos situados de manera estratégica
en el fondo del mar para localizar submarinos soviéticos silenciosos [49].
Posteriormente en los años 70, con el desarrollo del (DSP2), se empiezan a implementar
distintos tipos de modulaciones entre las cuales estan, la modulación de frecuencia
combinada con la modulación de fase. Alrededor de la década de 1980, se alcanzan
velocidades de transmisión de datos del orden de los kilobits por segundos (kbp)
con las anteriores modulaciones [50]. En la década de los 90, se hace hincapié en la
modulación de fase la cual alcanza velocidades de 16 kbps con transmisiones a lo
largo del eje de profundidades [51] y 10 kbps para una transmisión en el eje de las
distancias con separación entre emisor y receptor de 2 km [52]. Después, el Instituto
Oceanográco Woods Hole, desarrolla un sistema con velocidades de 40 kbps para
distancias de 2 km [53].
En los siguientes años, los avances consistieron en desarrollar otros tipos de
modulaciones llamadas modulaciones avanzadas, en las que se encuentra, la técnica
de modulación de espectro ensanchado por secuencia directa (DSSS3) [54]. En el año
2004, se utiliza la técnica de modulación espacial y la (OFDM4) [55,56].
Actualmente, se siguen empleando todas estas técnicas de modulación para los
diferentes sistemas de comunicaciones en acústica submarina.
1Sound Navigation and Ranging
2Digital Signal Processor
3Direct Sequence Spread Spectrum
4Orthogonal Frequency Division Multiplexing
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2.2.2 Aplicaciones
En las comunicaciones acústicas submarinas, aparecen diversas aplicaciones en
diferentes contextos, tales como: el cientíco, industrial/comercial y el de seguridad;
como ejemplo se tiene la Figura 2.4. Las redes de sensores submarinos, sonares o
ecosondas, permiten una forma de recopilar información del entorno marino para
aplicaciones tales como:
Control y monitorización de actividades comerciales como gasoductos y oleoductos.
Con un sistema de comunicación, se podrían detectar posibles derrames o evitar
fallos en la infraestructura e informarlo a la plataforma central de comunicaciones.
Registro de datos ambientales del océano tales como, temperatura, salinidad,
presión y niveles de oxígeno en el agua, que son importantes a corto plazo para la
predicción de alteraciones naturales como maremotos y el seguimiento del cambio
climático.
Observación y estudio de la vida submarina, importante para mantener la
biodiversidad, la fauna y la ora a través de la telemetría acústica.
Control de la navegación y tránsito naval tanto en puertos como en zonas costeras
o alta mar.
Detectar y localizar obstáculos y objetivos; esta es la función primordial de
los sistemas de sonar, principalmente para aplicaciones militares, como la lucha
antisubmarina.
Figura 2.4: Ejemplos de aplicaciones para comunicaciones acústicas
Las anteriores aplicaciones, se logran a través de redes de sensores desplegadas en
zonas marinas que se comunican por cable o de forma inalámbrica a través de nodos
libres, comunicación entre submarinos, buques de supercie o sistemas operados
remotamente, obteniendo así una red de comunicación heterogénea para transferir
la información de los datos adquiridos al remitente inicial, además de informar de
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posibles peligros, como la detección de una intrusión o un evento peligroso para el
ecosistema marino.
2.2.3 Comunicaciones acústicas paramétricas
El creciente interés en las comunicaciones acústicas, puede atribuirse a las necesidades
cientícas y comerciales, esenciales para la exploración de recursos marinos, el
monitoreo del medio ambiente, defensa territorial, entre otros, que emplean, sistemas
de comunicaciones tales como, (AUV5) o (UUV6) y/o Redes Inalámbricas de Sensores
(RIS) o alámbricas [5760].
Como se comentó en el apartado 2.1, el estudio de la propagación del canal acústico
submarino, ha contribuido a mejorar los diseños en los sistemas de comunicación.
Teniendo en cuenta que una de las limitaciones más relevantes en aguas poco
profundas es la propagación multicamino, nace el estudio de los sistemas de
comunicaciones acústicos paramétricos [61].
Las fuentes acústicas paramétricas, se empezaron a utilizar gradualmente en
comunicaciones acústicas con sonar en aguas poco profundas, donde las reexiones son
mayores debido al multicamino [4349], con el n de obtener un mejor rendimiento, tal
como lo presenta la Figura 2.5. Además de, trabajar en el diseño del ancho de banda
de la señal de un array paramétrico para obtener altas velocidades de transmisión [43].
Figura 2.5: Ejemplo de las reexiones debidas al multicamino en la propagación de la señal
acústica en aguas poco profundas (izquierda) y mejora de estas debido al uso de fuentes
paramétricas (derecha)
Aunque la teoría de la propagación de ondas no lineales en uidos está muy
bien estudiada y conocida desde el siglo XX, se han realizado pocos sistemas de
comunicaciones paramétricos empleando la transmisión de datos digitales a través
de las técnicas de modulaciones existentes. Un trabajo importante en este campo se
realizó en la Universidad de Birmingham, en Reino Unido: BASS 300 PARACOM,
5Autonomous Underwater Vehicle
6Unmanned Underwater Vehicle
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cuyo proyecto de la Unión Europea [62, 63] obtuvo un enlace de comunicación
paramétrico de largo alcance para su uso en telemetría. Emplearon un sistema
de comunicación testeando diferentes modulaciones; FSK, MSK y BPSK, para
posteriormente, obtener datos de comunicación con la modulación M-DPSK aplicando
una frecuencia central de 300 kHz y una frecuencia secundaria de 50 kHz. Los
resultados muestran que, el sistema se puede emplear para combatir la propagación
multicamino en aguas poco profundas. Este modelo se desarrolló, para conrmar
las predicciones hacia un futuro enlace operacional de largo alcance, utilizando una
frecuencia central de 50 kHz y frecuencia secundaria de 5 kHz.
Las comunicaciones acústicas a través de la generación paramétrica, ofrecen grandes
ventajas dado que, los haces de baja frecuencia generados por la modulación de una
onda portadora, son altamente directivos, logrando así disminuir en su mayoría, las
múltiples reexiones generadas en aguas connadas (poco profundas). Además, esta
alta directividad en bajas frecuencias, se logra con el uso de transductores físicamente
pequeños. Por lo tanto, se tendrían comunicaciones de largo alcance y baja frecuencia
empleando una fuente compacta.
Con todo lo anterior, la desventaja de la transducción paramétrica, es su baja
eciencia de conversión [62,64] que equivale por lo menos a una pérdida de potencia de
20 dB. Además de esto, se requiere una alta potencia para el haz primario, alrededor
de los cientos de Watios. Sin embargo, si no es necesario que el enlace de comunicación
funcione todo el tiempo, como, por ejemplo, el caso de una aplicación petrolera que
ofrece un gran suministro de energía, la transducción paramétrica puede ser una buena
opción por emplear.
En la Tabla 2.2, se presentan los artículos en el ámbitos de las comunicaciones
acústicas paramétricas, que emplean técnicas de modulaciones digitales, utilizadas
para transmitir información de datos. Posteriormente, en el siguiente apartado, se
estudian estas técnicas de modulaciones tanto de forma analógica como digital, para
la transmisión de datos en sistemas de comunicaciones.
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[62] 1996 DPSK 300
275 y
325
50
10 y
20
10 228 201.9 2.2 10−5 30
[63] 1996 DPSK 50
47.5 y
52.5
5 1 2 20 29.51
[65] 1996 FSK 50
47.5 y
52.5
2 y
10
0.4 1.8 10 231 190
4·10−3 a
6 ·10−5
10 a
30
[64] 1996 MDPSK 50
47.5 y
52.5
5 1, 2, 3 10 230 190 2.2 10−5 30
[66] 2000 DPSK 50
47.5 y
52.5
5
0.56 · 10−3 y
1.9 · 10−3 30
[67] 2008
LFM
BPSK
PAM
CPFSK
[68] 2012 MIMO 560 45 0.013 28 10−4
[61] 2012
PSK
QAM
[69] 2013
ASK
PSK
QAM
[70] 2015
LFM
PAM
BPSK
[71] 2016
BPSK
DSS
153 157
152 158
151 159
8 12
7 13
6 14
0.031
0.047
0.062
4
6
8
[72] 2016
PSK
QAM
[73] 2018 Pulso
[74] 2019
QPSK
LFM
Pulso
150
8 12,
10
6.67·10−4 4.9
Tabla 2.2: Artículos relevantes en el campo de las comunicaciones acústicas paramétricas
fc : frecuencia central SPLp : Nivel de Presión Sonora de la portadora
fp : frecuencia portadora SPLs : Nivel de Presión Sonora de la secundaria
fs : frecuencia secundaria BER : Bit error
B : Ancho de banda SNR : Relación señal ruido
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2.3 Técnicas de modulaciones
Introducción
La modulación es el conjunto de técnicas empleadas para transportar cierta
información sobre una señal llamada portadora o central, que altera algunas de sus
características (amplitud, frecuencia, o la fase) en función de otra señal, conocida como
moduladora, dando lugar a una señal modulada. Las modulaciones son típicamente
utilizadas en sistemas de comunicaciones con sonares lineales y paramétricos [75].
La Figura 2.6 muestra un esquema de un proceso de modulación genérico, válido para
todo tipo de modulaciones, que incluye la nomenclatura que se empleará a lo largo
de este capítulo.
Figura 2.6: Esquema genérico de modulación
El esquema involucra las señales comentadas a continuación:
- z(t): señal moduladora, que contiene la información que se quiere transmitir.
- y(t): señal portadora, que ofrece el soporte para trasladar de frecuencia la señal
moduladora; de tipo seno frecuentemente, es decir, y(t) = Apωp · t, donde ωp =
sin(2πfp).
- x(t): señal modulada, generada del proceso de modulación, es decir, el producto de
la portadora con la moduladora.
La señal moduladora puede ser analógica o digital, esta depende de la técnica de
modulación que se emplee. Así, si se emplea la técnica de modulación analógica, la
moduladora será z(t) = ωm · t, donde ωm = sin(2πfm) y si, por el contrario, se utiliza
una modulación digital, la moduladora consistirá en un conjunto de dígitos binarios
conformados por el bit 1 y 0. Seguidamente, se comentan las técnicas de modulación
analógicas y digitales.
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2.3.1 Modulaciones analógicas
Entre los tipos de modulación analógicas más utilizadas se tienen las modulaciones
en amplitud (AM7) y las modulaciones angulares. De entre las angulares está la de
Frecuencia Modulada (FM8) y la Modulación de Fase (PM9), tal como se observa
en la Figura 2.7. En esta tesis sólo se introducirá la modulación AM, las angulares
podrán profundizarse en [76,77].
Figura 2.7: Tipos de modulación analógica
En cualquier tipo de modulación (analógica o digital), la señal portadora y(t) tiene
la siguiente forma [78].
y(t) = Ap sin(2πfpt+ ϕp) (2.1)
Donde Ap, es el valor de la amplitud de la portadora, fp, es la frecuencia de la señal
portadora y ϕp, es la fase de la portadora. Cada una de estas variables están en
función de la señal moduladora. Dependiendo de qué variable se aplica (amplitud,
frecuencia o fase) se tiene la modulación en amplitud, modulación en frecuencia o en
fase. A continuación, se analizan cada una de ellas.
Modulación en amplitud (AM)
La modulación en amplitud, es una técnica que consiste en cambiar la amplitud de la
señal portadora y(t) = Ap sin(2πfpt), de frecuencia fp relativamente alta, en función
de la amplitud de una señal moduladora tipo senoidal z(t) = sin(2πfmt), de frecuencia
moduladora fm más baja. Representada como:
xAM (t) = y(t) · z(t) (2.2)
7Amplitude Modulation
8Frequency Modulation
9Phase Modulation
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Donde Ap es la amplitud de la portadora.
La Figura 2.8, muestra un ejemplo de una modulación AM, en la que se observa cómo
la forma de onda de esta modulación llamada envolvente (gura azul) es idéntica a
la señal moduladora, es decir, la envolvente de la señal modulada tiene la forma del
mensaje.
Figura 2.8: Ejemplo de una modulación en amplitud, representada por la onda portadora
(izquierda), onda moduladora (centro) y señal modulada (derecha)
El resultado de la AM es desplazar la señal moduladora a una banda frecuencial
alrededor de la portadora, de modo que el espectro frecuencial se corresponde a una
banda lateral inferior (fp − fm) junto a una banda lateral superior (fp + fm). La
Figura 2.9 presenta un esquema del espectro frecuencial para este tipo de modulación.
Figura 2.9: Esquema del espectro frecuencial de una modulación AM
2.3.2 Modulaciones digitales
Las modulaciones digitales permiten un uso más eciente del ancho de banda del
canal acústico submarino. Estas modulaciones, consisten en portadoras analógicas
moduladas a través de una señal moduladora digital, donde el símbolo binario mas
básico es el dígito binario o bit (1 o 0) [79]. Para expresar la velocidad de transmisión
de estos dígitos, se emplean los bits por segundos (bps). Una de las ventajas de
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usar estas modulaciones, es que mejora la interferencia entre símbolos y tienen la
posibilidad de implementar mecanismos que permitan la detección y corrección de
posibles errores que suceden durante la transmisión. Su principal ventaja es que son
inmunes al ruido. Estas señales se evalúan en un intervalo de muestras y se pueden
guardar y procesar más fácilmente que las analógicas.
Modular en digital, consiste en convertir una señal digital en analógica donde variará
su amplitud, frecuencia, fase o amplitud y fase conjuntamente, según los valores que
vaya tomando la señal digital de información [79].
Partiendo de la expresión (2.1), Se tiene que, si la señal de información (moduladora)
es digital, y la amplitud de la portadora varía en función de la moduladora se genera
una modulación por commutación de amplitud (ASK10). Si varía la frecuencia de
forma proporcional a la moduladora, se tiene una modulación por commutación de
frecuencia (FSK11), si se varía la fase de la portadora en función de la moduladora,
se tendrá una modulación por conmutación de fase (PSK12). Por otro lado, si varía la
fase y frecuencia se obtiene una modulación en cuadratura por conmutación de fase
(QPSK13) y, si lo que varía es la amplitud y fase de la portadora de forma proporcional
a la señal moduladora, entonces se tendrá una modulación de amplitud en cuadratura
(QAM14).
En la siguiente Figura 2.10, se presenta un esquema de los diferentes tipos de
modulaciones digitales que existen.
Figura 2.10: Tipos de modulación digital
10Amplitude Shift Keying
11Frequency Shift Keying
12Phase Shift Keying
13Quadrature Phase Shift Keying
14Quadrature Amplitude Modulation
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A continuación, se explican estas modulaciones digitales en su forma más básica, es
decir, empleando símbolos sin codicarlos a un nivel mayor que el binario, y podrán
profundizarse en [78,80,81].
Modulación por desplazamiento de amplitud (ASK)
Esta modulación, representa los datos digitales como variaciones de voltaje de la
onda portadora. La amplitud de una señal portadora analógica, varía conforme a
la amplitud del bit 1 o 0, manteniendo la frecuencia y la fase constante. Cuando
la portadora equivale a un 1 lógico se dice que está encendida, y cuando equivale
a 0 lógico está apagada. Esta forma de modulación ASK se denomina (OOK15). A
continuación, se presenta la expresión que dene esta modulación a través de una
señal binaria.
xASK(t) =
1
2
[
1 + z(t)
][
Ap sin(2πfpt)
]
(2.3)
La señal binaria moduladora z(t) tiene amplitud 1 V y -1 V para el bit 1 y 0 lógico
respectivamente. Entonces, en función del bit a enviar, esta expresión toma la forma:
xOOK[bit1](t) = Ap sin(2πft) (2.4)
xOOK[bit0](t) = 0 (2.5)
En la Figura 2.11, se presenta un ejemplo para este tipo de modulación.
Figura 2.11: Ejemplo de una modulación OOK para un código binario [1 0 0 1 1 0]. Onda
moduladora (izquierda) y señal modulada (derecha)
15On-O Keying
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Modulación por desplazamiento de frecuencia (FSK)
Es una modulación de amplitud constante que utiliza una frecuencia portadora, la
señal moduladora, es una señal binaria z(t) que varía entre un 1 y 0 lógico, y cada
uno se corresponde a una frecuencia determinada. Su representación matemática está
dada como sigue:
xFSK(t) = Ap sin
[
2π(fp + z(t)∆f)t
]
(2.6)
La señal binaria moduladora z(t) tiene amplitud 1 V y -1 V para el bit 1 y 0 lógico
respectivamente, y ∆f es la desviación máxima de frecuencia. En función del bit a
enviar, esta expresión toma la siguiente forma:
xFSK[bit1](t) = Ap sin
[
2π(fp + ∆f)t
]
(2.7)
xFSK[bit0](t) = Ap sin
[
2π(fp −∆f)t
]
(2.8)
En la Figura 2.12 se presenta un ejemplo de la modulación FSK. Se observa que,
cuando la señal moduladora binaria cambia de un 1 a un 0 lógico y viceversa, la señal
modulada se desplaza entre dos frecuencias f1 y f2.
Figura 2.12: Ejemplo de modulación FSK para un código binario [1 0 0 1 1 0]. Onda
moduladora (izquierda) y señal modulada con las dos frecuencias (derecha)
Modulación por desplazamiento de fase (PSK)
La modulación PSK binaria [57] (BPSK16), consiste en variar la fase de la señal
portadora según el símbolo de la moduladora digital z(t) (1 o 0 lógico). Asignando
+1V al 1 lógico y −1V al 0 lógico, y multiplicando la señal portadora por cada uno
de esos valores, se obtienen las siguientes expresiones. Donde una fase representa un
16Binary Phase Shift Keying
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1 lógico (0◦) y la otra un 0 lógico (180◦). Al cambiar de estado la señal moduladora,
la fase de la portadora varía entre esos dos ángulos.
xPSK[bit1](t) = Ap sin(2πfpt) · (1) = Ap sin(2πfpt) (2.9)
xPSK [bit0](t) = Ap sin(2πfpt) · (−1) = −Ap sin(2πfpt) (2.10)
La expresión (2.9) indica que la señal se encuentra en fase, mientras que en (2.10),
la señal está desfasada 180◦. En el ejemplo de la Figura 2.13 se puede ver dicha
modulación.
Figura 2.13: Ejemplo de modulción PSK para un código binario [1 0 0 1 1 0]. Onda
moduladora (izquierda), señal modulada (derecha)
Modulaciones Multinivel M-Aria
Hasta ahora, se han comentado dos posibles combinaciones binarias, las modulaciones
FSK y PSK, que codican bits individuales y tienen dos condiciones lógicas de salida
(1 o 0). Sin embargo, con las modulaciones multinivel, se pueden tener entradas
digitales con más de dos niveles que representa la cantidad de combinaciones posibles
para determinada cantidad de variables binarias, dado que a veces es necesario
codicar a un nivel mayor [77,78]. Por ejemplo, QPSK que equivale a 4-PSK presenta
4 posibles fases de salida M = 4 y así para, 8-PSK, 16-PSK. La condición de salida
posible se calcula como:
M = 2N (2.11)
Donde N es la cantidad de bits codicados yM es la cantidad de condiciones posibles
de salida con dicho número de bits. Así, si entran dos bits codicados entre ellos, se
tiene que las condiciones de salida equivalen a: M = 22 = 4.
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De entre los tipos de modulaciones M-Aria, se tienen las modulaciones multinivel
QPSK y sus variantes 8-PSK, 16-PSK. A continuación, se describe:
Modulación en cuadratura (QPSK). Es una técnica de modulación angular que
mantiene su amplitud constante. En esta modulación, cuando M = 4, son posibles
4 fases en la salida de la modulación para una sola frecuencia portadora. Así, se
deben tener cuatro condiciones distintas de entrada, como son: 00, 01, 10, 11.
Respecto a la modulación 8-PSK y 16-PSK, equivalen a M = 8 y M = 16
respectivamente. En la primera, se tiene que hay 8 posibles fases de salida, por
lo que se organizan los bits en grupos de tres 23 = 8 y en la segunda, existen 16
posibles fases de salida, por lo que los bits se organizan en grupos de cuatro bits
24 = 16.
A continuación, se presenta su expresión matemática.
xQPSK(t) =
[
sin
(
2π
fb
N
t
)][
sin(2πfpt)
]
(2.12)
El primer término del lado derecho de la expresión, corresponde a la fase de la señal
moduladora y el segundo término, corresponde a la fase de la señal portadora sin
modular.
Figura 2.14: Ejemplo de una modulación QPSK para un código binario [1 0 0 1 1 0]. Señal
moduladora (izquierda), señal modulada (derecha)
En general, los tipos de modulaciones M-Aria pretenden obtener una velocidad en
bps mucho mayor para un canal con un ancho de banda especíco, en comparación
con las obtenidas de las modulaciones ASK, FSK y PSK para ese mismo canal.
De entre las modulaciones M-Aria, la que consigue una mayor inmunidad frente al
ruido es aquella que presenta una M menor. Esto se debe a que en una modulación
QPSK se tiene una separación angular de 90◦ y por lo tanto la señal presenta un
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desplazamiento de fase de ±45◦ sin perder información. En 8-QPSK se tiene una
separación de 45◦, por lo tanto, su margen de conaza queda reducido a ±22.5◦.
Para 16-QPSK la separación angular entre fases es de ±22.5◦ y su desplazamiento
es de hasta ±11.25◦. Por esta causa, esta última modulación no se usa, dado que
es mas suceptible a irregularidades [77,79].
2.4 Modulaciones para señales no lineales tipo paramétrico
2.4.1 Introducción a las modulaciones para comunicaciones no
lineales
El proceso de obtención de señales paramétricas para comunicaciones acústicas
submarinas puede enfocarse desde dos puntos de vista: el proceso directo y el proceso
inverso.
Proceso directo e inverso
Esta tesis se enfoca en el proceso directo, que corresponde a la aplicación directa del
proceso de autodemodulación estudiado en el Capítulo 1, es decir, a partir de una señal
de comunicación dada por cualquiera de las expresiones del apartado 2.3, predecir
cuál sería el resultado de la propagación no lineal. Con ello, se puede comprobar la
eciencia de la señal paramétrica resultante para comunicar de forma directiva la
señal original. Entonces, tal como se vió en el Capítulo 1, el perl temporal de la
señal acústica paramétrica (haz secundario) se obtiene mediante la segunda derivada
de la envolvente E al cuadrado de la señal enviada:
xparam v
d2
dt2
E2(t) (2.13)
Aunque aquí no se aplica el proceso inverso, cabe resaltar solamente, que consiste en
la inversa de la autodemodulación y, corresponde a aplicar la raíz cuadrada de la doble
integral de la señal que se desea obtener paramétricamente. Esto puede profundizarse
en [67]:
E(t) =
√∫∫
xparam dt (2.14)
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Como se vio a lo largo del apartado 2.3, las técnicas de modulaciones lineales se basan,
en su mayoría, en la concatenación de señales analógicas tipo seno. Por ello, se puede
sintentizar la aplicación del proceso directo a este tipo de señales, tal como se verá.
Adicionalmente, por extensión, se analizan también señales tipo sweeps (barridos en
frecuencia de señales senoidales) que pueden utilizarse como elemento concatenante
de una comunicación paramétrica.
Se estudia en primer lugar, los esquemas de modulaciones lineales estándar; es decir
AM, y utilizando la teoría de Westervelt, se modela la transmisión paramétrica; donde
la autodemodulación de una onda de amplitud nita, corresponde al campo acústico
de la señal paramétrica (haz secundario) que es proporcional a la segunda derivada de
la envolvente al cuadrado de la señal enviada (haz primario). Con esto, se muestran
los resultados del proceso directo, para cada señal individual mediante análisis teórico.
Se estudia la modulación AM con doble banda lateral para la generación del efecto
paramétrico tal como proponen algunos autores en [82, 83] y se presenta un estudio
con señales tipo seno y sweep paramétrico. Estas modulaciones, son formadas por
la combinación de una señal con frecuencia portadora fp correspondiente a la alta
frecuencia y una señal con frecuencia moduladora fm que es la baja frecuencia. En la
siguiente Figura 2.15, se presenta un esquema del espectro frecuencial de las señales
moduladas, que corresponden a una modulación AM con un seno y sweep paramétrico.
Figura 2.15: Esquema del espectro en frecuencia de una modulación AM para un seno
paramétrico (izquierda) y para un sweep paramétrico (derecha)
La Figura 2.15 de la izquierda, representa una señal resultado de la modulación entre
dos señales tipo seno, donde la propagación no lineal de esta señal, supondrá la
aparición de la frecuencia diferencia fd que coincidirá con el doble de la frecuencia
moduladora. La gura de la derecha, hace referencia al caso en que la moduladora
sea una señal tipo sweep paramétrico, su propagación no lineal en el medio dará lugar
a la generación de un barrido frecuencial cuya frecuencia diferencia inicial y nal
correspondan al doble de la frecuencia moduladora inicial fm1 hasta llegar al doble
de la moduladora nal fm2.
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Las señales generadas en esta tesis, son determinadas de acuerdo con la frecuencia que
se desee producir paramétricamente en el medio, esto quiere decir que, partiendo de
una frecuencia esperada en la recepción, se genera la correspondiente señal a emitir.
Seno paramétrico
El uso de este tipo de señales para estudios paramétricos viene dado por una parte, por
su relación con las comunicaciones lineales y por otra, por su facilidad de generación
originado mediante el efecto paramétrico. En consecuencia, su generación se basa en
la obtención de una señal secundaria con frecuencia diferencia fd a partir de una señal
primaria de dos frecuencias f1 y f2, de modo que fd = |f2 − f1|; o equivalentemente,
una señal primaria modulada con frecuencia portadora fp y moduladora fm, de modo
que fd = 2fm.
La desventaja que presentan estas señales es una relativa mayor dicultad de detección
al poseer un ancho de banda frecuencial estrecho, como se estudiará en el Capítulo 3,
la correlación es más ancha y, por tanto, más difícil de discriminar respecto del ruido.
A continuación, se presenta la aplicación del proceso directo al caso del seno
paramétrico.
Proceso directo: a partir de la señal senoidal conocida z = sin(2πfmt) (representa
un bit de una modulación), que se utiliza como moduladora de una señal portadora
y = sin(2πfpt), se obtiene la señal modulada x = y · z, que corresponde a la señal
primaria. Posteriormente, al aplicar la ecuación (2.13), se obtiene el perl de la señal
secundaria xparam, que toma la siguiente forma:
xparam v
d2
dt2
E2(t) =
d2
dt2
| z |2 = 8π2f2m · sin
[
2π(2fm)t+
π
2
]
(2.15)
Por lo tanto, el seno paramétrico es un tono de frecuencia, el doble de la moduladora
2fm, desfasada π/2 radianes y con una amplitud que depende de la frecuencia
moduladora.
La Figura 2.16 muestra el efecto de aplicar este proceso:
81
Capítulo 2. Comunicaciones acústicas submarinas
Señal de información Señal primaria Señal secundaria
Figura 2.16: Proceso directo para un seno paramétrico en tiempo y frecuencia
Sweep paramétrico
Debido a que estas señales son barridos frecuenciales de señales tipo seno, tratan con
un ancho de banda frecuencial mucho más amplio; por lo tanto, la ventaja que poseen
es que su detección por el método de correlación cruzada se hace más precisa, debido
a que se obtienen máximos bastante estrechos y denidos en comparación, con los
senos paramétricos. Esto se estudiará en el siguiente Capítulo 3.
La modulación para un sweep paramétrico, se genera deniendo la señal moduladora
en un intervalo de tiempo ∆t, que corresponde a la duración T de la señal y, otro
intervalo frecuencial ∆f que se extiende desde fm1 hasta fm2 o viceversa, que son la
frecuencia inicial y nal del sweep respectivamente. En la Figura 2.17 se presenta el
esquema que dene esta modulación.
Figura 2.17: Esquema de la generación de una modulación tipo sweep paramétrico
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Proceso directo: a partir de una señal moduladora conocida que representa un bit
z = sin(2πfmt); donde fm(t) =
∆f
∆t + f1 con un frecuencia f expresada en Hz, y t el
instante de tiempo, expresado en segundos. Se tiene, el perl de la señal secundaria
xparam expresado a continuación:
xparam v
d2
dt2
z2 = 4π
∆f
∆t
sin
[
2π · 2fm(t) · t
]
+ 8π2
(
∆f
∆t
· 2t+ f1
)(
fm(t) +
∆f
∆t
· t
)
cos
[
2π · 2fm(t) · t
]
(2.16)
En esta ecuación, la señal secundaria esperada, es un sweep que corresponde al doble
de la frecuencia moduladora y cuya amplitud crece proporcional a ∼ t3.
Al igual que se presentó un ejemplo gráco del proceso directo analíticamente en la
señal tipo seno paramétrico, se realiza el mismo estudio para la señal tipo sweep
paramétrico. La Figura 2.18 muestra esquemáticamente, el efecto de aplicar este
proceso. Se tiene la señal tipo sweep paramétrico desde los 4 kHz hasta los 40 kHz y
con una duración de 1 ms.
Señal de información Señal primaria Señal secundaria
Figura 2.18: Proceso directo para un sweep paramétrico en tiempo y frecuencia
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Capítulo 3
Procesamiento de señales
acústicas
El procesamiento de señales acústicas consiste en la manipulación, transformación y
representación de las señales, para obtener características o parámetros acorde al uso
o aplicación que se desee estudiar, tales como: generación acústica, comunicaciones
submarinas, calibración de transductores, entre otros. En esta tesis, todas las señales
son digitalizadas de modo que las señales se discretizan en tiempo y amplitud dado
que, de esta forma, la señal se puede representar mediante una secuencia de valores
nitos que puede ser procesada a través de un computador. Consecuentemente, el
tratamiento de señales empleadas se realiza en dicho contexto de procesado digital.
En en el apartado 3.1, se exponen los fundamentos de las técnicas empleadas para el
procesado de señales en el dominio del tiempo, frecuencia y correlación. Al estudiar
estos dominios, se obtienen diferentes técnicas para la parametrización de las señales
acústicas que se aplican a las señales empleadas en esta tesis, cada cual más o menos
adecuado según la aplicación.
En el apartado 3.2, se aborda la aplicación del procesamiento, a señales acústicas
lineales utilizadas en la calibración de los transductores en emisión y recepción, y
con ello, se describen los procesos inherentes para la caracterización (preprocesado,
registro de las medidas y posprocesado).
En el apartado apartado 3.3, se ahonda en la aplicación al estudio de señales acústicas
no lineales tipo paramétrico. Con todo, al trabajar de forma complementaria los
distintos dominios, se obtienen las diferentes características comparables para las
señales en régimen lineal y no lineal (paramétrico).
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3.1 Técnicas para el procesado de señales
En el diagrama de ujo de la Figura 3.1, se presenta el proceso por el que pasa la
señal desde que se envía al sistema de generación, se propaga en el medio (agua) y
nalmente, es recibida por el sistema de adquisición para, posteriormente, analizarla
junto con la señal previamente enviada:
Figura 3.1: Diagrama de ujo de la señal enviada y recibida
Cuando la señal se propaga en el medio, sufre un retardo en su recepción debido al
tiempo de vuelo. Además, llega parcialmente enmascarada por el ruido del sistema,
y atenuada, debido a las pérdidas en la propagación. Por ello, para dilucidar las
características de la señal bajo estudio, existen las técnicas de procesado. Cada
una de ellas permite extraer unos parámetros o información relevante que se hallan
ocultos o enmascarados en su representación original [84], y pueden ser utilizados para
caracterizar o discriminar unas señales de otras.
Las técnicas empleadas en esta tesis se basan en un procesado en el dominio del
tiempo, dominio de la frecuencia y de correlación. Cada una de estas técnicas se
explica a continuación, remarcando la información que puede extraerse de la señal
original.
Una vez la señal acústica se registra, se necesitan realizar ciertas técnicas de búsqueda
o localización de eventos producidos en el momento en que la señal se grabó, ya que
estas contienen un conjunto de información relevante que no pueden ser deducidas a
simple vista. Esta búsqueda se conoce como detección, y es clave para poder identicar
de forma precisa dichos eventos.
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3.1.1 Procesado en el dominio del tiempo
El dominio del tiempo (transformada identidad)
Describe el comportamiento de una señal respecto al tiempo. Es el dominio inherente
de toda señal acústica, y a pesar de que es la representación más básica que se puede
obtener empleando las herramientas, y en las condiciones de medida adecuadas, puede
servir para extraer información relevante de la señal.
En el dominio temporal discreto, el valor de la señal o la función se conoce únicamente
en algunos instantes del eje temporal, y sus amplitudes están discretizadas de
modo que, no puede tomar cualquier valor, sino, únicamente aquellos dados por
la profundidad de bits de su cuanticación. Así, las señales que se emplean son
digitalizadas previamente a su procesado, y están formadas por una secuencia de N
muestras tomadas a intervalos regulares, separados por un periodo T = 1/fs, siendo
fs, la frecuencia de muestreo. Ahora bien, el teorema de muestreo arma, que para
muestrear una señal de forma que se cumpla la condición de Nyquist (fs > 2fmax),
la frecuencia de muestreo deberá ser mayor que el doble de la frecuencia máxima de
la señal. Con esto, será posible una reconstrucción satisfactoria de la misma.
En numerosos casos que son de interés en esta tesis, es útil conocer parámetros
de la señal en determinadas frecuencias y/o bandas de frecuencias. Para obtener
dicha información en el dominio del tiempo, la herramienta básica a emplear es el
ltrado, proceso por el cual la parte útil o necesaria de una señal, se separa de otras
componentes frecuenciales indeseadas. Por lo tanto, al ltrar la señal, se obtiene su
perl temporal para ese rango frecuencial, mostrando solo la amplitud resultante de
ese ancho de banda deseado.
En el procesamiento digital de las señales acústicas analizadas en esta tesis, el ltrado
se emplea para dos propósitos:
- Para eliminar ruidos indeseados presentes en las señales recibidas, es decir, las
componentes frecuenciales que quedan fuera del rango de frecuencias de la señal a
estudiar.
- Para estudiar la información de distintas bandas de frecuencia dentro del rango de
frecuencias deseado.
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Parametrización en tiempo
Las señales en el dominio temporal, se pueden describir a través de parámetros de
amplitud tales como, el valor de pico, de pico a pico, o rms. En esta tesis, para
contrastar las amplitudes entre distintos dominios de análisis, se utiliza el valor de
pico Vp que, para señales armónicas estacionarias, se puede estimar como:
Vp
{
x[n]
}
= VRMS
{
x[n]
}
·
√
2 (3.1)
Donde VRMS , es el valor RMS1 de la señal, denido como sigue a continuación.
VRMS
{
x[n]
}
=
√√√√ 1
N
N∑
i=1
x2i [n] (3.2)
Cuando se muestrea y recorta la señal, se puede obtener su amplitud en diferentes
rangos frecuenciales (dentro de las frecuencias límite inferior finf y superior fsup),
realizando distintos ltrados sobre ella. La Figura 3.2, muestra un ejemplo de valores
pico obtenidos de una señal de banda frecuencial dada.
Seno lineal Seno paramétrico
Figura 3.2: Ejemplo de una señal recibida en tiempo con ruido (gris) y señal recibida
ltrada y enventanada entre t1 y t2 (ocre). Señal seno lineal (izquierda) y seno paramétrico
(derecha)
Previo al ltrado de la señal, para extraer información en el dominio del tiempo, se
toma la señal recibida y, se recorta en el tiempo que se cree estacionario, con el n de,
asegurar un buen comportamiento del ltro en el rango delimitado de tiempo deseado.
1Root Mean Square
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3.1.2 Procesado en el dominio de la frecuencia
El dominio de la frecuencia (Transformada de Fourier)
La Transformada de Fourier, transforma una señal que está representada en el dominio
del tiempo al dominio de la frecuencia. Es una técnica ampliamente utilizada para
representar las señales estacionarias, que ofrece características espectrales de una o
varias frecuencias sin alterar su contenido.
En la Transformada de Fourier, la señal se interpreta como una superposición de
ondas senoidales, de amplitud periódica, con frecuencia y fase constantes, es decir,
de ondas estacionarias armónicas. La relación entre la señal original en el dominio de
tiempo, x(t), y la señal en el dominio de la frecuencia, X(f), se relacionan a través
de las siguientes expresiones [85,86].
X(f) =
1√
2π
∫ ∞
−∞
x(t) e−j2πft dt x(t) =
1√
2π
∫ ∞
−∞
X(f) e−j2πft dt (3.3)
En el caso de señales discretas, como las analizadas en esta tesis, la Transformada
Discreta de Fourier, permite transformar un conjunto de valores obtenidos al
muestrear la señal continua x[n], al dominio discreto de la frecuencia k, de la siguiente
forma [87].
X[n] =
N−1∑
k=0
x[k]e
−2πkn
N (3.4)
La mayoría de las señales bajo estudio, corresponden dentro de un intervalo de
tiempo especíco, a señales estacionarias (cuasi-estacionarias). Por ello, se estudia a
continuación, los métodos adecuados de análisis (transformadas) y así poder obtener,
aquellos parámetros que estan enmascarados en la señal original, tanto en el dominio
del tiempo como en el de frecuencia.
Parametrización en frecuencia
Para analizar la señal en frecuencia, se debe aplicar un enventanado a la señal, es
decir; recortarla previamente en el dominio temporal donde se encuentra la señal
deseada (rango estacionario). Una vez realizado el proceso, se aplica la Transformada
de Fourier a esta señal como se observa en la Figura 3.3 para, posteriormente, obtener
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el valor representativo de la amplitud de la señal a partir del pico resultante en la/las
frecuencias de interés.
Vp,frec =
∣∣∣TF{V (t)}∣∣∣ 2
N
(3.5)
Seno lineal de 30 kHz en 1 ms Seno paramétrico de 30 kHz en 0.16 ms
Figura 3.3: Representación espectral de una señal tipo seno lineal (izquierda) y seno
paramétrico (derecha), ambas con frecuencia portadora de 200 kHz
Entonces, al recortar y realizar la Transformada de Fourier de esa ventana temporal
de la señal, se perderá la distribución temporal de la señal completa, pero se habrá
ganado en distribución frecuencial de la señal.
Concluyendo lo anterior, cuando se desea extraer información en el dominio de la
frecuencia, se realizan los siguientes pasos:
- Se toma la señal recibida en el tiempo y se recorta temporalmente entre t1 y t2.
- Se obtiene la Transformada Fourier.
3.1.3 Procesado en el dominio de la correlación
La correlación cruzada
La correlación, es una operación matemática que se utiliza para medir el grado de
semejanza entre dos señales [88]; esto es, si existe cierto parecido en las formas de ondas
x(t) y y(t), empleadas para, extraer información relevante de una señal desconocida a
través de la comparación con otra señal que sí se conoce. Se denomina autocorrelación,
cuando se quiere determinar el parecido de una señal x[n] consigo misma, y correlación
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cruzada, cuando se desea determinar el parecido entre dos formas de onda diferentes.
Dado que todas las medidas se registraron mediante un sistema de adquisición digital,
las señales en estudio se trabajan en tiempo discreto; con ello, la correlación entre las
dos señales x[n] y y[n] con un número de muestras N , se representa mediante la
siguiente expresión.
rxy[l] =
N∑
i=1
x[n] y[n+ l] (3.6)
A efecto de aplicación en esta tesis, se supone que la señal digitalizada por el
transductor emisor es x[n], y la señal digitalizada del hidrófono es y[n], donde
l = 1, 2, . . . , N , son el número de muestras en que y se retrasa con respecto a x.
Así, la función de correlación cruzada se determina para un número de valores l, y la
estimación del tiempo de retardo estará entre los valores de l en los que la función de
correlación es máxima.
Dado que los fenómenos acústicos que se tratarán conllevan, en muchas ocasiones,
una componente de señal directa y otra reejada pudiendo llegar a haber solape
entre ambas señales, el procesado en el dominio de la correlación ofrece una ventaja
signicativa que supone, la diferenciación entre dicha señal directa y la primera
reexión, así como la obtención de la amplitud de las frecuencias que contiene ambas
señales.
Parametrización en la correlación
El método de la correlación cruzada sólo permite localizar el inicio de la señal en
el tiempo, pero no se puede conocer directamente su valor de amplitud en unidades
originales tales como, voltios o pascales. Sin embargo, existen estudios que permiten
obtener dicho valor, a partir del pico de la correlación cruzada entre la señal recibida y
la señal con la que se quiere comparar. Si se conoce la amplitud de una señal enviada,
Vp,env, su número de muestras Nenv, y el valor del máximo de la correlación entre la
señal recibida y enviada, Vmax,corr (situado en el instante de detección de la señal), es
posible obtener el voltaje de amplitud pico de la señal recibida aplicando la siguiente
expresión [89]:
Vp [yrec] =
2Vmax,corr
Vp,env ·Nenv
(3.7)
El pico máximo obtenido al correlar la señal recibida con la señal emitida, establece el
tiempo de llegada de la señal recibida, tal como se observa en la Figura 3.4 que, para
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la señal recibida se tiene un tiempo de llegada de 0.25 ms. Conociendo la velocidad
de propagación del sonido en el medio (v 1480 m/s) donde se transmite la señal,
se determina la distancia que existe entre la emisión y la recepción. La velocidad
de propagación del sonido en el agua varía ligeramente de una condición a otra
dependiendo principalmente de la salinidad, la temperatura y la presión.
Seno paramétrico de 20 kHz a 167 µs Sweep paramétrico de 4-40 kHz a 1000 µs
Figura 3.4: Representación de la correlación cruzada de un seno paramétrico (izquierda) y
sweep paramétrico (derecha), ambos con frecuencia portadora de 200 kHz
Con todo, a diferencia de la representación en el dominio del tiempo y frecuencia,
donde la información parte de un recorte de la señal. En la correlación, las amplitudes
de la señal resultante indican cuánto se parecen dos señales (la señal con la que
se trabaja respecto a una de referencia con la que se correla), dando lugar a una
representación en el espacio del tiempo en el que la amplitud de esos picos, ofrece una
identicación o un paramétro de la señal, que muestra donde se producen esos picos
respecto al origen del tiempo de la señal enviada.
3.2 Aplicación de las técnicas a señales lineales o de calibración
Las técnicas de análisis descritas anteriormente se aplican en este apartado para
caracterizar un transductor acústico y obtener su sensibilidad en emisión TVR,
parámetro que será detallado en el Capítulo 4. A continuación, se describen los
procesos llevados a cabo para obtener dichos resultados.
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3.2.1 Procesos para la caracterización
Los parámetros de interés para el preprocesado de la señal acústica y su consecuente
obtención de la sensibilidad en emisión TVR, son los siguientes:
fs frecuencia de muestreo 2 MHz
f rango frecuencial estudiado (desde los 10 kHz hasta los 250 kHz)
tenv duración de la señal enviada
cmed, RVR propiedades del medio acústico (velocidad y sensibilidad)
dEM distancia emisor - receptor 40 cm
Los datos o valores obtenidos en el análisis de la sensibilidad en emisión TVR son:
Venv señales enviadas por el transductor emisor [V]
Vrec señales recibidas por el hidrófono [V]
En la Figura 3.5, se presenta un esquema del proceso realizado para las medidas en
cada frecuencia estudiada. En él, se observa en primera instancia, la señal enviada al
sistema de adquisición. Se envían el rango de frecuencias f , descrito anteriormente con
un tiempo t que corresponde a 5 ciclos por cada señal. Una vez se reciben las señales
para cada frecuencia, se realiza la autocorrelación de la señal enviada Vp,env,corr, y
la correlación cruzada (XCorr) entre la señal recibida con la enviada para cada una
de las frecuencias Vp,rec,corr. Además de esto, se realiza el análisis en el dominio del
tiempo y frecuencia. Se enventana la señal enviada y recibida a la duración de cada
una, para analizar el contenido espectral con la Transformada de Fourier Vp,env,frec,
Vp,rec,frec. Respecto al dominio del tiempo, se ltra la señal enviada y recibida que
ha sido previamente enventanada Vp,env,tiempo, Vp,rec,tiempo.
Una vez explicado el proceso anterior para la obtención de la caracterización en lineal
de un transductor acústico piezoeléctrico, se realiza el análisis de las señales enviadas
y recibidas en el siguiente subapartado.
3.2.2 Resultados de caracterizar un transductor
Análisis de señales
En este análisis, se parte de la señal enviada y recibida en el dominio del tiempo: la
señal enviada contiene el perl temporal de la señal senoidal de duración limitada, y
en la señal recibida se tiene la señal registrada por el transductor con la recepción
e inuencia del ruido ambiente y reexiones. A continuación, se muestra un ejemplo
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Figura 3.5: Esquema del procesado de la señal acústica en régimen lineal para caracterizar
un transductor en función de su sensbilidad.
(seno de 88 kHz) del resultado obtenido al aplicar cada una de las transformaciones
anteriores y las amplitudes resultantes en cada una de ellas. Posteriormente, se realiza
una comparación de las amplitudes en estos tres dominios.
En el dominio del tiempo, el tiempo de llegada está determinado por la diferencia
entre el tiempo de emisión de la señal enviada previo ltro pasa banda, centrado
en la frecuencia de la señal emitida como se observa a la izquierda de la Figura 3.6,
y el tiempo inicial de la señal recibida. Con una distancia entre transductor
emisor-receptor de 0.45 m medidos en piscina, el tiempo inicial de llegada de la
señal recibida se espera en 0.3 ms, tal como se presenta en la gráca de la derecha.
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Señal enviada señal recibida
Figura 3.6: Técnicas de detección empleadas en el análisis de señales en el dominio del
tiempo
En el dominio de la frecuencia, como se comentó en el subapartado 3.1.2, una vez
recortada la señal a analizar en tiempo, se aplica la FFT a esta señal, y se tiene
el valor de amplitud del pico. En la Figura 3.7, se observa el valor de amplitud de
pico, tanto para la señal enviada correspondiente a 38 V como para la recibida de
15 V.
Señal enviada señal recibida
Figura 3.7: Técnicas de detección empleadas en el análisis de señales en el dominio de la
frecuencia
En el dominio de la correlación para la frecuencia de 88 kHz, la Figura 3.8
(izquierda), muestra la autocorrelación de la señal enviada, y se detecta un pico
máximo en el origen. Respecto a la señal recibida, se tiene que, con el método de
la correlación cruzada, se puede determinar el tiempo de llegada de esta, tomando
el intervalo de tiempo que corresponde al pico máximo de la señal correlada, que
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para la gráca de la derecha corresponde a 3 ms. Esta técnica es más favorable para
las señales de banda ancha (sweeps) porque tienen un máximo de correlación más
estrecho y, en consecuencia, el pico medio es más fácil de distinguir de los otros
picos con una buena precisión. Esto se verá en los siguientes apartados cuando se
analicen senos y sweeps paramétricos.
Señal enviada señal recibida
Figura 3.8: Técnicas de detección empleadas en el análisis de señales en el dominio de la
correlación
En la Figura 3.9, se comparan las amplitudes de las señales recibidas que se emplearon
en la calibración del transductor para los dominios estudiados anteriormente. Se tiene
que, los valores obtenidos se aproximan entre sí, exceptuando una disminución en la
amplitud en el dominio de la frecuencia a partir de 212 kHz. Las amplitudes en el
dominio de la correlación presentan un ligero aumento en los picos máximos de 85
kHz y 200 kHz en comparación con los otros dominios. En general se tienen valores
de amplitud similares en los tres dominios.
Figura 3.9: Comparación de las amplitudes en el dominio de tiempo, frecuencia y correlación
96
3.3 Aplicación de las técnicas a señales no lineales de comunicación
3.3 Aplicación de las técnicas a señales no lineales de
comunicación
En este apartado, se presenta la aplicación de las técnicas anteriores para el estudio
de señales paramétricas utilizadas en las comunicaciones acústicas paramétricas
submarinas. Como en este ámbito se trabaja con señales primarias y secundarias
de alta y baja frecuencia, respectivamente, se mostrará la aplicación a cada una
de ellas. Todo esto, con el n de poder caracterizar el campo acústico no lineal
(efecto paramétrico) generado por un transductor acústico piezoeléctrico en sus
magnitudes de: directividad, variación de voltaje y atenuación, que serán estudiadas
detalladamente en el siguiente Capítulo 4. A continuación, se presentan dichos
procesos para la caracterización.
3.3.1 Procesos para la caracterización
Los parámetros de interés para el preprocesado de la señal acústica y la obtención de
las diferentes caracterizaciones en régimen no lineal son:
fs frecuencia de muestreo
f rango frecuencial estudiado (desde los 2 kHz hasta los 200 kHz)
tenv duración de la señal enviada
cmed propiedades del medio acústico (velocidad)
dEM distancia emisor - receptor
V voltaje
Los datos o valores obtenidos en los distintos análisis son los siguientes:
V (t)env señales enviadas por el transductor Vp
V (t)env señales recibidas por el hidrófono Vp
El esquema del proceso para la caracterización en no lineal presentado en la
Figura 3.10, sigue un patrón similar al de la anterior Figura 3.5. En este sentido,
se pretende analizar la señal paramétrica (baja frecuencia), es por esto que, de la
señal enviada se extrae su segunda derivada de la envolvente al cuadrado y con esta,
se realiza la correlación cruzada (XCorr) con la señal recibida. Claramente, se observa
un pico de correlación en el tiempo en el que se espera la señal, llamado tiempo de
vuelo (TOF)2. Además, se sigue el análisis en los dominios del tiempo y frecuencia.
En el dominio de la frecuencia, se enventana la señal enviada y recibida, realizando
2Time of Flight
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un corte entre el tiempo inicial y nal de la señal, y se analiza su espectro a través de
la Transforma de Fourier. Para analizar la baja frecuencia, se ltra la señal recibida
alrededor de la frecuencia de interés (señal en ocre).
Figura 3.10: Esquema del procesado de la señal acústica no lineal
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3.3.2 Resultados de señales paramétricas tipo seno
Se analiza el resultado de una señal tipo seno paramétrico con frecuencia portadora
en 200 kHz y una frecuencia moduladora de 15 kHz con una duración de 0.167 ms.
Se espera una frecuencia paramétrica de 30 kHz, que corresponde al doble de la
moduladora.
Análisis de señales para el haz primario
En el siguiente análisis se estudian las señales enviadas y recibidas en el dominio de
tiempo, frecuencia y correlación.
En el dominio del tiempo, se tiene en la Figura 3.11 (izquierda), la señal enviada al
sistema de grabación. Para su análisis, esta señal se cortó previamente a su duración
de 0.167 ms con una amplitud en voltios pico de 150 V en las frecuencias primarias.
A la derecha, se tiene la señal recibida (gris). A esta señal se le aplicó un tro
entre 195 kHz y 205 kHz, esto es; alrededor la de frecuencia portadora. Dado que la
distancia entre los transductores es de 0.35 m, para una velocidad del sonido en el
agua de 1480 m, se espera recibir la señal directa libre de reexiones en un tiempo
de 0.23 ms, tal como se observa en la gráca.
Respecto al dominio de la frecuencia, se tiene que el contenido espectral para la
señal enviada corresponde a la Figura 3.11 (izquierda). A la derecha de la gráca,
está la señal recibida (gris) junto con la recibida ltrada alrededor de la frecuencia
portadora (ocre).
Respecto al domino de la correlación, la Figura 3.11 (izquierda), muestra la
autocorrelación del haz primario. A la derecha, se presenta la correlación cruzada de
la señal recibida ltrada alrededor de la frecuencia portadora con la señal enviada.
Como es de esperar, el pico máximo de correlación se encuentra en 0.23 ms, que
corresponde al tiempo de llegada de la señal recibida.
En la Figura 3.12 se comparan las amplitudes en voltios pico de los dominios
estudiados anteriormente para el haz primario de la señal seno que corresponde a
una frecuencia de 200 kHz. En ella se observa que, las amplitudes en el dominio
del tiempo y correlación son similares, con una menor desviación y amplitud para
la de correlación respecto al dominio del tiempo. En cambio, para el dominio de la
frecuencia se tiene una amplitud mucho menor; posiblemente se debe a una menor
resolución espectral, sin embargo, su desviación es mínima.
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Señal enviada tiempo Señal recibida tiempo
Señal enviada frecuencia Señal recibida frecuencia
Señal enviada correlación Señal recibida correlación
Figura 3.11: Análisis de señales tipo seno paramétrico en el dominio del tiempo, frecuencia
y correlación para el haz primario
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Figura 3.12: Amplitudes de los tres dominios para el haz primario del seno en 200 kHz. 21
mV, 3 mV y 20 mV en el dominio del tiempo, frecuencia y correlación respectivamente.
Análisis de señales para el haz secundario
Se presenta un análisis similar al anterior, en lo que respecta al estudio de la señal
enviada y la recibida, para el haz secundario o frecuencia paramétrica.
En el dominio del tiempo, en la Figura 3.13 (izquierda), se tiene la segunda derivada
de la envolvente al cuadrado de la señal enviada, que se utiliza para analizar la señal
paramétrica. A la derecha, se tiene la señal recibida previo ltro con un orden de
20, para quitar ruido (gris), posteriormente, se ltra alrededor de la baja frecuencia
(ocre) y se multiplica por un factor 15 para una mayor visualización.
Respecto al dominio de la frecuencia, se observa en la izquierda de la Figura 3.13,
un pico en la frecuencia secundaria de 30 kHz, que corresponde a la baja frecuencia
paramétrica. A la derecha, el contenido espectral de la señal recibida (gris), muestra
un máximo alrededor de la frecuencia portadora, y aplicando el ltro en la baja
frecuencia (ocre), se obtiene el contenido espectral alrededor de los 30 kHz.
Respecto al domino de la correlación, en la Figura 3.13 (izquierda), se presenta la
autocorrelación del haz secundario. A su derecha, se presenta la correlación cruzada
de la señal recibida con la segunda derivada de la envolvente al cuadrado de la
señal enviada. Se obtiene un pico máximo de correlación en 0.23 ms, tiempo que
corresponde a la llegada de la señal recibida para una distancia entre transductores
de 0.34 m.
En la Figura 3.14, se comparan las amplitudes para los dominios estudiados empleando
diferentes frecuencias de senos secundarios, tales como, seno de 20 kHz, 30 kHz y 40
kHz. En ella se observa que, a nivel general, el dominio del tiempo y la correlación
son próximos, siendo mayor el de tiempo, excepto para la frecuencia secundaria de 40
kHz donde las amplitudes entre estos dos dominios son distantes. En el dominio de la
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Señal enviada tiempo Señal recibida tiempo
Señal enviada frecuencia Señal recibida frecuencia
Señal enviada correlación Señal recibida correlación
Figura 3.13: Análisis de señales tipo seno paramétrico en el dominio del tiempo, frecuencia
y correlación para el haz secundario
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frecuencia en todos los casos ejemplos, se tiene una amplitud mucho menor respecto
a los demás.
Figura 3.14: Amplitudes de los tres dominios con diferentes frecuencias de senos secundarios
3.3.3 Resultados de señales paramétricas tipo sweep
Se analiza un sweep paramétrico desde los 4 kHz hasta los 40 kHz con una frecuencia
portadora en 200 kHz y un tiempo de duración de la señal de 1 ms.
Análisis para el haz primario
Se analiza la frecuencia portadora de 200 kHz en el dominio del tiempo, frecuencia y
correlación.
En el dominio del tiempo, en la Figura 3.15 (izquierda), se presenta la señal enviada
al sistema de grabación. Para su análisis, esta señal se cortó previamente a su
duración de 1 ms con una amplitud en voltios pico de 41 V en las frecuencias
primarias. A la derecha, se tiene la señal recibida (gris). A esta señal se le aplicó
un ltro entre 195 kHz y 205 kHz, alrededor la de frecuencia portadora.
Respecto al dominio de la frecuencia, el contenido espectral para la señal enviada
y recibida está a la izquierda y derecha de la Figura 3.15 respectivamente. La señal
recibida está ltrada alrededor del haz primario (frecuencia portadora).
En el domino de la correlación, la Figura 3.15 (izquierda), muestra la
autocorrelación de la señal enviada, y a la derecha, la correlación cruzada de la
señal recibida ltrada alrededor de la frecuencia portadora con la señal enviada.
Como es de esperar, el pico máximo de correlación se encuentra en 0.21 ms, que
corresponde al tiempo de llegada de la señal recibida.
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Señal enviada tiempo Señal recibida tiempo
Señal enviada frecuencia Señal recibida frecuencia
Señal enviada correlación Señal recibida correlación
Figura 3.15: Análisis de señales tipo sweep paramétrico en el dominio del tiempo, frecuencia
y correlación para el haz primario
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En la Figura 3.16, se comparan las amplitudes de los tres dominios estudiados para
el haz primario que corresponde a la frecuencia portadora de 200 kHz del sweep
paramétrico. El caso es similar al estudiado para el seno del haz primario, donde
las amplitudes de tiempo y correlación son cercanas entre sí y la del dominio de la
frecuencia dista mucho respecto a las anteriores.
Figura 3.16: Amplitudes de los tres dominios para el haz primario del sweep en 200 kHz.
28 mV para el dominio del tiempo, 15 mV en correlación y 5 mV en frecuencia
Análisis para el haz secundario
Se presenta un análisis similar al anterior, con el estudio de la señal enviada y la señal
recibida, para el haz secundario.
En el dominio del tiempo, en la Figura 3.17 (izquierda), se muestra la segunda
derivada de la envolvente al cuadrado de la señal enviada, que se utiliza para analizar
la señal paramétrica. A la derecha, se tiene la señal recibida previo ltro, para
quitar ruido (gris). Posteriormente, se ltra alrededor de la baja frecuencia (ocre)
y se multiplica por un factor 10 para una mayor visualización.
Con el dominio de la frecuencia, se encuentra en la Figura 3.17 (izquierda), el
espectro del haz secundario. A la derecha, la señal que se recibe del hidrófono (gris)
para posteriormente, ltrarla alrededor de las frecuencias del sweep (ocre).
En el domino de la correlación, en la Figura 3.17 (izquierda), se presenta la
autocorrelación del haz secundario. A la derecha está, la correlación cruzada entre
la señal recibida ltrada alrededor de la baja frecuencia del sweep con la segunda
derivada de la envolvente al cuadrado de la señal enviada. Se tiene que el máximo
de la correlación corresponde al tiempo de llegada de la señal para una distancia
de 0.31 m.
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Señal enviada tiempo Señal recibida tiempo
Señal enviada frecuencia Señal recibida frecuencia
Señal enviada correlación Señal recibida correlación
Figura 3.17: Análisis de señales tipo sweep paramétrico en el dominio del tiempo, frecuencia
y correlación para el haz secundario
106
Capítulo 4
Caracterización del campo
acústico de un transductor
Las comunicaciones acústicas submarinas demandan el uso de transductores
electroacústicos que son fundamentales para el envío y recepción de las señales
acústicas. Entre ellos se tienen, los transductores proyectores (emisores) e hidrófonos
(receptores). En este capítulo se presentan los experimentos hidroacústicos realizados
para la calibración de los transductores empleados, y la consiguiente caracterización
acústica tanto del campo lineal como no lineal (generación paramétrica),
comparándolos y extrayendo las características principales de la técnica paramétrica
en el uso a las comunicaciones, así como sus ventajas, empleando las técnicas de
procesado vistas en el Capítulo 3.
Con lo anterior, en el apartado 4.1, se presentan los parámetros de caracterización
para un transductor acústico en régimen lineal como son: la impedancia eléctrica, la
sensibilidad acústica, y el patrón de directividad. Posteriormente, en el apartado 4.2,
se denen los parámetros, para la caracterización en régimen no lineal que corresponde
a la directividad, atenuación y variación de voltaje.
En el apartado 4.3, se muestra el montaje utilizado para las medidas experimentales.
Por último, en el apartado 4.4, y apartado 4.5, se presentan los resultados
experimentales de caracterizar el transductor en régimen lineal y no lineal.
Así pues, en este capítulo se presentan los resultados de las características de la
generación paramétrica al utilizar las diferentes modulaciones estudiadas en el capítulo
anterior basadas en la generación de senos (tonos) y barridos frecuenciales (sweeps).
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4.1 Parámetros de caracterización en régimen lineal
Impedancia eléctrica
El comportamiento electromecánico de un transductor se puede entender recurriendo a
diversos modelos de circuitos equivalentes, en particular, el de la impedancia eléctrica,
factor determinante para el diseño de los transductores, que depende del material de la
cerámica piezoeléctrica y sus capas de adaptación delanteras (machine layer) y traseras
(backing). La impedancia eléctrica está dada por (Z = V )/I donde el parámetro V ,
es el voltaje a través de las entradas eléctricas del transductor e I, es la intensidad de
corriente a través de los electrodos. Dado que puede existir un desfase entre ambas
magnitudes, la impedancia eléctrica es, en general, una magnitud compleja.
Como la impedancia es la oposición de los circuitos (el transductor) al paso de
la corriente alterna, en el caso de proyectores, resulta interesante trabajar con la
admitancia eléctrica, que es la facilidad que ofrece un circuito al paso de la corriente,
ya que, desde un punto de vista práctico, la información acerca del comportamiento
de la frecuencia de resonancia fr de la cerámica, en relación a su sensibilidad acústica,
está relacionada en este valor.
Un comportamiento del valor absoluto de la admitancia se observa en la Figura 4.1.
Figura 4.1: Ejemplo de admitancia eléctrica
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Sensibilidad acústica
La sensibilidad expresa la relación entre los valores de entrada y salida de un
transductor; es decir, la presión acústica y el voltaje eléctrico o viceversa, en función
de si se trata de un transductor o de un hidrófono.
La sensibilidad en emisión o TVR1. Expresa la relación entre la presión P generada
y medida a 1 metro de distancia de la fuente cuando se aplica una tensión en voltios
V en bornes del transductor. Estos valores son positivos y cuanto mayores son, más
sensible será el transductor. El TVR caracteriza a los transductores que se emplean
para emitir señales acústicas y se calcula con (4.1). En la Figura 4.14, se muestra la
medida de sensibilidad para el transductor Airmar P19 que se emplea en las medidas
de calibración.
TV R = 20 log(P1m/Vin) [dB re µPa/V ] (4.1)
La sensibilidad en recepción o RVR2. Es la relación entre la tensión de salida que
genera el hidrófono, Vout, si sobre él incide una determinada presión P , cuando está
en circuito abierto. Estos valores son negativos, y cuanto menos, más sensibles será el
hidrófono. Se calcula mediante (4.2):
RV R = 20 log(Vout/P ) [dB re V/µPa] (4.2)
En la Figura 4.2, se tiene el RVR del hidrófono Reson TC4034 con un valor de
−218 dB re V/µPa.
Figura 4.2: RVR del hidrófono Reson TC4034
1Transmitting Voltage Response
2Receiving Voltage Response
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Al igual que la admitancia, ambos parámetros TVR y RVR, son magnitudes
dependientes de la frecuencia y en algunos casos, interesará que dicha respuesta sea
plana o presente una mayor sensibilidad en un rango frecuencial a costa de perderla
en otros.
Directividad
Cuantica la relación entre la amplitud de la presión acústica que se genera en una
dirección de interés respecto a la presión acústica sobre una dirección de referencia
(comúnmente utilizando eje acústico, o dirección máxima de radiación) [90]. Para un
tamaño de transductor dado, esta depende de la frecuencia, la distancia y del ángulo
respecto del eje de radiación:
Respecto a la frecuencia: en bajas frecuencias el transductor es omnidireccional
(independiente del ángulo) ya que la longitud de onda es grande en comparación
con el transductor; en cambio, en altas frecuencias su comportamiento es directivo,
habrá presencia tanto del lóbulo principal como de los laterales.
Respecto a la distancia: la directividad del transductor es independiente después
de alcanzar la distancia del campo lejano donde comienza la divergencia esférica de
la presión acústica radiada. Por el contrario, en campo cercano, las interferencias
debidas a la proximidad de la fuente hacen depender la directividad de la posición
en cuestión.
Respecto al ángulo: este depende de la longitud de la onda acústica y del tamaño
del transductor. Para determinar el ángulo de cobertura de un transductor, se debe
hablar del ancho del haz, que es aquel ángulo en que el nivel de presión cae 3 dB
respecto al nivel en el eje y el centro de la fuente [91, 92]. Para haces del mismo
ancho las bajas frecuencias necesitarán de un transductor más grande.
Para un transductor plano circular de radio r, como el que se utiliza en esta tesis, la
función de directividad en campo lejano (r  λ), se calcula a partir de la siguiente
expresión:
D(θ, ϕ) =
(
2 · J1(k · r · sin θ)
k · r · sin θ
)2
(4.3)
Donde J1 es la función de Bessel de primer orden, k, es el número de onda, y r es el
radio del pistón. En ella, se puede ver que la directividad de una fuente está relacionada
con la frecuencia de trabajo del transductor así como con el tamaño del mismo. A
medida que aumenta el parámetro ka, mayor es la directividad del transductor. A
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partir de la expresión (4.3), se tiene el ancho del haz. En la Figura 4.3 se muestra un
ejemplo del patrón de directividad de un pistón plano. En 200 kHz se tiene un ancho
de haz de ±8◦ y en las frecuencias de 10, 15 y 30 kHz las directividades presentan un
ancho de haz mayor a ±60◦.
Figura 4.3: Patrón de directividad de un pistón plano con r 33 mm para 10, 15, 30 y
200 kHz
4.2 Parámetros de caracterización en régimen no lineal
Directividad
En el apartado anterior se describió la directividad, en esta sección cabe únicamente
señalar que la directividad del paramétrico (haz secundario) presentará anchos de
haces más estrechos respectos de los que cabría esperar para dichas frecuencias
secundarias si se emitieran directamente desde el transductor. De hecho, como se
verá, la directividad del haz de baja frecuencia secundario será más similar a la del
haz de alta frecuencia primaria.
Un ejemplo de directividad de un haz paramétrico se muestra en la Figura 4.4. Como
se observa, estas frecuencias relativamente bajas presentan anchos de la directividad
cercanos a ±1◦ contrastados con los anchos mayores a ±60◦ que se obtenían en las
directividades lineales para estas mismas frecuencias.
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Figura 4.4: Directividad del paramétrico
Atenuación
La atenuación cuantica la amplitud de la presión en función de la distancia. Para
estudiarla, se parte de una distancia inicial entre transductores al comienzo del campo
lejano y posteriormente se van alejando con distancias equidistantes entre sí. En
cada una de las distancias, se emite la señal a través del transductor proyector y
se recibe por el hidrófono. Con esto, se analiza la generación del haz primario y el
haz secundario. La atenuación se produce por diferentes factores, desde la propia
divergencia y absorción de las señales en el medio, hasta las diversas reexiones que
puedan producirse por una inhomogeneidad del medio. La atenuación es directamente
proporcional a la frecuencia empleada, por lo que se debe esperar una mayor pérdida
de la intensidad con ondas de mayor frecuencia. Esto se puede evidenciar en la
Figura 4.5, donde se presenta un ejemplo tanto para el haz primario y secundario.
Figura 4.5: Atenuación del paramétrico. En 0.60 m empieza el campo lejano
De la atenuación se tiene que, la amplitud de la presión disminuye 6 dB de forma
inversa al duplicar la distancia, y la amplitud de la frecuencia paramétrica depende
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cuadráticamente con dicha frecuencia, de modo que, el nivel de presión es mayor para
frecuencias elevadas del paramétrico, aunque estos valores dependen de la distancia a
la que se forma el campo lejano.
Variación de voltaje
Una característica del efecto paramétrico es que la amplitud del haz secundario no
aumenta proporcionalmente con la del haz primario, en contraste con la linealidad
que sí existe en un campo acústico lineal. La variación de voltaje estudia la amplitud
en función de la tensión aplicada a la señal que se emite, con lo cual también se podrá
distinguir un valor en tensión aproximado donde se crea dicho efecto. Se comparan las
amplitudes del haz primario (que crece de forma lineal) y el secundario (crecimiento
parabólico) emitiendo la señal en diferentes valores de voltaje.
Figura 4.6: Ejemplo de variación de voltaje
4.3 Montaje experimental
En este apartado, se describen los diferentes montajes realizados en piscina y balsa
para todos los ensayos estudiados en cuestión, tanto en régimen lineal como en no
lineal. En régimen lineal, se realiza el montaje de impedancia eléctrica y sensibilidad
en emisión TVR. En régimen no lineal, se tiene un montaje para las medidas de
directividad, atenuación y variación de voltaje. Estas medidas, se realizan empleando
las instalaciones (laboratorio de hidroacústica, balsa y sistema de posicionamiento)
del Centro Tecnológico Naval y del Mar (CTN).
En esta primera etapa, se emplea una conguración que utiliza un transductor plano
Airmar P19 como emisor, en un entorno de laboratorio controlado. El objetivo de este
experimento es, calibrar el sistema para garantizar una medición de calidad.
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4.3.1 Régimen lineal
Montaje de impedancia eléctrica
La Figura 4.7, presenta el montaje donde se emplea el medidor de impedancias de
alta frecuencia Keysight E4980AL, se envía un barrido frecuencial desde los 10 kHz
hasta los 250 kHz en pasos de 0.1 kHz y una tensión de amplitud de 1 V. A través
de la diferencia de potenciales, se mide la respuesta que devuelve el transductor.
Por último, se guardan los datos registrados en un archivo tipo texto (.txt) para su
posterior procesado.
Figura 4.7: Imagen del montaje experimental del medidor de impedancia (izquierda) y
diagrama de bloques con funcionamiento interno del medidor (derecha)
Montaje de TVR en piscina
Con estos equipos, se realizaron los ensayos correspondientes a la caracterización de
sensibilidad TVR y los primeros experimentos para la caracterización en régimen no
lineal tales como, directividad, atenuación y variación de voltaje.
La Figura 4.8, muestra el montaje y conexionado para la calibración. Se utiliza el
amplicador 1040L de E&I, el sistema de generación y adquisición de datos con chasis
PXI-1073 de National Instruments, y tarjeta generadora PXIe-5433 y osciloscopio
PXIe-5122, la tarjeta NI PXI ExpressCard-8360 que se conecta a un computador
portátil y una sonda atenuadora x100 de TES TECT serie HV, cuyo n es atenuar la
señal a la salida del amplicador para que se pueda registrar en el PXI. Las medidas
fueron desarrolladas en una piscina cilíndrica de dimensiones de 4 m de diámetro
por 1.50 metros de alto y a una distancia entre transductores de 0.44 m. El hidrófono
Reson TC4034 ubicado en la izquierda de la piscina tiene una sensibilidad en recepción
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Figura 4.8: Montaje para la medida de TVR con una distancia entre transductores de 0.44
m en la piscina (izquierda). Equipos y conexionado empleados (derecha)
de −218 dB ref 1V/µPa@ 1m en su ancho de banda frecuencial. A la derecha de la
piscina se ubica el emisor Airmar P19. En la Figura 4.9, se muestra el esquema del
montaje de calibración del TVR.
Figura 4.9: Esquema del montaje de calibración del TVR
Para la obtención del TVR, se emite una señal senoidal de 5 ciclos de duración con
una frecuencia inicial de 10 kHz hasta 250 kHz en pasos de 1 kHz, realizando 10
muestras para cada frecuencia. Se aplica una amplitud en voltios pico a pico de 600
mVpp con una frecuencia de muestreo de 2 MS/s. Las tensiones de la señal enviada Vin,
son registradas por el emisor (transductor a caracterizar) y las recibidas Vout, por el
hidrófono (transductor de referencia). Conociendo el RVR del hidrófono de referencia,
se calcula la presión Pi que incide en él, y se corrige por propagación esférica a la
distancia de referencia de 1 m, P1m.
115
Capítulo 4. Caracterización del campo acústico de un transductor
4.3.2 Régimen no lineal
Montaje en piscina
Se utiliza el transductor Airmar P19 y el hidrófono Reson TC4040, que posee una
sensibilidad en recepción RVR de −206dB re V/µPa, la distancia entre transductores
es de 0.35 m. En la Figura 4.10, se presenta dicho montaje.
Figura 4.10: Montaje experimental para medidas en régimen no lineal. A la izquierda de
la piscina, el hidrófono Reson TC4040 y a la derecha el transductor Airmar P19
Montaje en balsa de calibración
En la Figura 4.11, se presenta el montaje donde se desarrollaron las medidas en emisión
de las señales a mayores distancias, utilizando la balsa con geometría troncocónica
de 10 metros de profundidad, y 20 metros de diámetro junto con el sistema de
posicionamiento SMARLOGY, eje X servo motor BMH1003P32F2A, eje Y servo
motor BMH1003P32F2A.
4.3.3 Conguración de las medidas
La Figura 4.12, es un diagrama de bloques del montaje experimental desarrollado en
todas las caracterizaciones; es decir, en régimen lineal: sensibilidad y directividad y
en régimen no lineal (paramétrico): directividad, atenuación y variación de voltaje.
Las medidas se realizaron con el generador de funciones PXIe 5433 de NI, que
conectado al PC y a través de LabVIEW, envía la señal seleccionada por el usuario
hacia la entrada del amplicador 1040L RF de E&I, con el n de aumentar la amplitud
de la señal, y por medio de su salida, enviarla a un transductor piezoeléctrico. A su
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Figura 4.11: Montaje experimental en el Centro Tecnológico Naval y del Mar CTN. Balsa
y ubicación de los transductores (izquierda) y sistema de posicionamiento (derecha)
Figura 4.12: Diagrama de bloques del montaje y conexionado para la caracterización en
régimen lineal (TVR) y no lineal (directividad, atenuación y variación de voltaje)
vez, en la misma salida del amplicador, se conecta una sonda que atenúa la señal 100
veces para que se pueda registrar en la entrada del PXI a través del canal 0 (ch. 0). Las
ondas de presión propagadas en el agua se reciben por el hidrófono que se convierten
posteriormente en tensión eléctrica, y se registran a la entrada del canal 1 (ch. 1)
del PXI. El programa de LabVIEW genera un conjunto de cheros de las señales
enviadas y recibidas que se analizan con el software MATLAB. Para los ensayos de
directividad, atenuación y voltaje en la balsa del CTN se emplean los posicionadores
SMARLOGY.
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4.4 Resultados de caracterizar un transductor en régimen lineal
4.4.1 Admitancia
El transductor emisor empleado para emitir las señales acústicas tanto en el régimen
lineal como en régimen no lineal (paramétrico) es el Airmar P19. En la Figura 4.13,
se muestra la gráca de la admitancia.
Figura 4.13: Gráca de la admitancia eléctrica para el transductor Aimar P19. Magnitud
(izquierda) y fase (derecha)
Respecto a la gráca de la magnitud, se obtiene para el modo en espesor (alta
frecuencia) un máximo de 200 kHz en la frecuencia de resonancia. Además, se tiene
la presencia del modo radial (baja frecuencia), con una frecuencia de resonancia de
80 kHz, pero con una menor amplitud. Esto se puede corroborar, con la gráca de la
fase. Además, presenta otra frecuencia de resonancia en 244 kHz en el modo espesor,
pero con menor inuencia en la amplitud.
En el siguiente apartado, se contrasta el valor de la admitancia para la frecuencia de
resonancia de 200 kHz con las medidas de TVR, donde se tiene que justo para esta
frecuencia existe una máxima sensibilidad.
4.4.2 TVR
En esta tesis, se utiliza el método por comparación directa [17], que consiste en
comparar la salida de un transductor desconocido con la de un transductor de
referencia calibrado previamente.
Para las medidas de sensibilidad en emisión TVR se emplea como transductor de
referencia, el hidrófono Reson TC4034 por poseer una respuesta en frecuencia plana en
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todo su rango frecuencial, presentado en la Figura 4.2. Una vez realizado los ensayos,
se obtiene la sensibilidad en emisión en la Figura 4.14.
Figura 4.14: Gráca de TVR para el transductor plano Airmar P19
En la Figura 4.14 se tiene que, para la alta frecuencia; modo de vibración en espesor
de 200 kHz, el transductor Airmar P19 presenta una sensibilidad en emisión de
167 dB re V/µPa @ 1m. Como se observa, la frecuencia de resonancia obtenida
a través de la admitancia eléctrica en 200 kHz se obtiene una máxima sensibilidad
en emisión. Con esta frecuencia se modulan las señales paramétricas y así emplear el
transductor en una emisión óptima.
4.5 Resultados de caracterizar un transductor en régimen no
lineal (paramétrico)
El desarrollo acústico paramétrico, se evaluó mediante la generación paramétrica de
una señal tipo seno y otra de tipo sweep (barrido senoidal) utilizando la técnica de la
correlación cruzada, explicada en el Capítulo 3.
En todos los experimentos descritos en este apartado, la frecuencia portadora fp,
(alta frecuencia) corresponde a la frecuencia de resonancia de 200 kHz del transductor
Airmar P19.
En los siguientes apartados, se detallan los resultados de los estudios que conrman la
generación del efecto paramétrico para las señales estudiadas en cuestión explicadas
en el apartado 4.2 como son: directividad, atenuación y variación de voltaje.
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4.5.1 Medidas con senos paramétricos
Se estudia la generación paramétrica de una señal senoidal en el tiempo, explicada
en el Capítulo 3 para un seno modulado en 15 kHz con una duración de 1 ms, y otro
en 20 kHz a 500 µs. Con ello, se obtienen las frecuencias diferencias de 30 y 40 kHz.
Los análisis de los diferentes estudios paramétricos con estas señales se obtuvieron
tomando el valor de amplitud de correlación de la señal recibida con la señal del haz
primario (alta frecuencia) y con la señal del haz secundario esperado (baja frecuencia).
Directividad
Se analiza el haz primario y el secundario experimentalmente. Luego, utilizando
la minimización de la desviación cuadrática media de los datos experimentales, se
ajustan al modelo de la expresión (4.3) del pistón plano, ya que para el haz primario
(lineal), la directividad del lóbulo principal viene dada a través de esa expresión y como
la directividad del haz secundario tiende a ser parecida a la del primario, entonces es
adecuado utilizar esta expresión como modelo para ambos haces. Partiendo de (4.3) se
realiza el ajuste tomando un radio acústico teórico del transductor de 1.44 cm (valor
muy parecido al radio real de la cerámica con 1.65 cm) y variando la frecuencia, se
obtiene el ajuste con una frecuencia equivalente para cada haz.
Seno param 30 kHz a 500 µs Seno param 40 kHz a 1 ms
Figura 4.15: Directividad para senos paramétricos. Valores de normalización para el haz
primario de 13 mVpico y para el secundario de 0.55 mVpico
En la Figura 4.15 se observa, que las directividades son similares a pesar de las
diferencias espectrales para el haz primario (alta frecuencia) y el haz secundario (bajas
frecuencias). En ambos senos, se obtiene un ancho de haz de ±6◦ para el haz primario
y de ±9◦ y ±15◦ para el secundario en cada seno respectivo. Los ajustes para el
haz primario en ambas señales son cercanos a la frecuencia primaria experimental
(200 kHz) y para el haz secundario, los ajustes son cercanos a una directividad de
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un seno de 168 y 147 kHz respectivamente. Además, se puede observar una de las
características de la generación paramétrica, que los lóbulos laterales en su mayoría
son nulos o mínimos, como lo son para estos resultados.
Atenuación
Se varía la distancia d, entre emisor y receptor desde 0.50 a 2.50 m, en pasos de 0.50
m. El ajuste de estos resultados es: a ·d−b, donde el parámetro b es la unidad o valores
próximos a la misma para el haz primario (decaimiento hiperbólico, despreciando la
absorción), y toma valores menores (±0.5) para el haz secundario [93].
Seno param 30 kHz a 500 µs Seno param 40 kHz a 1 ms
Figura 4.16: Atenuación de senos paramétricos. Valores de normalización para el haz
primario de 12.2 mVpico y para el secundario de 0.55 mVpico
En la Figura 4.16, se tiene para el seno de 30 kHz, que el parámetro b corresponde a
0.81 y 0.67 para el haz primario y secundario respectivamente. Con el seno de 40 kHz,
el valor de b es de 0.91 en el haz primario y 0.70 en el secundario. La amplitud de
presión del haz primario disminuye con el inverso de la distancia como es de esperar,
y lo mismo ocurre para el haz secundario pero en menor proporción.
Variación de voltaje
Se emite con un valor de tensión desde los 200 mV hasta 1 V en pasos de 100 mV , y
se estudia la amplitud recibida. El ajuste se realiza según la expresión: a · V b, donde
V equivale al voltaje enviado.
En la Figura 4.17, se muestra que el exponente b para el haz secundario es mucho
más grande ( 1) que el del haz primario (v1), lo que evidencia el efecto no lineal
(crecimiento exponencial). El valor del exponente para el haz primario es de 0.98 y 0.95
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Seno param 30 kHz a 500 µs Seno param 40 kHz a 1 ms
Figura 4.17: Variación de voltaje para senos paramétricos
respectivamente, y para el secundario es de 1.82 en el seno de 30 kHz y 1.56 en el seno
de 40 kHz. El exponente del haz primario es cercano a 1 como se espera en términos
de linealidad. Al utilizar el método de correlación, se tiene para el paramétrico, que
la señal recibida se correla con la segunda derivada de la envolvente al cuadrado
de la señal enviada; por lo que debido al cuadrado, se espera en el ajuste un valor
aproximado al doble respecto al valor b del primario.
4.5.2 Medidas con sweeps paramétricos
En este último experimento, se estudia la generación de varios sweeps paramétricos
en el dominio del tiempo partiendo de una fp de 200 kHz modulada en amplitud por
otras bajas frecuencias, obteniendo así la señal moduladora (sweep), y se emplea una
fs de 20 MS/s. Se presentan dos sweeps; el primero desde 4 kHz hasta 40 kHz a 1 ms
de duración y el segundo desde 10 hasta 50 kHz a 500 µs. Las medidas se realizan
con una tensión de 1 Voltio a la entrada del amplicador.
Los análisis de los diferentes estudios paramétricos con estas señales, se obtuvieron
tomando el valor de amplitud de correlación de la señal recibida con la señal del haz
primario (alta frecuencia) y con la señal del haz secundario (baja frecuencia).
122
4.5 Resultados de caracterizar un transductor en régimen no lineal (paramétrico)
Directividad
Sweep param 4 a 40 kHz a 1 ms Sweep param 10 a 50 kHz 500 µs
Figura 4.18: Directividad para sweeps paramétricos. Valores de normalización para el haz
primario de 18 mVpico y para el secundario de 0.22 mVpico
En la Figura 4.18, el ancho de haz del primario para ambos sweeps es de ±8◦ y
de ±12◦ y ±13◦ en el secundario para cada sweep respectivamente. En general, las
directividades para ambos haces son similares a pesar de que los contenidos espectrales
son diferentes (200 kHz para el primario y bajas frecuencias hasta 50 kHz para el
secundario). Nuevamente se observa, que los lóbulos laterales para el haz secundario
son nulos. Los ajustes para el haz primario en ambas señales son cercanos a la
frecuencia primaria experimental (200 kHz), y para el haz secundario, los ajustes
son cercanos a una directividad de un seno lineal de 107 y 152 kHz respectivamente.
A continuación, en la Figura 4.19, se presenta un ejemplo del nivel de presión sonora
(SPL) para el sweep de 4 a 40 kHz a 1000 µs.
Haz primario Haz secundario
Figura 4.19: Directividad en SPL. Haz primario 152 dB y secundario de 114 dB
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Atenuación
La distancia entre los transductores varía desde los 15 cm hasta los 55 cm en pasos de
4 cm para el sweep de 4 a 40 kHz y para el sweep de 10 a 50 kHz, la distancia entre
transductores va desde los 0.50 m hasta los 2 m con pasos de 0.50 m. el ajuste a · x−b
es el mismo que el empleado para los senos del apartado anterior. En la Figura 4.20,
se tiene que el paramétro b toma un valor de 0.94 y 0.88 para los haces primarios
aproximándose a la unidad, mientras que para el haz secundario toma valores de 0.72
y 0.67 respectivamente para ambos sweeps, con una menor atenuación tal como se
espera.
Sweep param 4 a 40 kHz a 1 ms Sweep param 10 a 50 kHz 500 µs
Figura 4.20: Atenuación para sweeps paramétricos. Valores de normalización para el haz
primario de 18 mVpico y para el secundario de 0.20 mVpico
Variación de voltaje
Utilizando el mismo ajuste del seno paramétrico a ·V b. Se tiene en la Figura 4.21, que
el ajuste para el haz primario en ambas señales sweeps paramétricos es muy próximo a
la unidad, demostrando el efecto lineal, mientras que, para el haz secundario es de 1.84
y 1.64 respectivamente. Como la señal recibida se correla con la segunda derivada de
la envolvente al cuadrado de la señal enviada; entonces, debido al cuadrado, se espera
en el ajuste un valor aproximado al doble.
De acuerdo con los resultados obtenidos, tanto para los senos y sweeps paramétricos
en este apartado, se alcanza una buena respuesta a la generación paramétrica. Sin
embargo, detectar paramétricos a través de sweeps es mucho mejor por los resultados
que estos ofrecen debido a que la detección por correlación con anchos de banda
frecuenciales amplios permiten un pico de correlación estrecho, como se analizó en el
Capítulo 3.
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Sweep param 4 a 40 kHz a 1 ms Sweep param 10 a 50 kHz 500 µs
Figura 4.21: Variación de voltaje para senos paramétricos
Estos experimentos realizados en el laboratorio, que corresponden a los estudios
de: patrón de directividad, dependencia de la amplitud del haz secundario con el
voltaje aplicado para alimentar el transductor (variación de voltaje) y la distancia
(atenuación) demuestran que la técnica de generación paramétrica es una herramienta
que podría utilizarse para generar señales aplicadas a las comunicaciones acústicas,
sea bien utilizando un conjunto de arrays, o sonares paramétricos.
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Capítulo 5
Aplicación a las comunicaciones
acústicas
Las comunicaciones acústica submarinas se están convirtiendo en un campo creciente
en la investigación acústica, ya que permiten estudiar los procesos de interacción de
una señal en el agua y aprovechar sus características en diversas aplicaciones. Sin
embargo, este tipo de comunicaciones presentan dicultades, debido a la interferencia
de la señal por las múltiples reexiones presentes en el medio, lo que imposibilita una
buena recepción de la señal acústica propagada.
Para lograr comunicaciones estables, es necesario el estudio y aplicación de distintas
técnicas (modulaciones) utilizadas a lo largo de las últimas décadas que permitan
comunicaciones con una baja tasa de error (BER1).
Desde los estudios de la teoría relacionada con el efecto paramétrico derivada por
Westervelt, y presentados en esta tesis en el Capítulo 1, se vienen desarrollando
sistemas paramétricos en los campos de la detección en el fondo marino y
comunicaciones submarinas. Este capítulo, tiene como interés propio, presentar
los resultados obtenidos en las medidas experimentales realizadas en aguas poco
profundas. Para ello, se tiene en el apartado 5.1, una breve reseña de los
antecedentes en las comunicaciones, explicado con mayor profundidad en el Capítulo 2.
Posteriormente, en el apartado 5.2, se presentan los resultados de las modulaciones
medidas (senos y sweeps) con una cadena de bits y se estudia la capacidad de detección
por medio de la correlación cruzada.
1BER: Bit error
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5.1 Contexto/antecedentes
Como se comentó en el Capítulo 1, el estudio de las fuentes acústica paramétricas
fue concebido por Westervelt cuya teoría se basa en el scattering of sound by
sound (dispersión de sonido por sonido). En sus estudios concluyó, que este tipo de
fuentes paramétricas ofrecen un haz estrecho en bajas frecuencias con lóbulos laterales
mínimos utilizando un conjunto de transductores (array) de pequeñas dimensiones.
Sin embargo, el principal inconveniente de la utilización de esta técnica es, la baja
eciencia de conversión de las señales primarias a las señales secundarias que es de
aproximadamente 20 dB menor que, el nivel de fuente de la señal primaria lo que
diculta el desarrollo y posteriores aplicaciones. A pesar de esto, se vienen diseñando
diferentes sondas comerciales como las presentadas en la Tabla 5.1 con esta técnica,
y utilizadas para la penetración en los sedimentos del fondo marino y detección de
objetos entrerrados.
De las ecuaciones derivadas por Westervelt y Berktay, se tiene que, si se aumenta
el nivel de la fuente primaria y secundaria, se puede lograr una contribución a
mejorar la eciencia de conversión. Sin embargo, el nivel de la fuente primaria no
se puede aumentar indenidamente debido al fenómeno de saturación acústica. Así
mismo, el aumento de la fuente secundaria está limitada; al aumentar la frecuencia
secundaria habrá una mayor atenuación, y las profundidades de penetración serán
mas bajas. Así pues, para mejorar la eciencia de conversión se está investigando
en la optimización del material del transductor y su diseño, por ejemplo, algunos
investigadores fabricaron transductores ultrasónicos (CMUT2) con cavidades selladas
al vacío, estos dispositivos produjeron haces de alta intensidad a 50 kHz que producían
haces estrechos de 8.7◦ en 5 kHz a 3 m [94]. Otros estudios se pueden profundizar
en [95,96].
Las comunicaciones acústicas submarinas de alto rendimiento requieren altos anchos
de banda para altas velocidades de datos y un haz estrecho para un menor efecto de
las reexiones en el trayecto multicamino. Todos esto requisitos se pueden llegar a
cumplir si se emplean arrays acústicos paramétricos aplicando las diferentes técnicas
de modulación existentes, y así lograr un buen rendimiento del sistema. Una serie
de publicaciones que tratan de comunicaciones paramétricas fueron presentados en
el Capítulo 2, Tabla 2.2. En ellas, se alcanzaron rangos de decenas de kilómetros y
velocidades de datos de 1, 2 y 3 kbit/s. Además, la ventaja de obtener un ancho
de haz estrecho (directivo) puede mejorar la capacidad de información de una red
y enviar mensajes a los nodos deseados sin ser interceptados. Por lo tanto, esto
es potencialmente útil en el ámbito militar donde es importante que la señal de
transmisión de información viaje encubierta [97].
2Capacitive Micromachined Ultrasonic Transducers
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De igual forma, el estudio de la generación paramétrica se ha utilizado en
proyectos tales como, el MAST [62] nanciados por la UE, en el que se estudió
la comunicación submarina de largo alcance en canales de aguas poco profundas
mediante investigaciones de perles del fondo y sub-fondo marino.
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SES 2000 smart [98] CW, Ricker 90 - 110 5 -15 ±2.5◦ 236 hasta 20 <0.5 - 100
Topas P18 [99] Chirp, Ricker 15 - 21 0.5 - 6 ±4.5◦ 4 kHz = ∼ 209 >200 <20 - 11000
BII - 7543 [100] Ricker, PSK, FSK, Pulso 180 - 210 2 - 20 ±8◦ 10 kHz = >199 >20 Máx. 300
SeaKing SBP [101] Pulso, Seno 200 20 ±4◦ - - Hasta 400
Tabla 5.1: Sondas paramétricas comerciales
5.2 Capacidad de detección
A continuación, se presentan los resultados obtenidos de realizar diferentes medidas
experimentales de modulaciones en paramétrico [102], emitiendo y recibiendo con los
transductores enfrentados a una distancia de 30 cm medidos en piscina de laboratorio,
con el n de analizar la capacidad de detección de cada una de estas, con la técnica
de la correlación cruzada. Se emite en el agua la siguiente cadena de bits [01101111
01101011] que corresponde a la palabra: ok. La frecuencia portadora en cada una de
las medidas fue de 200 kHz y se utilizó frecuencia de muestreo de 20 MHz.
Una vez se procesan las señales, se obtiene el bit error (BER) de cada una de ellas
con la siguiente expresión BER( %) = (bits no detectados / bits totales) · 100.
Como se comentó en capítulos anteriores, las técnicas de modulaciones empleadas
consisten en la concatenación de señales tipo seno y, además por extensión, se estudian
las señales tipo sweeps (señales de banda ancha). En los siguientes apartados se
comentarán las características de estos conjuntos de señales.
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5.2.1 Modulaciones con senos y sweeps paramétricos
ASK (OOK)
En esta modulación no se detectan los bits 0, por ser todos de amplitud cero y no
compatible con la correlación, dado que es una modulación de encendido y apagado,
tal como se explicó en el Capítulo 2. Así que, para este caso no se podría hablar de
BER, sin embargo, se obtienen los resultados de correlación para el bit 1.
El subapartado 5.2.2, Figura 5.1, presenta un ejemplo de ello. Se observa una clara
detección por correlación del bit 1, aun así, sus picos de correlación no son estrechos,
por ser señales de banda estrecha.
FSK
Paramétricamente esta modulación se puede obtener utilizando dos señales
moduladoras f1 y f2 cuyas frecuencias sean la mitad de las frecuencias asociadas
a cada uno de los bits que se quieren recibir (f1 = fbit1/2 para el bit 1, y f0 = fbit0/2
para el bit 0), la alternancia de una frecuencia a la otra, representa el cambio de bit
correspondiente enlazados hasta reproducir el código binario deseado. Mediante esta
técnica no lineal, modulando una portadora con una FSK se obtiene otra FSK del
doble de frecuencia ( como se vio en el Capítulo 1, ecuación (1.111)), que corresponde
a la señal paramétrica esperada.
La Figura 5.2 del subapartado 5.2.2, muestra un ejemplo de señal enviada y recibida
para el bit 1 y 0, que corresponde a la señal medida con f1 20 kHz y f2 40
kHz esperadas paramétricamente a 500 µs, y una frecuencia portadora de 200 kHz.
En ella, se concluye lo comentado en el capítulo Capítulo 3, al ser una modulación
basada en senos (tonos), se observa que la detección por correlación no presenta un
pico estrecho, sin embargo, hay una tendencia clara en la detección para cada bit
enviado.
PSK
Esta modulación se obtiene con señales moduladoras a la mitad que se desean obtener
paramétricamente. Su generación paramétrica consiste en utilizar una frecuencia
concreta para el bit 1, y para el bit 0, la misma frecuencia mas un desfase de 180◦. Con
ello, modulando una portadora con cada uno de estos bits, se obtiene la cadena de
bits enlazados y esperados al doble (1.111) de la moduladora (paramétrica) tal como
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lo muestra la Tabla 5.3, donde se presentan todas las señales medidas y su respectivo
BER.
El subapartado 5.2.2, Figura 5.3, muestra un ejemplo para una de las señales PSK
medidas en piscina, con una fp de 200 kHz y frecuencia paramétrica de 50 kHz a 300
µs.
Sweeps
En esta tesis, se utilizan los barridos senoidales como señal de modulación para
mejorar el comportamiento de las modulaciones anteriores; donde uno es ascendente
en frecuencia con el tiempo (bit 1) y el otro descendente (bit 0). Para obtenerlos
paramétricamente se debe tener en cuenta que la señal moduladora será la mitad de la
señal paramétrica esperada, tal como se ha comentado en las anteriores modulaciones,
y enlazando cada uno de ellos se genera la cadena de bits deseada.
En el siguiente, apartado la Figura 5.4, muestra un ejemplo para el sweep medido
esperado entre los 10 y 50 kHz correspondiente al bit 1, y de forma descendente, 50
a 10 kHz para el bit 0 a 1000 µs de duración por bit.
En general, empleando este conjunto de señales sweeps paramétricos, se obtiene una
mejora en la detección de los bits, independiente del tamaño de los tiempos.
5.2.2 Detección de los bits
En la Figura 5.1, Figura 5.2, Figura 5.3 y Figura 5.4. Se presentan por separado las
señales emitidas del bit 1 y el bit 0, para una mejor visualización. Sin embargo, en
la práctica estas señales se envían concatenadas según la cadena de bits denida en
el apartado 5.2, que por comodidad se vuelve a escribir como [01101111 01101011].
Posteriormente, y haciendo referencia al esquema de la Figura 3.10, se extrae de la
señal enviada (cadena de bits) la segunda derivada de la envolvente al cuadrado para
ambos bits (señal paramétrica esperada), tal como se observa en las guras. Luego,
la señal recibida en cadena de bits, se ltra alrededor de la baja frecuencia (señal en
ocre). Con esto, se correla la señal recibida ltrada con la señal esperada del bit 1;
obteniendo así en principio una mayor amplitud para las diferentes posiciones del bit
1 (que en adelante se llamarán: bit verdadero), y una detección nula en principio para
el bit 0 (amplitudes que se llamarán: bit falso). Si por el contrario, cuando se correla
la recibida ltrada con la esperada del bit 0, se obtendrá una mayor amplitud para
las diferentes posiciones del bit 0 (bit verdadero) y una amplitud menor o nula para
el bit 1 (bit falso). Se obtiene así, la correación cruzada tanto para el bit 1 como para
el 0 junto con las amplitudes de correlación que se comentarán a continuación.
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Siendo la distancia d, entre el emisor y receptor de 30 cm, una velocidad del sonido v,
de aproximadamente 1480 m/s, y siguiendo la expresión del tiempo de vuelo t = d/v,
el primer bit que se espera detectar es a los 0.2 ms, y cada uno de los siguientes se
esperan en el tiempo que se midió cada señal, es decir: 250, 500, 300 y 1000 µs.
En todas las correlaciones, la línea discontinua representa la posción en tiempo de
los bits 1, y la continua representa la posición esperada de los bits 0. En general, se
observa que se tiene una buena detección temporal de cada bit en cada modulación.
Respecto a la Figura 5.1 ASK, los picos de correlación son bastante anchos entre si,
casi que del orden de duración de cada bit, básicamente esto se debe, a que este tipo
de señales son en esencia tonos puros. Sin embargo, las amplitudes de detección por
correlación son claras entre el bit 1 de 0.001 · 10−4 y el bit falso de 0.005 · 10−4; 4
órdenes de magnitud entre ellas.
En la Figura 5.2 FSK, sucede algo muy parecido a la ASK. En denitiva, las
correlaciones con señales de banda estrecha se caracterizan por no ser demasiado
ecientes en su detección. Por su parte, el promedio de las amplitudes de los bits 1
y 0 detectados correctamente es de 0.024 · 10−4 y 0.061 · 10−4, y de los bits falsos de
0.007 ·10−4 y 0.014 ·10−4. El conciente entre los bits detectados respecto de los falsos,
dará una estimación del bit error, que se presenta en la siguiente sección.
La Figura 5.3 PSK, muestra que la señal recibida por correlación para ambos bits (1 y
0) es la misma, dado que la señal esperada con la que se correla es igual. Concerniente
a la detección, a simple vista no hay una diferenciación de las amplitudes entre los bits
que en principio deben detectarse con respecto a los falsos. Sin embargo, una vez se
detecta un bit, la duración de los demás se espera en unos tiempos dados y jos; por
ello, la detección es relativamente buena a pesar de que a simple vista no lo parezca.
El promedio de las amplitudes para los bits verdaderos (1 y 0 respectivamente) es de
0.14 ·10−4 y 0.13 ·10−4 mientras que para los falsos bits es de 0.13 ·10−4 y 0.14 ·10−4.
Estos resultados justican la poco claridad que existe al momento de discernir las
amplitudes de unos bit con respecto a otros.
En este estudio en cuestión, este tipo de modulación no fue robusta para las
comunicaciones paramétricas, aunque si que lo es para otro tipo de comunicaciones.
En la Figura 5.4 Sweep paramétrico, se obtuvieron picos de correlación estrechos a
diferencia de las demás modulaciones, y los bits son mucho más fáciles de discernir.
La detección por correlación para el bit 1 y 0 es de 0.19 · 10−4 y 0.073 · 10−4, y para
los bits falsos 1 y 0, corresponde a 0.018 · 10−4 y 0.025 · 10−4 respectivamente.
De todas las modulaciones estudiadas se tiene que los picos de correlación se detectan
muy cercanos respecto de los tiempos esperados, teniendo en cuenta el tiempo de vuelo
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inicial donde se espera ser recibida dicha señal. El comportamiento de la correlación
y el ancho de los picos resultantes tiene consecuencias tanto en la detección como en
la discriminación de bits.
De entre todas las anteriores modulaciones (senos: ASK, FSK, PSK y sweep), se
observa que, en la detección por correlación con sweeps [103], se presentan picos
estrechos y claros, tal como se vio en el Capítulo 3, debido a que son señales de
banda ancha. El máximo de correlación se comporta de forma más estrecha, la señal
se amortiza mucho más rápido, por lo tanto, se tiene una amplitud de correlación y
un ancho de la misma mucho más denido.
Emitida bit 1 Esperada bit 1
Recibida bit 1 Correlación bit 1
Figura 5.1: Análisis detección por correlación para la cadena de bits [01101111 01101011]
en modulación ASK, bit1 = 10 kHz a 250 µs por cada bit, fp de 200 kHz
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Emitida bit 1 Emitida bit 0
Esperada bit 1 Esperada bit 0
Recibida bit 1 Recibida bit 0
XCorr bit 1 XCorr bit 0
Figura 5.2: Análisis detección por correlación para la cadena de bits [01101111 01101011]
con modulación FSK, bit1 20 kHz y bit0 40 kHz a 500 µs por cada bit, fp de 200 kHz
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Emitida bit 1 Emitida bit 0
Esperada bit 1 Esperada bit 0
Recibida bit 1 Recibida bit 0
XCorr bit 1
Figura 5.3: Análisis detección por correlación para la cadena de bits [01101111 01101011]
en modulación PSK con fparam de 50 kHz a 300 µs por cada bit, fp de 200 kHz
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Emitida bit 1 Emitida bit 0
Esperada bit 1 Esperada bit 0
Recibida
XCorr bit 1 XCorr bit 0
Figura 5.4: Análisis etección por correlación para la cadena de bits [01101111 01101011]
con Sweep, bit1 = 10 a 50 kHz, bit0 = 50 a 10 kHz a 1000 µs por cada bit, fp de 200 kHz
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5.2.3 Bit Error (BER)
FSK
En la Tabla 5.2, se presentan las medidas realizadas para este tipo de señales esperadas
paramétricamente, junto con el bit error. Se observa cierta tendencia de que, cuanto
mayor es el tiempo de duración de cada bit, existe un menor error de los bits
detectados, inferior al 20%. Sin embargo, para el primer grupo de señales enviadas
(10, 30 kHz) y (10, 40 kHz) se obtuvo un BER superior al 50%. Respecto al valor de
la desviación del BER, este no supera el ±7.
Frecuencias [kHz]
Duración [µs] BER [%]
Frecuencias [kHz]
Duración [µs] BER [%]
f1 f2 f1 f2
10 30 500 59 ±3
30 40
250 25 ±0
10 40 1000 64 ±5 500 19 ±0
20 30
250 20 ±7 1000 20 ±7
500 11 ±3
30 50
100 66 ±3
1000 11 ±5 167 45 ±5
20 40
250 46 ±3 250 69 ±0
500 15 ±7 500 15 ±7
1000 8 ±3 1000 10 ±3
20 50
250 6 ±3
40 50
50 69 ±0
500 0 ±0 100 53 ±3
1000 0 ±0 125 56 ±4
30 40
100 20 ±7 250 50 ±0
167 36 ±5 1000 9 ±7
Tabla 5.2: BER de la modulación FSK para un conjunto de señales medidas
PSK
En la Tabla 5.3, se observa que, entre las señales y los tiempos de duración, no existe
una tendencia clara al momento de detectar el BER. Se tiene un BER superior al
50%, en las señales de 30 kHz a 67, 167 y 333 µs, 35 kHz a 57 y 429 µs, 40 kHz a 50
µs, y 50 kHz a 40 y 300 µs.
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Frecuencias [kHz] Duración [µs] BER [%] Frecuencias [kHz] Duración [µs] BER [%]
10
500 25 ±9
35
57 69 ±0
1000 28 ±10 86 16 ±8
15
200 41 ±11 143 10 ±4
333 63 ±5 286 11 ±7
667 69 ±0 429 66 ±3
1000 9 ±5
40
50 64 ±5
20
250 29 ±10 75 14 ±11
500 11 ±7 125 14 ±9
750 10 ±5 250 50 ±10
25
80 0.6 ±2 375 30 ±12
120 23 ±9
45
44 34 ±16
200 29 ±14 67 8 ±8
400 24 ±10 111 8 ±5
600 34 ±10 222 13 ±10
30
67 69 ±0 333 0 ±0
100 23 ±13
50
40 62 ±6
167 68 ±2 60 15 ±14
333 69 ±0 100 0 ±0
500 35 ±11 200 47 ±12
300 52 ±12
Tabla 5.3: BER de la modulación PSK para un conjunto de señales medidas
Sweep
Para este análisis, se midieron un conjunto de señales tipo sweeps con diferentes
tiempos y anchos de banda. En la Tabla 5.4, se muestran todas ellas junto con el
BER.
Se observa, que la máxima tasa de error es para el sweep desde los 40 a 50 kHz con
90 µs con un BER del 58%. Es probable que esto se deba, que al ser un tiempo tan
corto para cada bit, no alcancen a detectarse adecuadamente porque se mezclan con
las reexiones provenientes del fondo y supercie de la piscina. Para el resto de los
sweeps, el BER ronda alrededor de una media del 7%.
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Frecuencias [kHz] Duración [µs] BER [%] Frecuencias [kHz] Duración [µs] BER [%]
5 a 15
600 14 ±3
10 a 40
160 0 ±0
1000 0 ±0 320 0 ±0
5 a 25
267 1 ±3 480 0 ±0
400 0 ±0
10 a 50
134 1 ±3
533 0 ±0 267 0 ±0
5 a 35
200 1 ±3 400 1 ±3
400 0 ±0 1000 0 ±0
600 0 ±0
20 a 30
160 15 ±7
5 a 45
160 6 ±8 320 0 ±0
320 1 ±3 480 0 ±0
480 0 ±0
20 a 40
134 0 ±0
147 8 ±5 267 0 ±0
5 a 50
291 3 ±3 402 0 ±0
438 0 ±0
20 a 50
115 13 ±8
4 a 40
500 0 ±0 229 0 ±0
1000 0 ±0 343 0 ±0
10 a 20
267 5 ±3
30 a 40
115 15 ±14
534 0 ±0 229 6 ±0
801 0 ±0 343 0 ±0
10 a 30
160 4 ±6
30 a 50
100 18 ±8
200 0 ±0 200 0 ±0
320 10 ±7 600 0 ±0
400 0 ±0
40 a 50
90 58 ±12
600 0 ±0 178 10 ±3
267 0 ±0
Tabla 5.4: BER de la modulación Sweep paramétrico para un conjunto de señales medidas.
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Conclusiones
En esta tesis se estudiaron las diferentes técnicas de modulación abordando la
generación paramétrica aplicadas a las comunicaciones submarinas.
En el Capítulo 1, se presentaron de forma rigurosa, todos aquellos principios que rigen
la acústica no lineal. Se partió en primera instancia, con la ecuación de la propagación
de ondas acústicas lineales (pequeña amplitud) para posteriormente, explicar todos
aquellos fenómenos que rigen el comportamiento no lineal, con la aproximación de
segundo orden, haciendo énfasis en la ecuación de Westervelt y Burguers, hasta llegar,
a la excitación modulada en un medio viscoso y abordar, efecto paramétrico con
el estudio de la ecuación de Westervelt, Berktay y la KZK. Todos estos principios
sentaron las bases del entendimiento de la propagación acústica no lineal. Además,
se validó la relación de amplitud entre el haz secundario y el haz primario medidos
experimentalmente con un modelo teórico. El análisis se realizó de dos formas; la
primera, estudiando las presiones recibidas del haz primario y secundario y la segunda,
a través de las frecuencias emitidas. En el primer análisis se utiliza la ecuación de la
ganancia paramétrica compleja, y la segunda, a través de las frecuencias emitidas
experimentalmente utilizando la ecuación de la amplitud del haz secundario. Por
último, se valida en qué régimen de operación para fuentes paramétricas se encuentra
el estudio presentado, cumpliéndose el caso del límite absorción en la zona eférica.
También, se introdujeron aquellos fenómenos que afectan la propagación de la señal
en el canal submarino y se presenta un ejemplo de de pérdidas por transmisión en
aguas poco profundas, según el modelo de Marsh-Shulkin.
En el Capítulo 2, se abordó en primer lugar de forma breve y generalizada, las ventajas
de los diferentes tipos de comunicaciones existentes, con el n de justicar la elección
de las comunicaciones acústicas submarinas y aprovechar las características que
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ofrece la generación acústica paramétrica en el agua. Posteriormente, se presentaron
diferentes técnicas de modulación que habitualmente, se emplean en el campo de
las comunicaciones acústicas, para con ello, enfocarlas desde el punto de vista de la
generación paramétrica. Como se vio, la mayoría de las modulaciones lineales están
formadas por la combinación de tonos (senos), por lo que, en esta tesis se analizaron las
modulaciones paramétricas como un conjunto de dos señales: senos (tonos) y sweeps
(señales de banda ancha). Así, se presentó en este capítulo, el proceso de generación de
ambos conjuntos de señales partiendo del proceso directo explicado en el Capítulo 1
con el n de, abordar en el Capítulo 3 las características en lo concerniente a la
detección a través del procesado de señales acústicas.
En el Capítulo 3 se estudiaron los procesos en el dominio del tiempo, frecuencia y
correlación, que se le aplican a las señales estudiadas en cuestión (senos y sweeps),
tanto para la frecuencia primaria (haz primario) como para la paramétrica (haz
secundario). El método de la correlación cruzada, ofreció la capacidad de detectar
las señales aun enmascaradas por las reexiones provenientes de la piscina o la balsa.
Además de indicar, el tiempo de llegada de la señal (tiempo de vuelo). Al estudiar la
detección de senos y sweeps paramétricos, se observó que al ser los sweeps señales de
banda ancha (barridos senoidales o tonos) el pico de detección es más estrecho y por
lo tanto, su detección es más precisa a diferencia de los tonos paramétricos cuyo pico
de detección es ancho, lo que en la mayoría de los casos imposibilita una adecuada
detección de la señal, tal como se vio en los resultados del Capítulo 4.
El Capítulo 4, presentó una serie de medidas experimentales realizadas en balsa y en
piscina, que permitieron calibrar y caracterizar el campo acústico de un transductor en
el régimen lineal y no lineal y comparar los resultados entre ellos, para corroborar las
características de la generación paramétrica así como sus ventajas. Se observó que, la
señal paramétrica adquirió características de la señal primaria, tal que, la directividad
para ambas señales se encuentra entre los ±10◦, además de la ausencia de los lóbulos
laterales. Respecto a la variación de voltaje, también se observó que para las señales
primarias existe un comportamiento lineal, mientras que para las paramétricas un
comportamiento exponencial, a partir de los 300 mV. Por último, se tiene que con
la atenuación, se observó una disminución en la amplitud para las señales primarias
y otra menor para las secundarias, aunque con poca diferencia entre ambas; para
que este efecto fuera mas notorio, se debe medir a mayores distancias para que el
haz primario sea totalmente absorbido por el medio. Con todo ello, se tiene que la
generación paramétrica se puede emplear para las comunicaciones acústicas tal como
varios autores ya lo han estudiado y comprobado.
Por último, en el Capítulo 5, se presentó otro conjunto de medidas experimentales
basadas en la emisión y recepción de diferentes tipos de modulaciones que como
se comentó, fueron señales tipo senos y sweeps paramétricos, con los transductores
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enfrentados. Estas señales se realizaron concatenando una cadena de 16 bits (1 y 0),
cuyo objetivo fue determinar el bit error para cada señal y estudiar su capacidad
de detección y compararlo entre las señales moduladas con senos paramétricos (ASK,
FSK, PSK) y los sweeps paramétricos. En ello, se observó lo estudiado en el Capítulo 3,
donde claramente de entre todas las señales medidas, la que presenta una mejor
deteccción sin importar el tiempo de bit enviado fueron los sweeps, debido a que
su pico de correlación es bastante estrecho y denido en cada uno de los tiempos
esperados.
En general, todos estos estudios demuestran que, aplicando correctamente las técnicas
de procesado a la generación acústica paramétrica, se pueden utilizar en sistemas de
redes de comunicaciones en aguas poco profundas, donde las múltiples reexiones que
allí se generan, degradan el mensaje enviado, lo que posibilita, con el uso de estas
técnicas, una mejora en la recepción del mensaje dado que las señales paramétricas
son muy directivas a baja frecuencia, permitiendo que el mensaje se reciba con la
mínima interferencia. Además, la rápida absorción de las altas frecuencias en el medio
permiten que la baja frecuencias (haz secundario) pueda propagarse a distancias
mayores con un ancho de haz bastante estrecho del orden de los ±10◦ para las señales
estudiadas en esta tesis. Esta es una diferencia muy notable con respecto al uso de
transductores convencionales, que generalmente suelen presentar un ancho de haz de
aproximadamente 60◦ a estas frecuencias.
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Apéndice A
Notas matemáticas
A.1 Ecuación de estado
Suponiendo que la presión depende tan sólo de la densidad, esto es, si p(ρ), se puede
usar el desarrollo de Taylor,
f(x) = f(xo) + f
′(xo)(x− xo) +
f ′′(xo)(x− xo)2
2!
+
f ′′′(xo)(x− xo)3
3!
+ · · ·
para desarrollar la ecuación de estado p = p(ρ) en torno al valor de equilibrio ρo,
p = po +
dp(ρo)
dρ
(ρ− ρo) +
d2p(ρo)
dρ2
(ρ− ρo)2
2!
+
d3p(ρo)
dρ3
(ρ− ρo)3
3!
+ · · · (A.1)
Introduciendo ahora las variables acústicas p′ = p−po y ρ′ = ρ−ρo, se puede escribir,
p′ =
dp(ρo)
dρ
ρ′ +
1
2!
d2p(ρo)
dρ2
ρ′2 +
1
3!
d3p(ρo)
dρ3
ρ′3 + · · · (A.2)
o de forma equivalente,
p′ = ρo
dp(ρo)
dρ
(
ρ′
ρo
)
+
1
2!
ρ2o
d2p(ρo)
dρ2
(
ρ′
ρo
)2
+
1
3!
ρ3o
d3p(ρo)
dρ3
(
ρ′
ρo
)3
+ · · · (A.3)
Se denen las siguientes cantidades,
A ≡ ρo
(
dp
dρ
)
ρo
, B ≡ ρ2o
(
d2p
dρ2
)
ρo
, C ≡ ρ3o
(
d3p
dρ3
)
ρo
(A.4)
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pudiendo escribir,
p′ = A
(
ρ′
ρo
)
+
1
2!
B
(
ρ′
ρo
)2
+
1
3!
C
(
ρ′
ρo
)3
+ · · · (A.5)
La cantidad A, recibe el nombre de módulo de elasticidad de volumen. Se expresa en
N/m2, las mismas unidades que se usa para la presión. Esta cantidad está relacionada
con la velocidad del sonido co a través de la relación co =
√
A/ρo. De donde,
A = ρoc
2
o (A.6)
Para la mayoría de las aplicaciones de interés es suciente considerar solamente los
dos primeros términos del desarrollo (A.5) pudiendo escribir la ecuación de estado,
después de ordenar términos como:
p′ = c2oρ
′ +
c2o
ρo
B
2A
ρ′2 (A.7)
A.2 Formación del choque en problemas de frontera
Para calcular la distancia de choque en problemas de contorno, se parte de la solución
de Riemann (1.76) que aquí se repite por comodidad:
p′(x, t) = f
[
t− x
c(p′)
]
(A.8)
Se dene la variable ζ como:
ζ = t− x
c(p′)
=⇒ p(ζ) = f(ζ) (A.9)
Usando la regla de la cadena se obtiene:
∂p′
∂t
=
df
∂ζ
∂ζ
∂t
=
(
1− xdc
−1
dp′
∂p′
∂t
)
df
∂ζ
(A.10)
=
(
1 + x
1
c2
dc
dp
∂p′
∂t
)
df
∂ζ
(A.11)
Despejando ∂p′/∂t resulta,
∂p′
∂t
=
c2(p′)f ′(ζ)
c2(p′)− c′(p′)f(ζ)x
(A.12)
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Esta derivada diverge dando lugar a una tangente vertical (tv) si el denominador se
hace cero. Esto ocurre si c2(p′)− c′(p′)f(ζ)x = 0. De donde,
xtv =
c2(p′)
c′(p′)f ′(ζ)
(A.13)
Sustituyendo (1.63) en (A.13) resulta,
xtv =
(co + ap
′)2
af ′(ζ)
(A.14)
Suponiendo ap′ << co, se puede escribir,
xtv =
c2o
af ′(ζ)
(A.15)
El valor más pequeño de xtv determina la posición del choque,
xsh =
c2o
af ′max(ζ)
=
ρoc
3
o
βf ′max(ζ)
(A.16)
donde se ha usado a = β/ρoco sengún (1.63).
A.3 Solución Bessel-Fubini caso mono-frecuencia
Como bien se sabe, si f(t) es una función periódica impar con periodo To, esta puede
expresarse mediante una serie de Fourier,
f(t) =
∞∑
n=1
bn sinnωot (A.17)
donde ωo = 2π/To, y los coecientes bn están dados por,
bn =
2
To
∫ To/2
−To/2
f(t) sin(nωot)dt (A.18)
Una forma alternativa y más apropiada para este objetivo, es obtener los coecientes
bn a partir de la expresión,
bn =
j2
To
∫ To/2
−To/2
f(t)e−jnωotdt (A.19)
Para un x jo, se propone demostrar que la solución de Riemann (1.81) puede ser
desarrollada en serie de Fourier, esto es, encontrar la expresión (1.82). Para ello, se
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parte de dicha solución que aquí se repite por comodidad,
p′(x, t) = Po sin
[
ωot− kox+
x
xsh
p′(x, t)
Po
]
(A.20)
Para un x jo, se denen las siguientes cantidades,
g(x, t) =
p′(x, t)
Po
, σ =
x
xsh
, ϕ = ωot− kox (A.21)
pudiendo escribir (A.20) de una forma más compacta,
g(ϕ) = sin [ϕ+ σg(ϕ)] (A.22)
el objetivo es expresar g(ϕ) en la forma:
g(ϕ) =
∞∑
n=1
bn sin(nϕ) (A.23)
Los coecientes bn se obtienen por integración:
bn =
j
π
∫ π
−π
g(ϕ)e−jnϕdϕ (A.24)
Integrando por partes
∫
udv = uv −
∫
vdu, con
u = g =⇒ du = dg
v = −e
−jnϕ
jn
=⇒ dv = e−jnϕdϕ
(A.25)
se obtiene,
bn =
1
nπ
[
−g(ϕ)e−jnϕ
∣∣π
−π +
∫ π
−π
e−jnϕdg
]
(A.26)
Por periodicidad, el primer término a la derecha de la igualdad es nulo. Así pues,
bn =
1
nπ
∫ π
−π
e−jnϕdg (A.27)
Ahora, la dicultad reside en encontrar dg para poder integrar en ϕ. Para ello se
dene una nueva variable,
Φ = ϕ+ σg(ϕ) (A.28)
150
A.3 Solución Bessel-Fubini caso mono-frecuencia
pudiendo escribir (A.22) como,
g(Φ) = sin Φ (A.29)
De (A.28) se tiene:
ϕ = Φ− σ sinϕ =⇒ dϕ = (1− σ cos Φ)dΦ (A.30)
Ahora se puede determinar dg. Según (A.29),
dg = cos ΦdΦ (A.31)
Manipulando convenientemente se tiene:
dg = cos ΦdΦ =
1
σ
[1− (1− σ cos Φ)] dΦ (A.32)
=
1
σ
[dΦ− (1− σ cos Φ)dΦ] (A.33)
Si se observa (A.30) se encuentra nalmente para dg,
dg =
1
σ
[dΦ− dϕ] (A.34)
Sustituyendo este resultado en (A.36), se llega a,
bn =
1
nπσ
[∫ π
−π
e−jn(Φ−σ sin Φ)dΦ−
∫ π
−π
e−jnϕdϕ
]
(A.35)
La segunda integral es nula, de modo que,
bn =
1
nπσ
∫ π
−π
ejn(σ sin Φ−Φ)dΦ (A.36)
Haciendo uso del siguiente resultado para la función de Bessel de primera especie,
Jn(x) =
1
2π
∫ π
−π
ej(x sin θ−nθ)dθ (A.37)
se encuentra,
bn =
2
nσ
Jn(nσ) (A.38)
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Sustituyendo (A.38) en (A.23) y deshaciendo los cambios dados en (A.21), se tiene
nalmente,
p′(x, t) =
∞∑
n=1
2Po
xsh
nx
Jn
(
nx
xsh
)
sinn(ωot− kox) (A.39)
pudiendo escribir
p′(x, t) =
∞∑
n=1
B(x) sin
[
nωo
(
t− x
co
)]
(A.40)
con
Bn(x) = 2Po
xsh
nx
Jn
(
nx
xsh
)
(A.41)
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Apéndice B
Efectos asociados a la viscosidad
B.1 Ecuación de Westervelt y Burgers viscosa
Para obtener la ecuación de Westervelt viscosa es necesario reemplazar la ecuación
de Euler (1.35) por la ecuación de Navier-Stokes añadiendo una fuerza viscosa
~fµ(~r, t) = µ∇2~u + (µb + 13µ)~∇(~∇ · ~u), donde µ es la viscosidad dinámica o absoluta
y µb la viscosidad de volumen o segundo coeciente de viscosidad. La ecuación de
continuidad (1.34) no se modica y el modelo hidrodinámico toma la forma:
∂ρ
∂t
+ ~∇ · (ρ~u) = 0 (B.1)
ρ
[
∂~u
∂t
+ (~u · ~∇)~u
]
= −~∇p+ µ∇2~u+
(
µb +
1
3
µ
)
~∇(~∇ · ~u) (B.2)
Usando la ecuación de estado (1.42) y siguiendo un esquema idéntico al caso no
viscoso, se puede obtener el siguiente sistema de ecuaciones a segundo orden:
∂ρ′
∂t
+ ρo~∇ · ~u′ =
1
ρoc4o
∂p′2
∂t
+
1
c2o
∂L
∂t
(B.3a)
ρo
∂~u′
∂t
+ ~∇p′ = − 1
ρoc2o
(
µb +
4
3
µ
)
~∇
(
∂p′
∂t
)
− ~∇L (B.3b)
p′ = c2oρ
′ +
1
ρoc2o
B
2A
p′2 (B.3c)
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Este sistema es la versión viscosa del sistema de ecuaciones (1.49a)-(1.49b)-(1.49c).
Despejando p′ se tiene la extensión viscosa de la ecuación de onda (1.51):
∇2p′ − 1
c2o
∂2p′
∂t2
= − β
ρoc4o
∂2p′2
∂t2
− δ
c4o
∂3p′
∂t3
−
(
∇2L+ 1
c2o
∂2L
∂t2
)
(B.4)
donde δ > 0 es la difusividad del sonido:
δ =
1
ρo
(
µb +
4
3
µ
)
(B.5)
Suponiendo que los efectos no lineales locales son despreciables se hace L = 0 en
(B.4) para obtener la ecuación de Westervelt viscosa:
∇2p′ − 1
c2o
∂2p′
∂t2
= − β
ρoc4o
∂2p′2
∂t2
− δ
c4o
∂3p′
∂t3
(B.6)
Haciendo uso del cambio de variables dado en (1.55), se obtiene la ecuación de
Burgers viscosa que es la extensión de (1.60):
∂p′
∂x
=
βp′
ρoc3o
∂p′
∂τ
+
δ
2c3o
∂2p′
∂τ2
(B.7)
B.2 Acústica lineal con viscosidad
Las ecuaciones de primer orden que denen la acústica lineal con viscosidad, se
obtienen del sistema de ecuaciones (B.3a), (B.3b) y (B.3c). Despreciando los términos
de segundo orden, el resultado es:
∂ρ′
∂t
+ ρo~∇ · ~u′ = 0 (B.8a)
ρo
∂~u′
∂t
+ ~∇p′ = − δ
c2o
~∇
(
∂p′
∂t
)
(B.8b)
p′ = c2oρ
′ (B.8c)
Despejando p′(x, t) se obtiene la ecuación de onda lineal con viscosidad:
∂2p′
∂t2
− c2o∇2p′ = δ
∂
∂t
(
∇2p′
)
(B.9)
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