Modeling high dimensional multi-stream data for monitoring and prediction by Ebrahimi, Samaneh








of the Requirements for the Degree
Doctor of Philosophy in the
H. Milton Stewart School of Industrial & Systems Engineering (ISyE)
Georgia Institute of Technology
December 2018
Copyright © Samaneh Ebrahimi 2018




H. Milton Stewart School of Indus-
trial & Systems Engineering
Georgia Institute of Technology
Dr. Jianjun Shi
H. Milton Stewart School of Indus-
trial & Systems Engineering
Georgia Institute of Technology
Dr. Nagi Gebraeel
H. Milton Stewart School of Indus-
trial & Systems Engineering
Georgia Institute of Technology
Dr. Chuck Zhang
H. Milton Stewart School of Indus-
trial & Systems Engineering
Georgia Institute of Technology
Dr. Shawn Mankad
Samuel Curtis Johnson Graduate
School of Management
Cornell University
Date Approved: August 14, 2018
To my beloved parents, Sorayya and Firouz,
my twin sister Marzieh,
and my siblings Nafiseh, Amir, and Ebi
for their love and endless support
ACKNOWLEDGEMENTS
My sincere gratitude goes to my advisor, Professor Kamran Paynabar, for his splendid
supervision. His openness to hearing and encouraging new ideas helped me explore new
fields and gain self-confidence in doing this research. Besides, his continuous support
during my graduate life made my Ph.D. journey much easier.
I want to give my special thanks to all other committee members, Professor Jan Shi,
Professor Nagi Gebraeel, Professor Shawn Mankad, and Professor Chuck Zhang, for their
invaluable comments, suggestions, and guidance during this dissertation. Moreover, my
special gratitude goes to my former undergraduate advisor, Professor Hashem Mahlooji.
His strong confidence in me is one of the reasons that I pursued graduate studies and, for
which I will always be grateful.
Besides, I’d like to thank my dear friends who were indeed my second family during
my life and helped me go through this journey. To name a few, I would like to thank
Dr. Shaghayegh Fathi, Neda Mohsenianrad, Golnaz Tehranchi, Dr. Chitta Ranjan, Sahba
Akhavan Niaki, Dr. Negin Enayaty Ahangar, Dr. Satya Malladi , Geet Lahoti, Dr. Amire-
brahim Darabi, Mostafa Reisi Gahrooei, Yasaman Mohammad Shahi, Ali Namayandeh,
Shaghayegh Navabpour, Arezoo Shirazi, and Shiva Bahrami.
Finally, I want to express my deep gratefulness to my precious parents for their endless
love and support which gave me the will and strength to keep up in all of my life. Also, de-
lightful thanks to my beloved twin sister Marzieh, my dear siblings Nafiseh, Amirhossein,
Ebrahim, and my new siblings Sepideh, Arash, and Vinod.
iv
TABLE OF CONTENTS
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
Chapter 1: Introduction and Background . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Data Types and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 High Dimensional, Multistream Data . . . . . . . . . . . . . . . . . 2
1.2.2 Network Stream Data . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.3 Multimedia: Image, Audio, Text, Etc. . . . . . . . . . . . . . . . . 4
1.3 Dissertation Research Topics . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Large-Streaming Data Analytics for Monitoring and Diagnostics in
Manufacturing Systems . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Dynamic Network Monitoring Using Extended Kalman Filter On
Hurdle Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3 Discriminative DBM For Classification And Its Extension To Mul-
timodal Inputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Chapter 2: Large-Streaming Data Analytics for Monitoring and Diagnostics in
Manufacturing Systems . . . . . . . . . . . . . . . . . . . . . . . . . 12
v
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Integrated PCA-Based Monitoring and Diagnostics for Large Data Streams 17
2.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Adaptive PC selection (APC) for Process Monitoring . . . . . . . . 18
2.2.3 PC-based Signal Recovery (PCSR) Diagnosis Methodology . . . . 21
2.3 Experimental Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Validation of Proposition 2.2.1 for Choosing Control Limits . . . . 23
2.3.2 Monitoring Methods Analysis . . . . . . . . . . . . . . . . . . . . 25
2.3.3 Diagnosis Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.1 Defect detection in Steel Rolling Process . . . . . . . . . . . . . . 29
2.4.2 Wine Quality Monitoring . . . . . . . . . . . . . . . . . . . . . . . 34
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Chapter 3: Dynamic Network Monitoring Using Extended Kalman Filter On
Hurdle Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Monitoring Sparse Network Sequences with Online Hurdle Models . . . . . 46
3.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2 Hurdle Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.3 State Space Models and the Extended Kalman Filter . . . . . . . . 51
3.3.4 Monitoring Approach . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4 Results from Synthetic Data . . . . . . . . . . . . . . . . . . . . . . . . . 56
vi
3.5 Results from e-MID Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5.1 Preprocessing and Model Specification . . . . . . . . . . . . . . . . 61
3.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5.3 Validation and Discussion . . . . . . . . . . . . . . . . . . . . . . 67
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Chapter 4: Discriminative DBM For Classification And Its Extension To Mul-
timodal Inputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1 Introduction and Literature Review . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.1 Restricted Boltzmann Machines . . . . . . . . . . . . . . . . . . . 74
4.2.2 Deep Boltzmann Machines . . . . . . . . . . . . . . . . . . . . . . 77
4.2.3 Classification RBM (ClassRBM) . . . . . . . . . . . . . . . . . . . 79
4.3 Methodology Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.1 Classification DBM (ClassDBM) . . . . . . . . . . . . . . . . . . . 82
4.3.2 Training Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.3 Inference Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.4 Multi Modal Class DBM . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4.1 Benchmark Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.4.2 Audio Advertisement . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4.3 Inferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5 Conclusion and future study . . . . . . . . . . . . . . . . . . . . . . . . . 101
vii
Chapter 5: Conclusion and Future Directions . . . . . . . . . . . . . . . . . . . . 103
Appendix A: Supplementary material of Chapter 2: First and second moments
of thresholded statistic . . . . . . . . . . . . . . . . . . . . . . . . . 109
Appendix B: Supplementary material of Chapter 2: Consistency of the Diag-
nosis Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Appendix C: Supplementary material of Chapter 3: Estimating Transition Ma-
trices for the State Space Model . . . . . . . . . . . . . . . . . . . 112
Appendix D: Supplementary material of Chapter 3: Results from e-MID Data:
Monitoring Starting from Crisis 1 . . . . . . . . . . . . . . . . . . 113
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
viii
LIST OF TABLES
2.1 Empirical type I error using first experiment . . . . . . . . . . . . . . . . . 24
2.2 Empirical type I error using second experiment . . . . . . . . . . . . . . . 25
2.3 Diagnosis simulation results for Scenario I . . . . . . . . . . . . . . . . . . 30
2.4 Diagnosis simulation results for Scenario II . . . . . . . . . . . . . . . . . 32
2.5 Diagnosis simulation results for Scenario III . . . . . . . . . . . . . . . . . 33
2.6 Run length Comparison of different methods in detecting the change point . 37
2.7 Comparison of different methods in detecting the change . . . . . . . . . . 38
3.1 Independent variables used in the Hurdle model. The variables Amount and
Rate are used only in the Positive Poisson regression when conditioning on
the existence of an edge. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1 Classification Error rate for Benchmark Datasets . . . . . . . . . . . . . . . 96
4.2 Network Architecture For Each Model . . . . . . . . . . . . . . . . . . . . 100
4.3 AUC for predicting audio advertisement quality . . . . . . . . . . . . . . . 101
4.4 Run time analysis for one epoch (seconds) . . . . . . . . . . . . . . . . . . 101
ix
LIST OF FIGURES
1.1 Examples of High Dimensional Streaming Data . . . . . . . . . . . . . . . 3
1.2 Examples of networks and multimedia data . . . . . . . . . . . . . . . . . 4
1.3 Multimedia Data Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Examples of Multimedia Data . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Surface image of steel bar in the rolling process . . . . . . . . . . . . . . . 15
2.2 Example of a change having the same angle with both PCs . . . . . . . . . 15
2.3 Methodology overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Comparing the behavior of top and low PCs for monitoring when a sparse
shift happens in a random set of process of variables . . . . . . . . . . . . . 19
2.5 ARL of scenarios I, II for different values of δ (shift magnitude) for p = 100 27
2.6 ARL of scenarios I, II for different values of δ (shift magnitude) for p = 1000 27
2.7 ARL of scenarios I, II for different values of δ (shift magnitude) for p =
10, 000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.8 F1 of scenarios I different values of δ (shift magnitude) . . . . . . . . . . . 31
2.9 F1 of scenarios II different values of δ (shift magnitude) . . . . . . . . . . 31
2.10 F1 of scenarios III different values of δ (shift magnitude) . . . . . . . . . . 34
2.11 Image of rolling data for in control process (a) and out of control process (b) 34
2.12 Generated Image with first 126 rows as in-control and remaining 72 rows
as out-of-control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
x
2.13 Monitoring Rolling Data using APC Method . . . . . . . . . . . . . . . . 35
2.14 Diagnosis using PCSR and LEB method) . . . . . . . . . . . . . . . . . . . 36
2.15 Monitoring Wine Quality Data using APC Method . . . . . . . . . . . . . 38
3.1 Timeline of estimation results and main events in the financial crisis. The
proposed monitoring framework would have raised alarms in real time to
regulators about changes in interbank market conditions that coincide with
the onset and end of the crisis. . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Weekly interest rate and volume in the e-MID interbank market. . . . . . . 43
3.3 Weekly network statistics, including the number of nodes and average degree. 45
3.4 Overview of the proposed network monitoring methodology. . . . . . . . . 48
3.5 Average Run Length comparison of methods based on simulated data for
different magnitude of shifts (δ). . . . . . . . . . . . . . . . . . . . . . . . 60
3.6 EWMA charts for Pearson Residuals from the proposed model to detect the
onset of Crisis 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.7 EWMA charts for networks statistics (degree, and betweenness) to detect
the onset of Crisis 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8 Estimated Coefficients for Country Difference in the Bernoulli and Positive
Poisson models starting from Pre-Crisis data. . . . . . . . . . . . . . . . . 65
3.9 Estimated Coefficients for Amount and Rate in the Positive Poisson model
starting from Pre-Crisis data. . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.10 EWMA charts for Pearson Residuals from the proposed model to detect the
end of the financial crisis and start of the post-recessionary period. . . . . . 66
4.1 RBM structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 A 3 layer DBM structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 Class RBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Class DBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
xi
4.5 Network Structure for Multimodal DBM and ClassDBM (two modalities) . 91
4.6 Examples of MNIST and NORB datasets . . . . . . . . . . . . . . . . . . . 94
4.7 First 100 layers of ClassDBM for each layer . . . . . . . . . . . . . . . . . 95
D.1 Estimated Coefficients for Country Difference in the Bernoulli and Positive
Poisson models starting from Crisis 1 data. . . . . . . . . . . . . . . . . . . 113
D.2 Estimated Coefficients for Amount and Rate in the Positive Poisson model
starting from Crisis 1 data. . . . . . . . . . . . . . . . . . . . . . . . . . . 114
xii
SUMMARY
This dissertation concentrates on solving problems for monitoring and predictions of
high dimensional, streaming data using new data mining methods. Chapter 1 illuminates
the need for new approaches for managing such data. Of the plethora of problems that
exist, , this dissertation attempts to focus on three distinct and critical research problems.
In Chapter 1, we concisely review the motivation and challenges behind each problem.
In Chapter 2, we propose a new monitoring and diagnosis approach based on PCA
for monitoring high-dimensional, multi-stream data. Monitoring and diagnostics (M&D)
are important components of Statistical Process Control (SPC). However, little work exists
for an integrated M&D approach. M&D’s main challenge is handling high-dimensional
processes commonly found in manufacturing, computer networks, and the Internet indus-
try. In Chapter 2, we propose an integrated approach that addresses this challenge. For
monitoring, the most commonly used methods in high dimensions are based on finding
the underlying lower dimension. One common approach is Principal Component Analysis
(PCA). For PCA-based monitoring, selecting the Principal Scores (PCs) to include in the
model is important. While most of the existing methods focus on PCs with the highest
variance, we argue that this is an inappropriate approach for the purpose of monitoring.
Quite the opposite, we show that adaptively chosen PCs are significantly better for process
monitoring. Consequently, we develop a novel monitoring method based on this principle
named Adaptive PC Selection (APCS). More importantly, we integrate a novel diagnostic
approach to enable a streamlined SPC. The PC-based Signal Recovery (PCSR) diagnostics
approach draws inspiration from Compressed Sensing to use Adaptive Lasso for identi-
fying the sparse change in the process. We theoretically motivate our approaches and do
performance evaluation of our integrated M&D method through simulations studies under
various scenarios and two case studies.
In Chapter 3, we propose a new methodology for dynamically monitoring sparse at-
xiii
tributed networks. For this, we mainly focus on modeling the network connections in
financial institutions. The interconnectedness of financial institutions can function as a
mechanism for the propagation and amplification of shocks throughout the economy, thus
contributing to financial crises. As such, network analysis has become a critical tool for
assessing interconnectedness and systemic risk levels. In Chapter 3, we create a formal
monitoring system to detect changes within a sequence of sparse networks constructed
from an interbank lending market in the European Union. The approach combines a state
space model with the Hurdle model to capture temporal dynamics of the edge formation
process, which is modeled as a function of node and edge attributes and estimated using
an extended Kalman Filter. Moreover, statistical process control charts such as Exponen-
tial Weighted Moving Average (EWMA) control charts, are used to monitor the network
sequence in real time in order to distinguish the gradual change resulting from the typical
edge dynamics from abrupt changes in trading patterns caused by fundamental changes in
market conditions. We find that the proposed methodology would have raised alarms for
regulators prior to several key events and announcements by the European Central Bank
during the 2007-2009 financial crisis, demonstrating the promise of the approach as an
early warning system. Moreover, we show the efficacy of our proposed approach using
simulation studies over various scenarios.
In Chapter 4, we propose a novel deep learning approach for predicting multimedia
data labels. The method is the extension to the Classification Restricted Boltzmann Ma-
chine (ClassRBM). The Restricted Boltzmann Machine (RBM) is a probabilistic model
used to model the distribution of a visible layer of features using one hidden layer. Deep
Boltzmann Machines were developed as an extension of RBM with multiple hidden lay-
ers. These methods have been successfully applied for unsupervised learning. A new
discriminative RBM for supervised learning known as Classification RBM (ClassRBM)
was proposed in 2008 [68]. Due to estimation intractability, an effective deep extension of
ClassRBM has not been used in the literature. In this chapter, we propose a new estimation
xiv
approach for deep ClassRBM (ClassDBM). Moreover, inspired from multimodal DBMs
[107], we show that ClassDBM can be extended to multimodal ClassDBM. Lastly, we im-
plement the proposed approach on two benchmark data and advertisement multimedia data
for validation.
Lastly, Chapter 5 concludes the dissertation by summarizing the research contributions,





In the era of Big Data, the amount of data produced is increasing exponentially [81, 41].
High-dimensional, streaming, and multimedia data are prevalent in a wide variety of fields,
including manufacturing, healthcare, advertising, the financial and service industries, and
social networks. One of the leading challenges in this era is developing scalable and ef-
fective methodologies for precise modeling and meaningful interpretation of such complex
data. These models can facilitate gaining insights about data and reaching important de-
cisions. For example, in manufacturing and network systems, efficient monitoring and
fast detection of out-of-control situations are crucial for taking proper corrective actions
to avoid failures and catastrophic events. In the service industries, analysis of streaming
data helps to gain a proper interpretation of system and customer behaviors, resulting in the
ability to provide better quality service. Nonetheless, analysis of contemporary data is chal-
lenging due to its high dimensionality, lack of structure, and auto- and cross-correlation, as
well as the evolving nature of data itself. The primary goal of this dissertation is to propose
new statistical learning methodologies for scalable modeling of high-dimensional data for
monitoring and prediction that overcome these challenges. Hence, this dissertation concen-
trates on three particular problems and presents statistical models for solving each problem.
In Section 1.2, different data types studied in this dissertation and their challenges are ex-
plained. Afterwards, in Section 1.3, the research topics are explained, and the motivation
behind each problem, the challenges, and the proposed solutions are briefly elucidated.
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1.2 Data Types and Challenges
1.2.1 High Dimensional, Multistream Data
With the rapid advancements in machinery, data-sensing systems are now capable of record-
ing real-time data with multiple attributes. Hence, every second, a large amount of stream-
ing data (i.e. manufacturing quality data, network flows, and multimedia streams) is be-
ing generated. Mining and exploring this streaming data is challenging due to its high
dimensionality, evolving nature, and auto- and cross-correlation. These challenges have
motivated researchers to develop new methodologies that can model the data over time and
provide useful interpretations. Many recent papers focus on mining such real-time stream-
ing data [96, 2]. Two critical challenges about this data are a) high dimensionality and b)
complex correlation structure. High dimensionality, combined with the substantial num-
ber of observations, causes traditional methods to fail in modeling the data. Hence, we
require statistical models that are scalable—i.e., being able to maintain high efficiency and
precision as the number of attributes and observations grows. Moreover, as the dimension
grows, the correlation structure gets more complicated. Besides, since data is collected over
time, each observation has a temporal correlation with the past observations. For example,
in the steel rolling process presented in Figure 1.1 (b), an image can be representative of
the process at each time frame. In this case, image pixels are spatially correlated while
they have a temporal correlation with the other images over time. The correlation structure
raises the need for new models capable of capturing this structure correctly.
1.2.2 Network Stream Data
In recent years, networks and network studies have attracted considerable interest in vari-
ous fields. Presenting a system as a network aids in representing the elements in the system
and the connections and interactions among them in a meaningful way. The network rep-
resentation is robustly expressive and can capture complex relationships. Hence, with the
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(a) Gas Turbines (b) Steel Rolling Process
Figure 1.1: Examples of High Dimensional Streaming Data
rapid advancements in data collection, network analysis emerges in diverse areas such as
biology, economics, manufacturing, sociology, and more. The diversity of network exam-
ples is as great as the number of ways people or entities interact with each other. These
examples include social networks like Facebook and Twitter, email, citation and authorship
networks, protein interactions networks, process networks, and so on[43]. One major chal-
lenge in modeling network data arises from the fact that entities in the network are highly
correlated and connected with each other. Moreover, the nature of relations among entities
in the network can be complicated and not straightforward to capture and interpret. There-
fore, an effective statistical model must be able to model networks such that all relations
are captured in the model. Moreover, network data are mostly high dimensional and in
considerable quantity, with a complicated correlated structure; thus, as discussed earlier, a
scalable method that can capture the complex correlation structure is essential [47]. An-
other important characteristic of networks is their dynamic nature. Networks are constantly
changing over time. These changes can occur gradually or suddenly. Traditional statistical
methods are not able to capture the dynamic nature of a network properly. To address the
challenges above, innovative analysis methods are required.
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(a) European Interbank Network
(b) 2014 Global Import4 Commodity Network
Figure 1.2: Examples of networks and multimedia data
1.2.3 Multimedia: Image, Audio, Text, Etc.
Multimedia data consist of one or more media data types such as text, images, speech, au-
dio, and video. With the advancements in data collection and storage, the amount of mul-
timedia data available in different industries is growing rapidly. Multimedia data can be
in the form of manufacturing data, advertising data, surveillance videos, meetings records,
traffic records, news, medical data, etc. There is much more knowledge and information
stored in multimedia data in comparison with simple high-dimensional vector data. Hence,
with the ubiquitous presence of this data, Multimedia Data Mining (MDM) has gained pop-
ularity among researchers. MDM includes mining any media type separately or together
at a time. Mining multimedia data can help discover the information and patterns in such
data [12].
Mining multimedia data can be quite challenging because of its characteristics. These
characteristics can be summarized as below:
• Lack of structure. Multimedia data are unstructured or semi-structured. Most tra-
ditional data mining approaches are designed for structured data. To be able to work
with Multimedia data, we need to convert it into a structured format.
• High dimensionality and complexity. Multimedia data is extremely high dimen-
4
Figure 1.3: Multimedia Data Mining
sional, and the number of observations is usually massive. This results in a need for
feature extractions and dimension reduction techniques that are scalable. Moreover,
the information stored in such data is very complicated. Typically, we need models
with many parameters that can cause overfitting on such data.
• Multiple data modals. In the multimedia era, data is typically collected in multiple
types. For example, for surveillance data, we can have images, audio files, and video.
With each modality needing its own pre-processing and transformation methods, it
is perplexing to find the connection and correlation among different modalities.
• Interpretation. Mining multimedia data can lead to complicated models that are not
easy to interpret. There can be several different interpretations from a single model
due to the complicated nature of multimedia data. To overcome this, we need a model
that can help us gain a better interpretation.
To address the challenges mentioned above, this dissertation concentrates on three prob-
lems: Large-streaming data analytics for monitoring and diagnostics in manufacturing
Systems; Dynamic network monitoring using extended kalman filter on Hurdle models;
Discriminative DBM for classification and its extension to multimodal inputs.
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(a) Online Advertisement Data
(b) Twitter Multimedia Data
Figure 1.4: Examples of Multimedia Data
1.3 Dissertation Research Topics
In this section, the research topics in each chapter are briefly explained.
1.3.1 Large-Streaming Data Analytics for Monitoring and Diagnostics in Manufacturing
Systems
The problem of process monitoring and fault diagnosis using high-dimensional (HD) stream-
ing data has attracted increasing attention. In an HD system, real-time modeling, monitor-
ing, and prompt detection of changes in the system are crucial. More importantly, after
detecting a change in the system, a diagnosis study of the faulty variables is necessary
to prevent the system’s breakdown and provide insights into its improvement. An exam-
ple of high-dimensional streaming data can be found in the gas turbine systems used for
power generation shown in Figure 1.1 (a). In such systems, the performance of a confined
combustion process is being monitored using hundreds of sensors measuring temperature,
vibration, pressure, etc. in different chambers and segments of the turbine. Utilizing the
information in the sensors, monitoring and instant detection of any changes, followed by
the diagnosis of the faulty variables, is necessary to inhibit imminent blowout that leads to
lengthy shutdown and repair and therefore can result in a tremendous cost.
Although Monitoring and Diagnostics (MD) of high-dimensional systems is crucial,
6
little work exists for developing an integrated MD approach that takes into account the
high dimensionality and correlation among data. In this chapter, we propose an integrated
approach that addresses this challenge. For monitoring HD data, the most commonly used
methods are based on extracting low-dimensional features. One popular approach is to im-
plement Principal Component Analysis (PCA). PCA is a widely known projection method
that transforms dependent data into uncorrelated features known as PC scores. Also, in
PCA-based monitoring methods, a few PCs are selected as monitoring features. Hence,
PCA can address the dependency and high-dimensionality issue.
In most of the existing methods, PCs with the highest variance are selected as monitor-
ing features [57, 121, 94, 75, 73]. In this chapter, we argue that despite the popularity of this
approach, considering the top PC scores with the highest variance as monitoring features
may not always be the right approach for process monitoring because small changes may
be masked by the variation present in them. Afterwards, we show that adaptively select-
ing PCs is significantly more effective for process monitoring. Therefore, an Adaptive PC
selection (APC) approach is presented. The APC method based on hard-thresholding for
selecting the set of PC scores most susceptible to an unknown change is presented. Unlike
the top-PCs approach, in our approach, the number of features may vary at each sampling
time and is adaptively selected based on the observed sample and its standardized distance
from the in-control mean. The proposed approach does not require any prior knowledge
about a fault or change direction, which makes it more universally applicable.
Another issue with PCA-based monitoring methods is the lack of diagnosability. This is
because the PC scores used as monitoring features are linear combinations (additive statis-
tics) of original measurements. Therefore, if a PC score initiates an out-of-control alarm,
it would be difficult to attribute the score to any specific process variables. Interpretation
and decomposition of these additive statistics are often theoretically difficult and/or com-
putationally expensive in HD data streams. To encounter this problem, we propose a novel
PC-based Signal Recovery (PCSR) diagnostics approach that seamlessly integrates with
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the PCA-based monitoring methods. This approach draws inspiration from Compressed
Sensing and uses Adaptive Lasso to identify the subset of altered variables. Moreover,
we theoretically prove the consistency of our proposed diagnostics method. Finally, we
evaluate the performance of our integrated MD method through simulations and two case
studies.
1.3.2 Dynamic Network Monitoring Using Extended Kalman Filter On Hurdle Models
Representing systems as networks is a robust way to illustrate entities and their complicated
relationships and connections. Since relationships among entities can evolve, an adequate
network representation should capture the dynamic in the system. Nowadays, dynamic
networks can be found in a wide variety of areas. Examples include financial relationships
between banks, social networks, relationships among countries, etc. One critical problem in
dynamic networks is the change point detection, i.e., detecting a time at which the network
has deviated significantly from its normal condition. The dynamic nature of traditional
network monitoring methods makes it difficult for them to separate dynamic and structural
changes and to capture and detect changes efficiently [97]. An example of a dynamic net-
work is the inter-bank lending market in the European Union. Monitoring such networks is
essential to detecting any abnormal changes in the network instantly. Prompt change point
detection can help in identifying the onset of a financial crisis. The 2007 financial cri-
sis imposed a considerable amount of cost regarding economic growth and direct bailouts.
Although the finance network analysis methods in the literature have established the im-
portance of network statistics for early warning systems, they were not able to develop a
methodology that systemically identifies whether the market has entered a new epoch in
real time. This is an especially significant problem in practice given that high false positive
rates that can occur unless a careful approach is utilized that can distinguish gradual change
resulting from the typical edge dynamics from abrupt changes caused by economic shocks
to the financial system.
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In real-world network examples, there is massive sparsity in the network edges. In other
words, among the nodes, there are many pairs of nodes that are not connected. Generalized
Linear Models such as Poisson models cannot take into account these excessive zeros in
communications. To solve this issue, we propose the use of Hurdle regression modeling.
The Hurdle model is a two-part model for count data where the occurrence of zero counts
is separated from the occurrence of positive counts. Hence, the first part in the model is
a binary model, such as logistic or probit regression, for modeling if the count is zero or
greater than zero. If the first part identifies a positive count, then the second part of the
model which is a positive count distribution, such as positive Poisson regression, models
the positive number of occurrence.
Furthermore, most financial networks are dynamic, meaning that their structure grad-
ually changes over time. This gradual change should be modeled and distinguished from
any sudden changes. To capture the temporal dynamics of the edge formation process, we
integrate the Hurdle model with state-space models and use the Extended Kalman Filter to
update the model parameters recursively over time.
Finally, we generate a one-step-ahead prediction of the network and compare it to the
realized network to decide whether the observed evolution was smooth or abrupt using
an Exponentially Weighted Moving Average (EWMA) control chart. The efficacy of our
proposed method is shown with simulation studies and with an application on the European
finance data.
1.3.3 Discriminative DBM For Classification And Its Extension To Multimodal Inputs
When working with multimedia data, general Machine Learning (ML) approaches are not
capable of extracting meaningful features and modeling the complicated nature of this type
of data. Hence, more complex models are required. One example of multimedia data
is advertising data from online music streaming companies. In such, the data consists of
multiple modalities such as images, audio files, and scripts of audios as shown in Figure 1.4
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(a). Ensuring that ads have the proper quality establishes a better user experience and hence
results in longer user engagement. Therefore, designing a model that can automatically
assess the ads and predict their quality can help in better creation of ads as well as better
ranking of available ads.
Hence, measuring and predicting the effectiveness of an ad is crucial. However, de-
veloping a meaningful model over this data and gaining insights on how to create an ef-
fective ad are not straightforward. Some challenges in modeling advertising data are the
unstructured essence of multimedia data; the data’s high dimensionality and complicated
correlation structure; and the presence of different modalities.
One approach to modeling multimedia data is the use of a Restricted Boltzmann Ma-
chine (RBM). RBM is a probabilistic model with stochastic visible units connected to
stochastic binary hidden units [37]. The hidden units can be used as a simpler representa-
tion of the complex visible inputs. Therefore, RBM is a generative model used to feature
engineering and dimension reduction [54]. RBMs are applied extensively to different types
of data such as images [111, 66], speech [58, 76], text documents [24], etc. However,
similar to many existing Machine Learning methods, RBMs have a “shallow” architec-
ture, meaning they usually have only one layer of hidden units. Systems with "shallow"
architectures are not able to extract complex structures from the input, especially when the
input has an intricate nature [10]. Therefore, multilayer generative models were introduced
to better represent complicated data. So, RBMs were extended to deep networks such as
Deep Boltzmann Machine (DBM) [98]. The studies show that these deep networks out-
perform traditional ML approaches like Support Vector Machines (SVM) and traditional
feedforward neural networks in modeling high-dimensional complex data [62] .
Although RBMs and DBMs are generally used as feature extractors for complex data,
or as initializers for other classification deep neural network methods, these methods cannot
be directly applied to a classification (discriminative) problem. To extend RBM methods
to discriminative problems, the classification RBM (ClassRBM) was proposed [68]. The
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ClassRBM was used extensively in the literature for various classification problems, such
as author profiling using emails and blogs [5], radar target recognition [92], breast cancer
prediction, classification problems in medical domains [113, 112], credit risk classification
[74], and so on. In spite of the frequent implementation of ClassRBM in different fields, the
extension of this method to a deeper architecture is not available in the literature. The main
reason is that the learning model in the ClassRBM approach will become intractable when
more than one hidden layer is introduced. Hence, to the best of our knowledge, extending
the method to deeper networks is not available in the literature.
In this chapter, we aim at extending ClassRBMs to a deeper architecture. Specifically,
we propose a novel estimation approach for deep ClassRBM (classDBM) when we have
more than one hidden layer. In the proposed method, we present novel algorithms for learn-
ing the intractable problem and for predicting new observations after learning the model.
Moreover, we extend the proposed method for multimodal inputs. For comparison study,
we implement our proposed method on two benchmark datasets (MNIST, and NORB ob-
ject recognition) used extensively in the literature. We evaluate the prediction accuracy of
our ClassRBM by comparing it to traditional deep learning methods. Besides, we imple-




LARGE-STREAMING DATA ANALYTICS FOR MONITORING AND
DIAGNOSTICS IN MANUFACTURING SYSTEMS
2.1 Introduction
Recently, the problem of process monitoring and diagnosis using a large set of multi-stream
data has become a research focus in the field of statistical process control (SPC). The reason
is two-fold; first, in the past decade, sensing technologies have enabled fast measurement
of a large number of process variables, resulting in large data streams, and, second, Con-
ventional multivariate methods such as Hotelling’s T 2, MEWMA, and MCUSUM ( [120,
106]) are not appropriate for analyzing large streaming data due to their lack of scala-
bility in terms of both the computational time and the detection power. An example of
large streams can be found in gas turbine systems used for power generation. In these
systems, the performance of the confined combustion process is being monitored using
hundreds of sensors measuring temperature, vibration, pressure, etc. in different chambers
and segments of the turbine. Early detection of any changes in the system, followed by the
diagnosis of the faulty variables is necessary to avoid imminent blowout that leads to re-
lighting the combustor and costly shutdowns. Another application of large streaming data
is in image-based process monitoring in which each pixel of an image can be considered
as a single data stream. For example, in a rolling process where the rollers are employed
to lesson the cross-section of a long steel bar by applying pressing forces, the quality of
produced bars can be inspected by a vision system that is set up to take images of the bar
surface at short time intervals. A sample of such an image is shown in Figure 2.1. In
this image, each row contains 512 pixels, and each pixel can be considered as a variable
resulting in an HD correlated data stream.
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Despite its importance, existing SPC literature lacks a scalable integrated M&D ap-
proach using large data streams. Conventional multivariate control charts can only monitor
small or moderate data streams, effectively, and their performance quickly deteriorates
as the number of data streams increases. To address the high-dimensionality issue, more
recent works have focused on employing variable selection techniques to reduce the di-
mensionality by removing the set variables that are less susceptible to the process change.
Examples of the variable-selection-based method include [117, 129, 19]. However, these
methods are not scalable and generally require much more computational effort as the di-
mension grows. Moreover, most of these methods are not easy to be comprehended by an
operator or process engineer.
There is a group of salable multivariate monitoring methods that are developed based
on the assumption that data streams are independent and that the set of altered variables is
sparse, meaning that only a small subset of variables is affected by a process change. For
example, assuming that exactly one variable changes at a time, [110] proposed an approach
based on the maximum of CUSUM statistics from each individual data stream. Mei [85,
86] developed a robust monitoring procedure based on the sum of (the top-r) local CUSUM
statistics assuming all variables are independent and measurable. For the case that variables
are not easily or efficiently measurable, [77] presented TRAS (top-r based adaptive sam-
pling), which is an adaptive sampling strategy that uses the sum of top r local CUSUM
statistics for monitoring. The sparsity assumption is generally valid in practice as a change
or fault often affects only a small subset of variables. However, although theoretically and
computationally appealing, the independence assumption is typically unrealistic.
To address the dependency and high-dimensionality issues, Principal Component Anal-
ysis (PCA) has been broadly used for monitoring multivariate data streams. PCA is a com-
mon projection method that transforms dependent data to uncorrelated features known as
Principal Component (PC) scores. Often, only a few PC scores that explain the most varia-
tion of original data are used as monitoring features resulting in dimension reduction [57,
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121, 94, 75, 73]. However, considering top PC scores with the highest variance as moni-
toring features may not always be a right approach for process monitoring. As an example,
consider a bivariate normal distribution given in Figure 2.2, in which PC1 represents the
direction of the eigenvector with larger eigenvalue, and the red arrow indicates the direc-
tion of change in the mean of the distribution. As can be seen from the figure, the effect
of the change on both PC-scores is the same. However, the fact that PC1 constitutes the
most of the process variance makes it less sensitive to the change compared with PC2.
In other words, small changes may be masked by the variation present in top PC scores,
hence becoming undetectable. Other PC selection criteria for process monitoring include
the variance of reconstruction error (VRE) approach by [27], and the fault signal to noise
ratio (SNR) by [125] and [109]. The VRE method selects a subset of PCs which mini-
mizes fault reconstruction error, while the fault SNR method is based on fault detection
sensitivity. The main disadvantage of these methods is that they require prior knowledge
of the fault direction. In this paper, we present an adaptive PC Selection (APC) approach
based on hard-thresholding for selecting the set of PC scores that are most susceptible to an
unknown change. Unlike, the top-r-PCs approach, in our approach the number of features
may vary at each sampling time and is adaptively selected based on the observed sample
and its standardized distance from the in-control mean. The proposed APC approach does
not require any prior knowledge about a fault or change direction, which makes it more
universally applicable.
Another long-standing issue with PCA-based monitoring methods is the lack of diag-
nosability. This is because that the PC scores used as monitoring features are linear combi-
nations (additive statistics) of original measurements. Therefore, if a PC score initiates an
out-of-control alarm, it would be difficult to attribute it to any specific process variables.
Interpretation and decomposition of these additive statistics are often theoretically difficult
and/or computationally expensive in HD data streams. For diagnostics on a PC-based mon-
itoring, one common approach is the use of contribution plots that specifies the contribution
14




Figure 2.2: Example of a change having the same angle with both PCs
of each variable corresponding to the out of control statistic [119, 4, 60, 95]. Contribution
plots are popular because of their ease of implementation and their ability to work without
any a priori knowledge. However, where there are multiple faulty variables, the precise
fault isolation is not promised using contribution plots [126]. To overcome this problem,
hierarchical contribution plots was proposed [80]. However, it will perform poorly if the
initial partitioning is not correct. Moreover, in the context of HD data, these methods will
become difficult to interpret and are also computationally expensive.
For the purpose of diagnosis in multivariate control charts with original measurements,
[117] and [129] proposed variable selection techniques. Both methods optimize a pe-
nalized likelihood function for multivariate normal observations to identify the subset of
altered variables. The L1-penalized regression method of [129] provides more compu-
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tational advantages in implementation. [128] combined Bayesian Information Criterion
(BIC) with penalization techniques to assist the fault localization process and suggested
an Adaptive Lasso-based diagnostic procedure. However, these methods assume that the
change point is already known and focus only on diagnosis. Additionally, they cannot eas-
ily be integrated with a PCA-based monitoring approach. To address these shortcomings,
we propose a new diagnostics approach that seamlessly integrates with our proposed PCA-
based monitoring method. The developed approach draws inspiration from Compressed
Sensing and uses Adaptive Lasso to identify the subset of altered variables. For this pur-
pose, we focus on detecting mean shifts, and we assume that change is sparse, i.e., only a
small set of variables contribute to the change. As mentioned earlier, this is a reasonable
assumption because in real-world, usually a small number of variables change.
The major contributions in this paper are, a) countering the traditional view of top-PC
scores as the best method for process monitoring, and proposing an adaptive PC selection
approach as an alternative; and b) proposing a new diagnostics approach that integrates with
the proposed PCA-based monitoring framework An overview of the proposed Monitoring
and Diagnostics (M&D) approach is shown in Figure 2.3 .
The rest of the paper is as organized as follows. Next section provides an overview of
the proposed integrated monitoring-diagnostics framework. Then, the novel APC selection
approach is presented and is integrated with an EWMA control chart. After that our pro-
posed diagnostics approach based on adaptive lasso on PC scores is elaborated. The next
section will present simulation studies for different scenarios, and performance analysis of
our method in comparison with a few existing methods as benchmarks. Then, in the con-
sequent section, using two case studies, we show that the proposed methods significantly
outperform the benchmarks in terms of quick change detection (monitoring) and identi-
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Figure 2.3: Methodology overview
2.2 Integrated PCA-Based Monitoring and Diagnostics for Large Data Streams
2.2.1 Background
PCA is a linear transformation widely used for dimension reduction and generating uncor-
related features. Suppose for monitoring a process, a p-dimensional data stream denoted
as X = {x(i) : x(i) ∈ Rp; i = 1, 2, . . .} is collected at sampling time i. Without loss of
generality, assume the data streams are centered (zero mean) with the covariance matrix Σ.
By applying PCA, this set of correlated observations can be converted into a set of linearly
uncorrelated variables known as principal component scores, which can be computed by
y = ATx, where A ∈ Rp×p is the matrix of eigenvectors of Σ and y ∈ Rp are PCs. Also,
it can be shown that var(yj) = λj and cov(yj,yk) = 0, ∀(j, k) ∈ {1, . . . , p}, j 6= k.
For ease of interpretation, the eigenvectors in A are arranged such that their corresponding
eigenvalues are in decreasing order, i.e.m λ1 ≥ λ2 ≥ . . . ≥ λp. This ordering will be fur-
ther referred throughout the paper for developing our methodology. In this paper, we call
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the principal scores corresponding to higher and lower eigenvalues as top PCs and bottom
PCs, respectively.
In most conventional PCA-based methods, top k PCs are selected for monitoring be-
cause they contain more process information. This approach, however, may not always
result in proper monitoring features. To illustrate this, we synthesized 50 in-control sam-
ples of correlated data from a multivariate normal distribution withµ = 0, σ = 0.1, and the
size of p = 500, followed by 100 out-of-control samples. In the vector of the out-of-control
mean, 10% of elements have been randomly selected and shifted to 0.05σ. Using the co-
variance matrix used for generating data, we perform PCA and monitor all PCs separately.
Figure 2.4 shows the control charts for top 5 and bottom 5 of PCs. As shown in the figure
(left), the top PCs fail to detect the change. As mentioned earlier, this is due to the fact that
top PCs have large variances, which make them insensitive to small shifts in the mean. On
the other hand, the bottom PCs with smaller variances are more sensitive and can detect the
small shift at the time it occurs, i.e., t = 50. This experiment was repeated several times,
and each time similar results were. This shows that depending on the direction and the
size of a change, the traditional approach of selecting top PCs may severely underperform.
Therefore, it is imperative to propose a PC selection approach that can adaptively select the
set of most sensitive PCs and does not depend on the a priori knowledge about the direction
of the change.
2.2.2 Adaptive PC selection (APC) for Process Monitoring
In this section, we propose an adaptive PC Selection approach for process monitoring.
This approach simply selects and monitors a set of PCs that shows a large deviation from a
known in-control state. Suppose, the in-control observations follow xi ∼ N(0,Σ); i < τ ,
and at an unknown time τ a mean shift occurs such that xi ∼ N(µ,Σ); i > τ , where,
µ is a non-zero sparse vector, and the process covariance is assumed to remain constant.
Therefore, given the eigenvector matrix A ∈ Rp×p, the PC scores after the process change
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(a) top 5 PCs (b) low 5 PCs
Figure 2.4: Comparing the behavior of top and low PCs for monitoring when a sparse shift
happens in a random set of process of variables
will become yi = ATxi ∼ N(ATµ,Λ), where Λ = diag(λ1, λ2, . . . λp). The standardized
expected shift magnitude along the jth PC can be obtained by δj =
||µ|| cos θj√
λj
; j = 1, 2, ..., p,
where θi is the angle between the shift direction and the jth PC. As can also be seen from
Figure 2.2, this can imply that a PC closer to the shift direction (i.e. smaller θ) will capture
a larger shift magnitude. Moreover, if θ is similar for two PCs, then the one with the
smaller variance would be more sensitive to the change. Therefore, to take both measures




both magnitude and sensitivity information.
We choose the EWMA statistic for monitoring as it is more sensitive to small changes
and includes the information of previous samples. The EWMA statistic, denoted by zij ,
is defined as zij = γỹij + (1 − γ)z(i−1)j; i = 1, 2, ...; j = 1, 2, ..., p, where z0 = 0,
and γ ∈ [0, 1] is a weight. Under the in-control process, zij ∼ N
(




quently, its squared standardized value follows a Chi-squared distribution with one degree




)2 ∼ χ2(1). When the process is out-of-control, depending on
the direction of the mean shift, a few dij values will inflate, while the rest are slightly af-
fected (or unaffected) by the mean shift. To increase the detection power of the monitoring
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procedure, these PCs should be filtered out. For this purpose, following [118], we use a




(dij − ν)+, (2.1)
where the operator (·)+ = max {0, ·}, and ν is the threshold value selected based on
a desired significance level of χ2 test. We monitor the Ri statistic and raise an alarm
if, Ri > R0, where R0 is the threshold level found for a desired in-control ARL using
simulations.
Selection of Control Limit (R0)
To determine an appropriate value of R0, we need to know the distribution of monitor-
ing statistic R. We first specify the moments of thresholded values in the 2.2.1.
proposition 2.2.1. If di,j ∼ χ21, then their soft thresholded values d̃i,j = (dij − ν)+ follows
a bimodal truncated χ21 distribution, with the following moments







2ν]− νP (χ21 > ν)







2ν(3+ν)]−2νE(d̃)−ν2P (χ21 > ν)
Proof provided in the Appendix A.
Now, since we focus on large data streams, i.e., p is large, we can use the Central Limit
Theorem to approximate the distribution of Ri. Therefore, as p approaches infinity, the
random variables Ri =
∑p
j=1(dij − ν)+ converge in distribution to a normal distribution
N(µR, σR), where µR = pµd̃, and σR =
√
pσd̃. Hence, one can use inverse cdf of the
standard normal distribution to set R0 for a desired type I error, α. that is,
R0 = µR + σRΦ
−1(1− α), (2.2)
where Φ is the inverse cdf of the normal and is the type I error. To validate this approach
and the normal approximation, we perform simulations in section 2.3.1. The results show
that the empirical α obtained by this approach is very close to the real α.
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2.2.3 PC-based Signal Recovery (PCSR) Diagnosis Methodology
In monitoring large data streams, apart from quick detection of changes, precise fault di-
agnosis to identify accountable variables is extremely crucial [108]. Diagnosis aim is to
isolate the shifted variables, which will help in spotting and resolving the root causes of a
problem correctly. However, despite its importance, very few diagnostic methods exist for
large data streams that can easily be integrated with PCA-based monitoring. Additionally,
as mentioned earlier, one of the main drawbacks of PCA-based monitoring is the lack of di-
agnosability. As PC scores used as monitoring features are linear combinations of original
measurements. This is because a PC score is a linear combination of all process variables,
which makes the isolation of the altered variables within an out-of-control principal score
difficult.
In this section, we propose a diagnostics approach that seamlessly integrates with the
proposed PCA-based monitoring for large data streams. Inspired by Compressed Sensing
(CS), we propose an adaptive lasso formulation to recover the variables responsible for
an out-of-control alarm. We assume that only the process mean has shifted and that the
shift is sparse, meaning only a small set of variables changed. In CS, a high-dimensional
sparse original signal can be reconstructed from noisy transformed observations by finding
solutions to an underdetermined linear system. In other words, given a set of observations
y, and a transformation (sensing) matrix Υ, a sparse unknown original signal µ can be
recovered from y = Υµ+ ε, where ε denotes the random errors.
The outcome of a PC monitoring method can be formulated similarly to identify the
shifted process variables. Without loss of generality, we suppose the process has mean 0
during in-control that changes to a sparse mean µ during the out-of-control of state. There-
fore, the out-of-control observations follow x = µ + ε, where ε ∼ (0,Σ). Consequently,
the out-of-control PC scores are,
y = Ax = Aµ+ ε̃, (2.3)
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where, ε̃ = Aε is the noise in the PC domain, with zero mean and covariance of Λ=
diag(λ1, λ2, . . . λp). Looking at Eq. 2.3, we can notice its similarity with a compressed
sensing problem. In Eq. 2.3, the eigenvector matrix, A, and the principal scores, y, are
known, and we wish to estimate the shifted mean µ when an out-of-control situation is
detected after monitoring. [18] and [49] showed that a least squares objective function with
L1 penalty, also known as lasso, can be used to estimate the sparse vector µ . Since lasso








where λ is a nonnegative regularization parameter and w = 1
µ̂OLS
is the data dependent
weight vector.
One problem in Eq.2.4 is that the covariance matrix ε′ is not homogeneous. The vari-
ance heterogeneity may affect the estimation performance. To address this issue, we apply
the following transformation to get constant variances for all error terms.
y∗ = Λ−
1
2y , A∗ = Λ−
1
2A , ε∗ = Λ−
1
2 ε′. (2.5)
Consequently Eq. 2.3 is transformed toy∗ = A∗µ + ε∗, where ε∗ ∼ (0, I) with I as a p
dimensional identity matrix. The updated adaptive lasso formulation is given by.
µ̂ = argmin
µ




Where wj = 1/|µ̂j|, and µ̂ is a root p-consistent estimator to µ, e.g., µ̂ = µ̂ols. The opti-
mization problem in Eq. 2.6 can be solved using various optimization algorithms, such as
gradient descent, proximal descent, and LARS. In our implementation, we used the gradi-
ent descent method. After finding the solution, the set of variables whose corresponding
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estimated µj is non-zero is considered as the altered variables. It should be noted that ac-
cording to Theorem 2 in [131], the estimated mean is consistent, loosely meaning that when
A∗ has large dimension (i.e. large p), the non-zero components of µ are correctly identi-
fied. This implies that the larger the number of data streams is the higher is the likelihood
of correct diagnosis. See Appendix B for more details.
To determine the value of parameter λ, one can use Bayesian Information Criterion
(BIC) [102] and choose the λ value that results in the smallest BIC value. The reason
behind choosing BIC is that it can determine the true sparse model if the true model is
included in the candidate set [123]. Since in the diagnosis problem, the objective is to
detect the nonzero elements (shifted variables) rather than estimation of the out-of-control
mean, BIC is a proper criterion for diagnosis [128].
2.3 Experimental Analysis
In this section, first we validate Proposition 2.2.1 using simulations. Afterward, we study
the performance of the proposed monitoring-diagnostic method in change detection and in
terms of quick detection of mean shifts and identification of altered variables. For all the
experiments, we simulate data streams, such that during an in-control status, they follow
a multivariate normal distribution with N(0,Σ), while in out-of-control situations their
distribution changes to N(µ1,Σ), µ1 is sparse. We carry out the simulations for different
levels and types of shifts and the covariance structure and compare the results with existing
methods as benchmarks.
2.3.1 Validation of Proposition 2.2.1 for Choosing Control Limits
To validate Proposition 2.2.1, we perform two sets of experiments. In the first experiment,
we generate dj ∼ χ21 for j = 1, · · · , p, and Ri =
∑p
j=1(dij − ν)+ for i = 1, · · · , 1000,
similar to Eq. 2.1. Then we calculate R0 using Eq. 2.2 for desired α = 0.05. We calculate
the empirical Type I error, denoted by α̃, as the fraction of times Ri’s pass the control limit
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R0. We perform this experiment for different values of p and ν and replicate each scenario
1000 times. Finally, we report the average empirical Type I errors in table 2.1.
In the second experiment, first we simulate xi for i = 1, · · · , 1000 as a p dimensional
normal distribution random variables with random covariance matrix and zero mean. Given
the eigenvector matrix A, we calculate its PC scores yij , and its corresponding EWMA
statistic is calculated as zij using γ = 0.4 . Consequently, its squared standardized value are




)2. Here, for each observation we define Ri =
∑p
j=1(di,j − ν)+,
we repeat this procedure 1000 times. Similar to previous experiment, we calculateR0 using
Eq. 2.2 for desired α = 0.05. We calculate the empirical Type I error, α̃, as the fraction of
times Rk’s pass the control limit R0. We perform this experiment for different values of p
and ν and replicate each scenario 1000 times. Finally, we report the average empirical type
I errors in table 2.2.
As can be seen from both tables, as p increases, the empirical Type I error approaches
to its true value α = 0.05. Moreover, for large p, the result is less sensitive to the choice of
the threshold value (ν). Hence, it shows the validity of the proposed approach for finding
control limits. Note that the main difference between these studies is the independency
of Ris. In the first study, Ris are independently generated, whereas in the second study,
Ris are calculated using EWMA statistics, which are not independent. The larger bias in
the results of the second study is mainly because that the monitoring statistic values are
autocorrelated. However, for very large p (e.g, p > 5000), this difference is negligible. For
smaller p, we would suggest using a Monte Carlo simulation to determine the control limit.
Table 2.1: Empirical type I error using first experiment
p
100 500 1000 5000 10000
ν
0.05 0.0090 0.0067 0.0063 0.0056 0.0053
0.10 0.0091 0.0067 0.0060 0.0055 0.0052
0.15 0.0090 0.0067 0.0062 0.0056 0.0054
0.20 0.0090 0.0066 0.0064 0.0055 0.0054
0.25 0.0091 0.0068 0.0061 0.0055 0.0054
0.35 0.0092 0.0068 0.0063 0.0055 0.0053
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Table 2.2: Empirical type I error using second experiment
p
100 500 1000 5000 10000
ν
0.05 0.0091 0.0071 0.0068 0.0065 0.0050
0.10 0.0091 0.0073 0.0067 0.0064 0.0050
0.15 0.0090 0.0073 0.0067 0.0063 0.0050
0.20 0.0091 0.0072 0.0067 0.0063 0.0051
0.25 0.0089 0.0072 0.0068 0.0061 0.0049
0.35 0.0083 0.0066 0.0063 0.0057 0.0047
2.3.2 Monitoring Methods Analysis
In this section, we conduct various simulations to validate the performance of the proposed
monitoring method based on the Average Run Length (ARL) and its standard error for
different magnitudes of shifts. Specifically, the following scenarios are considered:
I) Random covariance structure and random shift: To generate the random covariance
matrix, we use the Wishart distribution with diagonal entries equal to 1. To generate
a sparse mean shift, we randomly select 20% of the process variables and shift them
by δ.
II) Block diagonal covariance: This scenario mimics the situations where each data stream
is correlated with only a subset of the data streams. The covariance matrix used in
this scenario has K = 12 blocks, denoted as Bk, k = 1, ..., K, where each block Bk
is a random semi-positive definite matrix generated from a Wishart distribution. To
generate out-of-control data, we shift the mean of a set of variables that belong to
only one of the blocks (Bk), by δ , i.e., µj =

δ j ∈ Bk
0 j /∈ Bk
.
In each scenario, p data streams are generated. We run the simulations for, p = 100,
p = 1000, and p = 10, 000 to evaluate the performances in different dimensions. We apply
the proposed monitoring method, APC, and compare it with three existing methods: a)
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Tnew [130]: This monitoring method is based on a goodness-of-fit test of the local CUSUM
statistics from each data stream, b) TRAS [77]: Top-r based adaptive sampling (TRAS)
is an adaptive sampling strategy that uses the sum of top-r local statistics for monitoring.
Since this method works only for independent variables. We will implement it on PCs
rather than original data, c) Traditional PCA-based monitoring: In this approach, the se-
lected number of components to retain in the model is based on the cumulative percentage
of variance (CPV) equal to 90. Control charts are constructed by using the Hotelling’s T 2
statistic and the Q statistic. [25]
To detect an out-of-control condition, the control limits are set such that the ARL for
in-control observations is equal to 200 (this corresponds to a significance level of 0.005).
Each control limit is calculated through 1000 replications. The results are shown in Figures
2.5,2.6, and 2.7. For p = 100, as shown in Figure 2.5(a), the proposed APC markedly
outperforms the other benchmark methods. Even for shifts as small as δ = 0.1σ, the ARL
for APC is 4.06. This is about fourteen times smaller than the second best method, which is
TRAS with ARL equal to 56. Moreover, for shifts δ ≥ 0.1σ, APC detects the shift almost
instantly (i.e., ARL1 = 1). The results for Scenario II, shown in Figure 2.5(b), also show
that APC is superior to others, especially for moderate and large shifts. As an example, for
a shift with the magnitude of δ = 0.25σ, APC’s ARL is 17.67, while this values for the best
benchmark (TRAS) is 61.37. As expected, the out-of-control ARL values for all methods
in Scenario II is larger than those in Scenario I. For higher dimensions, the APC’s ability
to detect shifts becomes even better while the other method’s performances stay the same
or deteriorate. This shows that as dimension grows, the shifts are easier to be captured in
PC scores that are in the direction of the shift. Therefore, this study indicates that the APC
method outperforms other methods for detecting small values of shifts. Also, as dimension
grows APC is a clear choice for prompt change point detection. This is due to the adaptive






























































































Figure 2.7: ARL of scenarios I, II for different values of δ (shift magnitude) for p = 10, 000
27
2.3.3 Diagnosis Analysis
In this section, In addition to scenarios I and II presented in the previous section, we add an-
other scenario (scenario III) with an autoregressive covariance matrix, i.e., ρij = |0.5|(i−j)
for variables i, j. We validate the performance of the proposed diagnosis method for differ-
ent numbers of shifted variables (PS) as well as their shift magnitudes (δ), using the follow-
ing performance measures: (a) False negative percentage (%FN), defined as the percentage
of the number of variables that are not detected over the number of all faulty variables;
(b) False Positive percentage (%FP), defined as the percentage of the ratio of number of
variables that are mistakenly detected as faulty over the number of all not-faulty variables;
(c) parameter selection score (PSS), defined as the total number of variables that are la-
beled incorrectly (either as faulty or not-faulty); and (d) F1-Score, defined as the harmonic
average of the precision and recall, and indicates our overall performance in terms of FP
and FN and ranges from 0 to 1. For FN, FP and PSS measures, the smaller the value,
the better the performance is, whereas for F1-score the higher the better. We compare the
performance of our proposed method with the Adaptive Lasso-based approach proposed
by [128] which is an approach for diagnosis of sparse changes. The results for p = 100
are shown in Tables 2.3, 2.4, and 2.5, and Figures 2.8, 2.9, and 2.10 for scenarios I, II, and
III respectively. In these tables PS denotes the percentage of shifted process variables. As
shown in Table 2.3 and Figure 2.8, under scenario I, when shift occurs in a random set of
variables with a random covariance matrix, our proposed PCSR performs better than the
LEB for most of the cases except for the case with PS=10% and small shifts (i.e., δ = 0.7σ
) where LEB is slightly better (but very close) than our method. However, For larger shifts,
PCSR outperforms the LEB method. For instance, for a shift equal to 1σ and percentage of
shifted variables equal to 10% the F1 accuracy using PCSR is equal to 0.9881 while it is
equal to 0.9363 for LEB method. In Scenario II, as can be seen from the table and figure,
PCSR clearly outperforms the LEB method. For example for a shift equal to 0.7σ on 10%
of variables, PCSR’s F1-score is 0.6802 while, the LEB F1 score is 0.3725. Also, Table 2.5
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and Figure 2.10 present the comparison of methods based on scenario III. The results of
our simulation in scenario III indicate the superior performance of that our method. For
instance, for a 0.5σ shift on 25% of variables, PCSR’s F1-score is 0.7173 while, this value
for LEB is 0.4648. This results shows that for random non-sparse covariance matrices, the
LEB method and PCSR method performs almost similarly. However, for sparse covariance
matrices such as a block covariance or an autoregressive covariance, PCSR clearly outper-
forms LEB method. These sparse occurance of covariance matrices are very common in
real world. This is because of the fact that in many situations, each data stream is cor-
related only with a small group of other data streams, but is not correlated with all other
data streams collected in the system. Hence, a method that can detect the changes in such
systems is necessary and more appropriate for real-world applications.
In short, the results of the simulation study not only show the effectiveness of our
method in identifying the set of altered variables, but also indicate the superiority of our
method to the benchmark. This implies that the proposed method can address the long-
standing issue with PCA-based monitoring due to the lack of diagnosability of an out-of-
control alarm.
2.4 Case Study
In this section, we apply the proposed monitoring and diagnosis methods to two case stud-
ies on a) defect detection in a steel rolling process, and b) quality monitoring of wine.
Additionally, we compare our results with existing methods.
2.4.1 Defect detection in Steel Rolling Process
Early detection of process shifts in a rolling process is necessary to avoid damage to prod-
ucts and reduce manufacturing costs. Rolling is a high-speed process that makes its mon-
itoring particularly challenging. In this study, we show that how the PCA-based method
can effectively detect anomalies and damages imprinted on a steel bar after rolling. The
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FP% FN% PSS F1 FP% FN% PSS F1
0.1 86.99 5.289 13.459 0.1603 85.86 4.28 12.438 0.1790
0.3 41.36 8.652 11.923 0.5001 38.11 6.757 9.891 0.5554
0.5 8.05 6.107 6.301 0.757 6.56 5.501 5.607 0.7763
0.7 0.62 2.272 2.107 0.9141 0.62 3.924 3.594 0.8538
1 0 0.29 0.261 0.9881 0 1.580 1.422 0.9363
1.25 0 0.1567 0.141 0.9934 0 0.761 0.685 0.968





0.1 87.267 6.388 18.52 0.1672 92.067 3.466 16.756 0.1158
0.3 42.773 10.231 15.112 0.5323 45.84 9.379 14.848 0.520
0.5 9.16 7.029 7.349 0.7927 8.853 7.077 7.343 0.7916
0.7 0.687 2.68 2.381 0.9310 0.433 3.914 3.392 0.9015
1 0 0.364 0.309 0.9903 0 1.711 1.454 0.9552
1.25 0 0.242 0.206 0.9935 0 0.854 0.726 0.9772





0.1 86.676 7.303 27.146 0.1941 88.632 4.815 25.769 0.1769
0.3 48.268 10.277 19.775 0.5653 52.116 8.736 19.581 0.5460
0.5 15.896 6.939 9.178 0.8208 19.848 6.372 9.741 0.8028
0.7 1.228 3.123 2.649 0.9505 3.004 6.123 5.343 0.9018
1 0 0.489 0.367 0.9929 0 3.145 2.359 0.956
1.25 0 0.371 0.278 0.9946 0 1.876 1.407 0.9732
1.5 0 0.368 0.276 0.9947 0 1.161 0.871 0.9832
dataset we consider here, includes images of size 128×512 pixels of the surface of rolled
bars collected by a high-speed camera [122]. Of the 100 images, the first 50 images are in-
control. One example of the image of rolling data for in-control vs out-of-control process
is shown in Figure 2.11. We use this data to simulate an image with in-control observa-
tions in the first 126 rows and out-of-control observations in the remaining 72 rows. The
generated image is presented in Figure 2.12. Also, we crop the image at the right end to
avoid the non-informative dark segment of the image. Hence, our generated picture is of
the size of 198×300. In this study, each row of an image (a vector of 300×1 ) is treated as
an observation, creating a multi-stream data with the size of 300. As the picture shows, for
out-of-control observations, some small black lines, indicating anomalies, emerge at the



































































































Figure 2.9: F1 of scenarios II different values of δ (shift magnitude)
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Table 2.4: Diagnosis simulation results for Scenario II
PS Shift PCSR LEB





0.1 93.775 0.40435 7.874 0.1011 93.663 0.91304 8.333 0.1049
0.3 78.412 0.5337 6.764 0.3257 81.562 0.93478 7.385 0.2784
0.5 63.1 0.75652 5.744 0.4854 76.987 0.81848 6.912 0.3333
0.7 40.387 1.0446 4.192 0.6802 72.162 0.96848 6.664 0.3725
1 8.575 1.2109 1.8 0.8875 33.562 2.4522 4.941 0.6672
1.25 0.7375 0.71413 0.716 0.9586 12.425 3.5022 4.216 0.7664





0.1 93.537 0.50714 15.392 0.1119 93.419 0.75476 15.581 0.1160
0.3 79.588 0.69405 13.317 0.3225 84.9 1.1179 14.523 0.2475
0.5 64.444 0.98333 11.137 0.4925 77.825 1.3536 13.589 0.3355
0.7 42.219 1.3167 7.861 0.6891 68.863 1.7393 12.479 0.4258
1 7.8375 1.519 2.53 0.9182 39.062 2.9917 8.763 0.6712
1.25 0.81875 1.0476 1.011 0.9696 7.0625 5.8714 6.062 0.8282





0.1 95.088 0.56447 23.25 0.0878 96.525 0.87105 23.828 0.0641
0.3 79.483 1.0329 19.861 0.3251 84.133 1.5408 21.363 0.2593
0.5 59.008 1.7592 15.499 0.5489 80.083 1.3763 20.266 0.3140
0.7 36.492 1.7855 10.115 0.7440 64.933 2.2645 17.305 0.4742
1 6.4167 1.8013 2.909 0.9379 15.758 6.4645 8.695 0.8180
1.25 0.57083 1.1645 1.022 0.9792 2.625 7.0224 5.967 0.8878
1.5 0.0083333 0.62895 0.48 0.9903 0.1 7.1421 5.452 0.8993
this change, and whether the diagnosis approach can determine the changed pixels.
We apply our proposed APC method for monitoring the process. We use the first 70
in-control data (the first 70 rows of the image) to obtain the control limits. The control
limits are determined according to the procedure explained in Sec. 2.3.2 to achieve the
in-control ARL of 200. The resulting control chart is shown in Figure 2.13. As can be seen
from the figure, after the change point, our monitoring statistic instantly inflates and raises
an out-of-control alarm by the first observation after the change. Furthermore, to compare
its performance with existing state-of-the-art techniques, we report the run lengths (the
number of observations before the change is detected) for each method in Table. 2.6. We
can see that APC has the smallest RL, hence fastest in detecting the change in comparison
with other benchmarks.
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Table 2.5: Diagnosis simulation results for Scenario III
Shift PCSR LEB





0.1 98.48 0.63667 10.421 0.0257 97.31 0.87222 10.516 0.0484
0.3 82.78 0.85778 9.05 0.2562 92.08 0.47667 9.637 0.1385
0.5 38.18 1.1511 4.854 0.7073 73.69 0.40889 7.737 0.3675
0.7 7.44 1.0178 1.66 0.9176 17.54 1.4233 3.035 0.8303
1 0.11 0.61556 0.565 0.9740 0.38 0.94444 0.888 0.9595
1.25 0 0.60111 0.541 0.9752 0.02 0.67 0.605 0.9722





0.1 98.347 0.6259 15.284 0.0293 97.513 0.84824 15.348 0.0460
0.3 81.48 1.0471 13.112 0.2832 91.853 0.31059 14.042 0.1431
0.5 35.48 1.4965 6.594 0.7390 56.067 0.77882 9.072 0.5457
0.7 6.5533 1.2553 2.05 0.9319 10.033 1.9471 3.16 0.8924
1 0.11333 0.64706 0.567 0.9821 0.19333 1.6247 1.41 0.9567
1.25 0 0.60824 0.517 0.9837 0 0.96471 0.82 0.9744





0.1 98.564 0.64533 25.125 0.0264 98.312 0.86 25.223 0.0323
0.3 83.508 1.184 21.765 0.2641 93.74 0.272 23.639 0.1128
0.5 40.056 1.86 11.409 0.7173 63.888 1.124 16.815 0.4648
0.7 8.856 1.604 3.417 0.9292 13.84 3.1027 5.787 0.8776
1 0.184 0.78 0.631 0.9878 0.348 2.7707 2.165 0.9593
1.25 0.004 0.65333 0.491 0.9905 0.008 1.8747 1.408 0.9732
1.5 0 0.60133 0.451 0.9913 0 1.1693 0.877 0.9831
Diagnosis. To check the performance of our PCSR method, we performed diagnosis
using our method vs LEB method on the out of control data. The 70 phase 1 data are used
as the ground truth, and 25 out-of-control observations are used to detect the changed pixels
in the generated image. The area selected as out-of-control for each method as well as the
in-control and out-of-control images are shown in Figure 2.14. The identified pixels are
shown in black and the remaining unchanged pixels are shown in white in Figure 2.14(c)
and (d), respectively. As the results show, PCSR method clearly detects the changed pixels
in the image with no false detection. Note that although LEB can identify the changed


















































Figure 2.10: F1 of scenarios III different values of δ (shift magnitude)
2.4.2 Wine Quality Monitoring
In this section, to show the effectiveness of our approach, we apply our proposed method-
ology on white wine production process. This dataset is a real dataset that we collect from
the UCI data repository 1. The data has 4898 observations obtained between May 2004 to
February 2007 for the purpose of enhancing the quality of Portuguese Vinho Verde wine.
1http://archive.ics.uci.edu/ml/datasets/Wine+Quality
(a) Rolling image at time 1 (b) Rolling image at time 90
Figure 2.11: Image of rolling data for in control process (a) and out of control process (b)
34
Figure 2.12: Generated Image with first 126 rows as in-control and remaining 72 rows as
out-of-control
Figure 2.13: Monitoring Rolling Data using APC Method
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(a) In Control Image
(b) Out of control image
(c) Diagnosis Image Using PCSR
(d) Diagnosis Image Using LEB
Figure 2.14: Diagnosis using PCSR and LEB method)
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Table 2.6: Run length Comparison of different methods in detecting the change point
Method Detected Change Point
APC 1
Conventional PCA 16
T_new ( [130]) 10
TRAS ( [77]) 14
The collected data has eleven variables named as fixed acidity, volatile acidity, citric acid,
residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, PH, sulphates
and alcohol. Additionally, an additional (manually annotated) quality variable is available
that will be used as ground truth for the wine quality. This variable ranges between 0 (low
quality wine) and 10 (high quality wine) that is gathered based on sensory analysis [23].
Our objective in this case study is to monitor the wine quality using the variables and
diagnose the shifted variables, if there is a shift. We perform the APC study on this dataset.
Similarly to [130], we focus on a subset of the data in which the quality variable is either
6 or 7. The observations with the quality of 7 are considered as acceptable while the rest
are unacceptable, hence out-of-control. The quality variable will be used to gauge the
performance of our monitoring—the monitoring should raise an out-of-control alarm as
soon as the quality variable is going down from 7 to 6. When the alarm is raised, our
diagnosis approach should be able to pinpoint the actual shifted process variables.
Overall there are 880 observations with the quality equal to 7 of which 830 observations
are used for phase I monitoring. Also, we set the control limits (R0 in APC method) such
that ARL for in-control observation is 1000. To do the comparison, we implement our
method along with the existing methods shown in Sec. 2.3.2. All parameters in the methods
are set to achieve in-control ARL of 1000 so that methods are comparable.
For phase II monitoring, we use the remaining 40 points with the quality of 7 followed
by observations with the quality of 6. The goal is to investigate how fast and accurately our
monitoring algorithm detects the change point in comparison to the existing methods.
The results are shown in Figure 2.15. and Table 2.7. As shown in Table 2.7, the APC
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Table 2.7: Comparison of different methods in detecting the change





monitoring method detects the change after 11 observations. On the other hand, as shown
in the table, other methods took more than twice as many observations to detect the change.
Monitoring:
Figure 2.15: Monitoring Wine Quality Data using APC Method
Diagnosis. PCSR diagnosis approach, among the eleven variables, four were deter-
mined as shifted variables. The detected shifted variables using our method are residual
sugar, chlorides, density, and alcohol. Using the LEB method discussed in Sec. 2.3 the
variables chlorides, density and alcohol were selected as well.
2.5 Conclusions
In this paper, we proposed an SPC framework for high-dimensional data streams that seam-
lessly integrates monitoring and diagnostics. We proposed a new PCA-based monitoring
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approaches, viz. Adaptive PC Selection (APC) monitoring. We first negated the common
belief that the high-PCs (principal components with highest variances) should be used for
as monitoring features, and then, showed that monitoring adaptively selected PCs will be
more effective. Using simulations, we showed that adaptively selected PCs outperforms
other benchmark methods for different types of covariance matrix structures and types of
shifts. Importantly, in all scenarios, the conventional approach of monitoring high-PC was
shown to have poorer performance.
In the diagnosis module, we first discussed the challenge in finding the shifted vari-
ables after a PCA-based monitoring procedure. The challenge lies in isolating the process
variable whose linear combination results in the signaling PC. We used the CS principle
to formulate an adaptive Lasso estimation of a subset of altered variables. This formula-
tion takes the eigenvectors and principal components (after a shift) as inputs and yields the
process variables that caused the shift. Our experimental validations showed that PCSR
performs markedly better than the benchmark method.
Furthermore, we showed the practical applicability and validity of our methods via real-
world case studies. The first case study was on defect detection in a steel rolling process, in
which we found that the proposed APC detects the shift faster than all the other methods.
Moreover, the PCSR diagnosis approach detects the change pixels better than the existing
method. In another case study, we monitored wine quality and diagnosed the shift. Our
monitoring approach was again faster and our diagnosis approach could find an additional
shifted process variable, sugar, that was missed by the existing diagnostics approach. In
this paper, we have focused on monitoring and diagnosing the mean shifts. While the
developed APC can potentially be used to detect shifts in covariances, further research is
required to extend the PCSR diagnostics approach to the covariance matrix monitoring.
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CHAPTER 3
DYNAMIC NETWORK MONITORING USING EXTENDED KALMAN FILTER
ON HURDLE MODELS
3.1 Introduction
As a consequence of the 2007 financial crisis, according to the U.S. Financial Crisis In-
quiry Commission’s final report in January 2011, 8.5 million families lost their homes in
foreclosure or were severely behind on their mortgage payments [35]. The unemployment
rate peaked at about 10 percent in October 2009 [116], and the stock market suffered record
losses, with the S&P 500 Index losing 55 percent of its value between October 2007 and
March 2009 [99]. Nearly half a trillion dollars of taxpayer money was spent to stabilize the
financial economic system [115]. Indeed, the financial crisis induced large societal costs in
the form of slower economic growth and direct bailouts, and has thus clearly accentuated
the need for more effective monitoring and oversight of financial markets and institutions.
Researchers have responded to this call by developing new methods and techniques to
capture the interconnectedness among financial institutions. Measuring interconnectedness
is crucial because it can contribute to crises by amplifying the effects of negative events.
For example, a break down in interconnectivity within lending markets for banks (i.e.,
banks stop lending to each other) has been shown to intensify the impact of small negative
economic shocks and result in financial crises [64] through traditional bank runs [16] and
other mechanisms. Besides, it is difficult for individual firms or even a regulatory body that
has access to broader information to assess if and when interconnectivity has shifted to a
new, dangerous state that can contribute to systemic events. It is here that financial network
analysis and statistical process control offer a promising solution and also the central focus
of our work.
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A financial network describes a collection of financial institutions (nodes) and the links
between them. Edges in financial networks reveal information about the underlying balance
sheets of the connected firms. Thus, the main idea in financial network analysis is to
draw insights about the level of systemic risk from connectivity patterns, e.g., a sparsely
connected interbank lending network can indicate that banks have stopped participating in
the interbank market due to greater perceived counter-party risk, which has systemic risk
implications [36, 15]. Supporting the notion of monitoring financial networks over time for
risk management, multiple works have shown that network statistics, such as the average of
the network degree distribution, can shift depending on stable or crisis market conditions
[13, 36, 15, 26, 7, 8].
While the literature has established the importance of network statistics for early warn-
ing systems, to our knowledge explicit methodology to systematically identify in real-time
whether the network has entered a new epoch has not yet been developed. This is an es-
pecially significant problem in practice given that high false positive rates that can occur
unless a careful approach is utilized that can distinguish gradual change resulting from
the typical edge dynamics from abrupt changes in trading patterns underlying the financial
system. Here we address this gap in the literature by demonstrating a new methodology to
detect change points within a sequence of sparse financial networks with additional node
and edge information. Specifically, we monitor networks on the e-MID trading platform,
the only electronic regulated interbank market in the world, from January 2006 to Decem-
ber 2012. Edges are defined by the number of overnight loans between European banks on
this platform, that is, if Bank A lends to Bank B, then an edge is drawn from Bank A to
Bank B and weighted by the number of directed loans in the given week.
The main idea behind our approach is to use a state space model to capture the tempo-
ral dynamics of the edge formation process, which is modeled as a function of nodes and
edges attributes such as whether two banks are originating in the same country. Specifically,
we model the number of loans between banks using the Hurdle model [88], which uses a
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Figure 3.1: Timeline of estimation results and main events in the financial crisis. The
proposed monitoring framework would have raised alarms in real time to regulators about
changes in interbank market conditions that coincide with the onset and end of the crisis.
stochastic process to capture a critical initial decision that banks make about whether to
participate in or exit a financial market in addition to modeling the number of interactions
between banks in a second stage. The Extended Kalman Filter [78] is used as an online,
recursive inference procedure to estimate and update the regression parameters over time.
Finally, we generate a one-step-ahead prediction of the network and compare it to the re-
alized network to decide whether the observed evolution was smooth or abrupt using an
Exponentially Weighted Moving Average (EWMA) control chart. To our knowledge the
combination of the Hurdle model with the Extended Kalman Filter to monitor sparse se-
quences of networks is a novel methodological contribution.
As shown in Figure 3.1, using our monitoring approach on the e-MID data, a regulator
could raise the alarm in real time about the change from calm to crisis conditions during
the week of June 18, 2007. Note that this is well before August 8-9, 2007, which is widely
considered the official recognition of the crisis when central banks around the world an-
nounced major liquidity shortages [15]. This is a notable finding given that it is difficult
to correctly identify the onset of the crisis from typical financial variables in our data (see
Figure 3.2) and that previous research using network analysis on the same data had diffi-


























Figure 3.2: Weekly interest rate and volume in the e-MID interbank market.
a detailed network analysis of data from the same market and remark that “The start of the
GFC [global finance crisis] is not easy to determine [from the data]....”
In addition to the online monitoring, our methodology can also be used to identify the
exact date of the change point for root-cause analysis. We find a change to crisis conditions
in the interbank market dated to the week of March 12-16, 2007, which coincides closely
with a Freddie Mac announcement on February 27, 2007, that they would no longer buy the
riskiest type of mortgages (sub-prime), the root-cause event as identified by the [33]. Simi-
larly, our methodology successfully detects in real-time the end of the crisis before official
announcements as such by central banks, and identifies the change point date marking the
end of the crisis as October 6-10, 2008, which coincides with the so-called bank bailouts
(the Emergency Economic Stabilization Act of 2008; [114]) being signed into law by then
President Bush on October 3, 2008.
Thus, we find promising results that demonstrate the proposed approach could be a
valuable tool for regulators to utilize when monitoring the financial system. We also study
our approach through simulation and find consistently positive results underscoring the
generality of the posited approach for the financial context as well as other settings where
dynamic networks are encountered, such as traffic networks [22], co-citation networks [21,
59], social networks [105, 65], gene regulatory networks [127], among many other areas
[103, 34].
The next section presents further details about the data, followed by the proposed mod-
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els and estimation framework in Section 3.3. Through a detailed simulation study bench-
marking different monitoring approaches (Section 3.4) as well as with the real data (Sec-
tion 3.5), we show that the proposed model performs favorably when compared to compet-
ing methods for monitoring sparse network connectivity. The paper concludes with a short
discussion on the overall findings, the limitations of our work, and directions for future
research in Section 3.6.
3.2 Data
The e-MID market is open to all banks admitted to operate in the European interbank mar-
ket. In August 2011, e-MID had 192 banks from European Union countries and the U.S.,
including 29 central banks that performed as market observers [36]. Our data contains all
e-MID transactions from January 2006 through December 2012. Each transaction includes
the date, lender, and borrower (with their real names anonymized), country of origin for
lender and borrower, interest rate, quantity, and an indication of which party initiated the
trade. The data includes 40-60 banks that are publicly-traded.1 For these banks, we also
observe their weekly returns in the stock market.
Figure 3.2 shows weekly volume and interest rates in the e-MID market. As the fi-
nancial crisis progressed, interest rates dropped in level to near zero and activity in the
market decreased markedly. In fact, the changes in these financial variables reflect major
real-world events. For example, using the same data, [15] analyze four sub-periods: (1) a
pre-crisis period from January 2, 2006, until August 7, 2007, when the European Central
Bank (ECB) noted worldwide liquidity shortages; (2) the first crisis period from August 8,
2007 until September 12, 2008, when Lehman Brother’s collapsed; (3) the second crisis
period from September 16, 2008, through April 1, 2009 when the ECB announced the end
of the recession; and (4) post-recession period, from April 2, 2009, onwards. Similarly,
[36] write “The start of the GFC [global finance crisis] is not easy to determine [from the

































Figure 3.3: Weekly network statistics, including the number of nodes and average degree.
data], but we have seen that the collapse of Lehman Brothers in quarter 39 (2008 Q4) was
a major shock for the global financial market in general and the Italian interbank market
as well.”. Note that as opposed to monitoring in real time, previous works performed his-
torical analyses that utilized ex-post information about when critical events occurred. We
utilize these four sub-period definitions to validate our monitoring results.
Similar patterns are also present in network statistics, such as the number of active
banks (nodes) and average degree, as shown in Figure 3.3. Note that the network is con-
structed each week by connecting lender to borrowers, that is, if Bank A lends to Bank B,
then an edge is drawn from Bank A to Bank B and weighted by the number of directed
loans. We also require that either Bank A or Bank B be one of the publicly-traded banks.
Motivating the use of the Hurdle model, we observe a high level of sparsity in the e-MID
market network. During the pre-crisis era, there is 73.68% sparsity among all possible
bank interactions. This value increases to 77.12% and 83.78% during Crisis 1 and Crisis
2 sub-periods, respectively. In the post-crisis era, sparsity is 76.87%, nearly returning to
pre-crisis levels.
Several extant works have focused on characterizing the general network structure
within the e-MID interbank lending market. For instance, [39] summarize the degree distri-
bution as heavy-tailed (negative Binomial), but not power-law or scale-free. [38] find that
networks from the e-MID consistently exhibit so-called core-periphery structure, where a
temporally stable core of banks that comprise 20-30% of the market are actively engaged in
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both lending and borrowing. During the financial crisis, the authors find that the reduction
of e-MID activity was primarily because of these core banks decreasing their trading. [36]
find that the level of temporal aggregation is an important methodological choice, where
daily-level network analysis of e-MID interbank lending data looks almost random and
uninformative, but meaningful and significant non-random structures appear for longer ag-
gregation periods. As such, in this paper, we present a weekly analysis to improve both
interpretability and practical utility for regulators and market participants.
The studies above analyze network statistics, such as density, reciprocity, and clustering
coefficient, and find structural breaks around crisis periods. Based on these and related find-
ings, scholars consistently advocate monitoring network statistics that measure particular
aspects of connectivity to assess the health and structure of the overall market. This practice
is consistent with a majority of previous works in network science that focus on monitoring
network statistics to detect temporal changes in the network dynamics [82, 83]. While such
an approach is conceptually straightforward, one shortcoming is that the framework does
not capture the effect of other covariates, such as country of origin, interest rates, and so on,
on the graph formation process. We solve this issue in the proposed methodology, which is
presented in detail next.
3.3 Monitoring Sparse Network Sequences with Online Hurdle Models
3.3.1 Overview
We propose a new monitoring methodology for sparse attributed network streams with dy-
namic structures. The methodology is comprised of modeling the network structure and
providing a change detection methodology. In our modeling framework, it is assumed that
the edge probabilities are functions of nodes and edges attributes. For example, in the
context of financial networks, the probability of a transaction (or the number of transac-
tions) between two banks could be a function of their country of origins, prevailing interest
rates, and so on. Although generalized linear models (GLM) have been successfully used
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to model attributed networks [6, 40], network sparsity (extreme lack of node connections)
violates the assumption to GLMs that the underlying probability distribution should be-
long to the exponential family of distributions. To address this issue, we use the Hurdle
model, which is capable of handling zero-inflated distributions [88]. The hurdle model was
used in [50] for modeling network’s sparsity; however, in the proposed model the edge and
node attributes were not taken into account, and edge probabilities were modeled only as a
function time. To take the network dynamics coupled with edges and nodes’ attributes into
account, we integrate the state-space model with the Hurdle model, where it is assumed
that the parameters of the Hurdle regression follow a Markovian process, and develop a
sequential estimation scheme using Extended Kalman Filters (EKF) to update the state
space parameters and predict the value of upcoming networks. The overall framework is
illustrated in Figure 3.4. As shown in the figure, in the offline phase, using a stream of in-
control networks, we build a Hurdle model using nodes and edges attributes and estimate
the initial state-space parameters. In the online phase, as new network observations arrive,
the estimated Hurdle is used to predict the edge values for the incoming network snapshot.
Additionally, with the upcoming network observations, the parameters of the state-space
Hurdle model are updated using EKF. After calculating the prediction of the new network,
the residuals, defined as the difference between observed values and predicted values, are
calculated. Residuals can be a proper statistics for network monitoring since they are inde-
pendent and they exclude the network dynamics. Hence, we can monitor residuals to detect
a sudden/structural change in the network. To do this, we fed the residuals into the change-
detection module that includes a set of Exponentially Weighted Moving Average (EWMA)
control charts. EWMA control chart is chosen for monitoring because of its memory based
property.
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Figure 3.4: Overview of the proposed network monitoring methodology.
3.3.2 Hurdle Models
As mentioned earlier, in attributed networks, the edge probabilities can be defined as func-
tions of nodes and/or edge attributes and often modeled by using GLMs. However, in
practice, (financial) networks are often sparse [3, 31], where typically each node interacts
with only a few other nodes with which it shares some common attributes and character-
istics. Moreover, when a network is studied in a short snapshot (i.e., daily as opposed to
weekly), the level of network sparsity increases. When the edge values are in the form of
count data, this excessive zero phenomenon is called zero-inflated count data.
Regular Poisson models and consequently GLMs, are ineffective in modeling zero-
inflated count data. Hence, alternative modeling approaches including zero-inflated [67]
and Hurdle [88] models have been proposed. Zero-inflated models assume that the oc-
currence of zero counts comes from two different origins, structural and sampling. The
zeros of the sampling origins are zeros generated from regular Poisson distribution, which
assumes that those zero observations happen by chance. The zeros of the structural origin
are because of some specific structure in the data and follow a different distribution. On
the other hand, a Hurdle model assumes that all zero occurrences are the results of a struc-
tural origin, while the non-zero data have a different origin, following a truncated Poisson
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distribution. Therefore, Hurdle models separate the occurrence of zero counts completely
from the occurrence of positive counts.
Driven by the observed sparsity in the e-MID interbank lending networks, we utilize
the Hurdle model to explain and predict edge formation over time. We choose Hurdle over
zero-inflated since we are facing only one type of zero observations. In other words, since
in these networks, zero means no connection between two banks, we are considering it as
a structural zero and separate its distribution from positive values. The fundamental idea
behind the Hurdle model is to generate count variables in a two-stage process. In the first
stage, a binary process specifies whether the count value is zero or positive. Given the first
stage indicating a non-zero value (i.e., if the hurdle is crossed), another stochastic process
generates positive counts. In this Hurdle model, the two-stage process mimics the actual
decision that a bank would make about whether to participate in the e-MID market with
another bank. If so, the positive count shows the count of transactions between two banks.
We would expect the binary process to be heavily weighted towards zero counts for all
possible edges.
In Hurdle models, we have two parts in the model. In the first part, we assume that count
is equal to zero with probability f0, and with probability (1 − f0) count is positive. Given
that count is positive, the positive count value, k, comes from the f1(k) with the associated
truncated f1(k)/(1 − f1(0)) probability (to ensure that zero count does not occur in this
case). Note that the positive probability needs to be multiplied by (1 − f0) to certify that
probabilities sum to one [17]. Different hurdle models can be introduced based on the
choice of f0 and f1. For our Hurdle model, we focus on the “Poisson-logit” specification,
where f0 is a Bernoulli distribution, and f1 is Poisson distribution. The probabilities are
shown in Equation 3.1.
P (wi,j,t = k) =








where wi,j,t is the value of the edge between node i and j at time t, πi,j,t is the probability
of having no edge between nodes i and j, and
exp (−λi,j,t)λki,j,t
k!(1− exp (−λi,j,t))
is the probability dis-
tribution function of a truncated Poisson process at zero (also known as Positive Poisson;
[45]). Equation 3.1 can clearly be decomposed as the mixture of a Bernoulli distribution
with parameter πi,j,t and a Positive Poisson distribution with parameter λi,j,t.
To extend this model to a regression setting, we assume that model parameters, i.e.,
λi,j,t and πi,j,t , are functions of covariates, i.e., edges and nodes attributes. To write our
model, we first define the indicator random variable di,j,t =

0 wi,j,t = 0
1 wi,j,t ≥ 0
as the indicator
of positive occurrence, and w+i,j,t as the positive values of edge weights. For simplicity,
we denote f0(di,j,t; πi,j,t) and f+1 (w
+
i,j,t;λi,j,t) as distributions of zero and positive counts,
respectively. The Hurdle regression, using logit and exponential link functions [89] can be
written as,
di,j,t ∼ f0(πi,j,t)
πi,j,t = logit−1(zi,j,tβ0,t) (3.2)
and
w+i,j,t ∼ f+1 (λi,j,t)
λi,j,t = exp(xi,j,tβ1,t), (3.3)
where xi,j,t , and zi,j,t are covariates (i.e., edges and nodes attributes) used in Bernoulli
and Positive Poisson count models, respectively. The covariates used in each model can
be same or different. To estimate the model parameters, β0,t and β1,t, the following log-
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likelihood should be maximized.





{di,j,t × [log(f0(wi,j,t = 0; β0,t|zi,j,t)]
+ di,j,t × [log(f0(w+i,j,t, β0,t|zi,j,t) + log(f+1 (w+i,j,t, β1,t|wi,j,t > 0, xi,j,t))]},
(3.4)
where N is the set of total nodes in the network. Assuming independence among f0(β0, z)
and f+1 (β1, x), the log-likelihood function in Equation 3.4 can be written as a sum of














each component can be maximized individually resulting in the following estimates:
π̂i,j,t = logit−1(zi,j,tβ̂0,t)
λ̂i,j,t = exp(xi,j,tβ̂1,t), (3.5)
where β̂0,t and β̂1,t are the estimated regression coefficients at time t. Next we discuss how
to incorporate network structural dynamics through a state space model on the parameters
of the Hurdle model, and use the Extended Kalman Filter (EKF) to estimate and update
model parameters over time.
3.3.3 State Space Models and the Extended Kalman Filter
State-space models provide a flexible framework for modeling dynamic systems. In this
approach, although the actual state of the system is unknown, it can be inferred over
time using noisy observations. In the context of attributed network streams, we assume
that the coefficients of the Bernoulli and truncated Poisson regression (β0 and β1) are the
state variables, which are driven by a stochastic process and the observed edge values,
wi,j,t, (t = 1, 2, ...), are noisy observations. Therefore, the state-space Hurdle model is de-
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fined by the following equations
βt = Fβt−1 + εt
wt = h(xi,j,t, zi,j,t, βt),
(3.6)
where βt = [β0,t, β1,t] is the state vector, wt = vec[wi,j,t] is the vectorized adjacency matrix
containing the noisy trades between pairs of nodes, F is the state transition matrix, and
εt ∼ N(0,Q) is the process noise with mean 0 and covariance matrix Q. h is a non-linear
function generating a realization of wi,j,t given the state of the system βt and the vector of
covariates, i.e., xi,j,t , and zi,j,t. It is assumed that given attributes the interactions between
nodes are independent.
In the case of linear state-space models, the Kalman Filter (KF) procedure achieves the
optimal estimate of the states [61]. However, as the observation model in Equation 3.6 is
nonlinear, we employ the EKF which is shown to be effective in incorporating nonlinearity
in parameter estimation [30, 14]. Similar to KF, EKF provides a recursive estimation pro-
cedure that only uses the current network snapshot (at time t) and the previous parameter
estimates (at time t − 1) to update the parameter estimates. EKF uses the Taylor expan-
sion to linearize the nonlinear observation function, h(xi,j,t, zi,j,t, βt), and then applies the
KF estimation equations. Specifically, given F and Q, the EKF for the state-space Hurdle
regression can be summarized as follows.
Prediction Step
Let βt|t−1 and Pt|t−1 denote the Kalman predictions of the state βt and its covariance matrix
given observation until time t − 1 (wl; l = 1, ..., t − 1,), and let βt|t and Pt|t denote the
estimation of the state and its covariance matrix, given observations until time t (wl; l =
1, ..., t). Now using the previous estimates, the prediction equations at time t are given by
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βt|t−1 = Fβt−1|t−1
Pt|t−1 = FPt−1|t−1F T + Q, t = 1, 2, . . .
(3.7)
where the initial estimates, i.e., β0|0 and P0|0 can be obtained from fitting a Hurdle model
to the first network snapshot data.
Update Step
At time t, incoming network data, i.e., wt, are used to update the predicted parameters
using the set of equations,
Kt = Pt|t−1HtT (HtPt|t−1HtT + Rt)−1
βt|t = βt|t−1 + Kt(wt − h(xt, zt, βt|t−1))
Pt|t = (I−KtHt)Pt|t−1,
(3.8)
where Ht = [
dh
dβ
]β=βt|t is the measurement Jacobian matrix used for linearization of the
observation function h(xi,j,t, zi,j,t, βt), Kt is known as Kalman gain, and Rt is a covari-
ance matrix of observations at time t, which depends on the distribution of observations.








The detailed derivation of the prediction and update equations for EKF can be found
in [14]. In practice, the state transition matrix F and the state covariance matrix Q are
unknown. In the Appendix C, we provide the estimation procedure for these matrices
using a series of in-control network snapshots.
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3.3.4 Monitoring Approach
In this section we propose a monitoring procedure in order to detect structural changes in
sparse attributed networks. Since we are mainly interested in changes caused by a shock
factor rather than the dynamic changes in the model, we propose to monitor the residu-
als computed from the EKF applied on the Hurdle Regression model. To do this, we fit
the data incrementally using our model. The in-control set of networks are denoted as
W1,W2, . . . ,WT . For each network snapshot Wi, network parameters are predicted using
the EKF and Hurdle model. Then, the vector of updated parameters βt+1|t is used to predict
the adjacency matrix at time t for time t+ 1 using the appropriate link functions discussed
above. Hence ŵi,j,t+1 = h(xi,j,t, zi,j,t, βt+1|t) using Equation 3.6. Moreover, at each time
and for each edge between nodes i and j, we define residual as the difference between ob-
served value and predicted value of an edge value. Therefore, ε̂i,j,t = wi,j,t − ŵi,j,t. Since
the models capture the dynamic in the data, the residuals exclude the ordinary network dy-
namics. Moreover, residuals are approximately independent over time. Hence, they can be
a proper statistic to monitor the network and detect the structural changes. Since residuals
are obtained from non-normal models, the observation variance is heteroscedastic, i.e., the
variance is not necessarily constant over time. To have approximately constant variance,





where var(ŵi,j,t) is the estimated variance of the observation, and can be calculated know-
ing the predicted observation and its probability distribution (Positive Poisson or Bernoulli).
If the process is in-control, Pearson residuals asymptotically follow an independent stan-
dard normal distribution. Hence, we can use statistical process control charts to monitor
the residuals and detect the changes. We chose the Exponentially Weighted Moving Aver-
age (EWMA) control chart for monitoring, which is a control chart used to monitor small
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shifts in the process by incorporating memories of the previous observations in calculating
the monitoring statistic. The EWMA weights observations in a geometrically declining
order such that the newest observations have higher weights while the oldest ones have
much smaller weights. At each time, we have a total of m residuals calculated where m





and monitor r̄t over time. The EWMA statistic corresponding to r̄t is
denoted by ωt and calculated as
ωt = λr̄t + (1− λ)ωt−1 t ≥ 1
ω0 = 0, (3.9)
where λ ∈ [0, 1] is a constant that specifies the depth of memory. Higher lambda gives
more weights to the current observations, and smaller lambda gives more weights to the
previous observations. The control limits are defined as









where µ0 and σ0 are the mean and standard deviation of offline (training) Pearson errors,
and k is a parameter that controls the width of control limits. If ωt > UCL or ωt < LCL,
we reject the null hypothesis, indicating a change has occurred in the network stream. To
obtain parameters k and λ, we use Monte Carlo simulations and aim to find a set of param-
eters that result in a desired in-control average run length (ARL0). For this purpose, we
generate in-control network streams and monitor them using the aforementioned monitor-
ing method until an out of control alarm (false alarm) is raised. We record the run length
(RL) values corresponding to each network stream. We repeat this procedure for 1000
times and calculate the in control average run length (ARL0) over all iterations. The values
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of k and λ should be set so that the ARL remains at a reasonably large value.
3.4 Results from Synthetic Data
In this section, we evaluate the performance of our monitoring methodology against three
benchmark methods by using simulations. The first two benchmark methods monitor net-
work statistics using EWMA control charts and are motivated by the approaches advocated
the financial economics literature. Specifically, the first benchmark monitors the average
degree of the network and the second benchmark monitors the average of network be-
tweenness. These statistics have been used commonly for network monitoring ([82, 83,
48]).The third benchmark utilizes the closest extant Statistical method to our knowledge,
the dynamic monitoring approach proposed by [40], which utilizes a dynamic Poisson dis-
tribution to model the count data without accounting explicitly for excessive sparsity.
Each simulated network is composed of fifty nodes, hence there are 50×(50−1) = 2450
potential directed edges in each network. To match our real data setting, we assume that the
number of interactions between nodes i and j is a function of five attributes in the model de-




i,j,t, . . . , x
(5)
i,j,t]
T . The attribute values vary for each edge and
time, and are generated using normal distribution with mean µ = [0.5, 0.5, 0.5, 0.5, 0.5]T
and variance Σ = 0.25 × I5×5. The relationship between the attributes and the response
value follows a dynamic Hurdle model. Therefore, we assume that the binary outcomes
(whether there is a connection between two nodes) have a Bernoulli distribution, with prob-
ability πi,j,t = logit−1(xi,j,tβ0,t), and the positive edge weight outcomes follow a Positive








the coefficients of the binary model at time t, where β00,t is the coefficient corresponding to




1,t, . . . , β
5
1,t]
T are the coefficients of the Positive
Poisson model at time t.
To simulate a dynamic stream of networks, we assume the underlying state transition
model with β0,t = Fβ0,t−1 + ε0,t and β1,t = Fβ1,t−1 + ε1,t. Here we set ε0,t ∼ N(0,Q)
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and ε1,t ∼ N(0,Q). In the simulations, we use β0,0 = [0.01, 0.01, 0.01, 0.01, 0.01, 0.01]
and β1,0 = [0.2, 0.2, 0.2, 0.2, 0.2, 0.2], F = 0.8I6×6, and Q = 0.25I6×6. We use in-control
simulated snapshots of networks to estimate the control chart and calculate the EWMA
control limits based on methods described in Section 3.3.
We evaluate the performance of our method by simulating three scenarios, each of
which induces changes to specific coefficients underlying the network process to create out
of control situations. For each selected coefficient βi, the shift is δσi, where δ is a constant
representing the magnitude of the shift and σi is the standard deviation of ith coefficient for
in-control situation, which is equal to σi =
√
Qii
(1−Fii)2 = 2.5. Therefore, for the Bernoulli




0,τ + δσi and for Positive Poisson




1,τ + δσi at time τ , i.e., the
coefficients are shifted by δσi at time τ .
Scenario I represents a case where the change point is affecting the underlying dynamics
in two ways. First, it affects the decision of whether two nodes are interacting. Secondly, it
affects the level of interaction (weights) after the first decision is made. In other words, we
assume the change has affected both Bernoulli and Positive Poisson model. In each model,
we apply the change in three out of six coefficients. So, we assume that coefficients β20,τ ,
β40,τ , β
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1,τ of Positive Poisson model change at time
τ .
Scenario II represents a case where the change only affects the decision of whether two
nodes interact. However, after this decision is made, the Positive Poisson model coefficients
remain unchanged. Thus, we assume that change has only affected the coefficients of




0,τ from the Bernoulli model have changed at time τ .
Scenario III represents a case where the change only affects the amount of interaction
(edge weight) between two nodes. The coefficients determining whether two nodes interact




1,τ from the Positive Poisson model have changed at
time τ .
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Here we briefly explain how we perform each benchmark monitoring approaches. To
monitor the average degree and average network betweenness, in Phase I analysis (in-
control analysis), we simulate in-control networks with the characteristics explained above.
Afterward, we calculate network degree and betweenness values and compute the average
over all observations at each time. Then, we use the average statistic to build the EWMA
statistic as explained in Equation 3.9. We choose λ and k such that in-control ARL (ARL0)
is equal to 200. For each out-of-control scenario, we generate out-of-control networks
based on scenario explained and monitor network statistic based on the control limits spec-
ified in Phase I. Modeling with Dynamic GLM approach is very similar to our work. In this
case, instead of assuming that network comes from a Dynamic two-part Hurdle Model, we
assume that edge counts are from a Dynamic one part Poisson Model. Hence, we assume
that edge counts have a Poisson Distribution at each time, while the mean of the distribution
λ is a function of network attributes, xi,j,t, i.e. λ ∼ exp(xi,j,t, βP ). Using EKF and Poisson
regression, and employing the networks attributes, we fit the model over time and calculate
the residuals. Moreover, at each time we calculate the Pearson residuals and monitor it
using EWMA statistic. Similarly, we determine the parameters and control limits such that
ARL0 is equal to 200. For each scenario, we monitor the statistic with the control limits
specified in Phase I.
To evaluate the performance of each method we use the Average Run Length (ARL),
which measures how quickly the method detects the change induced in each scenario for
different values of δ. Specifically, we simulate networks for an out of control scenario until
an out of control alarm is raised. Each time the alarm is raised, we record the run length
(RL), which is the number of simulated networks (time points) until the change is detected.
We iterate this procedure 1,000 times and record the Average Run Length (ARL) over all
iterations so that a method with smallest ARL for an out of control situation represents
superior ability in detecting the change. Also note that to ensure that all methods can be
compared relatively using the out of control scenarios, we specify control limits such that
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the in-control ARL (ARL0) for all methods is equal to 200 (α = 0.005) and subsequently
use these tuned control limits for detection in the out of control scenarios.
The ARL results are shown in Figure 3.5 for all scenarios. As can be readily observed,
for all scenarios, monitoring network statistics (degree and betweenness) has the highest
ARL (worst performance), showing that static methods should not be preferred for the
explicit purpose of detecting changes in networks. We also see from the figure that all
methods perform better in the first scenario, where the coefficients are shifted in both the
Bernoulli and Positive Poisson model. Yet, in this scenario, we can see that for a change as
small as δ = 0.75 our method has ARL ≈ 2, while Dynamic GLM method has ARL ≈
35, and monitoring network statistics methods have ARL ≈ 200. Hence, for this small
shift, our method almost instantly detects the change while it takes on average 35 runs for
Dynamic GLM method to detect this shift; the other methods are not capable of detecting
this small shift.
For Scenario II, all methods have higher ARL in comparison to other scenarios, which is
due to the fact that shift is imposed only on the existence of an edge while the edges weights
remained intact, hence detecting such shift is more challenging. In this case, approaches
based on monitoring network statistics are not able to detect changes with even large δ
shifts. Furthermore, we again see that the dynamic GLM method has significantly higher
ARL in comparison to our proposed method. For example, for a shift with δ = 3.5, our
method has ARL ≈ 1.5, while Dynamic GLM method has ARL ≈ 148, and monitoring
network statistics methods have ARL ≈ 200.
For Scenario III, all methods have slightly higher ARL in comparison to the first sce-
nario, which is due to the fact that shift is imposed only on the Positive Poisson model (the
edges weights) while the Bernoulli model (decision to connect) remains intact. We can
again observe that for a change as small as δ = 1 our method almost instantly detect the
change (ARL ≈ 1), while Dynamic GLM method has ARL ≈ 22 and monitoring network
statistic methods have ARL ≈ 200.
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Figure 3.5: Average Run Length comparison of methods based on simulated data for dif-
ferent magnitude of shifts (δ).
Thus, by comparing our proposed method with other methods in all three scenarios, we
observe that our proposed method has the lowest ARL for different magnitude of shifts in
all the scenarios. Foreshadowing results with the real data, we see evidence that monitoring
network statistics is not well suited for change point detection. We also see that our pro-
posed approach outperforms the dynamic GLM model proposed by [40] in all cases. The
gap between our proposed method and the benchmark methods is particularly pronounced
in Scenario II, emphasizing the importance of modeling the data’s sparsity appropriately.
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3.5 Results from e-MID Data
3.5.1 Preprocessing and Model Specification
Having established self-consistency and proper performance of the proposed modeling and
estimation framework through simulation, we now turn to demonstrate the method’s real-
world viability and applicability by using the e-MID data that was described earlier. We
begin by reviewing the potential change points due to events relating to the financial crisis,
discussing the model specification and training, followed by a detailed discussion of the
findings.
Using events reported in previous works [15, 36], as shown in Figure 3.1, we have
potentially three major change points creating four sub-periods in the data: (1) a pre-crisis
period from January 2, 2006, until August 7, 2007, when the European Central Bank (ECB)
noted worldwide liquidity shortages; (2) the first crisis period from August 8, 2007 until
September 12, 2008, when Lehman Brother’s collapsed; (3) the second crisis period from
September 16, 2008, through April 1, 2009 when the ECB announced the end of the reces-
sion; and (4) the post-recession period, from April 2, 2009, onwards.
We use a number of nodes (bank) and edges attributes listed in Table 3.1 as independent
variables in the Hurdle model, including whether the two banks are originating from differ-
ent countries, interest rates, returns correlation, and so on. Country Difference is motivated
by [36], who found that Italian banks tended to trade with other Italian banks a vast majority
of the time. Thus, we expect this variable to be significant, especially for modeling whether
two banks have any trades with each other. Most of the other variables are based funda-
mentally on stock market returns. As shown theoretically in [15] and references therein,
bank activity in the interbank market can be influenced by their stock market performance,
especially when the impact on the bank’s balance sheet is substantial. As such, we expect
returns-based variables to be important particularly when the stock market is volatile, i.e.,
in crisis sub-periods.
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Table 3.1: Independent variables used in the Hurdle model. The variables Amount and




Lender’s return The average stock market return of the lending bank in the
current week




Return Correlation The correlation between the two banks’ returns from the
start of the data up to the current week
Amount The average number of transactions between two banks in
the current week (if any transaction occurred)
Rate The average interest rate of each loan between two banks
in the current week (if any transaction occurred)
Country Difference An indicator variable that is one if two banks are from dif-
ferent countries
Using the notation given above, where Xt are independent variables to model whether
two banks have any trade and Zt are independent variables for the Positive Poisson model,
we assume Xt = [xi,j,t] includes all attributes in Table 3.1, and Zt = [zi,j,t] includes all
attributes except for Amount and Rate. Note that we are not including Amount and Rate in
the Bernoulli model because this information is generated only after a transaction occurs.
We use a hierarchical analysis approach to simulate how the methodology would have
performed if implemented in real time. Specifically, the first 20 weeks of pre-crisis data
are used as offline observations to obtain appropriate values of F , Q as well as initial
estimates of the regression coefficients. Also based on the Pearson residual errors from
the offline data, we determine the control limits for ARL0 (in-control ARL) to be equal
to 200. Starting with week 21, we enter the online monitoring phase (see Figure 3.4 to
review the methodology). Once a change point is detected, the methodology is restarted,


























































Figure 3.6: EWMA charts for Pearson Residuals from the proposed model to detect the
onset of Crisis 1.
3.5.2 Results
Figure 3.6 shows the EWMA control charts for Logistic and Positive Poisson regressions,
where we can see that both aspects of the Hurdle model “raise the alarm” before the official
announcement that marks the beginning of the first crisis sub-period. Specifically, the
Positive Poisson model would have alerted regulators the week starting on May 28, 2007,
and the Bernoulli model would have alerted regulators the week of June 18, 2007.
To compare the performance of our method with financial economics monitoring ap-
proaches, we provide the EWMA control charts for monitoring network’s average degree
and betweenness in Figure 3.7. As the results show, these control charts fail to raise an
alarm before the official announcement of the first crisis sub-period, providing evidence
that network statistics may serve as a weak foundation for an early-warning system.
When monitoring using our approach, since the EWMA statistic is representing the
difference between the actual and estimated value, observing its trend during Post-Crisis
can help us interpret the changes in comparison to the Pre-Crisis era. For the Bernoulli
model, the EWMA statistic is sharply negative at the onset of the first crisis sub-period,
which means that the model over-estimates existence of edges (loans between banks). In
other words, for two banks, the probability that they have any transaction sharply decreases


























































Figure 3.7: EWMA charts for networks statistics (degree, and betweenness) to detect the
onset of Crisis 1.
precipitously, as shown in Figure 3.8, the regression coefficient for Country Difference is
consistently negative indicating that banks generally prefer to trade with other banks based
in the same country. The U shape shows that as the crisis unfolded, banks became even less
willing to have transactions with the banks from other countries, but as the crisis concluded
and in the Post-Recession sub-period trading activity (specifically counter-party trust) was
returning to normal. Similarly, for the Positive Poisson model, we can see, in contrast to
activity during the crisis, an apparent increasing trend within the Post-Recession sub-period
with coefficients ending close to zero. Thus, by the end of 2012, the number of transac-
tions among two connected banks is not affected by country differences. The estimated
coefficients for the Amount and Rate variables in Figure 3.9 also show meaningful pat-
terns. There is a clear increasing trend in Amount denoting that post-recession, banks were
able to obtain more funding in comparison to before this era. The coefficient for Rate was
positive during the crisis, but negative in the post-recessionary period. One potential expla-
nation is that banks that wanted funding had to pay higher rates during the crisis (i.e., it was
a lender’s market), but after the crisis, interbank funding was more readily available. Esti-
mated coefficients for other independent variables are not shown since they were centered
on zero without meaningful trends. Overall, in addition to detecting the onset of the crisis





















































Figure 3.8: Estimated Coefficients for Country Difference in the Bernoulli and Positive
Poisson models starting from Pre-Crisis data.


























































Figure 3.9: Estimated Coefficients for Amount and Rate in the Positive Poisson model
starting from Pre-Crisis data.
where trust in the interbank market dropped markedly causing banks to stop participating
entirely in the e-MID market, followed by a return to pre-crisis conditions [15, 36].
In practice, it can be important to identify possible root causes for the alarms, which
can be accomplished by estimating the actual date of the change point. [90] proposed a
method to estimate the EWMA change point after receiving an out of control signal at time
T . In this method if the out of control signal is raised when monitoring statistic is above
the upper control limit (UCL), the estimated change point is τ̂ = max[i : zi ≤ µ0, i ≤ T ],
i.e., the estimated change point τ̂ is the first point before the alarm time when the EWMA
statistic is below the center line µ0. Similarly, if the out of control signal is raised when
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Bernoulli Positive Poisson






















































Figure 3.10: EWMA charts for Pearson Residuals from the proposed model to detect the
end of the financial crisis and start of the post-recessionary period.
monitoring statistic is below lower control limit (LCL), the estimated change point is τ̂ =
max[i : zi ≥ µ0, i ≤ T ], i.e., the estimated change point τ̂ is the first point before the alarm
time when the EWMA statistic is above the center line µ0. Using this heuristic, we find a
change to crisis conditions in the Bernoulli model dated to the week of May 28, 2007, and
for the Positive Poisson model dated to the week of March 12-16, 2007.
Moving to the detection of the onset of Crisis 2 and the Post-Crisis eras, we use the
first 20 weeks of Crisis 1 era for offline training. The EWMA control charts for Bernoulli
and Positive Poisson regression are shown in Figure 3.10, where we see that both parts of
the Hurdle model do not detect any change in the interbank market around the failure of
Lehman Brothers (the onset of Crisis 2). Both models do successfully capture the change
before the onset of Post Recession announcement. The Bernoulli model raises the alarm
the week of January 5, 2009, with the change point dated to October 6-10, 2008. The
Positive Poisson model raises the alarm the week of December 15, 2008, with its change
point dated back to November 3, 2008.
Inspecting the trend in the EWMA statistics, we see increases for the Bernoulli and Pos-
itive Poisson models before the onset of the Post-Recession period that continue to the end
of the data, demonstrating that banks returned to the market as overall conditions and trust
levels improved. A very similar pattern emerges as previously reported when inspecting
the estimated coefficients for independent variables (figures shown in the Appendix).
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3.5.3 Validation and Discussion
Here we discuss the reported dates corresponding to the alarms and change points.
We first note that all alarms under the proposed model would have been raised prior
to official announcements by the ECB, underscoring that the proposed model could be a
valuable tool for monitoring financial markets. While we do not know precisely when
governments realized internally there was a crisis, we find evidence that the model results
were ahead of official policy. For instance, both aspects of the Hurdle model raised alarms
by June 18, 2007. On June 6, the ECB raised interest rates, followed by the publication
of the Financial Stability Review [28] on June 15, which struck a cautiously optimistic
tone. The Financial Stability Review included positive outlooks, with statements such as
“Looking forward, with the euro area financial system in a generally healthy condition
and the economic outlook remaining favorable, the most likely prospect is that financial
system stability will be maintained in the period ahead.” Such forecasts were coupled with
warnings about how the financial system was growing particularly vulnerable “to an abrupt
and unexpected sharp decline in market liquidity”, which underscores the importance of
our results given that we are studying an interbank market – a key source of liquidity for
banks.
Similarly, the alarms signifying the end of the crisis using the proposed methodology is
raised between December 15, 2008, to January 5, 2009. Coincidentally, the ECB published
another Financial Stability Review on December 15 [29] stating that “The extraordinary
remedial actions taken by central banks and governments, which are aimed at addressing
liquidity stresses and strengthening capital positions, thus contributing to restoring confi-
dence in, and improving, the resilience of financial systems, were successful in stabilizing
the euro area banking system.” This period also coincides with an intense activity by the
U.S. Treasury Department as a result of a new law giving it broad new powers (see discus-
sion of the Emergency Economic Stabilization Act below) to strengthen the financial and
auto sectors of the U.S. economy [33].
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To further validate our results, we consider whether the identified change point dates
match previously reported results or known events. The earliest detected change point for
Crisis 1, the week of March 12, 2007, for the Positive Poisson regression, closely follows
the root-cause event as identified by the [33] of a Freddie Mac announcement on February
27, 2007, that they would no longer buy the riskiest type of mortgages (sub-prime). Simi-
larly, the earliest identified change point signaling the end of the crisis was October 6-10,
2008 for the Bernoulli model, which coincides with the so-called bank bailouts (the Emer-
gency Economic Stabilization Act of 2008; [114]) being signed into law by then President
Bush on October 3, 2008.
3.6 Conclusion
Developing a rigorous monitoring system that helps in identifying systemic risk sources and
vulnerabilities within the financial system, as well as understanding interactions between
financial entities is an essential task in itself and also a fundamental priority for regulators
with public welfare implications. Ideally, the monitoring system should be applicable to
any market or exchange where high resolution, audit-trail trading data is generated. The
monitoring system should also be able to incorporate external information about the market
participants and observed transactions, and also model appropriately sparse networks since
often market participants trade with a relatively small percentage of others. In this paper,
we present one novel solution to this problem with the desired properties. The approach
combines Hurdle models, a classical approach to zero-inflated count data, with state-space
models and Exponentially Weighted Moving Average control charts.
We demonstrated how the model could be applied for monitoring the e-MID interbank
lending market, where we found several promising results showing that the proposed model
would have raised alarms to regulators prior to official announcements by the ECB. The
identified change point dates are also highly interpretable, matching closely with several
critical real-world events.
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These findings have several implications for exchanges, such as the e-MID, in addition
to banks and regulators. From e-MID’s perspective, we have shown how their proprietary
data that captures the network of interactions can be transformed into an indicator of market
changes. As such, the e-MID could explore a new monetization strategy by publishing
statistics computed through our proposed approach that regulators and risk managers could
purchase in order to understand the health of the interbank market. This idea has promise
given that this new data service would not betray confidential information on any specific
market participant and still reveal essential dynamics about the overall market. Moreover,
banks typically do not have knowledge on the interbank operations of other banks, meaning
that they must rely on the e-MID or regulatory bodies to estimate the model and release (or
sell) the pertinent statistics. Regulatory entities, like central banks, may have direct access
to the relevant network data and could utilize our methodology as a component of a more
extensive monitoring system.
Moreover, we showed the effectiveness of our method using simulation studies under
different scenarios. The simulation results show that specifically when the change affects
the decision whether two nodes interact with each other, the proposed approach is signif-
icantly outperforming other methods in the literature. This is because of the fact that the
sparsity and zero counts are generated from a different distribution in our model, hence if
change affects the network sparsity, our proposed model is very sensitive in detecting it.
There are also several areas of future work both from applications and methodological
point of view. In this paper, we studied interbank lending networks. Similar networks can
be constructed from other types of markets [11, 1] or even inferred statistically from stock
market data [13, 26]; applying the proposed methodology to different markets will require
changing the node and edge attributes as well as potentially the Hurdle model itself since
the networks may exhibit different or additional properties to sparsity. Further, when the
market participant ID is known (in our case it was hidden to preserve confidentiality), it
would be useful in practice to monitor several networks (markets) simultaneously since
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it becomes possible to link activity across markets. Simultaneous monitoring of multiple
networks creates several challenges, from visualization of the data and results to detecting
changes in multivariate distributions. As such, our work represents the first rigorous appli-
cation of monitoring techniques beyond tracking network statistics to financial networks,
and the results demonstrate the proposed approach could be a valuable starting point to
utilize and extend when monitoring the financial system.
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CHAPTER 4
DISCRIMINATIVE DBM FOR CLASSIFICATION AND ITS EXTENSION TO
MULTIMODAL INPUTS
4.1 Introduction and Literature Review
Multimedia data consists of one or more media data types, including text, images, speech,
audio, and video. With the advancements in storing technology and data collection, MD
is available in a wide variety of industries such as manufacturing, online advertising, web-
sites, healthcare, and so on. One example of multimedia data is advertising data that can be
available in the form of video, audio, images, text, scripts, etc. In advertising industries, it
is imperative to have the proper methods of modeling the effectiveness of ads. For instance,
when having a new advertisement, we wish to predict how effective it will be in the market-
place before using it. Moreover, proper insights about multimedia data models can help in
creating and designing future ads. Therefore, having a multimedia model that can capture
the data structure and relations and predict data labels is imperative. When working with
such data, its unstructured, complicated nature hinders general Machine Learning (ML)
approaches from extracting meaningful features and modeling the relations. Hence, more
advanced methodologies that capture this complicated nature are required. One popular
approach used in modeling multimedia data is the Restricted Boltzmann Machine (RBM).
RBM is a probabilistic model with one layer of visible units and one layer of hidden units
where there is an undirected connection between two layers (but not within them) [37].
The binary units can be used as a more clear representation of the visible units; hence,
RBMs can be used for feature engineering and dimension reduction [54]. One important
characteristic of RBMs is that, given that there are enough hidden units in the model, an
RBM can represent any distribution over binary vectors [37, 69]. Consequently, RBMs are
71
applied extensively as generative models for various types of data such as images [111,
66], speech [58, 76], text documents [24], etc. RBMs and many existing machine learning
methods have “shallow” architecture, meaning they usually have only one layer of hid-
den units. However, the literature shows that such “shallow” systems would not be able
to extract complex structures from complicated, high-dimensional data [10]. Moreover,
training such systems requires a significant amount of labeled data. On the other hand,
using architectures with multiple nonlinear layers requires much fewer labeled data [72].
Therefore, multilayer generative models were introduced to better model complex data.
RBMs were extended to two types of deep networks: Deep Belief Networks (DBNs) [54]
and Deep Boltzmann Machines (DBM) [98]. Studies show that these deep networks out-
perform traditional ML approaches like Support Vector Machines (SVMs) and traditional
feedforward neural networks for high-dimensional, complex data [62]. DBN and DBM
have the same topological structure; however, DBM has undirected connections among all
layers, while DBN has a directed, top-down relationship toward the visible layer. Hence,
in DBM’s architecture, all layers are representative of the previous layer, while this is not
the case in DBN. Therefore, DBM can be seen as a type of Markov random field with
undirected connections among layers, making each layer a distinct representation of the
input observations. Moreover, in spite of DBN and deep convolutional neural networks,
DBM’s inference procedure includes a top-down feedback and bottom-up pass. Hence, it
can better incorporate the uncertainty of the input data. RBMs and DBMs are generally
used as feature extractors for complex data, but these methods cannot be directly applied to
classification problems. In order to use the methods for classification, either the extracted
features from the model are fed into a discriminative method [42] or the weights learned
from the generative models are used for initializing the weights in a classification prob-
lem [52]. In [68], authors presented a new training approach for using RBMs directly in
classification problems known as ClassRBM. ClassRBM is a probabilities model that in-
corporates the label data as well as inputs in its architecture. The model tries to capture the
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conditional distribution of labels given inputs; hence, ClassRBM aims to find the relation-
ship among inputs and labels. ClassRBM is used frequently in the literature for a variety
of classification problems, such as author profiling using emails and blogs [5], radar tar-
get recognition [92], breast cancer prediction, classification problems in medical domains
[113, 112], credit risk classification [74], and so on.
Due to estimation intractability, an effective deep extension of ClassRBM has not been
used in the literature. In this paper, we propose a new estimation approach for deep Class-
RBM (ClassDBM) when we have more than one hidden layer. For training the network,
inspired from the work in the literature, we present an algorithm using Contrastive Diver-
gence (CS) and Mean Field (MF) Approximation to learn the model weights. Moreover,
to predict the new observations using the learned model, we propose an algorithm that se-
lects the label with the highest Mean Field estimation probability. Finally, we evaluate the
performance of our proposed methodology by implementing it on two benchmark machine
learning image data. In this part, we compare our method with ClassRBM and traditional
deep learning methods. We also implement our approach on real-world advertising data to
predict the effectiveness of the ads and present new insights on how to create better quality
ads.
The rest of the paper is arranged as follows: In Section 4.2, we provide a background on
RBMs, DBMs, and the ClassRBM approach. Then, in Section 4.3, we present an overview
of ClassDBM structure and probability distributions. Afterwards, the training and predic-
tion procedures of the ClassDBM are explained in detail. Section 4.4 provides performance
analysis of our method in comparison with existing methods on two widely known bench-
mark data. Thereafter, the performance of the method on real-world advertising data is
evaluated, and insights on model and relationships among modalities is provided. Finally,
in Section 5, we conclude and provide future research directions.
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4.2 Background
In this chapter, we briefly explain the structures and probability distributions of RBMs
and DBMs. Moreover, we explain how each model is trained for generative learning. Af-
terwards, we review the ClassRBM architecture, probabilities, and training and prediction
algorithms. Thereafter, the limitations of ClassRBMs for deeper architecture are illustrated.
4.2.1 Restricted Boltzmann Machines
Restricted Boltzmann Machine (RBM) is a probabilistic model that defines the probability
distributions over pairs of visible observations x = (x1, x2, . . . , xn) and hidden units h =
(h1, h2, . . . , hl). The joint probability is




where Z is the normalizing factor, equal to summation over all possible combinations of
visible vectors x and hidden vectors h, i.e. Z(θ) =
∑
x,h e
−E(x,h). And θ is the model
parameters, i.e. = W,b, c. Also, E is the energy function, described as
E(x,h) = −hTWx− bTx− cTh, (4.2)
where b is the vector of biases for the visible units, c is the vector of biases for the hidden
units, and W is the matrix of connection weights. The model is presented in Figure 4.1.



















where σ is the logistic sigmoid function, i.e. σ(x) =
1
1 + e−x
The above equations can be moderately adjusted to permit the input vector to take real
values. For instance, Gaussian RBMs were developed to model vectors of data with Gaus-
sian distributions, such as images, videos, speech, etc [37, 54]. Moreover, the Replicated
SoftMax model is another variant of RBMs to model sparse word count vectors [55]. For
modeling simplicity, we focus on binary inputs in this paper, while the proposed methods
can be easily extended to real value observations.
Training the model
The probability of observing a visible vector x is calculated by summing over all values










However, partition function Z is intractable for all RBMs except for a few networks
where sum over all visible and hidden states is feasible to compute [79].
To achieve a generative model for input observations, we wish to maximize the log-




log p(xi; θ), (4.5)
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where Xtrain is the set of all training observations. Since p(xi) is intractable, calculat-
ing the gradients is not straightforward. The gradients of log p(xi) corresponding to the
parameters can be decomposed as,
∂
∂θ







where the first expression is called the positive phase and the second expression is called
the negative phase of learning. For RBMs, calculating the positive phase is straightforward,
but the negative phase is intractable and must be approximated. It is easy to show that the
negative and positive phases can be calculated as [44]
∂
∂θ
log p̃(xi; θ) = Eh|xi [
∂
∂θ






log p̃(x,h; θ)]. (4.8)
Hence, using Equation 4.8 we can write Equation 4.6 as
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∂θ







Computing the exact values of the second expression is computationally intractable,
hence several works have been introduced to approximate values for the expectation. This
includes Contrastive Divergence (CD) [53, 51], Stochastic Maximum Likelihood (SML)
[124, 111], recognized as Persistent Contrastive Divergense (PCD) as well, ratio matching
[56], etc.
In CD, the expectations of hidden and visible states are approximated using a sample
produced after a few iterations of Markov Chain Monte Carlo (MCMC) simulation (Gibbs
sampling), where the sample’s initial state is set as the visible variable xi. In [20], the
authors showed that using Gibbs sampling with only one iteration, the CD algorithm can
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produce a very small bias and fast learning. In PCD, a persistent Gibbs sampling simulation
is used to successively sample from the conditions p(h|x) and p(x|h). These samples are
then used for approximating the negative phase in Equation 4.9.
Figure 4.1: RBM structure
4.2.2 Deep Boltzmann Machines
While RBMs assume only one hidden layer, for more complicated structures, Deep Boltz-
mann Machines show better ability to model the data. The structure of a three-layer Deep
Boltzmann Machine is shown in Figure 4.2.
For a DBM with m hidden layers, the energy function is
E(x,h1,h2, . . . ,hm; θ) = −xTW1h1 − h1TW2h2 − · · · − hm−1TWmhm, (4.10)
where θ = W1,W2, . . . ,Wm. Also, the conditional distributions are as follows:
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Figure 4.2: A 3 layer DBM structure











The DBM energy function in Equation 4.10 includes connection between hidden units.
These connections significantly affect the model by causing the positive phase in Equation
4.17 to be intractable. This is because, by having more than one layer, all the combina-
tions of states in the different layers must be calculated in the positive phase. However,
as the number of observations in each layer grows, computing combinations of all states
is impractical. In the DBMs model, we wish to maximize the log-likelihood of train data
probability, similar to RBMs in Equation 4.9:
∂
∂θ










E(xi,h1,h2, . . . ,hm)]− Eh1,h2,...,hm,x[
∂
∂θ
E(x,h1,h2, . . . ,hm)].
(4.13)
Here, to calculate the positive term (the first expression in Equation 4.13), we need to
compute h1,h2, . . . ,hm|x; however, because of the interactions between layers, the joint
probability of hidden layers given input is not separable. Therefore, the positive phase is
intractable and needs to be approximated for training. An approximation method com-
78
monly used for the positive part is the mean field inference method [100]. The mean field
approximation is a simple form of variational inference. In the variational approximation
methods, we wish to approximate a specific distribution by some appropriate simple fam-
ily distributions where the approximating distribution is assumed to be fully factorial. This
method can properly capture bidirectional interactions between layers. In the mean field
approximation, we assume that the approximating distribution is fully factorial.
4.2.3 Classification RBM (ClassRBM)
The Classification RBM (ClassRBM) was introduced for expanding RBMs into discrim-
inative problems [68]. The Structure of ClassRBM is similar to that of regular RBMs,
however; the visible layer includes both the observations and their corresponding class
labels. The structure is shown in Figure 4.3.
Figure 4.3: Class RBM
Assuming the visible observation x = (x1, x2, . . . , xn), the class label as y, and the
hidden units as h = (h1, h2, . . . , hm), the joint probability distribution and energy function
takes the form of
p(x, y,h; θ) =
e−E(x,y,h)
Z(θ)
E(x, y,h) = −hTWx− bTx− cTh− dTy− hTUy, (4.14)
where Z is equal to summation over all values that hidden units can take. b is the vector
of biases for the visible units, c is the vector of biases for the hidden units, d is the vector of
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biases for class labels, W is the matrix of connection weights between visible observations
and hidden units, and U is the matrix of connection weights between class labels and hidden
units. Moreover, θ refers to the model parameters equal to (W,b, c,d,U), and E is the
energy function.


























Equation 4.15 shows that the hidden units are capable of representing information of
the visible observations as well as the class labels simultaneously.
For training a generative model, assuming that the training data is Dtrain = (xi, yi) for














log p(yi, xi). (4.17)
To maximize the log-likelihood (eq. 4.17), its gradients can be estimated using










In this generative model, similar to regular RBMs, the first expression is tractable while
the second one is intractable. Hence, the intractable expression can be approximated by
Gibbs sampling (Contrastive Divergence).
For a discriminative model, instead of the joint distribution of observations and class
labels, p(y, x), the authors suggest to minimize the conditional distribution of class labels
given observations, i.e. p(y|x). The authors showed that p(y|x) can be calculated directly.
This is based on the fact that the values that y can take are limited in classification problems.





















[68] showed that ClassRBM can be trained by stochastic gradient approximation, where






















In the previous section, we reviewed the ClassRBM methodology. In ClassRBM, the con-
ditional distributions can be directly calculated when the number of classes is limited. This
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characteristic allows us to learn the exact gradients using stochastic gradient descent meth-
ods. In this section, we introduce ClassDBM approach, which is an expansion of Class-
RBMs to deeper architectures. We show that when extending to deeper architecture, the
gradients are not straight-forward to calculate. Hence, we present a new training and pre-
diction algorithm for ClassDBMs. Moreover, we illustrate that this method can be ex-
panded to models with more than one modality.
4.3.1 Classification DBM (ClassDBM)
In this section, we wish to extend the ClassRBM to a deeper architecture where there
exist more than one hidden layer. We name this new architecture as Classification DBM
(ClassDBM). We can treat a ClassDBM as an expansion of ClassRBM to architectures with
more than one hidden layer. One difficulty when learning ClassDBMs is that the excess
layers will cause the calculations of gradients to be intractable, and the gradients need to
be approximated. Hence, solving a ClassDBM is not as straightforward as a SlassRBM. To
represent a ClassDBM structure, let’s assume the number of hidden layers is two. In this
case, the energy function and joint probability will be.
E(y, x,h1,h2; θ) = −h1TW1x− bTx− c1Th1 − dTy− h1TUy− h2TW2h1 − c2Th2
(4.22)







Where Z is a normalization constant which guarantees that equation 4.23 is a valid
probability distribution, and y is the class label vector such that if the class label is c, then
all elements are zero except for the cth element which takes the value of one.
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Here, first we will show that in spite of ClassRBMs, the extension to deeper architec-
tures is not tractable. To do this, by inspiring from [68] and by taking into account that
class labels are limited, we will show that p(y|x) can be written as,


















exp(h1TW1x + bTx + c1Th1 + dTy + h1TUy + h2TW2h1 + c2Th2)
(4.26)
Assuming that first hidden layer has n1 units, second hidden layer has n2 units, p(y, x)
can be expended as,
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Figure 4.4: Class DBM



































































































Assuming higher hidden layers have no bias terms, we will have










































































Hence, the conditional probability can be written as









































Here, in spite of conditional distribution in equation 4.19 for ClassRBMs, this con-
ditional distribution is intractable. This is because both nominator and denominator has∑
h(2) . Note that this sum will be even more hard to calculate if the number of hidden
layers is more than two. Therefore, the learning algorithm presented for ClassRBM can-
not be applied to the ClassDBM approach. Hence to find the gradients, we need to use
approximate methods. In the following subsection, we will present a learning algorithm to
approximate the gradients.
4.3.2 Training Model
For training the model, we are aiming at minimizing the negative log likelihood of p(y|x).


















The first expression is similar to positive expression in DBMs in equation 4.13. Deriva-
tive of the first expression can be written as,
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log p̃(x, y) = Eh1,h2,...,h(m)|x,y[
∂
∂θ
E(x, y,h1,h2, . . . ,hm)] (4.33)
This derivative can be calculated using mean field inference. Moreover, we can expand









































































E(xi, y,h1,h2, . . . ,hm)]
(4.35)
To find the gradients in equation 4.35, we need to approximate the gradients expec-
tations for each expression. For the first expression, we suggest to use mean field (MF)
approximation to estimate the gradient. To perform MF, for each observation i, we will
find the mean expectation of each layer given xi, and yi. Also, to approximate the ex-
pectation in second equation, we suggest using Gibbs Sampling method to sample from
y,h(1),h(2), . . . ,h(m) observations given x.
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Algorithm 4.1 Training ClassDBM
1: Initializing the parameters
2: Set α the learning rate, β momentum, s maximum number of mean field steps, k the
number of Gibbs steps, m the number of minibatch data




p×n2 , to random values from Bernoulli distribution
4: while not converged (learning loop) do
5: sample a batch of n examples from training data
6: arrange samples as Xm×p and Ym×nc




p×n2 to the model marginals
8: while Mean Field inference loop not converged do
9: Ĥ
1























15: while Gibbs sample number is not reached do
16: Ỹ← Y
17: for j = 1 to k do
18: H̃
1 ← sample ftom σ((XW1 + ỸU + H̃2W2T )
19: H̃
2 ← sample ftom σ(H̃1W2)
20: Ỹ← sample ftom softmax(H̃1UT )
21: end for
22: end while

















27: W1 ←W1 + α(δ+W1 − δ−W1)
28: W2 ←W2 + α(δ+W2 − δ−W2)




After learning the model parameters with the method explained in section 4.3.2, we need to
have a procedure for predicting class labels of new observations. In a ClassRBM p(y|x) can
be directly calculated using equation 4.19. However, in equation 4.30, we showed that this
probability is intractable when the number of hidden layers is larger than one. To calculate
the exact probabilities, we need to have the values of all hidden layers in the model. In
order to do this, for each new observation, we suggest approximating the expectation of
the hidden values for each class label. Afterward, we can use these approximations to
calculate the probability of observing each class label. Hence, we can select the label with
the highest probability as our prediction. To approximate the expectation values of hidden
layers given observations xi and each class label y∗, we use mean field approximation. The
prediction algorithm is explained in algorithm 4.2
Algorithm 4.2 Predicting a new observation in ClassDBM
1: Set the weights U, W1, and W2 equal to the weights learned in algorithm 4.1.
2: for observation i in 1, . . . ,m do
3: Set the new observation as xi
4: for class label c in 1, . . . , nc do
5: yc as a nc × 1 vector, where all values are zeros except for cth entry which is
equal to one.
6: Run mean field approximation similar to line 8 to 11 in algorithm 4.1 to ap-
proximate values of ĥ
1
and ĥ2






9: ŷi = argmax(e)
10: end for
4.3.4 Multi Modal Class DBM
In this section, we extend the ClassDBM methodology to cases with more than one modal-
ity. In real-world, observations are normally stored in different forms of modality. For
example, images can be accomponied with their corresponding captions and tags, videos
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are combination of visual and audio information, speech audio files can be accomponied
with the speech script, and etc. Therefore, it is beneficiary to have a model that takes into
account all modalities. In [107], the authors presented a novel DBM structure to take into
account multiple modalities. The structure of a multimodal DBM with two modalities and
three hidden layers is presented in figure 4.5 (a). In this model, the authors assume that
each modality i (i in 1, 2, . . . , q) is connected to their corresponding hidden layer with a
specific weight matrix. However, the last hidden layer is a joint representation of previous
layers. To learn the model, the authors propose to use mean-field inference to approximate
the expectations of hidden units given data, and Gibbs sampling to estimate the model
expectations.
To learn the multimodal ClassDBM, inspiring from the ClassDBM approach, we as-
sume that class label vector y is connected to hidden layers corresponding to modality i
with corresponding weight matrix Ui. The structure for two modalities and three hidden
layers is shown in figure 4.5 (b).








3; θ) = −h1(1)TW1(1)x(1) − h1(2)TW1(2)x(2) − bT(1)x(1)
− bT(2)x(2) − c1(1)Th1(1) − c1(2)Th1(2) − dTy
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(a) Multi-modal DBM [107] (b) Multi-modal ClassDBM
Figure 4.5: Network Structure for Multimodal DBM and ClassDBM (two modalities)
Alike ClassDBM, we wish to maximize the conditional probability p(y|x1, x2). The
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y∗=1 p̃(x(1), x(2), y∗)




Hence, we can show that derivatives of log likelihood will be equal to
∂
∂θ

























The learning procedure is similar to the one explained for class DBM. For the first
expression, we mean field (MF) approximation to estimate the gradient. To perform MF,
for each observation i, we will find the mean expectation of each layer given xi(1), xi(2),
and yi. Also, to approximate the expectation in second equation, we suggest using Gibbs







3 observations given xi(1), xi(2).
Likewise, for predicting a new observation,we approximate the expectation of the hidden
values for each class label, and we use these approximation to calculate the probability of
observing each class label. The models in Equation. 4.39 and 4.38 can be easily extended
for more than two classes.
4.4 Case Study
In this section, we implement our proposed ClassDBM approach on two benchmark datasets
MNIST [70] and NORB [71]. Also, we utilize the multimodal ClassDBM method to pre-
dict the quality of audio advertisement multimedia data.
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4.4.1 Benchmark Data
In this section, two famous benchmark data are used to evaluate the performance of our
methodology. These data has been commonly used in literature for classification of image
data. To evaluate the prediction efficancy we will use misclassification error rate which is
the percent of misclassified records out of the total records in the test data. We compare
our approach with ClassRBM, RBM+NN, and DBM+NN methods. For RBM+NN, we first
use a generative RBM to initialize a one layer discriminative feed forward neural network,
similar to [9, 68] Similarly, in DBM+NN approach, we first use a generative DBM with
two hidden layers and then use the learned weights to initialize a two layer discriminative
feed forward neural net.
MNIST
The MNIST (Modified National Institute of Standards and Technology) database is a database
including images of handwritten digits and their corresponding labels. This database is used
frequently for evaluating various image processing systems. An example of 100 observa-
tions from this dataset is presented in figure 4.6 (a). This dataset includes 60, 000 examples
for training and 10, 000 for validation. All digit images has a fixed size of 28 × 28 pixels.
The images are greyscale; i.e. each pixel is depicted with a value between 0 and 255, where
0 is black, 255 is white and anything in between is a distinct shade of grey. To learn the
model, we split the training data into 50, 000 data for training and 10, 000 data for valida-
tion. To implement our proposed approach, we used a two layer ClassDBM with number
of hidden units as 512 and 256 for the first and second hidden layer respectively. Also, we
set the number of Gibbs sampling step as 3, maximum number of mean field iterations as
50, and mean field tolerance as 1e− 7 . We use batch size of 100, and number of epochs of
200. We tune the model parameters using the validation observation, and use the learned
model to predict the digit number for test data. To evaluate the prediction accuracy of our
model, we use misclassification error rate. We compare the performance of our method
with three benchmark methods. ClassRBM method using one hidden layer of 512 units, a
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RBM+NN using one hidden layer of 512 units, and DBM+NN using two hidden layers of
512, and 256 units. We use the same number of epochs and number of minibatches. The
results are given in Table 4.1. As we can see, our proposed approach provides the lowest
error rate, while RBM+NN and DBM+NN are having the highest error rate.
(a) MNIST data (b) NORB data
Figure 4.6: Examples of MNIST and NORB datasets
By illustrating the rows of the learned weight matrices W1, W1W2T , and W1UT , we
can apprehend the discriminative strength of the ClassDBMs. Each row can act as a filter
feature. These learned features are illustrated in 4.7. As it is shown, these weights can
capture particular shapes of digits. More importantly, the weights for discriminative layers
are highly illuminating with respect to the particular shape of each digit. In figure 4.7(c),
we can clearly observe the shape of digits zero, two, three, and six. The shape of other
digits are more noisy because of the overlap the shapes have with each other.
NORB
NORB (NYU Object Recognition Benchmark) dataset contains images taken from fifty
different toy objects. Where each ten objects belongs to one of five generic classes includ-
ing cars, trucks, planes, animals, and humans [71]. Moreover, each image is taken from a
different viewpoint and in a specific lighting condition. The dataset is split into training and
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(a) First Layer (b) Second Layer
(c) Discriminative layer
Figure 4.7: First 100 layers of ClassDBM for each layer
testing. The training set contains 24, 300 images. Where images are taken from 25 objects,
5 in each class. The test set contains 24, 300 images of the remaining 25 objects. Each
image is accompanied with a label corresponding to its generic class. To tune the model
parameters, from the training data, 4, 300 images were randomly selected for validation.
All images have 96 × 96 pixels with greyscale values between 0 and 255. To implement
our proposed approach, we used a two layer ClassDBM with number of hidden units as
1024 and 512 for the first and second hidden layer respectively. Also, we set the number
of Gibbs sampling step as 3, maximum number of mean field iterations as 50, and mean
field tolerance as 1e − 7 . We use batch size of 100, and number of epochs of 200. We
tune the model parameters using the validation observation, and use the learned model to
predict the digit number for test data. To evaluate the prediction accuracy of our model,
we use misclassification error rate. We compare the performance of our method with three
benchmark methods. ClassRBM method using one hidden layer of 1024 units, a RBM+NN
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using one hidden layer of 1024 units, and DBM+NN using two hidden layers of 1024, and
512 units. We use the same number of epochs and number of mini-batches. Results are
shown in Table 4.1. As the results shows, the ClassDBM has lowest misclassification error
rate in comparison to other methods.







Audio advertising is abundantly used by online music streaming services. When users are
listening to music, between two different songs, they can be exposed to audio messages
from advertisers. This form of ads are called audio ads and they can have a high impact
on user listening experience. Given an opportunity space for ads, typically there is an ad
retrieval and bidding process. After, the eligible ads are ordered based on the amount of
money the advertisers are willing to pay times the quality of the ads. The challenge is
how to predict the quality of the audio ads, and what are the key components that create
engaging audio ads. In this section, we use a set of audio ads to learn the model that
predicts the quality of ads. The dataset includes 7k observation. For each observation,
advertisement data includes audio signals, ad’s accompanying image, and the text script
derived from audio signals. Also, each observation has a binary label indicating the quality
of the ad as “good" or “bad." The labels are generated based on audio Long Click Rate
(LCR). LCR is the ratio of times when an ad was long clicked (i.e., the user clicked on
the ad and stayed on the corresponding website for a time higher than a threshold). The
ads with higher LCR are indicated as “good”, and the ads with lower LCR are indicated as
“bad”. In the following, we describe each ad’s modality, and how we pre-processed each
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modality for our multimodal ClassDBM method.
Advertisement Images
When playing an audio advertisement, an image is accompanied with each audio ad. The
image contains visual information about the ad that is playing, and users can click on the
image to go to the advertisement’s website for more information. It’s important to include
these images when modeling advertisement quality. These images usually vary in length
and resolution. To have same input length for all data points, we first resize all images into
a 128 × 128 pixels. Moreover, to implement our binary RBM on image data, we convert
the color images into greyscale. Hence, each image pixel can be represented with a value
between 0 and 255. Moreover, we vectorize each image as one vector of 16384 × 1 as the
input of our model.
Advertisement Audio files
Raw audio waveforms usually have extremely high temporal resolution. Therefore, when
working with audio files, it’s a common practice to convert audio waveforms to audio spec-
trograms, and use the spectrograms as an input of the learning model. Audio spectrograms
are RF×N matrices where F is the number of frequency bins and N is the total time frames.
Inspired by works in the music deep learning [91], we first prepare our audio files using F
= 100 frequency bin, log-compressed constant-Q transforms (CQT) [101] for all the mp3
ads in our dataset. We used librosa library [84] for this. The parameters to obtain the spec-
trograms are audio sampling rate at 44100Hz, hop length of 1024 samples, and 12 bins
per octave. Furthermore, log-amplitude scaling is applied to the CQT spectrograms with
a power law of 2 and scaling of 0.1. Since audio files have different lengths, we need to
normalize the sizes of all the spectrograms to train with mini-batches of data points such
that the gradients become more stable. To do so, and similar to [ebrahimi2018predicting,
91], we sample three 10-seconds patches from each ad, resulting in a fixed size N input to
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the network. This procedure is only used in training because during training we need to
place input in tensors with fix number of features. During inference, the network can make
predictions from full (i.e., not patched and variable N ) audio ads.
Text Data
Although audio scripts were not available for our analysis, we can extract the script using
available speech to text converter methods. One recent technology is the Google Speech to
text API that can convert audio files to text by applying powerful neural network models
on them. This API shows a promising accuracy in extracting the script. Also, it is very
straightforward to use and also is able to distinguish 120 languages and variants, to support
most languages throughout the world. After obtaining the script of each audio file as a text
file, pre-processing the text information is the essential next step for obtaining a functional
classification model. For that it’s common to use pre-trained word embeddings. Among
these embeddings, the word2vec embedding dictionary is one of the most frequently used
tool for text data. This embedding is trained using 100 million words from Google news
[87]. Using the word2vec each word is converted into a 300-dimensional vector. Moreover,
similar to other modalities, we need to have inputs with same length for training. However
the length of the scripts in our database vary between 1 and 122 words. To obtain same
input lengths, we zero-padded all scripts to the longest length as suggested in literature [63,
46]. Each script was therefore converted to a 122× 300 matrix.
Multi modal
For the multimodal analysis, we assume three modalities of audio ads as images, audio
spectrograms, and text files. Since each modality has its unique characteristics, it is much
harder to discover the relationships across different modalities than relationships among
features in the same modality. To evaluate the proposed multimodal ClassDBM, we imple-
ment it on “Audio+Text", “Audio+Image", “Image+Text”, and “Audio+Image+Text".
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To evaluate the efficacy of our proposed model, we evaluate unimodal ClassDBM on
each modality as well as multimodal ClassDBM on multiple modalities. For unimodal
ClassDBMs we use two hidden layers, while for multimodals we use three hidden layers.
The number of hidden units in each layer is presented in Table 4.2. For the multimodal
architectures, the number of units in the first and second hidden layers for each modality are
same as the number of units (in the first and second hidden layers) in their corresponding
unimodal architecture. For unimodal methods, to compare the performance of our deep
architecture with the shallow architecture, we also implement ClassDBM on Audio Data,
Text Data, and Image Data separately. We will use Class DBM with two layers with
Moreover, since Convolutional neural networks (CNN) are common approaches for
learning audio and image data, we implement CNN on Audio Data and Image Data as well.
For Text observations, a well known deep learning approach is Long Short Term Memory
(LSTM) which we implement on our Text Data. Moreover, To evaluate the method, we
calculate Area Under the ROC Curve (AUC) on test data. AUC is a popular quality metric
when working with binary classifiers which is “equivalent to the probability that the classi-
fier will rank a randomly chosen positive instance higher than a randomly chosen negative
instance" [32]. AUC values ranges between 0.0 and 1.0. While an informative classifier
should have an AUC much larger than 0.5, the greater it is the better the classifier is. The
results are shown in Table 4.4. As the results suggests, for models with one modality, Class-
DBM always outperforms ClassRBM. Also the ClassDBM is working better than CNN on
image data. Moreover, the result shows the advertisement text and audio data are the most
informative modalities. As the table shows, we gain the highest AUC incorporating these
two modalities in a multimodal ClassDBM approach.
4.4.3 Inferences
One drawback of deep learning methods is the lack of straightforward interpretation in
such methods. To deal with this problem, one way to gain intuitions about our model is
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Table 4.2: Network Architecture For Each Model
h1 h2 h3
Audio+Text - - 512
Audio+Image - - 512
Image+text - - 512
Audio+Image+Text - - 1024
Text Data 1024 512 -
Audio Data 2048 1024 -
Image Data 1024 512 -
to inspect the ads that are correctly predicted as having good versus poor quality. This
is done by clustering ads based on the last layer of the ClassDBM network of each of the
modelities. The last hidden layer of a neural network can be seen as a learned representation
of the data. This representation is learned toward minimizing the loss function where in
our case it’s minimizing p(y|x). Hence, it has information toward the objective function we
prefer. Therefore, by clustering the ads based on this new representation, we can separate
ads toward our objective function. By scrutinizing the ads of clusters that are primarily true-
positives or true-negatives, we can draw inferences about the characteristics that makes a
“good" or “bad" quality audio ad. To perform this, we cluster the ads based on the last
hidden layer of ClassDBM on Audio Data. Similar analysis can be applied on text data.
Audio Analysis
listening to the clusters with highest and lowest quality we can gain insights about differ-
ences between these clusters. This qualitative analysis showed that Good Ads have clear,
mid-paced, solo voice. They contain moderately varied, non-monotone speaker expression
with moderate excitement. The speech is conversational between the speaker and the audi-
ence (i.e., story telling, call-to-action) or between two isolated speakers in the ad. If there is
background music, it is basic. There is a good balance between background and foreground
sounds, and there are almost no sound effects. Poor quality ads have faster paced language,
long winded explanations of products, and very monotone expression. Many of them had
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loud backing music and jarring sound effects that sometimes obscure the speech. Finally
many of these were also lower quality recordings with distortion and compression effects.
Table 4.3: AUC for predicting audio advertisement quality
ClassRBM CNN LSTM ClassDBM
Audio+Text - - - 0.81
Audio+Image - - - 0.72
Image+text - - - 0.69
Audio+Image+Text - - - 0.64
Text Data 0.71 - 0.73 0.78
Audio Data 0.59 0.79 - 0.71
Image Data 0.52 0.51 - 0.52
Table 4.4: Run time analysis for one epoch (seconds)
ClassRBM CNN LSTM ClassDBM
Audio+Text - - -
Audio+Image - - -
Image+text - - -
Audio+Image+Text - - -
Text Data 0.71 - 0.73 0.78
Audio Data 0.59 0.79 - 0.71
Image Data 0.52 0.51 - 0.52
4.5 Conclusion and future study
To conclude, we proposed a new estimation approach which is an extension of ClassRBM
method. The new methodologies, named as Classification DBM (ClassDBM) allows the
ClassRBM to be applied on deeper architectures. We showed that, the discriminative loss
function in ClassRBM methodology become interactable when the number of hidden lay-
ers is more than one. Hence, we introduced a new algorithm for estimating the interactable
loss function. This algorithm approximate the gradients of loss function using mean field
inference and gibbs sampling. Moreover, we showed that after learning the model, predict-
ing the class label of a new observation is not straightforward since the values of hidden
layers are unknown. Hence, we presented an approximation method based on mean field
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inference to calculate the probability of observing each class label and choose the class
label with highest probability as the predicted value. Furthermore, we showed that our ap-
proach could be extended to a multimodal framework. Afterward, to show the effectiveness
of our methodology, we implemented the proposed approach on two distinguished image
datasets of MNIST, and NORB. We showed the superiority of our approach in compari-
son with ClassRBM and traditional classification RBM and DBM methods. Moreover, we
implemented the ClassDBM and multimodal ClassDBM on audio advertisement data to
predict the advertisement’s quality and achieved highest prediction AUC using the multi-
modal ClassDBM model.
For future studies, we can utilize hybrid models in the objective function. Hybrid mod-
els were used as an extension of ClassRBM [68] when the loss function includes the gen-
erative model as well as discriminative model. In such models, the generative loss function
is added to the discriminative loss function with a tuning parameter that can be adjusted.
The proposed ClassDBM approach can be extended to Hybrid ClassDBM by including the
generative model in the loss function. Moreover, in this study we focused only on binary
observations; however, to fit the real-world observations more appropriately, it is best to ex-




CONCLUSION AND FUTURE DIRECTIONS
This dissertation focused on developing models for monitoring and prediction of high di-
mensional multi-stream and multimedia data. From a large pool of research problems in
this area, three main challenging problems were studied, and novel methodologies were
developed. New research contributions were made for each methodology. They were ex-
perimentally validated, and real-world applications were demonstrated through case stud-
ies. In the following, the developed research methodologies and their contributions are
summarized. Also, future research directions are suggested.
In Chapter 2, a novel monitoring and diagnosis approach based on PCA is proposed.
The proposed methodology seamlessly integrates monitoring and diagnostics for high di-
mensional multi-stream data. This chapter includes two modules one for monitoring and
one for diagnosis. In the monitoring module, we first showed that adaptively selected PCs
would be more effective in comparison with the PCA monitoring methods that choose the
PCs with the highest variations. Therefore, we proposed a new PCA-based monitoring ap-
proach names as Adaptive PC selection (APC) monitoring. Moreover, we showed that the
adaptively selected PCs would work in different scenarios of shifts, such as a shift in the
correlated variables, a shift in a process with block-diagonal covariance, or a shift in the
direction of any arbitrary PC. The shift mentioned above are the common shift scenarios
in most high-dimensional processes in which our proposed APC method significantly out-
performed the existing state-of-the-art methods. Hence, APC is broadly applicable. Impor-
tantly, in any of the scenarios, the conventional approach of monitoring high-PC is shown
to have a weaker performance. In the diagnosis module, we first discuss the challenge in
finding the shift causing process variable after PCA-based monitoring. The challenge lies
in isolating the process variable from the shift signaling PC, which in turn is a combination
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of several process variables. We show that Compressed Sensing principles can be used in
this premise. Also, we used the CS principle to formulate an adaptive Lasso estimation.
This formulation takes the eigenvectors and principal components (after a shift) as inputs
and yields the process variables that caused the shift. Our experimental validations showed
that PCSR performs markedly better than the state-of-the-art. Furthermore, we show the
practical applicability and validity of our methods via real-world case studies. The first
case study is on Steel rolling process, in which we find the proposed APC to detect the
shift faster than all the other methods. Moreover, the PCSR diagnosis approach detects
the change pixels better than the existing method. In another case study, we monitored
wine quality and diagnosed the shift to identify the shift causing process variables. Our
monitoring approach was again faster, and our diagnosis approach could find an additional
shifted process variable,sugar, that was missed by the existing state-of-the-art diagnostics
approach. In this paper, we have focused on monitoring and diagnosing of the shifts in the
mean of the process, while we can extend the methodology to the cases where the shifts
occur in the covariance matrix. Moreover, in future, we also aim to extend this approach to
Dynamic PCA methods.
In the chapter 3, a new methodology for dynamically monitoring sparse network is pro-
posed. For this, we first showed that common network monitoring methods do not take
into account the sparsity in the model. While in many communication networks, not all
nodes are connected with each other; hence, there are several zeros (no connectivity) in the
edge observations. Therefore, in our methodology, we employ hurdle models that can take
into account the excess zeros in the model. Moreover, networks are changing dynamically;
thus, a proper monitoring method should take into account the dynamics of the model.
Also, edges formations are usually a function of edge and nodes attributes. Therefore, in
our proposed methodology, we combine a state space model with the Hurdle model to cap-
ture temporal dynamics of the edge formation process, which is modeled as a function of
the node and edge attributes and estimated using an extended Kalman Filter. Elements from
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statistical process control, such as Exponential Weighted Moving Average control charts,
are used to monitor the network sequence in real time in order to distinguish gradual change
resulting from the typical edge dynamics from abrupt changes in trading patterns that are
caused by fundamental changes in market conditions. We demonstrated the efficacy of
our proposed methodology by performing simulation studies. In such, we compared our
method with traditional monitoring approaches and showed that our method could detect
a change faster in comparison to other methods. More specifically we showed that if the
change affects the model sparsity, our proposed methodology significantly outperforms the
existing method in the literature. This shows the strength of our method in considering and
modeling sparsity in networks. Moreover, for the case study, we focus on modeling the net-
work connections in financial institutions. The interconnectedness of financial institutions
can function as a mechanism for the propagation and amplification of shocks throughout
the economy, thus contributing to financial crises. As such, network analysis has become a
critical tool to assess interconnectedness and systemic risk levels. Employing our method,
we find that the proposed methodology would have raised alarms to regulators before sev-
eral key events and announcements by the European Central Bank during the 2007-2009
financial crisis, proving promise of the approach as an early warning system. For future
studies, similar networks can be constructed from other types of markets [11, 1] or even in-
ferred statistically from stock market data [13, 26]; applying the proposed methodology to
different markets will require changing the node and edge attributes as well as potentially
the Hurdle model itself since the networks may exhibit different or additional properties to
sparsity. Further, when the market participant ID is known (in our case it was hidden to pre-
serve confidentiality), it would be useful in practice to monitor several networks (markets)
simultaneously since it becomes possible to link activity across markets. Simultaneous
monitoring of multiple networks creates several challenges, from visualization of the data
and results to detecting changes in multivariate distributions. As such, our work represents
the first rigorous application of monitoring techniques beyond tracking network statistics to
105
financial networks, and the results demonstrate the proposed approach could be a valuable
starting point to utilize and extend when monitoring the financial system.
In Chapter 4, a novel deep learning approach for predicting multimedia data labels is
proposed. The method is an extension to Classification Restriction Boltzmann Machine
(ClassRBM). ClassRBM extends the generative RBM methodologies for application in the
discriminative problems. However, due to estimation intractability, a useful deep exten-
sion of ClassRBM has not been used in the literature. In this chapter, we introduced a
new algorithm for estimating the interactable loss function. This algorithm approximates
the gradients of loss function using mean field inference and Gibbs sampling. Also, when
the number of hidden layers is higher than one, we showed that predicting the class la-
bel of a new observation is not straightforward. Therefore, an approximation prediction
methodology is proposed. This method approximates each class label probability using
mean field inference and selects the class label with the highest probability as the predicted
value. Moreover, we extended the ClassDBM to a multimodal framework where the input
is available in different modalities. The efficacy of the ClassDBM is studied by imple-
menting the method on two well-studied datasets. For this, we implemented the method on
MNIST and NORB data and showed the superiority of our model in comparison with Class-
RBM and traditional classification RBM and DBM methods. Lastly, we implemented the
ClassDBM and multimodal ClassDBM on audio advertisement data to predict the adver-
tisement’s quality. We compared our method with common deep learning methodologies
as well as ClassRBM method. We showed that the highest prediction AUC was achieved
using the multimodal ClassDBM model. For future studies, we wish to extend our dis-
criminative class DBM into the hybrid (generative+discriminative) DBM method. Hybrid
models were introduced as an extension of ClassRBM [68] when the loss function includes
the generative model as well as the discriminative model. In a hybrid RBM model, the gen-
erative loss function is added to the discriminative loss function with a tuning parameter
that can be adjusted. The proposed ClassDBM approach can be extended to Hybrid Class-
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DBM by adding the generative model in the loss function. Furthermore, we are planning
to expand the binary ClassDBM to cases where inputs take real values. For this reason, in





SUPPLEMENTARY MATERIAL OF CHAPTER 2: FIRST AND SECOND
MOMENTS OF THRESHOLDED STATISTIC
The first moment of d̃ is calculated as,
E(d̃) = E((dij − ν)+) = E((dij − ν)|dij > ν)P (dij > ν)
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(A.1)
The calculate the second moment of d̃,
E(d̃2) = E((dij − ν)2+) = E((dij − ν)2+)|dij > ν)P (dij > ν)




































SUPPLEMENTARY MATERIAL OF CHAPTER 2: CONSISTENCY OF THE
DIAGNOSIS METHOD
To prove the consistency of our diagnosis model, we use the derivations in [131]. To show
the consistency in adaptive lasso Zou used the following conditions,
Condition B.0.1. noise have independent identical distribution with mean 0 and variance
σ2
Condition B.0.2. for observation matrix X,and number of observations n, 1
n
XTX → C.
Where C is a positive definite matrix.
Condition B.0.1 is valid for Eq. 2.5. As we showed, after the transformations, the model
noise has iid distribution with variance equal to 1. To show the validity of condition B.0.2
we need to show that this consition holds for A∗ instead of X. We use lemma B.0.1 and its
proof to show it.
Lemma B.0.1. For A∗ given in Eq. 2.6 , C = 1
p
A∗TA∗ is a positive definite matrix














2 A⇒ C = ATΛ−1A
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Where λi is the pc score i. Since pc scores are positive, hence:
xTCx > 0,∀x 6= 0
Since our model holds the above conditions, we can now show the consistency of our
model, as follows:
Theorem B.0.2. Suppose that λ in Eq. 2.6 varies with p. If
λp√
p
→ 0, and λp → inf, then
the adaptive lasso estimate must satisfy the following:
• Consistency in variable selection: limpP (S∗ = S) = 1
• Asymptotic Normality:
√
p(µ̂∗S − µ̂S →d N(0, σ′)
Where σ′ = C−111
Proof. for proof of Theorem, please refer to [131]
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APPENDIX C
SUPPLEMENTARY MATERIAL OF CHAPTER 3: ESTIMATING TRANSITION
MATRICES FOR THE STATE SPACE MODEL
To estimate F and Q of the network, we use a series of in-control network snapshots, i.e.,
Wl; l = 1, ..., n. We first estimate the Hurdle regression coefficients for each snapshot, β0,l
and β0,l, by fitting a Logistic Regression model on edge occurrence, and a Positive Poisson
Regression model on count numbers where edge value is greater than zero. Then, Vector
Autoregressive (VAR) model is fitted on the estimated coefficients to estimate F0 and Q0 for
Bernoulli model and F1 and Q1 for Positive Poisson model. The VAR model is common
approach for analysis of multivariate time series, which is an extension of the univariate
autoregressive model to multivariate time series [104]. We fit the VAR on coefficients for
each model using R [93]. After the fitting, F is set as the estimated coefficient matrix,
and Q is set as the estimated covariance matrix of the noise. Next, we use these values to
fit a state-space Hurdle model and compute the coefficient estimates β0,l|l and β1,l|l. After
that, another VAR model is fitted on the estimated coefficients and F0, F1 and Q0, Q1 are
updated. We repeat this procedure until convergence. In summary, the estimation process
for each model is is as follows,
Step 1 Initialize F and Q using static Ordinary Least Squares and a first order vector autore-
gressive regression model.
Step 2 Use the EKF with given F and Q to obtain the new set of covariances.
Step 3 Fit a VAR(1) model on the coefficients and update F and Q.




SUPPLEMENTARY MATERIAL OF CHAPTER 3: RESULTS FROM E-MID
DATA: MONITORING STARTING FROM CRISIS 1
Here we report the estimated coefficients for the Country Difference, and Amount and
Rate variables after using the first 20 weeks post-Crisis 1 as online training data. We see
a markedly similar pattern to what was reported in the main text, that Country Difference,
Amount, and Rate all show patterns consistent with the notion that activity in the interbank

















































Figure D.1: Estimated Coefficients for Country Difference in the Bernoulli and Positive
Poisson models starting from Crisis 1 data.
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Figure D.2: Estimated Coefficients for Amount and Rate in the Positive Poisson model
starting from Crisis 1 data.
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