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In the first part of this paper a sequential detection procedure, based on 
a Sequential Sample Median Test (S.S.M.T.), is introduced for the problem 
of discriminating between shift alternatives (constant signals in additive noise)," 
in a specified noise environment. This detection procedure is shown to have the 
desirable properties of ease of implementation a d of comparing favorably 
with efficient rank vector detection procedures. 
The decision samples are acquired in data groups of M samples on which 
an intermediate decision, based on the value of the sample median of the data 
group, is made. The final decision to accept one of the two hypotheses is based 
on the sum of the intermediate decisions. Each intermediate decision is made 
by comparing the sample median to two decision thresholds. These thresholds 
are determined by (i) having the probability of error and average sample size 
under the two hypotheses equal and (ii) specifying either the average sample 
size or average probability of error. 
For both types of constraints a numerical optimization procedure to find the 
"optimum" value of M is used. Specific results are obtained for additive gaussian 
and Cauchy noise. 
However, to apply this test to either problem it is necessary to know the 
c.d.f, of the decision samples, i.e., the decision thresholds are a function of 
the additive noise distribution, and this c.d.f, may not be known. 
In the second part of this paper an extension of the S.S.M.T. to an un- 
specified noise environment, for the average sample size constraint, is presented. 
Two recursive procedures are developed for estimating the decision thresholds 
corresponding to the desired average sample size. Both procedures are based 
on the Robbins-Monro stochastic approximation concept and are shown to 
converge with probability 1 to the correct decision threshold. 
I. INTRODUCTION 
The  statistical detect ion of binary signals in the presence of noise has 
received considerable attention in the last twenty years. The  early work on 
* This work was supported in part by the National Science Foundation under 
Grant GK-2947. The first part of the paper is similar to the paper presented to the 
Third Princeton Conference on Information Sciences and Systems. 
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the signal detection problem has been based on the assumption that the 
joint cumulative distribution function (c.d.f.) associated with the input-to- 
the-detector (received) vector sample was known. As a consequence of the 
central limit theorem and the mathematical tractability of the gaussian 
process, agreat deal of attention has been concentrated ondesigning detectors 
for gaussian noise environment. In general, when the joint c.d.f, of the 
received vector sample is known, a conventional parametric procedure, such 
as the likelihood ratio test or the Wald sequential probability ratio test 
(Wald, 1947) can be used. These procedures become involved and difficult 
to implement if the noise is not gaussian. 
More recently, considerable interest has been generated in the signal 
detection problem where little is known about he distribution of the samples 
from the noise process. For those detectors instead of the functional form 
of the c.d.f, of received samples, only a few general properties have been 
assumed. This class of detection problems is usually referred to as the 
nonparametric or distribution-free class of problems, and the corresponding 
detectors are nonparametric. By assuming that the noise samples are 
independently and identically distributed (i.i.d.), a large class of nonparametric 
detectors called rank detectors has been proposed (Capon, 1961; Millard 
and Kurz, 1967, etc.). Though the usual definition of a nonparametric detector 
states that a detector is nonparametric if the false-alarm probability can be 
specified under the hypothesis independently of the noise distribution, a
more flexible and useful definition which refers to the insensitivity of the 
detector to the noise distribution has been introduced recently (Woinsky 
and Kurz, 1968, 1969). Also fixed sample size nonparametric detection 
theory has been extended to sequential detectors (Chadwick and Kurz, 1968). 
The rank detectors, though relatively insenskive to the noise distribution, 
have some severe shortcomings: the transition probabilities when the signal 
is present are difficult to compute and the most powerful rank detector 
cannot be designed except for weak signals. 
In this paper two procedures are suggested which are based on the use 
of an intermediate t st statistic 1 (sample median) in a sequential scheme. 
The first procedure, equivalent to the Classical Gambler's Ruin Problem 
(Feller, 1968), compares favorably with the optimum parametric detector 
and is much simpler to implement. The second procedure removes the 
requirement that the c.d.f, of noise samples be known by applying the 
Robbins-Monro stochastic approximation concept. The resulting detection 
i The use of an intermediate statistic to reduce the computational complexity of 
rank detectors has been investigated by Davisson and Feustel (1967). 
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procedure is nonparametric, simpler to implement than the rank procedures, 
and requires reasonable computation time for data processing. 
II. PROPOSED PARAMETRIC AND NONPARAMETRIC DETECTORS 
The proposed sequential detection procedure is based on the Sequential 
Sample Median Test, (S.S.M.T.), and is described as follows. The data 
samples are acquired in groups of M, on which an intermediate decision, 
based on the value of the sample median, is made. That is, if the sample 
median denoted by ~:1/2 is greater than A, the decision threshold, the M 
samples are assumed to come from H 2 , if ~:1/2 is less than --A, the M samples 
are assumed to come from H 1 , and if --h ~ ~:l/z ~ h, no decision is made. 
Define T(j), the value of thejth intermediate decision, as equal to 1, --1, or 0, 
if the jth intermediate decision indicated that the M data samples are from 
H2, H 1 or that a decision could not be made, respectively. The final decision 
to accept H 2 or H 1 is based on the sum of the intermediate decisions. The 
decision rules for the S.S.M.T. are: 
accept H 2 if Tn = K 
accept H 1 if Tn = - -K  
acquire another M samples if i T~ ] < K, 
where T~ = ~ j=l T(j), and K is some arbitrarily chosen positive integer. 
The S.S.M.T. is mathematically equivalent o the Classical Gambler's 
Ruin Problem. If (T~ q -K)  is equated with the gambler's fortune after 
n games, the probability, under H2, that T~+ 1 = i + 1, i --  1, or i, condi- 
tional on T~ = i, are respectively the probability that the gambler wins, 
loses, or ties on the (n -}- 1)st game. If the gambler quits when his fortune 
reaches 2K, the probability of error under H 2 for the S.S.M.T. is equal 
to the probability of the gambler's ruin. Since the test procedure is symmetric, 
that is, the probabilities of T,~+ 1 = i q- 1, i - -  1, and i conditional on Tn = i 
and H,  are equal to the probabilities of Tn+l = i - -  1, i q- 1, and i condi- 
tional on T,~ ~- i and H 1 , respectively, the probabilities of error under the 
two hypotheses are equal. 
The average number of games played before the gambler's fortune reaches 
either 0 or 2K is equivalent o the average number of data groups needed 
before a decision to accept either H 1 or H~ is made, independent of which 
hypothesis i true. 
The performance of the S.S.M.T. depends on the intermediate decision 
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sample size M and the constant K. As K increases the performance improves 
but so does the complexity of the test. 
The "optimum" value of M is found, by computer techniques, for two 
types of constraints in two specified noise environments. Namely, (i) if the 
average probability of error is constrained what value of M minimizes the 
average sample size, and (ii) if the average sample size is constrained what 
value of M minimizes the average probability of error ? 
It is shown that wkh the appropriate value of M, the S.S.M.T. performs 
better than the fixed length sample median test for both types of constraints 
and compares favorably with efficient nonparametric rank vector detection 
procedures. In the second part of the paper, a nonparametric sequential 
detection procedure based on the Sequential Sample Median Test, described 
above, is also presented. This procedure is an extension of the S.S.M.T. 
to the problem of discrimination between shift alternatives when the c.d.f. 
of the data samples is unknown, for the average sample size constraint. 
Two recursive procedures are presented for estimating the decision 
threshold corresponding to the desired average sample size. Both procedures, 
which are based on the Robbins-Monro stochastic approximation concept, 
are shown to converge with probability 1 to the correct decision threshold. 
These procedures were simulated on a computer to determine their relative 
convergence and error rates. 
III. SAMPLE MEDI~2~ TEST 
The sample median test used in the proposed sequential detection 
procedure is a member of the class of order statistic tests. Order statistic 
tests are described as follows. The N data samples are ordered, the smallest 
first. The null hypothesis rejected if a particular ordered value, say the vth, 
exceeds ome decision threshold. If v = (N + 1)/2, and N is odd, the ~th 
ordered sample is also the sample quantile of order 1/2 and hence is called 
the sample median. It can be shown (Cramer, 1946) that the c.d.f, of the 
sample median in a sample of size N, denoted by F1/2(x), is given by: 
f*/2(x) = [ ( (N-  1)/2)!] 2 ,~o N- - j  (1) 
where F(x) is the c.d.f, of the data samples. 
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IV. GAMBLER'S RUIN PROBLEM 
The Classical Gambler's Ruin Problem is described in Feller (1968). 
A gambler bets one dollar in each game. He either wins, loses, or ties with 
probabilities q, p, and y, and his fortune increases by 1, decreases by 1, 
or remains the same, respectively. The game continues until the gambler's 
fortune is either 2K or 0. The probability of the gambler's ruin is defined 
as the probability that the gambler's fortune reaches 0 before it reaches 2K. 
If the initial fortune of the gambler is K it can be shown that the probability 
of the gambler's ruin, denoted by Pe, is given by 
Pe = 1/(1 + (q/p)r).  (2) 
The duration of the game is equal to the number of games played before 
the gambler's fortune reaches 0 or 2K. If the initial fortune of the gambler 
is K it can be shown that the duration of the game, denoted by T, is given by 
= K( (q /p )  K - -  1)/(q --p)[(q/p)K -t- 1]. (3) 
V. SEQUENTIAL SAMPLE MEDIAN TEST (S.S.M.T.) 
The S.S.M.T. (Brownstein and Kurz, 1969) is a sequential detection 
procedure that can be applied to the problem of the discrimination between 
shift alternatives when the c.d.f, of the data samples are completely specified. 
This detection procedure has been shown to have certain desirable properties 
(Brownstein and Kurz, 1969): (i) it is easily implemented, (ii) the performance 
can be completely specified, and (iii) it compares favorably with efficient 
nonparametric rank vector detection procedures. 
Specifically, it is assumed that the data samples {x~, i = 1,...} are of the 
form 
xi = - -m -t- ni (4) 
under H i , and of the form 
xi  = m + ni (5) 
under Hz, where m is assumed known and {ni} is a sequence of independent 
identically distributed random variables with a known c.d.f., F(x ) .  The 
requirement of knowing F(x )  will be removed later. 
The sequential test procedure is implemented as follows. The decision 
samples are acquired in groups of M. For each data group of M samples, 
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an intermediate decision is made, namely, (a) decide that the M samples 
are from the null hypothesis, (b) decide that the M samples are from the 
alternative hypothesis, or (c) decide that no reliable decision can be made. 
The intermediate decision rules are to compare the sample median of the 
data group, denoted by ~:l/s, to two thresholds ~x and A s , and 
(a) if ~x/~ > As, decide that the samples are f rom//2,  
(b) if ~1/2 ~ A1, decide that the samples are from HI ,  
(c) if A 1 ~ ~1/~  As, make no decision. 
Let T(j) denote the jth intermediate decision and be defined as equal to 
1, --1, or 0, if the jth intermediate decision indicated that the M samples 
were from the alternative hypothesis, the null hypothesis, or that no decision 
was made, respectively. Define T~ as 
T~ = ~ T(j). 
1 
The final decision rules for the S.S.M.T., in terms of T n , are: 
(a) accept H 2 if T~ = K, 
(b) accept H 1 if T~ = --K,  
(c) obtain M new samples if I T~ I < K, 
where K is an arbitrarily chosen positive integer. The probabilities of a 
correct and incorrect intermediate decision are equivalent to the probabilities 
of the gambler winning and losing, respectively, in the Gambler's Ruin 
Problem. 
Denote by qi and Pi the probabilities of a correct and incorrect intermediate 
decision, under the hypothesis Hi, i = 1, 2, respectively. Because of the 
equivalence between the S.S.M.T. and the Gambler's Ruin Problem the 
average probability of error for the S.S.M.T. and the average number of 
data groups per decision, in terms of qi and p, ,  are given in Section IV. 
That is, the average probability of error, or equivalently the probability of 
gambler's ruin is given by Eq. (2) and the average number of data groups 
per decision, or equivalently the duration of the game, is given by Eq. (3). 
The average number of samples per decision is MT, where T is the average 
number of data groups per decision. The values of qi and Pi depend on 
the values of the decision thresholds ~1 and A s . These parameters are 
determined from certain system constraints. The first constraint is that of 
having the probability of error and the average number of samples per 
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decision, under the two hypotheses, equal, respectively. It is obvious from 
the preceding equations that to achieve this, 
ql = qa (6) 
and 
Pl = h ,  (7) 
which implies 
Prob(~l/2 > aa [//2) = Prob($1/a < ~ I//1) (8) 
and 
Prob($~/2 < A~ [H~) = Prob($1/a > ha I//1), (9) 
where P((.)IHi) is the probability of the event (') conditional on the 
hypothesis Hi. 
Since it was assumed that the p.d.f.'s of the data samples under the two 
hypotheses are mutually symmetric about 0 (the p.d.f, of the additive noise 
samples was assumed symmetric about 0), the p.d.f.'s of the sample under 
the two hypotheses are also mutually symmetric about 0. Hence if ~1 = --~2 
requirements (1) and (2) will be satisfied. Denoting by 2,* the independent 
parameter 0 t* = A2), the probabilities of a correct and incorrect intermediate 
decision, as a function of )t*, are 
M![F2(h*)](M+I'/~M-~/2(~) ( - ~(h* ) ) (M- I ' /~-~[ ( (M -- 1)/2),] 2 ;..=. M- - j  (10) q(A*) 1 
and 
p(,~,) MI[Fa(--~*)]IM+I)/2 (M-1)/a(M~--jl)(--Fa(--~*))(M-1}/2-J 
= Z M- - j  [ ( (M-  1)/2)!] 3 ~=o 
(11) 
respectively. 
The second constraint is either specifying the average probability of 
error or the average sample size MT. For the average probability of error 
constraint, ;~* is the implicit solution to 
Pe = 1/[1 + (qOt*)/p(2t*))K]. (12) 
For the average sample size constraint (i.e., MT = N), A* is the implicit 
solution to 
N = (q(;~*)/p(a*))~:- 1 (13) 
(M. K) (q(a*) --p(A*))(q(A*)/p(A*)) K+ 1) " 
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VI.  PERFORMANCE OF THE "OPTIMUM" S .S .M.T .  
Since there is a choice of the intermediate decision sample size, M, there 
arises the question of which M is "optimum" for both types of constraints. 
That is, (i) for a given average probability of error, which value of M 
minimizes the average sample size, and (ii) for a fixed average sample size, 
which value of M minimizes the average probability of error. 
Obviously the "optimum" value of M and the over-all performance of 
the S.S.M.T. depends on the choice of K. For both types of constraints, 
as K increases the performance improves. That is, for the same average 
number of data samples per decision, the average probability of error 
decreases as K is increased; also, for a fixed average probability of error, 
the average sample size decreases as K increases. However, as K increases 
the complexity of implementing the S.S.M.T. also increases. 
The "optimum" value of M was determined by numerical methods in 
gaussian and Cauchy additive noise. These noise environments were chosen 
because they represent the extremes of a well behaved and poorly behaved 
noise condition. 
A. Performance ofS.S.M.T. with Average Probability of Error Constraint 
Let Pe(N) and Ps(M) denote the desired average probability of error and 
the average probability of error of the sequential sample median test with 
an intermediate sample size M, respectively. We seek the "optimum" value 
of M such that if Pe(N) = Ps(M), the quantity MT is minimized. For the 
given average probability of error, Ps(M), and intermediate sample size M, 
the appropriate decision threshold, A*, can be found by numerically solving 
Eq. (12) for h*, wherep and q as functions of A* are given in Eqs. (11) and (10). 
After p and q are determined the average number of data groups per decision, 
T, can be determined from Eqs. (3), and hence the average sample size MT. 
The "optimum" value of M is found by computing the average sample 
size corresponding to the given average probability of error, constant K, 
and intermediate sample size for all possible values of M, and then selecting 
the one that minimized the average sample size. 
In Table I the minimum average sample size, corresponding to the 
"optimum" intermediate decision sample size for the S.S.M.T. procedure 
with the average probability of error equal to that of a nonsequential sample 
median test with a sample size _N, is shown, for values of K = 1, 2, in 
both Cauchy and gaussian additive noise. 
The performance of the S.S.M.T. with respect o a nonsequential test, 
for the average probability of error constraint, can be measured in terms 
SEQUENTIAL SAMPLE MEDIAN TEST 
TABLE I 
(a) Gaussian Noise (rn/8 = 1.0) 
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Average sample Average sample 
37 Pe(]V) M* size M* size 
K=I  K=2 
11 0.356 x 10 -~ 3 5.67 1 3.70 
13 0.178 x 10 -2 5 6.54 1 4.32 
15 0.397 × 10 .3 5 7.32 1 5.17 
17 0.455 × 10 .3 7 8.40 1 6.36 
19 0.231 x 10 .3 7 9.02 3 7.99 
21 0.118 x 10 .8 7 9.85 3 8.52 
(b) Cauchy Additive Noise (m/,3 = 2.0) 
11 0.243 × 10 -2 7 8.08 3 6.8 
13 0.114 x 10 -2 9 9.37 - -  - -  
15 0.544 × 10 .3 11 11.17 5 10.5 
17 0.260 × 10 -a 11 11.71 5 10.6 
19 0.124 × 10 -~ 13 13.29 5 11.0 
21 0.601 × 10 -~ 13 14.36 7 14.36 
of the ratio of the number of samples in the nonsequential procedure to 
achieve a certain average probability of error, to the average number of 
samples in the S.S.M.T. procedure to achieve the same average probability 
of error. In certain instances, the ratio of the sample sizes of two nonsequential 
tests to achieve the same average probability of error is equal to the Pitman's 
Asymptotic Relative Efficiency (ARE) of the two tests (Noether, 1955). 
Thus, we can define the ARE of the S.S.M.T. with respect to any one-sample 
nonsequential test as the ARE of the S.S.M.T. with respect o the non- 
sequential sample median test, i.e., the ratio of the number of samples in 
the nonsequential sample median test to the average number of samples in 
the S.S.M.T. test corresponding to the same average probability of error, 
denoted by ARE*, times the ARE of the nonsequential sample median test 
with respect o the desired one-sample test. Note the ARE* is a function 
of the signal-to-noise ratio which is not true for the ARE. Thus the ARE 
of the S.S.M.T. in gaussian oise, with respect o the sample mean test 
(optimum for gaussian oise), is equal to (2/~r) ARE*, and with respect to the 
one-sample Wilcoxon test (efficient rank test), (2.10/7r) ARE*. For K = 1, 2, 
ARE* in gaussian oise is shown in Table II. Therefore, with the above 
measure, the S.S.M.T. performs better than the one-sample Wilcoxon and 
sample mean test in gaussian oise. 
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TABLE II 
N ARE* (K = 1) ARE* (K = 2) 
11 1.94 2.97 
13 1.98 3.00 
15 1.99 2.90 
17 2.02 2.67 
19 2.10 2.37 
21 2.13 2.46 
B. Performance ofS.S.M.T. with Average Sample Size Constraint 
In this case, the "optimum" value of M is determined in the following 
manner. With the average sample size constrained equal to N and with 
an intermediate decision sample size M, the decision threshold A*, as well 
as q and p, can be determined from Eq. (13). Substituting for q and p in 
Eq. (12) the average probability of error can be determined. By computing 
the average probability of error corresponding to the given average sample 
size and intermediate decision sample size M, for all possible values of M, 
and then selecting the value of M that minimized the average probability 
of error, the "optimum" value of M is determined. 
In Table II I ,  the "optimum" value of M is shown as a function of the 
average sample size _N, for gaussian and Cauchy additive noise. The improve- 
ment in the Sequential Sample Median Test over a fixed sample size sample 
median test, with a sample size N, is the ratio of column 2 to column 4. 
With the optimum intermediate decision sample size the improvement in
average probability of error by using the S.S.M.T., instead of a fixed sample 
size sample median test, ranges from a factor of 100 in Cauchy noise to a 
factor of 10 in gaussian oise. 
In Table IV, the performance of the S.S.M.T. is shown for various values 
of M and .N in Cauchy and gaussian additive noise. From Table I for K ~- 1, 
the "optimum" value of M was found to be equal to the largest or second 
largest odd integer less than the average sample size N. However, from 
Table II, it is observed that very little degradation i  performance occurs 
if the largest odd integer instead of the second largest odd integer is used 
as intermediate decision sample size. In other words, optimum or near 
optimum performance of the S.S.M.T. is obtained when the intermediate 
decision sample size is chosen such that T is as close to unity as possible. 
Thus, we have shown that for an average sample size constraint he 
optimum test procedure is to base the intermediate decision on a sample 
SEQUENTIAL SAMPLE MEDIAN TEST 
TABLE In  
(a) Cauchy Additive Noise (m[3 = 2.0, m = 1.0) 
427 
Average Intermediate Average Average 
sample sample probability probability Decision 
size size of error of error threshold 
N M Pe(N) Ps(M) A* 
11 
13 
19 
25 
11 
13 
19 
25 
(b) 
7 0.243 × 10 -2 0.202 × 10 -2 
9 0.607 × 10 -3 
7 0.114 × 10 -2 0.208 × 10 -2 
9 0.543 × 10 .3 
11 0.177 × 10 -a 
11 0.124 × 10 .3 0.144 × 10 .3 
13 0.402 × 10 -4 
15 0.124 × 10 -4 
17 0.464 × 10 .5 
13 0.141 × 10 .4 0.392 × 10 .4 
15 0.106 × 10 -4 
17 0.306 × 10 -5 
19 0.938 × 10 -e 
21 0.313 × 10 .6 
0.899 
0.756 
0.972 
0.870 
0.751 
0.953 
0.896 
0.835 
0.752 
0.989 
0.949 
0.911 
0.872 
0.827 
23 0.126 × 10 -e 0.761 
Gaussian Additive Noise (m[a = 1.0, m = 1.0) 
7 0.772 × 10 -4 0.590 × 10 .4 0.840 
9 0.467 × 10 .4 0.630 
7 0.208 × 10 .4 0.248 × 10 .4 0.955 
9 0.101 × 10 -4 0.795 
11 0.890 × 10 .5 0.622 
11 0.429 x 10 -6 0.276 × 10 -e 0.926 
13 0.923 × 10 .7 0.836 
15 0.465 × 10 -7 0.743 
17 0.525 × 10 .7 0.624 
13 0.924 × 10 s 0.121 × 10 .7 0.982 
15 0.292 × 10 -8 0.919 
17 0.855 × 10 .9 0.859 
19 0.326 x 10 .9 0.799 
21 0.189 × 10 .9 0.731 
23 0.260 × 10 -9 0.636 
size M equal  to N - -  2, independent  of  the  noise condit ions.  I f  the decis ion 
thresho ld  ~* could also be determined  independent ly  of  the noise condit ions,  
the S .S .M.T .  could be appl ied w i thout  knowledge of  the c.d.f, o f  the data 
samples ,  and a s ignif icant improvement  in per fo rmance  over f ixed sample  
size procedures  could be obtained.  
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TABLE  IV 
(a) Gaussian Additive Noise (m/~ = 1.0) 
K=I  K=2 
Pe(N) M*  Ps(M*)  ,~* M* Ps(M*) A* 
11 0.772 × 10 -4 9 0.467 × 10 -4 0.630 - -  - -  - -  
13 0.208 × 10 -4 11 0.890 × 10 -5 0.622 5 0.356 x 10 -5 0.606 
15 0.568 × 10 .5 13 0.164 × 10 -~ 0.620 5 0.636 × 10 .8 0.770 
17 0.155 × 10 -~ 13 0.283 × 10 -e 0.751 7 0.165 × 10 -6 0.574 
t9 0.429 × 10 .8 15 0.465 × 10 .7 0.743 7 0.238 × 10 .7 0.710 
21 0.119 × 10 -6 17 0.752 × 10 .8 0.737 7 0.609 × 10 .8 0.803 
23 0.331 × 10 .7 19 0.120 × 10 -8 0.733 9 0.846 × 10 .9 0.682 
25 0.924 x 10 -s 21 0.189 × 10 -9 0.731 9 0.188 × 10 .9 0.763 
(b) Cauchy Additive Noise (m[3 = 2.0) 
11 0.243 × 10 -2 9 0.607 × 10 .3 0.756 5 0.117 × 10 -3 0.459 
13 0.114 × 10 .5 11 0.177 × 10 .3 0.751 5 0.641 × 10 .3 0.739 
15 0.544 × 10 .3 13 0.523 × 10 .4 0.749 7 0.108 × 10 .4 0.486 
17 0.260 × 10 -3 15 0.155 × 10 -4 0.750 7 0.508 × 10 .5 0.715 
19 0.124 × 10-* 17 0.465 × 10 -5 0.752 9 0.101 × 10 -5 0.514 
21 0.601 × 10 .4 19 0.139 × 10 -5 0.755 9 0.431 × 10 -~ 0.708 
23 0.290 × 10 .4 21 0.419 × 10 .6 0.757 11 0.951 × 10 .7 0.539 
25 0.141 × 10 .4 23 0.126 × 10 -e 0.761 11 0.378 × 10 -7 0.708 
A procedure  for  determing  ;~* is p resented  in  Sect ion  V I I I ,  for  the  s i tuat ion  
o f  an  unknown add i t ive  no ise  env i ronment .  
V I I .  ROBBINS-MONRO STOCHASTIC APPROXIMATION CONCEPT 
In  genera l ,  the  Robb ins -Monro  procedure  so lves  the  fo l low ing  prob lem.  
Let  y(x) be a random var iab le  w i th  a d i s t r ibut ion  funct ion  F(y/x) depend ing  
on  the  parameter  - -oo  < x < oo. I t  is assumed that  the  regress ion  funct ion  
R(x) = E(y/x) exists  a l though it is unknown.  Denote  the  so lu t ion  o f  
R(x) = a by  0. How can  the  va lue  o f  0 be  determined  f rom sample  va lues  
o f  the  random var iab le  y at d i f fe rent  va lues  o f  x ? The  Robb ins -Monro  
procedure  (Dvoretsky ,  1955) so lves  th i s  p rob lem by  cons ider ing  the  fo l low ing  
sequence  o f  random var iab les  
x~+l = x~ + a . (~ - -y (x~) ) ,  (14) 
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where an is any sequence of positive real numbers such that 
(i) Z a .  = ~,  
(ii) Za ,  2 < o% 
(i.e., as = k/n), and y(x~) is a sample value of the r.v. y when the parameter x 
equals x , .  
I f  R(x) satisfies the following requirements: 
1. [ R(x)[ is bounded, 
2. R(x) is a nondecreasing function, 
3. R(O)= or, 
4. R'(O) > O, 
then {xi} --+ 0 with probability 1. 
In many applications R(x) is unbounded at the extreme values of x but 
is bounded in any finite interval. I f  0 is known to lie in an interval where 
R(x) is bounded, the random variable y(x) can be redefined outside this 
interval so that the regression function of the new random variable is bounded. 
Since the new regression function is the same as the original regression 
function in the interval where the solution lies, and is bounded, it satisfies 
the necessary conditions for convergence of the estimation procedure. 
A modified form of the Robbins-Monro procedure (Kesten, 1958) is 
given in Eq. (15), 
x,+l = xn + b, sgn(c~ --  y(x,)), (15) 
where 
and 
where 
and 
b I = a 1 
b 2 ~ a 2 
bn = a~(~) 
t(n) = 2 -j- ~ c((xi -- Xi_l)(Xi_l -- xi-2)), 
i=3  
~|  X~0 
otherwise (v  
sgn(x) = l 11 x>0 
- -  x < 0 .  
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This procedure should increase the rate of convergence since bn increases 
only when successive stimates oscillate, that is, if three successive stimates 
are consecutively larger or smaller, which would indicate that the estimate is 
far from the desired value, the weighting factor bn does not decrease. 
VI I I .  A NONPARAMETRIC SEQUENTIAL SAMPLE MEDIAN TEST 
In this section an extension of the S.S.M.T. to the problem of discrimi- 
nating between shift alternatives in a nonspecified noise environment, for 
the average sample size constraint, is presented. Specifically, the problem 
of specifying the average sample size at N with an intermediate decision 
sample size M = N -- 2, for k = 1, in an unknown noise environment, is
considered. 
Knowledge of the c.d.f, of the decision samples was necessary for deter- 
mining the decision threshold corresponding to the specified average sample 
size. In the nonparametric S.S.M.T. a recursive estimation technique is 
developed, that converges to the correct decision threshold without knowledge 
of the c.d.f, of the decision samples. It is only assumed that the decision 
samples under the two hypotheses are of the form given in Eqs. (4) and (5), 
and the p.d.f, of the noise samples is mutually symmetric about 0. 
The problem of specifying the average sample size without knowledge 
of F~(x) is equivalent to finding the solution to T(y) = [N/N -- 2] without 
knowing the functional form of T(y). (Note the solution y = Y0 is the decision 
threshold.) 
Suppose that L decisions are made with the decision threshold at some 
arbitrary value x. The average number of data groups per decision with the 
decision threshold at x, namely T(x), can be estimated from the set of 
observed ata groups per decision, namely {Ti}I L , where Ti is defined as 
the number of data groups necessary for the ith decision. The maximum 
likelihood estimate of T(x), denoted by T(x), can be shown to be the sample 
mean of the observed set of data groups per decision, that is, 
1 L 
f(x) = T • 
1 
Note that 2P(x) is an unbiased estimator of T(x), that is, the E(~P(x)) = T(x). 
In other words T(x) is the regression function of the random variable 2P(x). 
As stated previously, the problem was to find the solution to T(x) = const. 
without knowledge of the functional form of T(x). Since T(x) is the regression 
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function of the r.v. ~P(x), the Robbins-Monro procedure, discussed in 
Section IV, can be used to estimate the unknown decision threshold. 
The nonparametric S.S.M.T. is based on the above idea. The decision 
rules for the nonparametric S.S.M.T. are the same as those of the S.S.M.T. 
except that the decision threshold is changed after each L decision. After 
L decisions with the decision threshold at xi the m.l.e, of ~'(xi), namely 
T(x,), is computed. The new decision threshold, x, + 1, is computed from 
either 
(i) xi+l = xi + a,(T* -- T(x,)), 
or 
(ii) x,+l = x~ @ bi sgn(T* --  T(x,)), 
where ai and bi are defined in Section VI I  and T* = N/(N -- 2). I f  the 
following quantities are equated, 
T >~ ~x 
;~* = 0 
= y(x , )  
the two recursive equations, (i) and (ii), are the Robbins-Monro and 
modified Robbins-Monro stochastic approximation procedures. I f  T(x) 
satisfies the necessary conditions for the convergence of the Robbins-Monro 
procedure, the two reeursive formulas, (i) and (ii), will converge with 
probability 1 to A*, the decision threshold corresponding to the average 
sample size N. 
It is now shown that requirements 2-4 of Section VI I  are satisfied. The 
average number of data groups per decision for k = 1 is 
T(x) = 1/[p(x) + q(x)], 
where p(x) and q(x) are defined in Eqs. (10) and (11). 
REQUIREMENT 2. I fx  1 > X 2 , thenF2(xl) > F2(x~)andF2(--Xl) <F2(--x~). 
Since p(x) is a monotonic increasing function of F2(--x), p(xx) < p(x~), and 
since q(x) is a monotonic decreasing function of F2(x), q(xl) < q(xe). Thus 
by definition of T(x), T (x~)> T(xg), that is, T(x) is a monotonically 
increasing function of x. 
REQUIREMENT 3. By definition. 
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REQUIREMENT 4. 
~'(x) = - (p ' (x )  + q'(x)) 
[p(x) + q(x)p 
Thus if --(p'(x) + q'(x)) is positive, R'(x) is positive. However, 
--(p'Cx) + q'Cx)) = Kn((1 -- F2(--x)) F2(--x))(M-1)/~ F~C--x) 
+ ((1 - F~(x) F~(x))( M-I'/~ F~(x) 
which is positive for all x. Therefore T'(x) is positive for all x and in particular 
for x = A*. 
However, T(x) does not satisfy the first requirement, namely, that it 
should be bounded. It will be shown that T(x) = T*, namely x ----- A*, is 
always in the interval (0, m), where T(x) is bounded. By redefining ~O(x) 
outside of this interval the regression function of T(x), namely T(x), is made 
to be bounded over the entire range of x(-- 0% oo). 
That is, if any estimate of the decision threshold, xi, falls outside the 
interval (0, m), the succeeding estimate xi+l is computed by defining 
T(xi) =2 if x i ~ m 
:~(x,) = 1 if x~ ~< 0 
and substituting for ~'(xi) in Eqs. (i) and (ii). With this definition of ~P(x), 
its regression function satisfies requirements 1-4. The sequence of estimates 
of the decision threshold {x~}~, derived from either Eq. (i) or (ii), will converge 
with probability 1to a*. 
THEOREM. 
of the decision threshdd ~, for ~ in the interval (0, m) is 1 <~ T(~) < 2. 
The average number of data groups per decision, as a function 
T(m) = 1/[q(m) +p(m)] (16) 
An equivalent definition of q(m) is the probability that, in an intermediate 
decision sample of size M, more than half the number of data samples 
exceeds the population median m. 
Proof. By definition 
T(0) = 1, 
and p(m) > 0. This implies 
T(m) < 1/q(m). (17) 
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The probability that a data sample exceeds the population median is 
equal to 1/2. Since each data sample is independent, 
for M add 
= J ~ j / \2 !  , 
= 
which implies q(m) = 1/2. Then from Eq. (16) it is found that 
T(m) < 2. (18) 
Therefore from Eqs. (16) and (18), and the fact that T(x) is a monotonically 
increasing function of x (requirement 2), it is established that for 0 ~ x ~ m, 
1 ~Y(x)<2.  
In this procedure T* =- N/{N --  2} which for _N >/5  is always in the 
interval (1, 2), and hence by the preceding theorem, the solution to 
T(x) = T* must lie in the interval (0, m). 
IX. RESULTS OF COMPUTER SIMULATIONS 
Computer simulations of the two recursive procedures were run in Cauchy 
and gaussian additive noise, for various signal-to-noise ratio, 2 to determine 
the relative convergence rates of these two procedures and also to determine 
the number of errors that might be expected uring this learning phase. 
In the first simulation the additive noise was gaussian with a signal-to-noise 
ratio of 1 and a population median, under Hz, of 1. The intermediate 
decision sample size M was 11, the desired average sample size N was 13, 
and the number of decisions made L, before the decision threshold was 
changed, was 22. Using the results of Section V, for the above parameters, 
the decision threshold A* equals 0.811 and the corresponding average 
probability of error is equal to 0.64 × 10 -15. The results of the simulations 
2 The signal-to-noise ratio is defined as follows: in gaussian oise it is the ratio of 
the population median under H~ to the standard eviation of the noise; in Cauchy 
noise it is the ratio of the population median under H2 to the dispersion parameter 
of the Cauchy noise. 
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were: (a) for the Robbins-Monro procedure, after 6622 decisions the estimate 
of )t* was 0.814 and the number of errors was 0, and (b) for the modified 
procedure, after 3190 decisions the estimate of A* was 0.822 and the number 
of errors was 0. 
In the second simulation the additive noise was Cauchy with a signal-to- 
noise ratio of 2 and with the same values of N, M, and L. Using the results 
of Section IV the decision threshold A* is 0.751 and the corresponding 
average probabil ity of error is 0.177 × 10 -3. The results of the simulations 
were: (a) for the Robbins-Monro procedure after 6622 decisions the estimated 
value of 2,* was 0.757 and the number of errors was 1, and (b) for the modified 
procedure after 2750 decisions the estimated value of ~* was 0.759 and the 
number of errors was 1. 
These simulations confirm that both procedures worked quite well in 
finding the correct decision threshold quickly. Also the number of errors 
occuring during the learning phase were in agreement with the expected 
number according to the average probabil ity of error at the correct decision 
threshold. An important observation is that the estimated values of the 
decision threshold never appeared outside the interval (0, m). 
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