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Introduction
The Asian Financial Crisis (AFC), which erupted in Thailand during the Summer of 1997 and went on to cause such economic and financial devastation in the region in ensuing years, has been well documented (see, for example, Goldstein (1998) Hunter, Kaufman and Krueger (1999) , and Jao (2001)). Hong Kong was one of just a few countries in the region to escape relatively unscathed, successfully avoiding a banking crisis although, of course, some damage was inflicted on the banks. The extent of this damage however, was limited by sound regulation introduced in the aftermath of the 1983-86 crisis and strong capitalisation. Supervisory reform in the wake of the AFC was thus largely unnecessary in Hong Kong, although the process of financial liberalisation continued.
Previous studies that have investigated those countries that were involved in the AFC have primarily considered how banking systems operated throughout the turbulent period. For example, Shen (2005) employed a smooth transition parametric model to analyse the changes to banks' balance sheets (traditional loans to off balance sheet items) during the AFC of Taiwanese banks during 1996-2001. It was found that during this period the traditional banks experienced decreasing returns to scale in loan markets, and banks which followed the universal-style banking system experienced increasing returns to scale in the off balance sheet markets. In Malaysia, Krishnasamy et al (2003) , showed that the banking system consolidated from 86 banks in 1997 to 45 in 2002 as the AFC hit profits. They found, utilising non-parametric Malmquist indices, that the top ten banks in Malaysia faced a reduction in technical efficiency of 4.2% and scale efficiency by 5.1% over the period 2000 , post AFC. Finally, Drake et al. (2006 showed that x-efficiency scores utilising the non-parametric Slacks-Based Measure decreased by over half for some asset-sized groups of Hong Kong banks after the 1997 AFC (for example, for banks with assets between US$1000m and US$4999m, mean x-efficiencies decreased from 62% (1997) to 39% (1998)). However, unlike the previous studies, Drake et al. (2006) differed in their analysis by arguing that when considering bank systems that experience a downturn in efficiency due to market conditions, external factors affecting the banking system should be taken into account empirically. This is especially important when a banking system that is to be modelled has numerous different sectors of the banking industry included for comparison. That is, certain environmental/macroeconomic factors could cause x-efficiencies to fall by more for a certain bank group than for a bank group not dependent upon that former bank group's primary market; for example, banks involved in the mortgage market and commercial investment markets. Given these difficulties, when modelling banking systems not only should inter-group bank differences be taken into account but also any changes in environmental/macroeconomic factors that could distort efficiency results, thus possibly biasing financial policy within the country considered.
With respect to the latter problem in modelling bank systems, it has long been recognised that external environmental factors can have a significant impact on relative efficiency scores. That is, Fried et al. (1999) argue that production efficiencies can be decomposed into three factors: management efficiencies or X-efficiencies; environmental factors; and 'the impact of good or bad luck'. The first is endogenous, whereas the latter two factors are exogenous to the bank management; the idea is therefore to disentangle the latter two effects in an analysis of Hong Kong banks. Hence, in this paper, using Monte Carlo methods, we remove the bias associated with the 'good/bad luck' as a random error using a new technique proposed by Simar and Zelenyuk (2007) . This also allows us to further determine confidence intervals for the banks using a group-wise heterogeneous sub-sampling approach. Having taken into account the 'random error' problem, as discussed in Fried et al (1999) , the paper then considers the effects of macroeconomic and environmental factors on the efficiency scores, rather than directly incorporating them into the DEA program (as done, for example, by Drake et al. (2006) and Lozano-Vivas et al. (2002) ).
The paper is organised as follows. In the next Section we discuss the changing nature of Hong Kong banking since the AFC. Following a brief review of the AFC and its impact on Hong Kong's financial system, the impact of the post-AFC liberalisation programme on Hong Kong's banking industry is assessed. In Section 3 we present our non-parametric methodology and boot-strapping approach to examine Hong Kong Banking, and also the data utilised in both the 'intermediation' and 'production' approach modelling methodologies. Section 4 presents our results and we conclude in Section 5.
Hong Kong, the Asian Financial Crisis and More Recent Developments
Although there was some prior evidence -the over-valuation of real exchange rates, widening balance of payments deficits, a rapid build-up of external debt and a dramatic expansion in bank lending -of incipient problems in certain countries, the sudden appearance of the AFC, its rapid subsequent spread throughout South East Asia and its persistence came as a nasty surprise to most commentators. Indeed, only a few years earlier the region's economic performance had been hailed as a "miracle" by none other than the World Bank (World Bank, 1993) , given the relatively low inflation rates, budget surpluses, low unemployment, strong economic growth and declining official foreign debt (as a share of GDP)
figures posted by most countries in the region.
The AFC erupted in Thailand during the Summer of 1997. The trigger was the floating of the Thai baht on 2 July of that year following a failed attempt by the authorities to hold the previous peg against the US dollar in the face of a sustained speculative attack against the currency which began in May of that year. Flushed with success and their ill-gotten gains, the speculators immediately looked for other targets in the region, forcing the Philippines' central bank to abandon its currency peg on 11 July 1997.
Similar action followed almost immediately in Malaysia, which stopped supporting its currency on 14
July 1997, with the Indonesians falling into line on 14 August 1997 with the free float of the rupiah.
Taiwan (on 17 October 1997) and South Korea (on 6 December 1997) also subsequently abandoned the defence of their currency pegs and switched to a free float.
Whilst the initial phase of the AFC thus manifested itself in currency crises, these were typically followed by banking/financial crises as a result of the impact of the extreme movements in interest and exchange rates on debtors and asset markets. Wide-scale corporate failure, currency trading losses, and plunging asset values soon led to a dramatic deterioration in banks' earnings rendering many insolvent. Depositor panic then ensured the spread of contagion further afield. And finally, the real effects of the financial crisis were crystallised in the form of rising unemployment, falling standards of living and a return to poverty for many. In some countries, this economic malaise duly led to political crises often followed by social disruption. The three worst-affected countries -Indonesia, Thailand and South Korea -which each experienced a mixture of currency, banking and debt crises, were required under the terms of IMF assistance to undertake financial sector restructuring, including the closure of financial institutions.
Like Japan, Hong Kong acted as a creditor in the IMF-sponsored aid packages generated for those worst affected by the AFC and, as with the Peoples' Republic of China (PRC), it held its exchange rate throughout the 1997-99 period. The latter policy, however, came at a severe cost to the financial sector and the real economy (Jao, 2001, Part II) . The successful defence of the exchange rate peg of HK$ 7.8
to US$ 1, first introduced in the aftermath of the 1982-83 currency crisis engendered by the "crisis of confidence" resulting from stalemate in the Sino-British negotiations over the future of Hong Kong, resulted in dramatic increases in nominal interest rates during the two-year period from mid-October 1997, precipitating heavy stock and property price falls. Whilst the damage to stock prices was ameliorated by concerted governmental action, in the form of substantial direct purchases and the imposition of restrictions on short-selling, the combination of damaging effects on the real economy could not be avoided. Accordingly, real GDP growth slipped into negative territory in the first quarter of 1998, with a contraction of 5.1 per cent being recorded for the whole of 1998 (compared with a pre-AFC, 1990s
average of +5.1 per cent). Unemployment, in turn, rose (from a pre-AFC 1990s average of 2. Whilst the indirect damage done to the real economy by the AFC was thus similar to that experienced in other South East Asian countries, a banking crisis was, however, avoided. Indeed, no bank failed during the AFC and only one local bank actually slipped into the red. This was in stark contrast to the experience of 1983-86 when a major banking crisis did occur because of a collapse in asset prices (largely due to the uncertainty surrounding Hong Kong's transition from a British Crown Colony to a Special Administration Region (SAR) of the PRC, mismanagement (e.g. over-exposure to the property sector) and fraud). This is not to deny, however, that the banks were damaged by the AFC; they were.
For example, most experienced steady deterioration in asset quality from the fourth quarter of 1997, a situation which didn't stabilise until the fourth quarter of 1999. [The ratio of "problem" to total loans for all authorised institutions quadrupled from 1.1 per cent to 4.1 per cent during 1998 and, for locally-incorporated banks, rose from 1.8 per cent to 5.1 per cent during the same period.] Moreover, most also experienced a sharp drop in profitability, with both average pre-tax and post-tax operating profits for locally-incorporated banks falling by around 34 per cent during 1998. Whilst sound regulation introduced in the aftermath of the 1983-86 crisis and strong capitalisation thus served to limit the damage wrought by the AFC on bank balance sheets, the subsequent credit contraction served only to fuel the recession.
Given the remarkable degree of resilience to the AFC shown by Hong Kong's banking sector, it is not surprising that clarion calls for supervisory reform were notable for their absence. This would suggest that the reforms implemented in 1986 embracing, inter alia (see Hall, 1985 , for further details), a tightening up of licensing procedures (e.g. involving tougher vetting of all prospective owners, directors and managers), the imposition of stricter limits on loan exposures to group companies and directors, and the introduction of a 5 per cent minimum capital adequacy ratio (which could be raised to 8 per cent for banks and 10 per cent for deposit-taking companies) -replaced in 1990 with a Basel I compliant risk-based minimum ratio of 8 per cent -had done their job in restoring stability to the sector.
Financial liberalisation, however, continued apace -see Table 1 . Following the earlier "structural" reforms, which culminated in the creation of a three-tier banking system in 1990 (whereby "licensed banks" are distinguished from "restricted license banks" and "deposit-taking companies" -see Jao, 2003, for further details) interest rate controls have been gradually lifted and restrictions on foreign banks relaxed. The former involved the removal of the interest rate cap on retail deposits of more than one month on 1 October 1994, followed by the removal of interest rate caps on retail deposits of more than seven days and exactly seven days on 3 January 1995 and 1 November 1995 respectively. The cap on time deposits of less than seven days duly disappeared on 3 July 2000, followed by the complete deregulation of savings and current account deposit rates on 3 July 2001. As for the restrictions imposed on foreign banks, the "one-building" restriction was relaxed to a "three-building" restriction on 17
September 1999 and then, in November 2001, this latter restriction was abolished. Market entry criteria for foreign banks were also relaxed in May 2002. Such, then, was the nature of the more liberal regulatory environment within which Hong Kong's banks operated post-1999, the timeframe of this paper's analysis.
And, as noted in Table 1 , the banks have been able to engage in renminbi-dominated retail banking operations since January 2004.
As far as the likely impact of these regulatory developments on bank fortunes is concerned, the main focus of attention should probably be on the interest rate liberalisation programme and relaxed market entry criteria. Assuming that, in the past, the profitability of banks operating in Hong Kong was boosted, via monopsonistic rents, by the application of such controls -especially the caps imposed on deposit rates and the restrictions imposed on new bank entry and branching -it is to be expected that reforms adopted in these areas will have served to dampen the banks' profits. has served to provide these banks with some additional revenue, despite the PRC's stringent capital controls. Moreover, the Chinese government's subsequent decision to relax exchange controls by allowing
Mainland banks to issue renminbi-denominated credit cards which can be used at ATMs in Hong Kong should further boost fee income for the latter region's banks.
Modelling Theory and Data

Estimation of Efficiency
Data Envelopment Analysis (DEA) originated from Farrell's (1957) seminal work and was later elaborated on by Charnes et al. (1978) , Banker et al. (1984) and Fare et al. (1985) . The objective of DEA is to construct a relative efficiency frontier through the envelopment of the Decision Making Units (DMUs) where the 'best practice' DMUs form the frontier. In this study, we utilize a DEA model which takes into account input and output slacks, the so-called Slacks-Based Model (SBM), which was introduced by Tone (2001) and ensures that, in non-parametric modelling, the slacks are taken into account in the efficiency scores. Or, as Fried et al. (1999) argued, in the 'standard' DEA models based on the Banker et al.
(1984) specification "the solution to the DEA problem yields the Farrell radial measure of technical efficiency plus additional non-radial input savings (slacks) and output expansions (surpluses). In typical DEA studies, slacks and surpluses are neglected at worst and relegated to the background at best"
(page 250). Indeed, in the analysis of non-public sector Decision Making Units (DMUs), for which DEA was originally proposed by Farrell, the idea of slacks was not a problem unlike it is when DEA is employed to measure cost efficiencies in a 'competitive market' setting. That is, in a 'competitive market' setting output and input slacks are essentially associated with the violation of 'neo classical' assumptions.
For example, in an input-oriented approach, the input slacks would be associated with the assumption of strong or free disposability of inputs which permits zero marginal productivity of inputs and hence extensions of the relevant isoquants to form horizontal or vertical facets. In such cases, units which are deemed to be radial or Farrell efficient (in the sense that no further proportional reductions in inputs is possible without sacrificing output), may nevertheless be able to implement further additional reductions in some inputs. Such additional potential input reductions are typically referred to as non-radial input slacks, in contrast to the radial slacks associated with DEA or Farrell inefficiency i.e., radial deviations from the efficient frontier.
In addition, most DEA models do not deal directly with or allow negative data in the program variable set.
For example, if input variable(s) are found to be negative, then a large arbitrary number is usually added to make that variable(s) positive so that the standard output-oriented Banker et al. (1984) program can then be utilised. The same problem occurs with negative output variable(s), and in this case the input-oriented Banker et al. (1984) model has to be used. Both of these situations occur due to the restricted translation invariance of the Banker et al. (1984) model (see Pastor (1996) Indeed, it is not uncommon for many types of industry to experience negative inputs and outputs in the normal process of production modelling. For example, many banks have entered the lucrative off-balance-sheet market (an output) but in some years trading losses have exceeded gains and hence given rise to a negative output. Unlike other DEA models this could not be modelled as a 'bad' output as it may only involve a small section of the sample banks. In relation to negative inputs, in banking this is common, and in this study we examine the use of Loan Loss Provisions as an input instead of a 'bad' output.
there are also limitations in the Banker et al. (1984) program due to slacks, which also need to be taken into account in the efficiency estimation of profit-orientated firms. Hence, we believe that it is important that both these potential problems are overcome. In this paper, this is done by utilising a Modified Slacks-Based Measure (MSBM) model suggested by Sharp et al. (2006) , who combined the ideas of Tone (2001) and Silva Portela et al. (2004) . An exposition of the MSBM approach follows.
In modelling we assume there are DMUs operating in the banking industry which convert inputs into outputs using common technology which can be characterised by the technology set estimated using DEA:
(1) where and represent observed inputs and outputs of a particular DMU and is the intensity variable. is a consistent estimator of the unobserved true technology set under variable returns to scale. This means that, given our aim of analyzing the impact of environmental factors on the SBM efficiency scores, the assumptions outlined in Simar and Wilson (2007) hold, hence allowing for the provision of consistent estimators of the parameters in a fully specified, semi-parametric Data Generating Process (DGP).
Given these conditions, the individual input-oriented efficiency for each DMU is computed relative to the estimated frontier by solving the following MSBM linear programming problem:
where is output shortfall, is input excess, and an optimal solution of program (2) is given by . is a range of possible improvements for inputs of unit and is given by .
However, the efficiencies calculated utilizing program (2) are biased downwards in relation to the true slacks-based technical efficiencies, . To overcome this problem as well as to examine the groups of banks by type and time period, we utilize the group-wise heterogeneous sub-sampling approach suggested by Simar and Zelenyuk (2007) 2 . First, we compute the efficiency score for 2 Matlab codes for the group-wise heterogeneous sub-sampling procedure for the traditional DEA models coded by Simar and Zelenyuk (2007) were obtained from the Journal of Applied Econometrics web-site.
each bank in the sample using program (2). Then, we aggregate the estimates of individual efficiencies into the L-subgroup estimated aggregates by type of bank and also by time period. In our analysis, for aggregation we use the price independent aggregation method suggested by Färe and Zelenyuk (2003) shown below:
and (3) where, is the aggregate efficiency of sub-group , is a price independent weight of firm which belongs to sub-group , is the aggregate efficiency of the industry, and is a price independent weight of sub-group .
Next, in
Step 3, we obtain the bootstrap sequence by sub-sampling a n d re p l a c i n g d a t a i n d e p e n d e n t l y f o r e a c h s u b -g ro u p o f t h e o r i g i n a l s a m p l e for each bootstrap iteration , where , and where . The Monte-Carlo evidence presented in Simar and Zelenyuk (2007) indicates that values of k in the range 0.5 and 0.7 will offer the most precise results in the simulated examples. Hence, in our analysis, we use for each sub-group.
Step 4 involves computing the bootstrap estimates of slacks-based efficiency for for all using (2) but with respect to the bootstrapped sample obtained in
Step 3, i.e., min:
subject to Finally, in
Step 5, the bootstrapped estimates of the aggregated efficiency are computed using the following equations:
and (4) Repeating the Steps 3 -5 B times provides us with B bootstrap-estimates of estimated aggregate efficiencies for each sub-group by type of bank and time period. These estimates allow us to obtain confidence intervals, bias-corrected estimates and standard errors for the aggregate efficiencies.
Analysis of the Determinants of Banking Efficiency
In the second stage, the inverse of the efficiency measures estimated using program (2) are regressed on environmental factors 3 . That is, is the vector of environmental variables of the DMU and is a vector of parameters to be estimated associated with each environmental variable, as shown in equation (5) 
However, the dependent variable in (5) is an estimate of the unobserved true efficiency , i.e.,
. Thus, all 's are serially correlated in a complicated, unknown way; moreover, is also correlated with . To overcome this problem, as well as to improve on inference, we utilize the single bootstrap procedure (Algorithm 1) proposed by Simar and Wilson (2007) , where, in the bootstrap analysis, the efficiency scores are regressed on the environmental factors, as in the following equation 4 :
In equation (6), is the inverse of the efficiency measure of the DMU ( ), calculated using program (2), and is considered as an estimate for ( ); is a smooth continuous function; is a vector of parameters; and is a truncated random variable , truncated at .
In the bootstrap procedure, the efficiency measures are used in the truncated regressions to obtain the bootstrap of the coefficients of the environmental variables affecting the performance of the banks and the variance of the regression. Thus, the bootstrap provides a set of bootstrapped parameters of the influencing factors which allows us to estimate their probabilities and confidence intervals.
The following steps are performed in the second bootstrap procedure of Algorithm 1: 3
In the second stage, we use the inverse of the efficiency scores as this will give us efficiency measures which are bounded only at 1 and it is the only boundary to take into account in the truncated regression and, therefore, in the subsequent bootstrapping procedure, unlike the original input-oriented measures where, in the truncated regression, we need to consider 2 boundaries (at 0 and 1), which considerably complicates the likelihood function.
4
Although Algorithm 2 of Simar and Wilson (2007) takes into account the bias of the efficiency scores, in this study Algorithm 1 is utilised. This is due to the better coverage of estimated confidence intervals offered by the same.
1. Estimate the truncated regression of on in (6) for m=n observations using the method of maximum likelihood estimation to obtain estimates for and .
2. Compute a set of L bootstrap estimates (we set L to equal 1000 replications) for and , , in the following way: for each , draw from the normal distribution with the left truncation of the distribution at and estimate ; then estimate the truncated regression of on using maximum likelihood methods to obtain the parameter estimates
. Once the set of L bootstrap parameter estimates for and have been obtained, the percentile bootstrap confidence intervals can then be constructed. In addition, it becomes possible to test hypotheses, for example, to determine whether the p-value for a particular estimate where is the relative frequency of the non-negative bootstrap estimates.
This statistical procedure allows us to test the impact of environmental variables on banking inefficiency.
Hence, in our regression stage of the modelling, we begin with a large set of macroeconomic factors which has the potential to influence the performance of banks, including individual components of GDP, such as private consumption expenditure, government expenditure, gross fixed capital formation, and net export of goods and services. In addition, we consider the inclusion of variables such as unemployment, expenditure on housing, the current account balance and the discount rate. Finally, to capture the effect of the scale efficiency of banks, in the regression specification we include a proxy for the size of the banks. In other words, we test the interaction of macroeconomic factors with size.
We utilise Matlab software in all estimations, except in step 1 of Algorithm 1 where Stata 9 is utilised to obtain initial estimates of and by use of a general-to-specific methodology ensuring a consistent step-down procedure to obtain the model specification with the best fit.
Data Description
In this study we present comparative results from the two main methodologies utilised in the literature to model bank efficiency, the Intermediation and the Production approaches. In modelling the Intermediation approach we specify 4 outputs and 4 inputs (see Sealey and Lindley (1977) ). The first output is 'total loans' (total customer loans + total other lending), the second output is 'other earning assets', the third output is 'net commission, fee and trading income', and the final output is 'other income'. The third and fourth outputs are included in the analysis to reflect the fact that banks around the world have been diversifying, at the margin, away from traditional financial intermediation (margin) business and into "off-balance-sheet" and fee income business. Hence, it would be inappropriate to focus exclusively on earning assets as this would fail to capture all the business operations of modern banks. The inclusion of 'other income' is therefore intended to proxy the non-traditional business activities of Hong Kong banks.
The inputs estimated in the Intermediation approach are: 'total deposits' (total deposits + total money market funding + total other funding); 'total operating expenses' (personnel expenses + other administrative expenses + other operating expenses); 'total fixed assets'; and 'total provisions' (loan loss provisions + other provisions). Ideally, the labour input would be proxied either by number of employees or by personnel expenses. However, details on employment numbers are not available for all banks in the sample, while operating expenses data is not available on a disaggregated basis. Hence a 'total operating expenses' variable was utilised. The summary statistics are given in Table 2. 5 With respect to the last-mentioned input variable (i.e. provisions), it has long been argued in the literature that the incorporation of risk/loan quality is vitally important in studies of banking efficiency. Akhigbe and McNulty (2003) , for example, utilising a profit function approach, include equity capital "to control, in a very rough fashion, for the potential increased cost of funds due to financial risk" (page. 312).
Altunbas et al. (2000) and Drake and Hall (2003) also find that the failure to adequately account for risk can have a significant impact on relative efficiency scores. In contrast to Akhigbe and McNulty (2003) , however, Laevan and Majnoni (2003) argue that risk should be incorporated into efficiency studies via the inclusion of loan loss provisions. That is, "following the general consensus among risk agent analysts and practitioners, economic capital should be tailored to cope with unexpected losses, and loan loss reserves should instead buffer the expected component of the loss distribution. Consistent with this interpretation, loan loss provisions required to build up loan loss reserves should be considered and treated as a cost; a cost that will be faced with certainty over time but that is uncertain as to when it will materialise" (page 181). Hence, we also incorporate provisions as an input/cost in the DEA relative efficiency analysis of Hong Kong banks.
Finally, in the case of the Production approach, we have five outputs and three inputs. The outputs are:
'total customer loans' (customer loans + other lending); 'net commission, fee and trading income'; 'total deposits'; 'other earning assets'; and 'other operating income'. Ideally, a more appropriate measure of deposits to be used in the Production approach would be the number of deposit accounts. However, the required data for this specification was not available across the bank sample. The three inputs are:
'total other non-interest expenses' (personnel expenses + other administrative expenses); 'other operating expenses'; and 'total provisions' (loan loss provisions and other provisions). In the next Section we present our results.
Results
First Stage: SBM Efficiency Estimates
Tables 3 and 4 provide a summary of the aggregate input-oriented, modified, slacks-based, bias-corrected efficiency scores obtained under the Intermediation and Production approaches to describing the banking production process. Although both approaches report similar trends in efficiency evolution (see Figures 1 and 2), the Intermediation approach generally produces higher scores than the Production methodology. 
Interestingly, in 2000, Hong Kong banks (taken as a group) exhibit high levels of Intermediation and
Production efficiency (88% and 67% respectively). However, in 2001, according to both approaches, the banks experienced a sharp decline in their efficiency levels (to 56% and 45% respectively). This may be attributed to two possible causes: firstly, the removal of interest rate controls in 2001 (see Table 1 and the discussion in Section 2); and secondly, the possible impact of the fallout from the 9/11 terrorist attacks in the US on the banking industry of Hong Kong. Both events are likely to have created a certain degree of uncertainty in the economy and this is reflected in the decrease in banking service production and the decline in financial intermediation activities. Although the overall efficiency level remained moderately low in 2002 (at 62% and 52% respectively) commercial banks did, however, begin to show an improvement in their efficiencies. This finding suggests that fears related to regulatory changes on interest rate controls and global stability were in the process of gradually subsiding, and banks started to exhibit a more active operating profile. The improvement was particularly marked under the Further, it is illuminating to note that, with respect to Hong Kong banks, Kwan (2006) found that the mean level of X-inefficiency for all banks over the sample was around 0.32, and that inefficiency levels generally declined over the sample period (from 0.41 in 1992:Q1 to 0.29 in 1999:Q4). Kwan (2006) attributes the latter to the impact of technological innovation. However, in Drake et al. (2006) Table 5 reports the results of the tests for equality of efficiency distributions estimated under the alternative approaches using an adapted version of Li (1996) , the tests being modified to a DEA context in accordance with Simar and Zelenyuk (2006) . As can be seen, the efficiency scores estimated by the Production and Intermediation approaches are from different populations (i.e., have statistically different distributions), for all three groups of banks and the overall banking industry studied. This suggests that the SBM efficiency scores, and the efficiency scores obtained utilising the traditional DEA technique (Tortosa-Ausina, 2002) are alike in that they are sensitive to the choice of outputs adopted.
The visualisation of the estimated density for all groups of banks using univariate kernels further supports this finding (Figure 3 ). The distribution of Production SBM efficiency scores (the dashed line) in all four diagrams is less steep than that of the Intermediation SBM efficiency scores (the solid line) in all but one case thereby indicating that more banks are concentrated around the mode of the Production approach.
The pursuit of service-oriented objectives rather than financial intermediation activities may be the driving force behind this finding. However, the mode of the Intermediation efficiency scores' distribution is more to the left than of the Production efficiencies, implying that banks are more efficient in their role as financial intermediaries.
The bivariate kernel analysis presented in Figure 4 further suggests that, although the absolute value of the efficiency level is sensitive to the choice of the input and output specification adopted, in general, Hong Kong banks tend not to change their efficiency positions relative to that of the industry's average. This is due to the fact that the probability mass of the normalized efficiency scores relative to the geometric mean efficiency weighted by the size of the banks (proxied by the volume of deposits) is somewhat concentrated along the positive diagonal line.
Analysis of the Determinants of Bank Efficiency
Tables 6 and 7 present results of the truncated regression analysis for the Intermediation and Production approaches respectively. The following macroeconomic variables were used in the specification of the truncated regression and gave the model with the best fit: LPRIVCONS -log of private consumption;
LEXPORT -log of net exports (sum of the net export of services and the net export of goods);
and LRENT -log of the rent for private flats on Hong Kong Island (as a proxy for housing expenditure).
To capture the effects of time and bank specific characteristics, we further included a time trend (TIME)
variable along with group dummies. Additionally, to capture the effects of scale we included the SIZE variable (log of total deposits) and the square of SIZE (SIZE^2). Finally, we included the interaction variable of the LEXPORT and SIZE (LEXPORT_SIZE) to capture the effect of the exportability of financial services of Hong Kong banks depending on the size of banking firm. According to the Information Services Department of the Hong Kong Special Administrative Region Government, in 2006, the share of exports of the financial services industry was 12% of the total value of the export of services. Therefore, it is particularly appealing to examine the influence of this variable on the efficiency of Hong Kong banking firms.
It is interesting to note that, although the significance of the variables is different for the inverse of the SBM efficiency scores under both Production and Intermediation approaches, the signs of the explanatory variables are the same. In both models, the indicators of size are found to be significant at the 1% level of significance with a positive coefficient for SIZE and a negative one for SIZE^2. This implies that in the Hong Kong banking industry, smaller banks are more efficient than their larger counterparts. However, larger banks are more likely to enjoy gains from scale economies. This finding is particularly interesting as it hints at a possible reason for the contradictory findings of Kwan (2006) and Drake et al (2006) , wherein the former found that X-efficiency declines with bank size while the latter documents greater efficiency among larger banks. Moreover, this empirical result challenges the idea of U-shaped scale economies implied by the theoretical literature. Similar signs of coefficients were found by Simar and Wilson (2007) in their empirical investigation of US commercial banks.
With respect to the macroeconomic determinants of banking (in)efficiency, the results suggest that the level of private consumption has a negative impact on banking inefficiency as expected. This implies that an increase in private consumption stimulates banking. Both LRENT and LEXPORT are found to be positively correlated with inefficiency and significant at the 1% level in the Production approach model and at the 10% level under the Intermediation framework. Interestingly, the coefficient for the interaction variable LEXPORT_SIZE is negative and significant in the Intermediation approach at the 10% level and with respect to the Production methodology, at the 1% level. This suggests that larger banks show a greater exportability of financial services. It can also be interpreted as larger banks having more opportunities to engage in exporting activities, thereby enhancing their efficiency.
Intriguingly, the results also show that the coefficient for the commercial banks' dummy is negative and significant in both models, whereas the coefficient of IB is negative and significant only in the Intermediation model. 7 This implies that commercial banks are successful under both intermediation and service-producing objectives, whereas investment banks are only successful under the former.
Conclusions
The analysis presented in this paper shows that, under both the Intermediation and Production approaches, Hong Kong banks suffered a substantial decline in efficiency in the year 2001. This was probably due to deposit rate deregulation and the adverse consequences of the 9/11 terrorist attacks in the US. Utilising a relatively-new technique (Sharp et al. (2006) Table 3 ). Finally, with respect to the bias-corrected efficiency scores, commercial banks were consistently closer to the best practice frontier than the other sectors of the industry (see Figures 1 and 2), starting at 0.937 (2000) and ending at 0.972 (2006) under the Intermediation approach.
7
The dummy for bank holdings and holding companies was dropped from the model due to collinearity problems.
Having obtained the bias-corrected efficiency scores, we proceeded to analyse the effects of macroeconomic factors on bank efficiency. Utilising a 'general-to-specific' step-down procedure we found that all but the time trend (the other variables being private consumption, net exports and rent (all in logarithmic form)), had a significant effect on bank efficiency scores over the sample period, under both the Intermediation and Production approaches. It was interesting to find that the smaller banks were more efficient than the larger banks, but the latter were also able to enjoy economies of scale.
This size factor was linked to the exportability of financial services, whereby the larger banks enjoyed a positive effect on bank efficiency given their ability to export services.
Finally, it is worth re-iterating that we found that the commercial banks enjoyed relative efficiency improvements over the sample period due to their ability to combine both intermediary and service-producing business activities. A possible policy conclusion from these results is that the financial system within Hong Kong could be further deregulated for non-commercial banks, hence allowing a possible increase in stability of the financial markets if a future Asian Financial Crisis, or any other 'bad luck' scenario in the World economy, happened. Thus, deregulation could allow for further diversification for, as we have seen, the banks which are able to diversify their assets most, appear to be the most insulated against external shocks with respect to their efficiency. Silverman (1986) . Statistical significance: * statistically significant at 5% level; ** statistically significant at 1% level. Notes: The regressed variable is the inverse of the MSBM input efficiency score estimates. *,**,*** denote significance at the 10%, 5% and 1% levels respectively according to the frequency of the bootstrapped parameters with the same sign. Notes: Vertical axis refers to (estimated) probability density function of the distribution of efficiency scores and horizontal axis refers to efficiency scores (reflected). The univariate Gaussian kernel is used, and the bandwidth is obtained using the Sheather and Jones (1991) solve-the-equation plug-in approach.
Figure 4. Normalised Slacks-based Efficiency 's: Transition Across Alternative Output Definitions
Notes: The bivariate Gaussian kernel is used, and the bandwidths are calculated according to the solve-the-equation plug-in approach for the bivariate Gaussian kernel, based on Wand and Jones (1994) .
