In this paper, we study the the parabolic Marcinkiewicz integral M 1 ; 2 ;h on product domains R n R m .n; m 2/. L p estimates of such operators are obtained under weak conditions on the kernels. These estimates allow us to use an extrapolation argument to obtain some new and improved results on parabolic Marcinkiewicz integral operators.
Introduction and the main result
The change of variables related to the space .R N ; / is given by the transformation It was shown in [1] that J N .x 0 / is a C The parabolic Marcinkiewicz integral , which was introduced by Ding, Xue and Yabuta in [2] , is defined by In particular, the authors of [2] proved that the parabolic Littlewood-Paley operator is bounded for p 2 .1; 1/ provided that 2 L q .S N 1 / for q > 1. Subsequently, the study of the L p boundedness of under various conditions on the function has been studied by many authors (see for example [3] [4] [5] [6] [7] ).
We point out that the class of the operators is related to the class of the parabolic singular integral operators
The class of the operators T belongs to the class of singular Radon transforms, which was studied by by many mathematicians (we refer the readers, in particular, to [1, 8] )
.
Although some open problems related to the boundedness of parabolic Marcinkiewicz integral in the oneparameter setting remain open, the investigation of L p estimates of the Marcinkiewicz integral on product spaces has been started (see for example [9, 10] .) Let˛i ,ˇj be fixed real numbers with˛i ;ˇj 1 (i D 1; 2; ; n and j D 1; 2; ; m).
, h is a measurable function on
and is a real valued and measurable function on
We define the parabolic Marcinkiewicz integral operator M S m 1 / for any 1 < " < 0.
On the other hand, Al-Salman in [9] extended the result in [14] . In fact, he proved that
We point out that the parabolic singular integral operator on product domains of the form
is being under investigation by one of our graduate students. In fact, he shall prove the
In view of the result in [4] ; that is the parabolic Marcinkiewicz integral in the one-parameter setting, defined as in We shall obtain an affirmative answer to this question, as described in the following theorems.
Then there exists a constant C p (independent of , h, , and q) such that
The conclusion from Theorem 1.1 and the application of an extrapolation method as in [16, 17] lead to the following theorem.
Here and henceforth, the letter C denotes a bounded positive constant that may vary at each occurrence but is independent of the essential variables.
Preparation
In this section, we give some auxiliary lemmas used in the sequel. We shall recall the following lemma due to Ricci and Stein. 
The constant C p is independent of 0 i s and f . 
It is easy to prove this lemma by using Lemma 2.1 and the inequality
x; /.y/, and ı denotes the composition of operators.
Lemma 2.3 ([5]
). Suppose that 0 Ä Ä 1. Let m denote the distinct numbers of f˛i g. Then for u; 2 R N , we havě
where C is independent of u and . where j ;h;t;s j is defined in the same way as ;h;t;s , but with replacing h by jhj and by j j. We write k t;s k for the total variation of t;s and a˙r D minfa r ; a r g.
In order to obtain Theorem 1.1, we need to prove the following lemmas.
Lemma
Then there are constants C and w with 0 < w < minf
where m 1 ; m 2 denote the distinct numbers of f˛i g, fˇj g, respectively.
Proof.
it is enough to prove this lemma only for the case 1 < q Ä 2. By Schwarz inequality, we get that . Thanks to Lemma 2.3, we conclude that
for any w with 0 < w < minf ; m 1 g. Hence, by Hölder's inequality we get
By choosing 0 < 2wq 0 m 1 < 1, we get that the last integral is finite, and so
Similarly, we derive
The other estimates in (4) can be reached by using the cancelation property of ; by a simple change of variable, we have that
which when combined with the trivial estimate
In the same manner, we obtain
Therefore, by (5)-(8), the proof of this lemma is complete.
Then there are constants C and w (as in Lemma 2.4) such that
hold for all i; j 2 Z, where Ä D maxf2; 0 g. The constant C is independent of i , j , , Á, q, and Â .
Proof. By using the definition of ;h;t;s , it is easy to show that (9) holds. By Hölder's inequality and a simple change of variables, we have that 
Thus, in either case we have
where Ä D maxf2; 0 g; hence, by Lemma 2.4 we obtain
and 
Therefore, when we combine (11) with (12), we deduce
Proof. By Hölder's inequality, we have
Thus, by using Minkowski's inequality for integrals and Lemma 2.2 we get
The following lemma can be obtained by applying the arguments (with only minor modifications) used in [4, 19] .
for some > 1. Then for any functions fg i;j . ; /; i; j 2 Zg on R n R m , there exists a constant C r such that
for any r satisfying j1=r 1=2j < minf1=2; 1= 0 g.
Proof.
On one hand, let us consider the case 1 < Ä 2. So, j1=r 1=2j < 1= 0 . If 2 Ä r < ; then by duality,
j ;h;t;s g i;j .x; y/j 2 dt ds t s .x; y/dxdy: By Schwarz's inequality, we have
Hence, by a simple change of variables we derive that
e . x; y/dxdy 
However, if 
;h;t;s g i;j .x; y/ ' i;j .x; y; t; s/ dt ds t s dxdy
where ‡ .'/.x; y/ D X i;j 2Z
j ;h;t;s ' i;j .x; y; t; s/j 2 dt ds t s :
j ;h;t;s ' i;j .x; y; t; s/j 2 dt ds t s .x; y/dxdy
Thus, by the last inequality and (13) Ä r < 2. Using the same technique as above gives the conclusion of this Lemma for the case 2. Consequently, the proof is complete.
Proof of the main result
We prove Theorem 1.1 by applying the same approaches as in [5, 14] , which have their roots in [20] . Let us assume that h 2 .R C R C / for some > 1. Then by Minkowski's inequality, we get that 
Take Â D 2 q 0 0 . For i 2 Z, let f i g 1 1 be a smooth partition of unity in .0,1/ adapted to the interval I i D OE.Â i 1 /; .Â i C1 /. Specifically, we require the following:
where C k is independent of the lacunary sequence fÂ i I i 2 Zg. Define the multiplier operators
.M i Ck;j Cl f /.x; y/. Therefore, by Minkowski's inequality we obtain By Interpolation between the last inequality and (16), we reach (16) . Consequently, the proof of Theorem 1.1 is complete.
