Abstract. In this paper we study two families of functions Fe and F0, and show how to approximate the functions in the interval [-1,1]. The functions are assumed to be real when
Let further £Pm be the set of all real polynomials of degree not higher than m such that the polynomials belong to the set Fe if m is even and to the set F0 if m is odd. We determine the least squares approximation for the function / e Fe (or F") in the class 9,ln (or á^n + i)' with respect to the norm ||/|| = ((/,/))1/2, where the inner product is defined by (/,g) = j1_lf(x)g(x)w(x)dx, with f,g<= L2[-l,l]-/¿I-1,1] and w(x) = (1_JC2)A-l/2
We also consider the general case when / is neither an even nor an odd function but /sL2[-l,l]and/(-l)=/(l) = 0.
Using the theory of Gegenbauer polynomials we obtain the approximating polynomials in the form </>2"(*) = ¿¿".¿O-*2)* when/sF, and <t>2" + i(x) = *Y, en,k(l -x2)k when/ef;.
*-i
We apply the general theory to the functions f(x) = cos(7rx/2) and f(x) = J0(aox), where a0 = {minx > 0: J0(x) = 0}. 0. Introduction. In [12] Wrigge and Fransen considered two families of functions, viz., F and H, and showed how these functions can be approximated on [0, 1] by polynomials of the form k k L cn>,(*(l -*))" and (l-2x)XX,,(*(l-*))".
«=1 n=l
They used the L2-norm with respect to the weight function w(x) = (x(l -x))q, where q e {0,1,2,...}. This method of approximation can be further generalized, as was shown in Wrigge [11] , by using Bernstein polynomials.
However, a better and more natural way is to use Gegenbauer polynomials CkX(x) orthogonal with respect to the weight function w(x) = (1 -x2)x~1/2, x k [-1,1], X > -1/2.
The families of functions to be approximated are denoted by Fe and F0 (defined in the abstract) which are natural extensions of F and H used by Wrigge and Fransen [12] . The advantage of our new method is that we can avoid the rather cumbersome manipulations with matrices which were found necessary in the work of Wrigge and Fransen.
1. Preliminaries and Definitions. We define the Gegenbauer polynomials {CnX(x)} by means of the generating function 00 (1 -2xt + t2)~x = £ C"tX(x)tn, x±o.
Using this generating function and some manipulations we may prove the recurrence relations
Starting values are given by Cox(x) = 1, Cix(x) = 2Xx. In the sequel we will also need the formulae (1) = (/c + 2A-l) = (2A)* and CàiX(-*)-(-l)*Cw(x).
Of interest is the limit behavior of Ck x(x) when X -> 0, given by (see, e.g., [10, p. 
81])
Hm ^± = \Tk(x), k = \,2,...,
where Tk(x) denotes the Chebyshev polynomial of the first kind. More important to us are the following two relations, since they enable us to write the approximating polynomials in a form similar to that used by Wrigge and Fransen [12] , (1.3) C2kiX(x) = C2*>x(l) 2Fl(-k,k + X; \ + i; 1 -x2),
(1-4) C2k+1,x(x) = C2k+ltX(l)x2F1{-k,k + X + 1; X + \; 1 -x2) (see, e.g., Erdélyi et al. [3, p. 176] ).
We next prove the following auxiliary result (see also a paper by Rakovich and Vasic [7] ).
hold.
Proof. We could use the Christoffel-Darboux identity
where qm = (m + l)!A(X)/2X(2X)m (see, e.g., [1, p.785] ) in combination with (1.2).
However, there exists a simpler proof based on induction. The statement of the lemma indeed may be written in the form Let further á*m be the set of all real polynomials of degree not higher than m and such that the polynomials belong to the set Fe if m is even and to the set F0 if m is odd.
We will determine the least squares approximation <$>2n (or $2n+1) f°r tne function / <= Fe (or FJ in the class ^2n (or ^2n+1),with respect to the norm ||/|| = ((/, /))1/2, where the inner product is defined by (1.8) . For this approximation we have (1.9) min ||/-*|| = ||/-*2" II when/eF,, w/We 0O = l and 0" = 2, w/iew n > 1.
JVoie 1. 77ie approximation with constraint <i>2n(x) turns out to be the truncated expansion in Gegenbauer polynomials with a multiple of S0(x) (= A(X)C2n x + 1(x)) added to satisfy the constraint at x = 1, i.e., S0(x) (2.1)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where §2n(x) is the least squares approximation without constraint given by (see, e.g.,
Proof of Theorem 1. Let / e Fe and X * 0. In order to find the minimum of the "distance" ||/ -$2n|| under the constraint </>2"(l) = 0, we represent $2" as a linear combination of the Gegenbauer polynomials {C2kX(x)} and consider the associated function De, viz.
where ¡i is a Lagrange multiplier, whose value we have to determine. We must have
From the constraint $2"(1) = 0 we find
where $2n is given by (2.2) and S0 by the lemma. Now, we note that the formula (2.1) follows from (2.2), (2.3) and (2.4). On the basis of the above and the formula (2.1), we obtain the assertion of Theorem 1 for X ^ 0. We note that a" 0(X) = 0. The case X = 0 is handled by means of a limit process. D It is of some interest to compare approximations without constraints with our approximations with constraints. First of all, we note that <t>2"(xk) = $2n(xk), where xk is any zero of the polynomial C2n x+1. Assuming / e Fe, define and
where ir2n is the set of all real polynomials of degree less than or equal to 2m. We note that &2n c ir2n. Using standard calculations and the constraint $2"(1) = 0, we
where dk is given by (2.3) and (2.4). We also note that
Using the lemma and the value of \i from (2.4) we obtain jJ)(w + X + l)ik(x + * + i)-(j)(« + X + 2)t(x + i),in>fc.
When X = 0 we have bnAV = j^ ¿(AT2m+M%0).
\2)k+l m=0
Note 2. The approximation with constraint $2"+i(.k) turns out to be the truncated expansion in Gegenbauer polynomials with a multiple of S±(x) (= A(X)C2n + lx + 1(x)) added to satisfy the constraint at x = 1, i.e., <t>2n+Ax) = <i>2"+i(*) -¿2«+i(l)y7Yy>
where $2" + 1 is the corresponding least squares approximation without constraint.
The approximation over the interval [0,1], which was treated in [12] , may be obtained from Theorems 1 and 2, if we replace x by 1 -2x. The case X = q + \, where q e {0,1,2,...} was investigated by Wrigge and Fransen [12] .
We have found it convenient to introduce two further notations, viz.
¿n,,(X) = A(XK,,(X) and enJt(X) -A(X)f>n,,(X).
Sometimes we will omit the variable X and write only d" k and en k. The approximating polynomials in Theorems 1 and 2 may then be written as n n </>2"(-x)= E ànk(\ -x2)k and <i>2n+i(x) = x L e"k(l -x2)k.
k=l k=\ 3. Approximations With More General Constraints. The approach of approximation developed in Section 2 clearly enables one to introduce more general constraints, such as f(a) = <¡>(a), or even more generally L$ = c = const, where L is a linear functional.
Suppose, e.g., that / e Fe; then we could study the problem min ||/-$|| subjectto / f(x)dx= f <t>{x)dx.
This problem becomes very natural in case f(x) is an even probabihty density function defined on [ -1,1]. Then of course ¡\\f(x) dx = 1. We will here not go too much into details but will only give some examples to show the complications involved. We start with the " most natural" generalization of the problem dealt with in Section 2, viz.
Let /e Fe, minimize ||/-$2"|| subject to $2" e 0>2n and $2"(a) = f(a), where a G [0,1).
Put as before $2" = T."k-0dkC2k x(x) and define
where [i and y are Lagrange multipliers, whose values we will determine. In order to minimize A^ we must have, for /' = 0,1,2,..., n, 9Af = -2(/,C2a) + 2h2ld, + MC2liX(l) + yC2a(a) = 0.
3d.. The constraints $2"(1) = 0 and $2"(a) = f(a) yield the system of equations We note that A(x, t) = A(t, x).
Since in Section 4 (Example 4.3) we will approximate f(x) = cos(wx/2) with the extra constraint $2"(0) = 1, it is convenient to take a closer look at the sums occurring in (3.1).
From the lemma we conclude that (f,A(l,x)) = A(X)(f,C2nX+ï), and the Christoffel-Darboux identity [cf. The case x = t is handled by a limit process. Thus we get
Qn+i.x+nO C2nX+l(t) Q« + 2,\(0 c2n + ix(t) where Q = (2n + 1)(2X + 2« + 1)A(X)/(2X + 1).
In the sequel we will have occasion to investigate another constraint, viz., for /e FeC\ Cl[-1,1] solve (3.2) min||/-$2J subject to $2n e ^2" and $2"(l) = /(l) # 0.
The reason why this particular constraint is of interest is the fact that the relative error at x = 1 vanishes subject to the constraints given in (3.2).
For the problem stated in (3.2) we introduce ûe = f /(*) -Ê dkC2k,x(x)\ *(x)dx + ft E rf*C**.x(l) -(X + l)(X + 2)C2n_ux+3(x)).
4. Examples. As may be seen from Theorems 1 and 2 in Section 2, a main difficulty when calculating the least squares approximations is to achieve high-precision values of the inner products A quick way to evaluate (4.3) is the following. We "invert" the relation (1.3) and write {\-x2)k=lZvn,x{k)C2n,x(x), m^k.
n-0
Then, because of orthogonality, we get (4.4) G2mJ\) = ,imJk)\\C2mJ2.
It is also possible to expand C2mX(x) in powers of x2 or 1 -x2 and then evaluate the elementary integrals that arise. The formulae we then get are, however, much more complicated than (4.4). Since the norm ||C2m x|| is well-known, we have thus evaluated the coefficients fim x(k), which means that we have succeeded to explicitly invert the relation (1.3) .
(c) An appropriate numerical method for the determination of the integrals ymX(f) is the application of Gauss-Gegenbauer quadrature to (4.1). Error bounds for Gaussian quadrature of analytic functions were developed by Gautschi and Varga [4] (see also Smith [9] ). Since (4.6), (4.7) is ill-conditioned as it stands, we had to rewrite it and could then use Miller's algorithm. We thus calculated C0(k) and C2(k) for k = 1,2,..., 70. The convergence was very fast.
Example A3. In this example we consider f(x) = cos(wx/2) with the extra constraint $2"(0) = 1. As weight function we choose w(x) = (1 -x2)~1/2, i.e., X = 0. We then approximate cos(7rx/2) in L2-norm (with the mentioned weight function) by a polynomial of the form 
