We present a fast algorithm for the construction of a spectral projector. This algorithm allows us to compute the density matrix, as used in e.g the Kohn-Sham iteration, and so obtain the electron density. We compute the spectral projector by constructing the matrix sign function through a simple polynomial recursion. We present several matrix representations for fast computation within this recursion, using bases with controlled space-spatial frequency localization. In particular we consider wavelet and local cosine bases.
Introduction
The goal of this paper is to introduce fast algorithms for computing spectral projectors. Although spectral projectors have a wide range of applications, we deal here primarily with density-matrix computations as they arise in the Kohn-Sham scheme.
The Kohn-Sham scheme provides a way to compute the ground state density of an arbitrary interacting system of n electrons. In a typical problem, given the positions and charges of nuclei, we would like to know the wave function describing the n electron ground state of the system. Since the wave function Ψ acts on 3n variables, it is too expensive to obtain. Instead, in density-functional theory (see e.g. [DG90] ) and other related theories one asks for the electron density, denoted ρ n (x), which gives the probability of finding an electron at x, i.e. ρ n (x) = |Ψ(x, x 2 , . . . , x n )| 2 dx 2 . . . dx n .
In order to construct the density as the limit of an iterative process, the Kohn-Sham scheme produces a sequence of densities and potentials. At iteration i we compute a new (auxillary) potential
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2 from the previous density by
where V 0 is the potential induced by the nuclei. Although the correct functional W for this process is not known, various approximations are in use (see e.g. [DG90] ).
To compute the new density, one finds the n smallest eigenvalues (with multiplicities) {λ j } of the Hamiltonian −∇ 2 + V i (x) and their corresponding eigenfunctions {ψ j (x)} and forms
If the densities ρ i n (x) converge to some functionρ n (x), then the functionρ n (x) is the density of the system.
In order to avoid the costly computation of the eigenfunctions, the density can be constructed as the diagonal of the density matrix. Given a value µ such that λ n < µ < λ n+1 , the density matrix is defined as P µ (x, y) = P n (x, y) = λj <µ ψ j (x)ψ j (y).
Although we have defined it using the eigenfunctions, the density matrix can be constructed without computing the eigenfunctions explicitly. The density matrix approach is used in several methods. For example, in [LNV93] and [Koh96] the density matrix is constructed using a variational approach.
In [GC94] [GT95] [BHG97] [BDS98] [KHH96]
, the authors use the Chebyshev polynomials to approximate the density matrix. Although not directly related to the computation of the spectral projector and density matrix, we would like to mention [RSDD97] and the references therein, where fast methods for the computation of the density of states are developed. In our approach we compute the density matrix as a spectral projector by computing the sign function. The standard methods for computing the sign function may be found in the survey [KL95] . More recently in [AT92] and [HLTT] , polynomial recursions for the sign function are applied to the problem of computation of eigensystems, with the goal of parallelizing such computations. The attractive feature of polynomial recursions versus Chebychev polynomial approximations is that the order of approximation grows exponentially rather than linearly. The main difficulty in using polynomial recursions is that they require matrix-matrix multiplications and thus are not suitable for large-size problems. The key point of our approach is that we consider matrix representations that remain sparse (up to finite but arbitrary accuracy) throughout the iteration that produces the spectral projector.
We present a set of tools for the fast computation of the sign function within the polynomial iteration. We observe that it is very important to construct an efficient representation of the Hamiltonian, which is the starting point for our iteration. To this end we use a 'rough' projection of the operator onto an adapted wavelet subspace sufficient to represent the density matrix. We show that the wavelet system of coordinates provides a suitable choice for projectors corresponding to the lowest eigenvalues. Due to physical considerations, the computational cost will scale cubicly in the number of electrons per atom (which is never a very large number). Using a sparse representation within this 'rough' subspace allows us to obtain linear scaling in the number of atoms. The efficiency of the linear scaling method depends on electron locality, but even when some electrons are poorly localized, most are well localized, so we can represent the non-local portion of the density matrix efficiently using singular value decompositions of appropriate pieces. We demonstrate our basic approach on a one-dimensional example and indicate considerations for two and three dimensional implementations.
For the case where the number of eigenfunctions included is large (in many other applications of spectral projectors) we present a multilevel partitioned representation of matrices (a technique due to Rokhlin and his collaborators [JMR94] , [HR95] , [RY98] ) which is based on singular value decompositions of submatrices. We explain the computational gain using the Christoffel-Darboux summation formula (see also [JCA97] ). We also present a method for partitioning the spectrum for the case where different sets of eigenfunctions require different bases for efficient representation.
Specifically, in Section 2 we define the matrix sign function and present the polynomial recursion to construct it. In Section 3 we develop tools to keep the matrices sparse during this recursion. We present the basic ideas within that section, and defer the details to Appendix A. In Section 4 we consider a numerical example to illustrate the claims of Section 3. In Section 5 we discuss extensions of these techniques to multiple dimensions and, finally, make conluding remarks in Section 6.
The Sign Function and Associated Projectors
The ordinary sign function is defined on (−∞, ∞) by
For a matrix or operator of the form
with λ j real and {ψ j } an orthonormal set, we define
We construct the spectral projector from the sign function using
Remark 2.1 For non self-adjoint T , the sign function in (5) is defined as the sign of the real part of λ.
Remark 2.2 We could use the Heaviside function (I − sign(−x))/2 instead of the sign function in (7) and construct the projector in the analogous way.
Recursive construction
In this paper we use a polynomial recursion (also used in e.g. [AT92] and [HLTT] ) to compute sign(T ). The algorithm consists of the following steps:
Other polynomials may be used in place of the one above; see [HLTT] for a discussion of the various choices.
We first demonstrate that T k → sign(T ) in (9). Observe that if U is the unitary transform that diagonalizes T 0 , then it also diagonalizes all T k for k = 1, 2, . . . . Thus, we need only show that the scalar iteration λ k+1 = (3λ k − λ [−1, 1] the function (3λ − λ 3 )/2 is increasing and has the fixed points λ = −1, 0, 1 and no others. Since
we either have 0 < λ k < λ k+1 ≤ 1 or −1 ≤ λ k+1 < λ k < 0. Therefore, λ k ≡ 0 if λ 0 = 0, λ k → 1 if 0 < λ 0 ≤ 1, and λ k → −1 if −1 ≤ λ k < 0. Both −1 and 1 are stable fixed points. The number of iterations needed for (9) to converge to accuracy is O(c log 2 κ + log 2 log 2 (1/ )), where κ is the condition number of T 0 . At the beginning of the iteration, the smallest (say positive) eigenvalue of T 0 is like κ −1 . Expanded about λ = 0, the scalar recursion is approximately λ k+1 = (3/2)λ k . The number of iterations needed for κ −1 to reach some intermediate value like 1/2 is thus O(log (3/2) κ). Now we enter the regime where (1 − λ k ) is small and convergence is quadratic. From this point to achieve precision takes O(log 2 log 2 (1/ )) iterations.
The recursion (9) requires matrix-matrix multiplications and so still appears to be costly as a computational tool. We, however, provide a mechanism for maintaining sparsity of the matrices during the recursion. In [BSTT94] , symmetric band reductions are used for this purpose. Our approach is based on using wavelets or other representations (local cosine, multiwavelets, partitioned SVD) to maintain sparsity during the recursion. In the future we plan to investigate whether the approach of [BSTT94] can be incorporated into our approach as well.
One of the advantages of (9) is demonstrated in the proof above, namely, a monotone evolution of eigenvalues throughout the iteration. We observe that selecting a representation so that the original Hamiltonian and the resulting sign function are sparse appears to be sufficient for maintaining sparsity in the intermediate matrices.
One simple but very important observation is that the compressibility (sparse representation for finite but arbitrary accuracy) of projectors may be different than that of the individual eigenfunctions. We also note that computation of the projections via (9) has qualitatively different properties than that of the direct computation of individual eigenfunctions. Namely, if an eigenvalue has high multiplicity, the algorithms for direct computation of the eigenfunctions have difficulties, whereas the only difficulty that might occur in (9) is a possible loss of accuracy if T 0 has a nullspace or a high condition number.
Remark 2.3 The iteration step in (9) is equivalent to the 'purification transform' of McWeeny [McW60] , where it is used as a correction in a variational method rather than as a recursion.
Remark 2.4 The following recursion (see e.g. [KL95] ) also provides an algorithm for computing sign(T ) for the matrix T ,
where T −1 k is a generalized inverse (if T has a null-space). We avoid this formulation because it requires computing an inverse, and does not preserve the ordering of the eigenvalues. We also point to Appendix B where the spectral projector is expressed as an integral of Green's function.
Tools for Sparse Representation
In this section we develop several representations for fast matrix-matrix multiplications within the recursion (9). We present these ideas briefly in this section, and defer estimates and proofs to Appendix A. We consider only one dimensional problems here and mention considerations for multiple dimensions in Section 5.2.
The representations of this section are critical to our approach since they control the speed of the algorithm. We describe an adapted discretization of the Hamiltonian for a single atom in Section 3.1. In Section 3.2 we consider the sparsity of the spectral projector for several atoms and introduce additional structure into the representation. In Section 3.3 we demonstrate a method suitable for projectors where n, the number of eigenfunctions of interest, is large (e.g. above the Fermi level).
The Adapted Representation of the Hamiltonian
In order to construct the spectral projector using the sign function iteration (9) we must first convert the true hamiltonian H = −∇ 2 + V (x) to matrix form. This can be done by either sampling in space, or representing the operator in some basis. We will represent it on a basis because this will allow us access to both the space and spatial-frequency domains. We will consider only orthonormal bases. We have observed that (quite naturally) the way in which the initial discretization is handled has a strong effect.
The representation of H on some finite set of basis functions can be viewed as a projection of H onto a subspace. We will call this projector P a 'rough projector' and apply the iteration (9) to the matrixH = PHP. The projector P identifies the subspace spanned by the first n eigenfunctions. In discretizing the origional Hamiltonian, we would like to project it on a subspace that (i) includes the subspace indicated by P with controlled accuracy, and (ii) is not significantly larger than the subspace indicated by P . Formally, these conditions mean ||PP − P || < for some desired accuracy , and the operator P(I − P ) has small rank. In order to construct the rough projector P we need basis functions with controlled localization in both space and frequency. The necessity of this localization is implied by an analysis of the instantaneous frequency of the eigenfunctions. It is clear that to be efficient, P must be adapted to the potential V (x) and the energy cutoff µ. Near the nucleus the eigenfunctions are more oscillatory, so P must allow higher frequencies.
Note that P does not need to 'resolve' or 'capture' H itself, but only P . Other eigenvalues and eigenvectors of H will be changed by P, but an orthogonal projection does not change the sign of the eigenvalues. See Appendix A.1 for a more detailed discussion of the effect of a rough projector.
We choose P to be a projection onto a collection of wavelets. The design of P is based on the potential V (x) and eigenvalue bound µ only. The size of µ − V (x) determines the maximal 'instantaneous frequency' and therefore the necessary sampling rate (i.e. wavelet subspace). The derivative of V (x) determines how much 'frequency spillage' we will have, and thus how well P can match P locally. We will characterize this subspace using an instantaneous frequency perspective. In Appendix A.2 we provide a rigorous justification using the local cosine basis (see e.g. [CM91] [Wic94]) and we indicate below how to translate this to the wavelet basis.
The eigenfunction
and thus 'instantaneous frequency' λ n − V (x). Intuitively this says that ψ n 'lives' on the curve ξ = ν n (x) = λ n − V (x) in the x × ξ (space × spatial frequency) phase plane. On the phase plane a local cosine basis element is viewed as a rectangle with x-support on its base interval, shifted in ξ by its frequency, with area a constant (depending on the normalization). Intuitively, those boxes that intersect ν(x) should correspond to local cosine elements that yield significant coefficients (see Figure 1 ). The important conclusion from the estimates in Appendix A.2 is that for potentials of the form −C/|x| (in one dimension), the number of local cosine basis functions needed to construct P is proportional to √ C ≈ n, where n is the rank of P . We can thus representH as an O(n × n) matrix in this adapted local cosine coordinate system and compute P in O(n 3 ) time using the recursion (9). For a single atom this result may already be sufficient for the fast computation of P , since n is never very large. In the following sections we give further representation techniques to deal with multiple atoms and the case where the number of eigenfunctions is large.
To translate the above results to a wavelet representation, we need only note that the wavelet partition of the phase plane is compatible with the type of partition desired for P. In particular, high frequency is associated to small spatial support and high change in frequency (see Figure 2 ). We therefore can representH and P as O(n × n) matrices in an adapted wavelet subspace. The constant involved will depend on the choice of wavelet and the desired precision . The dependence on for a wavelet expansion is generally log(1/ ), yielding matrices of size O(n log(1/ )×n log(1/ )).
In what follows we use the standard form of the matrices, which is equivalent to simply changing our system of coordinates into the wavelet basis, and note that it is also possible to use the nonstandard form of [BCR91] , [GBD98] .
Remark 3.1 One could construct P using the atomic orbitals. At low precision this should perform well, since the atomic orbitals match the eigenfunctions well. At higher precision, however, atomic orbitals are a poor choice because they do not allow local refinements adapted to the particular potential in use.
Remark 3.2 If we choose the subspace for P 'too small' the density constructed will still be an approximation of the true density (see Appendix A.1). Early in the Kohn-Sham iteration it may even be desirable to use an approximate density.
Multiple Atoms
In this section we consider the case where we have N nuclei, each with n electrons. Besides the rough projection P, we will need additional structures for the sparse representation of our matrices. We design our representation so that the final answer, the projector P , will be sparse. The initial Hamiltonian is banded and so will also be sparse in our representation. It appears that due to the monotonicity properties of the recursion (9), choosing a representation so that the initial Hamiltonian and final projector are sparse is sufficient for maintaining the sparsity of the intermediate matrices.
In this section we first produce linear scaling in N , as others have done. Second we provide additional structures to reduce the constant in the complexity estimates.
As a first step we note that at any point in the recursion many of the matrix entries may be less than and can be neglected, leaving a sparse matrix. For a single atom and moderate number of eigenfunctions n, such a sparse representation may provide only a limited benefit. However in the case where we have N nuclei, each with n electrons, this sparse representation provides a significant benefit. Without it we would have O(nN × nN ) matrices and therefore an O((nN )
3 ) algorithm. As others (e.g [Koh96] 
) have noted, the locality of the electrons (eigenfunctions) allows us to obtain linear scaling in the number of nuclei N . The basic argument is as follows: For an eigenfunction to represent a bound state electron, it must be L 2 normalized and hence decay at infinity. Methods like WKB allow us to estimate the decay of the eigenfunction and thus the region where it is numerically significant. Suppose the amplitude of the eigenfunctions is significant for d units, where atoms are s units apart and d > s. If we use a K point discretization per unit, then the matrix is banded, with bandwidth d · K and diagonal length
2 ) may be quite large.
By using the wavelet coordinate system and the rough projector we can reduce this constant. The matrix can be organized into a set of blocks, each representing the interaction between a pair of nuclei (including self-interactions). We will discuss this structure here at a fixed (wavelet) scale and act as if there were only this scale and a coarse scale. Since the main estimate used for the blocksize is O(n × n), which includes the contributions from all scales, in what follows we need not sum over the scales to obtain the overall estimate. We decompose the projector into matrix blocks
where· denotes the wavelet transform, x and y are wavelet coordinates, and the restriction x ≈ i means x is near nucleus i. Each block is an O(n × n) square of (possibly) significant entries, surrounded by entries less than . This empty area between blocks is the classically forbidden region. In this region ψ k is a smooth (decaying) function, which can be represented by a small number of coefficients at a coarse scale.
2 ) entries and can be multiplied in the recursion in O(N · (d/s) 2 · n 3 ) operations. The constant has been significantly reduced, but may still be too large for some problems. The fact that wavelets are well-suited for representing wave functions has been noted in [LAE98] .
If the number of nuclei in interaction range (d/s) is large, we will need an additional technique. The block B ij is formed by eigenfunctions that have a significant component near both nuclei i and j. The number of entries in B ij is determined by the highest energy eigenfunction ψ n . This eigenfunction has the slowest rate of decay, and so we expect the off-diagonal blocks to remain full (O(n×n)), and decay (perhaps slowly) in amplitude as |i−j| increases. Lower energy eigenfunctions, however, will decay much more rapidly, so B ij , although full, will become low rank (up to ) long before |i − j| > d/s. We can represent these blocks using the singular value decomposition (SVD) and obtain a much more efficient representation. This technique takes advantage of the fact that core electrons only interact at short distances.
Partitioned SVD Representations
As the number of eigenfuctions n increases, the cost of computation using wavelet compression may increase like n 3 . In physical systems the number of eigenfunctions per atom is never very large, and the localization of the eigenfunctions keeps the representation sparse. In other applications of projectors, we may have a situation corresponding to keeping a large number of eigenfunctions (above the Fermi level) on a single atom. For this case, we propose a technique that should be insensitive to n, or even improve for large n. The representation we use was developed by Rokhlin and his collaborators [JMR94] , [HR95] , [RY98] . We use it to exploit the implications of the ChristoffelDarboux summation formula (see [JCA97] ). This theorem does not apply in our case, but a similar approximate result does hold. We first present the Christoffel-Darboux summation formula and a sketch of Rokhlin's approach. Then we present the approximate result that holds in our context.
be a set of normalized orthogonal polynomials on [−1, 1] constructed from 1, x, x 2 , . . . by Gramm-Schmidt orthonormalization with respect to some weight w(x)dx. Then {p k (x)} ∞ k=0 satisfies a three term recurrence initialized by p −1 (x) = 0, p 0 (x) = a 0 , and with general term p n (x) = (a n x + b n )p n−1 (x) + (a n /a n−1 )p n−2 (x).
Since the proof is brief, we present it here. Proof: Expanding the numerator using the recurrence relation we obtain
Dividing this by a n+1 (x − y) reveals the top term in the sum, and we are left to prove the same theorem with n replaced by n − 1. The theorem follows by induction. This theorem says that the projector onto the first n polynomials is significantly less complicated than the set {p k (x)} n k=0 . The kernel (p n+1 (x)p n (y))/(x − y) naturally factors into
The matrices D 1 , D 2 are diagonal and can be applied with ease. A is not diagonal, but is compressible when partitioned as in Figure 3 . On each off-diagonal square A is a low rank matrix in the sense that its singular value decomposition has only a few singular values above a given threshold. D 1 AD 2 must then also be of low rank (verified by direct evaluation). To represent D 1 AD 2 on a square, we need to store some number of singular values, and the corresponding singular vectors, each with length the size of the current square. The cost to represent the entire matrix is the same as for A in this representation, which is O(K(log K)
2 ) for a K point discretization. We call this a partitioned SVD representation (PSVD).
Remark 3.5 It might be possible to compress the singular vectors as well. The low rank of A is not sufficient to imply D 1 AD 2 is compressible in a wavelet basis, however. For compressiblity of D 1 AD 2 we would also need the vectors which are the diagonals of D 1 and D 2 to be compressible. For example, if D 1 and D 2 are random diagonal matrices, the product D 1 AD 2 appears random to the wavelets, and no compression is possible.
When matrices in PSVD form are multiplied, it creates multiple contributions to each part of the output matrix. To return to the PSVD form, we must add these contributions and move them to the correct size square. This process is similar to multiplying in non-standard wavelet form [GBD98] .
The projectors we are considering are not formed from orthogonal polynomials and so Theorem 3.4 does not directly apply. The theorem does hold for objects derived from orthogonal polynomials by changes of variables. In particular it holds for the Chebyshev polynomials T n (x), which under the change of variables x = cos θ become T n (cos θ) = cos(nθ). Theorem 3.4 thus holds for cosines, after the appropriate change of variables. The cosines are eigenfunctions for the Hamiltonian −∇ 2 which we will consider as our prototype, with other Hamiltonians a perturbation of this by a potential.
We note that for the eigenfunctions of −∇ 2 we could bypass Christoffel-Darboux and use instead the formula for the projector onto exponentials (valid in any dimension), 1 − e i(x−y) .
The approximate version of Theorem 3.4 that holds in our case is based on the claim that −∇ 2 and −∇ 2 + V (x) are 'spectrally equivalent' in the following sense: Let R m be the projector onto the first m cosines (or exponentials). We will decompose P as
(see Figure 4) . The Christoffel-Darboux theorem applies to R m , so it can be represented efficiently in the PSVD. We claim there is an m so that (I −R m )P and (I −P )R m are either low rank or highly localized. Supposing (I − R m )P or (I − P )R m is of rank r, it adds at most r singular values to each PSVD square, and thus at most rK log K additional coefficients in the PSVD representation. If (I − R m )P or (I − P )R m were highly localized, it would interact with only a few squares, and thus add few additional coefficients in the PSVD representation. It is also acceptable for (I − R m )P or (I − P )R m to consist of a low rank part plus a localized part. Estimates for this spectral equivalence appear in Appendix A.3. 
Numerical Examples
In this section we test our methods on a simple one dimensional example. The first question we wish to answer is how many iterations are required for convergence, as a function of the condition number of the initial matrix. Second we test how well our wavelet and PSVD representations compare to direct (sparse) matrix multiplications. This comparison is done for both high and low µ (equivalently n).
To determine the number of iterations required we consider the operator T , a 512 × 512 discretization of −∇ 2 with periodic boundary conditions. Since the smallest eigenvalue of T is 0, T 0 = T /||T || + κ −1 I has condition number κ. (In the general problem, the condition number is the band gap divided by the matrix norm.) We then see how many iterations it takes for T 0 to converge to the identity to accuracy for several values of κ. According to Section 2.1, we should have convergence in O(log κ + log log(1/ )) iterations, and the O(log κ) portion is confirmed in Table 1 . See [HLTT] for a more detailed analysis of the convergence of this iteration. To test the sparsity of our representations we consider a 512×512 finite-difference discretization of the operator −∇ 2 −300/|x| on the interval [−1/2, 1/2] with periodic boundary conditions. In our first example, we choose µ = 0 and construct the projector onto the 15 eigenfunctions with eigenvalues less than µ. In our second example, we choose µ so that we project onto 70 eigenfunctions. In all cases we use a fifth-order finite difference approximation for the second derivative and arrange for the singularity in the potential to occur between sample points. The wavelets used were coiflets with seven vanishing moments.
Condition number of T
Example 4.1 First we use µ = 0 (n = 15) and produce Figure 5 . Plotted is the number of coefficients used to represent the matrix as a fraction of size of the full matrix, 512
2 . The first plot is using standard coordinates and representing the matrix in sparse form, with truncation at 10 −8 . Initially the matrix is banded and so sparse, but by the end of the iteration it is full. The second plot is again a sparse matrix representation with truncation at 10 −8 , but is in wavelet coordinates. Initially it mimics the banded form of standard coordinates, but it remains sparse throughout the iteration, improving at the end. In the third plot we use the rough projector to reduce the size of the matrix and then use the sparse structure as before, in wavelet coordinates. The subspace we use for P is given by all wavelet coordinates that the eigenfunctions we wish to capture use at level 10 −8 , and has dimension 322. In the true problem the eigenfunctions are not known, but this choice for P allows us to prove the principle without addressing the problem of the construction of P (see Section A.2). By using this rough projector, we have eliminated the bump in the number of wavelet coefficients in the middle of the iteration. The fourth plot is similar to the third, except the rough projector is set to level 10 −5 , giving P rank 133. The number of coefficients is cut further, without an increase in error, as discussed below. This final method gives about a factor of 16 savings in the size of the matrix and a factor of 64 in the number of computations.
In Figure 6 we plot the error in the density for the methods in Figure 5 . This error is computed as the L 2 norm of the difference in the computed density from the actual density (computed from the eigenfunctions), divided by the L 2 norm of the actual density. We see convergence after 35 iterations, with some loss of accuracy due to conditioning (κ ≈ 5 × 10 5 ). The use of wavelet coordinates yields an extra digit of accuracy. The threshold used for the rough projector need not be tied to the condition number of the matrix. In this example, we are able to use a rough projector to only five digits without increasing the final error. Figure 7 we perform a similar test but with µ such that we capture 70 eigenfunctions. The first plot is using standard coordinates and truncating at 10 −8 . The second plot uses wavelet coordinates with the same truncation. As predicted in Section 3.1, wavelet compression level is of full rank 512, and so provides no relief. The third plot is the number of coefficients needed for the PSVD representation at four levels of subdivision, including storage of the singular vectors, with truncation at 10 −8 . We have not implemented the recursion in PSVD form, so we compute the PSVD from the full matrix constructed at higher precision at each iterate. (Truncation of the matrix tends to produce a large number of singular values just above the threshold.) As suggested in Section 3.3, the PSVD still performs well. In Figure 8 we plot the error in the density for this example. We chose µ between two eigenvalues that are paired, so the band gap is small and κ ≈ 10 6 . We achieve slightly better performance than in Figure 6 simply because we measure relative error.
Example 4.2 In

Extensions
Partitioning the Spectrum
In this section we describe a method for partitioning the spectrum and indicate a situation when such a partition may be appropriate. We expect its greatest utility will be for other applications for spectral projectors, such as in wave propagation.
Let µ < µ < 0. We will partition the spectrum into (−∞, µ ), (µ , µ), and (µ, ∞). Construct the spectral projector P (x, y) onto the interval (−∞, µ ) as above. Then construct
The eigenvectors corresponding to eigenvalues of H less than µ now have zero eigenvalue with respect to H . We can then project onto the (µ , µ) portion of the spectrum of H by computing
The electron density ρ n (x) is recovered by taking the diagonals of P and P and adding. The case where µ > 0 can be treated by applying an appropriate shift and then using the construction above. Such partitioning is useful if for some reason computing P (x, y) and then P (x, y) is easier than simply computing P n (x, y). Within the Kohn-Sham scheme, the lower parts of the spectrum, which correspond to densities which are localized around the nucleus, should converge more quickly under the DFT-LDA iteration than other parts of the spectrum. We may then be able to fix P early in the iteration process and save some work. This idea is similar to the use of pseudopotentials except that we have not modified the potential, but instead the entire operator. We note that H is no longer of the form 'Laplacian plus potential'.
Multidimensional Implementations
Efficient implementation of both wavelet and PSVD representations in multiple dimensions requires careful attention. The straightforward generalization, although available, is not efficient.
In Example 4.1 we demonstrated that choosing a good initial adapted representation was crucial for efficiency. In multidimensional problems the treatment of the singularities (e.g. the Coulomb potential of the ions) will also become critical. We plan to use multiwavelets as a tool of discretization in multiple dimensions. These bases allow us to position boxes so that the point singularities of the ionic potential coincide with the corners of the parallelograms where the multiwavelets are supported. At these corners the multiwavelets are discontinuous already and so should be able to match the singularity with fewer scales than any overlapping wavelet basis. A paper on this topic which is a follow-up to [ABCR93] and [Alp93] is in preparation [ABGV99] .
In addition, in a separate work [BC98] it is shown that for a large class of operators the difference between the operator and its projection on a coarse scale can be represented as a (small) sum of separable operators. This approach is shown to produce an efficient generalization for multidimensional implementation in e.g. wavelet bases. We plan to use these results as a way of implementing the constructions of this paper in multiple dimensions.
Conclusions
We have presented a fast algorithm for the construction of a spectral projector. This algorithm allows us to compute the density matrix, as used in e.g. the Kohn-Sham iteration, and so obtain the electron density. We computed the spectral projector by constructing the matrix sign function through a simple polynomial recursion. We have presented several techniques for fast computation within this recursion, using bases with controlled space-spatial frequency localization.
Since spectral projectors appear in many contexts, we expect many additional applications of our approach. In particular we expect this basic approach to work in molecular dynamics simulations and homogenized wave propagation. We note that the details of the appropriate representation to maintain sparsity may vary.
A Appendix: Mathematical Estimates
A.1 The Effect of a 'Rough' Projection
In this section we examine the effect of the rough projector from Section 3.1. We show that the signs of the eigenvalues are preserved. This fact is closely related to the law of inertia for a symmetric matrix, but we demonstrate it with a simple example. This example also shows the effect of this projection on the eigenvectors. Suppose µ = 0, λ 1 < µ < λ 2 and we have an operator
where {ψ 1 , ψ 2 } are the normalized eigenfunctions and {φ 1 , φ 2 } is some basis. Assuming |b 1 | < we let P be the projection onto φ 1 . Our operator becomes
In the subspace we wanted to keep, the eigenvalue λ 1 becomes λ 1 a
2 )). In the complementary subspace, λ 2 becomes λ 2 a 2 2 ≥ 0.
A.2 The Instantaneous Frequency Perspective
In this section we examine how close P can be to P , justifying the arguments of Section 3.1. We use the local cosine basis and the quantitative quasi-classical method of [Moh99] because they allow rigorous bounds. Local cosine is difficult to orthogonalize in higher dimensions, so we do not use it in practice.
A local cosine basis (see e.g. 
The set {b i (x)c p i (x)} forms an orthonormal basis for the line. The use of cosines instead of exponentials and the half integer frequencies p + 1/2 is crucial for the orthogonality of these functions but has no effect on the decay estimates we need. To simplify the proof, we provide estimates using the exponentials
For simplicity we also consider b i to be supported on I i , rather than overlapping with the neighboring interval.
In Section 3.1 we introduced the notion that those local cosine boxes that intersect the instantaneous frequency ν(x) should correspond to basis functions that yield significant coefficients (see Figure 1 ). To make this notion rigorous, we can apply an integration by parts argument as in [Moh99] .
Theorem A.1 Let I be an interval of length l, ψ i the normalized eigenfunction as above, V * ∈ R, and b I a dilation and translation to I of a bell b on [0, 1]; then
We can manipulate (25) to determine for which p we have | ψ n , b I e p I | ≤ , where is the desired accuracy. If we choose the constant V * to minimize
, then √ V * is the central frequency in the instantaneous frequency ν n (x) for ψ n (x), and we can interpret our estimates on p as defining a band around ν n (x) on which ψ n (x) lives. In Section A.3 we will use this band to show spectral equivalence. For the results of the current section, we are only interested in large p, so it would be sufficient to take V * = 0. Ignoring constant factors, we can conclude | ψ n , b I e p I | ≤ when
The role of the second and third terms in (26) is to give a minimum value for p consistent with the uncertainty principle. Even in a region where V (x) is nearly constant, the act of localizing with a bell implies we will need a certain number of frequencies to represent ψ n . We will ignore these two terms for our main analysis. In order to satisfy the first term in (26) it is sufficient to take
Since √ V * is the typical local frequency, the first term in (27) defines the basic sampling rate. The second term in (27) measures the 'frequency spillage' due to the variation in V (x). If λ n is not available, we can use µ in (27). Applying this theorem on a properly chosen partition allows us to construct P as in Figure 1 .
We wish to calculate the total number of basis functions needed to construct P satisfying ||PP − P || < . We will show that this number is the same order as the dimension of P , and thus P(I − P ) does not have large rank. On any given partition, the contribution of the l √ V * term in (27) to
A.3 Spectral Equivalence
For the techniques in Section 3.3 to be valid in our case, we need estimates to show that −∇ 2 and −∇ 2 + V (x) are 'spectrally equivalent'. In this section we give estimates showing to what degree this is true. Interpreting these results as good or bad will depend on the particular situation.
Theorem A.1 gives decay of local cosine coefficients like |l 2 V * − (pπ) 2 | −1 . In Section A.2 we used this for small V * and large p, but it can also be used for large V * and small p. It is slightly more convenient to compute the length of the set {p : | ψ n , b I e p I | > } than upper and lower bounds on this set, since the decay V * − (pπ) 2 is not symmetric about √ V * . Fixing 0 < x 1 , Theorem A.1 bounds the length of this set for the interval [x 1 , 1], (l = 1 − x 1 ) by (ignoring constants)
As in (26) the second and third terms assure we do not violate the uncertainty principle when V is nearly constant. Since p ≈ lm, we can translate the second part of the first term in (34) to a bound on k − m, where R k P ≈ P and P R m ≈ R m on [x 1 , 1]. This estimate then bounds the the rank of (I − R m )R k which in turn bounds the rank of (I − R m )P . For the potential −C/|x| we obtain
This bound goes to 0 as µ → ∞, but increases as x 1 → 0. Using this method the other term (I − P )R m is negligible on [x 1 , 1] We note finally that the Christoffel-Darboux summation formula is really a local result. We could partition [0, 1] and apply bounds as above on each interval, obtaining a tighter result. Due to the difficulties of interpreting these results on the partition in Figure 3 , we will not pursue this idea. It does suggest however, that the performance of this algorithm may be better than predicted via (35).
B Appendix: Green's Function and Spectral Projectors
One approach to constructing the electron density uses contour integrals:
where G = (H − z) −1 and the contour C has the eigenvalues of interest in its interior. This approach shifts the difficulty from solving an eigenvalue problem at each step in the Kohn-Sham iteration to that of computing Green's function G and integrating over an appropriate contour to obtain ρ n (x). In this appendix we show that our sign function formulation is equivalent to the contour integral (36), namely (I − sign(T − µI))/2 = − 1 2πi
where the contour C is shown in Figure 9 , T is a self-adjoint matrix, and at no point on the contour C is the matrix T − zI singular. We can write the integral (37) as
where U is a unitary transformation which diagonalizes T and D is a diagonal matrix such that T = U * DU . The integral (37) may then be evaluated element-by-element on D, as in
where λ is a diagonal element of D.
We define the parts of the contour C as in Figure 9 . The vertical part, C I , runs from µ − iM to µ + iM . The part labeled C II is a circular arc running through −iM and connecting with the endpoints of C I . We take the limit as M → ∞. 
This series is uniformly convergent for all z on C II . By writing z = M e iθ and dz = iM e iθ dθ, we obtain 
For C I we have z = µ + it and dz = idt,
