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Jun Park
SEMIPARAMETRIC REGRESSION UNDER LEFT-TRUNCATED AND
INTERVAL-CENSORED COMPETING RISKS DATA AND MISSING CAUSE
OF FAILURE
Observational studies and clinical trials with time-to-event data frequently
involve multiple event types, known as competing risks. The cumulative incidence
function (CIF) is a particularly useful parameter as it explicitly quantifies clinical
prognosis. Common issues in competing risks data analysis on the CIF include interval
censoring, missing event types, and left truncation. Interval censoring occurs when
the event time is not observed but is only known to lie between two observation
times, such as clinic visits. Left truncation, also known as delayed entry, is the
phenomenon where certain participants enter the study after the onset of disease
under study. These individuals with an event prior to their potential study entry
time are not included in the analysis and this can induce selection bias. In order to
address unmet needs in appropriate methods and software for competing risks data
analysis, this thesis focuses the following development of application and methods.
First, we develop a convenient and flexible tool, the R package intccr, that performs
semiparametric regression analysis on the CIF for interval-censored competing risks
data. Second, we adopt the augmented inverse probability weighting method to deal
with both interval censoring and missing event types. We show that the resulting
estimates are consistent and double robust. We illustrate this method using data from
the East-African International Epidemiology Databases to Evaluate AIDS (IeDEA
vii
EA) where a significant portion of the event types is missing. Last, we develop an
estimation method for semiparametric analysis on the CIF for competing risks data
subject to both interval censoring and left truncation. This method is applied to the
Indianapolis-Ibadan Dementia Project to identify prognostic factors of dementia in
elder adults. Overall, the methods developed here are incorporated in the R package
intccr.
Giorgos Bakoyannis, Ph.D., Co-Chair
Constantin T. Yiannoutsos, Ph.D., Co-Chair
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death based on the näıve complete case analysis and the proposed
AIPW approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Table 3.8 Variables in the data set simdata aipw . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Table 3.9 Argument of the function ciregic aipw . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Table 4.1 Simulation results of comparison of the proposed method with
naiv̈e method for 50% left truncation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
xi
Table 4.2 Simulation results of comparison of the proposed method with
naiv̈e method for 100% left truncation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Table 4.3 Descriptive characteristics of the study sample . . . . . . . . . . . . . . . . . 105
Table 4.4 Covariate effects on the CIF of dementia and death based on the
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analysis for a 30-year-old male patient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Figure 3.7 The predicted cumulative incidence functions from the proposed
AIPW method for a 30-year-old male patient . . . . . . . . . . . . . . . . . . . . . . . . . . 73
xiii
Figure 3.8 The estimated baseline cumulative incidence function . . . . . . . . . 78
Figure 4.1 The predicted baseline cumulative incidence functions resulted
from a simulation study with sample sizes of 250, 500, and 1,000 under
a 50% left truncation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Figure 4.2 The predicted baseline cumulative incidence functions resulted
from a simulation study with sample sizes of 250, 500, and 1,000 under
a 100% left truncation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Figure 4.3 The predicted covariate-specific cumulative incidence function
of dementia and death for individuals without alcohol use and smoking
at baseline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104




Clinical decision-making benefits from prognostic models. Clinicians often
employ clinical characteristics to make treatment plans, and public health profession-
als use risk prediction of a disease of interest for policy discussions (Wolbers et al.,
2009). Identifying prognostic factors relies on individuals’ absolute risk of a disease or
event of interest. However, various circumstances in cohort studies hinder to estimate
prognostic models, such as competing risks, interval censoring, left truncation, and
missing event types.
Competing risks data are common in cohort studies and clinical trials, where
study participants are at risk of multiple mutually exclusive events or the scientific
interest focuses on the first occurring event among multiple endpoints (Kalbfleisch
& Prentice, 2011; Putter et al., 2007; Bakoyannis & Touloumi, 2012). The basic
identifiable quantities in competing risks data framework are the cumulative incidence
function (CIF) and the cause-specific hazard (CSH) function (Kalbfleisch & Prentice,
2011; Putter et al., 2007; Bakoyannis & Touloumi, 2012; Koller et al., 2012; Andersen
et al., 2012). The CIF describes the cumulative probability of a particular event
type occurring by a certain time in the presence of remaining event types, while the
CSH function estimates the instantaneous occurrence rate of a specific event type in
the presence of the others. It is important to note that the CIF explicitly quantifies
clinical prognosis and is useful for prediction purposes (Koller et al., 2012; Bakoyannis
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et al., 2017). In this dissertation, it is focused on making inferences about the CIF
to build prognostic models.
Truncation and censoring are special features that make incomplete informa-
tion of time in applications of survival analysis. An incident sampling generates
right-censored data if a subset of individuals in the study do not experience the event
of interest until the end of the study (Wolfson et al., 2019). On the other hand, a
prevalent sampling produces left-truncated data because the recruitment of the study
is screened by certain criteria such as a recruitment of individuals with a particular
disease but not the event of interest (M.-C. Wang et al., 1993; Y.-J. Cheng et al.,
2019). Interval censoring is a phenomenon, where the actual event time is not pre-
cisely observed but is only known to lie between two observation times such as clinic
visits in periodic follow-up studies. Left truncation known as delayed entry is a pecu-
liar phenomenon where certain participants enter the study after the onset of disease
under study. These participants with an event prior to their potential study entry
time are not included in the analysis and this can induce selection bias. In addition
to interval censoring and left truncation, the event types for some individuals are
missing due to the usual non-response or by the study design. This introduces an
additional complexity in the analysis of the CIF. In order to address unmet needs in
appropriate methods and software for competing risks data analysis, it is of necessity
to develop application and methods.
In Chapter 2, the aim is to develop a convenient and flexible tool in the
R environment. The R package intccr performs semiparametric regression analysis
on the CIF for interval-censored competing risks data (Park, Bakoyannis, & Yian-
noutsos, 2019). The B-spline-based semiparametric regression methodology proposed
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by Bakoyannis et al. (2017), that provides semiparametrically efficient estimator of
regression coefficients, is implemented. The package supports a large class of semi-
parametric odds rate transformation models, including the proportional odds and the
Fine-Gray subdistribution hazards model as special cases. A comprehensive analysis
is demonstrated by using data obtained from a human immunodeficiency virus (HIV)
cohort study in sub-Saharan Africa.
In Chapter 3, an augmented inverse probability weighted sieve maximum like-
lihood estimator is proposed for the analysis of interval-censored competing risks
data in the presence of missing event types. Weaker missing at random assumption
is imposed to the estimator by incorporating auxiliary variables that are potentially
associated with the probability of missingness. The proposed estimator offers double
robustness that the estimator is consistent even if either the model for the probabil-
ity of missingness or the model for the probability of the event type is misspecified.
The proposed method is illustrated with data obtained from the HIV study in sub-
Saharan Africa including HIV care and treatment clinics affiliated with the Academic
Model Providing Access to Healthcare program in Kenya, Uganda, and Tanzania.
The proposed methodology is subsumed under the existing R package intccr (Park et
al., 2019).
In Chapter 4, the B-spline-based sieve maximum likelihood method proposed
by Bakoyannis et al. (2017) is extended to left-truncated and interval-censored com-
peting risks data. The proposed method is applied to the longitudinal data obtained
from the Indianapolis-Ibadan Dementia Project to build a prognostic model for el-
derly African Americans in Indianapolis. The proposed methodology is included in
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the existing R package intccr (Park et al., 2019). Also, a simple tutorial is available
to provide the introduction how the proposed methodology is used in practice.
In Chapter 5, the implications of this dissertation are discussed followed by
future research and limitations in line with the aims of the entire dissertation.
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Chapter 2
Semiparametric competing risks regression under interval censoring using the R
package intccr
Competing risks data are frequently interval-censored in real-world applica-
tions. This means that the exact event time is not precisely observed but is only
known to lie between two time points such as clinic visits. This type of data requires
special handling because the actual event times are unknown. An easy-to-use open-
source statistical software is developed to deal with this problem. An approach to
perform semiparametric regression analysis of the CIF with interval-censored com-
peting risks data is the sieve maximum likelihood method based on B-splines. An
important feature of this approach is that it does not impose restrictive parametric
assumptions. Also, this methodology provides semiparametrically efficient estimates.
Implementation of this methodology can be easily performed using new R package
intccr. This R package performs semiparametric regression analysis of the CIF based
on interval-censored competing risks data. It supports a large class of models includ-
ing the proportional odds and the Fine–Gray proportional subdistribution hazards
model as special cases. It also provides the estimated CIFs for a particular combi-
nation of covariate values. The package intccr also provides some data management
functionality to handle data sets which are in a long format involving multiple lines
of data per subject as well as the Wald test for overall model or the cause-specific
model. The R package intccr comes up with a convenient and flexible software for
the analysis of the CIF based on interval-censored competing risks data.
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2.1 Introduction
Competing risk data are time-to-event data where multiple event types exist.
The term “competing risks” also includes situations where the scientific interest is
focused on the first occurring event (Putter et al., 2007; Bakoyannis & Touloumi,
2012). In a motivating example, taken from a Human Immunodeficiency Virus (HIV)
care and treatment program in sub-Saharan Africa, patients were at risk of death
while receiving antiretroviral treatment (ART) and while in care or of becoming lost
to care. This latter situation is important because patients who are not retained
in care are less likely to receive ART, can infect others in the community and have
worse prognosis themselves. In such studies, the interest typically lies on the first
event that patients experience, whether this is death or loss to HIV care. The main
estimands from such competing risks data are the cause-specific hazard function and
the CIF. The cause-specific hazard function represents the instantaneous failure rate
from a specific event in the presence of the other events, while the CIF represents the
cumulative probability of an event in the presence of the others. The analysis of the
CIF is of interest because it is the key quantity for studying the risk of occurrence
of various events. The CIF is used for studying disease prognosis, for evaluating
interventions in populations and for prediction and implementation science purposes
(Koller et al., 2012; Bakoyannis et al., 2017). In the case of right-censored competing
risk data, the packages cmprsk and prodlim can be used to estimate the CIF by using
nonparametric method, based on the Aalen–Johansen estimator (Gray, 2017; Gerds,
2017; Aalen & Johansen, 1978). The function cif in the package compeir estimates the
CIF by using parametric model for each competing risk (Grambauer & Neudecker,
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2011). For regression analysis of the CIF, the packages cmprsk, kmi, survival (with
the function survfit), and riskRegression can be used to fit the Fine–Gray proportional
subdistribution hazards model (Gray, 2017; Allignol, 2017; Therneau & Lumley, 2016;
Gerds et al., 2017; Fine & Gray, 1999). The package timereg provides semiparametric
estimators for a whole class of models that includes the Fine–Gray model as a special
case (Scheike et al., 2017, 2008; Scheike & Zhang, 2011). Additionally, the package
cmprskQR performs quantile regression analysis of subdistribution functions (Dlugosz
et al., 2016; Peng & Fine, 2009).
A frequent problem in many clinical studies is that the event time is not
precisely observed but is only known to lie between two examination times, such as
clinic visits (Sun, 2006; Chen et al., 2012; Y. Zhang et al., 2010; Bakoyannis et al.,
2017). This phenomenon is known as interval censoring in survival and competing
risks analysis. In the motivating example, the working definition of loss to care was
three months without a clinic visit. This cutoff was chosen by the clinical investigators
because, typically, HIV patients receive ART supplies for up to three months at each
clinic visit. The analytical problem is that the exact time of disengagement from HIV
care, among patients who have not returned for their next visit, is only known to lie
within the three-month interval following the last clinic visit. Similarly, the exact
time to death is not known as the data set contains only the death reporting date
which is usually after the actual death date. Therefore, the actual death date lies
between the last clinic visit of the patient and the death reporting date. Although
interval-censored competing risk data arise frequently in a variety of clinical and
medical research settings, only two R packages exist for the analysis of such data.
The first is the package MLEcens that applies the height mapping algorithm and the
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support reduction algorithm by Maathuis (2005) and Groeneboom et al. (2008) to
compute the nonparametric maximum likelihood estimate of the CIF with bivariate
interval-censored data (Maathuis, 2013). The second is the package MIICD that
includes the function MIICD.crreg (Delord, 2017). This package implements the
multiple imputation approach proposed by Pan (2000) to estimate the regression
coefficients and the baseline CIF based on the Fine–Gray proportional subdistribution
hazards model (Fine & Gray, 1999). However, the package MLEcens does not involve
covariates, and the package MIICD (Delord, 2017) uses Rubin’s variance estimator,
which is well known to be biased when the imputation model and the analysis models
are uncongenial (Maathuis, 2013; Delord, 2017; Meng, 1994). Moreover, the latter
package only fits the Fine–Gray proportional subdistribution hazards model, and
the corresponding regression coefficient estimators do not attain the semiparametric
efficiency bound (L. Mao & Lin, 2017).
The package intccr attempts to deal with the aforementioned issues by imple-
menting the semiparametric regression methodology proposed by Bakoyannis, Yu, &
Yiannoutsos (2017) for the analysis of interval-censored competing risk data (Park
et al., 2019). It is important to note that the latter methodology provides semi-
parametric efficient regression coefficient estimates (Bakoyannis et al., 2017). The
function ciregic contained in the intccr package fits semiparametric regression models
for the CIF that belong to the large class of generalized odds rate transformation
models with interval-censored competing risk data (Jeong & Fine, 2006; Dabrowska
& Doksum, 1988; Fine, 2001; Scharfstein et al., 1998). This class includes the Fine–
Gray proportional subdistribution hazards model and the proportional odds model as
special cases. The function ciregic produces a simple and familiar table of the sum-
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marized results. Also, the package intccr provides an option for parallel computing
that can provide a faster bootstrap estimation of the variance-covariance matrix for
the estimated regression coefficients.
2.2 Methodology
2.2.1 Notation
Let T be the actual unobserved event time and let C = j ∈ {1, 2, . . . , k}
be the observed event or event type. Currently, the package intccr allows for two
competing risks, i.e. C ∈ {1, 2}. Let [a, b] denote the examination time interval
with 0 < a < b < ∞. For i = 1, . . . , n, the li distinct examination times of the
ith study participant are denoted by a ≤ Ei,1 < Ei,2 < · · · < Ei,li ≤ b. Also, the
last examination time prior to the event is denoted as Vi and the first examination
time after the event as Ui. Based on this notation, the event time of the ith study
participant is contained in (Vi, Ui]. If the ith study participant’s event time is left-
censored then (Vi, Ui] = (0, Ei,1], if it is right-censored then (Vi, Ui] = (Ei,li ,∞], and if
it is interval-censored between the examination times Ei,li−1 and Ei,li , then (Vi, Ui] =
(Ei,li−1, Ei,li ]. Now, let ∆
(1)
i = I(Vi < Ti ≤ Ui) be the indicator function that the ith




i I(Ci = j) be the interval
censoring and the jth event indicator function. Similarly, let ∆
(2)
i = I(0 < Ti ≤ Ui)





i I(Ci = j) be the left censoring and the jth event indicator function.
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Obviously, ∆i = 0 indicates that the ith study participant is right-censored. Finally,
let Z ∈ Rd be a vector of covariates of interest. The observed data for the ith study








. The cause-specific CIF for the
jth event is expressed by
Fj(t; z) = P (T ≤ t, C = j|Z = z)
for j = 1, 2.
2.2.2 Estimation methodology
With the assumptions that (Ei,1, Ei,2, . . . , Ei,li) ⊥ (Ti, Ci) conditional on Zi
and that the observation time distribution does not contain the parameters of interest






























are the unknown parameters to be estimated. The CIFs can be
modeled by using a member of the class of semiparametric transformation models.







= φj(t) + β
T z
for j = 1, 2, where gj(·) is a known increasing link function and φj(·) is an unspecified
increasing and invertible smooth function (infinite-dimensional parameter) which is






. A special subset of
the class of semiparametric transformation models is the class of generalized odds
transformation models which is defined as
gj(Fj;αj) =

log {− log (1− Fj)} if αj = 0
log
{
(1− Fj)−αj − 1
αj
}
if αj ∈ (0,∞)
The Fine–Gray proportional subdistribution hazards model is a special case of this
class of models with αj = 0, and so is the proportional odds model with αj = 1 (Fine &
Gray, 1999; Eriksson et al., 2015). An effective approach to deal with maximum like-
lihood estimation problems that involve infinite-dimensional parameters is the sieve
maximum likelihood approach (X. Shen & Wong, 1994). This approach avoids some
theoretical problems related to likelihood maximization over infinite-dimensional pa-
rameter spaces and, also, provides computational efficiency gains (Y. Zhang et al.,
2010; X. Shen & Wong, 1994). Bakoyannis et al. (2017) used a sieve maximum like-
lihood estimation approach based on B-splines. The corresponding sieve parameter
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space is given by
Mn(γj, Nj,mj) =
{




γ ∈ RNj+mj , γj,1 < · · · < γj,Nj+mj
} (2.2)
where Nj and mj are the number of internal knots and the order of the B-spline
for the jth event type, and
{
γj,1, . . . , γj,Nj+mj
}
is the set of B-spline coefficients. For
more details about the optimal choice of the number of knots see Chapter 2.5 and Sec-
tion 2.1 in Bakoyannis et al. (2017). Maximizing the likelihood function in Equation
(2.1) with respect to the regression coefficients over a regular Euclidean space and the

























established by Bakoyannis et al. (2017).
The function ciregic in the package intccr performs the proposed method with
nonlinear inequality constraints, using the package alabama, to impose the monotonic-
ity constraints involved in Equation (2.2), which follow from the natural monotonicity
of the CIF. In addition, the function ciregic utilizes the package alabama to impose









since the sum of the two CIFs is a probability and, as such, it is naturally bounded
by 1.
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2.3 Basic use of the package and simulation study
The version information of R and the platform of operating system(OS) used
in this Chapter are as follows:
R> c(R.version$platform, R.version$version.string)
[1] ‘‘ x86 64−w64−mingw32’’ ‘‘ R version 3.5.2 (2018−12−20)’’
Under 64-bit version of Windows 10 OS, Monte Carlo simulation and data
analysis were performed. With the assumption that the user has the most recent
version of R installed, the most recent version of the package intccr has to be installed
on the user’s OS and loaded as follows:




The package intccr provides two simulated data sets. The first data set is
longdata which is a long data format, and the second data set is simdata which is
a ready-to-use data format. The data set longdata consists of 200 individuals with
5 variables, where id represents individuals’ identification number, t represents the
clinic visit or event evaluation times, c represents the event or censoring indicator,
and z1 and z2 are binary and continuous covariates respectively. Note that c has to
be 0, 1, or 2, with 0 indicating that the event was not observed throughout the total
follow-up period (right censoring). The first 10 observations of longdata are listed
below.
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R> head(longdata, n = 10)
id t c z1 z2
1 1 0.86224187 0 0 −2.29032656
2 1 1.20644148 0 0 −2.29032656
3 1 1.73209303 0 0 −2.29032656
4 1 1.73539999 0 0 −2.29032656
5 1 1.96647129 0 0 −2.29032656
6 1 2.12675792 0 0 −2.29032656
7 1 2.46613799 2 0 −2.29032656
8 2 0.05551998 0 1 0.00261902
9 2 0.17492399 0 1 0.00261902
10 2 0.18091429 0 1 0.00261902
To analyze the data set longdata in the function ciregic, the data must be
reshaped to a suitable format. The package intccr provides the function dataprep to
reshape data from a long format to a suitable format that is required by the function
ciregic.
R> newdata <− dataprep(data = longdata, ID = id, time = t, event = c,
Z = c(z1, z2))
The first 10 observations of newdata are given by
R> head(newdata, n = 10)
id v u c z1 z2
1 1 2.1267579 2.4661380 2 0 −2.29032656
2 2 0.1809143 0.3769367 1 1 0.00261902
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3 3 2.9436552 Inf 0 1 −1.68379376
4 4 2.4305333 Inf 0 1 −0.90535264
5 5 0.5731781 1.2847889 2 0 0.22854677
6 6 0.0000000 0.3777047 1 0 −0.51449544
7 7 0.0000000 1.4617243 1 1 −1.42043786
8 8 0.0000000 0.4781881 2 1 −0.47006673
9 9 0.1068374 0.9656031 2 0 −0.19349437




There are two competing events: the first (c = 1) and the second (c = 2) event
type. Right-censored observations are indicated by c = 0. There are 76 observations
with the first event type, 95 observations with the second, and 29 observations are
right-censored. To elucidate the underlying mechanisms of the function dataprep,
Figure 2.1 shows how longdata is reshaped into newdata via the use of the function
dataprep. In longdata, three individuals with id = 1, id = 2, and id = 5 had 7, 4,
and 3 time records respectively. These individuals experienced one of the event types
between their last two time records.
This infers that the event times of those individuals were interval-censored.
The function dataprep detected a type of events that an individual experienced and
the corresponding time interval. In addition, the function dataprep returned v as the
last observation prior to the event and u as the first observation after the event in
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Figure 2.1: Data resphaping scheme of the function dataprep
newdata. The individual with id = 3 who have 8 time records in longdata did not
experience any events. The function dataprep returned v = 2.9426552, which is the
last time record of the individual with id = 3, as the last observation prior to the event
and u = Inf as the first observation after the event in newdata because the individual
with id = 3 was right-censored. For the individual with id = 6, the only one time
record was observed with the first event type. Therefore, the last observation prior
to the event was v = 0 and the first observation after the event was u = 0.3777047
in the newdata because the individual with id = 6 was left-censored. The summaries





Min. 1st Qu. Median Mean 3rd Qu. Max.
−2.64245 −0.61216 0.02428 0.02383 0.70391 2.86069
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Table 2.1: Arguments of the function ciregic
Arguments Description
formula
a formula object relating survival object Surv2(v, u, event)
to a set of covariates
data an input data frame
alpha
parameters that define the link functions from class
of generalized odds-rate transformation models
k
a tuning parameter that controls the number of knots
in B-spline
nboot
a number of bootstrap samples for estimating variances and
covariances of an estimated regression coefficients
do.par
a logical constant for using parallel computing for bootstrap
calculation
The arguments of the core function ciregic are described in Table 2.1. The
data must contain the last observation time prior to the event, the first observation
time after the event, and the event indicator. The function ciregic computes the
class of generalized transformation models of semiparametric regression on interval-
censored competing risk data with B-spline sieve maximum likelihood estimation.
The value of α = (1, 1)T for the link functions of the two competing risks is used
in this simulation, which corresponds to the proportional odds model (Dabrowska &
Doksum, 1988; Eriksson et al., 2015) for both event types as described in Chapter
2.2. This is because the data were simulated from proportional odds models for both
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event types. Sample R code and the corresponding output of the function ciregic are
listed below:
R> set.seed(12345)
R> fit.newdata <− ciregic(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
data = newdata, alpha = c(1, 1),
nboot = 0, do.par = FALSE)
R> fit.newdata
Call :
ciregic . default(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
data = newdata, alpha = c(1, 1),









There are 6 arguments in the function ciregic (see Table 2.1). The argument
formula has the form of response ∼ predictor. The response part of the formula must
be a Surv2 object in the function ciregic, and the predictor is a vector of covariates.
The first argument in Surv2 is the last examination time before the event, the second
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is the first examination time after the event, and the last the event type or censoring
status (c ∈ {0, 1, 2}), with 0 indicating right censoring. The argument alpha is a
vector of two parameters that represent the link functions of generalized odds rate
transformation models for competing events. The support of α is [0,∞) × [0,∞).
For example, α1 = 0 fits the Fine–Gray proportional subdistribution hazards model
for event type 1 and α2 = 1 fits the proportional odds model for event type 2 (Fine
& Gray, 1999; Eriksson et al., 2015). The argument k is a tuning parameter that
controls the number of knots defining a B-spline. k = 1 is the default, but the user
can choose any values satisfying 0.5 ≤ k ≤ 1. Using the half number of internal knots
compared to the default can be achieved by choosing k = 0.5 than as the default. This
choice can have a substantial effect on computation time with larger data sets. The
function ciregic uses cubic B-splines. The argument nboot = 0 forces the function
ciregic to returning only the estimated regression coefficients without calculating the
bootstrap variance-covariance matrix for the estimated regression coefficients. The
function ciregic provides the bootstrap variance-covariance matrix for the estimated
regression coefficients when a value of the argument nboot is greater than or equal to
2. By setting nboot = 0 and do.par = FALSE, the function ciregic returns only the
estimated regression coefficients. This is useful when it is desirable to fit the model
and just get point estimates. Below is the sample R code to obtain a bootstrap
variance-covariance matrix in parallel computing:
R> set.seed(12345)
R> fit.newdata.b <− ciregic(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
data = newdata, alpha = c(1, 1),
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nboot = 50, do.par = TRUE)
R> summary(fit.newdata.b)
Call :
ciregic . default(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
data = newdata, alpha = c(1, 1),
nboot = 50, do.par = TRUE)
Event type 1
Estimate Std. Error z value Pr(>|z|)
z1 0.5231 0.2708 1.931 0.0534 .
z2 −0.2426 0.1067 −2.274 0.0230 *
−−−
Signif . codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Event type 2
Estimate Std. Error z value Pr(>|z|)
z1 −0.3963 0.2509 −1.580 0.11419
z2 0.3443 0.1296 2.657 0.00788 **
−−−
Signif . codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
The argument nboot requires a non-negative integer and denotes the number
of bootstrap samples used to estimate a variance-covariance matrix of the estimated
regression coefficients . In the above application, the following setting was used:
nboot = 50 and do.par = TRUE. This means that 50 bootstrap samples were used to
compute the variance-covariance matrix in parallel computing. The packages doPar-
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Table 2.2: Monte Carlo simulation results based on 1,000 replications
n Event type Parameters %bias MCSD ASE ECP
100 1 β11 -3.055 0.403 0.425 0.957
β12 4.645 0.189 0.207 0.967
2 β21 -1.033 0.394 0.417 0.960
β22 4.867 0.191 0.202 0.961
200 1 β11 -0.578 0.282 0.285 0.954
β12 2.983 0.144 0.140 0.939
2 β21 1.418 0.273 0.282 0.948
β22 2.737 0.139 0.136 0.936
400 1 β11 0.683 0.198 0.197 0.947
β12 -0.851 0.097 0.097 0.952
2 β21 1.812 0.196 0.195 0.953
β22 -0.127 0.095 0.095 0.946
800 1 β11 2.160 0.138 0.138 0.951
β12 0.261 0.070 0.069 0.941
2 β21 1.884 0.136 0.136 0.946
β22 -0.011 0.066 0.067 0.944
The standard error is estimated by bootstrap sampling. Monte Carlo standard
deviation (MCSD), average standard error (ASE), empirical coverage probability
(ECP).
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Table 2.3: Computation time (seconds) based on Monte Carlo simulation using 1,000
replications
Parallel n Min Q1 Median Q3 Max
Yes 100 29.78 37.45 39.96 42.80 57.70
200 29.85 38.59 41.23 43.96 65.06
400 31.91 42.59 45.95 49.80 70.07
800 39.33 49.53 52.95 56.83 75.22
No 100 81.92 102.22 108.74 116.00 145.39
200 85.59 105.00 112.94 120.80 166.98
400 88.70 116.04 126.58 136.70 194.84
800 105.36 135.38 145.95 156.90 209.63
allel and parallel are implemented to set the environment for parallel computing, and
the package foreach is used to perform bootstrap calculations simultaneously. The
argument do.par = TRUE detects the number of cores automatically and assigns jobs
to the maximum number of available cores. The total number of assigned cores is
usually the same as the total number of detected cores minus one.
Extensive Monte Carlo simulations based on 1,000 replications were performed
with sample sizes 100, 200, 400, and 800. The results of the simulations are shown in
Table 2.2. The vector of the estimated regression coefficients is β̂ = (β̂11, β̂12, β̂21, β̂22)
T
which are associated with the estimated regression coefficients of z1 and z2 for the two
event types, respectively. Among 1,000 replications for the Monte Carlo simulations,
one data set with 100 observations did not converge in at least one bootstrap sample
generated in order to calculate the bootstrap standard error. Similarly, two data sets
22


































(a) n = 100


































(b) n = 200


































(c) n = 400


































(d) n = 800
Figure 2.2: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 200, 400, and 800
Solid gray and light blue lines indicate true baseline cumulative incidence functions
of the first event type and the second event type respectively. Dotted black and blue
lines indicate the estimated baseline cumulative incidence functions of the first event
type and the second event type respectively.
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with 200 observations did not converge. Despite these very rare non-convergence is-
sues, the simulation results show small percent biases, similar values of Monte Carlo
standard deviation (MCSD) and average standard error (ASE), and values of em-
pirical coverage probability (ECP) close to the nominal level of 0.95. Moreover, the
MCSD for the different sample sizes shows a
√
n convergence rate of the estimator.
Figure 2.2 depicts the true baseline CIFs along with the estimated baseline CIF for
both event types. This Figure illustrates that the function ciregic provides virtu-
ally unbiased estimates even with small sample sizes. Table 2.3 shows summaries of
computation time for Monte Carlo simulation. In each scenario, the median compu-
tation time using parallel computing option (do.par = TRUE) to calculate bootstrap
variance-covariance matrix is roughly three times more timely efficient than those
without parallel computing option (do.par = FALSE).
2.4 Example: Analysis of HIV data using the intccr package
A data analysis from the HIV study on death and loss to HIV care in sub-
Saharan Africa is presented in this chapter. The data were collected by the IeDEA-EA
(East African International epidemiology Databases to Evaluate AIDS) Cohort Con-
sortium from retrospective cohort study including HIV care and treatment programs
in Kenya, Uganda, and Tanzania. The data used here include 3,053 patients who ini-
tiated ART with a cluster of differentiation 4 (CD4) cell count of at least 100 cells/µl.
The data consist of 6 variables, with v being the last clinical examination time prior
to the event since ART initiation, u the first clinical examination time after the event,
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c the event or right-censoring indicator, and age, male and cd4 being the age at ART
initiation, male gender indicator, and CD4 cell count at ART initiation, respectively.
R> library(intccr)
R> head(iedea, n = 5)
v u c age male cd4
1 0.27104723 Inf 0 35.67146 0 192
2 0.31759068 Inf 0 45.65366 1 191
3 0.14784394 0.1724846 2 62.52977 1 102
4 0.05475701 0.3011636 1 30.77892 0 144
5 2.44490080 Inf 0 43.16496 0 664
In total, there were 2,232 patients in HIV care who did not experience any
of the events throughout the follow-up period (c = 0, right-censored observations).
Moreover, 690 patients were lost to care (c = 1), and 131 patients died while in HIV




Summary statistics regarding age by event type or censoring c are given below:
R> tbl.age <− rbind(summary(iedea[iedea$c == 1,]$age, digits = 4),
summary(iedea[iedea$c == 2,]$age, digits = 4),
summary(iedea[iedea$c == 0,]$age, digits = 4))
R> rownames(tbl.age) <− c(‘‘Loss to care’’, ‘‘Death’’, ‘‘ In HIV care’’)
R> tbl.age
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Min. 1st Qu. Median Mean 3rd Qu. Max.
Loss to care 18.45 28.63 35.21 36.32 41.65 78.65
Death 20.51 35.16 40.86 42.43 50.75 76.96
In HIV care 18.18 30.42 37.14 38.33 44.87 84.22
The median age was 35.2 years, 40.9 years, and 37.1 years for those lost to
care, deceased, and still alive and in HIV care at the end of the follow-up period,
respectively. Similarly, summary statistics for cd4 by event type are given below:
R> tbl.cd4 <− rbind(summary(iedea[iedea$c == 1,]$cd4),
summary(iedea[iedea$c == 2,]$cd4),
summary(iedea[iedea$c == 0,]$cd4))
R> rownames(tbl.cd4) <− c(‘‘Loss to care’’, ‘‘Death’’, ‘‘ In HIV care’’)
R> tbl.cd4
Min. 1st Qu. Median Mean 3rd Qu. Max.
Loss to care 101 140.25 188 231.8101 262.0 1576
Death 102 131.00 163 187.0687 212.5 1135
In HIV care 101 152.00 199 234.9453 276.0 1332
The median CD4 cell count at ART initiation was 188 cells/µl, 163 cells/µl,
and 199 cells/µl for those lost to care, deceased, and still alive and in HIV care at the
end of the follow-up period, respectively. For the data, α = (1, 1)T was used. This
means that the proportional odds model was assumed for both event types (i.e. loss
to care and death). This choice was made due to the straightforward interpretation
of the regression coefficient estimates under the model. For reproducibility purposes
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regarding the bootstrap variance-covariance matrix of the estimated regression coef-
ficients, the seed number 12345 was set.
R> set.seed(12345)
R> fit <− ciregic(formula = Surv2(v = v, u = u, event = c) ∼ male + age + cd4,
data = iedea, alpha = c(1, 1), k = 1, nboot = 50,
do.par = TRUE)
The function ciregic is an S3 class function, and therefore the function can be
used in conjunction with the generic accessor functions coef, vcov, and summary, as
it is illustrated below.
R> summary(fit)
Call :
ciregic . default(formula = Surv2(v = v, u = u, event = c) ∼ male + age + cd4,
data = iedea, alpha = c(1, 1), k = 1,
do.par = TRUE, nboot = 50)
Event type 1
Estimate Std. Error z value Pr(>|z|)
male 0.2128 0.1055 2.017 0.0437 *
age −0.0295 0.0058 −5.087 <2e−16 ***
cd4 0.0000 0.0003 0.025 0.9797
−−−
Signif . codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Event type 2
Estimate Std. Error z value Pr(>|z|)
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male 0.5668 0.1952 2.904 0.0037 **
age 0.0314 0.0084 3.765 0.0002 ***
cd4 −0.0035 0.0018 −1.989 0.0467 *
−−−
Signif . codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
The function summary returns summaries of the fitted model results with
asterisks indicating the corresponding level of statistical significance. The code below




The results from the analysis presented above indicate that the odds of loss to
care for males is about 24% higher compared to the corresponding odds for females
(odds ratio = exp(0.2128) = 1.24). Also, older age at ART initiation by 10 years
is associated with a 26% lower odds of loss to care (exp(10 × −0.0295) = 0.74).
Additionally, an increased CD4 cell count at ART initiation is not associated with a
higher odds of loss to care because exp(100×0) = 1. Moreover, older age by 10 years is
associated with 9% higher odds of death (odds ratio = exp(10×0.0084) = 1.09), and,
an increased CD4 cell count by 100 cells/µl is associated with 30% lower odds of death
(odds ratio = exp(100 × −0.0035) = 0.70). The predicted CIFs of loss to care and
death for females with a CD4 count of 120 cells/µl at ART initiation, according to age
at ART initiation, are depicted in Figure 2.3. Fitting the proportional subdistribution
28














































































Figure 2.3: The predicted cumulative incidence functions for females aged 20 to 50
years, with CD4 count 120 cells/µl at ART initiation
hazards model (i.e. Fine–Gray model) for loss to care and the proportional odds model
for death can be performed by setting α1 = 0 and α2 = 1, as follows:
R> set.seed(12345)
R> fit <− ciregic(formula = Surv2(v = v, u = u, event = c) ∼ male + age + cd4,
data = iedea, alpha = c(0, 1), nboot = 50,
do.par = TRUE)
The generic accessor function predict can be directly used with an object
of class ciregic. Table 2.4 describes the arguments of the function predict. In this
example, the argument object is the previously fitted model fit. In the argument covp,
the user defines the desired covariate pattern for (male, age, cd4), to predicting the
corresponding covariate-specific CIFs of loss to HIV care and death. There are 4 lines
of output representing 4 different combinations of age by the two event types, “loss
to care” (c = 1) and “death” (c = 2) respectively. The argument times produces 100
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equally distributed time points between the minimum and the maximum observation
time point in the data, for each event type.
R> tms <− fit$tms
R> par(mfrow = c(1, 2))
R> t <− seq(from = tms[1], to = tms[2], by = diff(tms) / 99)
R> pred <− lapply(c(20, 30, 40, 50),
function(x) {predict(object = fit ,
covp = c(0, x, 120),
times = t)})
R> plot(pred[[1]]$t, pred [[1]] $cif1 , type = ‘‘ l ’’,
ylim = c(0, 0.4), xlim = c(0, 3),
xlab = ‘‘Years after ART initiation ’’,
ylab = ‘‘Cumulative Incidence Function’’,
main = ‘‘Loss to care ’’, lwd = 2)
R> for(i in 2:4) {
lines (pred[[ i ]] $t, pred[[ i ]] $cif1 , lty = i, col = i)
}
R> legend(‘‘topleft ’’,
legend = c(‘‘20 years ’’, ‘‘30 years ’’,
‘‘40 years ’’, ‘‘50 years ’’),
lty = c(1, 2, 3, 4), col = c(1, 2, 3, 4),
lwd = c(2, 2, 2, 2), cex = 0.9)
R> t <− seq(from = tms[1], to = tms[2], by = 3 / 99)
30
R> pred <− lapply(c(20, 30, 40, 50),
function(x) {predict(object = fit ,
covp = c(0, x, 120),
times = t)})
R> plot(pred[[1]]$t, pred [[1]] $cif2 , type = ‘‘ l ’’,
ylim = c(0, 0.1), xlim = c(0, 3),
xlab = ‘‘Years after ART initiation ’’,
ylab = ‘‘Cumulative Incidence Function’’,
main = ‘‘Death’’, lwd = 2)
R> for(i in 2:4) {
lines (pred[[ i ]] $t, pred[[ i ]] $cif2 , lty = i, col = i)
}
R> legend(‘‘topleft ’’,
legend = c(‘‘20 years ’’, ‘‘30 years ’’,
‘‘40 years ’’, ‘‘50 years ’’),
lty = c(1, 2, 3, 4), col = c(1, 2, 3, 4),
lwd = c(2, 2, 2, 2), cex = 0.9)
R> par(mfrow = c(1, 1))
Moreover, the Wald test can be performed with the object in the function
ciregic in the package intccr. Below are two examples to perform the Wald test. The




Table 2.4: The arguments of the function predict
Arguments Description
object An object of class ciregic, generated from the fitted model
covp The vector of covariates
times
User-defined time points used to predict the cumulative incidence
functions
R> fit. f <− ciregic(formula = Surv2(v = v, u = u, event = c) ∼
male + age + cd4,
alpha = c(1, 1), nboot = 50, do.par = TRUE,
data = iedea)
R> waldtest(full = fit . f)
Full model: male age cd4
Nested model:
Wald test




Chisq df P(> Chisq)
26.1007 3 9e−06
Event type 2
Chisq df P(> Chisq)
32
39.5401 3 1e−08
The function waldtest returns output for two parts: one is the test for all
covariates and another is the cause-specific test. In the above example, the χ2 statistic
of overall test is 75.5 and its p-value is close to 0. Also, the χ2 statistic of each test
for event type 1 and 2 is 26.1 and 39.5 respectively and those p-values are close to
0. These results mean that the variables male, age, and cd4 should be in the model
because parameters associated with those variables are not zero. The next example
is the Wald test comparing the saturated model (male, age, cd4) and nested model
(male, age).
R> set.seed(12345)
R> fit.n <− ciregic(formula = Surv2(v = v, u = u, event = c) ∼ male + age,
alpha = c(1, 1), nboot = 50, do.par = TRUE,
data = iedea)
R> waldtest(full = fit .s , nested = fit .n)
Saturated model: male age cd4
Nested model: male age
Wald test








Chisq df P(> Chisq)
4.4474 1 0.0350
The χ2 statistic is 5.4 and its p-value is greater than 0.05. This means that
parameter associated with the variable cd4 can be considered as 0 statistically in
overall. However, the χ2 statistic for each event type is 5.4 with p = 0.07 and 4.4 with
p = 0.04 respectively. The fitted model including the variable cd4 is not statistically
significant in favor of the model not including the variable cd4 for the event type 1;
however, the variable cd4 is statistically significant in the model for the event type 2.
2.5 Discussion
The package intccr provides a convenient and versatile tool for robust semi-
parametric regression analysis of the CIF based on interval-censored competing risk
data. The package supports a large class of models for the CIF, including the propor-
tional odds and the Fine–Gray proportional subdistribution hazards model as special
cases. It also provides semiparametrically efficient regression coefficient estimates.
To the best of my knowledge, the only other available software for the analysis of
interval-censored competing risks data is the R package MIICD. That package uti-
lizes Rubin’s multiple imputation approach to deal with the unobserved event times.
However, it is well known that Rubin’s variance estimator is biased in cases where
the imputation and the analysis models are uncongenial, a scenario that occurs fre-
quently in practice (Meng, 1994). In addition, the MIICD package does not provide
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semiparametrically efficient regression coefficient estimates and it only supports the
Fine–Gray proportional subdistribution hazards model, whose interpretation is more
difficult compared to the proportional odds model.
The package intccr follows the guideline for the selection of the number of
knots in Section 2.1 in Bakoyannis, Yu, & Yiannoutsos (2017). Briefly, the number
of internal knots for the B-spline is N = bk × n1/3c where k ∈ [0.5, 1] is a parameter
that is specified by the user and n is a sample size. For more details about the
justification of the selection of knots, please see Section 2.1 in Bakoyannis, Yu, &
Yiannoutsos (2017). Regarding the maximum number of regression coefficients to be
estimated (or equivalently the number of covariates) for each event type, the following
rule of thumb is suggested:





where nj for j = 1, 2 is the number of observations with event type j.
It has to be noted that, in many cases, there is no obvious interval censoring.
However, the event time is typically measured in days, and the exact time of the event
is not recorded. In this case, assuming that the true event time is a continuous, the
exact event time is still interval censored, with the width of the censoring interval
being 1 day. Such cases, can still be analyzed using the package intccr by setting
V = X−0.5 days and U = X+0.5 days, where X is the recorded event time in days.
This example occurs in Dementia studies, where the time to Dementia is interval-
censored while the time to death is more precisely recorded in days. Such data can
be easily analyzed using the package intccr.
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The simulations were ran on Intel(R) Core(TM) i5-2400 CPU 3.10GHz with
8 GB ram. Maximum number of available cores in parallel computing was 3. It is
expected that the users having higher specification of their computer may see more
timely efficient results.
The intccr package introduced in this Chapter provides the estimated CIFs
for a particular combination of covariate values. This quantity is very appealing for
graphical illustration. Also, the package provides data management functionality to
reformat data sets provided in a long format (i.e. data sets with multiple lines per
subject), and turn them into the wide (single-line per subject) format required by
the package. One limitation of the intccr package is that, for the time being, it only
allows for two event types. The plan is to update the package intccr to allow for more
than two event types in the near future. The package is freely available for download
from the CRAN website https://cran.r-project.org/web/packages/intccr/index.html.
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Chapter 3
Semiparametric regression on cumulative incidence function with interval-censored
competing risks data and missing cause of failure
Although the versatile tool has been developed to provide the semiparamet-
ric regression analysis of the CIF based on interval-censored competing risk data in
Chapter 2, event types (i.e. causes of failure) are often partially observed. Ignoring
data that contain missing event types results in a biased estimator. In this chapter,
an augmented inverse probability weighted (AIPW) sieve maximum likelihood esti-
mator is proposed as a way of the analysis of interval-censored competing risk data
in the presence of missing event types. The estimator imposes weaker than usual
missing at random assumptions by allowing for the inclusion of auxiliary variables
that are potentially associated with the probability of missingness. It is shown that
the proposed estimator is doubly robust, in the sense that it is consistent even if
either the model for the probability of missingness or the model for the probability
of the event type is misspecified. Extensive Monte Carlo simulation studies show
a commentable performance of the proposed method even under a large amount of
missing event types. The method is illustrated by using data from an HIV cohort
study in sub-Saharan Africa, where a significant portion of events types is missing.
The proposed method can be readily implemented in the R package intccr.
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3.1 Introduction
Competing risks data are frequently encountered in cohort studies and clinical
trials, and they refer to the situation where study participants are at risk of multiple
mutually-exclusive events (Kalbfleisch & Prentice, 2011; Putter et al., 2007; Bakoy-
annis & Touloumi, 2012). The competing risks framework also includes situations
where the scientific focus is on the first occurring event among multiple endpoints
(Putter et al., 2007; Bakoyannis & Touloumi, 2012). Concurrently, competing risks
data are interval-censored when the exact event time is not observed precisely and
only known to lie within periodic study visits especially in clinical trials or longi-
tudinal studies (Sun, 2006; Klein & Moeschberger, 2013). In the competing risks
framework, the CIF and the CSH function are the basic identifiable quantities from
the observed data (Kalbfleisch & Prentice, 2011; Putter et al., 2007; Bakoyannis &
Touloumi, 2012; Koller et al., 2012; Andersen et al., 2012). The CIF is the cumulative
probability of a particular event type occurring by a certain time in the presence of
remaining event types, while the CSH estimates the instantaneous occurrence rate
of a specific event type in the presence of the others. It is important to note that
the CIF explicitly quantifies clinical prognosis and is useful for prediction purposes
(Koller et al., 2012; Bakoyannis et al., 2017). Throughout Chapter 3, it is focused on
making inferences about the CIF.
In many settings, the event types for some individuals are missing due to the
usual non-response or by the study design. This introduces an additional complexity
in the analysis of the CIF with right-censored competing risks data, since missing-
ness can lead to a bias and a loss of statistical efficiency. Several researchers have
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addressed the issue of nonparametric analysis of the CIF with missing at random
(MAR) event types (Little & Rubin, 2002). The issue of nonparametric inference
about the CIF with missing event types was addressed by Lee et al. (2014). For this,
Lee et al. (2014) used the multiple imputation approach proposed by Lu & Tsiatis
(2001) and proposed approaches for the calculation of pointwise confidence intervals
and non-parametric two-sample tests. Recently, Bakoyannis et al. (2019) proposed a
more general approach for nonparametric inference about transition probabilities in
nonhomogeneous Markov processes with missing absorbing states, which is applicable
to the competing risks problem with missing event types. This approach is based on
a nonparametric pseudolikelihood estimator and provides a way to construct simul-
taneous confidence bands for the CIF. The latter estimator can be utilized within the
framework of the nonparametric tests by Bakoyannis (2020) to perform two-sample
comparisons for the CIF in settings with missing event types. It is of note that the
aforementioned tests are applicable even in cases where the CIFs under comparison
cross at one or more time points. The issue of semiparametric analysis of the CIF
with missing event types under a MAR assumption has also received attention in the
literature. Bakoyannis et al. (2010) utilized Rubin’s multiple imputation methodol-
ogy to estimate the parameters of the semiparametric Fine–Gray model for the CIF
(Fine & Gray, 1999). Moreno-Betancur & Latouche (2013) used inverse probability
weighting to analyze competing risks data with missing event types using the Klein–
Andersen pseudo-value approach (Klein & Andersen, 2005) for making an inference
about the CIF in a general class of semiparametric models. L. Mao & Lin (2017)
proposed an EM algorithm for semiparametric analysis of the CIF under the general
class of semiparametric transformation models. This approach, which provides semi-
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parametric efficient estimation for the regression coefficients, allows for missing event
types.
Another frequently encountered problem in studies with competing risks time-
to-event data is interval censoring (Sun, 2006). Interval censoring refers to the situ-
ation where the actual event time is not precisely observed but is only known to lie
between two observation times such as clinic visits. To address this problem in the
framework of competing risks with fully observed event types, Hudgens et al. (2001)
proposed nonparametric maximum likelihood and pseudolikelihood estimators for the
CIF under interval censoring. Li (2016) proposed a semiparametric B-spline-based
sieve maximum likelihood estimation approach (Y. Zhang et al., 2010) for making an
inference under the Fine–Gray proportional subdistribution hazards model. Bakoy-
annis et al. (2017) used the semiparametric B-spline-based sieve maximum likelihood
approach (Y. Zhang et al., 2010) to the more general class of semiparametric odds
rate transformation models for the CIF and explicitly accounted for the boundedness
constraint of the CIFs for the different event types. L. Mao et al. (2017) proposed
an EM-algorithm for semiparametric analysis under the general class of semipara-
metric transformation models for the CIF. All three aforementioned methods for
semiparametric analysis of the CIF under interval censoring provide semiparametri-
cally efficient estimators of the regression coefficients. However, only the approach by
Bakoyannis et al. (2017) can be readily implemented in practice using the R package
intccr (Park et al., 2019).
Some studies with competing risks data involve both missing event types and
interval censoring. This is the case for a motivating East-Africa International Epi-
demiologic Databases to Evaluate AIDS (EA-IeDEA) study. One of the aims of
40
this study is to evaluate potential prognostic factors for disengagement from HIV
care and death while in care (i.e. before disengagement) after ART initiation. The
nature of this scientific question requires a model for the CIF. However, a signifi-
cant complication in this study is the substantial number of deaths under-reporting
which is common in resource-limited settings. To address this problem, EA-IeDEA
investigators have implemented a double-sampling design where a small subset of
individuals who miss their clinic visit is actively outreached in the community and
their vital status is eventually ascertained. This double-sampling design leads to a
missing event type problem since the event type for the non-outreached individuals
who miss a clinic visit is unobserved and could be either (unreported) death or dis-
engagement from care. Moreover, the working definition of disengagement used by
the clinical investigators within EA-IeDEA is being without a clinic visit for three
months. However, the actual time of disengagement is not precisely observed but is
only known to lie within the three-month window without clinic visits. Therefore, the
event time is interval-censored. To the best of my knowledge, only Do & Kim (2017)
and L. Mao et al. (2017) have considered the problem of semiparametric analysis of
the CIF with both interval-censored competing risks data and missing event types.
Do & Kim (2017) utilized Rubin’s multiple imputation to deal with missingness in the
framework of the pseudo-value approach for the CIF (Klein & Andersen, 2005). How-
ever, multiple imputation can provide biased estimates when the imputation model
is misspecified. Moreover, Rubin’s variance estimator is biased when the imputation
model is misspecified (N. Wang & Robins, 1998; Robins & Wang, 2000) or under
uncongeniality between the imputation and analysis models (Meng, 1994; N. Wang
& Robins, 1998; Robins & Wang, 2000). In the simulation results presented by Do
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& Kim (2017), there are cases where Rubin’s variance estimates exhibit a relative
bias close to 20%. Incorporation of auxiliary variables that are potentially associated
with the probability of missingness in the imputation model is a cause of such un-
congeniality. Nevertheless, accounting for such auxiliary variables is crucial in many
settings in order to make the key MAR assumption more plausible (Collins et al.,
2001; Lu & Tsiatis, 2001; Bakoyannis et al., 2019). L. Mao et al. (2017) allowed for
missing event types in their method for interval-censored data. Missingness in this
case is being accounted for in the expectation step of the EM algorithm by L. Mao
et al. (2017). However, this approach does not incorporate auxiliary variables which
may be related to the probability of a missing event type. Moreover, the computation
algorithm by L. Mao et al. (2017), which simultaneously provides estimates for the
models for all event types, does not explicitly incorporate the nonlinear inequality
constraint that the sum of the CIFs for all event types is bounded by one. This can
lead to non-convergence problems in practice. Last but not least, neither Do & Kim
(2017) nor L. Mao et al. (2017) approaches are readily available using off-the-shelf
software.
In this chapter, the main limitations of the currently available methods are ad-
dressed among semiparametric analysis of the CIF with interval-censored competing
risks data and missing event types. More precisely, an AIPW technique is proposed to
account for missing event types within the B-spline-based sieve maximum likelihood
framework for interval-censored competing risks data by Bakoyannis et al. (2017).
This approach, which allows for auxiliary covariates, utilizes a parametric logistic
model for the probability of a missing event type and a binary logistic or multinomial
model for the probability of the event type. Double robustness of the proposed esti-
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mator is shown that the estimator is consistent even when either the model for the
probability of missingness or the probability of the event type is misspecified. More-
over, a new function ciregic aipw in the R package intccr is introduced. It can be
used to readily implement the proposed approach in practice. Simulation studies show
that the highlighted performance of the proposed method even when the model for
the event type is misspecified, and that the näıve complete case analysis can provide
seriously biased estimates. Also, Rubin’s multiple imputation procedure for missing
event types (Bakoyannis et al., 2010; Do & Kim, 2017) can provide biased estimates
when the imputation model is misspecified. The proposed method is applied to the
data from the motivating EA-IeDEA study.
3.2 Methods
3.2.1 Data and model
Let (Ti, Ci) be the pair of event time and event type of the ith individual,
i = 1, . . . , n, where Ci ∈ {1, 2, . . . , k} and k <∞. Also, let Vi be the last observation
time prior to the occurrence of the event and U the first observation time after the
event onset where Vi, Ui ∈ [a, b], with 0 < a < b <∞. Next, ∆i is defined as the event
indicator that the ith individual experience an event during the study period. It is
clear that ∆i = 0 indicates that the ith individual is right-censored. The censoring
indicators are also defined: the interval censoring indicator ∆
(1)
i and the left censoring
indicator ∆
(2)




i . The indicator the ith individual
43




i I(Ci = j) for




i I(Ci = j) for a left-censored case. Note
that Vi is only observed for interval-censored and right-censored observations. For the
left-censored observations, the last examination time prior to the event occurrence
is trivially 0. Also, let Zi ⊂ Rd be the vector of covariates of interest. Here, the
observation times are independent of (Ti, Ci) conditionally on Zi (independent interval
censoring), and that and the distribution of (Vi, Ui) does not contain the parameters
of interest (non-informative interval censoring). In a situation where some event
types are missing, define Ri to be the response (i.e. non-missingness) indicator for
the event type, with Ri = 1 if ∆ij has been observed and Ri = 0 otherwise. In
what follows it is assumed that Ri = 0 implies that ∆i = 1, which means that the





subject to missingness. Finally, denote the vector of auxiliary variables that may
be related to Ri by Ai. Under this setup, the observable data based on an i.i.d.












i Vi, Ui, Zi, Ai
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i Vi, Ui, Zi, Ai
)
= Pr (Ri = 1|∆i = 1, Ui, Zi, Ai) ,
(3.1)
that is, given the observed data and the auxiliary variables, the probability of response









the auxiliary variables Ai leads to a weaker MAR assumption (Lu & Tsiatis, 2001;
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Bakoyannis et al., 2019). Note that, for simplicity, it is assumed that Ri depends
on the event diagnosis time Ui and not the last observation time Vi prior to the
occurrence of the event. This is a plausible assumption in practice.
In this chapter, the CIF conditional on Z = z is studies. It is defined as
Fj(t; z) = Pr(T ≤ t, C = j|Z = z), j = 1, . . . , k.
A natural choice for a class of models for the CIF is the class of semiparametric
transformation models. Under this class, the CIF is expressed as
gj {Fj(t; z)} = φj(t) + βTj z, j = 1, . . . , k,
where gj is a known and increasing link function, φj is an unspecified strictly increas-
ing function, and βj is a vector of regression coefficients (Zeng et al., 2006; Bakoyannis
et al., 2017; L. Mao et al., 2017). A special subset of this class is the class of the gen-
eralized odds rate transformation models defined as (Jeong & Fine, 2006; Dabrowska





(1− Fj)−αj − 1
αj
}
if 0 < αj <∞
log {− log (1− Fj)} if αj = 0
Special cases of this class are the Fine–Gray proportional subdistribution hazards
model (Fine & Gray, 1999) when αj = 0 and the proportional proportional odds
model when αj = 1.
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3.2.2 Semiparametric estimation































2 , · · · , θTk
)T
are the unknown parameters(Bakoyannis et al., 2017).






. The maximization of likelihood (3.2) can be performed
over the sieve space Θn = Bk × Φkn, where B ⊂ Rd and
Φn(γ,Nn,m) =
{
φ : φ(t; γ) =
Nn+m∑
s=1
γsBs,m(t), γ ∈ RNn+m, γ1 < · · · < γNn+m
}
is the B-spline sieve space with Nn and m denoting the number of internal knots
and the order of the B-spline, γ = (γ1, . . . , γNn+m)
T is the unknown control point
vector of the B-spline coefficients, and t ∈ [a, b]. The number of internal knots Nn
is selected to satisfy Nn ≈ nν such that max1≤l≤Nn+1 |wl − wl−1| = O(n−ν), where
wl is the place of the lth knot (Bakoyannis et al., 2017). The optimal choice for
ν, in order to achieve the optimal rate of convergence of the B-spline estimator of
φj, is ν = 1/(1 + 2p), where p is the degree of smoothness of the true underlying
functions φj for j = 1, . . . , k (Bakoyannis et al., 2017). The knots are placed in
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the percentiles of the distribution of the observation times (Vi, Ui). Note that the
restriction γ1 < · · · < γNn+m imposes a monotonicity constraint on the B-spline









is also imposed. This is crucial since ignoring this constraint may lead to non-
convergence issues. The estimation process can be readily implemented using the
function ciregic in the R package intccr (Park et al., 2019).
In the presence of missing event types, the likelihood function (3.2) cannot be
evaluated for the missing cases. To deal with this issue, the AIPW method which is
similar to the one by Gao & Tsiatis (2005) is used. For this let
ρ (Oi, ξ
∗) ≡ Pr (Ri = 1|∆i = 1, Ui, Zi, Ai; ξ∗) ,
where Oi = (Ui, Zi, Ai)
T , be the parametric response (or equivalently the missing-
ness) model, where ξ∗ is a finite dimensional parameter. Since the model ρ may be
misspecified, ξ∗ denotes the minimizer of the Kullback–Leibler divergence between
the assumed and the true model. Similarly, define
πj(Oi, ψ
∗) = Pr(Ci = j|∆i = 1, Ui, Zi, Ai;ψ∗), j = 1, . . . , k, (3.3)
to be the parametric model for the jth event type, where ψ∗ is a finite-dimensional
parameter as before. Again, ψ∗ is the minimizer of the Kullback–Leibler divergence
between the assumed and the true model. The implicit assumption in model (3.3) is
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that the probability of the jth event type does not depend on whether the observation
is interval-censored or left-censored, and, also, that Ci is conditionally independent of
the last examination time prior to the event diagnosis time for the interval-censored
cases. A natural choice of the model πj is the binary logistic (if k = 2) or the
multinomial logistic (if k > 2) model.
The first stage of the analysis involves the estimation of ξ∗ using the obser-
vations with ∆i = 1, and ψ
∗ based on the observations with Ri = 1 and ∆i = 1
(i.e. cases with an observed event type). Estimation in both cases is conducted via
(parametric) maximum likelihood. Under the MAR assumption (3.1), the second
stage of the analysis consists of maximizing the objective function under the AIPW
framework
































Ri − ρ(Oi; ξ̂n)
ρ(Oi; ξ̂n)
πj(Oi; ψ̂n), l = 1, 2.
This objective function corresponds to the AIPW version of the logarithm of likeli-
hood (3.2), multiplied by 1/n which does not affect the maximizer but is convenient
for the consistency proof. Maximization is performed over the sieve space Θn under
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the constraints described above for the case without missing event types. The result-
ing estimator is denoted as θ̂n. This approach can be readily implemented using the
function ciregic aipw in the R package intccr. In Chapter 3.5, an illustrative exam-
ple is provided. The example describes how to use the ciregic aipw to perform the
proposed AIPW methodology.
3.2.3 Properties of the proposed estimator
The proposed estimator possesses the double robustness property, that is it is
consistent if either ρ(Oi; ξ
∗) or πj(Oi;ψ
∗), j = 1, . . . , k, is correctly specified. Letting
Θ denote the true (infinite-dimensional) parameter space, consistency is proved in




∥∥∥β(1)j − β(2)j ∥∥∥2 + k∑
j=1






for θ(1), θ(2) ∈ Θ, where ‖ · ‖ is the Euclidean L2-norm and



















Now, let θ0 denote the true parameter values. Theorem 1 ensures the double robust-
ness of the proposed estimator.
Theorem 1. (Double robustness) Suppose that the interval censoring is independent
and non-informative conditionally on the covariates Z, the MAR assumption (3.1)
is satisfied, the regularity conditions are satisfied, and Nj = O(n
ν), j = 1, . . . , k,
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where ν satisfies 1/{2(1 + p)} < ν < 1/(2p). Then, if either ρ(Oi; ξ∗) or πj(Oi;ψ∗),
j = 1, . . . , k, is correctly specified,
d(θ̂n, θ0)
p→ 0.
Proof. To show the double robustness property of the proposed estimator empir-
ical process theory will be used (Kosorok, 2008; Van der Vaar & Wellner, 1996).
The standard empirical process notations are used: Pf =
∫
X f(x)dP (x) and Pn =
n−1
∑n
i=1 f(Xi) for a measurable function f : X → R, where X is the sample space.







































Note that based on this notation, obtaining the proposed AIPW sieve estimator of




. If there were no missing event
types one would need to maximize Pnlθ ≡Mn(θ) (Bakoyannis et al., 2017). The latter
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objective function can be seen as an estimator of Plθ ≡M(θ). In this work, similarly
to Bakoyannis et al. (2017), assume the following regularity conditions:
C1. Z and A are bounded in the sense that there exists a K ∈ (0,∞) such that
Pr (‖Z‖ ∨ ‖A‖ ≤ K) = 1. Moreover, E(ZZT ) is a non-singular.
C2. For j = 1, 2, . . . , k, β0,j ∈ B, where B is a compact subset of Rd.
C3. There exists η > 0 such that P (U − V ≥ η) = 1 and the unions of the
supports of U and V are contained in [a, b] for 0 < a < b < ∞. Also,
and 0 < min
j∈{1,2,...,k}
Fj(a;Z = 0) <
k∑
j=1
Fj(b;Z = 0) < 1.
C4. φ0,j ∈ Φ, where Φ is a set of functions whose pth derivative is bounded in [a, b]
for p ≥ 1, and the first derivative of φ0,j is strictly positive and continuous on
[a, b], for j = 1, . . . , k.
C5. The joint density of (V, U) conditional on Z has bounded partial derivatives
with respect to (v, u), whose bounds do not depend on (v, u, z).









a a.s. for all a ∈ Rd.











ωi + op(1), where Eω1 = 0
and E‖ω1‖2 <∞.
C8. The parametric model ρ(Oi; ξ) is continuously differentiable in ξ and satisfies











where Eφ1 = 0 and E‖φ1‖2 <∞.
Conditions C1–C6 guarantee the consistency of θ̂n and the
√
n-consistency and asymp-
totic normality of the regression coefficient estimator for the B-spline sieve maxi-
mum likelihood estimator for interval-censored competing risks data without missing
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event types (Bakoyannis et al., 2019). Conditions C7 and C8 are required for the
proposed AIPW sieve maximum likelihood estimator for dealing with missing event
types. These additional conditions are satisfied if the parametric models ρ and πj,
j = 1, . . . , k, are specified as regular generalized linear models and estimated through
maximum likelihood. The positivity condition ρ(Oi; ξ) > 0 a.s. is expected to be
satisfied in general in practice.










(iii) The sequence of the estimators θ̂n satisfies
M̃n(θ̂n; ξ̂n, ψ̂n) ≥ M̃n(θ0; ξ̂n, ψ̂n)− op(1)
For condition (i),
‖M̃n(θ; ξ̂n, ψ̂n)−M(θ)‖Θn ≤ ‖M̃n(θ; ξ̂n, ψ̂n)− M̃n(θ; ξ∗, ψ∗)‖Θn
+‖M̃n(θ; ξ∗, ψ∗)−Mn(θ)‖Θn
+‖Mn(θ)−M(θ)‖Θn
≡ An +Bn + Cn. (3.4)
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Under this inequality, conditions C1, C7, C8, and Taylor expansion it follows that
An
























































[ ∣∣∣E {∆̃(1)ij (ξ∗, ψ∗)−∆(1)ij }∣∣∣+ ∣∣∣E {∆̃(2)ij (ξ∗, ψ∗)−∆(2)ij }∣∣∣ ]+ op(1). (3.5)
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If either ρ(Oi; ξ
∗) or πj(Oi;ψ
∗) is correctly specified, that is if either E(Ri|Oi) =
ρ(Oi; ξ
∗) a.s. or E(∆
(1)


















= 0. Therefore, in light of (3.5), Bn
p→ 0.
Finally, Bakoyannis et al. (2017) showed that Cn
p→ 0 and, thus, based on (3.4),
condition (i) is satisfied.
Condition (ii) has been shown by Bakoyannis et al. (2017). Finally, by Taylor
































− M̃n (θ0; ξ∗, ψ∗) + op(1). Now, using the same arguments to those
used in the consistency proof in Bakoyannis et al. (2017) leads to the conclusion that
condition (iii) is satisfied. Therefore, d(θ̂n, θ0)
p→ 0.
As in the case with interval-censored competing risks data without missing
event types (Bakoyannis et al., 2019), ν = 1/(1 + 2p) is set. Using the conditions
along with arguments similar to those used in Bakoyannis et al. (2019) it can be
shown that the estimator β̂n is
√
n-consistent and asymptotically normal. However,
it is not feasible to claim semiparametric efficiency for β̂n. Variance estimation can
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be based on nonparametric bootstrap method (G. Cheng et al., 2010). The function
ciregic aipw of the R package intccr has an argument to select the desired num-
ber of bootstrap replications for variance estimation (for more details on the use of
ciregic aipw Chapter 3.5).
3.3 Simulation studies
In order to evaluate the performance of the proposed estimator a series of
Monte Carlo simulation experiments was conducted. It is considered that there are
two event types, C = 1 and C = 2, and two covariates of interest, Z1 simulated from
the Bernoulli distribution with probability 0.4, and Z2 simulated from the standard
normal distribution. There is also an auxiliary variable depending on the true event
type as A = I(C = 1) + ε, where ε ∼ N(0, 1). The competing risks data were










φj(t) + βTj Z
} , j = 1, 2,
where




under the improper Gompertz distribution (Jeong & Fine, 2006). Similarly to Bakoy-
annis et al. (2019), each set of parameters was assumed as (τ1, ρ1) = (0.4,−0.6)
and (τ2, ρ2) = (0.75,−0.5). The values for the regression coefficients were β0 =
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(β11, β12, β21, β22) = (0.5,−0.3,−0.5, 0.3). To generate interval censoring a series of
observation time points based on the exponential distribution with a hazard param-
eter being equal to 3 was simulated. This led on average in one clinic visit every
four months. It was assumed that the maximum study period is at 3 years. The
probability of non-missingness was assumed to be
logit{Pr(R = 1|O)} = ξ0 + 0.5U − 0.5Z1 + 0.6Z2 + ξ4A
where (ξ0, ξ4) is equal to (.9, -.5), (.6, -.1), (.6, 0), (.55, .1), or (.4, .5). These choices led
to approximately 30% missing event types. Also, the other scenarios were considered,
where (ξ0, ξ4) was set to (-.1, -.5), (-.35, -.1), (-.35, 0), (-.4, .1), or (-.6, .5), which led
to approximately 50% missing event types. For each simulation scenario 1,000 data
sets were simulated, and the sample sizes n = 200 and n = 400 were considered. In
this simulation study, the proposed AIPW method was considered by assuming the
following models
logit{ρ(O, ξ)} = ξ0 + ξ1U + ξ2Z1 + ξ3Z2 + ξ4A,
and
logit{π1(O,ψ)} = ψ0 + ψ1U + ψ2Z1 + ψ3Z2 + ψ4A. (3.6)
Note that the true model π1(O,ψ) has a very complicated form under the proportional
odds model assumed in this simulation study and, thus, model (3.6) is misspecified.
However, the model ρ(O, ξ) is correctly specified. Standard error estimation was based
on 100 bootstrap replications. Two alternative methods were considered to compare
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the performance of the proposed estimator: one is the näıve complete case analysis
(CC) and the other is the multiple imputation procedure (MI) by Bakoyannis et al.
(2010) based on 5 imputations and under the imputation model (3.6), as alternative
approaches to deal with missingness. The B-spline-based sieve maximum likelihood
approach by Bakoyannis et al. (2017) as the complete data method was performed
in both approaches. Standard error for the complete case analysis was based on 50
bootstrap replications, while for the MI procedure Rubin’s rules and nonparametric
bootstrap for the within imputation variance estimation were used.
Simulation results are presented in Tables 3.1 through 3.5. Based on the
simulation results, the näıve complete case analysis provided regression parameter es-
timates with substantial bias as a result of selection bias. The degree of bias was more
pronounced with a larger missingness percent and in scenarios where the effect of the
auxiliary variable on the probability of missingness was non-zero. The MI approach
also provided regression coefficient estimates exhibiting non-negligible bias, although
this bias was lower, on absolute, compared to that from the complete case analysis.
The bias in the MI approach is attributed to the misspecification of the imputation
model. The proposed AIPW approach provided virtually unbiased regression param-
eter estimates in all cases, even though model was misspecified (3.6). This provides
numerical evidence for the double robustness of the proposed AIPW approach. For
this approach, the average of the standard error estimates is close to the correspond-
ing Monte Carlo standard deviation of the estimations, and the empirical coverage
probabilities are close to the nominal 0.95 level.
The average of the baseline CIF based on the proposed approach, along with
the corresponding true baseline CIF, is presented in Figure 3.1 through Figure 3.5.
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Table 3.1: Monte Carlo simulation with 1,000 replications when (ξ4 = 0)
30% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -13.554 -19.139 4.131 11.211 -16.505 -20.347 0.247 10.416
MCSD1 0.336 0.172 0.325 0.164 0.244 0.119 0.238 0.113
ASE2 0.352 0.171 0.342 0.165 0.242 0.117 0.235 0.113
ECP3 0.960 0.924 0.965 0.938 0.930 0.912 0.946 0.934
ii. MI‡
% bias -6.203 -6.394 -5.206 -5.152 -8.215 -6.933 -8.771 -6.657
MCSD1 0.327 0.166 0.320 0.159 0.235 0.116 0.230 0.114
ASE2 0.340 0.166 0.338 0.165 0.235 0.116 0.233 0.114
ECP3 0.957 0.953 0.963 0.956 0.945 0.953 0.953 0.948
iii. AIPW§
% bias 0.539 0.056 1.324 1.283 -1.755 0.272 -2.261 0.690
MCSD1 0.341 0.180 0.338 0.173 0.246 0.122 0.243 0.121
ASE2 0.352 0.178 0.353 0.176 0.241 0.121 0.239 0.119
ECP3 0.956 0.944 0.956 0.950 0.934 0.952 0.947 0.946
50% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -27.864 -37.548 8.786 22.740 -29.846 -38.894 3.982 22.015
MCSD1 0.400 0.201 0.394 0.193 0.288 0.140 0.283 0.130
ASE2 0.434 0.204 0.420 0.195 0.292 0.137 0.280 0.132
ECP3 0.961 0.916 0.964 0.937 0.930 0.851 0.944 0.924
ii. MI‡
% bias -11.534 -10.886 -9.436 -8.413 -12.808 -11.154 -12.888 -10.303
MCSD1 0.371 0.190 0.365 0.184 0.270 0.135 0.266 0.131
ASE2 0.393 0.190 0.391 0.189 0.271 0.134 0.268 0.132
ECP3 0.955 0.945 0.965 0.953 0.948 0.947 0.949 0.937
iii. AIPW§
% bias 2.293 0.074 4.757 3.211 -2.274 0.852 -2.242 2.058
MCSD1 0.431 0.234 0.427 0.226 0.298 0.152 0.300 0.153
ASE2 0.454 0.225 0.466 0.224 0.296 0.149 0.296 0.148
ECP3 0.960 0.941 0.966 0.943 0.952 0.938 0.937 0.941
† Complete care analysis, ‡ multiple imputation, § augmented inverse probability
weighted method, 1 Monte Carlo standard deviation, 2 average standard error, 3
empirical coverage probability.
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Table 3.2: Monte Carlo simulation with 1,000 replications when (ξ4 = −0.5)
30% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -18.165 -30.041 -2.499 -1.649 -21.094 -30.982 -5.913 -1.879
MCSD1 0.336 0.174 0.320 0.164 0.247 0.123 0.234 0.113
ASE2 0.357 0.173 0.337 0.163 0.246 0.119 0.232 0.112
ECP3 0.950 0.899 0.958 0.949 0.934 0.864 0.940 0.943
ii. MI‡
% bias -6.846 -7.710 -6.099 -6.623 -7.978 -7.565 -8.581 -7.284
MCSD1 0.318 0.163 0.313 0.157 0.233 0.116 0.228 0.114
ASE2 0.339 0.166 0.335 0.164 0.235 0.115 0.233 0.114
ECP3 0.960 0.950 0.963 0.960 0.947 0.953 0.960 0.947
iii. AIPW§
% bias 0.883 -1.016 1.705 0.216 -1.520 -0.114 -2.070 0.302
MCSD1 0.341 0.181 0.340 0.174 0.245 0.124 0.241 0.124
ASE2 0.362 0.180 0.354 0.177 0.242 0.121 0.240 0.119
ECP3 0.964 0.945 0.956 0.945 0.939 0.935 0.946 0.948
50% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -32.616 -46.683 0.387 10.913 -35.139 -48.949 -3.645 9.304
MCSD1 0.416 0.208 0.376 0.191 0.298 0.144 0.268 0.130
ASE2 0.457 0.210 0.402 0.193 0.302 0.141 0.272 0.130
ECP3 0.956 0.888 0.964 0.944 0.914 0.805 0.956 0.939
ii. MI‡
% bias -12.990 -11.383 -11.257 -9.198 -13.237 -11.231 -13.187 -10.474
MCSD1 0.373 0.191 0.361 0.185 0.271 0.137 0.263 0.134
ASE2 0.396 0.192 0.391 0.190 0.271 0.133 0.268 0.131
ECP3 0.955 0.949 0.960 0.950 0.947 0.937 0.946 0.940
iii. AIPW§
% bias 0.766 1.002 2.289 4.154 -1.677 1.563 -1.460 2.930
MCSD1 0.433 0.239 0.429 0.234 0.307 0.158 0.306 0.158
ASE2 0.519 0.233 0.473 0.230 0.306 0.152 0.303 0.151
ECP3 0.967 0.949 0.961 0.950 0.947 0.935 0.936 0.935
† Complete care analysis, ‡ multiple imputation, § augmented inverse probability
weighted method, 1 Monte Carlo standard deviation, 2 average standard error, 3
empirical coverage probability.
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Table 3.3: Monte Carlo simulation with 1,000 replications when (ξ4 = −0.1)
30% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -15.210 -22.154 2.878 9.021 -18.530 -23.714 -1.259 8.238
MCSD1 0.334 0.173 0.323 0.164 0.247 0.120 0.237 0.113
ASE2 0.357 0.173 0.345 0.166 0.245 0.118 0.237 0.114
ECP3 0.955 0.925 0.966 0.943 0.932 0.898 0.947 0.943
ii. MI‡
% bias -6.658 -6.866 -5.754 -5.642 -8.839 -7.688 -9.456 -7.372
MCSD1 0.323 0.166 0.317 0.160 0.235 0.115 0.231 0.113
ASE2 0.343 0.167 0.339 0.166 0.237 0.117 0.234 0.116
ECP3 0.962 0.955 0.967 0.959 0.948 0.953 0.950 0.947
iii. AIPW§
% bias 0.883 -1.016 1.705 0.216 -2.053 0.059 -2.574 0.463
MCSD1 0.341 0.181 0.340 0.174 0.248 0.122 0.245 0.122
ASE2 0.362 0.180 0.354 0.177 0.243 0.122 0.242 0.121
ECP3 0.964 0.945 0.956 0.945 0.937 0.943 0.941 0.949
50% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -29.659 -40.710 7.552 21.368 -32.481 -43.319 2.410 20.366
MCSD1 0.404 0.203 0.389 0.194 0.293 0.143 0.284 0.132
ASE2 0.442 0.207 0.422 0.196 0.297 0.139 0.281 0.132
ECP3 0.958 0.904 0.970 0.937 0.923 0.833 0.945 0.920
ii. MI‡
% bias -11.915 -11.380 -9.832 -8.757 -13.455 -11.622 -13.255 -10.797
MCSD1 0.375 0.192 0.368 0.186 0.273 0.137 0.269 0.134
ASE2 0.397 0.192 0.394 0.191 0.273 0.135 0.270 0.133
ECP3 0.952 0.947 0.962 0.952 0.949 0.945 0.949 0.935
iii. AIPW§
% bias 2.345 0.521 4.691 3.885 -2.800 1.058 -2.602 2.344
MCSD1 0.434 0.236 0.428 0.229 0.301 0.157 0.303 0.156
ASE2 0.472 0.227 0.470 0.226 0.300 0.151 0.302 0.151
ECP3 0.966 0.943 0.953 0.943 0.954 0.941 0.946 0.943
† Complete care analysis, ‡ multiple imputation, § augmented inverse probability
weighted method, 1 Monte Carlo standard deviation, 2 average standard error, 3
empirical coverage probability.
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Table 3.4: Monte Carlo simulation with 1,000 replications when (ξ4 = 0.1)
30% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -12.628 -16.674 5.670 13.793 -15.684 -18.440 1.203 12.647
MCSD1 0.335 0.173 0.327 0.165 0.244 0.118 0.238 0.113
ASE2 0.350 0.171 0.343 0.165 0.241 0.117 0.235 0.113
ECP3 0.953 0.924 0.961 0.939 0.932 0.921 0.948 0.935
ii. MI‡
% bias -6.153 -5.730 -5.096 -4.411 -8.572 -7.238 -8.971 -6.994
MCSD1 0.326 0.166 0.319 0.160 0.235 0.116 0.229 0.114
ASE2 0.339 0.166 0.337 0.165 0.236 0.116 0.233 0.115
ECP3 0.959 0.950 0.965 0.952 0.945 0.946 0.958 0.949
iii. AIPW§
% bias 0.539 0.056 1.324 1.283 -1.862 0.143 -2.373 0.531
MCSD1 0.341 0.180 0.338 0.173 0.247 0.123 0.242 0.122
ASE2 0.353 0.178 0.353 0.176 0.241 0.121 0.240 0.119
ECP3 0.956 0.944 0.956 0.950 0.942 0.943 0.947 0.941
50% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -26.485 -35.389 10.377 25.324 -29.191 -36.689 4.878 24.550
MCSD1 0.396 0.202 0.389 0.196 0.289 0.140 0.286 0.132
ASE2 0.428 0.203 0.423 0.196 0.290 0.137 0.280 0.132
ECP3 0.963 0.912 0.971 0.933 0.931 0.853 0.941 0.914
ii. MI‡
% bias -11.110 -11.276 -9.079 -8.630 -12.792 -11.016 -12.923 -10.242
MCSD1 0.373 0.190 0.365 0.185 0.270 0.134 0.267 0.132
ASE2 0.393 0.190 0.391 0.189 0.270 0.134 0.267 0.132
ECP3 0.955 0.945 0.962 0.958 0.940 0.943 0.944 0.938
iii. AIPW§
% bias 2.526 -0.374 4.668 2.802 -2.595 1.113 -2.628 2.342
MCSD1 0.427 0.234 0.426 0.227 0.301 0.153 0.302 0.154
ASE2 0.457 0.224 0.466 0.223 0.297 0.150 0.298 0.150
ECP3 0.956 0.943 0.958 0.937 0.951 0.934 0.935 0.933
† Complete care analysis, ‡ multiple imputation, § augmented inverse probability
weighted method, 1 Monte Carlo standard deviation, 2 average standard error, 3
empirical coverage probability.
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Table 3.5: Monte Carlo simulation with 1,000 replications when (ξ4 = 0.5)
30% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -8.424 -7.855 10.944 22.273 -10.788 -9.978 6.606 20.756
MCSD1 0.334 0.170 0.333 0.165 0.243 0.118 0.243 0.115
ASE2 0.348 0.168 0.349 0.166 0.237 0.116 0.237 0.114
ECP3 0.954 0.938 0.967 0.931 0.933 0.937 0.946 0.912
ii. MI‡
% bias -5.830 -5.538 -4.734 -4.006 -7.316 -6.868 -7.745 -6.489
MCSD1 0.324 0.165 0.318 0.160 0.235 0.115 0.230 0.114
ASE2 0.337 0.166 0.336 0.164 0.235 0.115 0.234 0.114
ECP3 0.959 0.944 0.969 0.952 0.939 0.949 0.953 0.951
iii. AIPW§
% bias 1.562 1.050 2.554 2.395 -1.620 -0.142 -2.090 0.300
MCSD1 0.345 0.181 0.345 0.176 0.252 0.126 0.247 0.125
ASE2 0.359 0.180 0.371 0.179 0.244 0.121 0.243 0.121
ECP3 0.953 0.940 0.962 0.947 0.938 0.947 0.941 0.948
50% n = 200 n = 400
of missing β11 β12 β21 β22 β11 β12 β21 β22
i. CC†
% bias -21.830 -26.442 15.977 33.185 -24.989 -27.229 10.162 33.219
MCSD1 0.387 0.197 0.391 0.197 0.285 0.137 0.288 0.134
ASE2 0.417 0.201 0.442 0.199 0.282 0.136 0.287 0.134
ECP3 0.959 0.915 0.972 0.923 0.930 0.899 0.945 0.886
ii. MI‡
% bias -10.184 -10.645 -8.141 -7.964 -11.575 -10.141 -11.457 -9.226
MCSD1 0.373 0.190 0.362 0.186 0.273 0.133 0.267 0.131
ASE2 0.391 0.190 0.391 0.189 0.270 0.133 0.268 0.132
ECP3 0.953 0.946 0.965 0.946 0.940 0.937 0.944 0.935
iii. AIPW§
% bias 3.026 -0.118 5.326 3.423 -2.882 0.722 -2.672 2.091
MCSD1 0.438 0.236 0.441 0.233 0.311 0.160 0.311 0.162
ASE2 0.468 0.232 0.577 0.232 0.306 0.153 0.309 0.154
ECP3 0.954 0.956 0.966 0.940 0.946 0.930 0.951 0.943
† Complete care analysis, ‡ multiple imputation, § augmented inverse probability
weighted method, 1 Monte Carlo standard deviation, 2 average standard error, 3
empirical coverage probability.
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It is evident that the proposed AIPW estimator is virtually unbiased in all cases. To
sum up, this simulation study provided numerical evidence for the double robustness
of the proposed AIPW estimator and, also, its asymptotic normality.
The proposed AIPW estimator also outperformed the CC and MI approaches
which provided biased estimates. Moreover, the AIPW estimator was more com-
putationally efficient compared to the MI approach which requires performing the
analysis multiple times. Under 100 replications with sample size of 400 and 50%
missing event type, the computation time of the AIPW estimator is 5.96 minutes in
average with 1.09 minutes of standard deviation. However, those of the MI approach
is 20.92 minutes in average with 2.28 minutes of standard deviation.
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Figure 3.1: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 200 and 400 when ξ4 = 0
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Figure 3.2: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 200 and 400 when ξ4 = −0.5
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Figure 3.3: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 200 and 400 when ξ4 = −0.1
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Figure 3.4: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 200 and 400 when ξ4 = 0.1
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Figure 3.5: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 200 and 400 when ξ4 = 0.5
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3.4 Analysis of HIV data
The proposed AIPW approach was used to analyze the data from the mo-
tivating EA-IeDEA study described in Chapter 3.1, using the ciregic aipw function
in the R package intccr. The goal of this analysis was to evaluate gender, age and
CD4 cell count as potential prognostic factors for death and disengagement from care,
as well as to estimate the covariate-specific CIFs of these event types. Descriptive
characteristics of the study sample are presented in Table 3.6. The total sample size
was 48,691 patients. In total, 2,094 (4.3%) of them were observed to die (reported
deaths), while 20,477 (42.1%) patients were identified as lost to clinic. Of them, 4,890
(23.9%) were successfully traced by outreach workers and had their true vital status
actively ascertained. This indicates that there is a large portion of missing event types
among those who where classified as losses to HIV care. 516 (10.6%) of successfully
traced individuals were found to be deceased and this indicates a significant death
under-reporting problem.
The data were analyzed using the näıve complete case analysis and the pro-
posed AIPW approach. For convenience of interpretation, the proportional odds
models were considered in both event types in these analyses. Standard error es-
timation in both cases was based on nonparametric bootstrap using 100 bootstrap
replications. For the AIPW approach linear binary logistic models were assumed
for the probability of non-missingness (i.e. of successful double sampling) and the
probability of death. In both models, there exist covariates the time U , age, gen-
der, CD4 and the number of outreach workers. Note that the latter covariate is an
auxiliary covariate which is not of scientific interest but is expected to be associated
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Table 3.6: Descriptive characteristics of the study sample
In HIV care
(N = 26, 120)
n(%)
Loss to care
(N = 20, 477)
n(%)
Death
(N = 2, 094)
n(%)
Gender
Female 17,511(67.0) 13,655(66.7) 1,125(53.7)
Male 8,609(33.0) 6,822(33.3) 969(46.3)
Double sampling
Yes 0(-) 4,890(23.9) 0(-)
No 0(-) 15,587(76.1) 0(-)
Vital status
Dead 0(-) 516(10.6) 0(-)
Alive 0(-) 4,374(89.4) 0(-)
Median(IQR) Median(IQR) Median(IQR)
Age (years) 37.8(31.8, 45.5) 36.3(30.6, 43.3) 38.0(31.8, 45.2)
CD4 (cells/µl) 206(95, 338) 147 (62.4, 264) 80 (24, 165)
with the probability of successful outreach/double sampling (i.e. non-missingness).
Since the missingness occurs only on the subgroup of patients who were identified as
lost (20,477 patients) in this application, the non-missingness and death probability
logistic models were fitted using this subset of patients. Results from the complete
case and the proposed AIPW analyses are listed in Table 3.7. Calculation of point
estimates from the data set of 48,691 observations based on the AIPW approach using
the ciregic aipw function required only about 1.1 minutes. In addition, the compu-
tation time that provides both point estimates and the standard error based on 100
bootstrap replications required about 79.9 minutes when parallel computing option
is not selected and 42.2 minutes with parallel computing (utilizing three cores) on
a quad-core personal computer. Based on the proposed AIPW approach, a higher
CD4 count is associated with a higher CIF of disengagement from care. Based on
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Table 3.7: Covariate effects on the CIF of disengagement from care and death based









0.184 (< 0.001) −0.019 (0.245)
CD4 at ART initiation
per 100 cells/µl
0.010 (0.119) 0.226 (< 0.001)
Age at ART initiation
per 10 years




0.356 (< 0.001) 0.092 (< 0.001)
CD4 at ART initiation
per 100 cells/µl
−0.480 (< 0.001) −0.359 (0.001)
Age at ART initiation
per 10 years
0.030 (0.223) 0.004 (< 0.001)
the näıve analysis male gender and younger age significantly associated with the risk
of disengagement, while the effect of CD4 count on disengagement is less pronounced
compared to the AIPW approach. The analysis of the CIF of death revealed that
old male gender and a lower CD4 cell count are prognostic of death based on the
AIPW approach. The effect of male gender and CD4 cell count on mortality was
more pronounced in the näıve analysis.
The predicted CIFs for disengagement from care and death for a 30-year-old
male patient by CD4 cell count from the näıve complete case analysis and the AIPW
approach are depicted in Figures 3.6 and 3.7. The complete case analysis underesti-
mates the predicted CIFs for both disengagement from care and death, compared to
the AIPW approach. This is because the complete case analysis selectively discards
events only and not right-censored observations.
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Figure 3.6: The predicted cumulative incidence functions from the näıve analysis for
a 30-year-old male patient
3.5 Illustration of the R function ciregic aipw
The proposed AIPW method was implemented in the existing R package
intccr (Park et al., 2019). The corresponding function ciregic aipw for the analy-
sis of interval-censored competing risks data and missing event types is provided in R
version 3.5.2 or higher (R Core Team, 2019). Currently, the function allows for only
two event types. The package installation and loading can be performed as follows:
R> install.packages(‘‘ intccr ’’)
R> library(intccr)
In this illustration, the simulated data set (simdata aipw), which is available
in the intccr package, will be analyzed. This data set consists of 200 observations with
7 variables: id, v, u, c, z1, z2, and a. The description of these variables is provided in
Table 3.8. The first 6 observations in the data set (simdata aipw) are listed below.
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Figure 3.7: The predicted cumulative incidence functions from the proposed AIPW
method for a 30-year-old male patient
R> head(simdata aipw)
id v u c z1 z2 a
1 1 0.0000000 0.1779317 2 1 0.2239254 0.6279651
2 2 1.4760692 1.9341271 NA 1 −1.1562233 1.0021440
3 3 0.5704245 1.5265510 2 1 0.4224185 0.2843777
4 4 1.0087580 1.7452873 NA 1 −1.3247553 −1.0017791
5 5 0.1232930 0.3463802 2 0 0.1410843 −0.6172219
6 6 2.6582404 Inf 0 0 −0.5360480 1.8281942
The first observation (id = 1) is left-censored and the corresponding event type
is c = 2. The second observation (id = 2) is interval-censored. The event occurred in




Table 3.8: Variables in the data set simdata aipw
Variables Description
id a unique individual identifier
v last observation time prior to the event
u first observation time after the event
c an event type
z1 a binary covariate
z2 a continuous covariate




The simdata aipw has 50.3 % missing event types among 169 observations
that are not right-censored. The function ciregic aipw fits a two parametric models;
one is a logistic regression model for the probability of non-missingness using 169
observations and the other is for the probability of event type using 84 observations.
Table 3.9 presents the arguments of the function. The argument formula consists
of the object function Surv2(v, u, event) and a linear combination of covariates (for
the simdata aipw data set the formula is Surv2(v = v, u = u, event = c) ∼ z1 +
z2). A set of auxiliary variables is allowed in the argument aux. Multiple auxiliary
variables can be put into the argument. For example, users simply type aux = a
for a single auxiliary variable or aux = a + b for two auxiliary variables. However,
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the default setting of aux is NULL, which means that the models for the probability
of missingness and event type do not contain an auxiliary variable. The argument
sub defines a subset of the observation that contains missing event type. This is
not applicable in most applications. However, in some special cases such as the
motivating study, only a subset of the observations with an event type are subject to
being missing. The argument alpha is a vector of nonnegative values that govern the
link function under the class of odds rate transformation models (for more details see
Chapter 3.2.1). Note that the function allows for different models for each event type.
The argument k requires a value between 0.5 and 1, with a default value of 1. Based on
k, the number of internal knots is defined as largest integer which is less than or equal
to kn1/3. Using a smaller number k reduces the computation time at the expense of
a cruder B-spline approximation in finite samples. The remaining arguments, nboot
and do.par, are options to define the number of bootstrap replications and the use
of parallel computing. If the nboot = 0 then the ciregic aipw function returns only
point estimates without standard errors and p-values. If nboot > 0, one needs to set
a seed number for reproducibility of the bootstrap standard errors is as follows:
R> set.seed(2019)
Obtaining point estimates for the regression coefficients using this data set
requires the code:
R> set.seed(2019)
R> fit <− ciregic aipw(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
aux = a, data = simdata aipw, alpha = c(1, 1),
nboot = 0, do.par = FALSE)
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Table 3.9: Argument of the function ciregic aipw
Variables Description
formula a model formula
aux a set of auxiliary variables (optional)
data a data frame
sub a subset of the observation that are subject to being missing
(optional argument)
alpha a parameter specifying the link functions
k a parameter that controls the number of internal knots
nboot a number of bootstrap replications for standard error estimation
do.par a logical constant to utilize parallel computing
R> summary(fit)
Call :
ciregic aipw . default(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
aux = a, data = simdata aipw, alpha = c(1, 1),










Point estimates for the regression coefficients and bootstrap standard errors
based on 50 replications without parallel computing are obtained as follows:
R> set.seed(2019)
R> fit.npar <− ciregic aipw(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
aux = a, data = simdata aipw,
alpha = c(1, 1), nboot = 50,
do.par = FALSE)
|=========================================| 100%
Completed bootstrapping: 50 out of 50
> summary(fit.npar)
Call :
ciregic aipw . default(formula = Surv2(v = v, u = u, event = c) ∼ z1 + z2,
aux = a, data = simdata aipw,
alpha = c(1, 1), do.par = FALSE, nboot = 50)
Event type 1
Estimate Std. Error z value Pr(>|z|)
z1 0.2507 0.3450 0.727 0.468
z2 0.0118 0.1888 0.062 0.950
Event type 2
Estimate Std. Error z value Pr(>|z|)
z1 −0.1968 0.3640 −0.541 0.589
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n Event type 1
Event type 2
Figure 3.8: The estimated baseline cumulative incidence function
z2 0.0892 0.1902 0.469 0.639
A warning message is automatically generated if there are bootstrap replica-
tions that did not converge. The generic function summary provides the summary
table for both event types. The output consists of the function call, estimates with its
bootstrap standard error, z score, and p-value with significant stars. The significant
stars appear when at least one covariate satisfies levels of significance.
Signif . codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
The parallel computing option do.par = TRUE selects the maximum number
of cores minus one. For example, 3 available cores are assigned in quad core system
because the user needs one core to run the operating system. The parallel comput-
ing offers faster bootstrap standard error computation, and returns the same result
if the same seed number was defined. Moreover, the function predict returns the
covariate-specific predicted CIF. The generic function predict provides a correspond-
ing predicted CIF to a sequence of time points and a combination of covariates. The
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following R code shows how to draw a plot for the predicted baseline CIFs. The re-
sulting plot is depicted in Figure 3.8, a different value in the argument covp provides
the predicted CIFs with for the required covariate pattern (e.g. covp = c(1, .5)).
R> t <− seq(from = fit$tms[1], to = fit$tms[2],
by = diff(fit$tms) / 99)
R> pred <− predict(object = fit, covp = c(0, 0), times = t)
R> plot(pred$t, pred$cif1, type = ”l”, ylim = c(0, .6), lwd = 2,
main = ‘‘Predicted cumulative incidence function ’’,
xlab = ‘‘time ’’, ylab = ‘‘cumulative incidence function ’’)
R> points(pred$t, pred$cif2, type = ‘‘ l ’’, col = 2, lty = 2, lwd = 2)
R> legend(‘‘topleft ’’, legend = c(‘‘Event type 1’’, ‘‘ Event type 2’’),
lty = 1:2, col = 1:2, lwd = c(2, 2))
3.6 Discussion
In this work, complex issue was addressed in semiparametric analysis of the
CIF with interval-censored competing risks data, missing event types, and poten-
tially auxiliary covariates under a missing at random (MAR) assumption. The pro-
posed approach utilizes an inverse probability weighting within the semiparametric
B-spline-based sieve maximum likelihood estimation framework for interval-censored
competing risks data by Bakoyannis et al. (2017). The general class of odds rate
transformation models was considered in this approach. The standard error of the re-
gression coefficient can be estimated via the use of nonparametric bootstrap method.
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It was shown that the proposed estimator possesses the double robustness property,
that is it is consistent even if either the model for the probability of non-missingness
or the model for the event type probability is misspecified, but not both. The double
robustness property of the proposed estimator was also justified numerically via a
series of simulation experiments. On the contrary, the näıve complete case analysis
and the multiple imputation approach for missing causes of failure (Bakoyannis et
al., 2010) provided biased estimates. The simulation studies provided also numerical
evidence for the asymptotic normality of the AIPW regression coefficient estimator.
The proposed method is readily applicable using the ciregic aipw function which has
been incorporated in the R package intccr (Park et al., 2019). Importantly, this func-
tion supports parallel computing for a considerably faster bootstrap standard error
estimation. Chapter 3.5 provides an illustrative example on how to use this function
in practice.
The issue of semiparametric analysis of the CIF based on interval-censored
competing risks data has not received much attention in the literature. To the best
of my knowledge, only Do & Kim (2017) and L. Mao et al. (2017) have considered
this problem. Do & Kim (2017) utilized Rubin’s multiple imputation to deal with
missingness in the framework of the pseudo-value approach for the CIF (Klein &
Andersen, 2005). However, Rubin’s multiple imputation can provide biased estimates
when the imputation model is misspecified. Unlike their method, the proposed AIPW
estimator possesses the double robustness property and, thus, it is consistent even if
the event type probability model is misspecified, provided that the non-missingness
probability model is correct. L. Mao et al. (2017) allowed for missing event types
in their EM-algorithm-based approach for interval-censored competing risks data.
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This approach, unlike the AIPW method, is not readily applicable using off-the-shelf
software and, also, does not explicitly incorporate the nonlinear inequality constraint
that the sum of the CIFs for all event types is bounded by one, which can lead to
non-convergence problems. Moreover, the proposals by Do & Kim (2017) and L. Mao
et al. (2017) cannot be used with auxiliary variables, as discussed in Chapter 3.1,
even though such covariates can be crucial for making the key MAR assumption more
plausible in practice (Collins et al., 2001; Lu & Tsiatis, 2001; Bakoyannis et al., 2019).
In contrast, the proposed AIPW approach can easily incorporate auxiliary variables
in the models for the probability of non-missingness and the event type probability.
The use of auxiliary variables was illustrated in the human immunodeficiency virus
data application.
In conclusion, the proposed AIPW approach of the B-spline-based sieve max-
imum likelihood method was considered as a robust and flexible analytical method
for the analysis of the CIF based on interval-censored competing risks with missing
event types. Interval censoring and missing event types are common problems which
are typically met in studies based on electronic health records and can lead to bias, as
illustrated in the simulation experiments. The availability of the ciregic aipw function
in the R package intccr has the potential to increase the impact of the proposed work
in real-life medical research. Currently, the ciregic aipw function allows for only two
event types which is sufficient for many applications. However, the plan is to extend
the function to allowing an arbitrary (finite) number of event types.
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Chapter 4
Competing risks regression analysis on the cumulative incidence function for
left-truncated and interval-censored data
Prognostic models for chronic conditions are crucial in modern medicine as
they inform medical decision making at the patient level and health policy at the
population level. However, an estimation of such models in studies with time-to-
event outcomes is typically complicated due to left truncation, interval censoring, and
competing risks. Ignoring these issues can lead to biased estimates and, therefore,
invalid prognostic models. In this chapter, the issue of semiparametric analysis of the
CIF, which explicitly quantifies clinical prognosis, is addressed in left-truncated and
interval-censored competing risks data. This approach is considered in the general
class of semiparametric odds rate transformation models which includes the propor-
tional odds and the proportional subdistribution hazards model as special cases. The
proposed estimation approach is based on semiparametric sieve maximum likelihood
and utilizes B-splines. Simulation studies show that the performance of the method
under both left truncation and interval censoring is excellent. The proposed method-
ology is applied to analyze dementia data that are subject to interval censoring, left
truncation, and the competing risk of death. The method is readily applicable using
the ciregic lt function in the R package intccr.
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4.1 Introduction
Prognostic models of chronic conditions are crucial in modern medicine and
public health. They can be used to estimate the prognostic effects of various charac-
teristics and to provide prognosis estimates which are important for informing medical
decision making at the patient level. For example, prognostic models can be used for
classifying patients into risk groups, informing patients about their likely course of
disease, and guiding physicians and patients in their decision making about the op-
timal treatment option (Royston et al., 2009; Moons et al., 2009). Moreover, these
models can be used for identifying appropriate patients for recruitment in clinical tri-
als (Moons et al., 2009). Prognostic models are also important for informing health
policy at the population level, such as for guiding resource allocation. Finally, prog-
nosis estimates, such as the risk of a particular outcome, are also of key importance
in quality of life studies (Fine & Gray, 1999). The estimation of prognostic models
for chronic conditions in studies with time-to-event outcomes is typically challenging.
First, many individuals die prior to the occurrence of the outcome of interest which
leads to a competing risks situation. Second, the outcome onset time is frequently
not precisely observed but is only known to lie between two observation times such
as clinic visits. This issue is known as interval censoring (Z. Zhang & Sun, 2010).
Finally, individuals in many studies are recruited some time after the onset of risk
under study, which is known as left truncation or late entry.
This research was motivated by the Indianapolis-Ibadan Dementia Project.
The data have been described in Hendrie et al. (1995); Hall et al. (2009); Hendrie
et al. (2017). In this study, participants were evaluated for dementia every 2 to 3
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years, which means that the exact dementia onset time was unknown and was only
known to lie within a 2 to 3-year time interval. In addition to interval censoring, the
majority of the participants died throughout the follow-up period prior to developing
dementia, leading to a competing risks situation. Finally, the time origin in this study
was at the 65 years of age landmark. However, the vast majority of participants were
enrolled after the age of 65 (left truncation). Given that participants had to be
dementia-free at enrollment, those who were enrolled after the age of 65 constituted a
sample of healthier individuals compared to those who were alive and dementia-free
just at 65. Ignoring this left truncation issue can lead to significantly biased estimates
(Bakoyannis & Touloumi, 2017).
When the scientific interest of the study is focused on prognostic factors or
prognostic models, and the study involves competing risks, such as death, the most
relevant estimand is the CIF (Koller et al., 2012; Andersen et al., 2012; Bakoyannis et
al., 2017). The CIF, which is identifiable based on competing risks data, represents
the cumulative probability of the outcome of interest (Putter et al., 2007; Bakoyannis
& Touloumi, 2012). The issue of semiparametric analysis of the CIF under the pro-
portional subdistribution hazards model has been addressed by Fine & Gray (1999),
which used inverse probability weighting techniques to account for right censoring.
Recently, L. Mao & Lin (2017) proposed a semiparametrically efficient estimation
approach for semiparametric transformation models for the CIF. However, neither of
these proposals are applicable to left-truncated or interval-censored competing risks
data. The issue of left truncation within the framework of the proportional subdistri-
bution hazards model has received attention without, however, allowing for interval
censoring (X. Zhang et al., 2011; Geskus, 2011; P.-S. Shen, 2011). There is also some
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recent work on semiparametric analysis of the CIF with interval-censored competing
risks data which, nevertheless, does not also address the issue of left truncation. Li
(2016) proposed a B-spline-based sieve maximum likelihood approach for semipara-
metric analysis of the CIF under the proportional subdistribution hazards model of
Fine and Gray. Bakoyannis et al. (2017) extended this work to the general class
of odds rate transformation models which includes the proportional subdistribution
hazards and the proportional odds models as special cases. They also explicitly incor-
porated the nonlinear inequality constraint that the sum of the CIF for the different
causes is bounded by 1 for any covariate pattern. This is important since ignoring this
constraint may lead to non-convergence problems. Importantly, the latter approach
is readily implemented using the function ciregic in the R package intccr (Park et al.,
2019). L. Mao et al. (2017) proposed a nonparametric maximum likelihood approach
and provided an EM algorithm for computation. However, they did not consider
the boundedness constraint for the CIF and, also, there is no general software to
readily implement this approach in practice. All three aforementioned approaches for
interval-censored competing risks data are semiparametrically efficient with respect
to the regression coefficients. To the best of my knowledge, there is no methodology
for semiparametric analysis of the CIF with both left-truncated and interval-censored
competing risks data.
In this work, the issue of semiparametric analysis of the CIF is addressed in
left-truncated and interval-censored competing risks data. This extends the B-spline-
based sieve maximum likelihood methodology for the CIF under the general class of
semiparametric odds rate transformation models by Bakoyannis et al. (2017), to allow
for independent left truncation conditionally on the covariates. More precisely, the
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sieve likelihood function is modified by dividing each likelihood contribution with the
probability of being event-free at the left truncation time. The justification for this
modification is that the likelihood contribution of a left-truncated individual must
be conditional on the fact that this individual is event-free at the left truncation
time. Simulation studies show that the method works well and that the method
by Bakoyannis et al. (2017) which ignores left truncation can lead to substantial
bias with left-truncated and interval-censored competing risks data. The proposed
approach is readily applicable using the new ciregic lt function of the R package
intccr. A short tutorial describes how to use this function in Chapter 4.5. Finally,
potential prognostic factors for dementia and death are evaluated in the motivating
Indianapolis-Ibadan Dementia Project.
The structure of this Chapter is as follows. In Chapter 4.2, it begins by in-
troducing some notations, the class of generalized odds rate transformation models
for the CIF, and the likelihood function for left-truncated and interval-censored com-
peting risks data. The B-spline based sieve maximum likelihood estimation approach
is also presented. In Chapter 4.3, a series of simulation experiments is conducted to
evaluate the finite-sample performance of the proposed method and the method by
Bakoyannis et al. (2017) which ignores left truncation. In Chapter 4.4, the proposed
methodology is applied to the motivating study, the Indianapolis-Ibadan Dementia
Project, to fit a simple prognostic model for dementia and death. Chapter 4.5 in-
cludes a short tutorial about the use of the R function ciregic lt which is contained
in the package intccr. Finally, concluding remarks are discussed in Chapter 4.6.
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4.2 Methods
4.2.1 Data and models
Suppose that a random sample of n individuals is observed over the observation
time interval [a, b], with 0 < a < b <∞. Let Ti denote the time to event and Ci the
event type, with Ci ∈ {1, 2, . . . , k}. The total number of event types k is considered to
be finite. With interval-censored data Ti is not precisely observed but is only known
to lie between two examination times. Let (Ei1, . . . , Eimi) be the set of examination
times for the ith individual, with a ≤ Ei1 < Ei2 < · · · < Eimi ≤ b almost surely and
mi < ∞ for all i = 1, . . . , n. Next, let Vi denote the last examination time where
the ith individual was event-free and Ui denote the first examination time where this
individual was diagnosed with an event, with P (Vi < Ui) = 1 for all i. Under this
setup one only observes the interval (Vi, Ui] for which Ti ∈ (Vi, Ui]. Let Wi be the
potential left truncation time for the ith individual which satisfies P (Wi ≤ Ei1) = 1.
Now define ∆
(1)
i = I(Vi < Ti ≤ Ui), which is the indicator that the ith individual
is interval-censored and ∆
(2)
i = I(Ti ≤ Ui), with Ui = Ei1, which indicates that the
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the left truncation indicator is defined as Ξi = I(Wi > 0). Finally, let Zi denote





















, the observed data are n i.i.d.
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i ,Ξi,Wi, Vi, Ui, Zi
)
. Similarly to other works for the CIF
under left truncation or interval censoring, it is assume that
A1 Both Wi and (Ei1, . . . , Eimi) are independent of (Ti, Ci) conditionally on Zi.
A2 Both Wi and (Ei1, . . . , Eimi) are non-informative about the parameters of the
conditional distribution (Ti, Ci) given Zi.
(Geskus, 2011; X. Zhang et al., 2011; Li, 2016; Bakoyannis et al., 2017; L. Mao & Lin,
2017).
The CIF for the jth event type conditionally on the covariate Z is defined as
Fj(t;Z) = Pr(T ≤ t, C = j|Z), j = 1, . . . , k,
and represents the cumulative probability of the jth event type in the presence of the
other event types (Putter et al., 2007; Bakoyannis & Touloumi, 2012). A general class
of models for the CIF is the class of semiparametric transformation models, defined
as
gj {Fj(t;Z)} = φj(t) + βTj Z, j = 1, . . . , k, (4.1)
where gj(·) is a known increasing link function, φj(·) is an unspecified but strictly in-
creasing function of time, and βj is a vector of regression coefficients that corresponds
to the vector of covariates Z. A special subset of this class is the class of generalized
88





(1− Fj)−αj − 1
αj
}
if 0 < αj <∞
log {log(1− Fj)} if αj = 0
(4.2)
(Jeong & Fine, 2006; Dabrowska & Doksum, 1988; Scharfstein et al., 1998; Bakoyannis
et al., 2017). This class includes the proportional odds model, with αj = 1, and the
proportional subdistribution hazards model, with αj = 0, as special cases. Since the
link function parameter αj depends on j, it is possible to specify different models for
the CIFs of different event types.
4.2.2 Semiparametric sieve estimation
In the absence of left truncation, and under the assumption of independent and
non-informative observation times conditionally on the covariates Zi (assumptions A1
and A2 for the examination times only), the likelihood function for interval-censored
























where the CIFs are parameterized as semiparametric transformation models (4.1),





, with φ = (φ1, . . . , φk)
T and β =
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left truncation some individuals are recruited after the onset of risk under study and,
therefore, the likelihood contribution for an interval-censored observation with the
jth event type is







The corresponding likelihood contribution for a left-truncated and left-censored indi-
vidual with the jth event type is







Finally, the likelihood contribution for a left-truncated and right-censored individual
is










Note that in all these cases, the likelihood contribution of a left-truncated
observation is that of a non-left-truncated observation divided by the probability of
being event-free at the left truncation time Wi. Therefore, the likelihood function for
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The corresponding parameter space is Θ = Φk × Bk, where Φ 3 φj, j = 1, . . . , k, is
an infinite dimensional parameter space and B 3 βj, j = 1, . . . , k, is a (finite dimen-
sional) subset of Rq. Direct maximization of the log-likelihood (4.3) over the infinite
dimensional parameter space Θ may lead to inconsistency and can be computation-
ally burdensome (X. Shen & Wong, 1994; Y. Zhang et al., 2010). A solution to this
problem is to consider a sequence of smaller parameter spaces {Θn}n≥1 that approx-
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imations Θ and the approximation error tends to zero as n→∞ (X. Shen & Wong,
1994). The sequence of approximating parameter spaces {Θn}n≥1 is known as a sieve.
Maximization of the log-likelihood (4.3) over Θn gives the sieve maximum likelihood












where Nn and m are the number of internal knots and the order of the B-spline,
respectively, γ = (γ1, . . . , γNn+m)
T is the vector of the unknown control points for the
B-spline, which are the parameters to be estimated, and t ∈ [a, b] (Y. Zhang et al.,
2010; Li, 2016; Bakoyannis et al., 2017). The number of internal knots N increases
with the same size n and satisfiesNn ≈ nν , such that max1≤l≤Nn+1 |sl−sl−1| = O(n−ν),
where sl is the place of the lth knot. The choice of ν that leads to the optimal
convergence rate is 1/(1 + 2p), where p is related to the (common) smoothness of
the true functions φj, j = 1, . . . , k (Bakoyannis et al., 2017). Maximization of the
log-likelihood (4.3) over Θn = Φ
k
n(γ,Nn,m) × Bk gives the proposed B-spline-based
sieve maximum likelihood estimate. In order to take into account the special features
of the CIF, maximization is performed under the following constraints:
(C1) Monotonicity constraints for the coefficients of the B-spline functions in (4.4)
γ1 < · · · < γNn+m
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which are required due to the monotonicity of the CIF.









which is required due to the boundedness of the sum of the CIFs, by virtue of
being a probability, by 1.













which is required since the CIFs at 0 are equal to 0.
Standard error estimation can be performed using either the nonparametric bootstrap
method or via the least squares approach by J. Huang et al. (2008); Y. Zhang et al.
(2010).
4.2.3 Practical implementation of the method
Estimation of the parameters of model (4.1) with left-truncated and interval-
censored competing risks data requires first to define the number and the placement
of the internal knots for the B-splines. In practice, following Bakoyannis et al. (2017),
the number of the internal knots can be set to Nn = bn1/3c, where bxc is the largest
integer that is less than or equal to x (Bakoyannis et al., 2017). Due to the mono-
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tonicity constraints, the proposed approach is less sensitive to the placement of the
internal knots compared to unconstrained B-splines. A natural choice is to place the
internal knots in the quantiles of the empirical distribution of the observation times
(Bakoyannis et al., 2017). Next, one needs to select the link function parameter α.
Since the true link functions are unknown in practice, one can perform a grid search
over a plausible range of combinations (α1, α2) to select the optimal link function
parameters (Bakoyannis et al., 2017). However, accounting for the additional uncer-
tainty due to this type of model selection is an open problem in the literature (Zeng et
al., 2006; M. Mao & Wang, 2010). In many applications, practitioners do not perform
model selection for α and adopt the proportional odds model or the proportional sub-
distribution hazards model since they provide more intuitive interpretations of the
regression coefficients. The last step of the estimation process is to obtain parameter
estimates by maximizing the sieve log-likelihood function (4.3) under the constraints
C1–C3. This requires numerical optimization software that allows for equality, linear
inequality and nonlinear inequality constraints.
The proposed methodology can be readily implemented using the new function
ciregic lt which is contained in the R package intccr. The package intccr can be
downloaded from the CRAN website or can be directly installed via R studio. This
package also includes the function ciregic which performs semiparametric regression
with interval-censored competing risks data but without left truncation (Bakoyannis
et al., 2017; Park et al., 2019). Currently, the package supports only two event types.
The function ciregic lt uses cubic B-splines and sets, by default, the number of internal
knots to be N = bn1/3c, where bxc is the largest integer that is less than or equal to
x. The knots are automatically placed at the quantiles of the empirical distribution
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of the observation times. The user needs to specify the link function parameter value
α = (α1, α2)
T . For standard error estimation, the user can select either the least
squares approach by J. Huang et al. (2008) or the nonparametric bootstrap method
(G. Cheng et al., 2010). The function also provides an option for parallel computing
functionality in order to speed up computations during the bootstrap standard error
estimation. It has to be mentioned that the function ciregic lt utilizes the R package
alabama to perform the constrained optimization required for the computation of
the proposed B-spline-based sieve maximum likelihood estimation. A short tutorial
illustrating the use of the function ciregic lt is provided in Chapter 4.5.
4.3 Simulation studies
In order to evaluate the performance of the proposed method, a series of
simulation experiments was conducted. It was considered that there are two event
types and two covariates, Z1 and Z2. Z1 was a binary variable drawn from the
Bernoulli distribution with a probability of 0.4 and Z2 was a continuous variable
drawn from the standard normal distribution. The CIFs of the two event types were










φj(t) + βTj Z
} , j = 1, 2.
The improper Gompertz distribution was used to parameterize exp {φj(t)} as





(Jeong & Fine, 2006). The corresponding parameters were set to be (τ1, ρ1) =





Fj(t;Z = 0) = 1.
The true regression coefficients were set to be β = (0.5,−0.3,−0.5, 0.3)T . Un-
der these models, the event types were generated first and then the corresponding
event times were simulated. The total follow-up period was set to be 5 years. To in-
troduce interval censoring, a series of observation time points was simulated from the
exponential distribution with a hazard parameter of 3. Left truncation times were
simulated from the exponential distribution with a hazard parameter of 2. If the
simulated left truncation time was greater than or equal to the simulated event time,
the corresponding observation was discarded to generate a left truncation situation.
The simulation of individuals continued until the total number of observations in the
data set was equal to the required sample size under each scenario. There were two
scenarios regarding left truncation; in the first scenario only 50% of the observations
were subject to left truncation, while in the second all the observations were subject
to left truncation (i.e. Wi > 0 for all i = 1, . . . , n). Under this simulation set up the
sample sizes 250, 500, and 1000 were considered, and 1,000 Monte Carlo simulations
for each simulation scenario were conducted. In this simulation study, the perfor-
mance was evaluated by comparing the proposed approach with interval-censored
competing risks data by Bakoyannis et al. (2017) which ignores left truncation. The
analysis of the simulated data sets was conducted using the functions ciregic, for the
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näıve method, and ciregic lt, for the proposed approach. Standard error estimation
was based on the least squares approach by J. Huang et al. (2008).
Simulation results regarding the regression coefficients are presented in Tables
4.1 and 4.2. Under a 50% left truncation (Table 4.1), the proposed approach provided
virtually unbiased estimates, the Monte Carlo standard deviation (MCSD) of the es-
timates was close to average of the standard error estimates (ASE), and the empirical
coverage probability (ECP) was close to the nominal level in all cases. On the con-
trary, the näıve method which ignores left truncation provided regression coefficients
exhibiting some bias. The degree of bias did not change with sample size. When
all the individuals were subject to left truncation (Table 4.2), the proposed approach
still provided almost unbiased regression coefficient and standard error estimates, and
the corresponding ECP was close to the nominal level. The näıve approach provided
regression coefficients with substantial bias in all cases. Also, the corresponding 95%
confidence intervals exhibited a poor coverage probability for cases with larger sample
sizes (i.e. n = 500 and n = 1, 000).
Simulation results regarding the baseline CIFs are depicted in Figures 4.1 and
4.2. The left side of these figures displays the average of the baseline CIF estimates
based on the proposed method and the right side shows the corresponding estimates
for the näıve approach which ignores left truncation. In both left truncation scenar-
ios, the proposed estimator provided practically unbiased estimates of the baseline
CIFs. On the contrary, the näıve approach underestimated the baseline CIFs in both
cases. This underestimation is a result of the fact that the left truncated data involve
healthier individuals. The degree of underestimation was more pronounced for the
case where 100% of the observations were subject to left truncation.
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Table 4.1: Simulation results of comparison of the proposed method with naiv̈e
method for 50% left truncation
Proposed method Näıve method
n coefficients %bias MCSD1 ASE2 ECP3 %bias MCSD1 ASE2 ECP3
250 β11 -2.206 0.265 0.272 0.954 -9.909 0.246 0.249 0.951
β12 1.466 0.126 0.136 0.966 -7.624 0.116 0.126 0.966
β21 -1.220 0.264 0.265 0.953 -9.560 0.245 0.252 0.956
β22 1.435 0.126 0.135 0.957 -7.689 0.115 0.126 0.958
500 β11 -0.537 0.188 0.187 0.946 -9.088 0.173 0.171 0.937
β12 0.483 0.087 0.092 0.961 -8.373 0.080 0.086 0.951
β21 0.362 0.184 0.183 0.946 -8.358 0.169 0.173 0.946
β22 0.746 0.086 0.092 0.965 -8.075 0.079 0.086 0.958
1000 β11 0.038 0.130 0.130 0.944 -8.674 0.120 0.119 0.928
β12 0.254 0.062 0.064 0.962 -8.333 0.057 0.059 0.937
β21 0.560 0.130 0.127 0.940 -8.064 0.121 0.121 0.930
β22 0.035 0.062 0.064 0.960 -8.550 0.058 0.059 0.929
Standard error estimated by the least-square method; 1Monte Carlo standard
deviation; 2average standard error of the estimates; 3empirical coverage probability
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Table 4.2: Simulation results of comparison of the proposed method with naiv̈e
method for 100% left truncation
Proposed method Näıve method
n coefficients %bias MCSD1 ASE2 ECP3 %bias MCSD1 ASE2 ECP3
250 β11 -1.577 0.298 0.309 0.958 -22.228 0.240 0.250 0.937
β12 0.399 0.140 0.155 0.970 -22.175 0.112 0.126 0.942
β21 -1.466 0.305 0.300 0.947 -23.169 0.247 0.252 0.931
β22 1.024 0.139 0.154 0.973 -21.321 0.110 0.126 0.947
500 β11 -3.247 0.212 0.214 0.951 -23.618 0.172 0.172 0.890
β12 -1.355 0.101 0.106 0.962 -22.968 0.080 0.086 0.880
β21 -2.889 0.212 0.208 0.941 -23.868 0.173 0.174 0.888
β22 -1.144 0.102 0.106 0.958 -22.769 0.081 0.086 0.897
1000 β11 -2.325 0.145 0.149 0.957 -23.228 0.115 0.120 0.846
β12 -0.409 0.074 0.074 0.962 -22.321 0.057 0.060 0.804
β21 -2.363 0.149 0.145 0.943 -23.588 0.121 0.121 0.844
β22 -0.463 0.076 0.074 0.952 -22.320 0.059 0.060 0.796
Standard error estimated by the least-square method; 1Monte Carlo standard
deviation; 2average standard error of the estimates; 3empirical coverage probability
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Proposed method Näıve method
































































































































































































































































































Figure 4.1: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 250, 500, and 1,000 under a 50% left truncation
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Proposed method Näıve method
































































































































































































































































































Figure 4.2: The predicted baseline cumulative incidence functions resulted from a
simulation study with sample sizes of 250, 500, and 1,000 under a 100% left truncation
101
In summary, the simulation study provided numerical evidence for the validity
of the proposed approach. It also showed that the näıve approach which ignores
left truncation can provide seriously biased regression coefficient and baseline CIF
estimates. Therefore, the use of the proposed approach in settings with left-truncated
and interval-censored competing risks data is crucial.
4.4 Analysis of dementia data
The proposed method is illustrated using data from the Indianapolis-Ibadan
Dementia Project, which included data of elderly African Americans from Indianapo-
lis. Note that, even though dementia onset times were clearly interval-censored, times
to death were more precisely observed. These times were recorded in days and, thus,
the interval censoring window was just one day. Strictly speaking, death is also
interval-censored, and the one-day interval censoring window satisfies condition C3
in the Appendix of Bakoyannis et al. (2017), which is required for the validity of the
B-spline-based sieve maximum likelihood approach for interval-censored competing
risks data. The characteristics of the study participants are described in Table 4.3.
The study sample consisted of 4,103 individuals. Of them, 450 (11.0%) developed
dementia and 2,232 (54.4%) died prior to diagnosis of dementia. Even though the
time origin for this analysis was the age of 65 years, individuals were enrolled at any
age after 65 years. This posed a problem because these individuals were healthy (i.e.
alive and dementia-free) up until they were enrolled in the study. In this sample,
99.1% of individuals were left-truncated. Among individuals who had diagnosed with
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dementia, a female share is 67.6%. 33.4% of them had alcohol use and 49.7% of them
did not smoke at baseline. The data were analyzed using the R package intccr (Park
et al., 2019). The proposed method, implemented using the function ciregic lt of the
intccr package, was compared to the näıve method, implemented using the function
ciregic of the intccr package, that does not consider left truncation. In this illustra-
tion, gender, alcohol use, and smoking status were considered as potential prognostic
factors of dementia. In this analysis, 157 individuals, who had a missing record in
alcohol use or smoking status at baseline, were eliminated.
Results from the data analyses are provided in Table 4.4. Based on the pro-
posed analysis males and those with alcohol use and smoking at baseline were less
likely to develop dementia. This is attributed to the fact that such individuals have
a significantly higher probability of death, as it is estimated using the proposed ap-
proach. The most striking difference between the näıve and the proposed was that
there was no evidence that smoking is a prognostic factor for dementia based on the
näıve analysis.
The covariate-specific CIFs of both dementia and death for individuals without
alcohol use and smoking at baseline is depicted by gender in Figure 4.3. The näıve
analysis appears to underestimate the CIFs not only for dementia but also death
prior to dementia in both males and females. This phenomenon was also observed
in this simulation studies and is attributed to the fact that the left-truncated obser-
vations reflect healthier individuals. Not accounting for left truncation results in not
accounting for the fact that the older individuals have lived up and are dementia-free
until the point of entry into the study, which is expected to result in biased estimates.
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Figure 4.3: The predicted covariate-specific cumulative incidence function of demen-
tia and death for individuals without alcohol use and smoking at baseline
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Table 4.3: Descriptive characteristics of the study sample
Alive Dementia Death
(N = 1, 347) (N = 436) (N = 2, 166)
n(%) n(%) n(%)
Left truncation 1,335 (99.1) 433 (99.3) 2,145 (99.0)
Gender
Female 968 (71.9) 292 (67.0) 1,286 (59.4)
Male 379 (28.1) 144 (33.0) 880 (40.6)
Alcohol use
Yes 456 (33.9) 146 (33.5) 949 (43.8)
No 891 (66.1) 290 (66.5) 1,217 (56.2)
Smoking status
Yes 762 (56.6) 224 (51.4) 1,453 (67.1)
No 585 (43.4) 212 (48.6) 713 (32.9)
Alcohol use and smoking status were measured at baseline.
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Table 4.4: Covariate effects on the CIF of dementia and death based on the näıve
analysis and the proposed method
Proposed method
Outcome Covariate OR∗ 95% CI∗∗ p-value
Dementia Gender (Male versus Female) 0.639 (0.539, 0.757) <.001
Alcohol use (Yes versus No) 0.793 (0.667, 0.941) 0.008
Smoking (Yes versus No) 0.537 (0.459, 0.628) <.001
Death Gender (Male versus Female) 1.566 (1.303, 1.882) <.001
Alcohol use (Yes versus No) 1.262 (1.046, 1.522) 0.015
Smoking (Yes versus No) 1.861 (1.570, 2.207) <.001
Näıve method
Outcome Covariate OR∗ 95% CI∗∗ p-value
Dementia Gender (Male versus Female) 0.792 (0.640, 0.980) 0.032
Alcohol use (Yes versus No) 0.736 (0.594, 0.912) 0.005
Smoking (Yes versus No) 0.987 (0.793, 1.227) 0.904
Death Gender (Male versus Female) 1.267 (1.104, 1.455) 0.001
Alcohol use (Yes versus No) 1.359 (1.182, 1.563) <.001
Smoking (Yes versus No) 2.202 (1.902, 2.550) <.001
Standard error estimated by the least-square method; ∗Odds Ratio; ∗∗95%
confidence interval
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4.5 The R function ciregic lt
The new R function ciregic lt, which is included in the existing package intccr,
can be used to readily implement the proposed methodology (Park et al., 2019). The
R package intccr can be downloaded from R CRAN website or can be directly install
via in R command line. A short tutorial describes how to use this function. In this
Chapter, Windows 10 version of R was used to perform the analysis. Installation of
the R package intccr can be performed as follows:
R> install.packages(‘‘ intccr ’’)
R> library(intccr)
Here the data set longdata lt, which is in a long format and is included in the
intccr package, will be analyzed. The R function dataperp lt in the R package intccr
is required to perform the necessary data management for reshaping data format
from long to ready-to-use format because the function ciregic lt requires a data set
in a single data point per subject. The arguments of this function are presented in
Table 4.5. The first 5 observations in longdata lt are
R> head(longdata lt, n = 5)
id t c w z1 z2
1 1 0.3884379 0 0.06788707 1 −0.6292596
2 1 0.5892272 2 0.06788707 1 −0.6292596
3 2 0.3620252 0 0.01001262 1 1.0583622
4 2 0.4355463 2 0.01001262 1 1.0583622
5 3 0.8264931 0 0.79281511 0 0.8313488
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Table 4.5: Variables in the data set longdata lt
Variables Description
id a unique identification number
t an observation time
c an event type
w a left truncation time
z1 a binary covariate
z2 a continuous covariate
Reshaping longdata lt in ready-to-use wide format by using dataprep lt can
be performed as follows:
R> dat <− dataprep lt(data = longdata lt, ID = id,
W = w, time = t, event = c, Z = c(z1, z2))
The first 5 observations in dat are
R> head(dat, n = 5)
id w v u c z1 z2
1 1 0.06788707 0.3884379 0.5892272 2 1 −0.6292596
2 2 0.01001262 0.3620252 0.4355463 2 1 1.0583622
3 3 0.79281511 0.8264931 1.4923544 2 0 0.8313488
4 4 0.59540435 1.5835315 1.9462826 1 0 −1.7417131
5 5 0.24879273 2.5284975 2.6537938 2 0 0.6452470
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Table 4.6: Argument of the function ciregic lt
Variables Description
formula a formula describing regression model
data a data frame
alpha a pair of parameters for the link functions
k a parameter that controls the number of internal knots
nboot a number of bootstrap replicates to estimate standard error
do.par a logical constant that define parallel computing
The dataprep lt function captures the left truncation time and the time to last visit
prior to the event, the time to the first visit after the event, and the corresponding





The data frame dat contains 20 (7.3%) right-censored observations. The func-
tion ciregic lt has 6 arguments described in Table 4.6. The argument formula formu-
lates the desired statistical model and consists of two elements; the first is the function
Surv2(v, u, w, event), which includes the observation times v and u, the left trunca-
tion time w and the event type c, and the second is a linear combination of covariates
(e.g. Surv2(v = v, u = u, w = w, event = c) ∼ z1 + z2). The argument alpha defines
the pair of link function parameters α = (α1, α2) of the class of generalized odds rate
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transformation models for the two event types. The default value is alpha = c(1, 1)
which means that the default choice is the proportional odds model for both event
types. The argument k ∈ (0.5, 1) controls the number of internal knots. The actual
number of internal knots is set to be bkn1/3c, with the default value of k being 1. One
can use a smaller value to speed up the computation, for example by setting k = 0.5,
at the price of a cruder B-spline approximation of the baseline CIFs. The argument
nboot defines the number of bootstrap samples for the calculation of the standard
errors of the estimated regression coefficients. If nboot = 0 then the least squares
approach by J. Huang et al. (2008) is used for standard error estimation. Finally,
requesting parallel computing for bootstrap standard error estimation (if nboot > 0),
in order to speed up computation, requires setting do.par = TRUE. The analysis of
the dat data set, which contains left-truncated and interval-censored competing risks
data, can be performed using the ciregic lt function is as follows:
R> fit <− ciregic lt(formula =
Surv2(v = v, u = u, w = w, event = c) ∼ z1 + z2,
data = dat, alpha = c(1, 1), nboot = 0, do.par = FALSE)
R> summary(fit)
Call :
ciregic lt . default(formula = Surv2(v = v, u = u, w = w, event = c)
∼ z1 + z2, data = dat, alpha = c(1, 1), k = 1,
do.par = FALSE, nboot = 0)
Event type 1
Estimate Std. Error z value Pr(>|z|)
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z1 0.5215 0.2727 1.913 0.0558 .
z2 −0.1835 0.1390 −1.320 0.1868
−−−
Signif . codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Event type 2
Estimate Std. Error z value Pr(>|z|)
z1 −0.4206 0.2622 −1.604 0.109
z2 0.1581 0.1373 1.151 0.249
In order to reproduce the standard error estimates in terms of the nonparamet-
ric bootstrap method, a seed number is required. In the example below, the model
performs 50 bootstrap replicates to estimate standard error estimation.
R> set.seed(2019)
R> fit.npar <− ciregic lt(formula =
Surv2(v = v, u = u, w = w, event = c) ∼ z1 + z2,
data = dat, alpha = c(1, 1),
nboot = 50, do.par = FALSE)
|=========================================| 100%
Completed bootstrapping: 50 out of 50
R> summary(fit.npar)
Call :
ciregic lt . default(formula = Surv2(v = v, u = u, w = w, event = c)
∼ z1 + z2, data = dat, alpha = c(1, 1), k = 1,
do.par = FALSE, nboot = 50)
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Event type 1
Estimate Std. Error z value Pr(>|z|)
z1 0.5215 0.2898 1.800 0.0719 .
z2 −0.1835 0.1453 −1.263 0.2066
−−−
Signif . codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Event type 2
Estimate Std. Error z value Pr(>|z|)
z1 −0.4206 0.2931 −1.435 0.151
z2 0.1581 0.1435 1.102 0.270
A warning message appears if there was at least one bootstrap replicate that
did not converge. The warning message contains information on the number of boot-
strap sample(s) that did not converge and how many successful bootstrap samples
there were out of the nboot replicates. The function summary is a generic function
that provides a summary table with estimates, standard errors, z values and p-values
for both event types. If one chooses to utilize parallel computing by setting do.par =
TRUE, the function ciregic lt selects the maximum number of available cores minus
one. Parallel computing can speed up considerably the bootstrap standard error es-
timation process. Finally, the function predict provides the estimated CIFs for both
event types. It requires a sequence of time points and a combination of covariate
values to predict the CIF. These estimates can then be plotted using the function
plot or other graphical function in R. Below is an example of how to estimate and
plot the baseline CIFs (e.g. the CIFs for the covariate pattern covp = c(0, 0)) for the
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Figure 4.4: The estimated baseline cumulative incidence functions
two event types. Figure 4.4 is the resulting plot for the estimated baseline CIFs for
two event types.
R> t <− seq(from = fit$tms[1], to = fit$tms[2],
by = diff(fit$tms) / 99)
R> pred <− predict(object = fit, covp = c(0, 0), times = t)
R> plot(pred$t, pred$cif1, type = ”l”, ylim = c(0, .6), lwd = 2,
main = ‘‘Predicted cumulative incidence function ’’,
xlab = ‘‘time ’’, ylab = ‘‘cumulative incidence function ’’)
R> points(pred$t, pred$cif2, type = ‘‘ l ’’, col = 2, lty = 2, lwd = 2)
R> legend(‘‘topleft ’’, legend = c(‘‘event type 1’’, ‘‘ event type 2’’),
lty = 1:2, col = 1:2, lwd = c(2, 2))
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4.6 Conclusions
In this chapter, the issue of semiparametric analysis of the CIF is addressed
under left-truncated and interval-censored competing risks data. More precisely, this
approach is extended the semiparametric B-spline-based sieve maximum likelihood es-
timator for interval-censored competing risks data by Bakoyannis et al. (2017) to also
account for left truncation. The general class of generalized odds rate transformation
models, which includes the proportional odds and the proportional subdistribution
hazards models as special cases, is considered. Standard error estimation can be per-
formed either via nonparametric bootstrap method by G. Cheng et al. (2010) or using
the least squares approach by J. Huang et al. (2008). The simulation experiments pro-
vide numerical evidence for the validity of the proposed methodology. Additionally,
the simulation experiments show that ignoring left truncation can lead to substantial
bias. The proposed approach can be readily applied using the new function ciregic lt
which is included in the R package intccr (Park et al., 2019). A short tutorial on the
use of the ciregic lt function was provided in Chapter 4.5.
The CIF explicitly quantifies clinical prognosis in time-to-event studies with
competing risks and, thus, it is a crucial quantity in medical decision making. Specifi-
cally, it can be used for classifying patients into risk groups, informing patients about
their likely course of disease, and guiding physicians and patients in their decision
making about the optimal treatment option (Royston et al., 2009; Moons et al., 2009).
Moreover, the CIF can be used for identifying appropriate patients for recruitment
in clinical trials (Moons et al., 2009). This estimand is also important for informing
health policy, such as for guiding resource allocation, and is also of key importance
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in quality of life studies (Fine & Gray, 1999). Fitting prognostic models in practice
is frequently complicated due to interval censoring, left truncation, and competing
risks, situations that are common in cohort studies of chronic diseases. Several semi-
parametric approaches have been proposed for the CIF that account for either left
truncation (X. Zhang et al., 2011; Geskus, 2011; P.-S. Shen, 2011) or interval cen-
soring (Li, 2016; Bakoyannis et al., 2017; L. Mao et al., 2017). To the best of my
knowledge, the issue of dealing with both left truncation and interval censoring in the
framework of semiparametric analysis of the CIF with competing risks data has not
been addressed so far. Chapter 4 addressed this significant gap in the literature.
In motivating study, dementia onset times were interval-censored while death
times were more precisely observed. These times were recorded in days and, thus, the
interval censoring window was just one day. Therefore, strictly speaking, death is also
interval-censored, and the one-day interval censoring window satisfies condition C3
in the Appendix of Bakoyannis et al. (2017), which is required for the validity of the
B-spline-based sieve maximum likelihood approach for interval-censored competing
risks data (Bakoyannis et al., 2017). This phenomenon is encountered in many appli-
cations and in particular studies of chronic conditions because they typically involve
death as a competing risk. The analysis of the dementia data revealed that ignoring
left truncation leads to underestimated CIFs of dementia and death. This underesti-
mation if attributed to the fact that individuals who enter the study after the age of
65 are dementia-free and, thus, consist a sample of healthier individuals. Moreover,
it was found using the proposed methodology that males, individuals who smoke,
and those who use alcohol have a lower CIF of dementia. This counter-intuitive,
from an aetiology perspective, result is attributed to the fact that such individuals
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are more likely to die prior to developing dementia. This result illustrates that the
analysis of the CIF is not appropriate for the evaluation of risk factors from an ae-
tiology perspective (Koller et al., 2012; Andersen et al., 2012). On the contrary, the
CIF quantifies clinical prognosis and is useful in clinical decision making (Koller et
al., 2012; Andersen et al., 2012; Bakoyannis et al., 2017). For example, the estimated
model based on the dementia data could be used in clinical practice for the calculation
of the estimated cumulative probability of dementia for an older adult.
An interesting area for future research is the quantification of the predictive
accuracy of models for the CIF with left-truncated and interval-censored competing
risks data. Such an approach can be either based on time-dependent receiver oper-
ating characteristic curves (Saha & Heagerty, 2010) or Brier scores (Schoop et al.,
2011). The standard methods for quantifying predictive accuracy with competing
risks data are not applicable in the presence of interval censoring and left truncation.
Furthermore, incorporating internal time-dependent covariates (Cortese & Andersen,
2010) for dynamic predictions with left-truncated and interval-censored competing
risks data is another important, from a practical standpoint, topic for future re-
search. For this, one can consider either joint models (Elashoff et al., 2008; X. Huang
et al., 2011; Andrinopoulou et al., 2014) or more flexible, and computationally effi-
cient, landmark approaches (Nicolaie et al., 2013). Finally, the plan is to extend the




The analysis of the CIF for interval-censored competing risks data benefits
from many advanced methodologies. However, a universal tool that helps the appli-
cation of method is even more elusive. The goal in this dissertation was to fill out the
gap between the development and application of methods. My dissertation addresses
not only development of software in Chapters 2 but also new methodologies that deal
with missing event types in Chapter 3 and left truncation in Chapter 4.
In Chapter 2, a comprehensive R package intccr was developed to offer semi-
parametric regression analysis for the CIF on interval-censored competing risks data.
The R package intccr covers a class of semiparametric generalized odds rate transfor-
mation models including the Fine–Gray model and the proportional odds model as
special cases. The selection of the number of internal knots in the B-splines approxi-
mation follows the guideline in Section 2.1 in Bakoyannis, Yu, & Yiannoutsos (2017).
Concisely, the number of internal knots for the B-splines can be chosen by bk×n1/3c
where k ∈ [0.5, 1] is a parameter that determines smoothness and n is a sample size.
Please see Section 2.1 in Bakoyannis, Yu, & Yiannoutsos (2017) for more details.
Data sometimes consist of a relatively large number of variables with a small number
of data points or observations. This type of data may result in non-convergence issue
during the estimating process. To avoid the problem, the following rule of thumb
is suggested for the maximum number of regression coefficients to be estimated (or
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equivalently the number of covariates) for each event type:





where nj for j = 1, 2 is the number of observations with event type j. The R package
intccr is an important development in estimating the CIF for interval-censored com-
peting risks data. One limitation of the R package intccr is that, for the time being,
it only allows for two event types. It is indispensable to update the package intccr to
allow for more than two event types in the near future.
In Chapter 3, the AIPW technique was proposed to account for missing event
types in interval-censored competing risks data. This extended the B-spline-based
sieve maximum likelihood method by incorporating parametric models for the prob-
ability of missingness and event type into the estimator. Also, weaker missing at
random assumption was imposed to the estimator by involving auxiliary variables
that may be associated with the probability of missingness. The methodology offers
doubly robust estimator under any portions of missing event types. This means that
the estimator is consistent even if either the model for the probability of missingness
or the model for the probability of event type is incorrectly specified. In practice,
interval censoring and missing event types are common problems which are typically
met in studies based on electronic health records and can lead to bias, as illustrated
in the simulation experiments. The R function ciregic aipw, that applies the method-
ology and was built in the R package intccr, has the potential needs in real-world
applications. The R function ciregic aipw allows for only two event types which is
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sufficient for many applications. However, it is required to extend the function to
allow for an arbitrary (finite) number of event types in the future.
In Chapter 4, the issue of semiparametric analysis of the CIF was addressed
under left-truncated and interval-censored competing risks data. To the best of my
knowledge, the issue of dealing with both left truncation and interval censoring in the
framework of semiparametric analysis of the CIF with competing risks data has not
been addressed. The proposed methodology is the extension of the B-spline-based
sieve maximum likelihood method for interval-censored competing risks data proposed
by Bakoyannis et al. (2017) by introducing a contribution of the left truncation. A
class of generalized odds rate transformation models, including the proportional odds
and the proportional subdistribution hazards models as special cases, is considered.
Moreover, the least-squares method in a class of semiparametric odds rate transfor-
mation models to estimate the standard error of the coefficient was built in the R
function ciregic lt in addition to the nonparametric bootstrap method in the pro-
cedure of estimating the standard error of the coefficient. Future research should
consider the quantification of the predictive accuracy of models for the CIF with
left-truncated and interval-censored competing risks data. Furthermore, another in-
teresting research topic for future research is dynamic predictions by incorporating
internal time-dependent covariates in left-truncated and interval-censored competing
risks data.
In summary, throughout this dissertation novel statistical methodologies and
comprehensive tool were developed to resolve the issue–interval censoring, left trun-
cation, and missing event types–of semiparametric regression analysis for the CIF on
competing risks data. Further studies are necessary to develop a closed form of stan-
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dard error estimate of the regression coefficient and certainly required to investigate
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