Abstract-In this paper, we generalize a result in [18] and derive an asymptotic formula for the entropy rate of a hidden Markov chain, observed when a Markov chain passes through a binary symmetric channel. And we prove an asymptotic formula for the capacity of a binary symmetric channel with input process supported on an irreducible finite type constraint.
I. INTRODUCTION
Let P denote the set of all the stationary stochastic processes on the binary alphabet, and let IP, denote the set of all the stationary distributions (again binary) with length n. Consider X = X°e P (here we identify random process X with its distribution). The entropy rate of X is defined to be H(X) = lim H(X0n)/(n + 1); n-oo here, H on finite length distributions is taken with the usual definition, with log taken to mean the natural logarithm.
If X is a finite-state Markov chain, then H(X) has a simple analytic form. A hidden Markov chain Y can be defined as a deterministic function of a Markov chain. Alternatively a hidden Markov chain is defined as a Markov chain observed in noise. It is well known that the two definitions are equivalent.
For a hidden Markov chain Y, Blackwell [4] proved that H(Y)
is the integral of a certain function defined on a simplex with respect to certain measure. However Blackwell's measure is somewhat complicated, and it appears difficult to evaluate the integral.
Recently computing the entropy rate of a hidden Markov chain has drawn much interest, and many approaches have been adopted to tackle this problem. For instance, Blackwell's measure has been used to bound the entropy rate [17] and a variation on the Birch bound [3] was introduced in [8] . An efficient Monte Carlo method for computing the entropy rate of a hidden Markov chain was proposed independently by Arnold and Loeliger [1] , Pfister et. al. [21] , and Sharma and Singh [22] . The connection between the entropy rate of a hidden Markov chain and the top Lyapunov exponent of a random matrix product has been observed [12] , [13] , [11] . Several authors have studied [13] , [17] , [23] how the entropy rate varies as parameters of the underlying Markov chain vary. In [9] , it is shown that under mild positivity assumptions the entropy rate of a hidden Markov chain varies analytically as a function of the underlying Markov chain parameters.
The capacity of a finite state channel is defined to be:
here, Yon is the output distribution corresponding to X0n.
Alternatively capacity can be written as
where Y is the output process corresponding to X. It is shown in [6] that the capacity of this type of channel can be achieved by a stationary input process. As shown in [7] , for a finite state intersymbol interference channel one can approximate C using Markov input processes. Generally speaking, it is very difficult to calculate the capacity. For a discrete memoryless channel (DMC), the BlahutArimoto algorithm ( [2] , [5] ) can be applied to compute the capacity numerically. A generalized Blahut-Arimoto algorithm has been proposed to numerically compute the local maximum mutual information rate of a finite state machine channel [20] . This paper is organized as follows. In section II we generalize a result in [18] 
(1) Note that each of these quantities is a function of E, and the lower bound is really just H(Yo|Y-'±m X-n+-1). In this proof, w = w , where w-j is a single bit, and we let v denote a single bit. And we use the notation for probability:
where we use -3vpxy(v w)log(pxy(v w)) < log2 for any w. We conclude that the third term is 0(E).
Since the function x log(x) is a smooth function of x when x > 0, the first term is a smooth function of E, and we have E WVEEA(X) -pxy(wv) log(pxy(vlw)) = H(X0oX-l) + 0(£).
For the second term, it is easy to check that for w C A(X) and wv , A(X), pxy (v So from now on we only consider stationary distributions and Markov chains whose allowed words coincide with those of S. Let p denote the joint probability vector (indexed by Am+ 1 (S)), p = (p(w) : w m+1(S)).
In the following, the input and output of a BSC(E) will be parameterized by p5 More where Y, is the output process corresponding to X and H(E) = -log -(1 -) log(l -).
We shall derive in this section an asymptotic formula for capacity of this noisy constrained channel as -> 0. 
That is, the expression above is always non-positive, and is equal to 0 only if P(x0m) q(x0°) P(XO(m1)) q(xo(m1)) tp(xO m) + (1 -t)q(xo m) tp(xO (m-1)) + (1 t)q(xo (m-I)) which is equivalent to P(xO %-) q(xox %x)l Note that the expression above can't hold true for every xm unless, so we conclude that the second derivative of H(Xo(Fr(t)) X-.(fr(t))) (with respect to t) is strictly nega- then H(XpT9lx) = C(S) (see also [19] , [15] ). Eo. And we may further assume that for some f > 1, lqji > 4 K2,j/K1jj log(1/E) for j < -1, and lqjy < 4 K2,j/K,jj£log(i/E) for j > T. Then for each j I -1, we have (I/2)Kijjqj2 + 2 K2,j qj l£ log(I/ ) < 0. Thus, H(YO(1p, ) Ym('7,)) < H(X,aJ + f(irax) 0lg (11 ) + E((1/2)KI,jqj + 2 K2,j qj Ilog(19 )) + C£ < H(Xgmax) + f (Pmax) E log (I I1) + E(1/2)Kj,j7(4jK2,j7/Kj,j E log(I1)) 2 J>1 +>E2lK2,j 14K2, /KI,j (£ log(l/))2 + C£. Example 3.4: Consider a first order input Markov chain X supported on RLL(1, ox) constraint (a finite type constraint defined by F = {11}, see [15] for more details) S, transmitted over BSC(E) with corresponding output Y, a hidden Markov chain. In this case, p'takes the form: p = (p(0O),p(Ol),p(l0)).
Note that mn(S) = 1, and the only sequence W-2W 1V, which satisfies the requirement that W-2W-1 is allowable in S and w-2w 1v is disallowable in S, is 011. It then follows that f(= p(Oll) +p(Oll) +p(Oll) = 7o1(2-71o)/(l +wo0), where 7o0 denotes the transition probability from 0 to 1 in X.
Thus, H(Y) H(X) + (w1o(2 -wo1)/(I +w7o0)) log(I1/) +0(E), which was originally proven in [18] .
It is well known (see, for example, the general formula on p. 444 of [15] ) that the maximum entropy Markov chain on S = RLL(1, ox) is defined by the transition matrix: 
