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Grant funders are increasingly requiring documented data management plans that 
stipulate access to and preservation of research data. Few studies have researched the data 
management behavior of health sciences researchers since these requirements were 
implemented in the early 2010s. This paper explores data management behavior by 
researchers in health sciences setting. Through 11 interviews, researchers were asked 
about the processes and tools they use to share research data with teammates and with 
external researchers. They were also asked about any current practices that facilitate or 
result in long-term preservation of their data. The outcome of this study is that, while 
researchers are well versed in short-term management of their data throughout the 
lifetime of a research project, there is room to improve long-term preservation efforts. 
These findings may help inform information professionals about their outreach and 
approaches to facilitate data access and preservation that aligns with the requirements of 
research sponsors.   
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Introduction   
 
How do researchers and information professionals talk about data management? 
From the perspective of the researchers, priorities are aligned with the ability to securely 
access and share their data with their colleagues during the lifetime of the project. Cloud-
based services and laptops facilitate agile and portable research, even in remote 
locations. Information professionals such as data curators have other priorities. They seek 
to ensure adequate documentation and long-term storage solutions that enable access of 
data by future researchers for decades – or even centuries – to come.   
Data curators are not alone in this pursuit. Federal funding agencies, such as the 
National Institutes of Health (NIH), the National Science Foundation (NSF), and the 
Center for Disease Prevention (CDC) now require researchers to outline their plans for 
data preservation in the data management plan included with grant proposals (NIH 2003, 
NSF 2017, CDC 2015). In fact, in 2016, research spending on science and engineering 
reached $72 billion (Britt 2018). Given that these funds come from tax-payer funded 
federal agencies, public transparency and accountability must be taken into consideration. 
There is also a matter of scientific pursuit and research as a benefit to the greater good. 
A recent article by the analytic and data management giant, SAS, asked the question “can 
data sharing help cure cancer”? This article posits that the act of aggregating and 
analyzing the data resulting from seemingly disparate clinical drug trials could result in a 
“gold mine of undiscovered potential” (Bolen 2015). If the answer to the article’s titular 
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question is “yes”, or even "maybe", then the stakes for efficient and unobtrusive 
data sharing between researchers become even higher.   
The act of data management is one of ambiguity and fluidity. Often, it is driven 
by convenience, requiring those who manage data to balance access and collaboration 
with security, privacy, interoperability, and portability. Is there room, in this area of 
convenience, to also plan for preservation and access? This research study investigates 
the data management behaviors of health sciences researchers to uncover with whom they 
share data and when, and where there may be places for a data curator to facilitate 
activities of long-term preservation. 
   
Background 
 
What is data management, and what barriers exist to data sharing and 
preservation? 
In a general sense, data management refers to all activities that occur during the 
life of a dataset, or as one author deemed it, the “lifecycle of research knowledge 
creation” (Humphrey 4). This lifecycle begins with a study concept and design and ends 
with research outcomes. Between these two ends are the activities of: data collection, 
processing, access and dissemination, and analysis (Humphrey 4).  
From an archival perspective, the lifecycle of data management includes efforts 
for long-term preservation, governed by many of the same mechanisms that would apply 
to any material earmarked for digital preservation: protection from corruption over time 
(bit rot); removing potentially detrimental software dependencies, such as reliance on 
proprietary programs; and staying ahead of hardware obsolescence (Rothenberg 8, 
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12). The purpose of long-term data preservation implies a maintenance of added value 
and knowledge through way of documentation and metadata (Beagrie 4). To be most 
effective, data management should be seen as an ongoing, active endeavor that is 
embedded into research infrastructure rather than a one-time project (Oliver and Harvey 
19-20). This is because the metadata associated with any digital or analog object is 
subject to change over time if the resource is migrated to a new storage media (such as 
from one server to another), renamed, or otherwise altered (Gilliland 3.0). In other words, 
preservation is not a passive activity. Money and time must be allocated to the activity in 
order to avoid benign neglect of volatile and vulnerable digital objects (Navarro 2015). 
For those outside of the archival field, the term “archiving” often refers to the act 
of storing digital files for future use separately from files in current use. Media for such 
files may be trusted network storage, hard disks, or portable media (Tibbo 8). This can 
become problematic because it ignores the important tasks associated with ensuring 
longevity and integrity and maintaining accessibility (Oliver and Harvey 57) These tasks 
include such activities as assigning descriptive information (metadata) for future users to 
discover and access the dataset; refreshing or migrating storage; managing retention 
schedules and ensuring disposition when appropriate; and managing or monitoring access 
(Oliver and Harvey 41-42).  
Activities related to preservation and reuse are costly. Researchers may secure 
funds for data maintenance for the duration of a research project, the average length of 
which is only three years (Heidorn 290). Yet, data lacking sufficient preservation 
treatment and documentation may not only be inaccessible to other scientists but may 
eventually be discarded altogether (Heidorn 281). 
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Figure 1 below demonstrates the data management lifecycle outlined by 
DataONE, a collaborative network of partner organizations funded by the US National 
Science Foundation to “ensure the preservation, access, use, and reuse of multi-scale, 
multi-discipline, and multi-national science data” (DataONE n.d.). As shown, the process 
is circular to indicate data reuse resulting from preservation efforts (Strasser, Cook, 
Michener, and Budde 3).  
  
Figure 1 
Barriers for long-term preservation of research data can be attributed to a lack of 
funding, organizational structures, priority among researchers, professional preparation, 
and/or institutional mandates (Council on Library and Information Resources 4-7). 
Adding to these issues, researchers may be more likely to align with their 
disciplines than their institutions and are therefore less likely to invest in learning a 
university data management system (Jahnke and Asher 18). As computers have 
become faster, so, too, has the ability for researchers to generate data. Research data 
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saved in multiple storage media and on various file types, such as a mix of spreadsheets, 
databases, websites, and local hard drives, may further complicate the act of data 
management (Bell, Hey, and Szalay1297).   
There is evidence that some researchers are reluctant to share their data, citing a 
host of issues, including being “scooped” by secondary researchers; fear of their data 
being misused; the cost of documenting and cleaning data; and intellectual property 
ownership (LeClere 2010).  Additionally, researchers are concerned about erroneous 
interpretation of their data and issues surrounding confidentiality and privacy (Patel 227-
8). This might make difficult the justification of the expense of maintaining a data 
management program. 
The role of libraries in research data management 
 
Libraries have traditionally acted as data management consulting hubs by lending 
themselves to the research support infrastructure through policy interpretation, collection 
management, and information technology and digital preservation (Steelworthy 4-6).  
A number of academic libraries, along with other partners, have made available 
information and tools for researchers to manage their data. Several institutions have 
developed a partnership with DMPTool (dmptool.org), a free service offered by the 
University of California Curation Center of the California Digital Library. DMPTool 
offers Data Management Plan (DMP) templates that are customizable for specific funders 
(DMPTool 2017). DMPs are generally specific to a project and include a comprehensive 
description of the data to be collected, collection methods, any data processing such as 
analysis and sharing, and final archival or disposal directives (Williams, Bagweel, and 
Zozus 131). In 2014, Virginia Commonwealth University implemented a plan to educate 
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researchers about using the tool in order to ensure “excellent, comprehensive data 
management plans for their grants” (Henderson and Knott 55). However, there has yet to 
be follow-up regarding the efficacy of the plan. 
Librarians, trained in data management, can be incredible assets to research 
universities, without the need to be data scientists (Henderson and Knott 56). The 
following figure (Figure 2) was developed by the Digital Curation Centre (DCC), an 
“internationally-recognized center of expertise in digital curation” (DCC 2018). In it, the 
role of the data librarian is shown as working cooperatively with the data manager and 
data scientist to develop standards, address issues surrounding the value of data, and 
implement data preservation (Oliver and Harvey 26). It may also be assumed that for 
situations in which a data manager is absent, the data librarian may be called upon to help 
with metadata application, ensure security, or determine a mechanism for access. A 2009 
study that examined roles involved in data management across the UK found that “data 
practitioners” represented a broad continuum not entirely represented by these four 
categories; librarians, as traditional custodians of knowledge, find themselves as a natural 
fit on this sector (Pryor and Donnelly 159).  
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Figure 2 
Previous work on researcher behavior  
 
The literature outlining data management by health sciences researchers is fairly 
scant and tends to address data collection rather than management (Cené et al. 413). As 
one example of such a study, a community-engaged research team investigated data 
collection and management across projects with published results. Their observations for 
management included such activities as data entry, database creation, data verification, 
and statistical analysis (Cené et. A. 414-5). The issue of data sharing and preservation is 
absent. Furthermore, another study revealed a very low rate of data sharing, just 25% of 
datasets, amongst genetic researchers (Piwowar 7). In studies in which preservation is 
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addressed, the issue of "technical difficulties" is cited as a barrier to depositing data into a 
long-term repository (Rani and Buckley 933).  
Previous work that encompasses researchers from a broader range of disciplines is 
more plentiful. A 2010 collaboration between researchers at the University of Illinois at 
Urbana-Champaign and Purdue University asked the question "who is willing to share 
what and when?" (Cragin et al. 4025). This project resulted in the development of the 
Data Curation Profile toolkit, an openly available set of tools that data curators may use 
to assess the needs of researchers at their own organizations (Scott Brandt and Kim 21).   
There are also a number of articles authored by information professionals that 
explore content of Data Management Plans (DMPs). Indeed, one such article posits that 
DMPs provide a “window” into the researchers’ very understanding of data management 
practices and resources available (Rolando et al. 44). Another quantitative analysis of 
data management plans at Wayne State University discovered substantial variation in the 
quality of individual DMPs amongst researchers (Van Loon et al. 101). Variation in the 
preferences of storage mechanisms is seen in a longer-term study (2011-2013) of DMPs 
of projects funded by NSF at the University of Illinois at Urbana-Champaign (Mischo, 
Schlembach, O’Donnell 31).  
When presented with the option to store research data in an institutional 
repository or cloud services managed by the primary investigator’s department, 
researchers were divided almost evenly between the two (Mischo, Schlembach, and 
O’Donnell 41). A 2006 master’s student conducted a campus-wide exploratory study of 
storage, use, and preservation of research data at the University of North Carolina at 
Chapel Hill. This quantitative study revealed that researchers to relied on their own 
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desktops or laptops to store data both during and following the activity period of a 
research project (Schaefer 24). A study on the same campus in 2012 by the Provost's 
Task Force on the Stewardship of Digital Research at the University of North Carolina 
(UNC) yielded similar results from over 2,756 surveys. It also revealed that UNC 
researchers rely on themselves and “less desirable” practices for data storage. In other 
words, they are not using trusted data repositories; just 25% of respondents reported 
using repositories or archives (Provost’s Task Force 11). According to OCLC, trusted 
digital repositories demonstrate these attributes: compliance with the Reference Model 
for an Open Archival Information System (OAIS); administrative responsibility; 
organizational viability; financial sustainability; technological and procedural suitability; 
system security; and procedural accountability (OCLC 13).   
These past studies reveal a predominance of quantitative methods to explore the 
facets involved in research data management. This study uses qualitative methods to 
identify and understand behaviors and attitudes of health sciences researchers who face 
both unique challenges and specific mandates by grantors for data sharing.  
Why is data management important in the health sciences?   
In health sciences, data sharing is seen as a priority by major funders. The CDC’s 
statement for data sharing “CDC believes societal interest is best served when public 
health data are widely available” (CDC 17).  NIH expands on this sentiment by stating 
that “data sharing allows scientists to expedite the translation of research results into 
knowledge, products, and procedures to improve human health” (NIH 2012). These, and 
other, grantors have started requiring data management plans as part of grant proposals 
following a 2013 memo from the White House. In 2015, the National Institutes of Health 
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(NIH) published a Plan for Increasing Access to Scientific Publications and Digital 
Scientific Data from NIH Funded Scientific Research. This plan outlines expected 
updates to the 2003 NIH Data Sharing Plan, which will include elements directly related 
to archiving and long-term preservation of the data (NIH 26).  
Beyond funding, the act of data management benefits future researchers by 
allowing them to discover and use existing datasets. By providing accurate 
documentation, researchers can receive credit for data that they have collected or 
aggregated (Strasser et al. 1). Scientific journals and professional societies are also 
starting to require data sharing in their publications (Dryad 2014 and APA 2015). Data 
sharing facilitates reproducibility or replication of research; meta-analysis; and the 
effective advancement of research and innovation (Borgman 1067-1071). 
Researchers from all disciplines grapple with challenges when faced with the 
prospect of preserving their data. Creating accompanying metadata is time-consuming 
and unrewarded; submission of a dataset into a repository often results in loss of control 
of a dataset; there is a cost, whether in human or monetary resources, that accompanies 
long-term preservation (Rabinowitz, Esteva, and Trelogan 4). Additional challenges face 
health sciences researchers. The Health Insurance Portability and Accountability Act of 
1996 (HIPAA) ensures the right of privacy of personal health information (PHI) 
(HHS 2017). States, too, may have laws that address access to PHI in research settings. 
Beyond these legal considerations are ethical ones especially in the re-use of qualitative 
datasets, for which it is more difficult to maintain participant confidentiality than 
quantitative datasets (Gilliland and Wiener 388) (Jahnke and Asher 4). Technical 
difficulties, like those cited by Rani and Buckley, compounded with HIPAA and standard 
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preservation challenges, are only likely to become more onerous as larger, more 
complicated, data sets are slated for preservation in a wide variety of formats. (Auffray et 
al. 2).  
A 2016 study revealed that that the cultural impact on how information is created, 
captured, and preserved has “rarely been acknowledged” (Sundqvist 14). This proposed 
research will investigate the data management culture of the local context of health 
researchers and expand upon the existing body of work in research data management. 
Research Questions 
 
What are the current data management practices of health researchers during the data 
management lifecycle from collection through post-publication? 
1. Do current behaviors facilitate long-term preservation of and future access to 
health research data, and at what point during the data lifecycle are these activities 
occurring? 
2. What are the barriers identified by researchers for long-term research data 
preservation? 
 
Methodology 
Participants and recruitment 
This study will focus on the behaviors of health sciences researchers at The 
University of North Carolina at Chapel Hill School of Medicine (UNC SOM). In the 
fiscal year 2017 (July 1, 2016 – June 30, 2017), UNC SOM received almost $450 million 
in research funding. Federal sponsors comprised 71% of total funding, and of that 
funding, 65% was issued by the National Institutes of Health (UNC Research 2017). 
UNC SOM was the top recipient of research funding by all schools and units at The 
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University of North Carolina at Chapel Hill (UNC CH) in 2017, which makes it an ideal 
location for the focus of this study. 
As of February 2018, the UNC SOM website identified 47 different research 
centers affiliated with the School. Initial participants were identified from a convenience 
sample of colleagues from three research centers. A snowball recruitment strategy was 
then employed, and I asked participants for recommendations for other researchers who 
may be willing to speak about data management. A total of eleven participants were 
interviewed, representing four research centers. Due to confidentiality concerns, the 
names of the Centers will not be identified in this discussion. 
Following the information governance model, which emphasizes the importance 
of a multi-disciplinary approach as a foundation for legally defensible, consistent, reliable 
methods for managing documents and data, the participant pool was open to include a 
range of research data management stakeholders (Smallwood 11). Formal job titles for 
participants ranged from administrative assistant, research assistant/specialist, and 
postdoctoral fellow. There was no educational requirement, and I did not collect 
information about the academic backgrounds for participants. Based on public 
information on the department website, the highest degree represented was a PhD. During 
the interviews, many participants did identify with a specific discipline, including: 
sociology, public health, political science, biology, and psychology. 
The extent to which participants engaged in research data management as part of 
their job role was fairly significant. All but three participants were involved in data 
collection on a regular basis. Two of those three were either project or data managers. 
The third was an administrative assistant who cleaned and coded data as part of her 
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duties. Of those participants who also collected data, one, a research scientist, also 
oversees data management in her center. Her position is unique amongst the participants 
in that she is the most likely to experience all stages of the data management lifecycle, 
from drafting a grant to closing a project.  
Semi-Structured Interviews 
 
The majority of participants (8 out of 11) were interviewed one-on-one. The 
remaining three participants were interviewed together as a focus group. They were 
grouped together because they share a common job role within the same center, and the 
focus group format encouraged them to converse with one another as well as with the 
interviewer (Wildemuth 243). 
Interview questions were structured in a chronological order, parallel with the 
stages in which data is typically managed during a research project: immediately 
following data collection, preceding and following data analysis, pre- and post-
publication. Prompts were intentionally broad and open-ended to facilitate mutual 
discovery through way of dialogue (Wildemuth 233). 
Inspiration for this interview method was taken from the conceptual design 
paradigm. Conceptual design is commonly used in defining software and hardware 
systems; such products are designed based on data collected from customers, or users, 
and therefore puts customer needs at the center of system designs (Beyer and Holtzblatt 
3). Questions were intended to show user intent, outcomes intended by the user; triggers, 
the notification to the user to take action; steps and order, to demonstrate a fundamental 
purpose of actions during each stage of data management at a high level (Beyer and 
Holtzblatt 99-101).  
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The interview script included directions for participants to discuss activity 
regarding both short and long term preservation, where short-term preservation was 
defined as "providing access to data for a short length of time that it is likely to be in use 
(for instance, the duration of a research project)" and long-term preservation or archiving 
was defined as "ensuring availability to data that is no longer actively used and has been 
deposited into storage that will ensure availability to the data for as long as current or 
future users require them" (Oliver and Harvey 56, 135). 
An audio recorder was used to capture interviews. Concurrently, I recorded field 
notes based on observations when participants said something particularly salient. I also 
recorded some follow-up questions to integrate into the dialogue. Interviews ranged from 
15 to 45 minutes in length and occurred within a three-week timespan during the months 
of February and March 2018. 
Results 
 
Following the structure of conceptual design, a workflow model was constructed 
for each user or group of users. The workflow model was intended to show: 1. 
communication between collaborators; 2. transfer of information between collaborators; 
3. activities specific to long and short-term preservation. 
Common themes were also identified from the corpus of interviews. For the 
purposes of discussion, I will refer to responses from specific prompts as numbered 
stages that correspond with the data lifecycle. Numbered stages and corresponding 
lifecycle descriptions and prompts are in Table 1 below. 
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Table 1 
Stage Number Data Lifecycle Stage Interview Prompt 
Stage 1 Post data collection "What happens to your data following data 
collection or creation? What devices or 
services do you use to store collected data 
prior to analysis?" 
Stage 2 Data sharing amongst 
colleagues 
"Is your data distributed amongst colleagues? 
If so, how is your data stored and shared 
amongst the researchers on your team?" 
Stage 3 Post data analysis "What happens to your data following the 
data analysis phase?" 
Stage 4 Post publication "What happens to your data after your 
research has been published?" 
Stage 5 Data sharing with external 
researchers 
"Have you ever received a request by an 
external researcher to share your data? If so, 
how is your data shared? Do you have a 
standard process in place to facilitate data 
sharing?" 
 
Table 2 shows an overview of data management through the five stages. Users 
with common data types or who employed similar tools were grouped together. 
Table 2 
Participant 
ID(s) 
Primary Data 
Type and 
Format 
Stage 1 
 Post Data 
Collection 
Stage 2 
Data Sharing: 
Internal 
Stage 3 
Post Data 
Analysis 
Stage 4 
Post 
Publication 
Stage 5 
Data Sharing: 
External 
1 Interviews 
Digital 
Recorded 
interviews 
are 
transcribed 
and 
translated 
Shared via 
Sharepoint 
and 
redundant 
copy on 
secure 
network 
drive 
Data remains 
on Stage 2 
platforms; 
still in 
analysis 
phase 
Data remains 
on Stage 2 
platforms; 
still in 
analysis 
phase 
Would not share 
external to team 
2 Interviews 
 Digital 
 
 
Field notes 
and artifacts 
deposited by 
researchers 
to online 
platform 
Researchers 
at same sites 
have access 
to similar 
online space; 
other 
researchers 
on team may 
be granted 
access 
Data remains 
on Stage 2 
platforms; 
still used for 
analysis 
Data remains 
on Stage 2 
platforms; 
still used for 
publications 
Would not share 
external to team 
3, 8, 9 Interviews 
 Digital 
Some non-
sensitive data 
shared with 
community 
partners via 
Currently via 
email, but 
transitioning 
to user 
specific 
Interview 
transcriptions 
shared on 
departmental 
network 
“Archived” 
on 
departmental 
network 
server 
Managed by hub 
for national 
program  
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Google Drive; 
ideally 
transitioned 
to Sharepoint 
access on 
Sharepoint 
server for 
internal 
reference 
4 Clinical 
 Paper 
Paper data 
collection 
forms are 
kept in locked 
physical 
storage 
Only on-site 
researchers 
can access; 
De-identified 
data entered 
into central 
repository for 
multi-site 
study 
Closure with 
IRB triggers 
paper forms 
to transfer to 
long-term 
storage 
Paper forms 
remain in 
long-term 
storage 
indefinitely 
Paper forms 
never shared 
with external 
researchers; 
Central 
repository 
manages access 
for de-identified 
data 
5, 6, 7, 9, 
10 
Surveys  
Paper and 
Digital 
Paper surveys 
used for 
collection, 
then data 
entered into 
REDCap; 
Paper forms 
kept in locked 
physical 
storage off-
site 
Individuals 
added to IRB 
and granted 
access to 
REDCap via 
login 
credentials 
Remains in 
REDCap 
indefinitely 
Remains in 
REDCap 
indefinitely 
Potentially 
through 
Dataverse 
(process not yet 
implemented), 
and may include 
amendment to 
IRB 
11 Surveys 
Digital 
Qualtrics is 
used for 
collection; 
data 
downloaded 
to shared 
network 
drive 
Shared on 
departmental 
server and 
through 
confidential 
emails 
Remains on 
departmental 
server 
indefinitely 
Remains on 
departmental 
server 
indefinitely 
Would not share 
external to team 
 
Themes 
Paper files 
 
Participant 11, a project manager who has participated in data management for a 
number of years, commented that digital files have "made life easier". Counter to that 
thought, however, is the fact that all of the participants who indicated that at least part of 
their research involves paper files had much clearer rules about how those files were 
stored and managed. Participant 4 is involved in data collection that is entirely paper-
based and those paper forms are archived indefinitely. Typically, the project's sponsor 
dictates how long forms are retained, but otherwise, the data management routine is 
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standard. Figure 3 below illustrates the full workflow. Once the organization is accepted 
as part of a study, that triggers the data management team to create data collection forms 
that are printed and inserted into participants’ charts. From the moment of inception, 
these data collection forms have a clear path to long term-term preservation that occurs 
once the study is closed with the IRB. Notice that there is also a mechanism by which 
archived files can be recalled and then re-shelved. 
 
Figure 3 
This was the only time a participant was able to speak about the full lifecycle of 
research data in terms of having a clear path for the long-term storage of data post 
publication. The reason for this is twofold: 1. this particular individual had been 
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employed within the Center for a long enough period to witness the full lifecycle of 
multiple projects, and 2. this Center adhered strongly to the guidelines of "Good Clinical 
Practice" as outlined by the FDA (FDA 2013). Therefore, it was not left to the discretion 
of researchers to decide the best mechanism by which to manage research data. 
It is notable that other researchers were involved in studies that relied partially 
upon paper records. One study used paper surveys to collect data and then entered the 
survey responses into REDCap. In this study, paper copies were retained in an off-site 
location for reference and data integrity purposes. On the occasion that data was not 
captured electronically due to loss of connection with the server, paper copies were used 
to re-enter data into REDCap. Alternatively, if a researcher noted an unusual entry in 
REDCap, they were able to reference the paper form to ensure data was entered correctly. 
These particular paper forms are kept in a secure off-site location, although it is unclear 
what the ultimate fate of these files will be following the closure of the project with the 
IRB. 
When compared with the process for paper-only files in Figure 3, the process for 
the hybrid digital-paper data is similar when preparing for data collection. As shown in 
Figure 4 below, there is additional effort to grant access to new project staff through 
requesting login credentials and an update to the IRB. Notably missing is a clear plan for 
harvesting data from the proprietary REDCap server and moving it into a repository, 
although it was hypothetically discussed that data could be downloaded and saved on a 
departmental network server. 
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Figure 4 
  
Influence of the IRB in data management 
 
One overarching theme present in multiple interviews was the data oversight by 
the Institutional Review Board (IRB). Researchers were more likely to abide by what had 
been written in an IRB application than what had been included in a Data Management 
Plan (DMP) that was submitted with the grant proposal. When asked about compliance 
with a DMP, Participant 9 stated:  
The way our center runs, we’d be more likely to be compliant with an IRB. You 
write the grant, and you don’t find out if you're funded [for a long time]. The 
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people who are making that grant live, even though it’s still the same PI, but a 
project coordinator doing this grant a year from now, is probably not going to go 
back and look at that file. They might never even be given the full grant proposal. 
She further made a poignant observation that: I think one of the reasons why we 
have more problems is lack of continuity. 
Not too long after my interview with Participant 9, Participant 10 unknowingly 
suggested a solution to the issue of continuity: 
 The IRB has to be renewed every year... that could be a cue. If the IRB is 
renewed in May, then April would be a good time to have a conversation about 
what has to happen with the data. 
 
The one outlier was Participant 11 who stated that the DMP that was submitted 
for one of their center's grant proposals would "take jurisdiction over the IRB," and when 
completing the IRB submission, they inserted what was written in the IRB to answer 
questions about data storage and security. It is possible that this is happening in the other 
projects, too, and those participants were simply not privy to the DMP (as alluded to by 
Participant 9). However, this does bring up a notable point about leveraging the IRB 
application to dictate data management, even if the IRB does not explicitly request 
information about long-term preservation.  
File formats and storage services 
 
Researchers tended to rely upon ubiquitous file formats, especially those 
supported by the UNC Information Technology Services (ITS). Microsoft products were 
notably mentioned in every interview. Qualitative researchers relied on MS Word. 
Quantitative data, although commonly stored in REDCap or Qualtrics, is exported into 
Comma Separated Value (CSV) files, which are open format. Both qualitative and 
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quantitative data is stored on SharePoint, a "web-based collaborative platform that 
integrates with Microsoft Office" (Wikipedia 2018).  
All of the participants discussed using a shared network drive that allowed access 
to people within their Center. Participant 9 indicated that the network drive was more 
secure than Sharepoint: "Data security is really important, and [the data] would be 
[network] drive only if it was up to me."  
Other proprietary storage services were also cited. MaxQDA and O3 were named 
as qualitative storage platforms. For quantitative data, REDCap and Qualtrics were the 
two frontrunners. Even though it is widely used, REDCap is not without faults. As 
Participant 10 stated, "REDCap is not the easiest for new people to use... it's not intuitive. 
We've had issues in the past with people not able to access data." REDCap is contracted 
with UNC and guaranteed to be secure, as it is protected by an institution-wide password 
system.  
Sharing amongst colleagues and data security 
 
The participants demonstrated ways in which research data was shared with other 
colleagues on their project. There was widespread concern about sharing in a way that 
protected sensitive data.  
All of the participants were able to point to a single person as controlling access 
to research data amongst the researchers assigned to the project. In some cases, access 
was managed by someone external to the research team. The participants who used 
REDCap identified the same individual as being the person within the institution who 
could permit access to additional users through the system.  
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Participant 5 recalled that, while data had not yet been truly lost with REDCap, 
there was an instance in which iPads were used on a research site, and they lost 
connection with the REDCap server at UNC. Once the REDCap manager refreshed the 
server, the data did show up. Surveys could take up to two hours to enter, so this kind of 
interruption in data collectors to be able to ensure that their data was saved can be 
troubling. 
Data loss was a concern for participants, and to ensure against it, some of them 
did admit to saving versions of data on personal devices such as laptops because, as one 
explained "servers go down." Laptops were both encrypted and password protected, 
which should be sufficient to ensure data security. 
Views on sharing with external researchers 
 
When asked how they shared data with external researchers, the participants were 
nearly evenly split in their responses. Participants 1, 2, 4, and 11 indicated that they 
would never share data externally, citing concerns about confidentiality and/or 
intellectual property. As Participant 2 shared, the data was "much too sensitive" and "for 
the project's eyes only." A great concern of Participant 2 was that the data could easily be 
taken out of context, because even metadata and controlled vocabularies would be 
insufficient to combat potential inaccuracies that would result from a researcher not 
having personally been on the research site. Participant 2 lamented, "We don't always get 
it right," referring to researchers who did visit the research site. There was always 
potential for misremembered facts that made their way into the uploaded field notes. 
Their project depended heavily on other researchers for fact checking. This account 
reflects prior findings in this area (LeClere 2010).  
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Of the remaining participants, five indicated that they would be open to sharing 
their data, providing the request was submitted and cleared through proper channels. One 
of the participants in the focus group stated that the request would need to be cleared 
through the Primary Investigator (PI) on the project, and that the requestor would then 
need to take appropriate IRB training and be added to the IRB. 
Two participants worked on satellite sites for projects that were managed at a 
central location. They anticipated that any requests to access data would be channeled 
through the national hub for the project. Participant 7 speculated that any requestors 
would need to abide by their project's data use agreement but could not speak any further 
about specific access procedures. 
"Just in time" data sharing 
 
When asked if they shared their data with researchers external to their team, the 
majority of participants stated that this had never happened. Echoing the findings of a 
2010 research study, in the case that there was a need to share, it happened through "just 
in time" negotiations (Cragin 4036). Participant 5 recalled an occasion when a 
community nurse requested access to project data. Access had to be approved by the PI's 
and then she was instructed to take the IRB ethics training. Data would then be manually 
de-identified and shared with her, so she would not have any identifying information 
about participants. 
On the other side of the spectrum, Participant 9 cited using Dataverse in a 
proactive way so that by the time the project is in post-publication, the dataset would 
already be set up in Dataverse and no additional action would be required to comply with 
the data sharing mandate. 
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Archiving 
 
Some of the participants referenced using devices that they knew may not be best 
practice in terms of security or long-term storage. Participants in the focus group 
mentioned using Google drive and flash drives as a mechanism by which they could 
involve their community partners who may not have access to the UNC-maintained 
SharePoint sites. The goal, however, was to switch to SharePoint in the long-term. 
It appeared that REDCap, too, was relied upon to be a stop-gap archiving measure. When 
asked about what happens to data following analysis, Participant 3 replied:  
There's a certain amount of time [data] stays on the system in REDCap, but I'm 
not sure. We're still inputting data. Because REDCap is contracted with UNC, we 
don't ever have to worry about losing our data. 
 
Participant 5 pointed out that archived data collection forms were sometimes used 
as reference for current projects. This participant also spoke in depth about redundant 
copies of MP3 files from telephone interviews:  
Our goal is to have [interviews] in an archived drive... Once [the interviews] 
were transcribed and analyzed, they would be archived. Any other copies would 
be destroyed. I can only speak to what I think we should be doing, because there 
hasn't been a process before. 
 
"This is making me think" 
 
Both anecdotally and during the recorded interviews, participants indicated that 
discussing data management was helpful in identifying where improvements could be 
made in their own practices. Participant 4 indicated this in the context of using a "read-
only" Excel spreadsheet to manage their participant records database. Participant 11 
pondered the fate of data from a current project following the anticipated and nearing 
close date by the IRB. Participant 10 gave pause when asked what happens to data 
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following publication before remarking that there has never been much consideration to 
data retention because it typically "sits on servers" and "doesn't go anywhere".  
Discussion 
 
Anecdotally, when asked if they would be willing to participate in this study, 
some of the subjects stated that they were unsure if they would have much to talk about 
because they did not consider themselves "data managers." Each of the participants did 
engage in some degree of data management by the very nature of their involvement with 
the research process. The accounts they provided of their involvement in the beginning of 
the data lifecycle was fairly exhaustive. They were able to speak at length about data 
collection and subsequent storage and sharing amongst colleagues. Stages 1 and 2 
represented the bulk of interview time. 
When participants were asked about what happens to their data following 
analysis, and post-publication, the majority were unable to answer with certainty, 
although they did make some speculations. This may have been because they had not 
been involved in a project long enough to experience publication or because they were 
simply not involved in data management beyond analysis. It is difficult to determine if a 
data management plan, whether documented or not, stipulated the fate of the research 
data in each of these projects; had one existed, it appeared that the majority of 
participants were unaware of or unfamiliar with it. 
As mentioned in the Results section, one way to ensure the processes mandated 
by the data management plan are incorporated into the research process is to include steps 
and activities in an IRB application. Because the IRB requires renewal annually, this 
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might act as a trigger to researchers to ensure that certain activities have taken place. For 
instance, if the data management plan includes a catalog record is created in the UNC 
Dataverse before the data analysis phase, this would be included in a to-do item during 
the yearly IRB renewal.  
There are a couple of issues with this. First, once the project is closed with the 
IRB, a renewal will no longer be available to trigger further action in terms of long-term 
data retention. In the absence of a dedicated data curator or manager, a project manager 
and/or administrative staff may create a calendar item for the team to revisit the data after 
its retention period has passed. Doing so would ensure continuity in the case of job 
turnover. Data slated for disposition could be destroyed with the help of IT staff. 
However, there is no guarantee that the existing staff would have the skills necessary to 
transmit the research data for long-term preservation, which introduces a second issue 
with this method. If data is earmarked for "archiving", it may receive the same treatment 
as current research data: it is left on a shared network server indefinitely. While this may 
be an appropriate stopgap solution, it does not address issues of data integrity and fixity 
over time.  
Data submitted to a trustworthy digital repository, such as Dataverse, would be 
guaranteed integrity, authenticity, and other important protections that would ensure its 
availability (Dillo and de Leeuw 5.). This is an appropriate place for data that has been 
cleaned and documented adequately for future researchers. As stated by Participant 9:  
Data management does require a different set of skills than running a research 
project – to prepare a dataset for archiving and to make decisions about who has 
access to it.  
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Thus, researchers face the issue of having appropriate knowledge, time, and 
resources to prepare data for deposit. The simplest solution is to employ a data curator 
who could work with the team to determine when during the data management process 
research data may be clean enough to submit to a repository and/or archived redundantly 
on a secure server. Researchers have cited internal servers as secure places where they 
would ideally archive their data. A data curator would be able to perform data fixity 
checks, migrate data to new platforms as needed, and identify and protect a master copy 
while providing reference copies in an alternate location. Currently, this data is not 
overseen by any one individual. "Archived" copies can be accessed by anyone with a 
connection to the server, which opens the possibility of modification or deletion without 
documentation. Thus, the server cannot offer complete security.  
Researchers did seem receptive to interview questions because it made them 
consider data management practices that they had not previously investigated. This points 
to the fact that, while these researchers are involved in the day-to-day operations of 
research data management, they may not be taking a systematic approach to planning for 
long-term data retention. As an alternative to a dedicated or embedded data curator, this 
level of willingness and responsiveness by researchers indicates that they may be open to 
discussing data management with another information professional in their institution. An 
outreach program by a data management librarian or data archivist at an institutional 
repository could potentially yield productive results, particularly in developing a 
workflow by which research data might be both shared internally and then a master copy 
identified for archiving.  
Conclusion 
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All researchers, whether they identify as "data managers" or not, do participate in 
a large portion of the data management lifecycle. As illustrated in this study, they are 
most familiar with the first three stages as indicated by DataONE: planning for collection, 
collecting, and assuring research data. The remaining stages concerning description and 
preservation appear to be an afterthought and outside the scope of typical day-to-day 
research practices for health scientists. On a whole, their data management processes do 
have space for preservation, especially if they leverage already-existing events, such as 
adding a cue to the IRB renewal process. To keep up with requirements by funders to 
preserve and share data, research teams are prudent to consider reviewing the tasks 
involved with data curation, as identified by the DCC, and identify resources within their 
institution to help accomplish them.  
Reflection 
 
The eleven interviews conducted as part of this project achieved the outcome I 
hoped for: they elicited rich conversations about the different ways in which researchers 
talk about data management. Had I the luxury to conduct another round of interviews, I 
would create more structured and consistent questions based on the themes I have 
identified in my findings. The discussion about the IRB's influence on data management, 
for instance, did not truly take form until the focus group. Participants prior to the focus 
group mentioned IRB compliance, but reflecting back on this, I feel like it was a missed 
opportunity to have not asked more directly about the connection between IRB and data 
management plans.  
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Also, during some interviews, the issue of retention policies and data disposition 
arose organically. It may be beneficial to know if researchers are aware of the retention 
policy of their data. As Participant 9 stated, many of the researchers who carry out the 
day-to-day work of a project may have never seen the data management plan that was 
submitted with the grant proposal. Is this true, and does this have a direct bearing on how 
research data is handled?  
At the outset of our interview, Participant 2 asked if I anticipated that my own 
data management practices would change as a result of this research. Unfortunately, my 
IRB submission states very clearly that all data will be destroyed following the 
completion of this project. Because of my own concerns with protecting the identity of 
my subjects, I did not trust my amateur research skills to adequately de-identify the 
material. In retrospect, it is entirely possible that I could have created interview 
transcripts that were scrubbed of identifying information and then donated to the UNC 
Dataverse. This exercise would have provided some good practical experience in data 
curation and given me much more to talk about when I talk about data management. I 
anticipate there will be no shortage of health sciences research data, and with any luck, I 
will be the one to help guide some of it into a long-term resting place where it may be 
accessed and repurposed to help advance the future of human health. 
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