It is well known that when data are nonnormally distributed, a test of the significance of Pearson's r may inflate Type I error rates and reduce power. Statistics textbooks and the simulation literature provide several alternatives to Pearson's correlation. However, the relative performance of these alternatives has been unclear. Two simulation studies were conducted to compare 12 methods, including Pearson, Spearman's rank-order, transformation, and resampling approaches. With most sample sizes (n Ն 20), Type I and Type II error rates were minimized by transforming the data to a normal shape prior to assessing the Pearson correlation. Among transformation approaches, a general purpose rank-based inverse normal transformation (i.e., transformation to rankit scores) was most beneficial. However, when samples were both small (n Յ 10) and extremely nonnormal, the permutation test often outperformed other alternatives, including various bootstrap tests. : correlation, Pearson, nonnormal, transformation, Spearman Nonnormal data are ubiquitous in psychology. For instance, an extensive study of psychometric and achievement data in major psychology journals found that 49% of distributions had at least one extremely heavy tail, 31% were extremely asymmetric, and, interestingly, 29% had more than one peak (Micceri, 1989) . Although this sample came from the early 1980s, the strong presence of nonnormal psychological data is unlikely to have subsided since then. If anything, nonnormality might be growing more common as data gathering techniques become more complex. Burgeoning subdisciplines such as behavioral genetics, computational modeling, and cognitive neuroscience (Bray, 2010) often produce notably nonnormal data (e.g., Allison et al., 1999; Bishara et al., 2009; Bullmore et al., 1999) . Such nonnormality may handicap the performance of traditional parametric statistics, such as the Pearson product-moment correlation. For example, nonlinear transformations away from normality usually reduce the absolute magnitude of the Pearson correlation (Calkins, 1974; Dunlap, Burke, & Greer, 1995; Lancaster, 1957) . Because of this, with nonnormal data, the traditional t test for a significant Pearson correlation can be underpowered. Perhaps of even greater concern, for some types of nonnormal distributions Pearson's correlation also inflates Type I error rates (see, e.g., Blair & Lawson, 1982; Hayes, 1996) . To cope with these problems, a researcher can choose from a variety of alternatives to the Pearson correlation, but which one should be chosen, and under what circumstances?
Nonnormal data are ubiquitous in psychology. For instance, an extensive study of psychometric and achievement data in major psychology journals found that 49% of distributions had at least one extremely heavy tail, 31% were extremely asymmetric, and, interestingly, 29% had more than one peak (Micceri, 1989) . Although this sample came from the early 1980s, the strong presence of nonnormal psychological data is unlikely to have subsided since then. If anything, nonnormality might be growing more common as data gathering techniques become more complex. Burgeoning subdisciplines such as behavioral genetics, computational modeling, and cognitive neuroscience (Bray, 2010) often produce notably nonnormal data (e.g., Allison et al., 1999; Bishara et al., 2009; Bullmore et al., 1999) . Such nonnormality may handicap the performance of traditional parametric statistics, such as the Pearson product-moment correlation. For example, nonlinear transformations away from normality usually reduce the absolute magnitude of the Pearson correlation (Calkins, 1974; Dunlap, Burke, & Greer, 1995; Lancaster, 1957) . Because of this, with nonnormal data, the traditional t test for a significant Pearson correlation can be underpowered. Perhaps of even greater concern, for some types of nonnormal distributions Pearson's correlation also inflates Type I error rates (see, e.g., Blair & Lawson, 1982; Hayes, 1996) . To cope with these problems, a researcher can choose from a variety of alternatives to the Pearson correlation, but which one should be chosen, and under what circumstances?
To address such questions, first, we review common textbook recommendations for conducting bivariate linear correlation when one or both variables are nonnormally distributed. Second, we review the relevant methodological (simulation) literature on the robustness of Pearson's correlation, focusing on the robustness and power of Pearson's r relative to resampling-based procedures (i.e., permutation and bootstrap tests), Spearman's rank-order correlation, and correlation following nonlinear transformation of the data. When discussing nonlinear data transformations as techniques for normalizing data, particular emphasis is placed on rank-based inverse normal (RIN) transformations, which approximate normality regardless of the original distribution shape. Third, we present the results of two Monte Carlo simulation studies: the first comparing Pearson, Spearman, nonlinear transformation, and resampling procedures, and the second comparing power under especially large effect size conditions. Finally, our findings suggest that the most robust and powerful methods are a joint function of sample size and distribution type, and so careful choices might improve power while minimizing the chance of a Type I error.
Textbook Recommendations
In order to determine recommended practice, we reviewed a sampling of textbooks in the areas of statistics and quantitative methods. Our review was not meant to be exhaustive. Rather, our intent was to survey a sampling of relevant books, from different disciplines, in an effort to gauge common recommended practice. The books were sampled from different academic domains, such as psychology/behavioral science, health care, education, business and economics, and biostatistics. In deciding which books to examine, we consulted publishers' recommendations and several Internet-based bestseller lists (i.e., Google Shopper and Amazon-.com). Although we intended to survey both undergraduate-and graduate-level texts, for a number of books the distinction is a vague one, as some textbooks are used in both advanced undergraduate and beginning graduate courses. A total of 18 textbooks were reviewed across six domain areas (Anderson, Sweeney, & Williams, 1997; Cohen, Cohen, West, & Aiken, 2003; Daniel, 1983; Field, 2000; Gay, Mills, & Airasian, 2009; Gravetter & Wallnau, 2004; Hays, 1988; Hurlburt, 1994; McGrath, 1996; Munro, 2005; Pagano & Gauvreau, 2000; Rosner, 1995; Runyon, Haber, Pittenger, & Coleman, 1996; Salkind, 2008; Tabachnick & Fidell, 2007; Triola, 2010; Warner, 2008; Witte & Witte, 2010;  these books are marked with asterisks in the References section).
Textbooks revealed a range of opinions about the need for normal data in order for a Pearson correlation to be appropriate. Some textbooks focused on normality of the X and Y variables independently (i.e., marginal normality; e.g., Pagano & Gauvreau, 2000; Warner, 2008) , whereas others focused only on normality of Y conditional on X (i.e., conditional normality; e.g., Darlington, 1990; Tabachnick & Fidell, 2007) . These two types of normality are related concerns, though, because sampling from marginally nonnormal distributions often produces nonnormal residuals (Cohen et al., 2003; Hayes, 1996) . Perhaps more important, textbooks varied in the degree to which they recommended normal data. Some books suggested that the Pearson correlation was "extremely robust" and could withstand violations of assumptions such as normality (e.g., Field, 2000, p. 87 ; also see Runyon et al., 1996) . Other textbooks had more stringent requirements, for example, stating that "data must have a bivariate normal distribution" (e.g., Triola, 2010, p. 520) .
Despite these differences of opinion about the robustness of the Pearson correlation, there were substantial similarities when it came to recommending alternative approaches for nonnormal data. By far, the most frequent recommendation was to use Spearman's rank-order correlation-the argument being that Spearman's nonparametric test would be more valid than Pearson's test when parametric assumptions are violated. The second most common recommendation was to normalize the nonnormal variable(s)-that is, induce univariate marginal normality-by applying a nonlinear transformation and then performing a Pearson correlation on the transformed data. The remaining recommendations were far less common. One such uncommon recommendation was that Kendall's tau should be used, particularly if the sample size is small and there are a large number of tied ranks. Another uncommon recommendation was to use a resampling test of the correlation coefficient, such as a permutation or bootstrap test, especially for small sample sizes and violations of multiple parametric assumptions. The near absence of recommendations for resampling in general quantitative methods texts is surprising given that many statistical methodologists advocate their use when parametric assumptions, such as marginal normality, are not met (e.g., Good, 2005; Manly, 1997; Mielke & Berry, 2007) . Overall, though, textbooks most frequently suggested Spearman's rank-order correlation, sometimes suggested nonlinear transformations, and only rarely suggested other approaches such as resampling tests.
Empirical Simulation Literature
While it appears that many authors of statistics textbooks favor Spearman's correlation or nonlinear data transformations as strategies for handling nonnormality, it is equally if not more important to consult the empirical simulation literature. How robust is Pearson's correlation to violations of normality? How does the Pearson correlation compare with other approaches, such as Spearman's rank-order correlation, data transformation approaches, permutation tests, or bootstrap tests? Each of these questions is considered in the sections that follow.
Pearson Product-Moment Correlation
In regard to Pearson's product-moment correlation, early simulation studies suggested that the sampling distribution of Pearson's r was insensitive to the effects of nonnormality when testing the hypothesis that ϭ 0 (e.g., Duncan & Layard, 1973; Zeller & Levine, 1974) . Havlicek and Peterson (1977) extended these studies by examining the effects of nonnormality and variations in measurement scales (interval vs. ordinal vs. percentile) on the sampling distribution of r, and accompanying Type I error rates, when testing ϭ 0. Their results indicated that Pearson's r was robust to nonnormality, to nonequal interval measurement, and to the combination of nonnormality and nonequal interval measurement. Edgell and Noon (1984) expanded upon Havlicek and Peterson's work by examining very nonnormal distributions (e.g., Cauchy) and a variety of mixed-normal distributions. They found that when testing ϭ 0 at a nominal alpha of .05, Pearson's r was robust to nearly all nonnormal and mixed-normal conditions. The exceptions occurred with the very small sample size of n ϭ 5, in which Type I error rates were slightly inflated for all distributions. Type I error was also inflated when one or both variables were extremely nonnormal, such as with Cauchy distributions (also see Hayes, 1996 ; but see Zimmerman, Zumbo, & Williams, 2003, for exceptions) . Blair and Lawson (1982) simulated an extremely nonnormal L-shaped distribution, the Bradley (1977) distribution, which is a mixture of three normal distributions with differing means, variances, and probabilities of sampling. The Bradley distribution has a skew slightly greater than 3 and a kurtosis of about 17. Using this distribution, Blair and Lawson found that, in general, Type I error rates for Pearson's r were substantially deflated for lower tail tests and substantially inflated for upper tail tests. Interestingly, and in contrast to many previous studies, increases in sample size when using the Bradley distribution often exacerbated the Type I error rate problem. Duncan and Layard (1973) also noted that under some conditions, heightened sample size can worsen the Type I error rate control of Pearson's r. Generally, the literature suggests that extremely nonnormal distributions can sometimes inflate Type I error rates for tests of the Pearson correlation coefficient, and increasing sample size does not necessarily alleviate this problem. Thus, with nonnormal data, alternatives to the Pearson approach might be justified.
order correlation is widely viewed as a nonparametric technique and Pearson's r is not, researchers might perceive the two tests as having utility for different types of data and, as a result, are disinclined to compare the relative validity of the two procedures. Another explanation for the relative lack of simulation work might be due to the fact that Spearman's and Pearson's formulas, when applied to ranked data in the absence of ties, give identical point estimates (correlation values). Although this is true, research by Borkowf (2002) has shown that bivariate distributions with similar values of Pearson's or Spearman's correlation can, depending on the particular bivariate distribution, yield markedly different values for the asymptotic variance of Spearman's r. Moreover, some authors have argued that commonly espoused reasons for using Spearman's r, such as when paired data are not interval-scaled or when bivariate data are monotonic but nonlinear, are not really warranted (see, e.g., Roberts & Kunst, 1990) . These observations and insights provide justification for additional simulation work on the relative merits of Spearman's versus Pearson's test.
In one of the few relevant studies, Fowler (1987) found that Spearman's r was more powerful than Pearson's r across a range of nonnormal bivariate distributions. The power benefit of Spearman's r may be the result of rank-ordering causing outliers to contract toward the center of the distribution (Fowler, 1987; Gauthier, 2001 ). When examining one-tailed tests, Zimmerman and Zumbo (1993) also found that Spearman's r was more powerful for mixed-normal and nonnormal distributions. Additionally, with exponential distributions, Spearman's r preserved Type I error rates at or below the nominal alpha level, whereas Pearson's r produced inflated Type I error. Overall, there have been few simulation studies comparing Pearson to Spearman-rank order correlations with nonnormal data. However, the few available suggest that the Spearman approach may improve power while maintaining nominal Type I error rates.
Nonlinear Data Transformations
Another option for dealing with nonnormality is, prior to conducting a test of the Pearson correlation, to conduct a nonlinear data transformation. Such data transformations have a long history in the statistics literature, and many textbook authors recommend their use (e.g., Tabachnick & Fidell, 2007) . Nonlinear transformations alter the shapes of variable distributions, which can bring about greater marginal normality and linearity and reduce the influence of outliers. Common transformations include the square root, logarithmic, inverse, exponential, arcsine, and power transforms (Box & Cox, 1964; Manly, 1976; Osborne, 2002; Tabachnick & Fidell, 2007; Yeo & Johnson, 2000) . When comparing means of nonnormal distributions, parametric analyses of transformed data can be more powerful than nonparametric analyses of untransformed data (Rasmussen & Dunlap, 1991) . More pertinent to the issue of correlation, several simulation studies have found that nonlinear transformations can improve the power of Pearson's r (Dunlap et al., 1995; Kowalski & Tarter, 1969; Rasmussen, 1989) .
Although nonlinear transformations can, in many cases, induce normality and enhance statistical power, there are some distribution types (e.g., bimodal, long-tailed, zero-inflated) for which optimal normalizing transformations are difficult to find. Furthermore, nonlinear transformations can introduce interpretational ambiguity and alter the relative distances (intervals) between data points (Osborne, 2002; Tabachnick & Fidell, 2007) . For these reasons a variable's posttransformation distributional properties always need to be carefully examined.
Interestingly, the Spearman rank-order correlation can also be thought of as a type of transformation approach. In the Spearman rank-order correlation, the first step of converting the data into ranks necessarily transforms the variables to a uniform shape (assuming no ties in the data). That is, histograms of transformed variables would be flat, with a frequency of 1 for every rank. After this transformation is complete, an ordinary Pearson productmoment correlation is computed on these uniformly shaped variables. Thus, the Spearman rank-order correlation is also a correlation of (usually nonlinear) transformed variables.
Rank-Based Inverse Normal Transformation
In order to study the issue of transformation with a single general approach, we focus on rank-based inverse normal (RIN) transformations, which can approximately normalize any distribution shape. RIN transformations involve converting the data into ranks, similar to the Spearman approach, but then converting the ranks into probabilities, and finally using the inverse cumulative normal function to convert these probabilities into an approximately normal shape. To define this transformation, let x r be the ascending rank of x, such that x r ϭ 1 for the lowest value of x. The RIN transformation function used here is
where ⌽ -1 is the inverse normal cumulative distribution function and n is the sample size (Bliss, 1967) . This equation is easy to implement in spreadsheet programs such as Excel; some statistical software, such as SPSS and SAS, even have built-in RIN transformation commands (see Appendix). Fisher and Yates (1938) provided perhaps the earliest example of RIN transformation. In the literature, such transformations have been labeled normal scores (Fisher & Yates, 1938) , rankit scores (Bliss, 1967) , or by the authors' names (Blom, 1958; Tukey, 1962; van der Waerden, 1952) . The multitude of labels is at least partly due to the multitude of equation variations, variations that most commonly involve subtracting small constants from the numerator and denominator of the fraction in Equation 1 (for a review, see T. M. Beasley, Erickson, & Allison, 2009 ). However, these variations produce transformations that are almost perfectly correlated with one another (all rs Ͼ .99 for the sample sizes considered in the present research), and so it is unlikely that such variations would affect the results in the current research (Tukey, 1962 ; also see T. M. ). In our simulations we use the Bliss (1967) rankit equation (Equation 1), and we refer to it broadly as a RIN transformation because the results are likely to generalize to all RIN transformations (i.e., because all RIN transformations are nearly linear transformations of one another). Bliss's (1967) rankit equation was chosen because recent simulation research suggests that of the rank-based normalizing equations, the rankit equation best approximates the intended standard deviation of the transformed distribution (Solomon & Sawilowsky, 2009) .
Little is known about RIN transformation's ability to maximize power and control Type I error rate for tests of correlations. In other tests, such as tests of equality of means, several studies have found RIN approaches to be inferior to other nonparametric approaches, such as Welch's test (T. M. Penfield, 1994; Tomarken & Serlin, 1986) . However, it is important to note that rank-based transformations may be more effective when testing correlations than when testing differences among means. With tests of correlations, X and Y variables are typically assigned ranks separately from one another (e.g., there is a 1st rank for X and a 1st rank for Y). In contrast, for tests of equality of means, ranks are assigned on the combined data, which can cause nonnormal distribution shapes to linger even after the rank transformation (Zimmerman, 2011) . This problem is avoided when ranking is performed in the context of correlations, and so RIN transformation might fare better with a test of association rather than a test of equality of means. In fact, because RIN transformation guarantees an approximately normal distribution, it may be a useful and widely applicable transformation approach for assessing bivariate associations.
Permutation Test of Correlation
The permutation (or randomization) test originated with the work of Fisher (1935) and Pitman (1937) , and several contemporary statistical methodologists (e.g., Good, 2005; Mielke & Berry, 2007) recommend using permutation-based procedures in a broad array of situations, especially with small sample sizes and nonnormally distributed variables. The permutation test involves randomly re-pairing X and Y variables so as to create a distribution of rs expected by the null hypothesis. Because the probability from a permutation test is computed by comparing the obtained test statistic against the "permutation," rather than theoretical, distribution of the test statistic, many argue that normal-theory test assumptions (e.g., random sampling from a specified population, normally distributed errors) do not have to be met in order to draw valid inferences from a permutation test. It should be noted, however, that in the absence of random sampling from a specified population, the permutation test results cannot truly be generalized from the sample to the specific population (see May & Hunter, 1993) . Nevertheless, the flexibility of permutation tests and their apparent "distribution-free" nature have led many researchers to view the permutation test as a general solution to assumption violations (Blair & Karniski, 1993; Cervone, 1985; Wampold & Worsham, 1986) . In fact, permutation tests have even been referred to as the "gold standard" of hypothesis testing (e.g., Conneely & Boehnke, 2007 , p. 1158 Hesterberg, Monaghan, Moore, Clipson, & Epstein, 2003, p. 61) .
Comparing permutation tests of the Pearson r to simple t tests of the Pearson r, permutation tests do not always solve all assumption violation problems, and simulation results on this issue have been mixed (Hayes, 1996; Keller-McNulty & Higgins, 1987; Rasmussen, 1989) . When normality assumptions are violated in particular, permutation tests tend to do well at controlling Type I error rate (Hayes, 1996) . At the same time, though, permutation tests may provide little power benefit over the simple Pearson approach in the context of nonnormal data (Good, 2009 ). It appears that the empirical literature is mixed regarding the relative merits of the permutation test versus Pearson's r. In some situations the permutation test is more robust, whereas in others the two procedures evidence similar levels of validity.
Bootstrap Tests of Correlation
The bootstrap test (Efron, 1979 ) is similar to the permutation test. However, whereas the permutation test involves resampling without replacement, the bootstrap test involves resampling with replacement. Good (2005) provided an accessible overview of the permutation test and bootstrap procedures. One possible advantage of the bootstrap is that it allows a larger number of possible resampling combinations (by sampling with replacement) than would otherwise be possible.
One kind of bootstrap test for correlation coefficients is the univariate bootstrap test (Lee & Rodgers, 1998) . Like the permutation test, the univariate bootstrap resamples X and Y variables independently (not in pairs) so as to create a theoretical null hypothesis sampling distribution. The only difference is that the univariate bootstrap resamples with replacement, so particular values of X and/or Y might be represented more or less often in the bootstrap sampling distribution than they were in the original sample. Simulation studies of the univariate bootstrap test of the correlation suggest that it preserves the intended Type I error rate even with nonnormal data. In terms of power, the univariate bootstrap test often provides similar or only slightly lower power than does the Pearson t test (Lee & Rodgers, 1998) .
Whereas the univariate bootstrap test of the correlation resamples X and Y independently, the bivariate bootstrap test resamples X and Y in pairs (Lunneborg, 1985) . The resulting sampling distribution is used to create a confidence interval of the observed correlation, and if this confidence interval does not include 0, the null hypothesis of zero correlation is rejected. Unfortunately, numerous simulation studies of the bivariate bootstrap test of a correlation have shown that it inflates Type I error rates, both for normal and nonnormal data, and even when various possible "corrections" to the bootstrap formula are applied (W. H. Beasley et al., 2007; Lee & Rodgers, 1998; Rasmussen, 1987; Strube, 1988) . Overall, the literature suggests that the univariate bootstrap test might provide a possible alternative to the Pearson t test, but the bivariate bootstrap test would not because it is too liberal at rejecting the null hypothesis.
Summary and Implications
Generally speaking, Pearson's r is fairly robust to nonnormality. Exceptions include markedly nonnormal distributions (e.g., the highly kurtotic distributions) where Pearson's r demonstrates poor Type I error rate control, and increasing sample size does not necessarily alleviate this problem. Spearman's rank-order correlation has also shown better Type I error rate control, compared with Pearson's r, in some cases. Furthermore, Spearman's r is often more powerful than Pearson's r in the context of nonnormality. When data are nonnormal, nonlinear transformations often improve the power of correlation tests, but little is known about the effectiveness of RIN transformation in particular. Among resampling methods, the permutation test and univariate bootstrap tests are robust to many types of nonnormality but may provide little if any power advantage.
Simulation 1
Previous literature on correlation with nonnormal data has separately compared the Pearson product-moment correlation to al-ternative approaches in isolation. However, these latter, nonparametric approaches have not been simultaneously compared with one another, and so it is unclear as to which alternatives to the Pearson's r are optimal and under what circumstances. Even when common statistical textbooks discuss nonparametric correlation approaches, it is hard to find clear guidance on which one to use in practice. Additionally, to our knowledge, no previous research has examined the Type I error and power implications of RIN transformation, particularly when applied to the Pearson correlation. RIN transformation may be a particularly useful transformation because it can approximate a normal distribution shape regardless of the initial distribution's shape.
To address these issues, Monte Carlo simulation was used to compare the performance of various correlational methods. In the first simulation, we compared 12 recommended approaches to testing the significance of a correlation coefficient when data are nonnormally distributed: t test of the Pearson product-moment correlation, z test of the Fisher (1928) r-to-z-transformed Pearson correlation, t test of the Spearman rank-order correlation, "exact" test of the Spearman rank-order correlation, four different nonlinear transformations of the marginal X and Y distributions prior to performing a t test on the correlation (i.e., the Box-Cox, YeoJohnson, arcsine, and RIN transformations), and four different resampling-based procedures (the permutation test, univariate bootstrap test, bivariate bootstrap test, and the bivariate bootstrap test with bias correction and acceleration). The second simulation further examined the relative power of select procedures from Simulation 1 in the context of extremely large effect sizes. Simulation 2 is presented following the Results and Discussion section of Simulation 1.
For the purpose of generality, we examined six different marginal distribution shapes (i.e., the shape that would appear when examining a simple histogram of one variable). The distributions were selected to represent the range of distributional shapes that often occur in psychological data: normal, Weibull, chi-squared, uniform, bimodal, and long-tailed. These distributions are depicted in Figure 1 . Although these distributions are representative of the kinds of distributions that occur in psychological research, the list is by no means exhaustive. Our goal was not to examine all distributions (an unrealistic goal) but rather to sample the range of distributions that often occur in psychological research.
The primary goal of Simulation 1 was to determine which methods preserved the intended Type I error rate while maximizing power and under what conditions they did so. To examine these issues, analysis focused on the most common nominal alpha used in psychological research, ␣ ϭ .05. To anticipate, among the more robust measures, some methods produced greater power than did others, and sometimes in ways that were surprising, given common textbook recommendations.
Method
We examined the probability that a two-tailed test would be significant with a null hypothesis of ϭ 0 and an alpha set at .05. Additionally, we recorded the probability that the rejection was in the correct (i.e., positive) tail region. The 12 methods of testing the significance of a correlation were compared across 11 combinations of distribution shapes, six sample sizes, and three effect sizes ( ϭ 0, .1, and .5). For each combination of distribution shape, sample size, and effect size, 10,000 simulations were conducted. Ten thousand simulations makes the 95% confidence interval of the proportion Ϯ.010, at most. Within each simulation, the resampling approaches (e.g., permutation test) used 9,999 resamples each. This number was chosen such that the quantity of the number of resamples plus 1, when multiplied by alpha, would result in an integer (in this case, 500). This is a desirable property of the number of resamples because it creates clear-cut bins for the rejection region (W. H. Beasley & Rodgers, 2009 ). Simulations were conducted using the open-source software package R (R Development Core Team, 2010). The code is freely available on request, and parts of the code were based on previously published code (Good, 2009; Ruscio & Kaczetow, 2008) .
Twelve tests of the significance of a correlation.
Pearson-t test.
The traditional t test of the Pearson product-moment correlation was conducted.
Pearson-z test of Fisher r-to-z transformation.
For this test of the Pearson correlation coefficient, the coefficient was transformed into a zЈ value where
The null hypothesis was rejected if
3. Spearman rank order correlation-t test. This test entailed rank-ordering the data and then conducting a t test of the correlation of the ranks.
4. Spearman rank-order correlation-"exact" test. Instead of using a t test on the rank-order correlation, the rank-order correlation was compared with a more precise distribution of correlations that could result from all possible permutations of ranks. If the sample correlation fell within the upper or lower 2.5% of this distribution, the null hypothesis was rejected. We use quotation marks around the word exact because the exact permutation distribution was computed for only n ϭ 5. For all other ns, the permutation distribution was estimated by an Edgeworth series approximation (Best & Roberts, 1975) .
5. Transformation-Box-Cox. The Box-Cox transformation (Box & Cox, 1964 ) is actually a family of power transformations that are particularly well suited for skewed data. The Box-Cox family includes the commonly used log transformation. In addition, the Box-Cox family can produce transforms that are, for the purposes of correlation, equivalent to the inverse transformation (1/x) and the square-root transformation (i.e., certain Box-Cox transformations are linear transformations of the inverse and square-root transformations; see Osborne, 2010) .
The Box-Cox transformation equation is
The particular form of the Box-Cox transformation depends on the value of a parameter, . A of 1 results in a linear transformation, a greater than 1 results in a convex (accelerating) function, and a less than 1 results in a concave (decelerating) function. For each simulation, the particular value of was chosen such that it maximized the normality of the resulting transformed variable (as described later). The Box-Cox transform can produce undefined values for x Ͻ 0. Because of this issue, a constant was added to all data prior to applying Equation 4. This constant was equal to the minimum value of X plus 1.00001. The addition of approximately 1 is based on Osborne's (2002) recommendation.
As with all other transformation methods, X and Y were transformed prior to computing the Pearson correlation of the transformed variables and conducting a t test of that correlation.
6. Transformation-Yeo-Johnson.
One limitation of the Box-Cox transformation is that it requires positive values of data. To solve this problem, a constant is typically added to all data prior to transformation. Unfortunately, this solution is suboptimal if the distinction between positive and negative data points was originally meaningful. In order to separately address positive and negative data points in the transformation, Yeo and Johnson (2000) developed an extension of the Box-Cox family. The equation for the Yeo-Johnson value varies as a function of not only but also x's sign:
The Box-Cox and Yeo-Johnson approaches are particularly well suited for data that are skewed, but less so for symmetrical data. Again, for each simulation, was chosen such that it maximized the normality of the resulting transformed variable. 7. Transformation-Arcsine. The arcsine transformation can be effective for transforming uniform data into normal data. The arcsine transform is commonly used for proportions (Cohen & Cohen, 1983) , though it can be effective for other data if those data are first converted into a 0-to-1 scale. The arcsine transform effectively stretches the tails of the data. The arcsine transformation is also useful to consider because it produces results similar to those of the logit transformation.
For the arcsine transformation, the variable was rescaled as a proportion, ranging between 0 and 1. To do so, let a and b be the minimum and maximum values of X, respectively. Also let k be an arbitrarily small constant, in this case, k ϭ .01. The following arcsine transform was used:
8. Transformation-RIN. Data were transformed via Equation 1 prior to conducting a t test of the Pearson correlation of the transformed data.
9. Resampling-Permutation test. For the permutation test, a permutation distribution was generated by randomly reassigning values of the X variable (this effectively re-paired both X and Y) and saving the resulting Pearson correlation for each such permutation. This procedure was repeated in order to form a permutation sampling distribution of correlations expected under the null hypothesis. If the sample Pearson r was outside of the 2.5th to 97.5th percentile of this permutation sampling distribution, the null hypothesis was rejected.
10. Resampling-Univariate bootstrap test. The univariate bootstrap test was identical to the permutation test except that X and Y were both sampled with replacement in order to form the resampling distribution. Sampling of X and Y was independent (they were unpaired). In situations when the bootstrap sample of X or bootstrap sample of Y consisted entirely of the same number, the bootstrap correlation was undefined, and so the bootstrap sample was discarded and replaced by another bootstrap sample (see Strube, 1988) . For example, if the original sample was X ϭ {1.2, 0.5, -1.7, 3.2, -0.8} and an initial bootstrap sample consisted of X ϭ {1.2, 1.2, 1.2, 1.2, 1.2}, then that bootstrap sample would be replaced.
11. Resampling-Bivariate bootstrap test. In the bivariate bootstrap test, yoked pairs of data (X and Y) were sampled with replacement, and the Pearson correlation was saved for each such bootstrap sample. Undefined bootstrap sample correlations were handled in the same way as explained in the previous paragraph. This procedure was repeated in order to generate a bootstrap sampling distribution of correlations for the observed correlation. If the 2.5th to 97.5th percentile of this bootstrap sampling distribution did not include 0, the null hypothesis was rejected. Thus, this constituted a bivariate "percentile" bootstrap test.
12. Resampling-Bivariate bootstrap with bias correction and acceleration (BCa) test. This test was identical to the bivariate bootstrap test mentioned in the previous paragraph, except that the 95% confidence interval was constructed through the BCa approach (Efron & Tibshirani, 1993, pp. 184 -188) . This approach shifts and widens the bounds of the 95% confidence interval so as to make the interval more accurate, with the errors in intended coverage approaching 0 more quickly as n increases, at least compared with the bivariate percentile bootstrap (Method 11). A description of the Efron and Tibshirani BCa approach can be found online (W. H. Beasley et al., 2007, supplementary materials) .
Selecting parameter for transformations. For the BoxCox and Yeo-Johnson transformations, values of were sought that maximized the normality of the resulting transformed variable. Specifically, was optimized such that it maximized the correlation of the coordinates of the normal qq-plot of the variable. The normal qq-plot is a plot of the quantiles of the observed data against the quantiles expected by a normal distribution. Because the normal qq-plot tends to be more linear as the observed data are more normal, higher correlations indicate more normal shapes (Filliben, 1975) . This one-dimensional optimization was performed with R's "optimize" function (R Development Core Team, 2010) . This optimization function seeks to converge on the best by iteratively using test values of , with the test values of chosen by a combination of a rapid algorithm that assumes a polynomial function (successive parabolic interpolation) and a slower but more robust algorithm (golden section search). The search had the constraint -5 Ͻ Ͻ 5. This range was chosen because, in pilot simulations, larger ranges for provided no reliable benefit to the resulting normal qq-plot correlations. Optimization was done separately for each simulation, applying each of the two methods to both X and Y. Optimization was blind to the underlying population distribution shape. Note that the optimization was done independently for X and Y, and so the optimization could not capitalize on chance to inflate the resulting association between the two variables.
Distribution shapes. In terms of the distribution shapes, a Weibull distribution was used to simulate slightly skewed data, a common shape in many psychological data sets. The Weibull distribution is also relevant because it resembles the distribution of reaction times in a variety of tasks, including, for example, not only simple tasks like reading but also more complicated tasks involving the learning of mathematical functions (Berry, 1981; Logan, 1992) . For the present simulations, the Weibull distribution had shape ϭ 1.5 and scale ϭ 1. These parameters are in the range of parameters common to human task performance times, and these parameters produce a slight but noticeable skew (see Figure  1) . The chi-squared distribution was chosen to provide an even more skewed shape. In particular, the chi-squared with 1 degree of freedom was used. This distribution represents roughly the most extreme skewness and kurtosis typically found in psychological data (W. H. Beasley et al., 2007; Micceri, 1989) . The uniform distribution ranged from 0 to 1 (the range was arbitrary because all distributions were standardized in a later step). The bimodal distribution was a mixture of two normal distributions with different population means but the same standard deviation. The means were separated by 5 standard deviations so as to make the bimodality noticeable via visual inspection of a histogram. In contrast, the long-tailed distribution was a mixture of two normal distributions with the same mean but different standard deviations. In order to create extremely long tails and high kurtosis, this distribution was created by sampling with a .9 chance from a normal with a small standard deviation and by sampling with a .1 probability from a normal with a standard deviation 10 times as large. All population distribution equations were rescaled so that the population mean was 0 and population standard deviation was 1. Other descriptive statistics, including skewness and excess kurtosis, are summarized in Table 1 . We examined situations where X and Y were both the same distribution shape and also where X was normal but Y was not. This created a total of 11 combinations of distribution shapes.
Sample and effect sizes. The six sample sizes were n ϭ 5, 10, 20, 40, 80, and 160. A of 0 was used for the null hypothesis of zero correlation, .1 was used for a small effect size, and .5 for a large effect size (Cohen, 1977) . Thus, a large range of both sample and effect sizes could be compared. Though the simulations did not include a medium effect size ( ϭ .3), to anticipate, the relative performance of various significance tests was not qualitatively altered by the effect size. Generating correlated nonnormal data. In order to simulate the specified correlated nonnormal data, we used an iterative algorithm developed by Ruscio and Kaczetow (2008) . In this procedure, X 0 and Y 0 are generated with the desired nonnormal distribution shapes (e.g., bimodal), but they are generated independently of one another. X 1 and Y 1 are generated such that they are bivariate normal with a nonzero intermediate correlation coefficient. The first intermediate correlation value tried is the target correlation value. X 0 and Y 0 are used to replace X 1 and Y 1 , and they are replaced in such a way that the rank orders of corresponding variables are preserved. However, because the variables are no longer both normal, their observed correlation may be deflated or inflated relative to the target correlation. A new intermediate correlation is chosen-adjusted to be either higher or lower than the original intermediate correlation-based on the difference between the target and observed correlations. The process then repeats iteratively: The new intermediate correlation is used to generate bivariate normal X 2 and Y 2 , then nonnormal X 0 and Y 0 replace X 2 and Y 2 , and a new intermediate correlation is generated. Across iterations, the observed correlation tends to approach the target correlation. The algorithm stops when it fails to reduce the root-mean-square residual correlation on five consecutive iterations.
The primary advantage of the Ruscio and Kaczetow algorithm is that it can be used for nearly any desired distribution shape. In contrast, other algorithms are limited in the combinations of skewness, kurtosis, or other moments that they can produce, and they can be especially limited for generating bimodal data (Headrick, 2002; Headrick & Sawilowsky, 1999 , 2000 .
One disadvantage of the Ruscio and Kaczetow algorithm, though, is that it produces almost no sampling error in the correlation of the resulting data; if the target correlation is .5, it will produce an r of almost exactly .5 for every sample, even with a small sample size. To get around this problem, for each scenario, a large population (N ϭ 1,000,000) of correlated data was generated via the Ruscio and Kaczetow algorithm. Then, for each simulation within that scenario, small samples were drawn at random from the population (see Ruscio & Kaczetow, 2008, pp. 362-363) . This strategy was used in order to produce sampling error.
Importantly, the Ruscio and Kaczetow algorithm produced the intended population correlation coefficient accurately to at least 2 decimal places, and it did so in every single scenario. We also verified the accuracy of the algorithm by comparing, in every scenario, the target marginal distribution descriptive statistics to those generated by the procedure, and they closely matched in each case. Thus, the algorithm produced both the intended correlation and the intended marginal distribution shapes.
Results and Discussion
Type I error. Table 2 shows the Type I error rate, that is, the probability of incorrectly rejecting the null hypothesis when there was no association between X and Y in the population ( ϭ 0). The bold values in the table show situations where Type I error exceeded .060. This cutoff was chosen because, with 10,000 simulations, the 95% confidence interval of the proportion is Ϯ.010 at its maximum.
The two Pearson approaches sometimes had slightly inflated Type I error, especially when both X and Y were prone to extreme outliers (both chi-squared or both long-tailed), a pattern consistent with previous research (e.g., Hayes, 1996) . There was negligible difference between the t test of the Pearson r and the z test of the Fisher r-to-z transformation (see Hittner, May, & Silver, 2003) . Likewise, the two Spearman rank-order correlations produced nearly identical results, or at least when n Ն 20. With small ns, though, the t test of the Spearman rank-order correlation consistently inflated Type I error, whereas the "exact" test tended to produce conservative Type I error rates. Among transformation approaches, only RIN transformation preserved the Type I error at or below acceptable levels in all scenarios. Other transformations tended to inflate Type I error when nonnormality was extreme (both X and Y long-tailed) or when n was small. Among resampling approaches, only the permutation test and the univariate bootstrap consistently preserved a low Type I error rate. The two bivariate bootstrap methods inflated Type I error rates in numerous scenarios and even did so when both X and Y were normal, a pattern consistent with previous research (W. H. Beasley et al., 2007; Lee & Rodgers, 1998; Strube, 1988) .
Overall, only four methods consistently preserved the Type I error rate at or below the intended alpha in all scenarios: Spearman "exact" test, RIN transformation, permutation test, and univariate bootstrap test. We refer to these four methods as alpha-robust methods. Other approaches tended to inflate Type I error above the nominal alpha, particularly when n was small or when X and Y were especially prone to outliers on one or both tails (i.e., chisquared or long-tailed).
Statistical power. As summarized in Figure 2 , when at least one variable was nonnormal, there were power differences among the alpha-robust measures and the Pearson t test of the correlation. In particular, for moderate to large sample sizes (n Ն 20), RIN transformation tended to produce higher or at least similar power compared with other approaches. As described in more detail next, power was also a function of the type of the particular shapes of X and Y.
Small effect size. Table 3 shows the power with a small effect size, that is, the probability of correctly rejecting the null hypothesis when ϭ .1. Note that, even though the Pearson correlation was .1, the underlying strength of the monotonic association between X and Y may vary based on the distribution shapes. Of course, all distribution combinations in the table had some nonzero population effect, and so higher values in the table indicate greater power, a desirable property. Because of the number of simulations, the largest 95% confidence interval of the mean in Table 3 was Ϯ.010.
When both X and Y were normal (see Table 3 , uppermost panel), most methods showed similar levels of power in most scenarios. Of course, the bivariate bootstrap methods showed higher power than did other approaches, but the bivariate bootstrap methods also inflated Type I errors. Importantly, with nonnormal distributions, systematic differences in power emerged. It is useful to focus on the alpha-robust methods (Spearman "exact" test, RIN, permutation test, and univariate bootstrap test) as alternatives to the traditional Pearson t test, highlighting the highest powered alpha-robust method in each Table 3 . While the details differ somewhat by scenario, there was a general pattern: The permutation test tended to provide the highest power when n was small, and the RIN transformation tended to provide the highest power when n was moderate to large.
These alpha-robust methods can also be compared with the Pearson t test, particularly in scenarios where the Pearson t test preserved an acceptable Type I error rate. It can be seen that the alpha-robust methods of RIN and permutation often provided a similar level of power as did the Pearson t test, except where n was large, in which case the RIN method tended to produce higher power. In the most extreme example of this, when both X and Y were long-tailed and n ϭ 160, RIN provided a power of .535, more than double the power of the Pearson t test (.227). One possible reason for the RIN benefit increasing with larger sample sizes is that RIN-transformed data more closely approximate normality as n increases (Solomon & Sawilowsky, 2009) . Additionally, because the shape of a small sample distribution often poorly resembles the shape of the population distribution, small sample sizes may cause transformations to be relatively arbitrary. Interestingly, the RIN approach also tended to outperform the Spearman "exact" test, but by a smaller margin. For instance, in the scenario just mentioned, the Spearman "exact" test had a power of .500.
A few other relevant patterns emerged in the data. First, Spearman's "exact" test was often underpowered when n was 5. Considering this finding along with the deflated Type I error rates that occurred in the same situation when ϭ 0, Spearman's "exact" test appears to be biased toward failing to reject the null when n is small. Also of note, the permutation test consistently outperformed the univariate bootstrap test. These two methods are mathematically similar except that the permutation test samples without replacement, whereas the univariate bootstrap test samples with replacement.
Large effect size. As shown in Table 4 , the large effect size ( ϭ .5) produced largely the same patterns as the small effect size did. Again, with most nonnormal distributions, RIN produced increasingly superior power as the sample size increased. With large ns, RIN usually produced higher power than did the other alpha-robust measures and the Pearson t test. Importantly, with the large effect size results, RIN's superior performance occurred even with practically meaningful power levels (i.e., power Ͼ .80).
As some of the lower panels of Table 4 show, there were a few scenarios with a large effect size where the arcsine transformation produced significantly higher power than did other approaches while simultaneously preserving appropriately low Type I error rates. This happened when X and Y were both uniform and 10 Յ n Յ 40 and also when X and Y were both bimodal and 10 Յ n Յ 20. With uniform or bimodal variables, the arcsine transforms these variables into a quasinormal shape, except with slightly lower excess kurtosis than the value of 0 expected in a normal distribution (excess kurtosis ϭ -.82 and -.13 with uniform and bimodal distributions, respectively). That is, the arcsine transformation acted similarly to the RIN transformation in these scenarios, except that the arcsine produced fewer outliers in either tail, even fewer than are expected in normally distributed data. It is possible that such a reduction in outliers, combined with the production of a quasinormal shape, explains the arcsine's power benefits in those few scenarios.
With small sample sizes, the permutation test was often more powerful than the other alpha-robust approaches. The permutation test usually provided similar or higher power than the Pearson correlation did with small ns, so long as the distributions were especially nonnormal. The permutation test's success in such scenarios may be due to that fact that the test does not require a specified distribution shape, normal or otherwise. One limitation of these results is that, because the sample sizes were small when the permutation test performed well, the situations where it performed well tended to have low absolute levels of power. This limitation was addressed in Simulation 2.
Did the RIN transformation or permutation methods reject the null hypothesis at the correct tail? Nonnormal data may have a deflated Pearson correlation coefficient, one that underestimates the underlying monotonic association between the variables (Calkins, 1974; Dunlap et al., 1995; Lancaster, 1957) . Because of this, nonlinear transforms toward normality, such as RIN, may produce a larger correlation coefficient than that of the untransformed data. This notion is consistent with Tables 3 and 4, which show that power can be much larger for the nonnormal data that was transformed toward normality than for the normal data that was not.
More generally, the correlation coefficient derived from alternative methods is not expected to be equal to the Pearson correlation coefficient of the untransformed data. Thus, it is unclear as to what exact numerical baseline the alternative correlation coefficients should be compared with in order to gauge their bias. At the least, these alternatives should preserve the sign of the correlation and avoid rejecting the null hypothesis based on the wrong tail of the distribution. Overall, for nonzero effect sizes, the probability of rejecting the null hypothesis at the wrong (left) tail was very low, and it was similar for the traditional Pearson t test, the RIN transformation, and the permutation test (.004 for each). Thus, the power differences among methods cannot be accounted for simply by some methods rejecting the wrong tail of the distribution.
Simulation 2
Simulation 1 revealed advantages of the permutation test with small sample sizes (and nonnormal data). However, for these sample sizes, the power was much lower in these scenarios than the power levels that researchers typically seek (e.g., power Ͼ .80). To determine whether the permutation test provided high power even at more desirable absolute levels of power, a small follow-up simulation was conducted. Simulation 2 used an extremely large effect size ( ϭ .8) and small sample sizes. Simulation 2 focused on the alpha-robust methods, that is, the four methods that did not inflate the Type I error rate. In addition, Simulation 2 also examined the Pearson t test as a basis for comparison. The primary goal was to examine which of the alpharobust procedures could attain practically meaningful levels of power with very small sample sizes, and the conditions under which they could do so.
Method
Simulation 2 was nearly identical to Simulation 1. However, was set to .8. Additionally, only ns of 5 and 10 were examined, because larger sample sizes produced ceiling effects because of the extremely large effect size. Finally, five methods were considered: Figure 2 . In Simulation 1, when at least one variable had a nonnormal shape, the probability of correctly rejecting the null hypothesis. Alpha-robust measures and the Pearson t test are compared. Panels A and B show small and large effect sizes, respectively. The largest 95% confidence interval of the mean is Ϯ.003. RIN ϭ rank-based inverse normal; Boot-Uni. ϭ univariate bootstrap percentile test. 
Results and Discussion
As shown in Table 5 , the results suggest that the benefits of the permutation test often generalize to situations with practically meaningful power. Among alpha-robust methods, the permutation test always provided the highest power when n was 5, and it often did so when n was 10. When the permutation test's power was surpassed by another alpha-robust method, it was always the RIN method, and only when n was 10 and both variables were extremely nonnormal. As before, the permutation test showed consistently higher power than did its "sampling-with-replacement" counterpart, the univariate bootstrap test.
These extremely large effect size results again emphasize the value of the permutation test when n is small and data are nonnormal. However, it should be noted that the permutation test was sometimes inferior to the Pearson t test, especially when the data were only slightly nonnormal. For example, when data were only slightly skewed (one or both variables were Weibull), the Pearson t test often provided higher power than did the permutation test. In other words, the Pearson t test was able to withstand minor deviations from normality (Fowler, 1987) . Because the normality deviations were so minor, the benefit of making parametric assumptions might have outweighed the cost of violation of those assumptions. Consistent with this notion, larger violations of normality were less favorable to the Pearson approach. For example, when data were extremely nonnormal (chi-squared, bimodal, or long-tailed distributions), the permutation test often outperformed the Pearson correlation in terms of power or, as shown in Simulation 1, Type I error rate control.
General Discussion
Consistent with previous work, Pearson's r was relatively robust to nonnormality with respect to Type I error rate, except for especially small sample sizes or especially nonnormal distribution shapes. However, other methods had even more robust Type I error control. Specifically, the Spearman "exact" test, RIN transformation, permutation test, and univariate bootstrap test all maintained the intended Type I error rate in all scenarios. These alpha-robust methods often produced similar or higher power than did the Pearson t test, particularly for distributions that were extremely nonnormal. With small samples, usually n Յ 10, the permutation test often provided a robust alternative, one with equal or greater power than the Pearson t test (Simulations 1 and 2); the permutation test also produced absolute power levels that were large enough to be practically meaningful (Simulation 2). The permutation test's robustness may be due to the fact that the test does not require a specific (i.e., normal) distribution shape. With larger sample sizes, usually n Ն 20, the power benefits of the RIN method became apparent (Simulation 1). These power benefits also occurred at practically meaningful absolute levels of power (Simulation 1). In at least one case, RIN's power even exceeded twice that of the Pearson t test. The benefits of RIN transformation at large but not small sample sizes may be due to limitations of transformation approaches when sample sizes are small. With a small n, RIN-transformed data distributions may poorly approximate normality (Solomon & Sawilowsky, 2009 ). More generally, with a small sample size, any transformation is likely to be somewhat arbitrary because small samples may poorly resemble the shapes of the populations from which they were drawn.
For both Type I error rates and power, the kind of nonnormality mattered. Nonnormality was most problematic for the Pearson t test when one or more distributions had highly kurtotic shapes, such as the chi-squared or long-tailed distributions (note that this pattern cannot be explained via the variance, because the population variance was equated for all distribution shapes). These chisquared and long-tailed distributions were particularly prone to Type I error inflation. This pattern converges with results from several previous Monte Carlo studies, which have noted Type I error inflation specifically with both the chi-squared distribution and the Cauchy distribution (another extremely kurtotic distribution; W. H. Beasley et al., 2007; Edgell & Noon, 1984; Hayes, 1996) . In our simulations, the Pearson t test with highly kurtotic distributions not only resulted in inflated Type I errors, it also resulted in relatively low power, at least compared with the power that could be achieved by alternative methods. For instance, when both distributions were highly kurtotic, the power advantage of RIN over the Pearson t test was especially noticeable. These patterns suggest that researchers should consider using robust alternatives to the Pearson t test especially when distributions are highly kurtotic and thus especially prone to outliers on one or both tails. Our simulations also examined the Spearman rank-order correlation, a commonly recommended alternative to the Pearson correlation when assumptions are violated. For the Spearman rankorder correlation with small samples (n Յ 10), an "exact" test better maintained the Type I error rate than did the t test, but with large samples they produced nearly identical results. The Spearman rank-order correlation sometimes produced a noticeable power improvement relative to the Pearson t test, especially with large sample sizes (consistent with Zimmerman & Zumbo, 1993) . However, even then, power was still higher for the RIN transformation of the data. This pattern of results poses a problem for many statistics textbooks, which recommend the use of nonparametric tests, including the Spearman correlation, when normaltheory assumptions are violated and sample size is small. In the current research, the non-Pearson approaches were most beneficial when n was large, not small. Textbooks may have encouraged nonparametric procedures with a small n because textbooks often focused on nonparametric tests for equality of means (e.g., the Mann-Whitney U test). Comparatively less space has been devoted to nonparametric tests of association. In similar fashion to Pearson's r, the permutation test was, in many cases, less powerful than RIN transformation. The permutation test's advantage was primarily limited to small sample size scenarios. This finding, along with the findings of others (e.g., Hayes, 1996) , contradicts the idea that permutation tests are the "gold standards" of hypothesis testing, at least for correlations. However, the permutation test did provide a consistent power advantage relative to the corresponding univariate bootstrap test. To our knowledge, this finding is novel. Sampling with replacement (as in the univariate bootstrap) is sometimes thought beneficial because it allows for more possible combinations of X and Y to create a sampling distribution, especially when the sample size is small. However, the benefit of these additional combinations must be offset by some other cost. One such cost could be the possibility of repeated sampling of outliers. Such repeated sampling of outliers could expand the confidence interval for the null bootstrap sampling distribution, which would in turn make it more difficult to reject the null hypothesis.
The current results, which favor the RIN transformation in many scenarios, may be seen as hard to resolve with previous work that questioned the utility of the RIN approach. Most recently, T. M. showed that RIN transformation can, in some situations, actually increase Type I error and reduce power. However, their simulations focused on tests of equality of means and frequencies, not tests of the population correlation coefficient. One reason that RIN might be more successful with correlations is that, in the rank transformation of correlational data, the X and Y variables are ranked separately rather than together. The separate rankings can prevent preservation of the original nonnormal distribution shape properties, a problem that can occur with other rank-based tests, such as tests of the equality of means (see Zimmerman, 2011) .
The central motivation behind the use of RIN (and other transformations) is that nonnormality can mask the underlying monotonic relationship among variables (Calkins, 1974; Dunlap et al., 1995; Lancaster, 1957) . Transformation toward approximate normality allows the assumptions of the t test of the Pearson correlation to be met, thus increasing the likelihood that a relationship will be detected when present. Detection of this underlying relationship via transformed variables in no way precludes additional analysis on the original, untransformed variables. To the contrary, a significant result from a RIN transformation could even be used to support additional testing of the data through nonlinear regression or other techniques. The significant effect provides some protection against capitalization on chance by assuring that there is a relationship among variables before engaging in more fine grained tests of the nature of that relationship. Note. The bold values show the highest powered method(s) for each scenario among the alpha-robust methods (Spearman "exact," RIN transformation, permutation, and univariate bootstrap tests). The largest 95% confidence interval of the mean is Ϯ.010. RIN ϭ rank-based inverse normal; Perm ϭ permutation test; Boot-Uni ϭ univariate bootstrap percentile test.
Limitations
The current simulations focused on variables from continuous distributions, but it is unclear how well the results would generalize if variables were drawn from discrete distributions, which can often produce ties. Additional research would be required to determine how well the approaches compared in this article would fare in addition to approaches specifically developed for data with frequent ties (e.g., Goodman-Kruskal Gamma, Kendall's tau).
Even when using continuous data, caution should be urged when using RIN transformation with analyses that are more complicated than bivariate correlation. The RIN transformation may produce inconsistent Type I error rates for more complicated regression models, particularly for interaction terms (see Blair, Sawilowsky, & Higgins, 1987; Wang & Huang, 2002) . More generally, although the current results suggest that RIN transformation can address the issue of nonnormality, there is no guarantee that it can address other assumption violations, such as heteroscedasticity, when testing the significance of correlations (see Hayes, 1996) . When heteroscedasticity or factorial designs are present, rankbased methods in general often demonstrate inferior performance (T. M. Salter & Fawcett, 1993; Zimmerman, 1996) . Clearly, additional research would be needed to explore the costs and benefits of RIN in other scenarios.
The present work addresses significance testing but not parameter estimation. For the RIN approach, researchers might be interested in the correlation coefficient of the transformed data. Unfortunately, it is unclear how well this parameter, as estimated from the sample, corresponds to the RIN-transformed correlation coefficient of the population. Additional simulation research is needed in order to examine the bias and variance of this and other estimators (e.g., regression weights) resulting from RIN transformation. More generally, although significance testing is important, it is only the starting point of a responsible analysis of the data; parameter estimation will often be needed in order to characterize effect sizes, confidence intervals, or other metrics that can clarify the meaning and importance of a statistically significant effect (American Psychological Association, 2010).
Conclusions
At least under the conditions studied, the simulations presented in this article suggest that RIN transformation, by managing Type I error while simultaneously increasing power, can be a useful tool for assessing the significance of bivariate correlations with nonnormal data. When considering the use of RIN transformation, it should be noted that the RIN approach is conceptually similar to the well-accepted Spearman's rank-order correlation. Both approaches involve first transforming the data into ranks and later calculating the Pearson correlation on the transformed data. The difference is that the RIN approach has the intermediate step of transforming the flat distribution of ranks into a normal-shaped distribution. Thus, the RIN approach may be seen as an extension of the Spearman rank-order correlation.
In conclusion, when correlations between nonnormal variables need to be tested for significance, the RIN transformation approach may sometimes be useful when the sample size is at least 20. In many situations, this approach may improve power while preserving Type I error. For smaller samples of nonnormal data, the permutation test may sometimes be more advantageous than the commonly recommended alternatives. Finally, the RIN transformation and permutation test are not beneficial in all situations, but their benefits are especially worth considering when testing the significance of a correlation with highly kurtotic distributions, which are prone to outliers.
