We show that an identity of Gessel and Stanton (Trans. Amerc. Math Soc. 277 (1983), p. 197, Eq. (7.24)) can be viewed as a a symmetric version of a recent analytic variation of the little Göllnitz identities. This is significant, since the Göllnitz-Gordon identities are considered the usual symmetric counterpart to little Göllnitz theorems. Is it possible, then, that the Gessel-Stanton identity is part of an infinite family of identities like those of Göllnitz-Gordon?
Introduction
In 1983, Gessel and Stanton presented the following Rogers-Ramanujan type identity [11, p. 197 (1 − aq j ),
(a 1 , a 2 , . . . , a r ; q) ∞ := (a 1 ; q) ∞ (a 2 ; q) ∞ · · · (a r ; q) ∞ , and (a; q) n := (a) ∞ /(aq n ) ∞ .
If the base in a rising q-factorial is omitted, it is assumed to be q, i.e.
(a) ∞ := (a; q) ∞ and (a) n := (a; q) n .
Rogers-Ramanujan type identities rarely occur in isolation; where there is one, there is often one or more "partners" and these identities generalize in a number of ways. We will use a variety of techniques to derive partners and generalizations.
Identity (1.1) was one of many derived by Gessel and Stanton in their 1983 paper on qLagrange inversion [11] . This identity came to our attention as a candidate for a symmetric version of a recently discovered variation of the little Göllnitz identities [9] in the same way that the Göllnitz-Gordon theorem is a symmetric version of the familiar little Göllnitz identities.
As such, there were natural questions to ask about the Gessel-Stanton identity (1.1), such as: what would its partner(s) be? Does it have a combinatorial interpretation that relates it to the little Göllnitz identities as do the Göllnitz -Gordon identities? Does it have a multiparameter generalization? And what do those parameters count? Does the identity generalize to an infinite family as the Göllnitz-Gordon identities do?
In this paper we answer some of these questions and suggest approaches to others. Section 2 supplies the background on the the Göllnitz-Gordon theorem and its relationship to the little Göllnitz identities. We describe the "new" little Göllnitz identities, how they are related to the Gessel-Stanton identity (1.1), and why one would expect a partner for (1.1).
In Section 3, we derive a 3-parameter generalization of (1.1) and a partner for (1.1) from Andrews' q-analog of Bailey's sum [3, p. 526, Eq. (1.9)]. The new little Göllnitz identities have a similar generalization and there is a combinatorial interpretation of the generalized infinite products that encompasses both pairs.
In Section 4, the focus is on the infinite sums. We prove an interpretation of the new little Göllnitz identities, which in itself is interesting, but which we conjecture can extend to the Gessel-Stanton pair.
In Section 5 we describe the generalized Göllnitz-Gordon identities and consider whether there is an analogous generalization of the Gessel-Stanton identities to an infinite family. We study associated q-difference equations via the methods Andrews used to derive infinite families for the Rogers-Ramanujan identities and the Göllnitz-Gordon identities [5, Chapter 7] . Although we are not successful at finding the combinatorial counterpart of the analogous infinite family, we show via this method that the Gessel-Stanton identity and its partner are actually two members of a three-element family of identities.
In Section 6 we suggest directions for further inquiry.
Background
The little Göllnitz identities [12, Eq. (2.22, 2.24)] have the analytic form:
In contrast, the following Göllnitz-Gordon identities (Göllnitz [12, 
A set, R = {r 1 , r 2 , . . . , r k }, of residue classes modulo m, is symmetric if R = {m − r 1 , m − r 2 , . . . , m − r k }. It is immediately clear that identities (2.1-2.4) are "close relatives", with (2.1) and (2.2) as asymmetric variants of (2.3) and (2.4). In the same way, we will show that (2.1) and (2.2) are close relatives of another pair of asymmetric variants, one of which is the Gessel-Stanton identity (1.1). Theorem 2.1 (Göllnitz) . The number of partitions of N into parts differing by at least 2 and no consecutive odd parts equals the number of partitions of N into parts congruent to 1, 5 or 6 (mod 8).
Theorem 2.2 (Göllnitz) . The number of partitions of N into parts differing by at least 2, no consecutive odd parts, and no ones equals the number of partitions of N into parts congruent to 2, 3 or 7 (mod 8).
Similarly, combinatorial counterparts to (2.3) and (2.4) are the following:
The number of partitions of N into parts differing by at least 2 and no consecutive even parts equals the number of partitions of N into parts congruent to 1, 4 or 7 (mod 8).
Theorem 2.4 (Göllnitz-Gordon). The number of partitions of N into parts differing by at least 2, no consecutive even parts, and no ones equals the number of partitions of N into parts congruent to 3, 4 or 5 (mod 8).
The identities (2.1) and (2.2) are special cases L(−q −1 ; q 2 ) and L(−q; q 2 ), respectively, of an identity due to V. A. Lebesgue 
We use here and throughout the fact that (q; q 2 ) −1 ∞ = (−q; q) ∞ . Recall Heine's q-Gauss summation [10, p. 354 
As in [9] , we can use the following specialization of q-Gauss
to derive the "new little Göllnitz identities":
and
It is surprising that the infinite products in (2.8) and (2.9), which arose as special cases of the q-Gauss sum, are identical to those in (2.1) and (2.2).
If we now write the new little Göllnitz identities (2.8) and (2.9) in the form
then (2.10) and (2.11) are revealed as asymmetric variants of
which, in a different guise, is the Gessel-Stanton identity (1.1). In the next section, we derive the following "Gessel-Stanley partner" for (2.12):
3 Three-parameter generalizations and a partner Then
Setting t = z = 1, we recover (2.12) and, simplifying, the Gessel-Stanton identity (1.1):
Similarly, in (3.1),
Setting t = z = 1, we recover the Gessel-Stanton partner (2.13) which, simplified, becomes
The new little Göllnitz identities have similar three-parameter generalizations:
The infinite products (3.2), (3.4), and (3.6), (3.7) have the interpretations, for i = 1, −1:
where (λ) is the total number of parts of λ; S i denotes the set of all partitions into parts that are congruent to ±2, ±(i + 2) (mod 8), where no odd part may be repeated, and s(λ) denotes the difference between the number of odd parts congruent to i + 2 (mod 8) and −(i + 2) (mod 8) in λ; and T i denotes the set of all partitions into parts that are congruent to ±2, i, i + 4 (mod 8) where no odd part may be repeated, and r(λ) is the total number of odd parts λ.
Interpreting the new little Göllnitz identities
Recall Euler's partition theorem which states that the number of partitions of N into distinct parts is equal to the number of partitions of N into parts congruent to 1 (mod 2). In this section we show: 
where |λ| o = λ 1 + λ 3 + · · · ; |λ| e = λ 2 + λ 4 + · · · ; and odd(λ) is the number of odd parts of λ.
Proof. The second equality is H(−x/t, ∞, x 2 ; x 2 y 2 ), where H is the q-Gauss specialization (2.7). To prove the first equality, let E n be the set of partitions in E with n positive parts and let f n (x, y, t) be its generating function. Partitions λ from E n can be constructed as follows.
First, if n = 2j −1, start with the staircase (n, n−1, . . . , 1), which contributes t j x j 2 y j 2 −j to the weight of λ. If n = 2j, start with the staircase (n + 1, n, . . . , 2), which contributes t j x j 2 +2j y j 2 +j to the weight of λ.
Next, decide which of the odd-indexed parts λ 2i+1 of λ should be even. For each such i, add 2 to λ 1 , . . . , λ 2i ; add 1 to λ 2i+1 . These possibilities are generated by (−x/t; x 2 y 2 ) j , where n = 2j − 1 or n = 2j.
Finally, any partition into at most n even parts can be added to λ. We view it this way: Add 2 to any λ i , but then 2 must also be added to each of λ 1 , λ 2 , . . . , λ i−1 . This may be repeated an arbitrary number of times. These possibilities are generated by (x 2 ; x 2 y 2 )
Putting everything together:
Theorem 4.4. Let O be the set of partitions λ = (λ 1 , λ 2 , . . .) into distinct parts in which odd-indexed parts, λ 2i+1 , are even. Then
Proof. The second equality is H(−(ty) −1 , ∞, x 2 ; x 2 y 2 ). To prove the first equality, let O n be the set of partitions in O with n positive parts and let g n (x, y, t) be its generating function. Partitions λ from O n can be constructed as follows.
First, if n = 2j, start with the staircase (n, n − 1, . . . , 1), which contributes t j x j 2 +j y j 2 to the weight of λ. If n = 2j − 1, start with the staircase (n + 1, n, . . . , 2), which contributes t j−1 x j 2 +j y j 2 −1 to the weight of λ.
Next, decide which of the even-indexed parts λ 2i of λ should be even. For each such i, add 2 to λ 1 , . . . , λ 2i−1 ; add 1 to λ 2i . These possibilities are generated by (−x 2 y/t; x 2 y 2 ) j , if n = 2j or (−x 2 y/t; x 2 y 2 ) j−1 if n = 2j − 1.
Finally, any partition into at most n even parts can be added to λ. We view it this way: Add 2 to any λ i , but then 2 must also be added to each of λ 1 , λ 2 , . . . , λ i−1 ). This may be repeated an arbitrary number of times. These possibilities are generated by (x 2 ; x 2 y 2 )
Finally, note that we can get a similar refinement of the Gessel-Stanton pair via (3.1), with G(−tx, x 2 ; x 2 y 2 ) and G(−t/y, x 2 ; x 2 y 2 ), e.g.:
An alternate generalization via a Bailey pair and q-difference equations
The following generalization of the Göllnitz-Gordon identities is due to Theorem 5.1. For a partition λ, and positive integer j, let f j be the multiplicity of the part j in λ. Let i and k be integers with 0 < i ≤ k. Then the number of partitions of n into parts not congruent to 2 (mod 4) nor to 0, ±(2i − 1) (mod 4k) is equal to the following: the number of partitions λ of n, satisfying: for j ≥ 1,
and in which no odd part is repeated and at most i − 1 parts are ≤ 2.
(The original Göllnitz-Gordon identities are the special cases k = i = 2 and k = i + 1 = 2.) There is an analytic counterpart to Theorem 5.1 (see [5, p. 116 , Eq. (7.4.4)]) which is an immediate consequence of the Bailey chain ( [6] ; cf. [7, Chapter 3] ).
Is the same true of the Gessel-Stanton identities? We study the associated q-difference equations as Andrews did to derive the infinite family generalizations of the combinatorial Rogers-Ramanujan identities and the Göllnitz-Gordon identities in [5, Chapter 7] . Although we are not successful at finding the combinatorial counterpart to the infinite family, we show via this method that the Gessel-Stanton identity and its partner are actually two members of a three-element family, where the first and third partner are essentially equivalent.
We shall require a series of definitions and results due to Andrews [2] , cf. [4] .
The following is the fundamental q-difference equation satisfied by the J k,j [4, p. 337, Theorem 4.1]:
It is also the case that [2, pp. 435-6, Thms. 1-2]
H k,0 (a 1 , a 2 , a 3 ; x; q) = 0, and (5.5)
Also, Jacobi's triple product identity allows us to conclude
7) provided a 1 a 2 a 3 = (−1) r q 3/2 and as sets {a 1 , a 2 , a 3 } = {q/a 1 , q/a 2 , q/a 3 }.
The standard two-variable generalization of the first Rogers-Ramanujan identity follows from inserting the "standard multiparameter" Bailey pair α 
That of the second Rogers-Ramanujan identity then follows from (5.3) with k = j = 2, a 1 = a 2 = a 3 = ∞ together with (5.6):
Setting x = 1 in (5.8) and (5.9), and applying the Jacobi triple product identity, we recover the two Rogers-Ramanujan identities:
By inserting the "Jackson-Slater multiparameter" Bailey pair ᾱ 10) where i = √ −1.
Rogers-Ramanujan type identities occur in families of size k, so observing that (5.10) is an infinite product times an instance of J 3,j , we might hope to find two other partners to (5.10), corresponding to J 3,1 and J 3,2 .
Lemma 5.2.
Proof.
where the last equality follows from a nonterminating basic hypergeometric formula due Verma and Jain which transforms a very-well-poised 10 φ 9 series to a weighted sum of two balanced 5 φ 4 series [17, p. 12, Eq. (3.1)]. Specifically, in their formula, replace q by q 2 , put x for a and a for x, and set both y and z equal to q/t. Then take the limit as t → 0.
Lemma 5.3.
Proof. Take (5.3) with j = k = 3, a 1 = −a 3 = a, a 2 = b, and q replaced by q 2 , apply (5.6), and conclude
Then apply Lemma 5.2 to the preceding equation to deduce
After some routine manipulations, including the reindexing of the second sum on the right side of (5.14), we obtain the result. Proof. Set a = iq and b = q in Lemma 5.3, and divide both sides by the infinite product (xq, −xq 2 ; q 2 ) ∞ .
We now are ready to present a partner to the original Gessel-Stanton identity (1.1) (compare to (3.5)). Proof. Set x = 1 in Theorem 5.4, and apply (5.7).
Next, we set out to find the partner to (1.1) associated with J 3,1 .
Lemma 5.6.
J 3,1 (iq, q, −iq; x; q 2 ) = (1 − x)(1 + x 2 )J 3,3 (iq, q, −iq; xq 2 ; q 2 ) + xq −1 J 3,2 (iq, q, −iq; x; q 2 ).
Proof. Let a := (iq, q, −iq). 
