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LEVEL OF DISTRIBUTION OF UNBALANCED CONVOLUTIONS
E´TIENNE FOUVRY AND MAKSYM RADZIWI L L
Abstract. We show that if an essentially arbitrary sequence supported on an in-
terval containing x integers, is convolved with a tiny Siegel-Walfisz-type sequence
supported on an interval containing exp((log x)ε) integers then the resulting mul-
tiplicative convolution has (in a weak sense) level of distribution x1/2+1/66−ε as
x goes to infinity. This dispersion estimate has a number of consequences for:
the distribution of the kth divisor function to moduli x1/2+1/66−ε for any integer
k ≥ 1, the distribution of products of exactly two primes in arithmetic progressions
to large moduli, the distribution of sieve weights of level x1/2+1/66−ε to moduli as
large as x1−ε and for the Brun-Titchmarsh theorem for almost all moduli q of size
x1−ε, lowering the long-standing constant 4 in that range. Our result improves
and is inspired by earlier work of Green (and subsequent work of Granville-Shao)
which is concerned with the distribution of 1-bounded multiplicative functions in
arithmetic progressions to large moduli. As in these previous works the main tech-
nical ingredient are the recent estimates of Bettin-Chandee for trilinear forms in
Kloosterman fractions and the estimates of Duke-Friedlander-Iwaniec for bilinear
forms in Kloosterman fractions.
1. Introduction
A major open problem in prime number theory is to show the existence of some
δ > 0 such that for any integer a 6= 0 and for any A > 0 we have∑
q≤x1/2+δ
(q,a)=1
∣∣∣ ∑
p≤x
p≡a (mod q)
1− 1
ϕ(q)
∑
p≤x
(p,q)=1
1
∣∣∣≪a,A x(log x)−A (1)
uniformly for x ≥ 2. We would then say that primes have a level of distribution
x1/2+δ in a weak sense, and call 1
2
+ δ an exponent of distribution of the primes in
a weak sense. If we could establish a similar statement but with the maximum over
(a, q) = 1 inside the sum over q we would then drop the weak adjective (see [14] for a
precise definition). For brevity we will not further distinguish between the two terms
since we will be only concerned with the former “weak sense”
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By Chebyschev’s inequality (1) implies that for “almost all” (i.e all with the ex-
ception of a density zero subset) moduli q ≤ x1/2+δ the primes are well-distributed
in arithmetic progressions n ≡ a (mod q).
The inequality (1) follows for δ < 0 from the Bombieri-Vinogradov theorem, and
for δ = 0 and A < 2 from work of Bombieri-Friedlander-Iwaniec [5]. Zhang [20]
established (1) for some δ > 0 with q restricted to xε smooth moduli (see also [6]).
The problem of establishing (1) for some δ > 0 is challenging since it lies beyond the
capability of the Generalized Riemann Hypothesis.
Underpinning any current approach to (1) are dispersion estimates originally in-
vented by Linnik. Roughly a dispersion estimate asserts that for M,N ≥ 1 and two
arbitrary sequences α = (αm)M<m≤2M and β = (βn)N<n≤2N of complex numbers
satisfying some minor technical conditions, we have for any a 6= 0 fixed,∑
Q≤q≤2Q
(q,a)=1
∣∣∣ ∑
x<mn≤2x
mn≡a (mod q)
βmγn − 1
ϕ(q)
∑
x<mn≤2x
(mn,q)=1
βmγn
∣∣∣≪a,A x(log x)−A (2)
for x ≍MN , uniformly in Q ≤ x1/2+δ for some δ > 0. As usual the case of δ < 0 falls
within the scope of techniques related to the Bombieri-Vinogradov theorem, and is
well-understood (see [4, Theorem 0] or [16, Theorem 9.16]).
A necessary assumption in a dispersion estimate is that at least one of the se-
quences is well-distributed in arithmetic progressions having small moduli. This is
referred to as a Siegel-Walfisz condition.
Definition 1. We say that a sequence β = (βn) of complex numbers satisfies a Siegel-
Walfisz condition (alternatively we also say that β is Siegel-Walfisz), if there exists
an integer k > 0 such that for any fixed A > 0, uniformly in x ≥ 2, q > |a| ≥ 1, r ≥ 1
and (a, q) = 1, we have,∑
x<n≤2x
n≡a (mod q)
(n,r)=1
βn =
1
ϕ(q)
∑
x<n≤2x
(n,qr)=1
βn +OA(τk(r) · x(log x)−A). (3)
where τk(n) is the k-th divisor function τk(n) :=
∑
n1...nk=n
1.
For δ > 0 there are few results that address (1) in wide generality. As we already
mentioned at least one of the sequence α, β needs to be Siegel-Walfisz. In all the
cases that are known (i.e [4, Theorem 3], [9, The´ore`me 1] and [11, Corollaire 1])
the Siegel-Walfisz sequence needs to be supported on an interval of length at least
xε · (Q/√x+ 1)2 (and no longer than say x1/6−ε or x1/12−ε). In particular the length
of this interval is at least a power of x as soon as Q increases beyond
√
x by a small
power of x.
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Our first result is a new dispersion estimate that roughly shows that (2) can be
obtained with Q = x1/2+1/66−ε even if the Siegel-Walfisz sequence β is supported
on a tiny interval of length exp((log x)ε) for any sufficiently small ε > 0. We find
this rather striking, since this means that a tiny smoothing of an otherwise arbitrary
sequence supported on x integers allows one to suddenly reach a level of distribution
x1/2+1/66−ε. We call such a convolution of two sequences of drastically different sizes
an unbalanced convolution.
Corollary 1.1. Let k > 0 and ε > 0 be given. Let α = (αm)M<m≤2M and β =
(βn)N<n≤2N be two sequences of complex numbers such that |αm| ≤ τk(m) and |βn| ≤
τk(n) for all m,n ≥ 1. Suppose that β is Siegel-Walfisz. Then for every A > 0,
uniformly in M,N ≥ 2 with MN/2 ≤ x ≤ 4MN we have,
∑
Q≤q≤2Q
(q,a)=1
∣∣∣ ∑
x<mn≤2x
mn≡a (mod q)
αmβn − 1
ϕ(q)
∑
x<mn≤2x
(mn,q)=1
αmβn
∣∣∣≪A x(log x)−A (4)
provided that either of the following three conditions holds
(i) exp((log x)ε) ≤ N ≤ Q−11/12 · x17/36−ε and 1 ≤ |a| ≤ x/12.
(ii) exp((log x)ε) ≤ N ≤ x7/90−ε, Q ≤ x53/105−ε and 1 ≤ |a| ≤ x/12.
(iii) exp((log x)ε) ≤ N ≤ x101/630−ε, Q ≤ x53/105−ε and 1 ≤ |a| ≤ (x/4)ε/1000.
Note that the left-hand side of (4) is identically zero if x falls outside of the interval
[MN/2, 4MN ]. Here i) gives the strongest estimate in the Q-aspect for very small
N , allowing for Q to go up to x1/2+1/66−3ε provided that N ≤ xε, where-as ii) and
iii) give stronger uniformity in the N -aspect at the price of a slightly weaker level
of distribution.
A numerically stronger, but conditional, version of Corollary 1.1 appears in Fou-
vry’s thesis [8]. Fouvry’s result depends on the assumption of the still unproven Hoo-
ley’s R⋆–conjecture on cancellations in short incomplete Kloosterman sums. To ob-
tain the unconditional Corollary 1.1 we appeal instead to results of Duke-Friedlander-
Iwaniec [7] and Bettin-Chandee [2]. These results can be used as unconditional sub-
stitutes for Hooley’s R⋆–conjecture “on average”. A similar observation is implicit
in the recent work of Green [18] which is the second starting point for our work.
Our dispersion estimate has a number of interesting corollaries, many of them
relying on the observation that most integers n can be factored as n = pm with
p a small prime in the range [exp((log x)ε), xε]. The first corollary concerns the
distribution of the kth divisor function in arithmetic progressions to large moduli.
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Corollary 1.2. Fix an integer k ≥ 1 and ε > 0. Then uniformly for x ≥ 2,
Q ≤ x 1733−ε and 1 ≤ |a| ≤ x/12, one has the inequality
∑
Q≤q≤2Q
(q,a)=1
∣∣∣ ∑
x<n≤2x
n≡a (mod q)
τk(n)− 1
ϕ(q)
∑
x<n≤2x
(n,q)=1
τk(n)
∣∣∣≪ε x
(log x)1−ε
. (5)
An interesting aspect of Corollary 1.2 is that it becomes stronger as k increases.
The trivial bound for the left-hand side of (5) is ≪ x(log x)k−1. Therefore when k is
large we are saving k powers of the logarithm over the trivial bound. We note that
stronger results are known in the cases k = 1, 2, 3 (see [13]). However Corollary 1.2
is the first non-trivial result for k > 3 in the range Q > x1/2+δ with δ > 0. It is likely
that if we could replace (log x)1−ε with (log x)1+ε in (5) then interesting consequences
for prime numbers would ensue.
Corollary 1.2 follows from a result that applies to general multiplicative functions.
Corollary 1.3. Fix an integer k ≥ 1 and ε > 0. Let g : N → C be a multiplicative
function such that |g(n)| ≤ τk(n) for all integer n ≥ 1. Suppose that the sequence
n 7→ 1n is prime · g(n) is Siegel-Walfisz. Then, uniformly for x ≥ 2, Q ≤ x 1733−ε, and
1 ≤ |a| ≤ x/12, we have
∑
Q<q≤2Q
(a,q)=1
∣∣∣ ∑
x<n≤2x
n≡a (mod q)
g(n)− 1
ϕ(q)
∑
x<n≤2x
(n,q)=1
g(n)
∣∣∣≪ε x
(log x)1−ε
. (6)
Corollary 1.3 improves on work of Green [18], and subsequent work of Granville-
Shao [17] that extended Green’s work to all moduli. We notice that if one is only
interested in prime moduli then the assumption that g(p) is Siegel-Walfisz can be
omitted (see Theorem 1.2). Both Green and Granville-Shao restrict their attention
to multiplicative functions g such that |g(n)| ≤ 1 and obtain in these cases a weaker
exponent of distribution 20
39
< 17
33
. Roughly speaking Corollary 1.3 is non-trivial
for multiplicative functions for which there exists an ε > 0 such that |g(p)| > ε
for a positive proportion of primes. We are not aware of any naturally occurring
multiplicative function that does not fulfill this condition.
Since most integers with exactly k prime factors have a small prime factor in the
range [exp((log x)ε), xε] we can apply our dispersion estimate in this case as-well.
Corollary 1.4. Fix k ≥ 2 integer and ε > 0. Let Ω(n) denote the number of prime
factors of n counted with multiplicity. Then, uniformly for x ≥ 12, Q ≤ x17/33−ε and
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1 ≤ |a| ≤ x/12, we have∑
Q≤q≤2Q
(a,q)=1
∣∣∣ ∑
x<n≤2x
n≡a (mod q)
Ω(n)=k
1− 1
ϕ(q)
∑
x<n≤2x
(n,q)=1
Ω(n)=k
1
∣∣∣ = o(x · (log log x)k−1
log x
)
(7)
as x tends to infinity.
A sieve bound shows that the number of integers with exactly k prime factors
congruent to a (mod q) with (a, q) = 1 is
≪k x
ϕ(q)
· (log log x)
k−1
log x
.
Thus Corollary 1.4 implies that as x→∞, for almost all q ≤ x17/33−ε with (q, a) = 1,
we have ∑
x<n≤2x
n≡a (mod q)
Ω(n)=k
1 = (1 + o(1)) · 1
ϕ(q)
∑
x<n≤2x
(n,q)=1
Ω(n)=k
1.
We are unable at the moment to address the case of k = 1 which remains a challenging
open problem. Previous results, such as the results of Fouvry-Iwaniec [12] required
n = p1p2 . . . pk to factor in a specific way where each pi is localized in certain special
intervals. Thus this did not allow one to obtain a result like Corollary 1.4. We
notice, by the way, that a result saying that n = p1p2 with p1 ≍ exp((log x)ε) has
an exponent of distribution of at least 17
33
− ε follows immediately from Corollary
1.1. Although we already said it before, we do find it striking that such a small
perturbation of the sequence of primes leads to such a high level of distribution.
Combining Corollary 1.1 and Dirichlet’s divisor switching technique allows us to
achieve a very high level of distribution for sieve weights of level up to x17/33−ε.
Corollary 1.5. Let ε > 0 and k > 0 be given. Let λ = (λd)1≤d≤z be a sequence of
complex numbers with |λd| ≤ τk(d). Then, we have∑
q∼Q
(q,a)=1
∣∣∣ ∑
x<n≤2x
n≡a (mod q)
(∑
d|n
d≤z
λd
)
− 1
ϕ(q)
∑
x<n≤2x
(n,q)=1
(∑
d|n
d≤z
λd
)∣∣∣≪A x
(log x)A
,
provided that either of the following three conditions holds:
(i) x ≥ 12, z ≤ x53/105−ε, x1−ε > Q > x529/630+ε and 1 ≤ |a| ≤ xε/10000
(ii) x ≥ 12, z ≤ x53/105−ε, x1−ε > Q > x83/90+ε and 1 ≤ |a| ≤ x1−3ε
(iii) x ≥ 12, z ≤ x1/2+δ−ε, x1−ε > Q > x(71+66δ)/72+ε, and 1 ≤ |a| ≤ x1−3ε for any
fixed 0 < δ < 1
66
. In this case the implicit constant in ≪A depends additionally
on δ.
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To make comparison between the Q-ranges in Corollary 1.5 easier we record the
numerical values
529
630
= 0.83962 . . . ,
83
90
= 0.92222 . . . ,
71
72
= 0.98611 . . .
Corollary 1.5 implies an improvement in the Brun-Titchmarsh theorem for almost
all moduli q ∈ [x1−ε, 2x1−ε] which is new for all sufficiently small ε > 0.
Corollary 1.6. Let 1
2
< θ < 1, ε > 0 and C > 0 be given. Then, for every A > 0
we have,
#
{
q ∈ [xθ, 2xθ] and (q, a) = 1 : π(x; q, a) > (4−
2
53
+ ε)x
ϕ(q) log x
}
≪A x
θ
(log x)A
(8)
uniformly in x ≥ 2 and 1 ≤ |a| ≤ (log x)C. Moreover,
(i) If θ > 83
90
then (8) holds uniformly in x ≥ 2 and 1 ≤ |a| ≤ x1−3ε
(ii) If θ = 1 − η with 0 < η < 1
210
then (8) holds with 4 − 2
53
replaced by 66
17−36η ,
uniformly in x ≥ 2 and 1 ≤ |a| ≤ x1−3ε
.
Thus as θ approaches 1 the constant in the Brun-Titchmarsh inequality approaches
66
17
= 3.88 . . . for almost all moduli q ∈ [xθ, 2xθ]. The important point in Corollary
1.6 is that it breaches in all ranges the value 4 which is a consequence of techniques
related to the Bombieri-Vinogradov theorem. Conjecturally we expect that the op-
timal constant is equal to 1.
For comparison we note that for 9
10
< θ < 1 Fouvry showed in [10] that
π(x; q, a) ≤
( 4
2− θ + o(1)
)
· x
ϕ(q) log x
(9)
for almost all q ∈ [xθ, 2xθ] with (q, a) = 1, with at most ≪A xθ(log x)−A exceptions.
In the range 1
2
< θ < 9
10
Fouvry obtains numerically stronger results than (9). In the
range 1
2
< θ < 0.56 the strongest currently known results are due to Baker-Harman
[1]. Their work is motivated by applications to the size of the greatest prime factor
of p− 1 with p prime.
1.1. Precise statement of the main theorem. We now discuss the precise esti-
mates that we obtain and from which Corollary 1.1 follows. We also set-up here the
notations that will be used throughout the remainder of the paper, and discuss the
main ingredients in the proof of Corollary 1.1.
Let β = (βn) be a sequence of real numbers supported on N < n ≤ 2N . The ℓ2
norm is defined by
‖β‖2,N =
( ∑
N<n≤2N
|βn|2
)1/2
.
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To avoid constantly writing N < n ≤ 2N in subscripts, we will abbreviate this in
subscripts as n ∼ N , however outside of subscripts the notation ∼ corresponds to
the usual asymptotic notation.
Given a sequence β = (βn) and integers a, q with q ≥ 1 and (a, q) = 1 we mea-
sure the distribution of β in arithmetic progressions a (mod q) by considering the
discrepancy,
E(β, N, q, a) :=
∑
n∼N
n≡a (mod q)
βn − 1
ϕ(q)
∑
n∼N
(n,q)=1
βn, (10)
and the slight variant,
E⋆(β, N, q, a; r) :=
∑
n∼N
n≡a (mod q)
(n,r)=1
βn − 1
ϕ(q)
∑
n∼N
(n,qr)=1
βn. (11)
defined for all r ≥ 1.
When dealing with two sequences α = (αm) and β = (βn) supported respectively
on integers M < m ≤ 2M and N < n ≤ 2N , we define
E(α,β,M,N, q, a) :=
∑ ∑
m∼M, n∼N
mn≡a (mod q)
αmβn − 1
ϕ(q)
∑ ∑
m∼M, n∼N
(mn,q)=1
αmβn.
We are interested in understanding
∆(α,β,M,N,Q, a) :=
∑
q∼Q
(q,a)=1
∣∣∣E(α,β,M,N, q, a)∣∣∣. (12)
The contribution of the small moduli to ∆(α,β,M,N, q, a) is captured by
E⋆(β, N,Q) :=
∑
δ
∑
v∼Q/δ
∑
(δ′,δ)=1
|E⋆(β, N, δ, δ′; v)|2. (13)
Notice that if the sequence β is Siegel-Walfisz, satisfies the bound |βn| ≤ τk(n) for
some k > 0, and if N > Qε, then (according to Lemma 8.1) we have
E⋆(β, N,Q)≪A N2Q(logN)−A.
Theorem 1.1. Let k ≥ 1 be an integer and let ε > 0 be given. Suppose that M,N,Q
and D are such that
M > Q(MN)ε , M > N > D10.
Let X = MN . Let α = (αm)m∼M and β = (βn)n∼N be two sequences of complex
numbers such that |αm| ≤ τk(m) and |βn| ≤ τk(n) for all m,n ≥ 1. Then, for all
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integers 1 ≤ |a| ≤ X/3 we have,
∆(α,β,M,N,Q, a)≪k,ε ‖α‖2,M ·
(
MQ−1E⋆(β, N,Q)
+ (logX)κN2Q+ (logX)κD−
1
2MN2 +DCXε(M
3
20N
59
20Q
33
20 +N
23
8 Q
15
8 )
) 1
2
for some constants κ = κ(k) and C = C(k, ε), depending only on k and k, ε respec-
tively.
Theorem 1.1 is particularly useful when Q is significantly larger than
√
MN but
N is small compared to M (for instance Mε < N < M1/105) When N is not small
compared to M (say N > M1/20 or N > M1/10) we can appeal to previous results
of Fouvry [9, The´ore`me 1], [11, Corollaire 1] and Bombieri-Friedlander-Iwaniec [4,
Theorem 3]. This leads to the stronger exponents appearing in ii) and iii) of Corol-
lary 1.1. Finally Corollary 1.1 also differs from Theorem 1.1 by the addition of the
multiplicative constraint x < mn ≤ 2x. This is essentially a technicality.
In §7 we will prove a variant of Theorem 1.1, where we make no Siegel–Walfisz
type assumption for the sequence β, but where the summation over q is restricted
to prime moduli.
Theorem 1.2. Let k ≥ 1 be an integer and let ε > 0 be given. Let α = (αm)m∼M
and β = (βn)n∼N be two sequences of complex numbers such that |αm| ≤ τk(m) and
|βn| ≤ τk(n) for all m,n ≥ 1. Let X = MN . Then, uniformly in M,N ≥ 1, and
1 ≤ |a| ≤ X/3,∑
q∼Q
q prime
(q,a)=1
∣∣∣E(α,β,M,N, q, a) ∣∣∣ = Oε,k(MN exp (− (√logN)/2)), (14)
provided that exp((logX)ε) ≤ N ≤ Q−11/12X17/36−ε and Q ≥ exp(√logN).
In particular (14) is true for Q = X1/2 and exp((logX)ε) ≤ N ≤ X1/72−ε. One
can formulate the analogue of Corollary 1.1 for Theorem 1.2, but since the details
are very similar we forego this.
Before we embark on the proof of Theorem 1.1 and 1.2 let us quickly explain
where lies, on the technical level, the main difference compared to earlier dispersion
estimates. As we already remarked several times in the introduction previous dis-
persion estimates required one to take N > X2δ if one was aiming to achieve a level
of distribution Q = X1/2+δ−ε with δ > 0 small.
Our proof starts in the usual way, by applying the dispersion method of Linnik, and
after several transformations, the main problem boils down to giving a non-trivial
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bound for the following trilinear sum
Σ(U, V,W ) :=
1
U
∑
u∼U
∑
v∼V
∑
w∼W
xuyvzwe
(
u
v
w
)
,
where xu, yv and zw are unspecified coefficients, with modulus less than 1.
Let us explain in more detail: In the situation in which N = Mo(1) we roughly find
that Q1−o(1) ≤ V,W ≤ Q1+o(1) and 1 ≤ U ≤ Q2+o(1)/M , while the bound that we
are looking for is MN2X−ε. Thus we notice that the trivial bound is Q2+o(1) while
any non-trivial bound of the form Q2−δ for some fixed δ > 0 would be sufficient to
establish an exponent of distribution 1
2−δ >
1
2
.
If one were to follow through the proof of previous dispersion estimates we would
apply here Cauchy-Schwarz on the v variable in order to smoothen it. This then
leads after Poisson summation to the problem of bounding Qo(1) Kloosterman sums
of modulus Q2+o(1). Subsequently applying the Weil bound fails to recover the trivial
bound! Another option would be to apply spectral theory and this remains an inter-
esting possibility that deserves to be explored further. However one can circumvent
these difficulties by using the results of Bettin-Chandee [2] and Duke-Friedlander-
Iwaniec [7]. Those rely on a variant of the amplification method which is particularly
efficient in the (most difficult) regime in which V and W are nearby.
However when N is not tiny it is a useful idea to apply Cauchy-Schwarz followed
by spectral theory. This is the approach taken in earlier dispersion estimates. In
this case the application of Cauchy-Schwarz leads to a diagonal term that creates
the condition Q ≤ N1/2X1/2. However since N is no longer tiny this diagonal term
is not troublesome.
We make two closing remarks. First of all, in [3, Conjecture 1] is stated an opti-
mal conjectural refinement of the bounds of Bettin-Chandee. Using this conjectural
bound in Section 6.5 instead of the bounds of Bettin-Chandee leads to an optimal
form of Corollary 1.1 valid for all Q ≤ X1−δ and N < X1/2−δ, for any fixed δ > 0.
The conjecture [3, Conjecture 1] is however very deep; one of its consequences is the
Lindelo¨f hypothesis. Secondly, in the companion paper [15] we investigate another
way of applying the Linnik dispersion method. By using the Cauchy–Schwarz in-
equality in a different way to bound |∆| (see (17) below) we prove that we can also
pass through the barrier Q = X1/2 as soon as N is slightly larger than X1/2.
Acknowledgement. The second author would like to thank the Laboratoire de
Mathe´matiques d’Orsay for its invitation and for its hospitality. The second au-
thor also acknowledges support of an NSERC DG grant, the CRC program and a
Sloan Fellowship. We would like to thank Sandro Bettin an James Maynard for their
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2. Conventions and lemmas
2.1. Conventions. Throughout X will stand for MN and L for log(2MN).
The letters κ1, κ2, κ3, ... will denote functions only depending on the parameter k
appearing in the size condition |αm| ≤ τk(m) and |βn| ≤ τk(n). Although possible,
there is no advantage in explicitly writing the values of κ1, κ2, κ3,... Similarly C1,
C2, C3,... will denote absolute positive constants whose value could be specified
explicitly but there is (at the moment) no good reason to do so.
If f is a smooth real function, its Fourier transform is defined by
fˆ(ξ) =
∫ ∞
−∞
f(t)e(−ξt) dt,
where e(·) = exp(2πi·).
2.2. Lemmas. Our first lemma is a classical finite version of the Poisson summation
formula in arithmetic progressions, with a good error term.
Lemma 2.1. There exists a smooth function ψ : R −→ R+, compactly supported
in [1/2, 5/2] such that ψ(t) = 1 for 1 ≤ t ≤ 2, and whose derivatives satisfy the
inequality
|ψ(j+1)(t)| ≤ 8(4j j!)2,
for every integer j and every real t. Furthermore, uniformly for integers a and q ≥ 1,
for M ≥ 1 and H ≥ (q/M) log4 2M one has the equality∑
m≡a mod q
ψ
(m
M
)
= ψˆ(0)
M
q
+
M
q
∑
0<|h|≤H
e
(ah
q
)
ψˆ
( h
q/M
)
+O(M−1). (15)
Finally, uniformly for q ≥ 1 and M ≥ 1 one has the equality∑
(m,q)=1
ψ
(m
M
)
=
ϕ(q)
q
ψˆ(0)M +O
(
τ2(q) log
4 2M
)
. (16)
Proof. In [5, Corollary, p. 368] such a function ψ (named σ there) is built with A = 1
and B = 2 but with the interval [1/2, 5/2] replaced by [−1, 4]. By a re-scaling, we
obtain the inequality concerning the derivative ψ(j+1). The equality (15) is [5, Lemma
7] with a different normalization.
Finally (16) is a consequence of (15) combined with
1(m,q)=1 =
∑
d|m
d|q
µ(d)
and the trivial inequality |ψˆ| = O(1). 
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We cite below a classical upper bound of Shiu’s [19, Theorem 2] for multiplicative
functions in arithmetic progressions.
Lemma 2.2. Let ε, k > 0 be given. Let g : N→ C be a multiplicative function such
that |g(n)| ≤ τk(n). Then, uniformly in 2 ≤ xε ≤ y ≤ x, q ≤ yx−ε, (a, q) = 1,∑
x−y≤n≤x
n≡a (mod q)
|g(n)| ≪k,ε y
ϕ(q)
·
∏
p≤x
(
1 +
|g(p)| − 1
p
)
.
An immediate consequence of Shiu’s theorem is the following Lemma for the divisor
function. We cite this special case since it will be frequently used. For a more precise
statement see [19, Theorem 2]
Lemma 2.3. For every k ≥ 1, ℓ ≥ 1, and ε > 0, there exists a constant C(k, ℓ, ε) > 0
such that for all x > y > xε, 1 ≤ q ≤ yx−ε, and every integer a co-prime to q we
have, ∑
x−y<n≤x
n≡a (mod q)
τ ℓk(n) ≤ C(k, ℓ, ε)
y
ϕ(q)
(log x)k
ℓ−1.
Our main tool is a bound for trilinear forms in Kloosterman fractions. It is due to
Bettin and Chandee [2, Theorem 1]. Their result has at its origin the paper of Duke,
Friedlander and Iwaniec ([7, Theorem 2]) which deals with bilinear forms. These
two papers show cancellations in exponential sums involving Kloosterman fractions
am/n with m ≍ n. The result of Bettin-Chandee produces extra cancellations when
summing over a, a feature that is used in the proof of Theorem 1.1.
Lemma 2.4. Let ε > 0 be given. There exists a constant C = C(ε) > 0 such that
for every non-zero integer ϑ, and for every sequence of complex numbers α = (αm),
β = (βn), and ν = (νa), and for every A,M,N ≥ 1, we have,∣∣∣∑
a∼A
∑
m∼M
∑
n∼N
α(m)β(n)ν(a)e
(
ϑ
am
n
) ∣∣∣ ≤ C(ε)‖α‖2,M ‖β‖2,N ‖ν‖2,A
×
(
1 +
|ϑ|A
MN
) 1
2
(
(AMN)
7
20
+ε (M +N)
1
4 + (AMN)
3
8
+ε(AN + AM)
1
8
)
.
3. Preparation of the dispersion
We now follow the computation of a dispersion as it appears in [9], [4] and [11]
for instance. If (q, a) = 1 define cq to be a complex number of modulus 1 such that
cqE(α,β,M,N, q, a) = |E(α,β,M,N, q, a)|. If (q, a) > 1 then set cq = 0. Inverting
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summations in the definition (12), applying the Cauchy–Schwarz inequality, inserting
the ψ–function of Lemma 2.1 and finally expanding the square we see that
|∆(α,β,M,N,Q, a)| =
∣∣∣ ∑
m∼M
αm
( ∑ ∑
q∼Q n∼N
mn≡a mod q
cqβn −
∑ ∑
q∼Q n∼N
(mn,q)=1
cq
ϕ(q)
βn
)∣∣∣
≤ ‖α‖2,M
{∑
m
ψ
(m
M
)∣∣∣ ∑ ∑
q∼Q n∼N
mn≡a mod q
cqβn −
∑ ∑
q∼Q n∼N
(mn,q)=1
cq
ϕ(q)
βn
∣∣∣2} 12
≤ ‖α‖2,M
{
W (Q)− 2ℜV (Q) + U(Q)
} 1
2
, (17)
where
(i) the sum U(Q) is defined by
U(Q) =
∑
m
ψ
(m
M
)∣∣∣∑ ∑
q∼Q n∼N
(mn,q)=1
cq
ϕ(q)
βn
∣∣∣2, (18)
(ii) the sum V (Q) is defined by
V (Q) =
∑
m
ψ
(m
M
)( ∑ ∑
q∼Q n∼N
mn≡a mod q
cqβn
)(∑ ∑
q∼Q n∼N
(mn,q)=1
cq
ϕ(q)
βn
)
, (19)
(iii) and the most important sum W (Q) is defined by
W (Q) =
∑
m
ψ
(m
M
)∣∣∣ ∑ ∑
q∼Q n∼N
mn≡a mod q
cqβn
∣∣∣2. (20)
4. Study of U(Q)
Expanding the square in (18) we have the equality
U(Q) =
∑
q1∼Q
∑
q2∼Q
cq1
ϕ(q1)
· cq2
ϕ(q2)
∑
n1∼N
(n1,q1)=1
∑
n2∼N
(n2,q2)=1
βn1βn2
∑
(m,q1q2)=1
ψ
(m
M
)
,
which combined with (16) of Lemma 2.1 gives the equality
U(Q) = ψˆ(0)M
∑
q1∼Q
∑
q2∼Q
cq1
ϕ(q1)
· cq2
ϕ(q2)
· ϕ(q1q2)
q1q2
∑
n1∼N
(n1,q1)=1
∑
n2∼N
(n2,q2)=1
βn1βn2
+O
(Lκ1N2).
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It remains to sum over δ = (q1, q2) to get the final equality
U(Q) = ψˆ(0)M
∑
δ
1
δϕ(δ)
∑ ∑
k1,k2∼Q/δ
(k1,k2)=1
cδk1cδk2
k1k2
( ∑
n1∼N
(n1,δk1)=1
βn1
)( ∑
n2∼N
(n2,δk2)=1
βn2
)
+O
(Lκ1N2). (21)
5. Study of V (Q)
Expanding the products in (19) and inverting summations we obtain the equality
V (Q) =
∑
q1∼Q
∑
q2∼Q
cq1
cq2
ϕ(q2)
∑
n1∼N
(n1,q1)=1
∑
n2∼N
(n2,q2)=1
βn1βn2
∑
m≡an1 mod q1
(m,q2)=1
ψ
(m
M
)
. (22)
Let d be an integer such that d | q2 and (d, q1) = 1. Let λ0 mod dq1 be the unique
solution of the congruences λ0 ≡ an1 mod q1 and λ0 ≡ 0 mod d. By (15) of Lemma
2.1 we have, for H = (dq1L4)/M the equality∑
m≡an1 mod q1
d|m
ψ
(m
M
)
= ψˆ(0)
M
dq1
+
M
dq1
∑
1≤|h|≤H
e
(
h
λ0
dq1
)
ψˆ
( h
(dq1)/M
)
+O(M−1)
= ψˆ(0)
M
dq1
+O(L4).
as a consequence of |ψˆ| = O(1). By the Mo¨bius inversion formula, we deduce the
equality ∑
m≡an1 mod q1
(m,q2)=1
ψ
(m
M
)
= ψˆ(0)
M
q1
∑
d|q2
(d,q1)=1
µ(d)
d
+O
(
τ2(q2)L4
)
.
Inserting this equality into (22) and introducing δ = (q1, q2), we obtain the equality
V (Q) = ψˆ(0)M
∑
δ
1
δϕ(δ)
∑ ∑
k1∼Q/δ k2∼Q/δ
(k1,k2)=1
cδk1cδk2
k1k2
( ∑
n1∼N
(n1,δk1)=1
βn1
)( ∑
n2∼N
(n2,δk2)=1
βn2
)
+O
(Lκ2N2Q).
Comparing with (21) we obtain the equality
V (Q) = U(Q) +O
(Lκ3N2Q). (23)
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6. Study of W (Q)
We now turn our attention to the most delicate sum, for which we will appeal to
bounds for exponential sums. Expanding the square in (20) we have
W (Q) =
∑
q1∼Q
∑
q2∼Q
cq1cq2
∑
n1∼N
∑
n2∼N
βn1βn2
∑
m,mn1≡a mod q1
mn2≡a mod q2
ψ
(m
M
)
. (24)
It is worth noticing that since ψ(t) = 0 out of the interval [1/2, 5/2], since n ∼ N
and since |a| ≤ X/3 we always have
mn− a 6= 0. (25)
This remark will simplify the proof of Lemma 6.1.
6.1. Controlling the multiplicative decomposition of the variables. In this
subsection we want to arithmetically prepare the variables q1, q2, n1 and n2 appear-
ing in (24), so as to facilitate the application of Lemma 2.4. This preparation is
now classical (see for instance [9, p.235–237]). We adopt the following notational
conventions to decompose the variables q1, q2, n1, n2 in a unique way:
d = (n1, n2)
n1 = dν1, n2 = dν2,
ν1 = d1ν
′
1 with d1|d∞ and (ν ′1, d) = 1,
δ = (q1, q2),
q1 = δk1, q2 = δk2,
k1 = δ1k
′
1 with δ1|δ∞ and (k′1, δ) = 1,
k2 = δ2k
′
2 with δ2|δ∞ and (k′2, δ) = 1.
(26)
Since (a, q1q2) = 1 and we are summing over integers m such that mn1 ≡ a mod q1
and mn2 ≡ a mod q2 we also have
(dd1ν
′
1, δδ1k
′
1) = (dν2, δδ2k
′
2) = 1. (27)
This will be used several times below without further notice.
Given D,D1,∆,∆1,∆2 ≥ 1 let W (Q,D,D1,∆,∆1,∆2) be the contribution to the
right–hand side of (24) of the integers q1, q2, n1, n2, m satisfying
d ≤ D, d1 ≤ D1, δ ≤ ∆, δ1 ≤ ∆1, δ2 ≤ ∆2. (28)
The parameters D,D1,∆,∆1,∆2 will be chosen small. In fact to make things simple
we will choose them to be equal, and thus set,
W (Q,D) =W (Q,D,D,D,D,D). (29)
LEVEL OF DISTRIBUTION OF UNBALANCED CONVOLUTIONS 15
The purpose of the following lemma is to prove that we can approximate W (Q) by
W (Q,D,D1,∆,∆1,∆2).
Lemma 6.1. Let k > 0. Let β = (βn) be a sequence such that |βn| ≤ τk(n) for all n ≥
1. Then there exists κ = κ(k) such that, for every ε > 0, for every D,D1,∆,∆1,∆2 ≥
1, one has
W (Q)−W (Q,D,D1,∆,∆1,∆2)
= Oε
(
LκMN2(D−1 +D−
1
2
1 +∆
−1 +∆
− 1
2
1 +∆
− 1
2
2 )
)
,
uniformly for M , N and Q ≥ 2 satisfying
M ≥ QXε, M > N > ∆10 and 1 ≤ |a| ≤ X/3.
In particular we have
W (Q)−W (Q,D) = Oε
(LκD− 12MN2) (30)
uniformly for D, M , N and Q ≥ 2 satisfying
M ≥ QXε, M > N > D10 and 1 ≤ |a| ≤ X/3.
Proof. The proof is a consequence of bounds for the divisor function τk in arithmetic
progressions (see Lemma 2.3). We bound |W (Q)−W (Q,D,D1,∆,∆1,∆2)| by notic-
ing that each of the q1, q2, n1, n2, m that contributes to |W (Q)−W (Q,D,D1,∆,∆1,∆2)|
falls into one of the five cases below. We then estimate the contribution of each case.
(i) the contribution of q1, q2, n1, n2, m with d > D. The contribution of such
q1, q2, n1, n2, m is less than (recall (25))∑
d>D
∑
ν1∼N/d
∑
ν2∼N/d
τk(dν1)τk(dν2)
∑
M/2<m<5M/2
τ2(|dmν1 − a|)τ2(|dmν2 − a|)
≪ Lκ4MN2
∑
d>D
τk(d)
2d−2 ≪ Lκ5 D−1MN2,
(ii) the contribution of q1, q2, n1, n2, m with d ≤ D and d1 > D1. The contribution
of such q1, q2, n1, n2, m is bounded by∑
d≤D
∑
d1>D1
d1|d∞
∑
ν′
1
∼N/(dd1)
∑
ν2∼N/d
τk(dd1ν
′
1)τk(dν2)
×
∑
M/2<m<5M/2
τ2(|mdd1ν ′1 − a|)τ2(|mdν2 − a|)
≪ Lκ6MN2
∑
d≤D
τk(d)
2d−2
∑
d1|d∞
( d1
D1
) 1
2 τk(d1)
d1
≪ Lκ7 D−
1
2
1 MN
2,
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(iii) the contribution of q1, q2, n1, n2, m with δ > ∆. The conditions of summation
over m in (24) imply that we necessarily have
n1 ≡ n2 mod δ, (31)
hence, thanks to the assumption M > QXε, and using the trivial bound
τk(n2) ≪ N1/10, the contribution of integers q1, q2, n1, n2, m with δ > ∆ is
in absolute value less than∑
δ>∆
∑
k2∼Q/δ
∑ ∑
n1∼N, n2∼N
n1≡n2 mod δ
τk(n1)τk(n2)
∑
M/2<m<5M/2
m≡an2 mod δk2
τ2(|mn1 − a|)
≪ Lκ8
( ∑
∆<δ<N
1
4
∑
k2∼Q/δ
∑
n1∼N
τk(n1)
N
δ
· M
δk2
+N
1
10
∑
NM≥δ>N1/4
∑
k2∼Q/δ
∑
n1∼N
τk(n1)
(N
δ
+ 1
)
· M
δk2
)
≪ Lκ9(MN2∆−1 +MN 3720 )≪ Lκ9MN2∆−1,
(iv) the contribution of q1, q2, n1, n2, m with δ ≤ ∆ and δ1 > ∆1. Thanks to the
assumptions M > QXε and N > ∆10, the contribution of these integers is less
than∑
δ≤∆
∑
δ1|δ∞
δ1>∆1
∑
k′
1
∼Q/(δδ1)
∑ ∑
n1∼N, n2∼N
n1≡n2 mod δ
τk(n1)τk(n2)
∑
m∼M
m≡an1 mod δδ1k′1
τ2(|mn2 − a|)
≪ Lκ10
∑
δ≤∆
∑
δ1|δ∞
δ1>∆1
∑
k′
1
∼Q/(δδ1)
N · N
δ
· M
δδ1k′1
≪ Lκ11MN2
∑
δ≤∆
∑
δ1|δ∞
δ1>∆1
1
δ2δ1
≪ Lκ12MN2
∑
δ≤∆
1
δ2
∑
δ1|δ∞
1
δ1
( δ1
∆1
) 1
2 ≪ Lκ13MN2∆−
1
2
1 .
(v) the contribution of q1, q2, n1, n2, m with δ ≤ ∆ and δ2 > ∆2. Proceeding in the
same way as above we find that the contribution of such integers is
≪ Lκ14MN2∆−
1
2
2 .
Gathering the five upper bounds proved above, we complete the proof of Lemma
6.1. 
6.2. Preparing the congruences. We keep the notations introduced in (26) and
the co-primality conditions from (27). Our immediate goal is to transform the system
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of congruences appearing in (24), namely,{
m ≡ an1 mod q1
m ≡ an2 mod q2
(32)
into a single congruence. We assume that (31) is satisfied hence the system (32) is
solvable. By (27) we deduce that (32) is equivalent to the system of four congruences{
m ≡ an1 mod δδ1, m ≡ an2 mod δδ2,
m ≡ an1 mod k′1, m ≡ an2 mod k′2.
(33)
The first two equations are equivalent to m ≡ aλ mod δδ1δ2, where λ(n1, n2) is
some congruence class modulo δδ1δ2, only depending on the congruence classes of
n1 mod δδ1 and n2 mod δδ2. Finally, we see that (33) is equivalent to the unique
equation
m ≡ m0 mod ℓ, (34)
with
ℓ = γk′1k
′
2, (35)
γ = δδ1δ2, (36)
and
m0 = aλ k
′
1k
′
2 k
′
1 k
′
2 + a γ γ n1 k
′
2 k
′
2 + a γ γ n2 k
′
1k
′
1 mod ℓ,
where the x–symbol respectively means the inverse of x modulo γ, k′1 and k
′
2. In
the sequel of the proof, we will have in mind that δ, δ1, δ2, γ, d, d1 are tiny variables,
ν ′1, ν2 are small variables and, finally, k
′
1 and k
′
2 are large variables which will produce
cancellations when summing over them.
6.3. Expanding in Fourier series. The last sum over m in (24) is precisely∑
m≡m0 mod ℓ
ψ
(m
M
)
.
Fix
H = 4L4Q2M−1 (> ℓL4M−1). (37)
By (15) of Lemma 2.1 the above sum over m is equal to
ψˆ(0)
M
ℓ
+
M
ℓ
∑
1≤|h|≤H
e
(hm0
ℓ
)
ψˆ
(hM
ℓ
)
+O(M−1). (38)
Inserting this equality in the definition of W (Q,D) (see (24), (28) and (29)) we split
W (Q,D) into three parts corresponding to each of the components of the sum (38)
W (Q,D) =WMT +WErr1 +WErr2, (39)
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where WMT is the main term, WErr1 is the delicate error term corresponding to the
sum over 1 ≤ |h| ≤ H and WErr2 is the trivial error term corresponding to the total
contribution of the error term O(M−1) appearing in (38). In particular, we have
WErr2 ≪ Lκ15M−1N2Q2. (40)
6.4. Dealing with the main term WMT. By definition we have the equality
WMT = ψˆ(0)M
∑
· · ·
∑
d,d1,δ,δ1,δ2≤D
∑
k′
1
∼Q/(δδ1)
∑
k′
2
∼Q/(δδ2)
cδδ1k′1cδδ2k′2
δδ1δ2k′1k
′
2∑
ν′
1
∼Q/(dd1)
∑
ν2∼Q/d
βdd1ν′1βdν2 ,
where the variables of summation satisfy the divisibility and co-primality conditions
appearing in (26) and (27) and the congruence condition (see (31))
dd1ν
′
1 ≡ dν2 mod δ. (41)
We now drop the conditions d, d1, δ, δ1, δ2 ≤ D, this generates an error of the shape
O(Lκ16D− 12MN2) (the computations are similar to those made in the proof of Lemma
6.1). We now sum over all the reduced congruences α mod δ. This gives the equality
WMT = ψˆ(0)M
∑
· · ·
∑
d,d1,δ,δ1,δ2
∑
k′
1
∼Q/(δδ1)
∑
k′
2
∼Q/(δδ2)
cδδ1k′1cδδ2k′2
δδ1δ2k
′
1k
′
2∑
α mod δ
(α,δ)=1
( ∑
ν′
1
∼N/(dd1)
dd1ν′1≡α mod δ
βdd1ν1
)( ∑
ν2∼N/d2
dν2≡α mod δ
βdν2
)
+O(Lκ16D− 12MN2).
Returning to the original variables k1, k2, n1 and n2 we obtain the equality
WMT = ψˆ(0)M
∑
δ
∑∑
k1∼Q/δ , k2∼Q/δ
(k1,k2)=1
cδk1cδk2
δk1k2
∑
α mod δ
(α,δ)=1
( ∑
n1∼N,(n1,δk1)=1
n1≡α mod δ
βn1
)( ∑
n2∼N,(n2,δk2)=1
n2≡α mod δ
βn2
)
+O(Lκ16D− 12MN2). (42)
6.5. Transformation of the exponential sum. We now turn our attention to the
error term WErr1. By (24), (38) and (39), the error term WErr1 is defined by
WErr1 = M
∑
q1∼Q
∑
q2∼Q
cq1cq2
ℓ
∑
n1∼N
∑
n2∼N
βn1βn2
∑
1≤|h|≤H
e
(hm0
ℓ
)
ψˆ
(hM
ℓ
)
, (43)
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where the variables above are still subject to the conventions set out in (26), (27),
(35), (36), (37), and the inequalities
d, d1, δ, δ1, δ2 ≤ D. (44)
and the congruence condition (41). We now exploit that, since h is small, the Fourier
transform ψˆ(hM/ℓ) fluctuates slowly in the following sense: There exists an absolute
C1 > 0 such that
∂a1+a2+a3
∂ha1∂k′a21 ∂k′
a3
2
{ Q
k′1
Q
k′2
ψˆ
( hM
γk′1k
′
2
)}
≪ (1 + |h|)−a1k′−a21 k′−a32 ·DC1
for integers 0 ≤ a1, a2, a3 ≤ 1 and real numbers k′1, k′2 ∈ [Q/D100, 2Q] and real
numbers h ∈ [−H,H ]. This bound allows to integrate by parts to suppress the
coefficient ψˆ(hM/ℓ) in (43). This shows that,
WErr1 ≪ DC2L100MQ−2
× sup
(d,d1,δ,δ1,δ2)
∣∣∣ ∑
1≤|h|≤H
∑
ν′
1
≤2N
∑
ν2≤2N
∑
k′
1
≤2Q
∑
k′
2
≤2Q
ξ1(h)ξ2(ν
′
1)ξ3(ν2)ξ4(k
′
1)ξ5(k
′
2)e(· · · )
∣∣∣,
for some C2 > 0, and where the supremum is taken over all (d, d1, δ, δ1, δ2) obeying the
co-primality conditions implied by (26),(27) and the size conditions (44). Moreover
ξ1, ξ2, ξ3, ξ4, ξ5 are sequences of complex numbers of modulus one. Finally,
e(· · · ) = e
(
aλh
k′1 k
′
2
γ
+ ah
γ d d1 ν ′1 k
′
2
k′1
+ ah
γ d ν2 k′1
k′2
)
.
We note that fixing the congruence class of ν ′1, ν2, k
′
1, k
′
2 modulo γdd1 obviously also
fixes it modulo γ, and as a result the value of the fraction
aλh
k′1 k
′
2
γ
is constant modulo 1.
It follows that we can further bound WErr1 by
WErr1 ≪ DC3L100MQ−2
× sup
(α1,α2,α3,α4)
(d,d1,δ,δ1,δ2)
∣∣∣ ∑ . . .∑
1≤|h|≤H , ν′
1
≤2N
ν2≤2N , k′1≤2Q
k′2≤2Q
ξ1(h)ξ2(ν
′
1)ξ3(ν2)ξ4(k
′
1)ξ5(k
′
2)e1(. . .)
∣∣∣ (45)
for some C3 > 0 and where the supremum is now taken over all (α1, α2, α3, α4)
belonging to the interval [0, γdd1] and all (d, d1, δ, δ1, δ2) satisfying the congruence
conditions implied by (26), (27) and the size conditions (44). In the summation we
impose the additional condition that each ν ′1, ν2, k
′
1, k
′
2 is in a congruence class α1
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(mod γdd1), . . . , α4 (mod γdd1), respectively, and as usual the variables ν
′
1, ν2, k
′
1, k
′
2
obey the co-primality conditions (26) and (27). Finally, e1(· · · ) is defined by
e1(· · · ) = e
(
ah
γ d d1 ν ′1 k
′
2
k′1
+ ah
γ d ν2 k′1
k′2
)
. (46)
In order to transform e1(· · · ) we apply Bezout’s relation twice to write
γ d d1 ν ′1 k
′
2
k′1
=
1
γdd1ν ′1k
′
1k
′
2
− k
′
1
γdd1ν ′1k
′
2
mod 1
=
1
γdd1ν ′1k
′
1k
′
2
− γ d d1 k
′
1
ν ′1k
′
2
− ν
′
1 k
′
1 k
′
2
γdd1
mod 1.
Inserting this expression into (46) then in (45) we see that
WErr1 ≪ DC3L100MQ−2 sup
(α1,...,α4)
(d,d1,δ,δ1,δ2)
∣∣∣∑ . . .∑
1≤|h|≤H
ν′1,ν2≤2N
k′
1
,k′
2
≤2Q
ξ1(h)ξ2(ν
′
1)ξ3(ν2)ξ4(k
′
1)ξ5(k
′
2)
× e
(
ah
( 1
γdd1ν
′
1k
′
1k
′
2
− ν
′
1 k
′
1 k
′
2
γdd1
+
γ d d1 (d1ν
′
1 − ν2)(ν2k′1)
ν ′1k
′
2
) )∣∣∣. (47)
The first term inside e( ) is controlled by summation by parts over the five variables
h, ν ′1, ν2, k
′
1, k
′
2 since 1 ≤ |a| ≤ X/3. The second term in e( ) is fixed mod 1 since
the congruence classes of h, ν ′1, k
′
1 and k
′
2 are fixed modulo γdd1. From (47) we get
the inequality
WErr1 ≪ DC4L100MQ−2 sup
(α1,...,α5)
(d,d1,δ,δ1,δ2)
∑
ν′
1
≤2N
∑
ν2≤2N
∣∣∣ ∑
1≤h≤H
∑
k′
1
≤2Q
∑
k′
2
≤2Q
η0(h)η1(k
′
1)η2(k
′
2)
e
(
ah
γ d d1 (d1ν
′
1 − ν2)(ν2k′1)
ν ′1k
′
2
) )∣∣∣, (48)
where η0(h), η1(k
′
1) and η2(k
′
2) are some unspecified coefficients less than or equal
to 1 in modulus. Notice that this allows us to without loss of generality replace the
condition 1 ≤ |h| ≤ H by 1 ≤ h ≤ H . To bound (48), we will sum trivially over ν ′1
and ν2 and use Lemma 2.4 on the remaining variables.
We localize each of the variables ν ′1, ν2, h, k
′
1, k
′
2 dyadically around powers of two
that we denote respectively by N1, N2, Hd, K1, K2. On each such dyadic partition we
apply Lemma 2.4 with the following choice of variables,
ϑ→ a(d1ν ′1 − ν2), a→ h, m→ γdd1ν2k′1, n→ ν ′1k2,
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(where we underlined the non-fixed variables and where the left-side of→ corresponds
to notations of Lemma 2.4 while the right-side of → corresponds to our current
notation) and parameters
|ϑ| ≪ |a|DN1 + |a|N2, A→ H, M → γdd1ν2K1, N → ν ′1K2.
Note that γdd1ν2K1 ≤ D5N2K1 and that ν ′1K2 ≤ N1K2. The values of the corre-
sponding ℓ2–norms are respectively
‖α‖2,M ≪ K1/21 , ‖β‖2,N ≪ K1/22 and ‖ν‖2,A ≪ H
1
2
d .
Returning to (48) we deduce that
WErr1 ≪ L200 sup
(N1,N2,K1,K2,Hd)
DC5MQ−2N1N2(K1K2Hd)
1
2
(
1 +
|a|N1 ·Hd + |a|N2
N1N2K1K2
) 1
2 ·(
(HdN1N2K1K2)
7
20
+ε(N2K1 +N1K2)
1
4 + (HdN1N2K1K2)
3
8
+ε(Hd(N2K1 +N1K2))
1
8
)
for some constant C5 > 0 and where the supremum runs over all powers of two
N1, N2, K1, K2, Hd obeying the conditions 1 ≤ N1, N2 ≤ 2N , 1 ≤ K1, K2 ≤ 2Q and
1 ≤ Hd ≤ H . Summing over all the dyadic partitions that were available to us we
get,
WErr1 ≪ L200DC5MQ−2N2 ·QH1/2 ·
(
1 +
|a|
MN
) 1
2
×
(
(HN2Q2)
7
20
+ε · (NQ) 14 + (HN2Q2) 38+ε · (HNQ) 18
)
.
Recalling (37), and the inequality 1 ≤ |a| ≤ X/3 this bound simplifies into
WErr1 ≪ DC5XεM 12N2(M− 720N 1920Q 3320 +M− 12N 78Q 158 )
≪ DC5Xε(M 320N 5920Q 3320 +N 238 Q 158 ). (49)
6.6. The main term. Gathering (21), (23) and (42) we see that the main term of
W (Q)− 2ℜV (Q) + U(Q) is equal to
T (Q) :=Mψˆ(0)
∑
δ
1
δ
∑ ∑
(k1,k2)=1
cδk1cδk2
k1 k2
∑
δ′ mod δ
(δ′,δ)=1
E⋆(β, N, δ, δ′; k1)E⋆(β, N, δ, δ′; k2)
(50)
where the function E⋆ is defined in (11). Since |cq| ≤ 1, we deduce that
|T (Q)| ≪M
∑
δ
1
δ
∑ ∑
k1, k2∼Q/δ
1
k1 k2
∑
δ′ mod δ
(δ′,δ)=1
|E⋆(β, N, δ, δ′; k1)|2
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which finally gives
|T (Q)| ≪M
∑
δ
1
δ
∑
k∼Q/δ
1
k
∑
δ′ mod δ
(δ′,δ)=1
|E⋆(β, N, δ, δ′; k)|2,
which gives
|T (Q)| ≪MQ−1
∑
δ
∑
k∼Q/δ
∑
(δ′,δ)=1
|E⋆(β, N, δ, δ′; k)|2
≪MQ−1E⋆(β, N,Q), (51)
by the definition (13).
Gathering (17), (23), (30), (39), (40), (42), (49) and (51) completes the proof of
Theorem 1.1.
7. Proof of Theorem 1.2
In the statement of Theorem 1.2 we only sum over primes q ∼ Q. We follow
through the proof of Theorem 1.1 with a different definition of cq: If q is prime
and belongs to [Q, 2Q] then set cq to be a complex number of modulus one such
that cqE(α,β,M,N, q, a) = |E(α,β,M,N, q, a)| and if q falls outside of the range
[Q, 2Q] or if q is not prime then set cq = 0. The same proof goes through up until
the point where we reach the expression T (Q) defined in (50). The analysis of T (Q)
proceeds now as follows.
We notice that the presence of cδk1cδk2 means that either δ = 1 and k1 6= k2 are
prime, or δ is prime and k1 = k2 = 1. In the first case we get,
Mψˆ(0)
∑
k1,k2∼Q
k1 6=k2
prime
ck1ck2
k1k2
E⋆(β, N, 1, 1; k1)E⋆(β, N, 1, 1; k2) = 0
since we trivially have E⋆(β, N, 1, 1; k) = 0 for any k ≥ 1. In the second case we get
Mψˆ(0)
∑
δ∼Q
prime
1
δ
∑
(δ′,δ)=1
|E⋆(β, N, δ′, δ; 1)|2. (52)
By the orthogonality of characters∑
(δ′,δ)=1
|E⋆(β, N, δ′, δ; 1)|2 = 1
ϕ(δ)
∑
χ 6=χ0 (mod δ)
∣∣∣∑
n∼N
βnχ(n)
∣∣∣2.
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Thus we find that (52) equals
Mψˆ(0)
∑
δ∼Q
δ is prime
1
δ(δ − 1)
∑
χ 6=χ0 (mod δ)
∣∣∣∑
n∼N
βnχ(n)
∣∣∣2 ≪ M
Q2
· (N +Q2)‖β‖22,N
≪ MN(logN)k2−1 +MN2Q−2(logN)k2−1.
as a consequence of the large sieve inequality, of the inequality |βn| ≤ τk(n) and of
Lemma 2.3. Since Q ≥ exp(√logN) we conclude that,
T (Q)≪MN2 exp(−
√
logN)(logN)k
2−1
Moreover since Q ≤ N− 1211X 1733−ε, we have
M
3
20N
59
20Q
33
20 ≤MN2X−ε and N 238 Q 158 ≤ N 7388X 8588−ε < MN2X−ε.
Therefore Theorem 1.2 follows.
8. Proof of Corollary 1.1
We will prove Corollary 1.1 by breaking down the proof into two stages.
We first require the following Lemma, showing that if β is Siegel-Walfisz then
E⋆(β, N,Q) is small.
Lemma 8.1. Let k ≥ 1 be an integer. Let β = (βn)n∼N be a sequence of complex
numbers such that |βn| ≤ τk(n) for all n ≥ 1. Suppose that β is Siegel-Walfisz. Then
for every N ≥ 1, for every Q ≥ 1 and for every B, we have
E⋆(β, N,Q)≪B N2Q (log 2N)−B(log 2Q)k2−1 +N 74Q.
Proof. This proof already appears in [9, p. 242–243]. Recall that (see (13))
E⋆(β, N,Q) :=
∑
δ
∑
v∼Q/δ
∑
(δ′,δ)=1
|E⋆(β, N, δ, δ′; v)|2.
We use different types of bounds for the term E⋆(β,N, δ, δ′; v) defined in (11) ac-
cording to the size of δ. Let A1 be a parameter whose value we will fix later. Let
0 < ε < 1
1000
be given.
(i) If 1 ≤ δ ≤ (logN)A1 , then since β is Siegel-Walfisz,
E⋆(β, N, δ, δ′; v)≪ N(log 2N)−Aτk(v), (53)
with A arbitrary but fixed.
(ii) If (logN)A1 < δ ≤ N 12 , then by the bound |βn| ≤ τk(n) and Lemma 2.3, we
have
E⋆(β, N, δ, δ′; v)≪ δ−1N(log 2N)k−1. (54)
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(iii) If N
1
2 < δ ≤ 2N , then since |βn| ≤ τk(n)≪ nε, we trivially have
E⋆(β, N, δ, δ′; v)≪ δ−1N1+ε. (55)
(iv) If 2N < δ ≤ 2Q, we use the trivial bound
E⋆(β, N, δ, δ′; v)≪ N ε, (56)
and conclude that, in this range the subsum E⋆ with 2N ≤ δ ≤ 2Q is bounded
by
≪ N ε
∑
δ
∑
v∼Q/δ
∑
n∼N
τk(n)≪ N1+2εQ
Combining the above bounds we obtain
E⋆(β, N,Q)≪ N2Q(log 2N)A1−2A (log 2Q)k2−1 +N2Q (logN)2k−2−A1 +N 74Q +N1+2εQ.
which gives the result with the choice A = A1+B
2
and A1 = B + 2k − 2. 
Before proving Corollary 1.1 let us establish the following slightly weaker state-
ment.
Proposition 8.1. Let k > 0 be an integer and let ε > 0 be given. Let α = (αm)m∼M
and β = (βn)n∼N be two sequences of complex numbers such that |αm| ≤ τk(m) and
|βn| ≤ τk(n) for all m,n ≥ 1. Let X =MN . Suppose that β is Siegel-Walfisz. Then
for every A > 0 we have,∑
Q≤q≤2Q
(q,a)=1
∣∣∣ ∑
mn≡a (mod q)
αmβn − 1
ϕ(q)
∑
(mn,q)=1
αmβn
∣∣∣≪A X(logX)−A (57)
provided that any of the following three conditions holds
(i) exp((logX)ε) ≤ N ≤ Q−11/12 ·X17/36−ε and 1 ≤ |a| ≤ X/3
(ii) exp((logX)ε) ≤ N ≤ X7/90−ε, Q ≤ X53/105−ε and 1 ≤ |a| ≤ X/3
(iii) exp((logX)ε) ≤ N ≤ X101/630−ε, and Q ≤ X53/105−ε and 1 ≤ |a| ≤ Xε/1000.
Proof. We start by establishing part i). We fix
D = exp(Lε/10) with L = log 2X,
and we apply Lemma 2.3 to obtain the bound ‖α‖2,M ≪M1/2L(k2−1)/2. Furthermore
when Q ≤ N− 1211X 1733−ε, we have
M
3
20N
59
20Q
33
20 ≤MN2X−ε and N 238 Q 158 ≤ N 7388X 8588−ε < MN2X−ε.
Moreover since β is Siegel-Walfisz by Lemma 8.1 we find that
E⋆(β, N,Q)≪ N2Q(logN)−A.
Combining these bounds and Theorem 1.1 gives i).
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In order to show ii) we appeal to a result of Fouvry [11, Corollaire 1], according
to which we have (57) for 1 ≤ |a| ≤ X/3 provided that,
Q ≤ min(
√
N
√
X,N−6/7X4/7)X−ε and N > Xε.
Suppose thus that Q ≤ X53/105−ε. If N ≤ X1/105−ε then (57) follows from i). For
the remaining values X1/105−ε < N < X7/90−ε we appeal to Fouvry’s result [11,
Corollaire 1].
In order to show iii) we appeal to another result of Fouvry [9, The´ore`me 1],
according to which we have (57) for 1 ≤ |a| ≤ Xε/1000 provided that,
Q ≤ min(
√
N
√
X,N−3/4X5/8)X−ε and N > Xε.
Then, once again for N < X1/105−ε we use i). If X1/105−ε < N < X101/630 then the
result follows from Fouvry’s result [9, The´ore`me 1].

We are now finally ready to prove Corollary 1.1. This amounts to adding the
condition x < mn ≤ 2x to Proposition 8.1.
Proof of Corollary 1.1. Let X =MN . Without loss of generality we can assume,
X/2 ≤ x ≤ 4X,
otherwise our sum is zero and the bound trivial. Let ∆ = L−B for some B > 0 that
will be fixed later. Let f a fixed smooth function with support equal to [1−∆, 2+∆]
with value equal to 1 on [1, 2] and with the derivatives satisfying supx∈R |f (k)(x)| ≪k
∆−k for all integer k. Let
Ef (α,β,M,N, x, q, a) :=
∑ ∑
m∼M, n∼N
mn≡a mod q
αmβnf
(mn
x
)
− 1
ϕ(q)
∑ ∑
m∼M, n∼N
(mn,q)=1
αmβnf
(mn
x
)
.
(58)
Since |αm| ≤ τk(m) and |βn| ≤ τk(n) for all m,n ≥ 1, we have the inequality∑
q∼Q
(q,a)=1
∣∣∣E(α,β,M,N, x, q, a)−Ef (α,β,M,N, x, q, a) ∣∣∣
≤
∑
q∼Q
( ∑
(1−∆)x≤ℓ<x
ℓ≡a mod q
+
∑
2x≤ℓ<(2+∆)x
ℓ≡a mod q
)
τ2k(ℓ)
+
∑
q∼Q
1
ϕ(q)
( ∑
(1−∆)x≤ℓ<x
+
∑
2x≤ℓ<(2+∆)x
)
τ2k(ℓ),
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and by Lemma 1.2 we finally deduce
≪ X
∑
q∼Q
1
ϕ(q)
L−B L2k−1 ≪ XL−A, (59)
with the choice B = 2k + A− 1. The Mellin transform f˜(s) of f(u), defined by
f˜(s) :=
∫ ∞
0
f(u)us−1 du,
is defined for s ∈ C, and it satisfies the decay property
f˜(it)≪ min( 1, (∆(1 + |t|))−2 ). (60)
Inserting the inversion formula
f
(mn
x
)
=
1
2π
∫ ∞
−∞
f˜(it)
(mn
x
)−it
dt,
in the definition (58), we have the equality
Ef (α,β,M,N, x, q, a) =
1
2π
∫ ∞
−∞
f˜(it)xitE(αt,βt,M,N, q, a) dt,
where E(αt,βt,M,N, x, q, a) is defined as E(α,β,M,N, x, q, a) but with αm re-
placed by αmm
−it and βn by βnn−it. Hence by (59), the proof is reduced to estab-
lishing the bound∫ ∞
−∞
|f˜(it)|
∑
q∼Q
(q,a)=1
∣∣E(αt,βt,M,N, q, a) ∣∣ dt≪ MNL−A. (61)
The trivial bound ∑
q∼Q
(q,a)=1
∣∣ E(αt,βt,M,N, q, a) ∣∣≪MNL2k
and the bound (60) allows to reduce the integration in (61) to the segment
|t| ≤ LA+2B+2k = L3A+6k−2. (62)
Secondly, integrating by parts we see that uniformly for t as above, the sequence βt
is Siegel-Walfisz. Then by Proposition 8.1∣∣E(αt,βt,M,N, q, a) ∣∣ ≪A′ MNL−A′ ,
for all A′, uniformly for t satisfying (62). Integrating over t on this interval, we
complete the proof of (61).

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9. Proof Corollary 1.3
Let ε > 0 and A > 2 be given. For every x > 2 there exists a real number ∆
satisfying the inequalities (log x)−A ≤ ∆ ≤ 2(log x)−A, such that the number
L0 :=
ε log x− (log x)ε
log(1 + ∆)
is an integer. Notice that L0 ≪ (log x)A+1.
Let S := Sε,A,x ⊂ [x, 2x] be a subset of the integers such that
(i) Each n ∈ S has a prime factor p with p ∈ J := [exp((log x)ε), xε]
(ii) Each n ∈ S has at most one prime factor in each of the intervals
Iℓ := [exp((log x)ε)(1 + ∆)ℓ, exp((log x)ε)(1 + ∆)ℓ+1)) := [Mℓ,Mℓ+1)
with 0 ≤ ℓ < L0.
Notice that for each n ∈ Sε,A,x there exists a unique 0 ≤ ℓ < L0 such that we can
write n = bpc such that all of the prime factors of b are strictly less than exp((log x)ε),
p belongs to Iℓ and all of the prime factors of c are greater than Mℓ+1.
The contribution to the left-hand side of (6) of the integers that do not belong to
S is negligible as shown in the lemma below.
Lemma 9.1. Let ε, k > 0 and A > 2 be given. Let g : N → C be a multiplicative
function such that |g(n)| ≤ τk(n). Then, uniformly in x ≥ 2, q ≤ x3/4, (a, q) = 1,∣∣∣ ∑
n∼x
n≡a (mod q)
n 6∈Sε,A,x
g(n)
∣∣∣≪ε,k x
ϕ(q)
·
(
(log x)−1+εk + (log x)k−A
)
.
Proof. By the union bound,∣∣∣ ∑
n∼x
n≡a (mod q)
n 6∈Sε,A,x
g(n)
∣∣∣ ≤ ∑
n∼x
n≡a (mod q)
p|n =⇒ p 6∈J
|g(n)| +
∑
0≤ℓ≤L0
∑
n∼x
n≡a (mod q)
r,s∈Iℓ
rs|n , r,s prime
|g(n)| (63)
By Shiu’s bound (Lemma 2.2) the first sum is
≪ x
ϕ(q)
· 1
log x
·
∏
p≤exp((log x)ε)
(
1 +
|g(p)|
p
) ∏
xε≤p≤x
(
1 +
|g(p)|
p
)
≪ε x
ϕ(q)
· (log x)εk−1
To bound the second sum on the right-hand side of (63) we notice that for n = rsm
we have |g(n)| ≤ τk(n) ≤ τk(r)τk(s)τk(m)≪k τk(m). Notice also that (n, q) = 1 since
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n ≡ a (mod q) and (a, q) = 1. Therefore we also have (rs, q) = 1. Consequently,∑
0≤ℓ≤L0
∑
n∼x
n≡a (mod q)
r,s∈Iℓ
rs|n , r,s prime
|g(n)| ≪k
∑
0≤ℓ≤L0
∑
m≤x/(rs)
r,s∈Iℓ
(rs,q)=1
m≡ars (mod q)
τk(m)
≪k
∑
0≤ℓ<L0
( ∑
r,s∈Iℓ
r,s prime
1
rs
)
· x
ϕ(q)
· (log x)k−1
≪k L0 x
ϕ(q)
· (log x)k−2A−1 ≪ x
ϕ(q)
· (log x)k−A
Combining the above two bounds the claim follows. 
As a consequence of Lemma 9.1 the proof of the Corollary will be finished once
we show that for every D > 0,∑
q∼Q
∣∣∣ ∑
n∼x
n≡a (mod q)
n∈Sε,A,x
g(n)− 1
ϕ(q)
∑
n∼x
(n,q)=1
n∈Sε,A,x
g(n)
∣∣∣≪D x(log x)−D
Using the definition of the set Sε,A,x and the triangle inequality, we bound this as,∑
0≤ℓ<L0
∑
q∼Q
∣∣∣ ∑
pm∼x
pm≡a (mod q)
p∈Iℓ,m∼x/Mℓ+1
αp,ℓ,xβm,ℓ,x − 1
ϕ(q)
∑
pm∼x
(pm,q)=1
p∈Iℓ,m∼x/Mℓ+1
αp,ℓ,xβm,ℓ,x
∣∣∣ (64)
where
αp,ℓ,x := g(p) · 1p∈Iℓ
and
βm,ℓ,x :=
∑
m=bc
p|b =⇒ p<M0
p|c =⇒ p>Mℓ+1
g(b)g(c).
Notice that αp,ℓ,x is Siegel-Walfisz, since g(p) is Siegel-Walfisz and since Mℓ ≥
exp((log x)ε) and ∆ ≥ (log x)−A. By Corollary 1.1i) the expression (64) is ≪C
x(log x)−C for any fixed C > 0, as needed.
10. Proof of Corollary 1.2
Corollary 1.2 follows immediately from Corollary 1.3 upon specializing to g(n) =
τk(n).
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11. Proof of Corollary 1.4
The proof of Corollary 1.4 is similar to the proof of Corollary 1.3, but requires
slightly more precise estimates. Consequently we provide the proof in full.
Let ε > 0 and k ∈ [2,∞] ∩ N be given. As usual denote by Ω(n) the number
of prime factors of n counted with multiplicity. Let x ≥ 2 be a large number. Let
1 ≤ c0 = c0(x) ≤ 2 be a real number such that c0xε exp(−(log x)ε) = 2J0 where J0 is
a positive integer. To shorten notations we write,
y := exp((log x)ε
2
).
Let S := Sε,k,x ⊂ [x, 2x] be the set of those n = p1 . . . pk with p1 ≤ p2 ≤ . . . ≤ pk
for which
(i) p1 ∈ [y, c0xε].
(ii) there is at most one pi in each interval [y2
j, y2j+1) with 0 ≤ j < J0.
We first claim that the integers x < n ≤ 2x with Ω(n) = k that are not in S give
a negligible contribution to the left-hand side of (7).
Lemma 11.1. Let k ≥ 2 be an integer and let 0 < ε < 1
100k
be given. Then, uniformly
in x ≥ x0(ε, k), q ≤ x3/4 and (a, q) = 1, we have∑
n∼x
n≡a (mod q)
Ω(n)=k
n 6∈Sε,k,x
1≪k ε · x
ϕ(q)
· (log log x)
k−1
log x
.
Proof. If x < n ≤ 2x satisfies Ω(n) = k and n 6∈ Sε,k,x then either all of the prime
factors of n are larger than c0x
ε or n has a prime factor smaller than y in which case
it can be written as n = pbc with p < y, Ω(b) ≤ k − 1 with p|b =⇒ p ≤ c0xε and
p|c =⇒ p > c0xε or there exists an 0 ≤ ℓ < J0 for which there exists two i < j with
pi, pj ∈ [y2ℓ, y2ℓ+1).
Therefore by the triangle inequality,∑
n∼x
Ω(n)=k
n 6∈Sε,k,x
n≡a (mod q)
1≪
∑
n∼x
p|n =⇒ p>c0xε
n≡a (mod q)
1 +
∑
pbc∼x,p≤y
pbc≡a (mod q)
Ω(b)≤k−1
p|b =⇒ p≤c0xε
p|c =⇒ p>c0xε
1 +
∑
1≤i<j≤k
0≤ℓ<L0
∑
p1...pk∼x
pi,pj∈[y2ℓ,y2ℓ+1]
p1...pk≡a (mod q)
1
By the upper bound sieve the contribution of the first sum is
≪ x
ϕ(q)ε
· 1
log x
and therefore acceptable. To deal with the second sum we first remark that we
necessarily have c > 1 (as a consequence of the sizes of the variables p and b). This
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implies the inequality Ω(b) ≤ k − 2. Applying the upper bound sieve again we
conclude that the contribution of the second sum is
≪
∑
p≤y,b≤(c0xε)k−2
Ω(b)≤k−2
(pb,q)=1
∑
p|c =⇒ p≥c0xε
c≤x/(bp)
c≡abp (mod q)
1≪ x
ϕ(q)ε
· 1
log x
∑
p≤y
Ω(b)≤k−2
b≤(c0xε)k−2
1
bp
and this in turn is
≪ ε · x
ϕ(q)
· (log log x)
k−1
log x
.
Finally the contribution of the third sum is bounded by∑
1≤i<j≤k
0≤ℓ<J0
∑
pi,pj∈[y2ℓ,y2ℓ+1)
∑
n∼x/(pipj)
Ω(n)=k−2
n≡apipj (mod q)
1
Since pipj ≪ x2ε we can use the Brun-Titchmarsh theorem to bound the inner sum
over n, and thus that when k ≥ 2 the above is
≪ x
ϕ(q)
(log log x)k−3
log x
∑
1≤i<j≤k
0≤ℓ<J0
∑
pi,pj∈[y2ℓ,y2ℓ+1)
1
pipj
≪ x
ϕ(q)
· (log log x)
k−3
log x
∑
1≤i<j≤k
0≤ℓ<J0
1
(y2ℓ)2
· (y2
ℓ)2
(log(y2ℓ))2
,
which finally gives the bound,
≪ x
ϕ(q)
· (log log x)
k−3
(log x)1+ε2
for any fixed k ≥ 2. Combining the bounds for the above three sums completes the
proof of the Lemma.

Thus to conclude the proof of the corollary it remains to show that, for any A > 0,∑
q∼Q
∣∣∣ ∑
n∼x
n≡a (mod q)
Ω(n)=k
n∈Sε,k,x
1− 1
ϕ(q)
∑
n∼x
(n,q)=1
Ω(n)=k
n∈Sε,k,x
1
∣∣∣≪A x(log x)−A. (65)
By definition of the set Sε,k,x there exists a unique 0 ≤ ℓ < J0 such that we can write
n = pm with p ∈ [y2ℓ, y2ℓ+1) and p′|m =⇒ p′ ≥ y2ℓ+1
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left-hand side of (65) by∑
0≤ℓ<J0
∑
0≤i≤1
∑
q∼Q
∣∣∣ ∑
p∼y2ℓ,m∼x/(y2ℓ+i)
pm∼x
pm≡a (mod q)
p′|m =⇒ p′≥y2ℓ+1
1− 1
ϕ(q)
∑
p∼y2ℓ,m∼x/(y2ℓ+i)
pm∼x
(pm,q)=1
p′|m =⇒ p′≥y2ℓ+1
1
∣∣∣
Since the sequence of prime satisfies the Siegel-Walfisz condition (by the Siegel-
Walfisz theorem!) it follows from Corollary 1.1i) that the above expression is ≪A
x(log x)−A for any fixed A > 0.
Combining both estimates we conclude that for each 0 < ε < 1
100k
, there exists an
x0(ε, k) such that for all x > x0(ε, k) we have,∑
q∼Q
(q,a)=1
∣∣∣ ∑
n∼x
n≡a (mod q)
Ω(n)=k
1− 1
ϕ(q)
∑
n∼x
(n,q)=1
Ω(n)=k
1
∣∣∣ ≤ Cε · x · (log log x)k−1
(k − 1)! log x
with C > 0 an absolute constant. This is exactly the definition of being
o
(x(log log x)k−1
log x
)
and so the corollary follows.
12. Proof of Corollary 1.5
The proof of Corollary 1.5 relies on divisor switching and the use of our main
Corollary 1.1 after the divisor switching is accomplished.
We are interested in bounding,∑
q∼Q
(q,a)=1
∣∣∣ ∑
db∼x
d≤z
db≡a (mod q)
λd − 1
ϕ(q)
∑
db∼x
d≤z
(db,q)=1
λd
∣∣∣
To proceed further we would like to be able to assume, without loss of generality,
that (d, a) = 1. This will be useful once we arrive to divisor switching. Notice that
we can split the sum according to ∆|a such that (a, d) = ∆. Notice also that since
(a, q) = 1 we have (∆, q) = 1. Consequently we can re-write the above sum as,∑
∆|a
∑
q∼Q
(q,a)=1
∣∣∣ ∑
db∼x/∆
d≤z/∆
db≡(a/∆) (mod q)
(d,a/∆)=1
λd∆ − 1
ϕ(q)
∑
db∼x/∆
d≤z/∆
(db,q)=1
(d,a/∆)=1
λd∆
∣∣∣
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We split the sum over ∆ into two sub-sums, those corresponding to ∆ ≤ xε2 and
those corresponding to ∆ > xε
2
.
We first focus on the part of the sum with ∆ > xε
2
. We use Lemma 2.3 to bound
the contribution of terms with xε
2 ≤ ∆ < xQ−1−ε, and the trivial bound λd ≪ dε
to bound the contribution of terms with ∆ > xQ−1−ε. This shows that the subsum
over ∆ > xε
2
contributes at most
≪
∑
∆|a,q∼Q
xε
2≤∆≤xQ−1−ε
xτk(∆)
∆ϕ(q)
· (log x)k +
∑
∆|a
∆>xQ−1−ε
Q1+εxε ≪ x1−ε2/2 +Q1+εx2ε
and therefore is acceptable.
On the other hand since for all 1 ≤ |a| ≤ x we have ∑∆|a 1/∆ ≪ log x to deal
with the contribution of terms with ∆ ≤ xε2 it’s enough to show that,∑
q∼Q
(q,a)=1
∣∣∣ ∑
db∼x
d≤z
db≡a (mod q)
(d,a)=1
λd − 1
ϕ(q)
∑
db∼x
d≤z
(db,q)=1
(d,a)=1
λd
∣∣∣≪ x(log x)−A (66)
for arbitrary coefficients λd with |λd| ≤ τk(d) and uniformly in either
(i) z ≤ x53/105−ε/2, x1−ε/2 > Q > x529/630+ε/2 and 1 ≤ |a| ≤ xε/1000
(ii) or z ≤ x53/105−ε/2, x1−ε/2 > Q > x83/90+ε/2 and 1 ≤ |a| ≤ x1−3ε
(iii) or z ≤ x1/2+δ−ε/2, x1−ε/2 > Q > x(71+66δ)/72+ε/2 and 1 ≤ |a| ≤ x1−2ε for any
fixed 0 < δ < 1
66
.
We re-write (66) as,∑
q∼Q
(q,a)=1
ξq
( ∑
db∼x
d≤z
db≡a (mod q)
(d,a)=1
λd − 1
ϕ(q)
∑
db∼x
d≤z
(d,a)=1
(db,q)=1
λd
)
(67)
with ξq a sequence of complex number with |ξq| = 1.
We now evaluate the first term, and express the congruence condition db ≡ a
(mod q) as db = a+ qr for some r ∈ Z. This shows that the first term in (67) is
∑
q∼Q
(q,a)=1
ξq
∑
db∼x
d≤z
db=a+qr
(d,a)=1
λd =
2∑
i=1
∑
(d,a)=1
d≤z
λd
∑
q∼Q,r∼ix/(2Q)
qr∼x
(q,a)=1
qr≡−a (mod d)
ξq +O(|a|xε). (68)
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Given C > 0 notice that the contribution of d for which |λd| > (log x)C is
≪ x(log x)−C
∑
d≤z
τk(d)
2
d
≪ x(log x)−C+k2
This sum over the remaining d’s with |λd| ≤ (log x)C is in a form that is amenable to
our main Theorem and indeed applying Corollary 1.1ii) (when z ≤ x53/105−ε/2 and
Q > x83/90+ε/2), Corollary 1.1i) (when z ≤ x1/2+δ−ε/2 and Q > x(71+66δ)/72+ε/2) or
Corollary 1.1iii) (when z ≤ x53/105−ε/2 and Q > x529/630+ε/2 and 1 ≤ |a| ≤ xε/1000)
we see that the sum on the right-hand side of (68) restricted to d with |λd| < (log x)C
is equal to
∑
d≤z
(d,a)=1
|λd|≤(log x)C
λd · 1
ϕ(d)
∑
qr∼x
q∼Q
(qr,d)=1
(q,a)=1
ξq +OA(x(log x)
C−A + |a|xε)
As before the contribution of the d with |λd| > (log x)C is ≪ x(log x)−C+k2 and so
we conclude that the right-hand side of (68) is equal to
∑
d≤z
(d,a)=1
λd · 1
ϕ(d)
∑
qr∼x
q∼Q
(qr,d)=1
(q,a)=1
ξq +OA,C(x(log x)
C−A + x(log x)−C+k
2
+ |a|xε) (69)
Choosing C sufficiently large with respect to k and A sufficiently large with respect
to C we see that the error term is ≪K x(log x)−K + |a|xε for any K > 0. We finally
notice that the main term of (69) is equal to
∑
d≤z
(d,a)=1
λd · 1
ϕ(d)
∑
q∼Q
(q,ad)=1
ξq ·
(x
q
· ϕ(d)
d
+O(dε)
)
= x
∑
q∼Q
d≤z
(d,a)=1
(q,ad)=1
λdξq
qd
+O(Qxε). (70)
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We now evaluate the second term in (67). Similarly to the previous calculation, this
is ∑
q∼Q
(q,a)=1
ξq · 1
ϕ(q)
∑
db∼x
d≤z
(db,q)=1
(d,a)=1
λd =
∑
q∼Q
(q,a)=1
ξq · 1
ϕ(q)
∑
d≤z
(d,aq)=1
(d,a)=1
λd ·
(x
d
· ϕ(q)
q
+O(qε)
)
= x
∑
q∼Q
d≤z
(d,a)=1
(q,ad)=1
ξqλd
qd
+O(zxε).
Combining the above calculation of the first and second term appearing in (67) we
conclude that (67) is
≪A x(log x)−A + |a|xε + zxε +Qxε
for any A > 0. Since 1 ≤ |a|, z, Q ≤ x1−2ε by assumption we conclude that the above
is ≪A x(log x)−A for any A > 0 as claimed.
13. Proof of Corollary 1.6
We pick sieve weights λd,z such that,∑
d|n
d≤z
λd,z =
( ∑
d|n
d≤√z
µ(d) ·
(
1− log d
log
√
z
))2
and we set λd,z = 0 for d > z. Observe that |λd,z| ≤ 3ω(d) where ω(n) is the number
of prime factors of n counted without multiplicity. Throughout z ≤ x1−2ε. It is clear
from the definition of λd,z that for n >
√
z,
1n is prime ≤
∑
d|n
λd,z.
Moreover by a classical computation,
1
ϕ(q)
∑
n∼x
(n,q)=1
∑
d|n
λd,z =
(2 + o(1))x
ϕ(q) log z
uniformly in q ≤ z1−ε as x→∞.
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We choose z = x
53
105
−ε. It then follows from Corollary 1.5i) that for any x83/90+ε ≤
Q ≤ x1−3ε, for almost all q ∼ Q with at most ≪A Q(log x)−A exceptions we have,∑
p∼x
p≡a (mod q)
1 ≤
∑
n∼x
n≡a (mod q)
(∑
d|n
λd,z
)
=
1
ϕ(q)
∑
n∼x
(n,q)=1
(∑
d|n
λd,z
)
=
(2 + o(1))x
ϕ(q) log z
and this yields the claim for any θ > 83
90
. In the regime θ ≤ 83
90
we obtain a superior
result by appealing to the result of Fouvry [10], which however reduces the uniformity
in a to 1 ≤ |a| ≤ (log x)C . Finally for the proof of the Remark, that is for θ = 1− η
with 0 < η < 1
66
it suffices to choose z = x
17
33
− 12
11
η−ε and appeal to Corollary 1.5ii).
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