An algorithm based on a combination of the polyhedral and quadratic approximation is given for finding stationary points for unconstrained minimization problems with locally Lipschitz problem functions that are not necessarily convex or differentiable. Global convergence of the algorithm is established. Under additional assumptions, it is shown that the algorithm generates Newton iterations and that the convergence is superlinear. Some encouraging numerical experience is reported. 9 1998 The Mathematical Programming Society, Inc. Published by Elsevier Science B.V.
Introduetion
This paper describes a bundle-type method for minimizing a locally Lipschitz continuous function f : RN ~ ~. We assume that for each y E RN we can compute f(y), an arbitrary subgradient gCv), i.e. one element of the subdifferential Of(y) (called generalized gradient in Clarke, 1983) and an N x N symmetric matrix G(y) as a substitute for the Hessian matrix. The function f is often (as in all problems that we have solved) continuous piecewise-C 2, i.e. R N is composed of regions inside which both the gradient and the Hessian matrix exist and are continuous. In that case, iff is not twice differentiable at y, we can take the gradient and the Hessian matrix at some point "infinitely close" to y as g(y) and GO,), respectively. Iff is convex, then for all y except in a set of zero (Lebesgue) measure, f is differentiable at y and has second-order approximation around y (see Hiriart-Urruty and Lemarechal, 1993 ).
Our method is based on the following model, which generalizes a long-known cuttingplane model due to Kelley (1960) and Cheney and Goldstein (1959) . At step k, let xl,... ,xk be the iterates and y~ .... ,yk be the trial points that have been generated, together with the corresponding function values f(YL),...,f(Yk), subgradients gt E 0f(yl),... ,gk E 0f@k), matrices Gt = G(yl),..., Gk = G(yk) and damping parameters 0j E [0, 1],j = 1,..., k. We define the quadratic approximation off around yj by
choose some index set Jk C {t,..., k} and define the piecewise quadratic function fk~ = max{f/#(x) ]j E J~}.
Minimizing this model is equivalent to the nonlinear programming problem (A) minimize z (x,z)E~ x+t subject to fj# (x) ~< z, j E ark, which can be solved by the sequential quadratic programming (SQP) method, whose rate of convergence is of a second order (see Fletcher, 1987) . The iteration step of the SQP method can be written as a quadratic programming (QP) problem
where if we denote by 2~, j E Jk, the Lagrange multipliers at step k,
The idea of using a quadratic model is not new. Lemarechal (1978) in his pioneering work proposed an algorithm where the following QP problem was solved in each step (c) minimize z + 89 -Xk)T Ak (x --Xk) subject to [f(yj)+g~(xk -y:)] + g~ (x -xk ) <<. z, j = 1, . . . , k, where Ak was some symmetric positive definite N x N matrix, which was intended to accumulate information about the curvature off around xk. Mifflin (1982) slightly modified the algorithm and showed that iff is inf-compact and the matrices Ak stay uniformly bounded and positive definite then at least one cluster point of {x~} is stationary. Later (in Mifflin, 1984) , he considered the problem of minimizing f~2 (x) to motivate algorithms having a subproblem, which was similar to (B), and investigated conditions for obtaining better than linear convergence. Other ideas for developing a rapidly convergent algorithm, based on QP subproblem (B), can be found in Mifflin
