Abstract. A fundamental characteristic of any biological invasion is the speed at which the geographic range of the population expands. This invasion speed is determined by both population growth and dispersal. We construct a discrete-time model for biological invasions that couples matrix population models (for population growth) with integrodifference equations (for dispersal). This model captures the important facts that individuals differ both in their vital rates and in their dispersal abilities, and that these differences are often determined by age, size, or developmental stage. For an important class of these equations, we demonstrate how to calculate the population's asymptotic invasion speed. We also derive formulas for the sensitivity and elasticity of the invasion speed to changes in demographic and dispersal parameters. These results are directly comparable to the familiar sensitivity and elasticity of population growth rate. We present illustrative examples, using published data on two plants: teasel (Dipsacus sylvestris) and Calathea ovandensis. Sensitivity and elasticity of invasion speed is highly correlated with the sensitivity and elasticity of population growth rate in both populations. We also find that, when dispersal contains both long-and short-distance components, it is the long-distance component that governs the invasion speed-even when long-distance dispersal is rare.
INTRODUCTION
When a species invades new habitat, its population size grows and its range expands. The rate at which the range expands-the invasion speed-is the basic descriptive statistic for invasion dynamics. It plays the same role as does the intrinsic population growth rate ( or r ϭ ln ) in demography. Like , it is determined by the environment and by the life cycle of the species. Like , it characterizes potential dynamics in a simplified situation, and provides a reference point for discussing effects of more complicated scenarios. And, like , it provides a starting point for management, either to slow the spread of pests or increase the spread of reintroduced species.
Like most useful theories, the theory of biological invasions began by oversimplifying everything, in this case, both demography and dispersal. The earliest studies of invasion speed used reaction-diffusion models of the form 2 ‫ץ‬n ‫ץ‬ n ϭ f (n)n ϩ D .
2 ‫ץ‬t ‫ץ‬x (Fisher 1937 , Skellam 1951 , where n(x, t) is population density at location x and time t. These models neglect demographic structure, attempting to capture population dynamics in the density-dependent per capita growth rate f(n). They also neglect possible comManuscript received 4 January 1999; revised 24 May 1999; accepted 28 May 1999. plexities in the dispersal process that are incompatible with the diffusion formulation.
In the absence of Allee effects, single-species reaction-diffusion models like Eq. 1 predict an asymptotically constant rate of spread equal to (Kol2͙f(0)D mogorov et al. 1937 , Aronson and Weinberger 1975 , Kametaka 1976 , Fife 1979 , Bramson 1983 . With parameters estimated from field data, they have been applied to a wide variety of organisms, from muskrats (Skellam 1951 , Andow et al. 1990 , sea otters (Lubina and Levin 1988) , and ceareal leaf beetles (Andow et al. 1990 a, b) , to rabies (Kallen et al. 1985) and the plague (Nobel 1974) . (See Hengeveld [1989] for other examples.) Reaction-diffusion models have also been extended to include the effects of advection, spatial heterogeneity, Allee effects, and species interactions (Shigesada and Kawasaki 1997, and references therein) .
An alternative to diffusion models like Eq. 1 is the use of a probability density function to describe dispersal. This function, often called a ''dispersal kernel,'' gives the probability distribution of the location of an individual as a function of its starting location. This approach allows for a wider range of dispersal mechanisms than diffusion. The diffusion model arises from a Gaussian dispersal kernel, but field measurements of dispersal rarely yield normal distributions (e.g., Wolfenbarger 1946 , 1959 , 1975 , Taylor 1978 , Fitt et al. 1987 . Instead, leptokurtic distributions seem to be the rule (Okubo 1980 , Howe and Westley 1986 , Okubo and Levin 1989 ; such kernels also arise from biologically reasonable models of dispersal and settlement (Broadbent and Kendall 1953 , Beer and Swaine 1977 , Okubo and Levin 1989 , Neubert et al. 1995 . Kot et al. (1996) have emphasized the importance of the shape of the dispersal kernel in the determination of invasion speeds.
The model we explore here is based on a discretetime dispersal kernel model, an integrodifference equation. There is a growing literature on integrodifference equation models for unstructured populations (Kot and Schaffer 1986 ). These models were first used in biology to describe changes in gene frequency (Slatkin 1973 , Weinberger 1978 , 1982 , Lui 1982a , b, 1983 , 1985 . Since then, they have also been used to model ecological invasions (Kot 1992 , Allen et al. 1996 , Kot et al. 1996 , Veit and Lewis 1996 , Sherratt et al. 1997 .
In this paper, we will show how to develop and analyze models that couple the integrodifference equation format for dispersal with matrix models for structured populations. The importance of population structure for demography is well known (e.g., Caswell 1989 , 2000 , Tuljapurkar and Caswell 1997 . Individuals differ in their vital rates and response to the environment, and much of that difference is determined by age, size, or developmental stage. The combination of these individual responses determines population growth rate, the stable stage distribution, reproductive value, sensitivity and elasticity of population growth rate, and many other demographic statistics.
In studies of invasion, all these demographic factors are important, and in addition we recognize that individuals also differ in their dispersal characteristics. Some species have special dispersal stages (seeds, larvae), while the rest of the life cycle is sedentary. Others may be mobile throughout their life cycle, but disperse farther when they are young (e.g., birds) or older (e.g., mammals). Different stages may have different adaptations for dispersal (e.g., seed polymorphism). Even identical propagules produced by different stages may have different dispersal characteristics (e.g., seeds from a tall tree might disperse farther than identical seeds from a short tree).
Our results provide not only the invasion wave speed, but also its perturbation analysis. We will show how to compute the sensitivity and elasticity of wave speed to both demographic are dispersal parameters. This allows us to answer questions like: ''By how much must we decrease second-year survivorship in order to stop an invasion?'' or ''How important is wind vs. birdmediated dispersal of seeds to the rate of spread? '' In the next section we describe how to assemble the model from its component parts. In the section Analysis, we show how to calculate the invasion wave speed, and how to analyze the sensitivity of wave speed to changes in demographic and dispersal parameters. In Examples, we present two examples. We end with a brief discussion.
THE MODEL
Unstructured integrodifference equation models for population growth and spread have been described in detail in a number of places (e.g., Kot et al. 1996) . Briefly, the model is composed of two parts. The first is a difference equation that describes population growth at each spatial location:
where n(y, t) is population density at location y and time t, and b[·] is the per capita population growth rate, which may depend on both density and location. The second part is an integral operator that accounts for the movement of individuals. We define k(x, y) to be the probability density function for the location x to which an individual at y disperses. To find the population density at x at time t ϩ 1 we simply sum the contributions from all locations y to obtain
The probability density function k is variously known as the ''redistribution kernel'' or ''dispersal kernel.'' In plant population biology, where the dispersing individuals are often seeds, the kernel is called the ''seed shadow.'' To add stage structure, we must expand Eq. 2 to a system of m difference equations (one equation for each of the m stages). Designating n i as the population density in the ith stage and b ij as the per capita production of stage i individuals at time t ϩ 1 by stage j individuals at time t, we have
or, in the more familiar matrix notation,
where B n (y) is the density-dependent population projection matrix at location y.
To allow for stage-specific dispersal, we must specify a dispersal kernel for each of the m 2 possible transitions between stages. We define k ij (x, y) to be the probability that an individual making the transition from stage j to stage i moves from location y to location x. If there is no dispersal during a given transition, the associated kernel is the Dirac delta function ␦(x Ϫ y) (Bracewell 1978) , a function which (very roughly speaking) is zero if x y, is infinite when x ϭ y, and integrates to 1. That is, with probability 1, such an individual stays where it is.
The stage-structured analog of Eq. 3 is then given as follows: 
Just as Eq. 4 is simplified by Eq. 5, if we create the matrix K(x, y) from the kernels k ij , the complex notation of Eq. 6 can be greatly simplified:
The symbol ‫''ؠ''‬ stands for the Hadamard product (Horn and Johnson 1985) , wherein multiplication is computed element by element. The element in the ith row and jth column of
We now adopt a major simplifying assumption: that the environment is spatially homogeneous. This implies that dispersal from x to y depends only on the relative locations of the two points. As a result, dispersal kernels depend only on the single variable x Ϫ y. It also implies that the vital rates depend only on local population density and not explicitly on spatial location. With this extra assumption, Eq. 7 becomes
This assumption is required for much of the analysis of invasion speed that follows below, but we emphasize that Eq. 7 can be used to describe more complicated, heterogeneous situations, and to study them by numerical simulation.
An example
As a simple example, consider a model with two stages, juveniles (n 1 (x, t)) and adults (n 2 (x, t)), as drawn in Fig. 1 . Adult fertility is an exponentially decreasing function of local density (measured by total population size n 1 (x, t) ϩ n 2 (x, t)). The other vital rates-juvenile survival ( 1 ), maturation (␥), and adult survival ( 2 )-are density independent. The demographic part of this model is
To describe dispersal we need to decide which stages disperse, and pick a dispersal kernel to describe their movement. Suppose that dispersal occurs only as juveniles become adults, and that the dispersal kernel is a Laplace distribution (back-to-back exponential). The dispersal kernel matrix is then
where ␦(x) is the delta function described above.
In Fig. 2 , we show the result of iterating this model forward from an initially small population concentrated at the origin. As the invasion develops, the speed with which it proceeds converges to a constant value (Fig.  3) . This is the invasion speed that we want to calculate from the matrices B n and K.
ANALYSIS

Unstructured models
The unstructured model (Eq. 3) has solutions called traveling waves-solutions that maintain a fixed shape in space and move at a constant speed. Weinberger (1978 Weinberger ( , 1982 , Lui (1982a Lui ( , b, 1983 and Kot (Kot 1992 , Kot et al. 1996 have studied the mathematical properties of these invasion waves. Provided that (1) the growth function b(n)n increases monotonically with population density; that (2) the growth function does not exhibit an Allee effect (i.e., b(n) Յ b(0) for n Ͼ 0); and that (3) the dispersal kernel possesses a moment-generating function A population initially concentrated in a finite region of space will never spread faster than c* and asymptotically will spread at a rate of exactly c* (Weinberger 1978 (Weinberger , 1982 . The consequences of violating some of these conditions have been explored by Weinberger (1982) , Lui (1983) , Kot et al. (1996) and, in continuous-time models, by Mollison (1972) and Lewis and Kareiva (1993) .
Under the assumptions given above, c* depends on the dispersal kernel (via m(s)) but only on the linear part (b(0)) of the demographic model. That is, the wave speed c* can be computed from the linear approximation to Eq. 3 at low densities, i.e., near n ϭ 0. More generally, the linear conjecture (Van den Bosch et al. 1990, Mollison 1991) states that the speed of invasion for any nonlinear model is governed by its linearization at low population densities, as long as there are no Allee effects and no long-distance density dependence. The linear conjecture is supported by many numerical studies. There is also evidence that it holds in higherdimensional models (Lui 1989a, b; but see Hosono 1995 but see Hosono , 1998 , for a case in which insidious Allee effects arise in a Lotka-Voterra competition model).
The invasion wave speed c* thus gives the asymptotic invasion speed, for a large and important class of population growth models and dispersal kernels, and for initial conditions corresponding to biologically reasonable invasion scenarios.
Stage-structured models
Speed of invasion.-Relying on the linear conjecture, we now calculate the invasion wave speed for models with stage-structured demography. We make the following assumptions about the demographic and dispersal components of the model:
1) The matrix B n is positive, or nonnegative and primitive (Caswell 1989) . In practice most population projection matrices have this property.
2) Let A ϭ B 0 (i.e., B n evaluated at n ϭ 0). This matrix represents the set of vital rates at low population densities. We will require the largest eigenvalue of A to be larger than one. With this assumption we are guaranteed that the population will grow when small.
3) Increased population density has a negative effect on the organism's vital rates:
where the inequalities are evaluated elementwise. A sufficient condition for the inequalities in Eq. 12 to hold is that all of the elements of B n are nonincreasing functions of the elements of n.
4) All of the kernels have a moment-generating function (cf. Eq. 10); i.e., they have exponentially bounded tails. Models with dispersal kernels that do not satisfy this requirement can produce accelerating invasions (Mollison 1972 , Kot et al. 1996 .
According to the linear conjecture, the rate of spread of the population modeled by Eq. 8 is governed by its linearization near n ϭ 0:
We look for a rightward traveling wave solution to Eq. 13, i.e., a solution of the form n(x, t) ϭ u(), with ϭ x Ϫ ct and c Ͼ 0. Substitution into Eq. 13 yields
Because Eq. 14 is a linear equation, we expect to find solutions that are exponential functions of the new variable , i.e., solutions of the form
In this solution, w is a vector that gives the relative abundance of the different stages in the traveling wave, and s determines the shape of the advancing edge of the wave. The problem is to calculate s and c. We begin by substituting Eq. 15 into Eq. 14 to obtain ϱ Ϫs sc
Since we are looking for a rightward traveling wave, we will restrict our attention to s Ͼ 0, so that the solution decays with x. With the change of variables ϭ Ϫ
Eq. 16 becomes
͵ [ ]
Ϫϱ
The right-hand side of this equation contains a matrix of the moment-generating functions of the dispersal kernels (cf. Eq. 10). We will call this matrix M(s),
͵ Ϫϱ with elements m ij (s). Typically, the moment-generating function of a kernel only exists for some finite interval around s ϭ 0. We will therefore assume that there exists some ŝ such that all of the elements of M(s) exist for all 0 Յ s Ͻ ŝ, and we will restrict s to this range. In terms of M(s) we can rewrite Eq. 18 as
Thus e sc is an eigenvalue and w is an eigenvector of H(s). Since H(s) has dimension m ϫ m, there will be m of these eigenvalues, which we denote 1 (s), . . . , m (s), in decreasing order of magnitude. (Note that H(s) includes both the stage-structured demography and dispersal.)
We show in Appendix A that the asymptotic wave speed of an invasion with initial condition Ϫsx n(x, 0) ϭ n e 0 (22) is determined by the largest of the eigenvalues of H(s): is an upper bound on the invasion wave speed for a model governed by Eq. 8 with initial conditions with compact support. We will use the symbol s* for the value of the spatial decay rate s that corresponds to the minimum speed, c*.
The linear conjecture and our numerical simulations strongly suggest that c* is not only the upper bound on the wave speed, but also the actual asymptotic wave speed. For example, consider the model (Eq. 9a, b) that we assembled in the Introduction. For this model,
The moment-generating function of a delta function is the constant 1, and the moment-generating function of the Laplace distribution is 1/(1 Ϫ ␣ 2 s 2 ).) Fig. 4 is a plot of c(s) vs. s as calculated from the dominant eigenvalue of H(s) (using Eq. 23). The minimum wave speed obtained from this calculation (c* ഠ 0.208) agrees with the speed we calculated from our simulations (cf. Fig. 3 ). Fig. 5 shows that s* is the rate at which the population density decays with x as t becomes large.
Sensitivity of invasion speed.-Demographic analysis has been greatly extended by the application of perturbation theory, which permits calculation of the sensitivity and elasticity of to changes in the vital rates (Caswell 1978 (Caswell , 1989 . In this section, we present formulas for the sensitivity and elasticity of c*, the asymptotic invasion wave speed, to changes in the entries of the matrix A and to changes in the dispersal parameters. In the context of the models we examine, the parameter changes represent changes in the life history. But there are other, equally compelling reasons Ecology, Vol. 81, No. 6 FIG. 5 . The slope of the invasion wave, when plotted on a log scale, is given by the value of s*. Here, the dot-dashed line exhibits the predicted slope; the solid and dashed lines indicate the population densities derived from numerical simulations after 200 iterations of the model (Eqs. 8, 9a, b), using the same parameter values as Fig. 2 . Fig. 4 ). 4) Form the matrices M (s*) and H (s*). 5) Calculate the sensitivity matrix for 1 (s*) using Eq. 30. 6) Compute the sensitivity and elasticity of c* using Eqs. 26 and 27.
for a sensitivity analysis of this sort. For example, errors in estimating the parameters result in errors in c*.
The most important errors will be those in the parameters to which c* is most sensitive. Information on the sensitivity of c* to changes in the parameters can thus be used to design sampling procedures that maximize the precision of the estimates of the most critical parameters. Sensitivity analyses of invasion wave speeds may also be valuable in the evaluation of management strategies for the control of invasive species (cf. Sharov and Liebhold 1998).
The results of our analysis (presented in Appendix B) are formulas for the sensitivity of c* to changes in the demographic parameters a ij ,
and for the elasticity of c* to changes in the demographic parameters,
[ ] Here w and v are the right and left eigenvectors of H(s*) corresponding to 1 (s*) and ͗·͘ denotes the scalar product (Caswell 1978) . A step-by-step procedure to implement these calculations is outlined in Table 1 .
EXAMPLES
In this section, we analyze invasion wave speeds for two plant species. Ideally, the analyses would be based on stage-specific data on both demography and dispersal. Such data are, however, seldom presented together (possibly because until now it has been difficult to combine them in a single analysis). The examples we present here are not ideal, but they will demonstrate the analyses, show the kinds of conclusions that are possible, and, we hope, inspire studies with more complete data.
Dipsacus sylvestris
Teasel (Dipsacus sylvestris) is an herbaceous monocarpic perennial found in old fields and disturbed areas in northeastern North America, where it was introduced from Europe in the late 19th century (Werner 1975a) .
Stage-structured matrix population models for teasel were developed by Werner and Caswell (1977) and Caswell and Werner (1978) , using data from populations experimentally introduced into eight old fields in southern Michigan. As modified by Caswell (1989) , individuals were classified as dormant seeds, small, medium, or large rosettes, and flowering plants. Only flowering plants produce dispersing propagules; these propagules may remain dormant or produce varioussized rosettes in the next year. Fig. 6 shows the life cycle. Annual population growth rates (, measured as the dominant eigenvalue of the projection matrix A) in the eight fields ranged from 0.275 to 3.792.
Teasel seeds are relatively large, and have no obvious adaptations for dispersal. Werner (1975b) measured the probability distribution of dispersal distances surrounding individual flowering plants using seed traps. She found a Laplace distribution of dispersal distances, with a mean dispersal distance ␣ ഠ 0.257 m. More than 99% of the seeds land within a 1.5 m radius of the parent plant.
Conjecturing that the population with the highest population growth rate (Field M, ϭ 3.792) is representative of ideal, low-density conditions, we calculated the invasion wave speed for this population, using Eq. 24. The population projection matrix is 
The dispersal matrix K(x) contains delta functions everywhere except for the last column, describing the fates of seeds. Each element of this column is equal to Under these conditions, a teasel invasion wave would move each year roughly twice the mean seed dispersal distance. Fig. 8 shows the wave speed c* as a function of for the eight fields. In the absence of any information to the contrary, we have assumed that the same dispersal kernel applies to all fields. This might not, of course, be true.
The sensitivities and elasticities of and of c* for Field M are shown in Fig. 9 . To facilitate comparison with the elasticities of , which sum to 1, we have normalized the elasticities of c* to do the same. The patterns of both sensitivity and elasticity are the same for and c* (the correlation of the logs of the two sensitivities is 0.991; the correlation of the two elasticities is 0.980). In other words, if has a high sensitivity or elasticity to a change in a particular element of A, invasion wave speed does too. The patterns shown in Fig. 9 are typical. Both and c* are most sensitive Ecology, Vol. 81, No. 6 FIG. 9 . Left column: relation between the sensitivities of population growth rate and sensitivities of invasion wave speed c* to changes in the a ij , for the teasel population of Field M. Right column: the same comparison, but for elasticity. The elasticities of c* have been rescaled to sum to 1, as do the elasticities of . to changes in the lower left corner of A: transitions from seeds to large, reproducing individuals.
In this example, there is only one dispersal parameter, ␣; it appears in every entry in the last column of M. To calculate the sensitivity of c* to ␣, we use the formula Eq. 28 six times, remembering that every ␣ i6 ϭ ␣, and sum the results over i. The result is dc*/d␣ ഠ 2.17, which is approximately half of the largest sensitivity of c* to changes in the elements of A.
Calathea ovandensis
Calathea ovandensis is an herbaceous perennial plant found in the understory of neotropical successional forests. Horvitz and Schemske (1995) constructed stage-classified matrix models for populations at four sites in Mexico, over four years, yielding a total of 16 projection matrices. Individuals were classified as seeds, seedlings, juveniles, pre-reproductives, and small, medium, large, and extra-large reproductive plants. Fig. 10 shows the life cycle. In contrast to teasel, in which dispersal occurred during transitions from one stage (flowering plants) to several (dormant seeds or rosettes), in Calathea dispersal involves transitions from several stages (different-sized flowering plants) to a single stage (seeds).
Seeds of C. ovandensis are dispersed by ants. Horvitz and Schemske (1986) carried out dispersal experiments, and reported the mean distance that seeds were carried by each of several species of ants, and the proportion p i of seeds dispersed by each ant species. One ant (Pheidole sp.) did not move seeds at all, but seeds that it found were later dispersed by other ant species. Eliminating Pheidole and rescaling the proportions of seeds dispersed by each species yields the data in Table 2 . Horvitz and Schemske (1986) did not measure dispersal kernels, but they did report the mean dispersal distance. For the sake of this example, we assume a Laplace distribution of dispersal distances. We also assume that the fate of seeds is independent of the species of ant by which they are dispersed. Under these assumptions, the dispersal kernel matrix is er entries of K i are delta functions. Similarly, the moment-generating function matrix is
The overall average dispersal distance, weighted by the probabilities p i , is 1.1779 m. Population growth rates for the 16 matrices ranged from ϭ 0.7356 to ϭ 1.2477. Horvitz et al. (1997) analyze the causes of this variation. The matrix with the largest population growth rate (C3 in the notation of Horvitz and Schemske 1995) represents the best conditions for Calathea, so we examine its wave speed in detail. The invasion wave speed is c* ϭ 2.7464 m/ yr; this is more than two mean dispersal distances per year. The invasion wave speed increases with population growth rate , as shown in Fig. 11 . The sensitivities and elasticities of and c* to changes in the vital rates are shown in Fig. 12 . Once again, there is a close correlation between the sensitivity and elasticity of c* and of to changes in the vital rates.
Short-and long-distance dispersal
Each of the four ant species that disperse the seeds of Calathea carries them a different distance. The species with the longest mean dispersal distance (925 cm) disperses only 7% of the seeds. The species that disperses most (66%) of the seeds carries them only 76 cm. We can ask how important is rare long-distance dispersal by Pachycondyla apicalis compared to the much more common short-distance dispersal by P. harpax. Similar problems have been considered in other frameworks (Goldwasser et al. 1994 , Lewis and Schmitz 1996 , Clark 1998 .
We explored this problem in Calathea ovandensis by setting the dispersal distances for all ant species other than Pachycondyla apicalis to zero and recalculating c* for all plots in which Ն 1. The results are shown in Table 3 . The resulting wave speeds are all within 1% of the values calculated from the entire suite of ant species. Thus in Calathea ovandensis, the long-distance dispersal events, rare though they may be, determine the invasion wave speed almost completely. Clark et al. (1998) suggested that rare long-distance dispersal might be responsible for observed rates of spread of plant populations over geological time, which are sometimes much faster than would be predicted by mean seed-dispersal distances. Teasel may be an example. It was introduced into North America from eastern Europe, and was first collected in Canada in 1877, in Niagara Falls, Ontario. By 1900, it had reached the east coast of North America, an east-west distance of roughly 650 km (Werner 1975a) . This corresponds to an average speed of ϳ27 km/yr which is faster than the calculated speed of c* ϭ 0.5639 m/yr by a factor of 4.8 ϫ 10 4 . Teasel obviously did not travel this far this fast by the mechanisms included in our analysis.
Teasel seeds float, and the species has dispersed in North America mainly along waterways (Werner 1975a). Seed trap experiments, like those of Werner (1975b) , could not, of course, detect or quantify this mode of dispersal. Suppose that some small fraction of teasel seeds land in water, and that when they do they are dispersed according to a Laplace distribution with some larger mean distance. Fig. 13 shows the invasion wave speed as a function of the mean distance for water-dispersed seeds, for two proportions (1.0 ϫ 10 Ϫ3 and 1.0 ϫ 10 Ϫ6 ) of seeds dispersed by water. Regardless of the probability of dispersal by water, it requires a mean waterborne dispersal distance of ϳ20 km to reach a wave speed of 27 km/yr. While this seems far, it is certainly not impossible. (A seed afloat for 12 h in a river flowing at 0.5 m/s will cover over 21 km.) Another possible explanation is that multiple introductions of teasel have contributed to its distribution in North America.
An interesting aspect of Fig. 13 is the very small sensitivity of c* to the probability of long-distance dispersal. The wave speed resulting from a one-in-a-million event is almost identical to that resulting from a one-in-a-thousand event. Thus, undetectably rare longdistance dispersal events can completely determine the wave speed of an invading species. Fig. 14 demonstrates this by plotting the invasion wave speed as a function of the probability of long-distance dispersal.
DISCUSSION
The main result of this paper is a framework for calculating asymptotic invasion speed from stage-specific data on demography and dispersal. It combines two previously separate bodies of theory: dispersal models (which have been applied to such important issues as habitat fragmentation, epidemic spread, spatial pattern formation, and competitive coexistence) and matrix population models (which have been used to study population dynamics, life history evolution, ecotoxicology, and management strategies).
Perhaps the most useful part of this framework is the recipe for calculating the sensitivity and elasticity of wave speed to changes in both the demographic vital rates and the dispersal parameters (Table 1) . Such perturbation analyses have become an important part of demographic analysis, and they should become standard practice in analysis of wave speed as well. In two relatively simple examples, we found that the sensitivity and elasticity of wave speed are highly correlated with the corresponding sensitivity and elasticity of population growth rate . If generally true, this implies that the perturbation analysis of matrix population models can be interpreted as providing approximate information on effects of life history changes on wave speed. This possibility warrants further investigation, especially in cases including more stage-specific dispersal information than the examples we analyzed here.
Other approaches
Ours is not the first attempt to include population structure in dispersal models. Continuous-time models including age (but not stage) structure have been developed by Thieme (1977 Thieme ( , 1979 , Diekmann (1978, 1979), Van den Bosch et al. (1990) , and Mollison (1991) ; also see Rotenberg (1972) , Gurtin (1973) , and Gopalsamy (1976 Gopalsamy ( , 1977 . These models are essentially spatial extensions of Lotka's integral equation for the intrinsic rate of increase r. They have been applied to the spread of birds , Lensink 1997 , earthworms (Marinissen and Van den Bosch 1992) , and potato blight (Van den Bosch et al. 1994) . Hengeveld (1994) provides a nontechnical review. In a challenging theoretical paper, Diekmann et al. (1998) have generalized these models to include some kinds of stage structure.
The situation is analogous to that in demography, were several different mathematical frameworks (matrix models, delay differential equations (Nisbet 1997) , partial differential equations (de Roos 1997), and integral equations (Diekmann et al. 1994) ) coexist peacefully. Each method has its strengths and weaknesses , and which method is preferred depends upon the situation-the life cycle of the organism, the form of the data, the biological question to be addressed-and the tastes and training of the analyst.
The matrix-based approach described in this paper has several strengths: 1) For many organisms, classifying individuals by stage is more accurate than classification by age, and stage-classified models are particularly easy to develop in matrix form (Caswell 1989) . They are also relatively simple to analyze: the computation of invasion speed (Eq. 24) only involves finding the eigenvalue of a matrix.
2) Although we did not examine questions of life history evolution here, that theory is currently more influenced by matrix models than by other stage-structured models (Roff 1992 , Stearns 1992 , and we hope to visit these questions at another time.
3) The parameters in matrix population model can be estimated in a variety of ways (cohort studies, transition frequencies, mark-recapture data, inverse methods; see Caswell 2000) . As a result, there is a rich and rapidly growing literature of empirical studies using these models. Dispersal kernels also lend themselves to empirical measurement (Silverman 1986 , Härdle, 1990 , de Wit and Floriani 1998 . Without belittling the challenges involved in collecting either demographic or dispersal data, we believe that the models we describe are empirically practical.
Just as the various mathematical frameworks for incorporating demographic structure complement one another, we expect that the study of stage-structured integrodifference equation models will illuminate work on other types of spatial models, and vice versa.
The importance of population structure
It is reasonable to ask whether it is worth the trouble to include the complications of stage-structure in predicting invasion speeds. One way to address this is to compare the stage-structured result with the invasion speed computed as if the population were unstructured, using Eq. 11 and replacing b(0) with . Fig. 15 shows the result of doing just that for the teasel and Calathea populations we modeled in the Examples section. In both cases, the unstructured model overestimates the invasion speed. It is a straightforward exercise to show that, ceteris paribus, this procedure always overestimates the invasion speed because it ignores the fact that some transitions do not involve dispersal. It should also be noted that Eq. 11 implies that invasion speed increases monotonically with intrinsic growth rate. But this is not the case in a structured model; parameter changes that increase can produce a slower invasion. (This happens in the teasel model; cf. Fig. 15a. ) However, at a conceptual level, we believe that this comparison misses the point. Including population structure is not only, or even primarily, a way to increase the accuracy of calculating wave speed. It is a way to link a result (c* in this case) with processes occurring within the life cycle of the individual. That is, it is a way to include the mechanisms responsible for determining the end results. As such, its value is that it provides much more insight, as well as somewhat more accuracy.
The importance of long-distance dispersal
In the examples analyzed here, when dispersal is composed of long-and short-distance dispersal, it is the long-distance component that governs the invasion speed, even when long-distance dispersal is rare. This is not a new result (e.g., Goldwasser et al. 1994 , Kot et al. 1996 , Lewis and Schmitz 1996 , Clark 1998 , and it makes the estimation of dispersal kernels all the more challenging because it is particularly difficult to distinguish kernels with different tails (Kot et al. 1996) . However, our results suggest that most attention should be paid to those modes of dispersal with the greatest potential for long-distance movement. For example, it might be nearly impossible to estimate the proportion of teasel seeds that disperse by water, but much more feasible to conduct an experiment that would measure the distance traveled by seeds introduced into water. Figs. 13 and 14 show that knowing this distance is much more important than knowing the proportion of seeds dispersed in this way, as long as that proportion is small.
Data requirements
Our analysis clarifies the data required to analyze invasion speed. The data requirements for matrix population models are well known: a set of stages, a set of possible transitions, and estimates of transition probabilities and fertilities (e.g., Caswell 2000) . The underlying idea is that the demographic properties of individuals differ among stages, and the model must incorporate those differences. Since dispersal may also differ among stages, we require a kernel describing the movement that accompanies each transition in the demographic model. Transitions that involve only negligible movement (e.g., among size classes of trees) are easy. But in principle a complete model would include an independently estimated dispersal kernel for each transition involving mobile stages. This is not a trivial task. But it is not, we submit, hopeless. The model suggests ways to focus the effort, by concentrating on stages that disperse, by concentrating on modes of dispersal that are markedly stagespecific (something that none of the data we have encountered have included), by concentrating on stages and modes of dispersal likely to involve long-distance movement, and by concentrating on stages to whose movement c* is particularly sensitive.
Calculated and observed wave speeds:
what if they differ?
The wave speed calculated for teasel disagrees, by a large factor, with the apparent rate of spread of the species in North America. How should such disagreements by interpreted? Like calculations of population growth rate, calculations of wave speed are projections from estimates of current conditions. If the vital rates have these values and if the dispersal kernel has this shape and if those values and that shape are maintained indefinitely, then an invasion wave will spread at the speed c*. Disagreement of c* with an observed rate of spread is not a failure of the analysis; it is evidence that the mechanisms included in the model are not those, or all of those, operating in the population, and an invitation to develop alternative hypotheses.
In the case of teasel, field biologists were already aware of the discrepancy between the short distances traveled by most seeds, and the speed with which the plant spread after its introduction to North America. This kind of discrepancy is well known in plant ecology (Clark 1998 , as is the fact that wave speeds are highly influenced by the tails of the dispersal kernel (Kot et al. 1996 ). Teasel's habit of spreading along river systems was known (Werner 1975a) , and suggests a possible mechanism for rapid spread. The combination of models for demography and dispersal, together with sensitivity analysis, promises to be an even more powerful tool for exploring alternative hypotheses. Our examples here only scratch the surface of such explorations.
Generalizations and directions for future research
The model we have analyzed can be extended in a number of directions. For example, we have assumed away temporal variation and spatial heterogeneity. The effects of stochastic temporal variation (environmental stochasticity) on wave speed can be explored using ergodic theory methods familiar from stochastic demography (e.g., Tuljapurkar 1990 ). The effects of spatial heterogeneity on wave speed have been studied in reaction-diffusion models by Shigesada et al. (1986 Shigesada et al. ( , 1987 ; similar approaches can be applied to integrodifference equation models (Van Kirk and Lewis 1997; M. G. Neubert and A. LaBonte, unpublished results) .
Demographic stochasticity, the result of probabilistic application of vital rates to individuals (rather than to populations), is another source of variation that we have ignored. The effects of demographic stochasticity are most evident when population size is small, and so are particularly important in the establishment and spread of an invading species. Lewis and Pacala (1999) studied an unstructured invasion model that incorporates demographic stochasticity. Their method produc-es deterministic integrodifference equations like Eq. 3 for the spatial moments of the system. Thus the deterministic theory is necessary for the analysis of the stochastic model. We expect the same will be true for structured models with demographic stochasticity; i.e., their analysis should require the results we have presented here.
Finally, our analyses also assume that the nonlinearities in population growth are well behaved. Allee effects, which would produce positive density dependence at the low densities in front of an advancing wave, can have major effects. In particular, models with Allee effects typically have both a critical population density and a critical population extent (Kot et al. 1996 ; also see Aronson and Weinberger 1975, Lewis and Kareiva 1993) . If the population is initially too small, or its range is initially too restricted, the invasion will fail and the population will become extinct. How these effects might manifest themselves in a structured integrodifference equation model is an open question.
These examples, all subjects of current research, certainly do not encompass all of the complexities and vagaries of real invasions. The combination of the full richness of life cycle structure, density dependence, and dispersal in realistically complicated environments is a challenge for future research.
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