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ON THE CONVERGENCE OF CESÁRO MEANS OF
NEGATIVE ORDER OF VILENKIN-FOURIER SERIES
GVANTSA SHAVARDENIDZE
Abstract. In 1971 Onnewer and Waterman establish sufficient condi-
tion which guarantees uniform convergence of Vilenkin-Fourier series of
continuous function. In the paper we consider different classes of func-
tions of generalized bounded oscilation and in the terms of these classes
there are established sufficient conditions for uniform convergence of
Cesáro means of negative order.
1. Definition an Notations
Let N+ denote the set of positive integers, N := N+ ∪ {0}. Let m :=
(m0,m1, ...) denote a sequence of positive integers not less than 2. Denote
by Zmk := {0, 1, ...,mk−1} the additive group of integers modulomk. Define
the group Gm as the complete direct product of the groups Zmj , with the





is the Haar measure on Gm with µ(Gm) = 1. If the sequence m is bounded,
then Gm is called a bounded Vilenkin group. In this paper we consider
only bounded Vilenkin group. The elements of Gm can be represented by
sequences x := (x0, x1, ..., xj , ...), (xj ∈ Zmj ). The group operation + in
Gm is given by x+ y = (x0 + y0 (modm0) , ..., xk + yk (modmk) , ...) , where
x = (x0, ..., xk, ...) and y = (y0, ..., yk, ...) ∈ Gm. The inverse of + will be
denoted by −.
It is easy to give a base for the neighborhoods of Gm :
I0(x) := Gm,
In(x) := {y ∈ Gm|y0 = x0, ..., yn−1 = xn−1}
for x ∈ Gm, n ∈ N. Define In := In(0) for n ∈ N+. Set en := (0, ..., 0, 1, 0, ...) ∈
Gm the n th coordinate of which is 1 and the rest are zeros (n ∈ N) .
If we define the so-called generalized number system based on m in the
following way: M0 := 1,Mk+1 := mkMk(k ∈ N), then every n ∈ N can be
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uniquely expressed as n =
∞∑
j=0
njMj, where nj ∈ Zmj (j ∈ N+) and only a
finite number of nj’s differ from zero. We use the following notation.
Set n(A) = nAMA+ · · ·+n0M0, nA 6= 0, A ∈ N. Suppose that n(−1) = 0.
Let Z
(k)












, j = 0, 1, . . . , n− 1.










Next, we introduce on Gm an orthonormal system which is called the
Vilenkin system [1]. At first define the complex valued functions rk(x) :




(ı2 = −1, x ∈ Gm, k ∈ N).






k (x) (n ∈ N).
Specifically, we call this system the Walsh-Paley one if m ≡ 2.
The Vilenkin system is orthonormal and complete in L1(Gm) [1].
Now, introduce analogues of the usual definitions of the Fourier analysis. If































(2) DMn (x) =
{
Mn, if x ∈ In,





Dn (t) dµt = 1, n ∈ N+.
Let n = nkMk + n
′
, 0 < nk < mk and 0 ≤ n′ < Mk, then (see [12])
(4) Dn (x) =
1− ψnkMk (x)
1− ψMk (x)




(5) Dj+nkMk (x) = DnkMk (x) + ψnkMk (x)Dj (x) .







DMk (x) + ψrMk (x)Dj (x) .
Let 0 ≤ j < nsMs and 0 ≤ ns < Ms, then ( see [2])
(7) DnsMs−j (x) = DnsMs (x) + ψnsMs−1 (x)Dj (x).
Cesáro (C,α) means of Vilenkin-Fourier series is defined as follows



















(α+ 1) · · · (α+ n)
n!













(9) Aαn ∼ nα,
(10) Aαn −Aαn−1 = Aα−1n .




|f (x)| , (f ∈ Gm) .


































∣∣∣f (x)− f (x′)∣∣∣ .





For bounded Vilenkin group Onnewer and Waterman [11] proved that the
following theorems hold true.



















uniformly in x ∈ Gm and nk ∈ {1, 2, . . . ,mk+1 − 1} . Then the Vilenkin-
Fourier series of f converges uniformly on Gm.
From Theorem 1 imply the following theorem.
Theorem OW2. [11] Let f ∈ C (Gm) ∩ BO (Gm) . Then the Vilenkin-
Fourier series of f converges uniformly on Gm.
5Let p (u) be a continuous, realvalued, strictly increasing function, defined
for u ≥ 0, such that p (0) = 0 and limu→∞ p (u) =∞. Let q (u) be the inverse




p (t) dt and N (u) =
u∫
0
q (t) dt .
Functions M and N thus obtained are called complementary in the sense of
Young [16], and they satisfy the following inequality
if a, b ≥ 0, then ab ≤M (a) +N (b) .
Definition 2. A function f on Gm is generalized bounded M-oscilation














In terms of M-oscilation Onnewer and Waterman [11] proved that the
following is true.
Theorem OW3. Let M and N be functions complementary in the sense







< ∞. Then the
Fourier series of f converges uniformly on Gm.
2. Main Results







∣∣∣f (x− z(k)β )− f (x− z(k)β − ek)∣∣∣ = 0
uniformly with respect to x on Gm. Then
lim
n→∞
∥∥σ−αn (f)− f∥∥C = 0.
Set



















∥∥σ−αn (f)− f∥∥C = 0.
From this theorem we get following result.
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∥∥σ−αn (f)− f∥∥C = 0.
Corollary 2. Let f ∈ C (Gm) ∩BOp (Gm) , 0 < α < 1p , then
lim
n→∞
∥∥σ−αn (f)− f∥∥C = 0.
We note that the problems of summability of Cesáro means of negative
order of Fourier series with respect to trigonometric, Walsh-Paley and Walsh-
Kaczmarz systems were studied by Zygmund [16], Zhizhiashvili [15], Nagy
[8]-[10], Tevzadze [14], Goginava [3] - [7].
3. Auxiliary Results
Lemma 1. Let α ∈ (0, 1) and MA ≤ n < MA+1. Then
n∑
j=1

























Proof. Let n = nAMA + n
′
, 0 ≤ n′ < MA.Using (5) and (8) we can write
n∑
j=1
A−α−1n−j Dj (x) =
nAMA∑
j=1

























7Using iteration, we get
n∑
j=1
























































































From (11)- (13) we obtain
n∑
j=1













































































Lemma 1 is proved. 




M−αl DMl (x) .



















From (7) and (9) we have
(14) B1 ≤ c (α)
A∑
k=0
M−αk DMk (x) , nk 6= 0.










































M−α−1k DMk (x) =
A∑
k=0
M−αk DMk (x) .
It is known that [12]

















































































M−αl DMl (x) .




































22 ≤ c (α)
A∑
l=0
M−αl DMl (x) .
Combining (14), (15), (17) and (18) we complete the proof of Lemma 2. 
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For Walsh system Lemma 1 and Lemma 2 see in [7].
Suppose that Z
(k)










Lemma 3. Let α ∈ (0, 1) . Then∣∣∣K−αn (Z(k)β )∣∣∣ ≤ c (α)β1−αMk.
Proof. From Lemma 2, (9) and (3) we get



































where c is absolute constant.









A−αn−νψν (u) [f (·+ u)− f (·)] dµ (u)
∥∥∥∥∥∥
C













where Mk ≤ n < Mk+1.
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4. Proofs of main results
Proof. of Theorem 1. From (3) we can write







































A−αn−1−υψυ (t) [f (x− t)− f (x)] dµ (t)
= I + II + III + IV.




























































f (x− t)ψnkMk (t)K
−α
n









































f (x− t)ψnkMk (t)K
−α
n


































= IV1 + IV2.













nk = ψnkMk (t− ek)
and ∣∣∣1− ψ−nkMk (ek)∣∣∣(21)
=














































f (x− t− ek)K−αn′ (0)ψ
nk
Mk
(t)ψnkMk (0) dµ (t)




∣∣∣1− ψ−nkMk (ek)∣∣∣ A−αn′−1A−αn−1
∫
Ik





































M1−αk o (1) = o (1) ,
therefore from (21)
(23) IV2 = o (1) , as k →∞
uniformly with respect to x ∈ Gm.
combining (22) and (23) we conclude that
(24) IV = o (1) , as k →∞
uniformly with respect to x ∈ Gm.
















A−αn−1−υψυ (t) [f (x− t)− f (x)] dµ (t)
= III1 + III2.
Since





































































A−αn−1−MkDMk (t) dµ (t)
= III11 + III12 + III13.




















Consequently, from (2) and (7) we get

















Combining (26)- (28) we obtain














































































×ψnkMk (t) [f (x− t)− f (x)] dµt
= III21 + III22.

















































































= III211 + III212.







(t) = ψnk−1Mk (t− ek)
and
(32)
∣∣∣1− ψ−(nk−1)Mk (ek)∣∣∣ ≥ c > 0.





















Since (32) we have





















∣∣∣(f (x− t− Z(k)β )− f (x− t− Z(k)β − ek))ψnk−1Mk (t)∣∣∣ dµ (t)




M1−αk o (1) = o(1),
and consequently,
(34) |III212| = o(1), as k →∞
uniformly with respect to x ∈ Gm. Combining (31), (33) and (34) we have
|III21| = o(1), as k →∞
uniformly with respect to x ∈ Gm.
Analogously, we can prove the estimation for III22
|III22| = o(1), as k →∞
uniformly with respect to x ∈ Gm.
Finally for III we obtain
(35) |III| = o(1), as k →∞
uniformly with respect to x ∈ Gm.
The estimation of II is analogous to the estimation of III and we can
conclude
(36) |II| = o(1), as k →∞
uniformly with respect to x ∈ Gm.
Using lemma 5 we obtain
(37) I = o (1) , as k →∞
17
uniformly with respect to x ∈ Gm.
Combining (24), (35), (36) and (37) we complete the proof of theorem
1. 































































It is not hard to see that there exists {γ (k) : k ≥ 1} sequence for which






γ(k) → 0. Hence, from the condition





υ (Mr, f)→ 0, as k →∞.
Theorem 2 is proved. 
















































































































From theorem (2) we obtain proof of corollary 1. 




















− α > 0.
corollary 2 is proved. 
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