With the linear fractional transformation we associate the two matrices -±(:i).
and we note that composition of transformations corresponds to matrix multiplication. As a matter of convenience, we will interchangeably think of M as a linear fractional transformation and as a matrix.
A function /(t), meromorphic in Jf, such that f(Mx)=f(x), for all MeT, xetf is said to be an automorphic function with respect to T. (The usual definition of automorphic function imposes a growth condition on f(x) as x approaches certain points of the real axis from within an angle. The same remark is applicable in connection with the definition of automorphic form, given below. It will be apparent from the nature of the results given here that this growth condition plays no role in the present context.) Let r be a real number. A function/(t), meromorphic in ¿f, is said to be an automorphic form of dimension r on T, with multiplier system v, provided f(Mx) = v(M)(cx + d) 'rf(x) for every Ur, xe*>, where v(M) depends only on M and not on x, and |v(M)| = 1 for every MeT.
Here a branch of (ex + d)~T is fixed once and for all. We see that an automorphic function on T is an automorphic form of dimension 0 on T, with multiplier system »si. Suppose, as before, that T is a group of linear fractional transformations preserving Jf. We say that a is a limit point of T provided that there is a point z and a sequence {Vn} of distinct elements of T such that F"z->a, as n-»co. If a is not a limit point it is called an ordinary point of T. T is said to be discontinuous at a if a is an ordinary point of T. Note that the Vnz need not be distinct. Thus, in particular, if a is a fixed point of infinitely many distinct V e T, then a is a limit point of T.
T is discontinuous in ¿F if every point of 3/t° is an ordinary point of T. It has been known since Poincaré that T is discontinuous in #? if and only if F is discrete in the topology defined by elementwise convergence (cf. [3, p. 99] ). In particular then in order to show that F is discontinuous in Jf it suffices to show that there does not exist an infinite sequence of distinct Vn converging to /, the identity matrix. In view of this remark, there is Theorem A. Suppose T is a group of linear fractional transformations preserving ¿^, and suppose there is a nonconstant function fiz) automorphic with respect to F. Then F is discontinuous in ¿P.
Proof. Suppose V" -» /, with Vn distinct elements of F. Consider the countable set W,j of elements of F given by W,¡ = V, ~1VJ, for i #/ 1 ^ i,j < oo. Then no W,j is equal to /. Hence there exists z0eH such that z0 is fixed by no Wu, since every linear fractional transformation # / has at most two distinct fixed points. It follows that the points V"z0 are all distinct, for it V,z0 = VjZ0, then V, ~~ lVjZ0 = z0. On the other hand V"z0^>z0 since Vn-+I. But f(V"z0) =/(z0) for all n, and since/is meromorphic at z0,fiz) =/(z0) for all zeJf.
Since fiz) is not constant in Ji? it follows that F is discrete and therefore discontinuous in 3tf.
J. R. Smart has raised the question of whether we can replace f(z) by an automorphic form of dimension r on F and still conclude that F is discontinuous. The answer as we shall see is "no." However, we find that the nondiscontinuous groups T that can occur are limited in variety and we shall classify all of them (Theorem 13). It is clear that the above simple proof of Theorem A fails if f(z) is an automorphic form instead of an automorphic function. Nevertheless there is the following result which is a natural generalization of Theorem A for automorphic forms of integral dimension with multiplier system v = 1 on r. Theorem 1. Suppose F is a group of linear fractional transformations preserving Sri?. Then F is discontinuous if one of the following holds.
(a) There is an automorphic form f(x) of positive even integral dimension on T, with multiplier system v = 1, such that f(x) is not a polynomial.
(b) There is an automorphic form f(x) of positive odd integral dimension on T, with multiplier system v = ± 1, such that f(x)2 is not polynomial.
Condition (a) is equivalent to the existence of an automorphic form g(x) of negative even integral dimension on T, with multiplier system v = 1, such that g(x) is not the reciprocal of a polynomial. For f(x) is an automorphic form of dimension r on T if and only if 1//(t) is an automorphic form of dimension -r on T. For the same reason, condition (b) is equivalent to the existence of an automorphic form g(x) of negative odd integral dimension on T, with multiplier system v = ±1, such that g2(x) is not the reciprocal of a polynomial.
We give a proof of Theorem 1 in §2. As we shall see the condition that/(r) is not a polynomial (f(x)2 is not a polynomial in (b)) is not superfluous. That is, there do exist groups T which are not discontinuous and which support automorphic forms of the type excluded in (a) and (b). We find all groups T which support polynomial automorphic forms, and in the process all groups T which are not discontinuous, but support automorphic forms of integral dimension with multiplier system v = 1 (Theorems 7 and 8). Next, we find all nondiscontinuous groups T which support automorphic forms of integral dimension with multiplier system v not necessarily = 1, and at the same time we describe all such automorphic forms on these groups (Theorem 10). Finally we describe all nondiscontinuous groups T which support automorphic forms of real dimension (Theorem 13).
It is not too difficult to see that all of our methods and results go through if we drop the condition | v(M) | = 1 on the multiplier systems and also allow r to be complex. We do not carry out the details here, however.
Walter Roelcke, by different methods has obtained results which overlap with those given here. His work is unpublished.
2. Proof of Theorem 1. In the proof of Theorem 1 we need Lemma 2. Let r be a nonnegative integer and let F(x) be a complex function. Let a,b,c,d be complex numbers with ad -be = 1. Then
for any x such that both sides exist.
Remark. This result was first discovered by G. Bol [1] . If F is assumed to be regular in a neighborhood of (ax + b)/(cx + d), the lemma is a simple consequence of Cauchy's integral formula. Without the assumption of regularity, a proof can be given by induction on r. We give a proof via Cauchy's formula.
Proof. By the Cauchy formula, the left hand side of the statement of the lemma is equal to
where C is a simple closed curve with x in its interior. We make the change variable Ç' = (aÇ + b)I(ct. + d) and the above integral becomes
where C = MiC) is a simple closed curve with (ai + b)¡icx + d) in its interior. By the Cauchy formula again, this last integral is equal to
Suppose thatFisagroupofreal linear fractional transformations with determinant one, and r is a nonnegative integer. If fix) is an automorphic formonT of dimension r, with multiplier system v,thenf^r+l\x)= (dr+í¡dxr+l)(f(x)) is an automorphic form on F of dimension -r-2, with multiplier system v.
Proof. For every cdYT'
we have
Differentiating both sides r + I times with respect to x and using Lemma 2, we obtain.
the desired conclusion. Proof of Theorem 1. From now on we assume that F is normalized so that it consists of real linear fractional transformations of determinant one. We consider case (a) first. By Corollary 3,/(r+1)(T) is an automorphic form of dimension -r-2 with v = l.A simple calculation shows that (/(t))r + 2(/(r + 1)(T))ris an automorphic function on T. Suppose T is not discontinuous on Jf. We will show that then f(x) is a polynomial.
By Theorem A, (/(t))r + 2(/(r+1)(T))r = Kt, a constant. lff(x) is not a polynomial, Ky # 0, so that/(t) (and also/(r+1)(T)) has no zero in Jf. Hence g(x) = (f(x))1/r is a well-defined meromorphic function in Jt if we choose a branch. Furthermore since
and therefore g3(x) is an automorphic form of dimension 3, with multiplier system Vq. Also by Corollary 3, g"(x) is an automorphic form of dimension -3, with multiplier system v0. Henceg"(T)g3(-r)isan automorphic form of dimension zero and multiplier system v\\, so that, finally, (g"(x)g3(x))r is an automorphic function. Hence by Theorem A, (g"(x)g3(x))r = Kj, a constant. But if Kf = 0, then g"(x) = 0; we conclude that g(x), and therefore also/(i), is a polynomial. Hence K*^0, and we write g"(x)g3(x) = K2 #0, with a fixed branch chosen. Let ft(t) = g2(x). Then h(x) is an automorphic form of dimension 2 and multiplier system v\; h'"(x) is a form of dimension -4 and multiplier system ti0; h2(x)h'"(x) is a form of dimension 0 and multiplier system Vq. Furthermore, then (h2(x)h'" (x))r is an automorphic function, so that by Theorem A (ft2 (x)hm(x))r ~ K*, or h2(x)h'" (x) = K3, with a particular branch chosen. We show that K3 # 0. If K3 = 0, then ft'"(t) = 0, so that ft(x)isapolynomial. Hence/(t)= (g2(x))r/2= h(x)r/2 is a polynomial, contrary to assumption. Thus 7C3 ¥= 0.
Since g"(x) = K2g~3(x), we have g'"(x) = -3K2g'4(x)g'(x). On the other hand h{x) = g(x)2 implies that h'"(x) = 2g(x)g'" (x) + 6g'(x)g"(x). Therefore,
On the other hand, since g"(x) = K2g~\x), we have g" (x) = -3K2g-\x)g'(x). Thus we conclude that K3 = 0, a contradiction. Hence T is discontinuous.
Case (b) now follows from case (a) if we replace/(t) by/(-r)2.
3. Remarks on linear fractional transformations. We here summarize some relevant facts concerning linear fractional transformations. The proofs of these facts can be found in [3, pp. 69-70] . If T consists entirely of hyperbolics (elliptics) fixing t, and x2, then T is discontinuous if an only if the set o//c's corresponding to the elements of F has no limit point. This is immediate from the definition of discontinuity of a group. 4. Polynomial automorphic forms. Theorem 1 shows that, in an attempt to find all nondiscontinuous groups that support automorphic forms of integral dimension with multiplier system v = + 1, we can restrict our attention to groups which support polynomial automorphic forms of positive even integral dimension with multiplier system v = 1. In this section we investigate polynomial automorphic forms and the groups which support them. Throughout this section r will be a positive integer and p(x)^0 a polynomial automorphic form of dimension r with multiplier system v = 1 on F. Suppose MeT. Then M has at most two fixed points ; we can choose x0 such that p(xQ) = 0 and Mx0 # t0. Consider the sequence x0,Mx0,---,Mr+1x0. If these are all distinct, then at most one of these is the point at oo. But 0 = P(T0) = (cvt0 + dv)rp(MvT0), 0 g v á r + 1.
Thus, with at most one exceptional value of v, p(Mvt0) = 0, and p(x) has at least r + 1 zeros, a contradiction to Lemma 4. It follows that there exist i and j, 0¿ i < j á r + 1, such that MJx0 = M'x0, or MJ~'x0 = x0. Thus MJ~l has as least three distinct fixed points if M is elliptic or hyperbolic, and at least two if M is parabolic. In either case MJ~' = I. Hence JV7 has order at most r + 1 and is therefore elliptic. Corollary 6. Under the conditions of Theorem 5, T is finite and a fortiori discontinuous.
Proof. By a special case of a theorem of Burnside [2, p. 251 ] every periodic subgroup of GL(2,C), of bounded period is finite. Here C is the complex field. Under the conditions of Lemma 5, F is periodic of period (r + 1)!. Now F can be thought of as a periodic subgroup of GL(2,C), of period C2r + 2)\. Hence F is finite.
We next consider the case when p(x) has exactly two zeros.
Theorem 7. Let p(x) have degree r0^r and suppose p(x) has exactly two distinct zeros Xy and x2. Write p(x) = A(x -xff(x -xf)'0'" where a is an integer such that 0 < a, < r0.
(a) // Xy and x2 are real and r = r0 = 2ot, F contains at most hyperbolics fixing Xy and x2 and elliptics of order two interchanging Xy and x2.
(b) Ifx2 = Xy and r = r0 = 2a, F consists at most of elliptic elements, possibly of infinite order, fixing Xy and x2.
(c) Ifxy and x2 (or Xy and xf) are both in ¿P, and r + rQ = 2a, F contains at most elliptic elements of order two interchanging Xy and x2.
(d) Ifxy and x2 are real and r = 2r0 -a, r0 = 2a, then F consists of at most elliptic elements of order three permuting the points Xy,x2, and oo.
(e) // Xy is real, x2 is not real, and r -r0 = a, F contains at most elliptic elements of order two fixing x2 and interchanging xL and oo.
(f) Ifr0 = r # 2a, and x2 = xlt F consists of at most elliptic elements of order r -2a(r/2 -a, ifr is even) fixing xt and x2.
(g) Otherwise F = {/}.
In cases (c) and (f). F is finite, In case (d), F is a cyclic group of order three. In case (e), T is a cyclic group of order two. In these cases F is discontinuous. In cases (a) and (b), F need not be discontinuous.
Proof. Without loss of generality we may assume A -l. The argument used to prove Theorem 5 shows that F has no parabolic elements, since a parabolic linear fractional transformation is not of finite order and has only one fixed point.
Suppose MeF, with M hyperbolic. Then, once again by the argument of Theorem 5, Mxy = Xy, and Mx2 = x2, since M is not a finite order. It follows that Xy and x2 are real and M has the form Hence r = r0 and (a -cxy)x(a -CT2)ro_<" = 1. By (1) this latter condition becomes Kr/2~" = 1. Since M is hyperbolic r = 2a; otherwise k would be a root of unity, a contradiction. Suppose MeT, with M elliptic. If M is not of finite order, we conclude that Tj and x2 ate the fixed points of M, and therefore x2 = x y # tt. Then the argument of the last paragraph shows that r = r0 = 2a. If JV7 is elliptic of finite order, this argument yields no information. Suppose
where M # 7 is elliptic of finite order. If c = 0, then ad = 1 so that | a + d | =2, contrary to the fact that M is elliptic. Hence c # 0 and the transformation formula for p(x) can be written
= cr-'°(T + dlcy-'°{x(a -cxy) + ft -dxy}"-{x(a -cx2) + ft -dx2}ra~* = (x-Xyy(x-x2r-° .
Suppose first that a -ex y = 0, that is, that M_1 xt = oo. Then of course xx = o/c and a -ct2 # 0. Then, by (2), (ft -dxy)"(a -exj0'" cr~r° = 1, and either (3) r-r0 = a, Xy = -d\c, M~1x2 = x2, or (4) r0-a = a, r -r0 = r0 -a, M~1t2 = t1, x2= -d\c.
If (3) holds, we have Aftj = oo, Mx2 = x2, and M~l ty = oo. Hence M2ty = t4, so that M2 = 1. Also t2 is not real and r # r0.
If (4) holds, r0 = 2a and r = 3a. Also, Mxy = x2, Mx2 = oo, and M(co) = tt. Hence M3!! = M2x2 = M(oo) = xt, and we conclude that M3 = 7. In this case ty and t2 are real.
Clearly the same reasoning applies if a -cx2 = 0, that is, if M~ x2 = oo. Hence we may assume next that a -cxx ■£ 0, a -cx2 ¿ 0. In this case (2) becomes cr-"°(a -cxffia -CT2)ro_a(T 4-dfc)'-ro(x -M'^xffix -M'^J0-' = ix-xffix-x2V-" Then r = r0, (a -cxffia -cx2)ro~x = 1, and either (5) M~1xl=x2, M~lx2=Xy, a = r -a or (6) M~xxy=xy, M~1x2=x2.
If (5) holds, then r = r0 = 2a, and M2 = I, since M2Xy = t,. If (6) holds, then x2 = Xy ^ ti and M has the form (1). Since (a -cxffia -CT2)ro_iI = 1 we can conclude as before that Krl2~" = 1. Thus Mr/2~" = I, if r is even; Mr~2x = I if r is odd.
The statement of the theorem now follows.
Theorem 8. Let p(t) = Aix -x0)ro, r0 z% r.
(a) If r = 2r0 and x0 is real, then F contains at most hyperbolic elements fixing x0 and oo, and elliptic elements of order two interchanging x0 and oo.
(b) If r = r0 and x0 is real, then F consists of at most parabolic elements fixing x0.
(c) If r = r0 and x0 is not real, F contains at most elliptic elements of order r (r/2, if r is even) fixing x0.
id) Ifr0 = 0, then F contains at most parabolic elements fixing oe(translations).
(e) Otherwise F = {/}.
In case (c), F is finite and therefore discontinuous. In cases (b) and (d), if F is discontinuous it must be cyclic.
Proof. Without loss of generality assume that A -I. Let
Then the transformation formula gives i« + dy(^-xoy =(x-xj°,
Case (d) is trivial. Therefore we may assume r0 > 0. Suppose first that r ^ r0. Then we have either (7) a -cx0 = 0, r = 2r0, c'-'\b -dx0)"> -1, t0 --djc or (8) c = 0, dr~,0a'° = 1, M_1t0 = x0.
If (7) holds, then (be -ad)ro = cr_r°(ft -dT0)ro = 1. But be -ad = -1, so that r0 must be even. Also The condition (a -ct0)r = 1 becomes Kr/2 = 1. Hence Mr = I, contradicting the fact that M is hyperbolic. Hence M must be a parabolic transformation leaving x0 fixed. If t0 is not real, then M must be elliptic. By the above calculation, M r/2= 7, if r is even and M' = 7 if r is odd.
In case (c) T is finite by Burnside's Theorem (cf. Corollary 6). In case (b), T is isomorphic with an additive subgroup of the real numbers, by the mapping M-*ß, where Mx = x', --=-Y ß.
The additive subgroups of the real line are either everywhere dense or cyclic. Thus if T is discontinuous it must be cyclic. Remark. It is straightforward exercise to show that polynomial automorphic forms on groups T of the types described in Theorems 7 and 8 actually do exist. Thus there are polynomial automorphic forms on both discontinuous and nondiscontinuous groups.
5. Multiplier system v ^é 1. We are now in a position to discuss automorphic forms with multiplier systems D^lon nondiscontinuous groups T. As before we may restrict our attention to the case r ^ 0. We begin with the simplest case. Lemma 9. Suppose F is not discontinuous and g(x)^0
is an automorphic form of dimension 0 with multiplier system v^ú 1, on F. Then either (a) g(f) = ec((x -cc)l(x -ß))\ where c and X^O are constants and a and ß are real, a # ß, Proof. Since g(x) is an automorphic form of dimension 0, with multiplier system v, by Corollary 3 g(x)/g'(x) is an automorphic form of dimension 2, with multiplier system = 1. Since F is not discontinuous it follows from Theorem 1 and Lemma 4, that g(x)/g'(x) = p(r), a polynomial of degree at most two.
Suppose p(x) = y(x-a)(x -ß), a #/?. Then a simple integration yields gi^ = ec^~j,X = {yia-ß)}-K Suppose MeF; then, by considering the zero and the singularlity of g(t), we conclude that Ma = a, Mß = ß. Hence a and ß are real and M is hyperbolic, or ß = 5 and M is elliptic. In the latter case if A is not an integer, then g(r) is not single-valued and hence not meromorphic in <?f. This is contrary to assumption and cases (a) and (b) are completed. Suppose p(t) = yix -a). Then we get g(x) = ec(x -a)1/y. A simple calculation shows that if M ^ /, g(x) does not have the transformation property of an automorphic form of dimension 0 with respect to M. That is, if (Mr-a) 1/y= y(M)(T-a) ", then M = /. Therefore this case is excluded.
The next possibility is p(x) = y(x -a)2. Then g(x) = ec-exp[-l/y(t -a)]. Since p(x) is a form of dimension 2 and F is not discontinuous, it follows from Theorem 8 that a is real and F consists of parabolic elements leaving a fixed.
Finally, if p(x) = y, then g(-r) = eV/y. By Theorem 8, F contains at most translations.
Remark. This lemma gives necessary conditions for the existence of automorphic forms of dimension 0 on nondiscontinuous T. While these conditions are not quite sufficient, we obtain sufficient conditions (which are incidentally also necessary) by making minor additions. For example, in case (c) the conditions given are sufficient to ensure that g(Mx) = v(M)g(x), for all parabolic M fixing a. However | v(M) | = 1 if and only if y = ¡y, with y real.
