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Notación
• | · |p - Norma del espacio Lp(Ω) con 1 ≤ p ≤ ∞.
• | · |W 2,p - Norma del espacio W 2,p(Ω) con 1 < p <∞.
• | · |H10 - Norma del espacio H10 (Ω).
• Dada una función a ∈ C(IR), denotaremos
aL := inf
s∈IR
a(s), aM := sup
s∈IR
a(s), a(∞) = lim
s→+∞ a(s).
• Dado un espacio de Banach E y la ecuación F (λ, u) = 0 en IR× E, con F una función
continua y F (λ, 0) = 0 para todo λ ∈ IR:
1. λ0 es un punto de bifurcación para F desde la solución trivial si existe una sucesión
(λn, un) ∈ IR× E con un 6= 0 y F (λn, un) = 0 tal que
(λn, un)→ (λ0, 0) en IR× E.
2. Si λ0 es un punto de bifurcación, diremos que la dirección de bifurcación es
supercrítica (resp. subcrítica) si para cualquier sucesión de soluciones (λn, un) tal
que (λn, un)→ (λ0, 0), entonces λn > λ0 (resp. λn < λ0).
3. Denotemos por S la clausura del conjunto de soluciones no triviales de F (λ, u) = 0.
Llamaremos continuo C ⊂ S a un conjunto cerrado, conexo y maximal (maximal en
el sentido que no es subconjunto propio de otro cerrado y conexo de S).
4. Diremos que un continuo C se va a infinito si existe una sucesión (λn, un) ∈ C tal que
λn → λ∗, λ∗ ∈ [−∞,∞] y ‖un‖ → ∞.
5. Dado un elemento (λ, u) ∈ IR× E, denotamos por
ProjIR(λ, u) = λ.
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Introducción
El objetivo de esta Memoria es estudiar teóricamente ecuaciones elípticas del tipo
 −A(x, u)∆u = f(x, u) en Ω,u = 0 sobre ∂Ω, (1)
donde Ω ⊂ RN , N ≥ 1, es un dominio acotado y con frontera regular, f : Ω × R → R es una
función continua que será detallada posteriormente, y A : Ω× L∞(Ω) 7→ R continua y
0 ≤ A(x, u) ≤ ∞.
La novedad de (1) es precisamente la inclusión de este términoA(x, u) en la difusión, en concreto,
como coeficiente de difusión, lo que permite incluir coeficientes de difusión no lineales y no-
locales, es decir, términos que dependen del valor de la variable en todo el dominio y no sólo en
el punto x ∈ Ω.
La ecuación (1) ha sido usada para modelar diversos fenómenos, citaremos el reciente libro
[41] donde se hace un análisis de la inclusión de términos no-locales tanto en la función de
reacción como en la de difusión.
En nuestro caso, nuestro interés se centra en las soluciones positivas de (1) ya que estamos
considerando que la ecuación modela el comportamiento de una especie, por ejemplo, el
crecimiento de una bacteria, habitando Ω. En este contexto, ver [12], u(x) representa la
densidad de la población en el punto x ∈ Ω, Ω representa el hábitat de la especie, al que estamos
suponiendo que está rodeado por una región inhóspita debido a la condición de contorno de tipo
Dirichlet homogénea. La función f(x, u) es el término reacción y será detallado posteriormente
y la función A es la tasa de difusión. Recordemos que la difusión espacial de la especie está
modelada por el operador Laplaciano, lo que indica que su movimiento espacial es aleatorio.
Sin embargo, la inclusión del término A(x, u) implica que la velocidad de la difusión depende de
la propia densidad de la especie de forma no-local, esto es, su difusión en un punto del hábitat
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no sólo depende de la densidad de población en ese punto, sino en todo un entorno o en todo el
hábitat de la especie. Este tipo de término fue incluido en dinámica de poblaciones en [37], ya
que parece claro que hay evidencias reales en las que la especie no se difunde de forma aleatoria.
El problema (1) ha sido bastante estudiado cuando A satisface la condición
0 < a0 ≤ A(x, u) ≤ a∞ <∞.
Citemos a continuación algunos trabajos relacionados con este problema, para
posteriormente, concretizar en los problemas que abordaremos en esta Memoria. M. Chipot
y colaboradores en diversos trabajos, por ejemplo [15], [18], [21], [19], ha considerado el caso
en el que la función de reacción es lineal, esto es, f(x, u) = f(x), lo que le permitió probar la
equivalencia entre resolver (1) y una ecuación real no lineal.
En [24] y [27] se usan argumentos topológicos, como el índice de punto fijo, combinados con
el método de sub-supersolución para probar existencia de solución de (1). Nos gustaría remarcar
que es bien conocido que el principio del máximo no se verifica en general en ecuaciones que
incluyen términos no-locales, pero que imponiendo ciertas restricciones de monotonía a las
funciones A(x, u) y f(x, u) se puede usar el método de sub-supersolución, ver [1] donde un
estudio detallado de este método es realizado.
En [28] se usa el método de Galerkin para el estudio de (1). Diferentes teoremas de Punto
Fijo han sido usados en [17], [22] y [48] para obtener resultados de existencia de solución de (1).
Una interesante combinación de métodos de bifurcación y del Teorema de Bolzano es usado
en [7]. Igualmente métodos de bifurcación, sub-supersolución y grado topológico han sido
utilizados en [50] y [51] para problemas con funciones de reacción concretas.
Por último, en [26] se usan argumentos variacionales similares a [32] para estudiar (1).
A partir de ahora nos centraremos en los problemas que hemos estudiado en la Memoria.
Con respecto a la función de reacción, consideraremos cuatro tipos:
f1. f(x, u) = λu;
f2. f(x, u) = λuq con 0 < q < 1 (caso cóncavo);
f3. f(x, u) = λu− b(x)u2 (caso logístico);
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f4. f(x, u) = λuq + ur con 0 < q ≤ 1 < r (caso superlineal),
donde λ ∈ R y consideramos dos casos para la función b(x):
(Hb1) b(x) ≥ b0 > 0, ∀x ∈ Ω,
(Hb2) b(x) ≥ 0, b(x) 6= 0 en Ω y definimos el conjunto
Ω0 := int{x ∈ Ω : b(x) = 0},
y suponemos que Ω0 es un subdominio propio y regular de Ω.
En esta Memoria tenemos como objetivo principal buscar soluciones positivas para (1),
para las diferentes funciones de reacción f , en particular nos centraremos en las que han sida
mencionadas anteriormente. Para ello necesitamos algunos conocimientos previos.
En el Capítulo 1, estudiaremos algunas propiedades del autovalor principal del siguiente
problema  −m1(x)∆u+m2(x)u = λm3(x)u en Ω,u = 0 sobre ∂Ω, (2)
donde m1,m2,m3 ∈ L∞(Ω) con m3 ≥ 0 y m1 ≥ m0 > 0 para alguna constante positiva m0.
Denotaremos por
λΩ1 [−m1(x)∆ +m2(x);m3(x)]
al autovalor principal de (2). Mostraremos las principales propiedades de este autovalor principal
que serán necesarias a lo largo de la Memoria. Para simplificar la notación, usaremos
λ1 := λΩ1 [−∆; 1] y λD1 := λD1 [−∆; 1],
donde D ⊂ Ω. Además, en este primer Capítulo estudiamos problemas locales que usaremos
igualmente al estudiar los problemas no-locales. En concreto, estudiamos ecuaciones elípticas
no-lineales donde el término de reacción es una función cóncava, la ecuación logística, una
función superlineal y por último el caso cóncavo-convexo.
Comenzamos ahora a describir los principales resultados de esta Memoria. En cada Capítulo
describiremos los principales resultados conocidos en el caso en que el término no local es
constante, esto es A ≡ 1, para después estudiar lo que ocurre al introducir el coeficiente de
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difusión no-local, describiendo nuestros resultados, y comparándolos con los ya existentes.
En el Capítulo 2 consideramos
A(x, u) = a
(
x,
∫
Ω
up
)
,
y como función de reacción f = f1 y f = f2, o sea, la ecuación (1) es equivalente al problema

−a
(
x,
∫
Ω
up
)
∆u = λuq en Ω,
u = 0 sobre ∂Ω,
(3)
donde p > 0, 0 < q ≤ 1 y a : Ω× R→ [0,∞) con a ∈ C(Ω× R).
En el caso a ≡ 1 es bien conocido que:
1. Si q = 1, existe solución positiva si y sólo si λ = λ1. En este caso, existen infinitas
soluciones positivas.
2. Si 0 < q < 1, existe solución positiva si y sólo si λ > 0. En este caso, existe una única
solución positiva.
En el caso de coeficiente de difusión no local, este tipo de ecuación ha sido estudiada
previamente cuando la función a no depende de la variable x y está acotada superior e
inferiormente, esto es cuando a verifica
0 < aL ≤ a(ξ) ≤ aM <∞, ∀ξ ∈ R. (4)
En este caso particular, en [28] se prueba la existencia de solución positiva en el caso
0 < q < 1 para todo λ > 0 cuando a es una función creciente. En [51], para 0 < q < 1
los autores probaron la existencia de solución positiva si λ ∈ (0, λ0) para algún λ0, de nuevo
para a estrictamente positiva. También, en [7] resultados similares pueden ser deducidos para
a independiente de x. Finalmente, en [11] la existencia de solución positiva es establecida para
a(s) = sγ, γ > 0, bajo la restricción 0 < γ + q < 1.
En el caso q = 1, y con A(x, u) general y acotado, en [48] se prueba la existencia de solución
positiva para algún λ = λ0 > 0.
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Dividiremos el Capítulo 2 en dos casos: el caso homogéneo donde
a
(
x,
∫
Ω
up
)
= a
(∫
Ω
up
)
,
y el caso heterogéneo, en el que a depende de x, lo que trae como consecuencia que algunas
técnicas utilizadas en el caso homogéneo no pueden ser usadas en este caso.
En el caso homogéneo estudiamos el siguiente problema

−a
(∫
Ω
up
)
∆u = λuq en Ω,
u = 0 sobre ∂Ω,
(5)
donde 0 < q ≤ 1. Primeramente, definimos
aL := inf
s∈[0,∞)
a(s), aM := sup
s∈[0,∞)
a(s),
donde aL ≥ 0 y aM ≤ ∞.
Primero analizamos el caso q = 1. En el siguiente resultado se muestra la existencia de
solución positiva de (5), así como la unicidad de solución positiva con a bajo cierta condición.
Para ello hemos usado principalmente propiedades del autovalor principal.
Teorema 0.1 Supongamos que q = 1.
i) Si (5) tiene solución positiva, entonces λ ∈ [aLλ1, aMλ1].
ii) Si λ ∈ (aLλ1, aMλ1), entonces existe una solución positiva de (5).
iii) Si aL = min
s∈[0,∞)
a(s) > 0 ó aM = max
s∈[0,∞)
a(s), entonces existe solución positiva para λ = aLλ1
ó λ = aMλ1.
iv) Si a es una función estrictamente monótona, entonces (5) tiene una única solución
positiva.
Cuando 0 < q < 1, definimos la función
g(s) := a(s)s
1−q
p R, s ∈ [0,∞),
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con
R =
(∫
Ω
wp[1,1]
) q−1
p
,
y w[1,1] es la única solución positiva del problema
−∆w = wq en Ω, w = 0 sobre ∂Ω.
Probaremos que resolver la ecuación (5) es equivalente a resolver la siguiente ecuación real
g(s) = λ. (6)
Como consecuencia el conjunto de soluciones depende del comportamiento de la función g, y
obtenemos el siguiente resultado:
Teorema 0.2 Supongamos que 0 < q < 1.
i) Si
lim
s→∞ g(s) = +∞, (H∞)
entonces existe solución positiva de (5) para todo λ ∈ (0,∞).
ii) Si
lim
s→∞ g(s) = c > 0, (Hc)
entonces existe 0 < λ∗ tal que (5) tiene al menos una solución positiva si 0 < λ < λ∗ y no
existe solución positiva para λ > λ∗.
iii) Si
lim
s→∞ g(s) = 0, (H0)
entonces existe 0 < λ∗ tal que (5) tiene al menos una solución positiva si y solo si
0 < λ ≤ λ∗. Además, para λ < λ∗ (5) tiene al menos dos soluciones positivas.
Además, si g es creciente entonces (5) posee una única solución positiva.
En las Figuras 1, 2 y 3 hemos representado la función g y el diagrama de bifurcación
correspondiente para los distintos casos de g.
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Figura 1: Función g y diagrama de bifurcación del caso el que g verifica (H∞).
Figura 2: Función g y diagrama de bifurcación del caso el que g verifica (Hc).
Figura 3: Función g y diagrama de bifurcación del caso el que g verifica (H0).
A continuación estudiamos el caso heterogéneo, o sea, el siguiente problema

−a
(
x,
∫
Ω
up
)
∆u = λuq en Ω,
u = 0 sobre ∂Ω,
(7)
donde 0 < q ≤ 1.
En el caso q = 1 de nuevo usamos propiedades de autovalores principales para obtener
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nuestros resultados. En concreto, definimos
λ := inf
t>0
λ1(t), λ := sup
t≥0
λ1(t),
donde λ1(t) := λ1[−a(x, t)∆; 1]. Observemos que 0 ≤ λ ≤ λ ≤ ∞.
En el caso q = 1 los resultados son similares al caso homogéneo, si bien las técnicas son
diferentes.
Teorema 0.3 Supongamos q = 1.
1. Si u es una solución positiva de (7), entonces λ ∈ [λ, λ].
2. Si λ ∈ (λ, λ), entonces existe al menos una solución positiva de (7).
3. Si la aplicación t 7→ a(x, t) es una función estrictamente monótona, entonces (7) tiene
una única solución positiva.
4. Si a(x, 0) = 0, entonces λ = 0.
5. Si
lim
s→∞ a(x, s) =∞, uniformemente en Ω,
entonces λ =∞.
Consideremos ahora el caso 0 < q < 1. Dividiremos nuevamente nuestro estudio en otros
dos casos, el caso no degenerado para lo cual consideramos a(x, r) > 0, para todo r ≥ 0; y el
caso degenerado donde a(x, r) = 0 si solo si r = 0.
Estudiemos primero el caso no degenerado, esto es,
a(x, s) > 0, s ∈ [0,∞).
Para este caso usamos el método de bifurcación para probar la existencia de un continuo C
no acotado en IR× L∞(Ω) de soluciones positivas de (7) que emana desde (λ, u) = (0, 0). El
comportamiento de este continuo depende del comportamiento de a en infinito.
El principal Teorema del caso no degenerado es:
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Teorema 0.4 Suponamos 0 < q < 1 y a no degenerado.
i) Existe un continuo C no acotado de soluciones positivas de (7) que emana desde (λ, u) =
(0, 0).
ii) Si
lim
s→∞ a(x, s)s
1−q
p =∞, uniformemente en Ω, (A∞)
entonces existe solución positiva de (7) para todo λ > 0. En este caso,
ProjIR(C) = (0,+∞).
iii) Si
lim
s→∞ a(x, s)s
1−q
p = c(x), uniformemente en Ω, (Ac)
con c(x) ≥ 0 para todo x ∈ Ω, entonces existen 0 ≤ λ∗ ≤ λ∗∗ ≤ λ∗∗∗ < ∞, λ∗∗ > 0, tales
que
(a) Si λ > λ∗∗∗, entonces no existe solución positiva de (7).
(b) Si λ ∈ (0, λ∗∗), entonces existe al menos una solución positiva, denotada por uλ, de
(7).
En este caso, (0, λ∗∗) ⊂ ProjIR(C). Además, tenemos |uλ|∞ →∞ para λ→ λ∗. Además,
• Si c(x) ≥ c0 > 0 para alguna constante c0, entonces λ∗ > 0, por lo que el continuo C
se va a infinito en λ = λ∗.
• Si c ≡ 0 en Ω, entonces λ∗ = 0, por lo que el continuo C se va a infinito en λ = 0.
Por último, si s 7→ a(x, s) es creciente, existe a lo más una solución positiva de (7).
Obsérvese que las Figuras 1, 2 y 3 también representan los diagramas de bifurcación para a
verificando (A∞), (Ac) con c ≥ c0 > 0 y con c ≡ 0, respectivamente.
El caso degenerado es estudiado haciendo una perturbación en a y pasando convenientemente
al límite.
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Teorema 0.5 Supongamos 0 < q < 1 y a(x, 0) = 0.
i) Si a verifica (A∞), entonces existe al menos una solución positiva de (7) para λ > 0.
ii) Si a verifica (Ac) con c ≥ c0 > 0, entonces existen 0 < λ∗ < λ∗∗, tales que existe al menos
una solución positiva de (7) para 0 < λ < λ∗ y no posee solución positiva para λ > λ∗∗.
Es claro que cuando a verifica (A∞) los resultados de existencia son similares al caso local.
Sin embargo, en el caso no-local, cuando a se va a cero lo suficientemente rápido en infinito,
entonces (7) no tiene solución positiva para λ grande. Gran parte de los resultados de este
Capítulo están incluidos en [34].
En el Capítulo 3 estudiaremos el siguiente problema

−a
(∫
Ω
q(x)up
)
∆u = λu− b(x)u2 en Ω,
u = 0 sobre ∂Ω,
(8)
a es una función continua y positiva, p > 0, q es una función acotada, no-negativa y no-trivial
en Ω, y b verificando (Hb1) o (Hb2).
El término de reacción es el clásico término logístico: λ denota la razón de crecimiento de la
especie, −b(x)u2 es un término que modela el límite de crecimiento de la especie, que considera
la falta de alimentos, de espacio, etc, de la especie u y que evita un crecimiento descontrolado
de la especie. Sin embargo, cuando b verifica (Hb2), hay una región, Ω0, donde la especie crece
indefinidamente; ese conjunto es denominado el refugio de u.
En el caso local, esto es, a ≡ 1, los principales resultados conocidos son (ver Capítulo 1):
1. Si b verifica (Hb1), entonces existe solución positiva si y solo si λ > λ1. En tal caso, existe
una única solución positiva.
2. Si b verifica (Hb2), entonces existe solución positiva si y solo si λ ∈ (λ1, λΩ01 ). En tal caso,
existe una única solución positiva, y si la denotamos uλ, verifica
lim
λ→λ1
|uλ|∞ = 0 y lim
λ→λΩ01
|uλ|r =∞,
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para cualquier 1 ≤ r ≤ ∞. En concreto,
lim
λ→λΩ01
uλ =M(x),
dondeM es la denominada “metasolución”, esto es,
M(x) :=
 ∞ in Ω0,L(x) in Ω \ Ω0. (9)
y L es la solución minimal de

−∆L(x) = λΩ01 L(x)− b(x)L(x)2 en Ω \ Ω0,
L(x) = 0 sobre ∂Ω,
L(x) =∞ sobre ∂Ω0.
Luego, en ambos casos, si la razón de crecimiento es pequeña, la única solución es la trivial.
Además, cuando existe el refugio, para valores grandes de la razón de crecimiento, la especie no
existe, “explota” en el conjunto Ω0.
Por tanto, el objetivo es estudiar el comportamiento de esta ecuación cuando se introduce
un término de difusión no-local. Como veremos, dependiendo del crecimiento de la función de
difusión a y de la función q(x), la estructura del conjunto de soluciones positivas variará mucho
del caso local, apareciendo una riqueza de soluciones muy amplia.
Recordemos los resultados conocidos para (8). Notemos en primer lugar que dicha ecuación
sólo ha sido estudiada para el caso en el b verifica (Hb1) en [17], [22] y [50] (ver también [51]). En
[22] fue probada la existencia de solución positiva para λ grande y a verifica (4). Este resultado
fue mejorado en [17] mostrando la existencia de solución positiva λ > aMλ1. En ambos trabajos,
el teorema de punto fijo de Schauder fue usado. En [50], el método de bifurcación fue utilizado
para estudiar (8) cuando
a(s) = c1 + c2sα, ci > 0, α > 0.
Para esta particular elección de a, los autores en [50] probaron la existencia de solución positiva
para λ > c1λ1 suponiendo que 2 > max{αp+ 1, p− 1}.
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Nuestros resultados mejoran a los anteriores en varios aspectos: no suponemos que aL > 0
ni aM < ∞; no imponemos ninguna condición en p; estudiamos el caso en el que b verifica
(Hb2), no estudiado anteriormente; incluimos el peso q en el término no-local que nos dará una
riqueza amplia de soluciones y determinamos exactamente desde el valor de λ para el que existe
solución.
Para ello, de nuevo aplicaremos el método de bifurcación. Mostraremos que desde la
solución trivial bifurca un continuo de soluciones positivas C que es no acotado en IR× L∞(Ω).
Dependiendo de b, a y q, el comportamiento de este continuo difiere notablemente.
Primero, tratamos el caso en el que b(x) satisface (Hb1), donde los resultados son muy
similares al caso local.
Teorema 0.6 Si b(x) satisface (Hb1). Entonces existe solución positiva de (8) si λ > a(0)λ1.
Además, si b es constante y a creciente, entonces la solución positiva es única.
El caso en el que b verifica (Hb2) los resultados dependen de varias cantidades. Definimos
I :=
∫
Ω
q(x)(M(x))pdx. (10)
dondeM(x) es la llamada metasolución definida en (9).
Estudiaremos dos casos para I, primer cuando I = ∞ y después cuando I < ∞. En este
último caso, combinamos los resultados de bifurcación con otros de punto fijo.
Teorema 0.7 1. Existe un continuo no acotado C en IR×L∞(Ω) de soluciones positivas de
(8) que emana desde la solución trivial en λ = a(0)λ1.
2. Si I =∞, entonces existe solución positiva de (8) si
λ ∈ (min{a(0)λ1, a(∞)λΩ01 },max{a(0)λ1, a(∞)λΩ01 }).
En este caso, los valores a(∞) = 0 y a(∞) =∞ son admitidos. De hecho, el continuo C
se va a infinito en λ = a(∞)λΩ01 .
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3. Supongamos que I <∞ y consideramos la ecuación real
g(s) := s(a(s))p = I. (11)
(a) Supongamos que (11) no tiene solución, o sea, g(s) < I para todo s ≥ 0. Entonces,
(8) tiene al menos una solución positiva para λ ∈ (a(0)λ1,∞).
(b) Supongamos que existen s1 < s2 < . . . < sm, m ≥ 1 raíces simples de (11) y
consideramos
Λi = λΩ01
(
si
I
)1/p
, i = 1, . . . ,m.
Entonces,
i. El continuo no acotado C de soluciones positivas de (8) que bifurca desde la
solución trivial en λ = a(0)λ1 se va al infinito en λ = Λ1. Como consecuencia,
existe al menos una solución positiva si
λ ∈ (min{a(0)λ1,Λ1},max{a(0)λ1,Λ1}).
ii. Si m = 2k + 1, k ≥ 0, (8) posee al menos una solución positiva para
λ ∈
k⋃
j=1
(Λ2j,Λ2j+1),
y (8) no posee solución positiva para λ grande.
iii. Si m = 2k, k ≥ 1, (3.1) posee al menos una solución positiva para
λ ∈
k−1⋃
j=1
(Λ2j,Λ2j+1) ∪ (Λ2k,∞). (12)
En las Figuras 4-9 hemos representado diferentes formas de la función g así como los
diagramas de bifurcación que aparecen.
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Figura 4: Diagramas de bifurcación en el caso que b verifies (Hb2), I =∞ y 0 < a(∞) <∞. A
la izquierda, a(0)λ1 < a(∞)λΩ01 y a la derecha a(∞)λΩ01 < a(0)λ1.
Figura 5: Diagramas de bifurcación en el caso que b verifies (Hb2) e I = ∞. A la izquierda,
a(∞) = ∞, a la derecha a(∞) = 0. El primer diagrama aparece también cuando b verifica
(Hb1).
Figura 6: Posible diagrama de bifurcación cuando b verifica (Hb2), I =∞ y a(0)λ1 = a(∞)λΩ01 .
En el primer caso, la dirección de bifurcación es supercrítica mientras que en el segundo
subcrítica.
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Figura 7: Representación de la función g(s) y diagrama de bifurcación para g(s) < I.
Figura 8: Caso I < ∞: Representación de la función g(s) y del diagrama de bifurcación para
g(s) = I en un número impar de veces.
Figura 9: Caso I <∞: Diagrama de bifurcación para g(s) = I en un número par de veces. En
el primer diagrama a(0)λ1 < Λ1 y en el segundo a(0)λ1 > Λ2.
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Además, hemos estudiado la dirección de bifurcación desde la solución trivial y hemos
analizado en detalle los casos cuando a es creciente o a es decreciente, mostrando en estos
casos los diagramas de bifurcación exactos, así como la unicidad de solución positiva.
Comparemos los resultados con el caso local:
1. En el caso que b verifica (Hb1) los resultados de existencia de solución positiva son bastante
similares (en ambos casos existe solución positiva para λ > a(0)λ1); sin embargo en el
caso no-local puede haber múltiples soluciones como así lo asegura los resultados sobre las
direcciones de bifurcación.
2. Supongamos que b verifica (Hb2). En este caso, distinguiremos dos casos: I =∞ e I <∞.
(a) I =∞. Este caso ocurre cuando
Q+ := {x ∈ Ω : q(x) > 0} ∩ Ω0 6= ∅,
esto es, el coeficiente de difusión no-local tiene en cuenta el refugio de la especie.
A diferencia del caso local, puede existir solución para λ pequeño (si el coeficiente
de difusión es pequeño para valores grandes de la población, a(∞) = 0) y para
valores grandes de λ (si el coeficiente de difusión es grande para valores grandes de
la población, a(∞) =∞).
(b) I <∞. Este caso ocurre cuando
Q+ ∩ Ω0 = ∅,
esto es, el refugio no es visto por la difusión. En este caso, la estructura del conjunto
de soluciones positivas es complejo, pero en ningún caso existe solución positiva para
λ pequeño. Además, para probar la existencia de solución para λ grande es necesario
que a vaya a infinito más rápido que s1/p. En otro caso, no hay solución positiva
para λ grande.
Los resultados de este Capítulo están incluidos en el trabajo [35].
18
En el Capítulo 4 vamos a estudiar la ecuación

−
(
χD1 + χD2a
(∫
Ω
up
))
∆u = f(x, u) en Ω,
u = 0 sobre ∂Ω,
(13)
donde a : R → R es una función continua y positiva, p > 0, λ ∈ R y D1, D2 ⊂ Ω son dos
subdominios regulares tales que
Ω = D1 ∪D2, D1 ∩D2 = ∅,
y como consecuencia Ω = D1 ∪D2 ∪ Γ con Γ un conjunto de medida nula. Hemos denotado
χD(x) :=
 1 si x ∈ D,0 si x 6∈ D.
Consideraremos la función f en los casos f1, f2 y f3 citados anteriormente.
Observemos que en este caso, la especie se difunde de forma aleatoria en el conjunto D1 y,
por otra parte, su velocidad de difusión depende de la población total, de forma no lineal, en
D2. Este caso, al menos en nuestro conocimiento, no había sido analizado anteriormente y ha
sido introducido en un contexto ligeramente diferente en [44].
De nuevo, usaremos resultados de bifurcación para probar al existencia de un continuo C de
soluciones positivas no acotado en IR× C(Ω) que emana desde la solución trivial en λ0, donde
λ0 =
 λ1[−(χD1 + a(0)χD2)∆; 1] si f = f1 o f = f3,0 si f = f2.
El comportamiento global del continuo C depende en gran medida de la función de reacción.
En el caso f = f1, el principal resultado es:
Teorema 0.8 Sea D1 6= ∅ 6= D2 y supongamos que f(u) = λu. Entonces, existe 0 ≤ λ∞ < ∞
tal que (13) tiene solución positiva si
λ ∈ (min{λ0, λ∞},max{λ0, λ∞}).
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Además,
λ∞ =

λ1[−(χD1 + a(∞)χD2)∆; 1] si 0 < a(∞) <∞,
λ1[−∆;χD1 ] si a(∞) =∞,
0 si a(∞) = 0.
Además, λ0 y λ∞ son puntos de bifurcación desde la solución trivial y al infinito,
respectivamente.
Comparemos nuestros resultados con los conocidos anteriormente.
1. Supongamos D2 = ∅. En este caso, el problema (13) se reduce al problemas lineal de
autovalores, para el que se sabe que existe solución positiva si y sólo si λ = λ1. Además,
en este caso existen infinitas soluciones positivas.
2. Supongamos D1 = ∅. Este caso ha sido tratado con detalle en el Capítulo 2.
Así, la gran diferencia en el caso general D1 6= ∅ 6= D2 es que no existe solución positiva para λ
grande, ni incluso cuando a(∞) =∞.
En el casos f(u) = f2(u) = λuq, 0 < q < 1, los resultados son muy similares a los obtenidos
en el Capítulo, en concreto al Teorema 0.4.
Estudiemos finalmente el caso f(u) = f3(u) = λu − b(x)u2, donde los resultados dependen
de la posición relativa entre D1, D2 y Ω0. El resultado principal es:
Teorema 0.9 Supongamos f(u) = λu − b(x)u2, con b verificando (Hb2) y p > 1. Entonces
existe λ∞ ∈ [0,∞] tal que (13) tiene solución positiva para
λ ∈ (min{λ0, λ∞},max{λ0, λ∞}).
1. Si 0 < a(∞) <∞, entonces λ∞ = λΩ01 [−(χD1 + a(∞)χD2)∆; 1].
2. Si Ω0 ⊂ D1, entonces λ∞ = λΩ01 .
3. Si Ω0 ⊂ D2, entonces λ∞ = +∞ si a(∞) =∞ y λ∞ = 0 si a(∞) = 0.
4. En el caso general, Ω0 ∩ D1 6= ∅ 6= Ω0 ∩ D2, entonces λ∞ = 0 si a(∞) = 0 y
λ∞ ≥ λΩ0∪D21 [−∆;χD1 ] cuando a(∞) =∞. Además, en este caso, si uno de los siguientes
casos ocurre:
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(a) D2 ⊂ Ω0,
(b) p ≥ 2 y a(s)/s1/p acotado inferiormente para s grande,
(c)
lim
s→∞
a(s)
s1/p
=∞,
entonces
λ∞ = λΩ0∪D21 [−∆;χD1 ].
En todos los casos, λ0 y λ∞ son puntos de bifurcación desde la solución trivial y del infinito,
respectivamente.
Notemos que λ0 < λ∞ si y sólo si a(0) < a(∞). Igualmente observemos que, en general,
no somos capaces de asegurar quién es el punto de bifurcación λ∞ en el caso general. Sólo
conocemos que λ∞ ≥ λΩ0∪D21 [−∆;χD1 ] y, en algún caso particular, λ∞ = λΩ0∪D21 [−∆;χD1 ].
Como consecuencia inmediata tenemos (tomando Ω0 = ∅ en el resultado anterior):
Corolario 0.10 Supongamos que b verifica (Hb1). Entonces, existe al menos una solución
positiva de (13) si
λ ∈ (a(0)λ1,∞).
Recordemos los resultados conocidos para f(u) = f3(u) = λu− b(x)u2.
1. Supongamos que D2 = ∅ (caso local puro). Entonces, existe solución positiva si y sólo si
λ ∈ (λ1, λΩ01 ).
En este caso, la solución es única y λ1 y λΩ01 son puntos de bifurcación desde la solución
trivial y desde infinito, respectivamente.
2. Supongamos que D1 = ∅ (caso no-local puro). Entonces, existe al menos una solución
positiva de (4.1) si
λ ∈ (min{a(0)λ1, a(∞)λΩ01 },max{a(0)λ1, a(∞)λΩ01 }).
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Los casos a(∞) =∞ y a(∞) = 0 son permitidos. De nuevo, a(0)λ1 y a(∞)λΩ01 son puntos
de bifurcación desde la solución trivial y desde infinito, respectivamente.
3. Supongamos que b(x) ≥ b0 > 0 para alguna constante positiva b0. Entonces,
(a) Supongamos que D2 = ∅. Entonces, existe solución positiva si y sólo si
λ ∈ (λ1,∞).
Además, en este caso existe a lo más una única solución positiva.
(b) Supongamos que D1 = ∅. Entonces, existe al menos una solución positiva de (4.1) si
λ ∈ (a(0)λ1,∞).
Comparemos e interpretemos nuestros resultados en el caso de la existencia del refugio Ω0.
• En el caso local, D2 = ∅, la especie tiende a la extinción cuando la razón de crecimiento es
pequeña (λ ≤ λ1), la especie sobrevive para valores intermedios de λ y no existe solución
positiva para para valores grandes de λ (λ > λΩ01 ). En efecto, la presencia del refugio
trae consigo que la especie crezca libremente en el refugio, y por tanto la población crece
indefinidamente
• En el caso puro no-local, D1 = ∅, la especie puede coexistir incluso para una tasa de
natalidad pequeña si el coeficiente de difusión es pequeño (a(∞) = 0) o para tasas de
natalidad altas si el coeficiente de difusión es grande (a(∞) =∞). Esto es, cuando la tasa
de natalidad es pequeña la especie sobrevive si la velocidad de difusión es también pequeña
para grandes valores de la población total. Por otro lado, la presencia de un refugio y
una tasa de natalidad grande no implican que la población crezca indefinidamente si la
velocidad de difusión es alta para grandes valores de la población total.
• Supongamos ahora que D1 6= ∅ 6= D2, esto es, tenemos difusión local y no-local
simultáneamente. Entonces:
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1. Si el coeficiente no-local está acotado superior e inferiormente o el refugio está
contenido enteramente en la región de difusión local, los resultados son similares
al caso de difusión local pura.
2. Si el refugio está contenido en la región de difusión local, los resultados son similares
al caso de difusión local pura.
3. Si el refugio está contenido en la región de difusión no-local, los resultados son
similares al caso de difusión no-local pura.
4. Supongamos ahora que el refugio tiene parte incluida en donde la difusión es local,
es aleatoria. Entonces, para valores grandes de la tasa de natalidad la especie no
existe ya que crece indefinidamente. En este caso, una velocidad de difusión grande
no evita el desproporcionado crecimiento de la población.
La mayor parte de los resultados de este Capítulo está incluida en el trabajo [33].
En el Capítulo 5 estudiamos la ecuación

−a
(∫
Ω
up
)
∆u = λuq + ur en Ω,
u = 0 sobre ∂Ω,
(14)
donde λ ∈ IR, 0 < q ≤ 1 y 1 < r < (N + 2)/(N − 2) (1 < r <∞ si N ≤ 2).
Recordemos en primer lugar los resultados para el caso local, esto es a ≡ 1:
1. Si q = 1, (14) posee solución positiva si y sólo si
λ ∈ (−∞, λ1).
2. Si 0 < q < 1, existe λ∗ > 0 tal que (14) posee solución positiva si y sólo si
λ ∈ (−∞, λ∗],
y al menos dos soluciones positivas para λ ∈ (0, λ∗).
Para presentar nuestros resultados en el caso no-local necesitamos alguna notación. En
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efecto, consideremos la ecuación local
−∆u = ur en Ω, u = 0 sobre ∂Ω. (15)
Demostraremos que cuando p > max
{
r, N(r−1)2
}
entonces existe M1 > 0 tal que
0 < M1 ≤
∫
Ω
up, para toda u solución positiva de (15).
En este caso nuestro resultado principal es (ver Figuras 10 y 11):
Teorema 0.11 1. Existe un continuo no acotado C en IR×C(Ω) de soluciones positivas de
(14) que emana desde la solución trivial u ≡ 0 en λ = λ0 donde:
λ0 =
 a(0)λ1 si q = 1,0 si 0 < q < 1.
2. Si
lim
s→∞
a(s)
s
r−1
p
= 0, (16)
entonces existen
λ0 ≤ λ∗ ≤ λ∗∗ <∞,
tal que
(a) Si λ > λ∗∗, entonces no existe solución positiva de (14).
(b) Si 0 < λ < λ∗, entonces existe solución positiva de (14). Por tanto, en este caso
(0, λ∗) ⊂ ProjIR(C).
Además, si a(∞) > 0, entonces existe solución positiva de (14) para λ < λ∗, y por tanto
en este caso
(−∞, λ∗) ⊂ ProjIR(C).
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3. Si p > max
{
r, N(r−1)2
}
y
a(s)
s
r−1
p
>
1
M
r−1
p
1
, ∀s > 0, (17)
entonces:
(a) si q = 1, existe λ∗ ∈ (0, a(0)λ1] tal que existe solución positiva de (14) si λ∗ < λ;
esto es
(λ∗,+∞) ⊂ ProjIR(C).
(b) si 0 < q < 1, existe solución positiva de (14) si λ > 0, esto es,
(0,+∞) ⊂ ProjIR(C).
Figura 10: Diagramas de bifurcación para q = 1 y 0 < q < 1 respectivamente, con a verificando
(16).
Figura 11: Diagramas de bifurcación para q = 1 y 0 < q < 1 respectivamente, con a verificando
(17).
Como consecuencia, en el caso no-local, los resultados son similares cuando a verifica (16),
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que incluye el caso en el que a está acotada superiormente.
En nuestro conocimiento, sólo el caso 0 < q < 1 y a verificando (16) ha sido estudiado
previamente, ver [50]. En este trabajo, además se impone que a sea una función creciente, y
sólo el caso λ > 0 es estudiado. El caso λ = 0 ha sido analizado en [7]. Sin embargo, al menos
en nuestro conocimiento, el caso general q = 1 no ha sido estudiado previamente ni el caso en
el que a verifica (17). Este caso es de especial interés ya que se prueba que cuando a crece
muy rápidamente la estructura del conjunto de soluciones cambia drásticamente, apareciendo
soluciones positivas para λ grande. Debemos notar que la cantidad M1 que aparece en (17) no
es fácil de calcular. En el caso de que Ω sea un dominio radial, el problema (15) tiene una única
solución positiva (ver por ejemplo [38], [45] y [54]) y por tanto M1 podría ser calculado.
Los resultados de este Capítulo están incluidos en el trabajo [36].
Para finalizar, exponemos algunos de los problemas abiertos que quedaron a lo largo de
la Memoria, así como posibles líneas de investigación futuras.
1. En todos los problemas estudiados en la Memoria, salvo el considerado en el Capítulo 2,
suponemos que a es no-degenerada en el 0, esto es,
a(0) > 0,
lo que es usado principalmente para poder mostrar la existencia de un punto de bifurcación
desde la solución trivial.
Es por tanto interesante estudiar nuestros problemas para a(0) = 0. Podríamos actuar de
dos maneras:
(a) Perturbar conveniente el problema y tener una ecuación donde aε(0) > 0, aplicar
los resultados a este problema perturbado y pasar al límite convenientemente. Este
razonamiento es el que hemos seguido en el Capítulo 2.
(b) De nuevo perturbar el problema para tener una ecuación donde aε(0) > 0. Concluir
la existencia de un continuo Cε no acotado de soluciones positivas del problema no
acotado. Aplicar a continuación el Lema de Whyburn ([52]) para poder concluir la
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existencia de un continuo no acotado C = ∪Cε de soluciones positivas del problema
original.
2. En la ecuación logística estudiada en el Capítulo 3 sólo hemos podido probar que los
puntos Λj son puntos de bifurcación a infinito en el caso en el que a es creciente. Creemos
que debería ser posible mostrar este resultado independientemente de la monotonía de la
función a.
3. Igualmente en la ecuación logística en la que se combinan difusión local y no-local
estudiada en el Capítulo 4 hemos sido capaz de determinar el punto de bifurcación a
infinito en algunos casos concretos tanto de la función a como en el valor de p. Conocer
si ese es el punto de bifurcación en el caso general es un problema interesante.
4. En el caso superlineal estudiado en el Capítulo 5 no hemos sido capaces de estudiar los
casos en el que el coeficiente a verifica
a(s)
s(r−1)/p
→∞ o a(s)
s(r−1)/p
→ c > 0 cuando s→∞.
5. Es bien conocido el resultado de Gidas-Spruck [39] que proporciona cotas a priori de las
soluciones de un problema elíptico de la forma
−∆u = f(x, u)
donde f verifica
lim
s→∞
f(x, t)
tr
= h(x) > 0 para toda x ∈ Ω,
y 1 < r < (N +2)/(N−2). No existe una resultado similar para una ecuación de la forma
−a
(∫
Ω
up
)
∆u = f(x, u)
o en general
−∆u = f
(
x, u,
∫
Ω
up
)
,
debido a que la técnica usada en [39] no puede ser reproducida cuando hay un término
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no-local. Este resultado daría interesantes consecuencias y nos ayudaría a analizar si
la existencia de un término no-local eviataría la pérdida de cotas a priori en algunos
problemas locales, ver [29].
6. Si bien el objetivo de la Memoria era el estudio del problema estacionario, es un problema
muy interesante estudiar la estabilidad (al menos local) de los puntos estacionarios con
respecto al problema parabólico asociado. Para alguna no-linealidad concreta, se ha
estudiado la existencia y propiedades del atractor asociado al problema parabólico (ver por
ejemplo [13] y [14]) pero no la estabilidad de los posibles puntos estacionarios. Existen
algunos resultados en el caso de que la función de reacción sea lineal (ver por ejemplo
[18], [20], [23]) pero no en el caso no-lineal. Esto nos llevaría al estudio de problemas
de autovalores no-locales para los que no se conocen aún con detalle la estructura del
conjunto de autovalores.
7. En todos los problemas estudiados, el término no local aparece como un coeficiente de
difusión. Puede plantearse igualmente el caso en el que dicho término aparezca dentro de
la divergencia de un operador, esto es problemas de la forma
−div
(
a
(∫
Ω
K(x, y)up(y)dy
)
∇u
)
= f(x, u),
que incluye los problemas
−div
(
a
(∫
Ω(x,r)
up(y)dy
)
∇u
)
= f(x, u),
y el problema intermedio entre local y no local
−div
(
a
(
1
|Ω(x, r)|
∫
Ω(x,r)
up(y)dy
)
∇u
)
= f(x, u),
donde Ω(x, r) := Ω ∩B(x, r), r > 0.
Aunque realmente hay pocos trabajos sobre estas ecuaciones, ya se han dado unos primeros
pasos en [16], [46] y [2].
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Capítulo
1
Resultados Previos
En este Capítulo introducimos resultados que serán usados a lo largo de esta Memoria. La
mayoría de ellos son bien conocidos y no presentaremos sus pruebas, en otros las hemos incluido
por conveniencia del lector; y algunos resultados son nuevos. Distribuimos el contenido de este
capítulo de la siguiente manera: en la Sección 1.1 presentaremos algunos resultados referentes
a problemas de autovalores locales. En la Sección 1.2 estudiamos una ecuación elíptica con
término de reacción cóncavo. En las Secciones 1.3 y 1.4 presentaremos resultados conocidos
sobre la ecuación logística, un problema superlineal y el caso cóncavo-convexo. Por último, en
la Sección 1.5 presentaremos el método de sub-supersolución para un problema no-local.
1.1 Problema de autovalor local
En primer lugar analizamos el siguiente problema de autovalores
 −m1(x)∆u+m2(x)u = λm3(x)u en Ω,u = 0 sobre ∂Ω, (1.1)
donde m1,m2,m3 ∈ L∞(Ω),m1 ≥ m > 0, para alguna constante m > 0, y m3 ≥ 0 en Ω.
El siguiente resultado nos proporciona las principales propiedades del autovalor principal de
(1.1). Los resultados son bien conocidos, citemos por ejemplo [42] donde se realiza un estudio
exhaustivo de (1.1).
Proposición 1.1 El problema (1.1) tiene un autovalor principal, λ ∈ R, denotado por
λΩ1 [−m1(x)∆ +m2(x);m3(x)],
que tiene asociado una autofunción positiva, ϕ1 ∈ W 2,q(Ω), para todo q > 1, y por tanto
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ϕ1 ∈ C1,α(Ω), α ∈ (0, 1). Además, es el único autovalor que tiene asociada una autofunción con
signo definido. Por último, las siguientes propiedades son satisfechas:
1. La aplicación m2 ∈ L∞(Ω) 7→ λΩ1 [−m1(x)∆+m2(x);m3(x)] en R, es continua y creciente.
2. La aplicación m1 ∈ L∞(Ω) 7→ λΩ1 [−m1(x)∆ + m2(x);m3(x)] en R, es continua. Además,
si m2 ≤ 0 en Ω, la aplicación es también creciente.
3. El autovalor principal λΩ1 [−m1(x)∆+m2(x);m3(x)] es continuo y decreciente con respecto
a Ω en el siguiente sentido:
(a) Si Ω1 ⊂ Ω2 ⊂ Ω, entonces
λΩ21 [−m1(x)∆ +m2(x);m3(x)] < λΩ11 [−m1(x)∆ +m2(x);m3(x)].
(b) Si definimos los conjuntos
Ωγ := {x ∈ RN ; dist(x,Ω) < γ},
donde γ > 0, entonces
lim
γ→0λ
Ωγ
1 [−m1(x)∆ +m2(x);m3(x)] = λΩ1 [−m1(x)∆ +m2(x);m3(x)].
Nota 1.2 1. Si Ω = ∅ o m3 ≡ 0 en Ω, por convenio diremos que λΩ1 [−m1(x)∆ +
m2(x);m3(x)] =∞.
2. Cuando no haya confusión, suprimiremos el superíndice Ω en el autovalor, esto es,
escribiremos
λΩ1 [−m1(x)∆ +m2(x);m3(x)] = λ1[−m1(x)∆ +m2(x);m3(x)].
3. Obsérvese que λ1[−m1(x)∆ +m2(x);m3(x)] se puede escribir de la siguiente forma
λ1[−m1(x)∆ +m2(x);m3(x)] = λ1
[
−∆ + m2(x)
m1(x)
; m3(x)
m1(x)
]
.
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Al largo de esta memoria denotaremos, para m1 ≡ 1,m2 ≡ 0 y m3 ≡ 1, los siguientes
autovalores
λ1 := λΩ1 [−∆; 1], λD1 := λD1 [−∆; 1],
con D ⊂⊂ Ω un subdominio propio de Ω.
A continuación estudiaremos un caso particular de (1.1) que jugará un papel fundamental
en el Capítulo 4. Consideramos
m1 = χD1 + dχD2 , m2 ≡ 0 y m3 ≡ 1,
o sea, el problema de autovalor local
 − (χD1 + dχD2) ∆u = λu en Ω,u = 0 sobre ∂Ω, (1.2)
donde d > 0, D1, D2 ⊂ Ω son dos subdominios regulares tales que
Ω = D1 ∪D2, D1 ∩D2 = ∅,
y como consecuencia Ω = D1 ∪D2 ∪ Γ con Γ un conjunto de medida nula. Hemos denotado
χD(x) :=
 1 si x ∈ D,0 si x 6∈ D.
Definimos las funciones:
g(d) := λ1 [− (χD1 + dχD2) ∆; 1] , g0(d) := λΩ01 [(χD1 + dχD2) ∆; 1] , (1.3)
donde Ω0 ⊂⊂ Ω es un subdominio propio de Ω.
En el siguente resultado mostramos el comportamiento del autovalor g(d) con respecto a d.
Proposición 1.3 1. La función g : (0,+∞)→ R+ es creciente y continua.
2. lim
d↓0
g(d) = 0.
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3. lim
d↑∞
g(d) = λ1[−∆;χD1 ].
Prueba:
1. Sigue de la Proposición 1.1 que g(d) es creciente y continua.
2. Por la Proposición 1.1, tenemos
0 < g(d) = λ1[−(χD1 + dχD2)∆; 1] < λD21 [−d∆; 1] = dλD21 .
Tomando el límite cuando d ↓ 0, tenemos lim
d↓0
g(d) = 0.
3. Sea ϕd la autofunción positiva asociada a g(d), con |ϕd|2 = 1. Tenemos que
0 < g(d) = λ1[−(χD1 + dχD2)∆; 1] < λD11 ,
y por tanto, g(d) es acotada y existe limd→∞ g(d) = g(∞). Multiplicando (1.2) por ϕd,
obtenemos que
∫
Ω
|∇ϕd|2 = g(d)
∫
Ω
ϕ2d
χD1 + dχD2
= g(d)
[∫
D1
ϕ2d +
1
d
∫
D2
ϕ2d
]
≤ C. (1.4)
Luego, |ϕd|H10 ≤ C. Entonces, por el Teorema de inyección de Sobolev, existe ϕ∗ ∈ H10 (Ω),
ϕ∗ ≥ 0, ϕ∗ 6≡ 0 tal que
ϕd ⇀ ϕ
∗ en H10 (Ω),
ϕd → ϕ∗ en L2(Ω) cuando d→∞.
Probemos que ϕ∗ > 0 en D1. Supongamos que
∫
D1
ϕ2d → 0 cuando d → ∞. Por (1.4)
tenemos claramente una contradicción. Por otro lado, de la definición de ϕd se tiene
∫
Ω
∇ϕd · ∇ϕ = g(d)
[∫
D1
ϕdϕ+
1
d
∫
D2
ϕdϕ
]
, ϕ ∈ H10 (Ω). (1.5)
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Tomando límite cuando d→∞ en (1.5), obtenemos
∫
Ω
∇ϕ∗ · ∇ϕ = g(∞)
∫
D1
ϕ∗ϕ = g(∞)
∫
Ω
χD1ϕ
∗ϕ, ϕ ∈ H10 (Ω).
Entonces, ϕ∗ es una solución débil del problema
 −∆ϕ
∗ = g(∞)χD1ϕ∗ en Ω,
ϕ∗ = 0 sobre ∂Ω.
Por tanto, como ϕ∗ ≥ 0, ϕ∗ 6≡ 0, sigue que g(∞) = λ1[−∆;χD1 ]. 
En la Figura 1.1 hemos representado la función g(d).
Figura 1.1: Comportamiento del autovalor g(d).
El siguiente resultado muestra el comportamiento del autovalor g0(d) con respecto a d, que
depende de la posición relativa de los conjuntos Ω0, D1 y D2.
Proposición 1.4 1. La función g0 : (0,+∞)→ R+ es continua y no decreciente.
2. Si Ω0 ∩D2 6= ∅, entonces
lim
d↓0
g0(d) = 0.
3. Si Ω0 ∩D2 = ∅, entonces
lim
d↓0
g0(d) = λΩ01 .
4. Si Ω0 ∩D1 6= ∅, entonces
lim
d↑∞
g0(d) = λΩ01 [−∆;χD1∩Ω0 ].
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5. Si Ω0 ∩D1 = ∅, entonces
lim
d↑∞
g0(d) =∞.
Prueba:
1. El primer apartado sigue nuevamente de la Proposición 1.1.
2. Por la Proposición 1.1 y la definición de g0(d), tenemos
0 < g0(d) = λΩ01 [−(χD1 + dχD2)∆; 1] = λΩ0∩D21 [−d∆; 1] = dλΩ0∩D21 .
Tomando el límite cuando d→ 0, obtenemos el resultado.
3. Como Ω0 ∩D2 = ∅, entonces Ω0 ⊆ D1 y tenemos
g0(d) = λΩ01 [−∆; 1] = λΩ01 .
Por tanto, concluimos el apartado.
4. En este apartado podemos usar exactamente el mismo razonamiento del apartado 3 de la
Proposición 1.3.
5. Como Ω0 ⊆ D2, tenemos
g0(d) = dλΩ01 .
Tomando el límite cuando d→∞, obtenemos el resultado. 
En las Figuras 1.2-1.4 se muestra la función g0(d) en diferentes situaciones.
Figura 1.2: Comportamiento g0(d) cuando Ω0 ∩D2 6= ∅ y Ω0 ∩D1 = ∅.
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Figura 1.3: Comportamiento g0(d) cuando Ω0 ∩D2 = ∅ y Ω0 ∩D1 6= ∅.
Figura 1.4: Comportamiento g0(d) cuando Ω0 ∩D2 6= ∅ y Ω0 ∩D1 6= ∅.
1.2 Ecuación local con término de reacción cóncavo
Consideramos el problema
 −∆w = σm(x)w
q en Ω,
w = 0 sobre ∂Ω,
(1.6)
donde m ∈ Cα(Ω), α ∈ (0, 1), con m ≥ 0, m 6≡ 0 y 0 < q < 1.
En el siguiente resultado probamos la existencia y unicidad de solución positiva para (1.6).
Aunque el resultado es bastante conocido, ver por ejemplo [8] y [3], introducimos su prueba por
completitud.
Teorema 1.5 El problema (1.6) tiene una única solución positiva, denotada por w[σ,m] ∈
C2,γ(Ω), con γ ∈ (0, 1), si y sólo si σ > 0. Además,
w[σ,m] = σ
1
1−qw[1,m]. (1.7)
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Prueba: ⇒) Sea w solución positiva de (1.6) y supongamos que σ ≤ 0. Entonces
−∆w ≤ 0 en Ω, w = 0 sobre ∂Ω.
Por el Principio del Máximo, tenemos que w ≡ 0 en Ω. Contradicción.
⇐) Supongamos que m(x) ≥ 0, m 6≡ 0 en Ω. Entonces existen x0 ∈ Ω, r > 0 y m0 > 0 tales
que m(x) ≥ m0 > 0 para todo x ∈ B, donde B = B(x0, r) ⊂ Ω.
Sea ϕB1 la autofunción positiva asociada a λB1 en B con |ϕB1 |∞ = 1. Consideramos ϕ la
prolongación de ϕB1 por cero en Ω, definida por
ϕ =
 ϕ
B
1 en B,
0 en Ω\B.
(1.8)
Obsérvese que ϕ ∈ H10 (Ω).
Tomemos como pareja de sub-supersoluciones (w,w) = (ϕ,Ke) donde e es la única solución
positiva de  −∆e = 1 en Ω,e = 0 sobre ∂Ω. (1.9)
y , K serán constantes positivas elegidas más adelante.
En efecto, w es supersolución de (1.6) si
−∆w ≥ σm(x)wq ⇔ K1−q ≥ σ|m|∞|e|q∞.
Por otro lado, obsérvese que gracias a que ∂ηϕB1 < 0 en ∂B, donde η es la normal exterior
de B, se tiene que
∫
Ω
∇w · ∇ψ ≤ σ
∫
Ω
m(x)wqψ ∀ψ ∈ H10 (Ω), ψ ≥ 0,
si
1−q ≤ σ
λB1
mL,
donde mL = min
x∈B
m(x) > 0. Ya que σ > 0, tenemos que elegir  pequeño para que la anterior
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desigualdad sea cierta y K grande tal que w ≤ w en Ω. Por tanto, podemos aplicar [9] y concluir
que existe w solución de (1.6) tal que w ≤ w ≤ w en Ω.
Además, gracias al Principio del Máximo Fuerte, w(x) > 0 para todo x ∈ Ω.
Para probar la unicidad tomamos f(x, s) = σm(x)sq, 0 < q < 1. Como
f(x, s)
s
= σm(x)sq−1 y q − 1 < 0,
entonces s 7→ f(x, s)
s
es decreciente y estrictamente decreciente en el conjunto donde m es
positiva. Por lo tanto, sigue la unicidad de solución positiva de (1.6), ver [10].
La igualdad (1.7) sigue de un cálculo directo. 
El siguiente resultado nos permite comparar una subsolución o supersolución de (1.6) con
su solución.
Proposición 1.6 Si w ∈ C2(Ω) ∩ C0(Ω) es una subsolución (respectivamente w es una
supersolución) de (1.6) positiva, entonces w ≤ w[σ,m] (respectivamente w[σ,m] ≤ w).
Prueba: Si w es una subsolución de (1.6). Tomamos w = Ke con K grande y e la solución
positiva de (1.9) tal que w sea supersolución, entonces, gracias a la unicidad de solución positiva,
w ≤ w[σ,m] ≤ Ke en Ω.
Análogamente, supongamos que w es supersolución positiva de (1.6), y tomamos w = ϕ
con  > 0 pequeño donde ϕ está definida en (1.8), tal que w sea subsolución. Entonces
ϕ ≤ w[σ,m] ≤ w en Ω. 
1.3 Problema logístico local
En esta Sección estudiamos la siguiente ecuación logística
 −∆u = µu− b(x)u
2 en Ω,
u = 0 sobre ∂Ω,
(1.10)
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donde b ∈ C(Ω), b ≥ 0 y b 6≡ 0 en Ω. Consideremos dos casos para b(x):
(Hb1) b(x) ≥ b0 > 0, ∀x ∈ Ω.
(Hb2) b(x) ≥ 0 en Ω, b(x) 6≡ 0 y definimos el conjunto
Ω0 := int{x ∈ Ω; b(x) = 0}.
Supondremos, por simplicidad, que Ω0 es un conjunto conexo, regular y Ω0 ⊂⊂ Ω.
La ecuación (1.10) ha sido bastante estudiada, véase por ejemplo [43], donde se hace un
estudio detallado de la ecuación.
El siguiente resultado nos garantiza la existencia y unicidad de solución positiva para el
problema (1.10), así como resume las propiedades más importantes de dicha solución.
Teorema 1.7 1. Si b(x) safisface (Hb1), existe una única solución positiva de (1.10) si sólo
si µ > λ1.
2. Si b(x) satisface (Hb2), existe una única solución positiva de (1.10) si y sólo si
λ1 < µ < λ
Ω0
1 .
Además, si denotamos la única solución positiva de (1.10) por θ[µ,b], tenemos que la
aplicación µ ∈ (λ1, λΩ0)→ θ[µ,b] ∈ C1,α(Ω), α ∈ (0, 1), es continua, creciente, diferenciable
y
lim
µ↓λ1
|θ[µ,b]|∞ = 0, lim
µ↑λΩ01
|θ[µ,b]|r =∞, (1.11)
para cualquier 1 ≤ r ≤ ∞. Además,
lim
µ↑λΩ01
θ[µ,b](x)
 +∞ si x ∈ Ω0,<∞ si x ∈ Ω \ Ω0.
De hecho, para cualquier conjunto abierto D ⊂ Ω \ Ω0 se tiene
lim
µ↑λΩ01
θ[µ,b] = L en C2(D),
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donde L es una solución minimal de

−∆L(x) = λΩ01 L(x)− b(x)L(x)2 en Ω \ Ω0,
L(x) = 0 sobre ∂Ω,
L(x) =∞ sobre ∂Ω0.
(1.12)
Nota 1.8 A una solución de (1.12) se le denomina solución “larga” o singular. Cuando se
escribe L(x) =∞ sobre ∂Ω0, significa que
lim
dist(x,∂Ω0)→0
L(x) =∞.
1.4 Problema superlineal local
Estudiaremos en esta Sección las soluciones clásicas del siguiente problema superlineal local
 −∆v = µv
q + vr en Ω,
v = 0 sobre ∂Ω,
(1.13)
donde µ ∈ R y 0 < q ≤ 1 < r.
El próximo resultado nos muestra que las soluciones positivas de (1.13) están acotadas en
L∞(Ω) si µ pertenece a un compacto de IR y
1 < r <

+∞ si N ≤ 2,
N + 2
N − 2 si N > 3.
A partir de ahora cuando escribamos 1 < r < N + 2
N − 2 entenderemos r <
N + 2
N − 2 si N ≥ 3 y
r <∞ si N ≤ 2.
Proposición 1.9 Sea 1 < r < N + 2
N − 2 . Si v es solución clásica positiva de (1.13) y µ ∈ K ⊂ R
(un intervalo compacto), entonces existe una constante C(K,Ω) tal que
|v|∞ ≤ C, ∀(µ, v) solución de positiva (1.13) y µ ∈ K.
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Prueba: Llamamos f(x, s) = µsq + sr. Luego,
lim
s→∞
f(x, s)
sr
= 1 > 0.
Por el Teorema 1.1 de [39] existe una constante positiva C que depende de K y Ω, tal que
|v|∞ ≤ C. 
La siguiente Proposición resume los principales resultados de (1.13) en el caso q = 1, ver
por ejemplo [49], [6].
Proposición 1.10 Sea q = 1.
1. Si v es solución positiva de (1.13), entonces µ < λ1.
2. Si 1 < r < N + 2
N − 2 , entonces existe solución positiva de (1.13) si y sólo si µ ∈ (−∞, λ1).
Además, desde λ = λ1 bifurca desde la solución trivial un continuo C de soluciones positivas de
(1.13) que es no acotado en R× C(Ω) y tal que
ProjR(C) = (−∞, λ1).
En el caso r ≥ N + 2
N − 2 es conocido que no existe solución positiva de (1.13) para µ pequeño.
La siguiente Proposición muestra este resultado, que incluimos para conveniencia del lector.
Definición 1.11 Un dominio Ω se dice estrellado si toda semi-recta que parte de la origen
intesecta la frontera de Ω en un único punto.
Proposición 1.12 Sea Ω estrellado y q = 1. Si r ≥ N + 2
N − 2 y
µ ≤ λ1
(
(N − 2)(r + 2)− 2N
N(r − 1)
)
, (1.14)
entonces (1.13) no posee solución positiva.
Prueba: Consideremos g(s) = µs+ sr. Es claro
G(s) = µ2 s
2 + 1
r + 1s
r+1.
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De la Identidad de Pohozaev, ver por ejemplo [53],
N − 2
2N
∫
Ω
|∇v|2 + 12
∫
∂Ω
|∇v|2x · ηdSx =
∫
Ω
G(v),
donde η es el vector normal exterior en el punto x ∈ ∂Ω. Por ser Ω un dominio estrellado,
tenemos x · η > 0 para todo x ∈ ∂Ω, ver [49], luego
N − 2
2N
∫
Ω
|∇v|2 <
∫
Ω
G(v). (1.15)
Por (1.13), ∫
Ω
|∇v|2 = µ
∫
Ω
v2 +
∫
Ω
vr+1
y sustituyendo en (1.15), obtenemos
N − 2
2N
(
µ
∫
Ω
v2 +
∫
Ω
vr+1
)
<
µ
2
∫
Ω
v2 + 1
r + 1
∫
Ω
vr+1.
Reagrupando, tenemos
(
N − 2
2N −
1
r + 1
) ∫
Ω
vr+1 < µ
(1
2 −
N − 2
2N
) ∫
Ω
v2 = µ
N
∫
Ω
v2. (1.16)
Si r = N+2
N−2 , entonces por (1.16) tenemos
0 < µ
N
∫
Ω
v2,
lo que es una contradicción pues (1.14) con r = N+2
N−2 implica µ ≤ 0.
Ahora, si r > N+2
N−2 ∫
Ω
vr+1 <
µ
N
(
N − 2
2N −
1
r + 1
)−1 ∫
Ω
v2. (1.17)
Por otro lado, debido a la desigualdad de Poincaré, tenemos
λ1
∫
Ω
v2 ≤
∫
Ω
|∇v|2 = µ
∫
Ω
v2 +
∫
Ω
vr+1.
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Debido a (1.17), obtenemos
λ1
∫
Ω
v2 < µ
∫
Ω
v2
[
1 + 1
N
(
N − 2
2N −
1
r + 1
)−1]
,
que implica,
µ > λ1
[
1 + 1
N
(
N − 2
2N −
1
r + 1
)−1]−1
= λ1
[
(N − 2)(r + 1)− 2N
N(r − 1)
]
,
lo que es una contradicción con (1.14). 
En el siguiente resultado analizamos (1.13) con q < 1, ver por ejemplo [3] y [31].
Proposición 1.13 Sea 0 < q < 1.
1. Existe µ > 0 tal que para µ > µ, (1.13) no tiene solución positiva.
2. Si 1 < r < N + 2
N − 2 , entonces existe solución positiva de (1.13) si y sólo si µ ∈ (−∞, µ].
Además, (1.13) tiene al menos dos soluciones positivas si µ ∈ (0, µ).
Por último, desde la solución trivial bifurca en µ = 0 un continuo C de soluciones positivas
de (1.13) que es no acotado en R× C(Ω) y tal que
ProjR(C) = (−∞, µ].
En el resto de la Sección nos dedicamos a dar resultados que serán usados en los
Capítulos posteriores al estudiar problemas no-locales. En el primer resultado, estudiamos el
comportamiento de las soluciones de (1.13) cerca del punto de bifurcación en el caso 0 < q < 1.
Proposición 1.14 Sea 0 < q < 1 y (µn, vn) una sucesión de soluciones positivas de (1.13) tales
que µn → 0 y |vn|∞ → 0. Entonces,
vn
µ
1
1−q
n
→ w[1,1] en L∞(Ω).
Prueba: Como |vn|∞ → 0 y la dirección de bifurcación de soluciones positivas de (1.13) es
42
supercrítica, ver [31], sigue que µn > 0. Por otro lado, como vn ≥ 0, tenemos que
−∆vn = µnvqn + vrn ≥ µnvqn,
luego vn es supersolución de (1.6) con σ = µn y m ≡ 1, por tanto
vn ≥ µ
1
1−q
n w[1,1]. (1.18)
Por otro lado, por el Teorema 2.2 de [3], existe β > 0 tal que para todo µ ∈ (0, µ) el problema
(1.13) tiene una única solución positiva que satisface
|v|∞ ≤ β.
Gracias a la unicidad de solución, para encontrar una cota superior de vn basta encontrar una
supersolución. Tomemos como supersolución de (1.13) w = Rnw[1,1] con Rn a elegir. En efecto,
−∆w ≥ µnwq + wr ⇔ R1−qn ≥ µn +Rr−qn wr−q[1,1].
Ahora, basta tomar Rn que satisfaga
R1−qn −Rr−qn W = µn, (1.19)
donde W = |w[1,1]|r−q∞ . Reescribiendo (1.19) como
 Rn
µ
1
1−q
n
1−q −
 Rn
µ
1
1−q
n
r−qWµ r−11−qn = 1, (1.20)
y tomando límite en (1.20), obtenemos
Rn
µ
1
1−q
n
→ 1.
43
Por (1.18) y la supersolución w, obtenemos
w[1,1] ≤ vn
µ
1
1−q
n
≤ Rn
µ
1
1−q
n
w[1,1] en Ω.
Esto concluye la prueba. 
En el siguiente resultado establece condiciones para garantizar que si una sucesión de
soluciones de (1.13) converge a 0 en norma Lp, entonces lo hace también en norma L∞.
Proposición 1.15 Supongamos p > max{N(r−1)2 , r} y 0 < q ≤ 1. Sea (µn, vn) soluciones
positivas de (1.13) con |µn| ≤ C, con C una constante positiva. Si
∫
Ω
vpn → 0, entonces
|vn|∞ → 0.
Prueba: Como vn → 0 en Lp(Ω), entonces
vrn → 0 en L
p
r (Ω) y vqn → 0 en L
p
q (Ω).
Como µn está acotado, tenemos que
µnv
q
n + vrn → 0 en L
p
r (Ω).
Por regularidad elíptica, existe una constante M > 0 tal que
|vn|W 2, pr ≤M |µnvqn + vrn|p/r → 0.
Ahora, consideramos tres casos:
1. p
r
>
N
2 , 2.
p
r
= N2 , 3.
p
r
<
N
2 .
Supongamos el caso 1, esto es p > r(N/2). Por inyección continua de W 2, pr (Ω) en L∞(Ω),
tenemos que |vn|∞ → 0.
Supongamos el caso 2, p = r(N/2). También por inyección continua de W 2, pr (Ω) en Ls(Ω)
para todo s > 1, tenemos que vn → 0 en Ls(Ω), para todo s > 1. Por tanto, usando de nuevo
la regularidad elíptica, |vn|∞ → 0.
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Ahora, supongamos el caso 3, esto es p < r(N/2). Por inyección continua, tenemos
W 2,
p
r (Ω) ↪→ Lt1(Ω),
donde t1 = pNrN−2p . Luego,
vrn → 0 en L
t1
r (Ω) y vqn → 0 en L
t1
q (Ω),
que implica,
|vn|
W 2,
t1
r
≤M |µnuqn + vrn|t1/r → 0.
De nuevo, si t1/r ≥ N/2, esto es,
p ≥ r
2N
2(r + 1) ,
llegamos a que |vn|∞ → 0.
Por otro lado, si t1
r
< N2 ,
W 2,
t1
r (Ω) ↪→ Lt2(Ω),
donde
t2 =
pN
r2N − 2p(r + 1) .
Repitiendo este razonamiento k veces llegamos a que
|vn|
W 2,
tk
r
→ 0,
donde
tk =
pN
rkN − 2p
k−1∑
j=0
rj
, k ≥ 0.
Por tanto, si existe k tal que tk/r ≥ N/2 llegamos a un absurdo pues |vn|∞ → 0.
Por un cálculo directo, decir que tk/r ≥ N/2 es equivalente a decir
p ≥ N2
rk+1(r − 1)
rk+1 − 1 =
N
2
(r − 1)
1− r−k−1 ,
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para lo que es suficiente que p > N(r−1)2 . Esto concluye la prueba. 
En el siguiente resultado probamos que para q = 1 el punto (µ, v) = (0, 0) no es un punto
de bifurcación de (1.13) desde la solución trivial.
Proposición 1.16 Sea (µn, vn) una sucesión de soluciones positivas de (1.13) con µn → 0.
Entonces existe C > 0 tal que
|vn|∞ ≥ C, ∀n ∈ N.
Prueba: Supongamos por contradicción que |vn|∞ → 0. Hacemos el cambio de variable
wn =
vn
|vn|∞
en (1.13). Por lo tanto, como q = 1 tenemos
−∆wn = µnwn + wrn|vn|r−1∞ , in Ω. (1.21)
Por definición wn está acotado en Lq(Ω) para todo q > 1, y por regularidad elíptica, tenemos
|wn|W 2,q ≤ C, q > 1.
Por lo tanto, existe w ∈ C1(Ω), w 6≡ 0 tal que
wn → w en C1(Ω).
Pasando el límite en (1.21), tenemos
−∆w = 0 en Ω, w = 0 sobre ∂Ω,
que lo implica w ≡ 0. Esto nos conduce a una contradicción ya que |wn|∞ = 1. 
Como consecuencia de los resultados anteriores se tiene:
Proposición 1.17 Supongamos p > max{N(r−1)2 , r}, q = 1 y 1 < r <
N + 2
N − 2 . Sea (µn, vn) una
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sucesión de soluciones positivas de (1.13) con µn → 0. Entonces existe C > 0 tal que
∫
Ω
vpn ≥ C, ∀n ∈ N.
Prueba: Supongamos por contradicción que
∫
Ω
vpn → 0. Por la Proposición 1.15, tenemos que
|vn|∞ → 0, lo que es un absurdo por Proposición 1.16. 
Observemos que en el caso µ = 0 no necesitamos imponer q = 1. Por tanto, tenemos el
siguiente resultado para las soluciones positivas de (1.13) para el caso concreto µ = 0, esto es,
para la ecuación  −∆v = v
r en Ω,
v = 0 sobre ∂Ω.
(1.22)
Corolario 1.18 Sea 1 < r < N + 2
N − 2 y p > max{
N(r−1)
2 , r}. Entonces existe una constante
C > 0 tal que para toda v solución positiva de (1.22) se tiene que:
C ≤
∫
Ω
vp. (1.23)
Como consecuencia, podemos definir
M1 := sup{C > 0 : C ≤
∫
Ω
vp para toda v solución positiva de (1.22) }.
Los siguientes resultados son consecuencia inmediata de la Proposición 1.9.
Proposición 1.19 Sea 1 < r < N + 2
N − 2 y 0 < q ≤ 1. Si (µn, vn) es una sucesión de soluciones
positivas de (1.13), con |µn| ≤ C, entonces existe C1 tal que
∫
Ω
vpn ≤ C1.
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1.5 Método de sub-supersolución para una ecuación no-local
Introducimos el método de sub-supersolución para la siguiente ecuación no-local

−a
(∫
Ω
q(x)up
)
∆u = f(x, u) en Ω,
u = 0 sobre ∂Ω,
(1.24)
donde f : Ω × R → R es una función continua, a es una función positiva y continua, p > 0 y
q ∈ L∞(Ω).
Existen diferentes definiciones de sub-supersolución para (1.24) dependiendo de las
propiedades de a y f , ver por ejemplo [1]. Usaremos el método de sub-supersolución de [25],
que permite más generalidad en a y f .
Definición 1.20 Decimos que la pareja de funciones (u, u), con u, u ∈ H1(Ω)∩L∞(Ω), es una
pareja de sub-supersoluciones de (1.24) si
a) u ≤ u en Ω,
b) u ≤ 0 ≤ u sobre ∂Ω,
c)
a
(∫
Ω
q(x)up
) ∫
Ω
∇u · ∇ϕ−
∫
Ω
f(x, u)ϕ ≤ 0 ≤ a
(∫
Ω
q(x)up
) ∫
Ω
∇u · ∇ϕ−
∫
Ω
f(x, u)ϕ,
para todo ϕ ∈ H10 (Ω), ϕ ≥ 0 en Ω y para todo u ∈ [u, u] := {u ∈ L∞(Ω) : u ≤ u ≤ u}.
El resultado principal dice lo siguiente:
Teorema 1.21 Supongamos que existe una pareja (u, u) de sub-supersoluciones de (1.24).
Entonces, existe una solución u ∈ H10 (Ω) ∩ L∞(Ω) de (1.24) tal que
u ∈ [u, u].
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Capítulo
2
Ecuación con coeficiente de difusión no-local:
caso lineal y sublineal
En este Capítulo presentaremos los resultados obtenidos en [34]. Estudiaremos el siguiente
problema no-local 
−a
(
x,
∫
Ω
up
)
∆u = λuq en Ω,
u = 0 sobre ∂Ω,
(2.1)
donde Ω ⊂ RN , N ≥ 1 es un dominio acotado y regular, p > 0, 0 < q ≤ 1, λ ∈ R,
a : Ω× R→ [0,∞) con a ∈ C(Ω× R).
Dividiremos este Capítulo en el caso homogéneo, esto es, a
(
x,
∫
Ω
up
)
= a
(∫
Ω
up
)
, y el caso
heterogéneo.
La estructura del Capítulo 2 es: En la Sección 2.1 estudiaremos la ecuación (2.1)
considerando el caso homogéneo, donde la función a no depende de la variable x. La Sección 2.2
la dedicamos en estudiar el caso heterogéneo. El estudio del comportamiento de las soluciones
positivas de (2.1) depende fuertemente del comportamiento de la función a(x, s)s
1−q
p en el
infinito.
2.1 Caso homogéneo
Tenemos como objetivo probar la existencia de soluciones positivas para el siguiente problema
no-local

−a
(∫
Ω
up
)
∆u = λuq en Ω,
u = 0 sobre ∂Ω.
(2.2)
Debido a las técnicas usadas, separaremos nuevamente nuestro problema en dos casos,
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primero el caso q = 1 y posteriormente el caso 0 < q < 1. Para probar la existencia de solución
positiva, en el primer caso, usaremos argumentos relacionados con el problema de autovalores
y para el caso 0 < q < 1 usaremos un argumento de punto fijo.
2.1.1 Caso q = 1
Recordamos las siguientes definiciones
aL := inf
s∈[0,∞)
a(s), aM := sup
s∈[0,∞)
a(s),
donde aL ≥ 0 y aM ≤ ∞.
El resultado principal para este caso es:
Teorema 2.1 i) Si (2.2) tiene solución positiva, entonces λ ∈ [aLλ1, aMλ1].
ii) Si λ ∈ (aLλ1, aMλ1), entonces existe una solución positiva de (2.2).
iii) Si aL = min
s∈[0,∞)
a(s) > 0 ó aM = max
s∈[0,∞)
a(s), entonces existe solución positiva para λ = aLλ1
ó λ = aMλ1.
iv) Si a es una función estrictamente monótona, entonces (2.2) tiene una única solución
positiva.
Prueba: i) Si u es solución positiva de (2.2), entonces λ = λ1
[
−a
(∫
Ω
up
)
∆; 1
]
y por la
monotonía del autovalor (ver Proposición 1.1)
aLλ1 = λ1[−aL∆; 1] ≤ λ1
[
−a
(∫
Ω
up
)
∆; 1
]
≤ λ1[−aM∆; 1] = aMλ1,
de donde sigue el apartado.
ii) Sea λ ∈ (aLλ1, aMλ1), entonces
aL <
λ
λ1
< aM .
Por la continuidad de la función a, existe d > 0 tal que
a(d) = λ
λ1
.
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Sea ϕ1 > 0 la autofunción positiva asociada a λ1 con
∫
Ω
(ϕ1)p = 1. Luego u = d
1
pϕ1 es solución
de (2.2). En efecto, se tiene que
−a
(∫
Ω
up
)
∆u = a(d)d
1
pλ1ϕ1 = λu.
iii) Si 0 < aL = min
s∈[0,∞)
a(s) ó aM = max
s∈[0,∞)
a(s), entonces existe d > 0 tal que
a(d) = λ
λ1
,
como en el apartado ii) tenemos la existencia de solución.
iv) Sean u y v dos soluciones positivas de (2.2), con u 6= v. El problema (2.2), con q = 1, puede
ser visto como un problema de autovalores, luego u es proporcional a v, o sea, existe k > 0 tal
que
u = kv.
Si
∫
Ω
up =
∫
Ω
vp. Entonces k = 1 y por lo tanto u = v.
Si
∫
Ω
up <
∫
Ω
vp. Como u y v son soluciones, entonces
λ = λ1
[
−a
(∫
Ω
up
)
∆; 1
]
y λ = λ1
[
−a
(∫
Ω
vp
)
∆; 1
]
.
Supongamos que a es estrictamente creciente. Entonces
a
(∫
Ω
up
)
< a
(∫
Ω
vp
)
.
Luego, por la monotonía del autovalor
λ = λ1
[
−a
(∫
Ω
up
)
∆; 1
]
< λ1
[
−a
(∫
Ω
vp
)
∆; 1
]
= λ
lo que es una contradicción. En el caso en el que a es estrictamente decreciente, se razona de
forma similar. 
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2.1.2 Caso 0 < q < 1
Analicemos (2.2) con 0 < q < 1. Para esto, definimos en primer lugar la función
g(s) := a(s)s
1−q
p R, s ∈ [0,∞),
con
R =
(∫
Ω
wp[1,1]
) q−1
p
,
donde recordemos que w[1,1] es la única solución positiva (ver Teorema 1.5) de
−∆w = wq en Ω, w = 0 sobre ∂Ω.
Proposición 2.2 Resolver (2.2) es equivalente a resolver la ecuación real
g(s) = λ. (2.3)
Prueba: Sea u solución positiva de (2.2). Denotamos
∫
Ω
up = s. Sigue que
−∆u = λ
a(s)u
q.
Por tanto, u es solución del problema (1.6) con σ = λ
a(s) y m(x) ≡ 1. Así,
u =
(
λ
a(s)
) 1
1−q
w[1,1],
elevando a p y integrando sobre Ω, tenemos
∫
Ω
up =
(
λ
a(s)
) p
1−q ∫
Ω
wp[1,1],
luego,
a(s)
p
1−q s = λ
p
1−q
∫
Ω
wp[1,1].
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Concluimos que
g(s) = λ. 
El siguiente resultado sigue del principio del Máximo.
Proposición 2.3 Si λ ≤ 0 entonces (2.2) no tiene solución positiva.
En el siguiente resultado probamos la unicidad de solución positiva en el caso de que g sea
creciente.
Proposición 2.4 Si g es creciente, entonces (2.2) tiene una única solución positiva.
Prueba: Supongamos u y v, u 6= v, soluciones positivas de (2.2). Entonces u y v satisfacen
−∆u = λ
a
(∫
Ω
up
)uq, en Ω, −∆v = λ
a
(∫
Ω
vp
)vq, en Ω, u = v = 0 sobre ∂Ω.
Si
∫
Ω
up =
∫
Ω
vp entonces a
(∫
Ω
up
)
= a
(∫
Ω
vp
)
y u y v soluciones positivas de (1.6) con
σ = λ
a
(∫
Ω
up
) , m ≡ 1.
Como (1.6) tiene única solución positiva entonces u = v.
Si
∫
Ω
up <
∫
Ω
vp entonces u y v son soluciones de (1.6) con σ = λ
a
(∫
Ω
up
) y σ = λ
a
(∫
Ω
vp
) ,
luego
u =
 λ
a
(∫
Ω
up
)

1
1−q
w[1,1], v =
 λ
a
(∫
Ω
vp
)

1
1−q
w[1,1].
Elevando a p y integrando sobre Ω cada una de estas igualdades, obtenemos
∫
Ω
up =
 λ
a
(∫
Ω
up
)

p
1−q ∫
Ω
wp[1,1],
∫
Ω
vp =
 λ
a
(∫
Ω
vp
)

p
1−q ∫
Ω
wp[1,1],
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luego
λ =
a
(∫
Ω
up
)(∫
Ω
up
) 1−q
p
(∫
Ω
wp[1,1]
) 1−q
p
<
a
(∫
Ω
vp
)(∫
Ω
vp
) 1−q
p
(∫
Ω
wp[1,1]
) 1−q
p
= λ. 
A partir de la Proposición 2.2 la estructura del conjunto de soluciones positivas de (2.2)
depende del comportamiento de g(s). En el siguiente resultado mostramos diferentes estructuras
del conjunto de soluciones dependiendo del valor de g(s) cuando s→∞.
Teorema 2.5 i) Si
lim
s→∞ g(s) = +∞, (H∞)
entonces existe solución positiva de (2.2) para todo λ ∈ (0,∞).
ii) Si
lim
s→∞ g(s) = c > 0, (Hc)
entonces existe λ∗ > 0 tal que (2.2) tiene al menos una solución positiva si 0 < λ < λ∗ y
no existe solución positiva para λ > λ∗.
iii) Si
lim
s→∞ g(s) = 0, (H0)
entonces existe 0 < λ∗ tal que (2.2) tiene al menos dos soluciones positivas para
0 < λ < λ∗, y no tiene solución positiva para λ > λ∗.
Prueba: Tenemos que g es una función continua y
lim
s→0 g(s) = 0. (2.4)
Por la Proposición 2.3 no existe solución positiva para λ ≤ 0.
i) Supongamos (H∞). Por (2.4) y la continuidad de g, tenemos que para todo λ > 0 existe
s ∈ [0,∞) tal que g(s) = λ.
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ii) Supongamos (Hc). Por (2.4) y la continuidad de g, tenemos que existe 0 < λ∗ con
λ∗ = sup
s∈[0,∞)
g(s). (2.5)
Luego por (2.3) existe solución positiva para λ ∈ (0, λ∗) y no existe solución positiva para
λ > λ∗.
iii) Supongamos (H0). Nuevamente, por (2.4) y la continuidad de g, existe λ∗ definido en
(2.5). Luego para λ < λ∗ existen s1 < s2 ∈ [0,∞) tal que g(s1) = λ = g(s2). Por tanto, existen
dos soluciones positivas u1, u2 de (2.2) tales que
si =
∫
Ω
upi , i = 1, 2,
y por lo tanto u1 6= u2. Esto concluye la prueba. 
Nota 2.6 Observemos que en este caso no es necesario suponer que g(0) = 0, ni que a(0) sea
finito; sólo es necesario estudiar la ecuación g(s) = λ.
2.2 Caso heterogéneo
Dividiremos de nuevo nuestro estudio en dos casos: el caso el q = 1 y 0 < q < 1. En el caso
0 < q < 1 dividiremos nuevamente en otros dos subcasos. El caso no degenerado en el que
a(x, r) > 0, para todo r ≥ 0; y el caso degenerado donde a(x, r) = 0 si y solo si r = 0.
2.2.1 Caso q = 1
Definimos
λ := inf
t>0
λ1(t), λ := sup
t≥0
λ1(t),
donde λ1(t) := λ1[−a(x, t)∆; 1]. Obsérvese que 0 ≤ λ ≤ λ ≤ ∞.
La prueba del resultado que sigue es bastante similar a la del Teorema 2.1, la incluimos aquí
para la conveniencia del lector.
Teorema 2.7 1. Si u es una solución positiva de (2.1), entonces λ ∈ [λ, λ].
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2. Si λ ∈ (λ, λ), entonces existe al menos una solución positiva de (2.1).
3. Si la aplicación t 7→ a(x, t) es una función estrictamente monótona, entonces (2.1) tiene
una única solución positiva.
4. Si a(x, 0) = 0, entonces λ = 0.
5. Si
lim
s→∞ a(x, s) =∞, uniformemente en Ω, (2.6)
entonces λ =∞.
Prueba: 1. Si u es una solución positiva de (2.1), entonces
λ = λ1
[
−a
(
x,
∫
Ω
up
)
∆; 1
]
.
Por la monotonía del autovalor principal (ver Proposicion 1.1) deducimos que λ ∈ [λ, λ].
2. Supongamos que λ ∈ (λ, λ). Entonces, por la continuidad del autovalor principal existe
t0 > 0, tal que
λ = λ1(t0).
Sea ϕ0 una autofunción positiva asociada a λ1(t0) con
∫
Ω
ϕp0 = 1. Por tanto, u = Kϕ0 es una
solución, con Kp = t0. En efecto, se tiene que
−a
(
x,
∫
Ω
up
)
∆u = −a
(
x,Kp
∫
Ω
ϕp0
)
∆(Kϕ0) = −a(x, t0)∆(Kϕ0) = λ1(t0)Kϕ0 = λu en Ω.
3. Omitimos este apartado ya que su prueba es similar al apartado iv) del Teorema 2.1.
4. Supongamos que a(x, 0) = 0. Por la continuidad de la función a, para todo  > 0 existe
δ > 0, tal que para todo t ∈ (0, δ)
a(x, t) ≤ .
Supongamos por contradicción que λ > 0. Por tanto, existe γ > 0 tal que λ1(t) ≥ γ > 0 para
todo t ∈ (0, δ). Por la monotonía del autovalor principal con respecto am1 (ver Proposición 1.1),
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tenemos para t ∈ (0, δ) que
λ1(t) = λ1 [−a(x, t)∆; 1] ≤ λ1 [−∆; 1] = λ1.
Tomando  bastante pequeño, tenemos una contradicción.
5. Supongamos por contradicción que λ <∞, entonces dada C > 0 existe t0 tal que λ1(t) ≤ C,
para todo t ≥ t0. Por (2.6), para todo M > 0 existe t1 > 0 tal que
a(x, t) ≥M, ∀t ≥ t1, ∀x ∈ Ω.
Por tanto, para t ≥ max{t0, t1}, obtenemos que
C ≥ λ1(t) = λ1 [−a(x, t)∆; 1] ≥ λ1 [−M∆; 1] = Mλ1.
Para M suficientemente grande, tenemos una contradicción. 
2.2.2 Caso 0 < q < 1
Ahora consideramos el problema (2.1) con 0 < q < 1. En este caso dividiremos nuevamente en
dos casos, el caso no degenerado en el que a(x, s) > 0 para todo s ∈ [0,∞) y el caso degenerado,
que es, a(x, r) = 0 si y sólo si r = 0.
Caso no degenerado
En este caso consideramos
a(x, s) > 0, s ∈ [0,∞). (2.7)
Primeramente, introducimos el operador L : L∞(Ω)→ L∞(Ω), definido por
L(f) := u, (2.8)
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donde u es la única solución de la ecuación lineal
 −∆u = f en Ω,u = 0 sobre ∂Ω.
El siguiente resultado es conocido y es consecuencia de las inyecciones de Sobolev y del
principio del Máximo Fuerte, ver [40].
Lema 2.8 El operador L es compacto y estrictamente positivo. Además, si f ∈ L∞(Ω),
entonces existe C > 0 tal que
|Lf |∞ ≤ C|f |∞.
Para probar la existencia de solución usaremos el método de bifurcación. Para eso definimos
la aplicación
Kλ : C0(Ω)→ C0(Ω); Kλ(u) := u− λT (u)
donde
T (u) := L
 (u+)q
a
(
x,
∫
Ω
(u+)p
)
 .
donde u+ = max{0, u}.
Proposición 2.9 u es solución no negativa de (2.1), si y solo si, u es cero de la aplicación Kλ.
Prueba: ⇐) Sea u un cero de Kλ. Entonces por la definición de Kλ, tenemos

−∆u = λ
a
(
x,
∫
Ω
(u+)p
)(u+)q en Ω,
u = 0 sobre ∂Ω.
(2.9)
Multiplicamos (2.9) por u− y integrando por partes, obtenemos
∫
Ω
|∇u−|2 = 0
Por tanto u− ≡ C, C constante. Como u− = 0 en ∂Ω, entonces u− ≡ 0. Luego u ≥ 0 en Ω y es
solución de (2.1).
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⇒) Sea u solución no negativa de (2.1), entonces

−a
(
x,
∫
Ω
up
)
∆u = λuq en Ω,
u = 0 sobre ∂Ω,
y por definición de Kλ, u es cero de Kλ. 
Proposición 2.10 La aplicación de T : C(Ω)→ C(Ω) es compacta.
Prueba: La aplicación u 7→ (u
+)q
a (x,
∫
Ω(u+)p)
es continua, y claramente por L, sigue que T es
compacto. 
Ahora, probaremos que de la solución trivial emana un continuo no acotado de soluciones
positivas en R× C(Ω) de (2.1). Usaremos el grado de Leray-Schauder de Kλ en
Bρ := {u ∈ C(Ω) : |u|∞ < ρ},
con respecto a cero, denotado por deg(Kλ, Bρ), y el índice de una solución aislada u de Kλ,
denotado por i(Kλ, u).
Para probar el siguiente resultado usaremos argumento similares a los usados en [5] y [6].
Teorema 2.11 λ = 0 es el único punto de bifurcación desde la solución trivial de (2.1).
Además, existe un continuo C de soluciones positivas de (2.1) no acotado en IR× C(Ω) que
emana desde (λ, u) = (0, 0).
Prueba: Paso 1: Si λ < 0 entonces i(Kλ, 0) = 1.
Definimos la aplicación
H1 : [0, 1]× C(Ω)→ C(Ω)
H1(t, u) := L
t λ
a
(
x,
∫
Ω
(u+)p
)(u+)q
 .
Probemos que la homotopía definida por H1 es admisible, para lo que es suficiente probar que
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existe γ > 0 tal que
u 6= H1(t, u) ∀u ∈ Bγ, u 6= 0 y t ∈ [0, 1].
Supongamos que existe un ∈ C(Ω)\{0} con |un|∞ → 0 y tn ∈ [0, 1], tal que
un = H1(tn, un)
o sea, 
−a
(
x,
∫
Ω
(u+n )p
)
∆un = λtn(u+n )q ≤ 0 en Ω,
u = 0 sobre ∂Ω.
Por lo tanto un ≤ 0 en Ω, luego u+n = 0. Por tanto un ≡ 0, absurdo.
Tomando  ∈ (0, δ], tenemos
i(Kλ, 0) = deg(Kλ, B) = deg(I −H1(1, ·), B)
= deg(I −H1(0, ·), B) = deg(I, B) = 1.
Paso 2: Si λ > 0 entonces i(Kλ, 0) = 0.
Sea φ > 0 una autofunción asociada al autovalor principal λ1. Definimos
H2 : [0, 1]× C(Ω)→ C(Ω)
H2(t, u) := L
 λ
a
(
x,
∫
Ω
(u+)p
)(u+)q
+ tφ
Vamos a probar que H2 es una homotopía admisible. Supongamos que existe un ∈ C(Ω)\{0},
con |un|∞ → 0, y tn ∈ [0, 1], tal que
un = H2(tn, un).
Por tanto,
−∆un = λ
a
(
x,
∫
Ω
(u+n )p
)(u+n )q + tnλ1φ en Ω, un = 0 sobre ∂Ω.
Como tnφ ≥ 0, por el principio del Máximo Fuerte tenemos que un > 0 en Ω.
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Por otro lado, como 0 < q < 1, para todo M , existe n0 > 0 tal que
λ(u+n )q > Mun ∀n ≥ n0.
Además, como |un|∞ → 0, entonces existe C > 0 tal que
∫
Ω
upn ≤ C.
Por tanto, definimos A = max
(x,s)∈Ω×[0,C]
a(x, s) > 0, luego,
−∆un = λ (u
+
n )q
a
(
x,
∫
Ω
(u+n )p
) + tλ1φ ≥ λ
A
(u+n )q + tλ1φ > Mun.
Entonces λ1 [−∆−M ; 1] > 0, lo que para todo M ≥ λ1 es un absurdo. Luego H2 es admisible.
Tomando  ∈ (0, γ], tenemos
i(Kλ, 0) = deg(Kλ, B) = deg(I −H2(0, ·), B)
= deg(I −H2(1, ·), B) = 0.
La última igualdad es cierta pues hemos probado que la ecuación
−∆u =
 λ
a
(
x,
∫
Ω
(u+)p
)(u+)q
+ φ en Ω, u = 0 sobre ∂Ω,
no tiene solución en B.
Ahora, nuestro objetivo es aplicar el Teorema 1.3 en [47]. Sin embargo, nuestra ecuación
u = λT (u) (2.10)
no se puede escribir como la ecuación (0.1) en [47], es decir,
u = λLu+H(λ, u),
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con L un operador compacto y H(λ, u) una función continua con H(λ, u) = o(|u|∞) cuando
|u|∞ → 0. Por tanto, no podemos aplicar directamente el Teorema 1.3 en [47]. A pesar de ello,
mostraremos que existe un continuo de soluciones positivas que emana desde (0, 0).
En efecto, denotamos por S la clausura de soluciones no triviales de (2.10) y C subconjunto
conexo maximal de S ∪ {(0, 0)}. Probaremos que C es no acotado en R × C(Ω). Supongamos
que C es acotado. Primero, probamos que C no posee (λ, 0) para cualquier λ 6= 0. Para λ ≤ 0,
(2.10) no posee solución positiva. Supongamos que existen λ0 > 0 y una sucesión de soluciones
positivas tales que λn → λ0 y |un|∞ → 0. Entonces, fijado  existe n0 ∈ IN tal que para n ≥ n0,
tenemos
−∆un = λn
a
(
x,
∫
Ω
(u+n )p
)(u+n )q ≥ MA un,
donde M
A
fue definido anteriormente y llegamos a una contradicción para M grande.
Entonces, C verifica la hipótesis del Lema 1.2 en [47]. Luego, existe un conjunto acotado
O ⊂ IR× C(Ω) tal que (0, 0) ∈ O, con ∂O ∩ S = ∅, y tal que O solo contiene las soluciones
triviales que pertenence al entorno de (0, 0).
Ahora, siguiendo el Teorema 1.3 en [47] concluimos la existencia de  > 0 y valores λ y λ
tales que − < λ < 0 < λ <  y (ver (1.11) en [47])
i(Kλ, 0) = i(Kλ, 0),
que es absurdo pues hemos probado que i(Kλ, 0) = 1 y i(Kλ, 0) = 0. Por tanto, concluimos que
existe en continuo de C no acotado de soluciones (2.1) desde (0, 0). 
Ahora, estudiaremos el comportamiento global del continuo C de soluciones positivas de
(2.1).
Proposición 2.12 Sea {(λn, un)} una sucesión de soluciones positivas de (2.1) con |λn| ≤ C.
Si |un|∞ →∞, entonces
∫
Ω
upn →∞.
Prueba: Supongamos que |un|∞ → ∞ y
∫
Ω
upn ≤ M para alguna constante M > 0. Como
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a0 ≤ a(x, s), para todo (x, s) ∈ Ω× [0,M ], entonces
−∆un = λ
a
(
x,
∫
Ω
upn
)uqn ≤ Ca0uqn en Ω.
Luego un es subsolución de (1.6) para σ =
C
a0
y m ≡ 1, por lo tanto
un ≤
(
C
a0
) 1
1−q
w[1,1].
Así, |un|∞ ≤ C1, para alguna constante C1 > 0, que es absurdo. 
Ahora, probaremos la existencia de solución positiva de (2.1) bajo ciertas condiciones de la
función a en el infinito.
Proposición 2.13 Si
lim
s→∞ a(x, s)s
1−q
p =∞, uniformemente en Ω, (A∞)
entonces existe al menos una solución positiva para todo λ > 0.
Prueba: Por el Teorema 2.11 sabemos que existe un continuo C no acotado de soluciones
positivas de (2.1) que emana desde (λ, u) = (0, 0). Supongamos ProjIR(C) está acotado en IR, y
por tanto existe una sucesión de soluciones positivas (λn, un) ∈ C de (2.1) tal que λn → λ0 y
|un|∞ →∞ para algún 0 < λ0 <∞. Por la Proposición 2.12, se tiene que
∫
Ω
upn →∞.
Por (A∞) tenemos que para todo M > 0 existe s0 tal que, para s ≥ s0 > 0,
a(x, s)s
1−q
p > M, x ∈ Ω,
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luego 1
a(x, s) <
1
M
s
1−q
p , para s ≥ s0 > 0. Entonces
−∆un = λn
a
(
x,
∫
Ω
upn
)uqn < λnM
(∫
Ω
upn
) 1−q
p
uqn en Ω.
Por lo tanto, un es subsolución de (1.6) con σ =
λn
M
(∫
Ω
upn
) 1−q
p
y m ≡ 1, entonces
un ≤
(
λn
M
) 1
1−q (∫
Ω
upn
) 1
p
w[1,1] en Ω.
Lo que implica
1 ≤
(
λn
M
) p
1−q ∫
Ω
wp[1,1] ≤
(
λ0 + 
M
) p
1−q ∫
Ω
wp[1,1].
Para M suficientemente grande, es una contradicción. Esto prueba por tanto que ProjR(C) =
(0,∞) y concluimos el resultado. 
Proposición 2.14 Si
lim
s→∞ a(x, s)s
1−q
p = c(x), uniformemente en Ω, (Ac)
con c(x) ≥ 0 para todo x ∈ Ω, entonces no hay solución positiva de (2.1) para λ grande.
Prueba: Supongamos por absurdo que existe una sucesión (λn, un) de soluciones positivas
para λn →∞. Dividiremos la demostración en dos casos:
Caso 1: Supongamos
∫
Ω
upn →∞. Entonces |un|∞ →∞. Debido a (Ac), tenemos que para
todo  > 0, existe s0 > 0 tal que
a(x, s)s
1−q
p ≤ c(x) +  ∀s ≥ s0 > 0.
Por lo tanto,
−∆un = λn
a
(
x,
∫
Ω
upn
)uqn ≥ λnc(x) + 
(∫
Ω
upn
) 1−q
p
uqn,
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luego un es supersolución de (1.6) con σ = λn
(∫
Ω
upn
) 1−q
p
, y m(x) = 1
c(x)+ . Por tanto
un ≥ λ
1
1−q
n
(∫
Ω
upn
) 1
p
w[1,m].
Lo que implica
1 ≥ λ
p
1−q
n
∫
Ω
wp[1,m],
una contradicción para λn →∞.
Caso 2: Supongamos que
∫
Ω
upn ≤ C, para alguna constante C > 0. Por tanto
a
(
x,
∫
Ω
upn
)
≤ aC = sup
s∈[0,C]
x∈Ω
a(x, s),
entonces
−∆un = λn
a
(
x,
∫
Ω
upn
)uqn ≥ λnaC uqn.
Luego un es supersolución de (1.6) con σ =
λn
aC
y m ≡ 1. Por lo tanto,
un ≥
(
λn
aC
) 1
1−q
w[1,1] en Ω.
luego para λn →∞, tenemos
∫
Ω
upn →∞. Absurdo. 
Nota 2.15 Obsérvese que el resultado anterior es cierto suponiendo solamente que a(x, s)s
1−q
p
es acotado en ∞.
Podemos ya enunciar y probar el resultado principal en el caso en el que a satisface (Ac).
Teorema 2.16 Si a satisface (Ac), entonces existen 0 ≤ λ∗ ≤ λ∗∗ ≤ λ∗∗∗ < ∞, λ∗∗ > 0, tales
que:
1. Si λ > λ∗∗∗, entonces no existe solución positiva de (2.1).
2. Si λ ∈ (0, λ∗∗), entonces existe al menos una solución positiva, denotada por uλ, de (2.1).
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Además, tenemos |uλ|∞ →∞ para λ→ λ∗.
Además, si
• Si c(x) ≥ c0 > 0 para alguna constante c0, entonces λ∗ > 0.
• Si c ≡ 0 en Ω, entonces λ∗ = 0.
Prueba: Por el Teorema 2.11 existe un continuo C no acotado de soluciones positivas de (2.1)
que bifurca desde λ = 0.
Por la Proposición 2.14, existe λ∗∗∗ > 0 para el cual no hay soluciones positivas de (2.1) para
λ > λ∗∗∗, lo que implica que ProjIR(C) está acotado. Luego, existe λ∗∗ > 0 tal que (2.1) posee al
menos una solución positiva para 0 < λ < λ∗∗. Como C es no acotado, existe λ∗ con λ∗ ≤ λ∗∗
tal que
lim
λ→λ∗
|uλ|∞ =∞.
Supongamos que c ≥ c0 > 0 y λ∗ = 0, o sea, existe una sucesión (λn, un) ∈ C de soluciones
positivas de (2.1) tal que λn → 0 y |un|∞ → ∞. Por la Proposición 2.12, tenemos que∫
Ω u
p
n →∞. Entonces, para n ≥ n0 tenemos que
a
(
x,
∫
Ω
upn
)
≥
(∫
Ω
upn
)−(1−q)/p c0
2 .
Entonces,
−∆un ≤ λn 2
c0
(∫
Ω
upn
)(1−q)/p
uqn,
luego un es subsolución de (1.6) con σ = 2λnc0
(∫
Ω
upn
)(1−q)/p
y m ≡ 1, tenemos que
un ≤
(
λn
2
c0
)1/(1−q) (∫
Ω
upn
)1/p
w[1,1],
entonces,
1 ≤
(
λn
2
c0
)p/(1−q) ∫
Ω
wp[1,1],
una contradicción para λn → 0.
Supongamos ahora que c ≡ 0 en Ω. Supongamos por contradicción que λ∗ > 0 y que existe
una sucesión (λn, un) ∈ C de soluciones positivas de (2.1) tal que λn → λ∗, |un|∞ → ∞. Por
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(Hc) con c ≡ 0 y como λn → λ∗, para todo , δ > 0, existen s0 > 0 y n0 ∈ N tales que tenemos
que
a(x, s)s
1−q
p <  ∀s ≥ s0 > 0,
y
0 < λ∗ − δ < λn ∀n ≥ n0 > 0.
Por tanto,
−∆un = λn
a
(
x,
∫
Ω
upn
)uqn ≥ (λ∗ − δ) uqn
(∫
Ω
upn
) 1−q
p
.
Luego, un es una supersolución de (1.6), con σ =
(λ∗ − δ)

(∫
Ω
upn
) 1−q
p
and m ≡ 1. Por tanto
1 ≥
(
λ∗ − δ

) 1
1−q ∫
Ω
wp[1,1].
Eso es una contradicción para  y δ pequeño.
El siguiente resultado muestra la unicidad de solución positiva de (2.1).
Proposición 2.17 Si a(x, s) es una función creciente en s, entonces el problema (2.1) con
0 < q < 1 tiene solución positiva única.
Prueba: Sea u y v dos soluciones de (2.1), donde u 6= v.
Supongamos que
∫
Ω
up =
∫
Ω
vp, entonces u y v son soluciones positivas de (1.6), con
m(x) = λ
a
(
x,
∫
Ω
up
) y m(x) = λ
a
(
x,
∫
Ω
vp
) , respectivamente. Como (1.6) tiene una única
solución positiva sigue que u = v.
Ahora, supongamos que
∫
Ω
up >
∫
Ω
vp entonces,
−∆u = λu
q
a
(
x,
∫
Ω
up
) < λvq
a
(
x,
∫
Ω
vp
)
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luego u es subsolución de

−∆w = λ
a
(
x,
∫
Ω
vp
)wq en Ω,
w = 0 sobre ∂Ω,
cuya única solución positiva es v. Así, u < v en Ω, lo que es un absurdo. 
Nota 2.18 Observemos que este resultado de unicidad es más débil que el obtenido en el caso
homogéneo, Proposición 2.4. En efecto, si a es creciente, entonces g es creciente; pero el inverso
no es cierto en general.
Caso Degenerado
Recordamos que en el caso degenarado consideramos
a(x, 0) = 0. (2.11)
Para afrontar el problema de a(x, 0) = 0 introducimos una pertubación  > 0 en el problema
(2.1), estudiamos el problema perturbado, que ya es no degenerado, y después hacemos tender
 a 0.
Definimos u una solución del problema

−
(
a
(
x,
∫
Ω
up
)
+ 
)
∆u = λuq en Ω,
u = 0 sobre ∂Ω.
(2.12)
Llamamos
a(x, s) = a(x, s) +  > 0.
Obsérvese que
lim
s→∞ a(x, s)s
1−q
p =∞, uniformemente en Ω.
Luego a satisface (A∞). Por tanto, por la Proposición 2.13, para cada  > 0 existe una solución
positiva u de (2.12) para todo λ ∈ (0,∞).
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Nuestro objetivo es pasar al límite con  → 0 en (2.12). Para eso, necesitamos conocer el
comportamiento de
∫
Ω
up cuando → 0.
Lema 2.19 Si u es solución de (2.12), entonces
∫
Ω
up 9 0 cuando → 0.
Prueba: Supongamos que
∫
Ω
up → 0. Entonces, por (2.11) para todo M > 0 existe  > 0 tal
que
1
a
(
x,
∫
Ω
up
)
+ 
> M para 0 <  < 0.
Así,
−∆u > λMuq
Por tanto, u es supersolución del problema (1.6) con σ = λM y m ≡ 1, luego
∫
Ω
up ≥ (λM)
p
1−q
∫
Ω
wp[1,1].
Una contradicción. 
Lema 2.20 i) Si a satisface (A∞), entonces
∫
Ω
up 9∞ cuando → 0.
ii) Si a satisface (Ac) con c ≥ c0 > 0, entonces existe λ∗ > 0 tal que para λ < λ∗,
∫
Ω
up 9∞
cuando → 0.
Prueba: Supongamos que
∫
Ω
up → ∞, luego para todo M > 0 existe 0 > 0 tal que para
 < 0 ∫
Ω
up ≥M.
i) Por (A∞) para todo M1 > 0 existe s0 > 0 tal que s ≥ s0 > 0,
a(x, s)s
1−q
p > M1.
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Tomando M = s0, concluimos
−∆u = λ
a
(
x,
∫
Ω
up
)
+ 
uq ≤
λ
a
(
x,
∫
Ω
up
)uq
≤ λ
M1
(∫
Ω
up
) 1−q
p
uq
Luego, u es subsolución del problema (1.6) con σ =
λ
M1
(∫
Ω
up
) 1−q
p
y m ≡ 1, por tanto
u ≤
(
λ
M1
) 1
1−q (∫
Ω
u
) 1
p
w[1,1],
luego
1 ≤
(
λ
M1
) p
1−q ∫
Ω
wp[1,1]
Para M1 suficientemente grande tenemos una contradicción.
ii) Como a satisface (Ac) y c ≥ c0 > 0, existe δ > 0 tal que c(x)− δ > 0 para todo x ∈ Ω. Para
todo δ, por (Ac) existe s0 > 0 tal que
a(x, s)s
1−q
p ≥ c(x)− δ > 0.
Entonces,
−∆u = λ
a
(
x,
∫
Ω
up
)
+ 
uq ≤
λ
a
(
x,
∫
Ω
up
)uq
≤ λ
c(x)− δ
(∫
Ω
up
) 1−q
p
uq
Luego u es subsolución del problema (1.6) con σ = λ
(∫
Ω
up
) 1−q
p
y m(x) = 1
c(x)− δ , así,
u ≤ λ
1
1−q
(∫
Ω
u
) 1
p
w[1,m].
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Por tanto,
1 ≤ λ p1−q
∫
Ω
wp[1,m].
Está expresión es un absurdo si
λ <
 1∫
Ω
wp[1,m]

1−q
p
:= λ∗. 
Podemos enunciar y probar el resultado principal en el caso degenarado.
Teorema 2.21 Supongamos a(x, 0) = 0.
i) Si a satisface (A∞), entonces existe al menos una solución positiva de (2.1) para λ > 0.
ii) Si a satisface (Ac) con c ≥ c0 > 0, entonces existen 0 < λ∗ < λ∗∗, tales que existe al
menos una solución positiva de (2.1) para 0 < λ < λ∗ y no posee solución positiva para
λ > λ∗∗.
Prueba: Fijamos λ > 0 cuando a verifica (A∞) y λ ∈ (0, λ∗) cuando a verifica (Ac). Sea u
solución positiva de (2.12). Entonces por los Lemas 2.19 y 2.20, existen γ1, γ2 > 0 tales que
0 < γ1 ≤
∫
Ω
up ≤ γ2 <∞.
Por tanto, por la continuidad de a, existen m1,m2 > 0 tales que
0 < m1 ≤ a
(
x,
∫
Ω
up
)
+  ≤ m2 <∞.
Así,
−∆u ≤ λ
m1
uq ,
tenemos que u está acotado en L∞(Ω). Luego
λ
a
(
x,
∫
Ω
up
)
+ 
uq está acotada en Lr(Ω), para todo r > 1.
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Por resultados de regularidad, u es acotada en W 2,r(Ω) para todo r > 1. Por inyección
continua, existe u0 ≥ 0 tal que
u → u0 en C1,α(Ω), α ∈ (0, 1). (2.13)
Entonces ∫
Ω
up →
∫
Ω
up0 6= 0. (2.14)
Por los Lemas 2.19 y 2.20, tenemos
0 6=
∫
Ω
up0 <∞. (2.15)
Concluimos que u0  0. Multiplicamos (2.12) por ϕ ∈ H10 (Ω) y integramos por partes,
obtenemos ∫
Ω
∇u · ∇ϕ = λ
∫
Ω
uq
a
(
x,
∫
Ω
up
)
+ 
ϕ.
Por (2.13), (2.14) y (2.15), tenemos
∫
Ω
∇u0 · ∇ϕ = λ
∫
Ω
uq0
a
(
x,
∫
Ω
up0
)ϕ, ϕ ∈ H10 (Ω).
Luego u0 es solución positiva de (2.1). 
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Capítulo
3
Ecuación logística con coeficiente de difusión
no-local
En este Capítulo presentaremos los resultados obtenidos en [35]. Tenemos el objetivo de
estudiar la existencia de solución positiva para la siguiente ecuación no-local

−a
(∫
Ω
q(x)up
)
∆u = λu− b(x)u2 en Ω,
u = 0 sobre ∂Ω,
(3.1)
donde Ω ⊂ IRN , N ≥ 1 es un dominio acotado y regular, p > 0, q ∈ L∞(Ω), no negativa y no
trivial en Ω y b ∈ C(Ω) que verifica una de las dos siguientes hipótesis:
(Hb1) b(x) ≥ b0 > 0, ∀x ∈ Ω.
(Hb2) b(x) ≥ 0 en Ω, b(x) 6= 0 y definimos el conjunto
Ω0 := int{x ∈ Ω; b(x) = 0}.
Supondremos, por simplicidad, que Ω0 es un conjunto conexo, regular y Ω0 ⊂⊂ Ω.
Este Capítulo está organizado de la siguiente manera: en la Sección 3.1, probaremos la
existencia de un continuo no acotado de soluciones positivas de (3.1) usando el método de
bifurcación, así como, la dirección de bifurcación de este continuo. En la Sección 3.2 presentamos
resultados de no existencia de solución positiva. En las Secciones 3.3 y 3.4 se analizan con detalle
los casos (Hb1) y (Hb2), respectivamente, usando en el segundo caso, además de resultados de
bifurcación, argumentos de punto fijo.
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3.1 Bifurcación global y local
En primer lugar, probaremos la existencia de un continuo no acotado de soluciones positivas de
(3.1).
Teorema 3.1 Existe un continuo no acotada C en IR× C(Ω) de soluciones positivas para el
problema (3.1) que emana a partir de (λ, u) = (a(0)λ1, 0).
Prueba: Obsérvese que (3.1) es equivalente a
u = Tλ(u) :=
λ
a(0)Lu+ h(λ, u),
donde
h(λ, u) = λL

 1
a
(∫
Ω
(u+)p
) − 1
a(0)
u+
− L
 b(x)
a
(∫
Ω
(u+)p
)u2
 ,
u+ = max{u, 0}, y L está definido en (2.8).
Obsérvese que u es una solución no negativa de (3.1), si y sólo si u = Tλ(u). Por el Lema 2.8,
tenemos
∣∣∣∣∣h(λ, u)u
∣∣∣∣∣∞ ≤
1
|u|∞
∣∣∣∣∣∣∣∣λL

 1
a
(∫
Ω
q(x)(u+)p
) − 1
a(0)
u+

∣∣∣∣∣∣∣∣
∞
+ 1|u|∞
∣∣∣∣∣∣∣∣L
 b(x)
a
(∫
Ω
q(x)(u+)p
)u2

∣∣∣∣∣∣∣∣
∞
≤ C
λ
∣∣∣∣∣∣∣∣
1
a
(∫
Ω
q(x)(u+)p
) − 1
a(0)
∣∣∣∣∣∣∣∣+
|b(x)|∞∣∣∣∣a(∫Ω q(x)(u+)p
)∣∣∣∣ |u|∞
→ 0,
cuando |u|∞ → 0. Aplicando el Teorema 1.3 en [47], podemos concluir que existe una
componente conexa de soluciones no negativas y no triviales C que emana desde (λ, u) =
(a(0)λ1, 0) que es no acotada. Por el Principio del Máximo, las soluciones no negativas y
no triviales son positivas en Ω. 
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Obsérvese que, por regularidad elíptica, cualquier solución u ∈ L∞(Ω), pertenece a W 2,p(Ω)
para todo p > 1, y entonces, u ∈ C1,α(Ω), α ∈ (0, 1).
En el siguiente resultado estudiamos la dirección de bifurcación del continuo que emana
desde λ = a(0)λ1.
Teorema 3.2 Sea a ∈ C1(R). Denotamos ϕ1 la autofunción positiva asociada a λ1, con norma
|ϕ1|2 = 1. El sentido de la bifurcación en el punto (λ, u) = (a(0)λ1, 0) es el siguiente:
a) Supongamos p = 1, entonces:
a1) Si a′(0) > −
∫
Ω
b(x)ϕ31
λ1
∫
Ω
q(x)ϕ1
, el sentido es supercrítico.
a2) Si a′(0) < −
∫
Ω
b(x)ϕ31
λ1
∫
Ω
q(x)ϕ1
, el sentido es subcrítico.
b) Supongamos p > 1, entonces el sentido es supercrítico.
c) Supongamos p < 1, entonces:
c1) Si a′(0) > 0, el sentido es supercrítico.
c2) Si a′(0) < 0, el sentido es subcrítico.
Prueba: Para p ≥ 1 definimos la aplicación
F : IR× C2(Ω)→ C(Ω),
F(λ, u) = a
(∫
Ω
q(x)up
)
∆u+ λu− b(x)u2. (3.2)
Se tiene que F ∈ C1(IR× C2(Ω);C(Ω)) y
Fu(λ, u)(v) = a′
(∫
Ω
q(x)up
)
p
(∫
Ω
q(x)up−1v
)
∆u
+ a
(∫
Ω
q(x)up
)
∆v + λv − 2b(x)uv, (3.3)
Fuλ(λ, u)v = v. (3.4)
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Por definición de F , (3.3) y (3.4), tenemos
F(λ, 0) = 0, ∀λ ∈ IR,
L0 := Fu(λ, 0)(v) = a(0)∆v + λv,
L1 := Fuλ(λ, 0)(v) = v.
También tenemos que
Ker(L0) = {v ∈ C20(Ω) \ {0}; a(0)∆v + λv = 0} 6= ∅.
Como a(0)λ1 es un autovalor simple de (−a(0)∆), entonces
Ker(Fu(a(0)λ1, 0)) = 〈ϕ1〉,
y
dim (Ker(Fu(a(0)λ1, 0))) = cod (Rg (Ker(Fu(a(0)λ1, 0))) = 1.
Por el Teorema de la Alternativa de Fredholm, tenemos
Rg (Fu(a(0)λ1, 0)) =
{
u ∈ L2(Ω);
∫
Ω
ϕ1u = 0
}
.
Por otro lado, tenemos
Fuλ(a(0)λ1, 0)(ϕ1) = ϕ1.
Por tanto,
Fuλ(a(0)λ1, 0)(ϕ) 6∈ Rg (Fu(a(0)λ1, 0)),
debido a |ϕ1|2 = 1.
Entonces podemos aplicar el Teorema de Crandall-Rabinowitz (ver [30]) y concluir que existe
 > 0 y dos aplicaciones C1
µ : (−, )→ IR, v : (−, )→ Z,
76
donde Z es el complementario topológico del Ker(L0) en C20(Ω), tales que µ(0) = 0, v(0) = 0,
y para cada s ∈ (−, )  λ(s) = a(0)λ1 + µ(s),u(s) = s(ϕ1 + v(s)), (3.5)
tales que (λ(s), u(s)) son soluciones no-triviales de (3.1), o sea
F(λ(s), u(s)) = 0 s ∈ (−, ).
Además, existe ρ > 0 tal que si F(λ, u) = 0 y (λ, u) ∈ B((a(0)λ1, 0), ρ), o bien u ≡ 0 en
Ω, o (λ, u) = (λ(s), u(s)) para algún s ∈ (−, );B((a(0)λ1, 0), ρ) denota a bola centrada en
(a(0)λ1, 0) y radio ρ > 0 en R× C20(Ω). Obsérvese que u(s) es positiva para s ∈ (0, ).
Por otro lado, el desarollo de Taylor de la función a (t) es dado por
a (t) = a(0) + ta′(0) + o(t). (3.6)
Sustituyendo (3.5) y (3.6) en (3.1), obtenemos
−
(
a(0) + spa′(0)
∫
Ω
q(x)(ϕ1 + v(s))p + o(sp)
)
∆(sϕ1 + sv(s)) =
(a(0)λ1 + µ(s))(s(ϕ1 + v(s))− b(x)(s(ϕ1 + v(s)))2.
Multiplicamos por ϕ1, integrando en Ω y reorganizando los términos, tenemos que
spa′(0)λ1
∫
Ω
q(x)(ϕ1 + v(s))p + spa′(0)λ1
∫
Ω
q(x)(ϕ1 + v(s))p
∫
Ω
ϕ1v(s) + o(sp)
= µ(s)
∫
Ω
(ϕ1 + v(s))ϕ1 − s
∫
Ω
b(x)(ϕ1 + v(s))2ϕ1.
Entonces,
µ(s)
sp
=
a′(0)λ1
∫
Ω
q(x)(ϕ1 + v(s))p
(
1 +
∫
Ω
ϕ1v(s)
)
+ s1−p
∫
Ω
b(x)(ϕ1 + v(s))2ϕ1∫
Ω
(ϕ1 + v(s))ϕ1
+ o(s). (3.7)
Tomando límite en s, tenemos;
77
a) Si p = 1, entonces
lim
s→0
µ(s)
s
= a′(0)λ1
∫
Ω
q(x)ϕ1 + b(x)ϕ31,
de donde se deduce el primer apartado.
b) Si p > 1, entonces por (3.7), tenemos
lim
s→0
µ(s)
sp
=∞,
por lo que µ(s) > 0 para s > 0 y pequeño, y entonces λ(s) > a(0)λ1 y como consecuencia
la dirección es supercríitica.
c) Supongamos p < 1. Al no poder aplicar el Teorema de Crandall-Rabinowitz, usaremos un
argumento distinto para estudiar la dirección de bifurcación.
c1) Supongamos a′(0) > 0, entonces existe  > 0 tal que
a(s) > a(0) 0 < s < . (3.8)
También supongamos que existen {(λn, un)}, tal que
λn → a(0)λ1 y |un|∞ → 0.
Como  >
∫
Ω
q(x)upn > 0, para n grande, por (3.8), tenemos
a
(∫
Ω
q(x)upn
)
> a(0).
Por la Proposición 1.1, entonces
λn = λ1
[
−a
(∫
Ω
q(x)upn
)
∆ + b(x)un; 1
]
> λ1
[
−a
(∫
Ω
q(x)upn
)
∆; 1
]
> λ1[−a(0)∆; 1] = a(0)λ1.
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Luego, λn > a(0)λ1, o sea, el sentido es supercrítico.
c2) Ahora, supongamos que a′(0) < 0. Supongamos que existe (λn, un) una sucesión de
soluciones positivas de (3.1) tal que
λn → a(0)λ1 y |un|∞ → 0,
con λn > a(0)λ1. Sea C > 0, con C suficientemente grande, tal que
a′(0) < −
∫
Ω
b(x)ϕ31
Cλ1
∫
Ω
q(x)ϕ1
. (3.9)
Definimos el problema

−a
(
C
∫
Ω
q(x)w
)
∆w = w(µ− b(x)w) en Ω,
w = 0 sobre ∂Ω.
(3.10)
Obsérvese que p = 1 en (3.10), luego podemos usar el apartado a2) y concluir que la
dirección de bifurcación de (3.10) es subcrítica. Por tanto, µ < a(0)λ1 en un entorno
de a(0)λ1. Ahora, probemos que existe una sucesión (µn, wn) de soluciones positivas
de (3.10) con µn > a(0)λ1, µn → a(0)λ1 y |wn|∞ → 0, lo que nos llevará a una
contradicción.
Tomamos µn = λn. Por a′(0) < 0, tenemos que existe 0 > 0 tal que
a(0) > a(s), 0 < s < 0. (3.11)
Como p < 1, tenemos que existe n0 ∈ N tal que
q(x)upn > Cq(x)un ∀n ≥ n0.
Como a′(0) < 0, entonces a es decreciente en 0. Entonces, como |un|∞ → 0, tenemos
a
(∫
Ω
q(x)upn
)
< a
(
C
∫
Ω
q(x)un
)
. (3.12)
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Ahora, vamos aplicar el método de sub-supersoluciones a (3.10). Tomemos
u = un, u = ϕ1,
donde  será escogido posteriormente. Obsérvese que como λn ≥ λ0 > 0 para algún
λ0, tenemos
f(x, s) = s(λn − b(x)s) > 0, s ∈ [u, u].
Entonces, como a es decreciente en [u, u] y f(x, s) > 0, la Definición 1.20 es
equivalente a
−a
(∫
Ω
Cq(x)u
)
∆u− f(x, u) ≤ 0 ≤ −a
(∫
Ω
Cq(x)u
)
∆u− f(x, u).
Veamos que u = un es supersolución de (3.10). En efecto, por (3.12)
−a
(
C
∫
Ω
q(x)un
)
∆un > −a
(∫
Ω
q(x)un
)
∆un = un(λn − b(x)un).
Ahora, veremos que u = ϕ1 es subsolución de (3.10). De hecho, ϕ1 es subsolución
si
b(x)ϕ1 + a
(

∫
Ω
Cq(x)ϕ1
)
λ1 ≤ λn.
Por (3.11), para  pequeño, tenemos que
b(x)ϕ1 + a
(
C
∫
Ω
ϕ1
)
λ1 ≤ bM+ a(0)λ1 < λn
⇔  ≤ λn − a(0)λ1
bM
,
donde bM = max
x∈Ω
b(x). Así, existe solución positiva de (3.10) para λn > a(0)λ1 tal
que
ϕ1 ≤ wn ≤ un, en Ω,
lo que es contradicción como comentamos anteriormente. 
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3.2 Resultados de no existencia de solución positiva
Una vez estudiada la bifurcación con detalle, empezamos a estudiar la ecuación para conocer el
comportamiento global del continuo.
Proposición 3.3 Sea (λ, u) solución positiva de (3.1).
1. Si denotamos
d = a
(∫
Ω
q(x)up(x)dx
)
,
entonces,
u
d
= θ[λ/d,b].
donde θ[λ/d,b] es la única solución positiva de (1.10).
2. Si u es solución positiva de (3.1), entonces
a
(∫
Ω
q(x)up(x)dx
)
λ1 < λ < a
(∫
Ω
q(x)up(x)dx
)
λΩ01 . (3.13)
Prueba:
1. Dividiendo (3.1) por d2, obtenemos
−∆
(
u
d
)
= λ
d
(
u
d
)
− b(x)
(
u
d
)2
,
luego,
u
d
= θ[λ/d,b].
2. Por la Proposición 1.1, obtenemos que
λ = λ1
[
−a
(∫
Ω
q(x)up
)
∆ + b(x)u
]
> λ1
[
−a
(∫
Ω
q(x)up
)
∆
]
= a
(∫
Ω
q(x)up
)
λ1.
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Usando nuevamente la Proposición 1.1, tenemos
λ = λ1
[
−a
(∫
Ω
q(x)up
)
∆ + b(x)u
]
< λΩ01
[
−a
(∫
Ω
q(x)up
)
∆
]
= a
(∫
Ω
q(x)up
)
λΩ01 . 
El siguiente resultado es un resultado de no existencia de solución para valores de λ grande
o pequeño.
Proposición 3.4 Sea (λ, u) solución positiva de (3.1).
1. Si b(x) verifica (Hb1), entonces λ > aLλ1;
2. Si b(x) verifica (Hb2), entonces
aLλ1 < λ < aMλ
Ω0
1 .
Prueba: Los resultados son consecuencia de (3.13) y la Proposición 1.1. 
Nota 3.5 Cabe recordar que, a diferencia de la mayoría de los resultados en la literatura, no
asumimos que a está acotada superiormente y tampoco a es estrictamente positivo. Por tanto,
por ejemplo, cuando a es no acotado el resultado anterior se tiene con aM =∞.
3.3 Caso que b verifica (Hb1)
Estudiemos primer el caso (Hb1), es decir, cuando b(x) es una función estrictamente positiva
en todo el dominio.
Teorema 3.6 Si b(x) satisface (Hb1). Entonces existe solución positiva de (3.1) si λ > a(0)λ1.
Prueba: Obsérvese que
u <
λ
b0
en Ω. (3.14)
En efecto, sea
Ω1 =
{
x ∈ Ω;u(x) > λ
b0
}
.
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Entonces,
−a
(∫
Ω
q(x)up
)
∆u = λu− b(x)u2 ≤ 0 en Ω1, u = λ
b0
sobre ∂Ω1,
implicando que u ≤ λ
b0
en Ω1; lo que es una contradicción. Por tanto, Ω1 = ∅, y gracias al
Principio del máximo fuerte sigue (3.14). Por tanto, por el Teorema 3.1 existe un continuo C no
acotado de soluciones positivas que bifurca desde λ = a(0)λ1. Además, (3.1) no existe solución
positiva para λ ≤ aLλ1. Como consecuencia de (3.14) tenemos que ProjIR(C) ⊃ (a(0)λ1,∞) y
sigue la existencia de solución positiva para λ > a(0)λ1. 
Corolario 3.7 Si a es creciente y b constante, entonces existe una única solución positiva de
(3.1) si λ > a(0)λ1.
Prueba: Por el Teorema 3.6 tenemos la existencia de solución. Ahora, probaremos que la
solución es única.
Supongamos que a es creciente y b constante. Sea u y v soluciones positivas de (3.1), con
u 6= v. Dividiremos en dos casos:
1.- Supongamos que
∫
Ω
q(x)up =
∫
Ω
q(x)vp. Entonces, u y v son soluciones positivas de
−∆v = λv − bv
2
a
(∫
Ω
q(x)up
) en Ω, v = 0 sobre ∂Ω. (3.15)
Por tanto, como (3.15) tiene una única solución positiva, sigue que u = v en Ω.
2.- Supongamos ahora que
∫
Ω
q(x)up <
∫
Ω
q(x)vp. Obsérvese que como b es constante, sigue
por (3.14) que
λv − bv2 > 0 en Ω. (3.16)
Además, como a es creciente y por (3.16), obtenemos que
−∆v = λv − bv
2
a
(∫
Ω
q(x)vp
) < λv − bv2
a
(∫
Ω
q(x)up
) .
Por tanto, v es subsolución de (3.15), que implica u > v, una contradicción. 
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3.4 Caso que b verifica (Hb2)
Ahora estudiaremos el caso en que b satisface (Hb2). Para ello, definimos
I :=
∫
Ω
q(x)(M(x))pdx (3.17)
dondeM(x) está definida como sigue
M(x) :=
 ∞ in Ω0,L(x) in Ω \ Ω0, (3.18)
y L(x) está definida en el Capítulo 1. M(x) es la llamada metasolution, (ver [43]).
Nuestro primer resultado trata el caso en el que I =∞.
Teorema 3.8 Supongamos que b(x) satisface (Hb2) y que I =∞.
1. Si 0 < a(∞) <∞, entonces existe solución positiva de (3.1) si
λ ∈ (min{a(0)λ1, a(∞)λΩ01 },max{a(0)λ1, a(∞)λΩ01 }).
2. Si a(∞) =∞, entonces existe solución positiva de (3.1) para λ > a(0)λ1.
3. Si a(∞) = 0, entonces existe solución positiva de (3.1) para λ ∈ (0, a(0)λ1).
Además, existen sucesiones (λn, uλn), (λ′n, uλ′n) ∈ C, tales que
lim
λn→a(0)λ1
|uλn|∞ = 0, lim
λ′n→a(∞)λΩ01
|uλ′n|∞ =∞,
donde C es el continuo no acotado que bifurca desde u = 0 en λ = a(0)λ1.
Prueba: Por el Teorema 3.1 existe un continuo C no acotado en R × L∞(Ω) de soluciones
positivas de (3.1) que emana desde (λ, u) = (a(0)λ1, 0). Por la Proposición 3.4, (3.1) no posee
soluciones positivas para λ ≤ aLλ1.
1. Supongamos que 0 < a(∞) < ∞, entonces 0 < aL ≤ aM < ∞. De nuevo, por la
Proposición 3.4, si existe solución positiva de (3.1) entonces λ < aMλΩ01 , y por tanto,
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como C es no acotada y ProjIR(C) es acotado, existe una sucesión (λn, un) ∈ C de soluciones
positivas de (3.1), con λn → λ∗ ∈ (0,∞) y |un|∞ →∞. Definimos
dn = a
(∫
Ω
q(x)upn
)
.
Entonces, por la Proposición 3.3
un
dn
= θ[λn/dn,b]. (3.19)
Así,
dn = a
(
dpn
∫
Ω
q(x)θp[λn/dn,b]
)
. (3.20)
Por otro lado, como un es una solución positiva de (3.1), por la Proposición 3.3 tenemos
que
λ1 <
λn
dn
< λΩ01 .
Como λn → λ∗ ∈ (0,∞), sigue que dn es acotado. Entonces, como |un|∞ → ∞ y usando
(3.19), concluimos que |θ[λn/dn,b]|∞ → +∞, y por tanto
λn
dn
→ λΩ01 .
Así, por el Teorema 1.7
dn → λ
∗
λΩ01
en IR y θ[λn/dn,b] →M en C2(Ω).
Pasando el límite en (3.20), obtenemos
λ∗
λΩ01
= a
((
λ∗
λΩ01
)p
I
)
= a(∞)⇒ λ∗ = a(∞)λΩ01 . (3.21)
2. Supongamos que a(∞) = ∞. En este caso, aL > 0 y entonces si (λ, u) es una solución
positiva de (3.1) tenemos por la Proposición 3.4 que 0 < aLλ1 < λ. Supongamos por
contradicción que existe una sucesión de soluciones positivas (λn, un) ∈ C de (3.1) tal que
λn → λ∗ < ∞ y |un|∞ → ∞. Con un argumento similar al usado en el primer apartado,
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usando (3.21), obtenemos que λ∗ = a(∞)λΩ01 <∞. Contradicción.
3. Supongamos por último que a(∞) = 0, por tanto, aM < ∞. Entonces por la
Proposición 3.4, si (λ, u) es una solución positiva de (3.1) tenemos que λ < aMλΩ01 .
Supongamos ahora por contradicción que existe una sucesión de soluciones positivas
(λn, un) ∈ C de (3.1) tal que λn → λ∗ y |un|∞ → ∞ con λ∗ > 0. De nuevo, por (3.21),
podemos concluir que λ∗ = a(∞)λΩ01 = 0; de nuevo llegamos a una contradicción. 
Nota 3.9 En el caso a(0)λ1 = a(∞)λΩ01 , el resultado anterior sólo asegura que el continuo C
bifurca desde la solución trivial en λ = a(0)λ1 y se va a infinito en el mismo valor λ = a(∞)λΩ01 .
Por tanto, dependiendo de su dirección de bifurcación, existe solución positiva en un entorno,
a la derecha o a al izquierda, de a(0)λ1.
Ahora, estudiaremos el caso I < ∞. En este caso, la estructura del conjunto soluciones
positivas de (3.1) depende de las soluciones de la siguiente ecuación de variable real
g(s) = I, (3.22)
donde la función g : [0,∞)→ [0,∞) está definida por
g(s) := s(a(s))p . (3.23)
El siguiente resultado caracteriza los posibles puntos de bifurcación hacia infinito.
Lema 3.10 Supongamos que I <∞ y que existe una sucesión (λn, un) de soluciones positivas
de (3.1) tal que |un|∞ →∞ y λn → λ∗ <∞. Entonces, λ∗ > 0 y existe s∗ > 0 tal que g(s∗) = I,
de hecho,
s∗ =
(
λ∗
λΩ01
)p
I.
Prueba: Por la Proposición 3.3, tenemos que
λ1 <
λn
dn
< λΩ01 ,
donde
dn = a
(∫
Ω
q(x)un(x)pdx
)
.
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Entonces,
un = dnθ[λn/dn,b], (3.24)
por tanto
dn = a
(
dpn
∫
Ω
q(x)θp[λn/dn,b]
)
. (3.25)
Como λ∗ <∞, dn es acotada superiormente y por tanto, por (3.24), si |un|∞ →∞ tenemos que
λn
dn
→ λΩ01 .
Pasando el límite en (3.25), obtenemos
λ∗
λΩ01
= a
((
λ∗
λΩ01
)p
I
)
.
Entonces, λ∗ > 0 pues a(0) > 0, y llamando s∗ =
(
λ∗
λΩ01
)p
I, se tiene que
a(s∗) =
(
s∗
I
)1/p
,
y como consecuencia, g(s∗) = I. 
Teorema 3.11 Sea I < ∞. Si no existe solución de (3.22), entonces existe al menos una
solución positiva de (3.1) para λ > a(0)λ1.
Prueba: Sabemos que existe un continuo C no acotado de soluciones positivas que emana
desde (λ, u) = (a(0)λ1, 0). Supongamos por contradicción que existe una sucesión (λn, un) ∈ C
de soluciones positivas tal que λn → λ∗ <∞ y |un|∞ →∞. Entonces, por el Lema 3.10 existe
s∗ > 0 tal que
g(s∗) = I.
Contradicción, ya que estamos suponiendo que (3.22) no tiene solución. 
Proposición 3.12 Supongamos que (λ, u) es una solución positiva de (3.1). Entonces,
g
(∫
Ω
q(x)up(x)dx
)
< I.
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Prueba: Observemos que
g
(∫
Ω
q(x)up(x)dx
)
=
∫
Ω
q(x)up(x)dx(
a
(∫
Ω
q(x)up(x)dx
))p = ∫
Ω
q(x)
 u(x)
a
(∫
Ω
q(x)up(x)dx
)

p
dx
=
∫
Ω
q(x)θp[λ/d,b] <
∫
Ω
q(x)Mp(x)dx = I,
donde
d = a
(∫
Ω
q(x)up(x)dx
)
.

Proposición 3.13 Si existe s > 0 tal que
g(s) > I para todo s > s, (3.26)
entonces, existe λ > 0 tal que (3.1) no posee solución positiva para λ > λ.
Prueba: Supongamos por contradicción que existe una sucesión de soluciones positivas
(λn, un) de (3.1) para λn →∞. Por la Proposición 3.3 tenemos
λ1 <
λn
a
(∫
Ω
q(x)upn(x)dx
) < λΩ01 .
Por tanto, a
(∫
Ω
q(x)upn(x)dx
)
→ ∞, lo que implica que
∫
Ω
q(x)upn(x)dx → ∞. Entonces por
(3.26),
g
(∫
Ω
q(x)upn(x)dx
)
> I,
que es una contradicción por la Proposición 3.12. 
El siguiente resultado prueba que ProjR(C) es acotada cuando (3.4) posee solución.
Proposición 3.14 Si existe s∗ > 0 tal que g(s∗) = I, entonces ProjR(C) ⊂ (0,Λ∗) para algún
Λ∗ <∞. De hecho, si denotamos s1 > 0 la menor solución de (3.22) y
Λ1 = λΩ01
(
s1
I
)1/p
,
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entonces, existe una sucesión (λn, un) ∈ C tal que |un|∞ →∞ y λn → Λ1.
Prueba: Definimos la aplicación continua
H : R× L∞(Ω)→ R, H(λ, u) =
∫
Ω
q(x)up(x)dx.
Por tanto, como C es conexo, obtenemos que H(C) es un conjunto conexo en R.
Supongamos por contradicción que existe una sucesión (λn, uλn) ∈ C tal que λn → +∞. Por
la Proposición 3.3 sabemos que
λn < λ
Ω0
1 a
(∫
Ω
q(x)uλn(x)pdx
)
,
entonces a (
∫
Ω q(x)uλn(x)p(x)dx)→∞. Concluimos que
∫
Ω q(x)u
p
λn
(x)dx→ +∞, lo que implica
H(λn, uλn)→ +∞.
Por otro lado, H(a(0)λ1, 0) = 0, por tanto, podemos concluir que [0,+∞) ⊂ H(C). Luego, existe
λ∗ tal que
s∗ =
∫
Ω
q(x)upλ∗(x)dx.
Entonces, por la Proposición 3.12, tenemos que
g(s∗) = g
(∫
Ω
q(x)upλ∗(x)dx
)
< I,
contradicción.
Como H(C) es conexo en R y H(a(0)λ1, 0) = 0, por la Proposición 3.12 tenemos que
H(C) ⊂ [0, s1). (3.27)
Por otro lado, sabemos que existe una sucesión de soluciones positivas (λn, uλn) ∈ C de (3.1) tal
que λn → λ∗ <∞ y |uλn|∞ →∞. Además, obsérvese que por la prueba del Lema 3.12 tenemos
que
lim
n→∞H(λn, uλn) = limn→∞
∫
Ω
q(x)upλn(x)dx = limn→∞ d
p
n
∫
Ω
q(x)θp[λn/dn,b] =
(
λ∗
λΩ01
)p
I,
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entonces por (3.27) (
λ∗
λΩ01
)p
I ≤ s1 =
(
Λ1
λΩ01
)p
I,
lo que implica que λ∗ = Λ1. 
En el siguiente resultado mostramos la existencia de solución positiva entre a(0)λ1 y Λ1.
Teorema 3.15 Sea I <∞. Supongamos que existe s0 > 0 solución de (3.22). Entonces, existe
al menos una solución positiva de (3.1) para
λ ∈ (min{a(0)λ1,Λ1},max{a(0)λ1,Λ1}).
Además, existe sucesiones (λn, uλn), (λ′n, uλ′n) ∈ C, entonces
lim
λn→a(0)λ1
|uλn|∞ = 0, lim
λ′n→Λ1
|uλ′n|∞ =∞.
Prueba: Sabemos que existe un continuo C no acotado en IR×L∞(Ω) de soluciones positivas
que emana desde (a(0)λ1, 0). Por la Proposición 3.14 concluimos el resultado. 
Ahora, necesitamos introducir y estudiar la siguiente aplicación.
Proposición 3.16 Fijamos λ > 0 y definimos la función hλ : [0,∞)→ [0,∞) por
hλ(s) :=
∫
Ω
q(x)
(
θ[λ/a(s),b]
)p
. (3.28)
La función hλ está bien definida en el conjunto
Λλ =
{
s ∈ [0,∞) : λ
λΩ01
< a(s) < λ
λ1
}
.
Además, hλ es continua en Λλ y
1. Sean sn, sn ∈ Λλ tal que sn → s∗ y sn → s∗ > 0 tal que a(s∗) = λ
λΩ01
y a(s∗) =
λ
λ1
.
Entonces,
(a)
lim
sn→s∗ hλ(s
n) = I. (3.29)
90
(b)
lim
sn→s∗
hλ(sn) = 0. (3.30)
2. Se tiene que
hλ(s) ≤ I, ∀s ∈ [0,∞).
Prueba: hλ está bien definida y es continua en Λλ debido al Teorema 1.7.
1. (a) De nuevo, gracias al Teorema 1.7, sigue que
lim
sn→s∗ hλ(s
n) = lim
sn→s∗
∫
Ω
q(x)
(
θ[λ/a(sn),b]
)p
=
∫
Ω
q(x)(M(x))p = I.
(b) Análogamente,
lim
sn→s∗
hλ(sn) = lim
sn→s∗
∫
Ω
q(x)
(
θ[λ/a(sn),b]
)p
= 0.
2. Por la definición y el Teorema 1.7, tenemos
hλ(s) =
∫
Ω
q(x)
(
θ[λ/a(s),b]
)p ≤ ∫
Ω
q(x)(M(x))p = I. 
Observemos que el conjunto Λλ puede tener distintas formas dependiendo de la forma de a,
ver Figura 3.1.
Figura 3.1: Dos ejemplos del conjunto Λλ: en el primero Λλ = S y en el segundo Λλ = S1 ∪ S2.
En el siguiente resultado mostramos que resolver la ecuación (3.1) es de hecho equivalente
a encontrar punto fijo de la ecuación real hλ(s) = g(s). La prueba se basa en un argumento de
punto fijo.
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Proposición 3.17 Si existe s∗ > 0 tal que hλ(s∗) = g(s∗), entonces existe al menos una
solución positiva de (3.1) para λ ∈ (a(s∗)λ1, a(s∗)λΩ01 ).
Recíprocamente, si u es una solución positiva de (3.1), entonces existe s∗ > 0 tal que
hλ(s∗) = g(s∗), de hecho,
s∗ =
∫
Ω
q(x)up(x)dx.
Prueba: Supongamos que existe s∗ > 0 tal que hλ(s∗) = g(s∗). Por (3.23) y (3.28), obtenemos
s∗
(a(s∗))p = g(s
∗) = hλ(s∗) =
∫
Ω
q(x)
(
θ[λ/a(s∗),b]
)p
.
Por tanto,
s∗ = (a(s∗))p
∫
Ω
q(x)
(
θ[λ/a(s∗),b]
)p
=
∫
Ω
q(x)
(
a(s∗)θ[λ/a(s∗),b]
)p
. (3.31)
Obsérvese que
u = a(s∗)θ[λ/a(s∗),b]
es solución de (3.1). En efecto, utilizando (3.31)
−a
(∫
Ω
q(x)up
)
∆u = −a
(∫
Ω
q(x)
(
a(s∗)θ[λ/a(s∗),b]
)p)
∆(a(s∗)θ[λ/a(s∗),b])
= (a(s∗))2
(
λ
a(s∗)θ[λ/a(s
∗),b] − b(x)(θ[λ/a(s∗),b])2
)
= λ(a(s∗)θ[λ/a(s∗),b])− b(x)
(
a(s∗)θ[λ/a(s∗),b]
)2
= λu− b(x)u2.
Por tanto, u = a(s∗)θ[λ/a(s∗),b] es solución, que es positiva de (3.1) si λ ∈ (a(s∗)λ1, a(s∗)λΩ01 ).
Recíprocamente, supongamos que u es una solución positiva de (3.1). Entonces, denotando
por d = a(
∫
Ω q(x)up(x)dx), tenemos
u
d
= θ[λ/d,b],
entonces, ∫
Ω
q(x)up(x)dx = dp
∫
Ω
q(x)θp[λ/d,b].
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Luego, ∫
Ω
q(x)up(x)dx(
a
(∫
Ω
q(x)up(x)dx
))p = ∫
Ω
q(x)θp[µ,b],
con
µ = λ
a
(∫
Ω
q(x)up(x)dx
) .
Esto concluye el resultado. 
En el siguiente resultado mostramos que si g(s) < I entre dos soluciones de (3.4), α1 < α2,
esto es g(α1) = g(α2), entonces podemos encontrar solución en el intervalo λ ∈ (Λ1,Λ2).
Proposición 3.18 Si g(s) < I para todo s ∈ (α1, α2) con
g(α1) = g(α2) = I,
entonces, existe solución positiva de (3.1) para λ ∈ (Λ1,Λ2), donde Λi =
(
αi
I
) 1
p
λΩ01 , i ∈ {1, 2}.
Prueba: Como g(α1) = g(α2) = I, tenemos que
a(α1) =
(
α1
I
) 1
p
<
(
α2
I
) 1
p
= a(α2). (3.32)
Tomemos λ ∈ (Λ1,Λ2), es decir
λ
λΩ01
∈
((
α1
I
) 1
p
,
(
α2
I
) 1
p
)
= (a(α1), a(α2)).
Por la continuidad de a, existe s∗ ∈ (α1, α2) tal que
a(s∗) =
λ
λΩ01
.
Obsérvese que g(s) < I para todo s ∈ (α1, α2) es equivalente a
(
s
I
)1/p
< a(s) para todo s ∈ (α1, α2).
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Definimos los conjuntos
S :=
{
sj ∈ [α1, α2]; a(sj) = λ
λΩ01
}
y S :=
{
sj; a(sj) =
λ
λ1
}
.
Como a′(s) = 0 en a lo más un conjunto discreto, podemos ordenar los conjuntos S y S tal que
s1 < s2 < . . . y s1 < s2 < . . .
Sabemos que s∗ ∈ S, y por tanto, S 6= ∅.
Ahora, separamos la prueba en dos casos diferentes:
1. Supongamos S ∩ [α1, α2] = ∅. Entonces, tomamos sj0 = max
j∈N
sj ∈ [α1, α2]. Por definición,
a(sj0) =
λ
λΩ01
.
Como S ∩ [α1, α2] = ∅, a(s) < λλ1 para todo s ∈ [α1, α2] (ver Figura 3.2), luego existe
δ > 0 tal que
λ
λΩ01
< a(s) < λ
λ1
, s ∈ (sj0 , α2 + δ). (3.33)
Por la Proposición 3.16, obtenemos
lim
s↓sj0
hλ(s) = I.
Por la Proposición 3.16, hλ(α2 + δ) ≤ I y hλ(α2) < I. Entonces,
hλ(sj0)− g(sj0) > 0 y hλ(α2)− g(α2) < 0,
por tanto existe s∗ ∈ (sj0 , α2) ⊂ (α1, α2) such that
g(s∗) = hλ(s∗).
Además, por (3.33) obsérvese que s∗ es tal que λ ∈ (λ1a(s∗), λΩ01 a(s∗)). Luego, por la
Proposición 3.17 existe al menos una solución positiva de (3.1).
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Figura 3.2: Ejemplo en el que λ/λ1 > a(s) para todo s.
2. Supongamos S ∩ [α1, α2] 6= ∅. Tomemos s1 < s2.
(a) Si S ∩ (s1, s2) 6= ∅. Tomamos
sj0 = min{S ∩ (s1, s2)}.
Consideramos ahora [s1, sj0 ]. Es claro que
λ
λΩ01
< a(s) < λ
λ1
para todo s ∈ [s1, sj0 ].
Entonces, por la Proposición 3.16, obtenemos
lim
s↓s1
hλ(s) = I, y lim
s→sj0
hλ(s) = 0.
Además, g(sj0) > 0 y g(s1) < I. Por tanto,
hλ(s1)− g(s1) > 0 y hλ(sj0)− g(sj0) < 0,
entonces, existe s∗ ∈ (s1, sj0) ⊂ (s1, s2) tal que hλ(s∗) = g(s∗). Luego, por la
Proposición 3.17 existe al menos una solución positiva de (3.1).
(b) Si S∩(s1, s2) = ∅. Entonces, tomamos s2 < s3. Si S∩(s2, s3) 6= ∅, entonces podemos
repetir el razonamiento anterior. Si S ∩ (s2, s3) = ∅ consideramos s3 < s4. luego,
podemos continuar este argumento hasta S ∩ [sm0 , sm0+1] 6= ∅, para algun m0.
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Figura 3.3: Ejemplo en el que a(s) corta en dos puntos a λ/λ1.
Figura 3.4: Ejemplo en el que la función a corta en varios puntos a λ/λ1 y λ/λΩ01 .
Esto completa la prueba. 
Proposición 3.19 Si g(s) < I para todo s ∈ (α1,+∞) con
g(α1) = I.
Entonces existe solución positiva de (3.1) para λ ∈ (Λ1,+∞), donde
Λ1 =
(
α1
I
) 1
p
λΩ01 .
Prueba: Tomemos λ > Λ1, entonces
λ
λΩ01
>
(
α1
I
) 1
p
= a(α1). Como g(s) < I para s > α1
sigue que lim
s→∞ a(s) =∞. Entonces, existe s∗, s∗∗ > α1 tal que
λ
λΩ01
= a(s∗) y λ
λ1
= a(s∗∗).
Ahora, el argumento usado en la Proposición anterior puede adaptarse a este caso. 
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Teorema 3.20 Supongamos que b satisface (Hb2), I <∞ y existen s1 < s2 < . . . < sm, m ≥ 1,
raíces de (3.22), g(s) < I para todo s ∈ (0, s1) tal que
g′(sj) 6= 0, (3.34)
y consideremos
Λi = λΩ01
(
si
I
)1/p
, i = 1, . . . ,m.
Entonces:
1. Desde λ = a(0)λ1 bifurca un continuo no acotado C de soluciones positivas de (3.1) desde
la solución trivial y tiende al infinito en λ = Λ1. Consecuentemente, existe al menos una
solución positiva de (3.1) si
λ ∈ (min{a(0)λ1,Λ1},max{a(0)λ1,Λ1}).
2. Si m = 2k + 1, k ≥ 0, (3.1) posee al menos una solución positiva para
λ ∈
k⋃
j=1
(Λ2j,Λ2j+1), (3.35)
y (3.1) no posee solución positiva para λ grande.
3. Si m = 2k, k ≥ 1, (3.1) posee al menos una solución positiva para
λ ∈
k−1⋃
j=1
(Λ2j,Λ2j+1) ∪ (Λ2k,∞). (3.36)
Además, si a es creciente entonces para cualquier Λ2j+1, j = 0, . . . , k, existe una sucesión de
soluciones positivas (λn, uλn) de (3.1) tal que λn → Λ2j+1 y
|uλn|∞ →∞.
Nota 3.21 En (3.35), si k = 0, consideramos
k⋃
j=1
(Λ2j,Λ2j+1) = ∅. Igualmente, en (3.36), si
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k = 1 consideramos
k−1⋃
j=1
(Λ2j,Λ2j+1) ∪ (Λ2k,∞) = (Λ2,∞).
Nota 3.22 La condición (3.34) no es necesaria para obtener la existencia de solución.
Observando la prueba del resultado (ver Proposición 3.34), podemos garantizar la existencia
de solución positiva siempre que g(s) < I, s ∈ (sj, sj+1) con g(sj) = g(sj+1) = I.
Por tanto, si por ejemplo g(sj) = g(sj+1) = g(sj+2) = I y g(s) < I para s ∈ (sj, sj+1) ∪
(sj+1, sj+2), podemos argumentar la existencia de solución positiva para
λ ∈ (Λj,Λj+1) ∪ (Λj+1,Λj+2).
Para simplificar en el enunciado, hemos preferido suponer que la raíces de g(s) = I son simples.
Prueba: 1. El primer apartado sigue del Teorema 3.15.
2. Supongamos ahora que m = 2k + 1. Entonces, g(s2j) = g(s2j+1) y g(s) < I con
s ∈ (s2j, s2j+1) para j = 1, . . . , k. Entonces, podemos aplicar la Proposición 3.18 para α1 = s2j
y α2 = s2j+1. Además, según la Proposición 3.13, (3.1) no posee solución positiva para λ grande.
3. Cuando m = 2k, el resultado sigue de la Proposiciones 3.18 con α1 = s2j, α2 = s2j+1 y
de la Proposición 3.19 con α1 = s2k.
Finalmente, supongamos que a es creciente. Ahora, vamos mostrar que la bifurcación a infinito
ocurre en Λ2j+1. De hecho, tomemos λn ↑ Λ2j+1. Entonces,
λn
λΩ01
↑ a(s2j+1).
Entonces, para cada n, tomamos el único sn < s2j+1 (recordamos que a es creciente) tal que
a(sn) =
λn
λΩ01
.
Es evidente que λn
λ1
> a(s2j+1) para n grande, entonces existe un único sn > s2j+1 tal que
a(sn) = λn
λ1
.
Luego, g(sn)−hλn(sn) < 0 y g(sn)−hλn(sn) > 0. Podemos concluir la existencia de s∗n ∈ (sn, sn)
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tal que
g(s∗n) = hλn(sn),
y por la Proposición 3.17 existe una solución positiva. De hecho, la solución es
un = a(s∗n)θ[λn/a(s∗n),b].
Sin embargo, obsérvese que cuando λn → Λ2j+1 entonces sn → s2j+1, luego s∗n → s2j+1. Así,
λn
a(s∗n)
→ Λ2j+1
a(s2j+1)
= λΩ01 .
Esto finaliza la prueba. 
Corolario 3.23 Supongamos que a es una función decreciente. Entonces, existe al menos una
solución positiva de (3.1) si
λ ∈ (min{a(0)λ1,Λ1},max{a(0)λ1,Λ1}).
Prueba: Como a es decreciente, entonces existe un único valor positivo s1 > 0 tal que
a(s1) = ( s1I )
1/p. Por tanto, existe un único s1 > 0 tal que
g(s1) = I
y g(s) > I para s > s1. Luego, podemos aplicar la Proposición 3.13 y Teorema 3.15 y concluir
que existe solución positiva para
λ ∈ (min{a(0)λ1,Λ1},max{a(0)λ1,Λ1}).
De hecho, el continuo C que emana desde la solución trivial en λ = a(0)λ1 y tiende al infinito
en λ = Λ1. 
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Capítulo
4
Ecuación con coeficiente de difusión variable
local y no-local
En este Capítulo presentaremos los resultados obtenidos en [33]. Estudiaremos la ecuación

−
(
χD1 + χD2a
(∫
Ω
up
))
∆u = f(x, u) en Ω,
u = 0 sobre ∂Ω,
(4.1)
donde D1, D2 ⊂ Ω son dos subdominios regulares tales que
Ω = D1 ∪D2, D1 ∩D2 = ∅,
y como consequencia Ω = D1 ∪ D2 ∪ Γ con Γ un conjunto de medida nula, a : R → R una
función continua y positiva, p > 0 y λ ∈ R, y donde hemos definido
χD(x) =
 1 si x ∈ D,0 si x 6∈ D.
Para f : Ω × R → R vamos considerar los casos f1, f2 y f3 citados en la Introducción. Por
último, definimos
A : Ω× L∞(Ω)→ R
A(x, u) = χD1 + χD2a
(∫
Ω
up
)
.
La distribución del Capítulo es la siguiente. En las Secciones 4.1, 4.2 y 4.3 se analizan los casos
f = f1, f = f2 y f = f3, respectivamente.
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4.1 Problema no-local de autovalores
En esta Sección estudiamos el problema de autovalor para la siguiente ecuación
 −A(x, u)∆u = λu en Ω,u = 0 sobre ∂Ω. (4.2)
La siguiente Proposición resulta del Principio del Máximo y muestra la no existencia de
soluciones positivas para λ ≤ 0.
Proposición 4.1 Si λ ≤ 0 entonces (4.2) no posee solución positiva.
El siguiente resultado muestra que no existe solución positiva para λ grande.
Proposición 4.2 Si u es solución positiva de (4.2), entonces λ < λD11 .
Prueba: Si u es solución positiva de (4.2), entonces
λ = λ1[−A(x, u)∆; 1] < λD11 [−A(x, u)∆; 1] = λD11 . 
A continuación probaremos que el único punto de bifurcación de (4.2) desde la solución
trivial ocurre para λ = λ0, donde
λ0 := λ1[−A(x, 0)∆; 1] = λ1[−(χD1 + a(0)χD2)∆; 1]. (4.3)
Lema 4.3 Sea (λn, un) una sucesión de soluciones positivas de (4.2). Si |un|∞ → 0 entonces
λn → λ0.
Prueba: Por |un|∞ → 0, tenemos
∫
Ω
upn → 0. Además, por la continuidad de la función a,
tenemos
A(x, un)→ A(x, 0) uniformemente en Ω.
Por lo tanto, por la Proposición 1.1, tenemos
λn = λ1[−A(x, un)∆; 1]→ λ1[−A(x, 0)∆; 1] = λ0. 
102
Teorema 4.4 Existe un continuo no acotado C en R × C(Ω) de soluciones positivas de (4.2)
que bifurca desde (λ, u) = (λ0, 0).
Prueba: Obsérvese que (4.2) es equivalente a
u = Tλ(u) :=
λ
A(x, 0)Lu+ h(λ, u),
donde
h(λ, u) =

0 si u ≤ 0,
λL
((
1
A(x, u+) −
1
A(x, 0)
)
u
)
si u > 0,
y u+ = max{u, 0}. De hecho, obsérvese que u es una solución no negativa y no trivial de (4.8)
si y sólo si u = Tλ(u).
Por el Lema 2.8 y la continuidad de a, tenemos que
|h(λ, u)|∞
|u|∞ ≤
∣∣∣∣∣λL
((
1
A(x, u+) −
1
A(x, 0)
)
u
)∣∣∣∣∣∞
1
|u|∞
≤ Cλ
∣∣∣∣∣ 1A(x, u+) − 1A(x, 0)
∣∣∣∣∣→ 0,
cuando |u|∞ → 0. Podemos aplicar el Teorema de Rabinowitz (ver [47]) y concluir que existe
un continuo C de soluciones positivas que emana desde (λ, u) = (λ0, 0). Gracias al Lema 4.3
sigue que C es no acotada. 
El siguiente resultado nos será muy útil para estudiar los posibles puntos de bifurcación a
infinito.
Proposición 4.5 Sea (λn, un) una sucesión de soluciones positivas de (4.2). Si |un|∞ → ∞,
entonces ∫
Ω
upn →∞ para todo p > 0.
Prueba: Supongamos por contradicción que para alguna constante positiva C > 0 se tiene
que
∫
Ω
upn ≤ C. Entonces,
A(x, un) ≤ C1. (4.4)
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Definimos vn =
un
|un|∞ , donde vn es solución de
−∆vn = λn
A(x, un)
vn en Ω, vn = 0 sobre ∂Ω.
Por la Proposición 4.2, tenemos que λn < λD11 . Por tanto, por (4.4) podemos concluir que
|vn|W 2,q ≤ C2 para todo q > 1. Luego, existe v∗ ∈ C1(Ω) tal que
vn → v∗  0 en C1(Ω).
Así, ∫
Ω
upn = |un|p∞
∫
Ω
vpn →∞.
Contradicción. 
El resultado principal de esta Sección es:
Teorema 4.6 Sea D1 6= ∅ 6= D2. Entonces, existe 0 ≤ λ∞ < ∞ tal que (4.2) posee al menos
una solución positiva si
λ ∈ (min{λ0, λ∞},max{λ0, λ∞}).
Además,
λ∞ =

λ1[−(χD1 + a(∞)χD2)∆; 1] si 0 < a(∞) <∞,
λ1[−∆;χD1 ] si a(∞) =∞,
0 si a(∞) = 0.
Además, λ0 y λ∞, son puntos de bifurcación desde la solución trivial y del infinito,
respectivamente.
Prueba: Por el Teorema 4.4, existe una componente conexa C no acotada de soluciones
positivas de (4.2) que bifurca desde (λ, u) = (λ0, 0). Por las Proposiciones 4.1 y 4.2, obtenemos
ProjR(C) ⊂ [0, λD11 ].
Por tanto, existe una sucesión (λn, un) ∈ C de soluciones positivas de (4.2) con λn < λD11 y
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existe λ∗ ∈ [0, λD11 ] tal que λn → λ∗ <∞ y |un|∞ →∞.
Obsérvese que
λn = λ1[−(χD1 + a
(∫
Ω
upn
)
χD2)∆; 1],
entonces, denotando
dn = a
(∫
Ω
upn
)
,
tenemos que
λn = g(dn),
donde g está definida en (1.3).
Por la Proposición 4.5, tenemos que
∫
Ω
upn → ∞, entonces dn → a(∞). El resultado sigue
de la Proposición 1.3. 
4.2 Problema no-local cóncavo
Estudiaremos el problema no-local

−
(
χD1 + χD2a
(∫
Ω
up
))
∆u = λuq en Ω,
u = 0 sobre ∂Ω,
(4.5)
con 0 < q < 1.
Consideramos que
a(s) > 0, s ∈ [0,∞). (4.6)
Teorema 4.7 λ = 0 es el único punto de bifurcación desde la solución trivial de (4.5). Además,
existe un continuo C de soluciones positivas de (4.5) no acotado en IR×C0(Ω) que emana desde
(λ, u) = (0, 0).
Prueba: Obsérvese que la ecuación (4.5) es un caso particular del problema (2.1) y por tanto
el resultado sigue como en el Teorema 2.11. 
Proposición 4.8 Sea {(λn, un)} una sucesión de soluciones positivas de (4.5), con |λn| ≤ C
para alguna constante positiva C. Si |un| → ∞, entonces
∫
Ω
upn →∞.
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Prueba: Supongamos por contradicción que
∫
Ω
upn ≤ C1, para alguna constante positiva C1.
Por (4.6) existe a0 > 0 tal que
a(s) ≥ a0 > 0, ∀s ∈ [0, C1].
Luego, tenemos que
−∆un = λn
χD1 + χD2 1
a
(∫
Ω
upn
)
uqn ≤ C (χD1 + χD2 1a0
)
uqn ≤ C
(
1 + 1
a0
)
uqn.
Luego un es subsolución de (1.6) con σ = C
(
1 + 1
a0
)
y m ≡ 1. Entonces, por la Proposición 1.6
y (1.7) sigue que
un ≤ C2
(
1 + 1
a0
) 1
1−q
w[1,1] en Ω.
Por lo tanto, |un|∞ está acotada. Contradicción. 
En los siguientes resultados obtenemos cotas inferiores de las soluciones positivas de (4.5).
Proposición 4.9 Si u es solución positiva de (4.5), entonces
∫
D1
up ≥ λ p1−q
∫
D1
wp[1,1].
Prueba: Tenemos que el problema (4.5) restringido en D1 viene dado por
−∆u = λuq en D1, u > 0 sobre ∂D1.
Luego u es supersolución de (1.6), con σ = λ, m ≡ 1 y Ω = D1, entonces
u ≥ λ 11−qw[1,1] en D1.
Elevando a p y integrando en D1 concluimos la demostración. 
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Proposición 4.10 Si u es solución positiva de (4.5), entonces
∫
D2
up ≥
 λ
a
(∫
Ω
up
)

p
1−q ∫
D2
wp[1,1].
Prueba: Tenemos que el problema (4.5) restringido en D2 viene dado por
−∆u = λ
a
(∫
Ω
up
)uq en D2, u > 0 sobre ∂D2.
Luego u es supersolución de (1.6), con σ = λ
a
(∫
Ω
up
) , m ≡ 1 y Ω = D2, entonces
u ≥
 λ
a
(∫
Ω
up
)

1
1−q
w[1,1] en D2.
Elevando a p y integrando en D2 concluimos la demostración. 
La siguiente Proposición prueba la no existencia de solución positiva para λ grande si
a(s)s
1−q
p está acotada.
Proposición 4.11 Si
lim
s→∞ a(s)s
1−q
p ≤ C, (4.7)
donde C ≥ 0. Entonces no existe solución positiva de (4.5) para λ grande.
Prueba: Supongamos que existe (λn, un) una sucesión de soluciones positivas de (4.5), con
λn →∞. Dividiremos la prueba en dos casos:
Caso 1: Supongamos
∫
Ω u
p
n →∞. Por las Proposiciones 4.9 y 4.10, tenemos que
∫
Ω
upn ≥ λ
p
1−q
n
∫
D1
wp[1,1] +
 λn
a
(∫
Ω
upn
)

p
1−q ∫
D2
wp[1,1] ≥
 λn
a
(∫
Ω
upn
)

p
1−q ∫
D2
wp[1,1].
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Esto implica
λn
(∫
D2
wp[1,1]
) 1−q
p ≤ a
(∫
Ω
upn
)(∫
Ω
upn
) 1−q
p ≤ C.
Contradicción, pues λn →∞.
Caso 2: Supongamos
∫
Ω
upn ≤ C, luego a
(∫
Ω
upn
)
≤ aC = sups∈[0,C]a(s), entonces
−∆un = λn
(
χD1 +
1
a (
∫
Ω u
p
n)
χD2
)
uqn ≥ λn
(
χD1 +
1
aC
χD2
)
uqn >
λn
aC
uqn.
Por tanto, un es supersolución de (1.6) con σ = λnaC y m ≡ 1. Luego
un ≥
(
λn
aC
)
w[1,1].
Para λn →∞, obtenemos
∫
Ω
upn →∞. Contradicción. 
Nota 4.12 Notemos que la Proposición 4.11 sigue siendo cierta si sólo consideramos
a(s)s
1−q
p ≤ C ∀s ≥ s0 > 0.
Nuestro primer resultado en este caso es:
Proposición 4.13 Si
lim
s→∞ a(x, s)s
1−q
p =∞ uniformemente en Ω. (A∞)
entonces existe solución positiva de (4.5) para λ > 0.
Prueba: Por el Teorema 4.7 existe un continuo C no acotado en R × L∞(Ω) de soluciones
positivas de (4.5) que emana desde (λ, u) = (0, 0). Supongamos que existe (λn, un) ∈ C una
sucesión de soluciones positivas de (4.5), con |un|∞ →∞ y λn → λ ≥ 0 con λ <∞.
Obsérvese que gracias a (A∞), obtenemos que
lim
s→∞A(x, s)s
1−q
p =∞, uniformemente en Ω.
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Luego, para todo M > 0, existe s0 > tal que
A(x, s) ≥ M
s
1−q
p
, ∀s ≥ s0.
Por tanto,
−∆un ≤ λ+ 
M
(∫
Ω
upn
) 1−q
p
uqn.
Luego un es subsolución de (1.6) con σ =
λ+ 
M
(∫
Ω
upn
) 1−q
p
y m ≡ 1. Por lo tanto, tenemos
un ≤
(
λ+ 
M
) p
1−q (∫
Ω
upn
) 1
p
w[1,1].
Lo que implica
1 ≤
(
λ+ 
M
) p
1−q ∫
Ω
wp[1,1].
Contradicción para M suficientemente grande. 
El siguiente resultado es el principal en esta Sección.
Teorema 4.14 i) Si a satisface (A∞), entonces existe solución positiva de (4.5) para todo
λ > 0.
ii) Si a satisface (Ac), esto es,
lim
s→∞ a(x, s)s
1−q
p = c(x) uniformemente en Ω. (Ac)
entonces existen 0 ≤ λ∗ ≤ λ∗∗ ≤ λ∗∗∗ <∞, λ∗∗ > 0 tales que
• si λ > λ∗∗∗, entonces no existe solución positiva de (4.5),
• si λ < λ∗∗, entonces existe al menos una solución positiva, denotada por uλ, de (4.5).
Además, tenemos |uλ|∞ →∞ para λ→ λ∗.
Por otro lado,
• Si c(x) ≥ c0 > 0 para alguna constante positiva c0, entonces λ∗ > 0.
• Si c ≡ 0 en Ω, entonces λ∗ = 0.
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Prueba: Por el Teorema 4.7 existe un continuo C de soluciones positivas de (4.5) que bifurca
desde (λ, u) = (0, 0).
i) Supongamos que a satisface (A∞). Debido a la Proposición 4.13 existe solución positiva de
(4.5) para todo λ > 0.
ii) Por la Proposición 4.11 existe λ∗∗∗ > 0 tal que no existe solución positiva de (4.5) para
λ > λ∗∗∗. Por tanto, existe λ∗∗ > 0 tal que existe solución positiva de (4.5) para 0 < λ < λ∗∗.
Además, debido a que C es no acotado y ProjIR(C) está acotada, existe λ∗ > 0, con λ∗ ≤ λ∗∗, y
una sucesión de soluciones positivas (λn, un) ∈ C tales que λn → λ∗ y
lim
n→∞ |un|∞ =∞.
Supongamos que c(x) ≥ c0 > 0 y λ∗ = 0. Luego, existe una sucesión (λn, un) de soluciones
positivas de (4.5) tal que λn → 0 y |un|∞ →∞. Por la Proposición 4.8, tenemos que ∫Ω upn →∞.
Entonces, para n ≥ n0 tenemos que
a
(∫
Ω
upn
)
≥
(∫
Ω
upn
) q−1
p c0
2 .
Por tanto, tenemos
−∆un = λn
χD1 + a (
∫
Ω u
p
n)χD2
uqn ≤ λn
(
1 + 2
c0
(∫
Ω
upn
) 1−q
p
)
uqn,
luego, un es subsolución de (1.6), con σ = λn
(
1 + 2
c0
(
∫
Ω u
p
n)
1−q
p
)
y m ≡ 1, y concluimos
un ≤ λ1/(1−q)n
(
1 + 2
c0
(∫
Ω
upn
) 1−q
p
)1/(1−q)
w[1,1].
Elevando a p e integrando sobre Ω, obtenemos
∫
Ω
upn(
1 + 2
c0
(∫
Ω
upn
) 1−q
p
)p/(1−q) ≤ λp/(1−q)n ∫Ωwp[1,1],
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lo que es un absurdo si λn → 0.
Ahora, asumimos que c ≡ 0. Supongamos por contradicción que λ∗ > 0. Por la
Proposición 4.10, tenemos
∫
Ω
upn ≥
 λn
a
(∫
Ω
upn
)

p
1−q ∫
D2
wp[1,1],
entonces,
0←
(∫
Ω
upn
) 1−q
p
a
(∫
Ω
upn
)
≥ λn
(∫
D2
wp[1,1]
) 1−q
p → λ∗
(∫
D2
wp[1,1]
) 1−q
p
> 0.
Contradicción. 
4.3 Problema no-local logístico
En esta Sección estudiamos la siguiente ecuación logística

−
(
χD1 + χD2a
(∫
Ω
up
))
∆u = λu− b(x)u2 en Ω,
u = 0 sobre ∂Ω,
(4.8)
donde b(x) es una función que verifica (Hb2).
4.3.1 Caso local
Primeramente haremos un estudio del problema
 − (χD1 + dχD2) ∆u = λu− b(x)u
2 en Ω,
u = 0 sobre ∂Ω.
(4.9)
Obsérvese que este problema no está incluido en la ecuación (1.10) estudiada en el Capítulo 1,
ya que incluye una función en el coeficiente de difusión.
El resultado siguiente prueba la existencia y unicidad de solución positiva de (4.9) y sus
propiedades.
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Proposición 4.15 Existe una única solución positiva de (4.9), denotada por θ[λ,d], si y soló si
λ ∈ (g(d), g0(d)).
Además, la aplicación λ ∈ (g(d), g0(d)) 7→ θ[λ,d] ∈ C10(Ω) es continua, creciente y diferenciable.
Además,
lim
λ↓g(d)
|θ[λ,d]|∞ = 0, lim
λ↑g0(d)
|θ[λ,d]|∞ =∞.
Además, si Ω0 ⊂⊂ D1 y fijamos λ < g0(d), entonces existen una constante positiva K(λ) y una
función positiva ϕ (independiente de d), tales que
θ[λ,d] ≤ K(λ)ϕ, para todo λ ≤ λ.
Prueba: (⇒) Sea u solución positiva de (4.9), entonces
g0(d) = λΩ01 [− (χD1 + dχD2) ∆; 1] > λ = λ1 [− (χD1 + dχD2) ∆ + b(x)u; 1]
> λ1 [− (χD1 + dχD2) ∆; 1] = g(d).
(⇐) Sea λ > g(d) y ϕd autofunción positiva asociada a g(d) con |ϕd|∞ = 1. Tomamos como
subsolución u = ϕd, con  pequeño a elegir. Obsérvese que
−(χD1 + dχD2)∆u ≤ λu− b(x)u2 ⇔ g(d)ϕd ≤ λϕd − b(x)ϕ2d ⇔  ≤
λ− g(d)
max
x∈Ω
b(x) . (4.10)
Como λ > g(d), podemos elegir  > 0 tal que (4.10) ocurra.
Sea λ < g0(d). Por la continuidad del autovalor principal con respecto al dominio (ver
Proposición 1.1), existe δ > 0 pequeño tal que Ω0 ⊂ Ωδ y λ < gδ(d) < g0(d), donde definimos
Ωδ = {x ∈ Ω; dist(x,Ω0) < δ}, gδ(d) := λΩδ1 [− (χD1 + dχD2) ∆; 1].
También definimos ϕΩδ1 como una autofunción positiva asociada a gδ(d).
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Ahora, sea ψ ∈ C1(Ω) definida
ψ =

ϕΩδ1 en Ω δ2 ,
φ en Ωδ\Ω δ
2
,
1 en Ω\Ωδ,
donde φ es una función regular tal que φ ≥ φ0 > 0 en Ω para alguna constante φ0 > 0.
Tomamos como supersolución u = Kψ con K > 0, donde K se elegirá depués. Veamos que u
es supersolución de (4.9). Distinguiremos tres situaciones:
1. Si x ∈ Ω δ
2
: Tenemos
−(χD1 + dχD2)∆u ≥ λu− b(x)u2 ⇔ gδ(d)− λ ≥ −b(x)KϕΩδd . (4.11)
La desigualdad (4.11) es verdadera para todo K > 0, debido a que λ < gδ(d).
2. Si x ∈ Ωδ\Ω δ
2
: Tenemos
−(χD1 + dχD2)∆u ≥ λu− b(x)u2 ⇔ K ≥
max
x∈Ωδ\Ω δ
2
[λφ+ (χD1 + dχD2)∆φ]
min
x∈Ωδ\Ω δ
2
(b(x)φ2)
. (4.12)
3. Si x ∈ Ω\Ωδ: Tenemos
−(χD1 + dχD2)∆u ≥ λu− b(x)u2 ⇔ 0 ≥ λ− b(x)K ⇔ K ≥
λ
min
x∈Ω\Ωδ
b(x) . (4.13)
Entonces, tomamos K suficientemente grande que verifique (4.12) y (4.13). Tomando 
pequeño y K grande tales que u ≤ u en Ω. Así, obtenemos la existencia de solución
positiva para (4.9).
Las propiedades de la aplicación λ 7→ θ[λ,d] siguen del Teorema 2.4 en [43].
La unicidad es debido a que la función
t 7→ λ− b(x)t
χD1 + dχD2
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es decreciente para todo x ∈ Ω y estrictamente decreciente en Ω\Ω0, entonces por [10] tenemos
la unicidad de solución positiva de (4.9).
Supongamos ahora que Ω0 ⊂⊂ D1 y λ < g0(d), entonces podemos tomar δ > 0 pequeño tal
que
Ω0 ⊂ Ωδ ⊂ D1, λ < gδ(d),
luego
gδ(d) = λΩδ1 [−(χD1 + dχD2)∆; 1] = λΩδ1 .
Por tanto, ϕΩδ1 es independiente de d. Además, si λ ≤ λ, la constante K que verifica (4.12) y
(4.13) debe verificar
K ≥
max
x∈Ωδ\Ω δ
2
[
λφ+ χD1∆φ
]
min
x∈Ωδ\Ω δ
2
(b(x)φ2)
,
y
K ≥ λmin
x∈Ω\Ωδ
b(x) ,
donde K es independiente de d y λ. 
En el siguiente resultado estudiamos el comportamiento de θ[λ,d] para d grande.
Proposición 4.16 1. Supongamos que λ < λ1[−∆;χD1 ], entonces existe d(λ) > 0 tal que
θ[λ,d] ≡ 0 en Ω, para todo d ≥ d(λ).
2. Supongamos que λ ∈ K ⊂ [λ1[−∆;χD1 ], λΩ0∪D21 [−∆;χD1 ]), K un conjunto compacto.
Entonces, existe dos constantes positivas C y d(K) tales que
|θ[λ,d]|∞ ≤ C para todo d ≥ d(K).
3. Supongamos que λΩ0∪D21 [−∆;χD1 ] < λ. Entonces,
lim
d→∞
|θ[λ,d]|∞ =∞.
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Prueba:
1. Sea λ < λ1[−∆;χD1 ]. Por la Proposición 1.3 sabemos que g(d) → λ1[−∆;χD1 ] cuando
d→∞, y por tanto existe d(λ) > 0 tal que
λ < g(d) para d > d(λ).
Concluimos que θ[λ,d] ≡ 0 en Ω por la Proposición 4.15.
2. Tomamos λ ∈ K ⊂ [λ1[−∆;χD1 ], λΩ0∪D21 [−∆;χD1 ]) entonces λ < λΩ0∪D21 [−∆;χD1 ].
Definimos el conjunto
Ωδ := {x ∈ RN ; dist(x,Ω0 ∪D2)} < δ,
y tomamos δ pequeño, tal que λ < λΩδ1 [−∆;χD1 ], o equivalentemente,
µδ(λ) := λΩδ1 [−∆− λχD1 ; 1] > 0. (4.14)
Tomamos ϕδ1 una autofunción positiva asociada a µδ(λ) con |ϕδ1|∞ = 1 y escogemos φ una
función regular tal que φ ≥ φ0 > 0 en Ω y tal que la función ψ definida por
ψ =

ϕδ1 en Ω δ2 ,
φ en Ωδ\Ω δ
2
,
1 en Ω\Ωδ,
sea también una función regular.
Tomamos como supersolución u = Kψ con K > 0 que escogeremos posteriormente.
Veamos que u es una supersolución de (4.9) para K grande. En efecto, de nuevo
dividiremos nuestra prueba en tres casos:
(a) Si x ∈ Ω δ
2
: En este caso, u es una supersolución de (4.9) si
(χD1 + dχD2)(µδ(λ) + λχD1) ≥ λ− b(x)Kϕδ1 en Ω δ2 .
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Esta desigualdad es equivalente en D1 a
µδ(λ) ≥ −b(x)Kϕδ1, (4.15)
lo que es verdad para todo K debido a (4.14). Por otro lado, en D2 es suficiente que
dµδ(λ) ≥ λ, (4.16)
o equivalentemente
d ≥ λ
µδ(λ)
.
Obsérvese que para λ ∈ K, existe d = d(K) tal que
max
λ∈K
λ
µδ(λ)
= d(K).
Por tanto, tomando d ≥ d(K) obtenemos que u es supersolución en Ω δ
2
para cualquier
K > 0.
(b) Si x ∈ Ωδ\Ω δ
2
: tenemos
−(χD1 + dχD2)∆φ ≥ λφ−Kb(x)φ2. (4.17)
Por construcción, Ωδ\Ω δ
2
⊂ D1, por tanto (4.17) es satisfecha si
Kb(x)φ2 ≥ λφ+ ∆φ,
que se verifica para K grande, independiente de d.
(c) Si x ∈ Ω\Ωδ: u es supersolución si
K ≥ λmin
Ω\Ωδ
b(x) ,
de nuevo para una constante K independiente de d.
Esto completa la prueba del apartado.
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3. Ahora, tomamos λ > λΩ0∪D21 [−∆;χD1 ]. Vamos construir una subsolución de (4.9) que
tiende al infinito cuando d→∞. Como λ > λΩ0∪D21 [−∆;χD1 ] tenemos que
µ(λ) = λΩ0∪D21 [−∆− λχD1 ; 1] < 0.
Denotamos por ϕ1 una autofunción positiva asociada a µ(λ) tal que |ϕ1|∞ = 1. Definimos
ψ :=
 ϕ1 en Ω0 ∪D2,0 en Ω \ (Ω0 ∪D2).
Obsérvese que ψ ∈ H10 (Ω). Entonces, u := ψ es subsolución de (4.9) si
(χD1 + dχD2)(µ(λ) + λχD1) + b(x)ϕ1 ≤ λ en Ω0 ∪D2.
En D2, es suficiente que
 = λ− dµ(λ)
bM
,
donde bM = sup
x∈D2
b(x).
Por otro lado, en Ω0 \ D2, es suficiente que µ(λ) ≤ 0, lo cual es verdad para cualquier
 > 0. Entonces,
ψ ≤ θ[λ,d] en Ω,
en particular,
λ− dµ(λ)
bM
ϕ1 ≤ θ[λ,d] en Ω0 ∪D2, (4.18)
por tanto |θ[λ,d]|∞ →∞ con d→∞. 
Este resultado es verdadero para el caso Ω = Ω0 ∪D2. En este caso, el resultado es:
Corolario 4.17 Supongamos que Ω = Ω0 ∪D2. Entonces,
1. Si λ < λ1[−∆;χD1 ] existe d(λ) > 0 tal que θ[λ,d] ≡ 0 en Ω para d ≥ d(λ).
2. Si λ > λ1[−∆;χD1 ] tenemos que |θ[λ,d]|∞ →∞ con d→∞.
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4.3.2 Caso no-local
Ahora, fijemos nuestra atención nuevamente en la ecuación (4.8).
El siguiente resultado prueba la no existencia de solución positiva para λ grande.
Proposición 4.18 Si existe una solución positiva (λ, u) de (4.8), entonces
λ < λΩ01 [−∆;χD1 ] y λ < λΩ01 [−(χD1 + aMχD2)∆; 1] ,
donde aM := sup
s∈[0,∞)
a(s).
Prueba: Sea u solución positiva de (4.8), entonces
λ = λ1[−A(x, u)∆ + b(x)u; 1] < λΩ01 [−A(x, u)∆; 1] = g0
(∫
Ω
up
)
< lim
d→∞
g0(d) = λΩ01 [−∆;χD1 ].
Por otro lado,
λ = λ1
[
−
(
χD1 + a
(∫
Ω
up
)
χD2
)
∆ + b(x)u; 1
]
< λΩ01 [−(χD1 + aMχD2)∆; 1] . 
Nota 4.19 Obsérvese que λΩ01 [−∆;χD1 ] = ∞ si Ω0 ⊂ D2. Por otro lado, si a(∞) = ∞,
entonces aM = ∞. Luego, por la Proposición 1.4 tenemos que λΩ01 [−(χD1 + aMχD2)∆; 1] =
λΩ01 [−∆;χD1 ].
El siguiente resultado muestra que el único punto de bifurcación de (4.8) desde la solución
trivial es λ0 (definido en (4.3)).
Lema 4.20 Sea (λn, un) una sucesión de soluciones positivas de (4.8). Si |un|∞ → 0, entonces
λn → λ0.
Prueba: Por |un|∞ → 0, tenemos
∫
Ω
upn → 0. Por la continuidad de la función a, obtenemos
A(x, un)→ A(x, 0) uniformemente en Ω.
Por tanto, por la continuidad del autovalor principal (ver Proposición 1.1), tenemos
λn = λ1[A(x, un)∆ + b(x)un; 1]→ λ0. 
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Con una prueba similar al del Teorema 3.1 sigue el siguiente resultado.
Teorema 4.21 Existe un continuo no acotado C en R× C(Ω) de soluciones positivas de (4.8)
que bifurca desde (λ, u) = (λ0, 0).
Prueba: Obsérvese que (4.8) es equivalente a
u = Tλ(u) :=
λ
A(x, 0)Lu+ h(λ, u),
donde
h(λ, u) =

0 si u ≤ 0,
λL
((
1
A(x, u+) −
1
A(x, 0)
)
u+
)
− L
(
b(x)
A(x, u+)u
2
)
si u > 0,
y u+ = max{u, 0}. De hecho, obsérvese que u es una solución no negativa y no trivial de (4.8)
si y sólo si u = Tλ(u).
Por el Lema 2.8 y la continuidad de a, tenemos que
|h(λ, u)|∞
|u|∞ ≤
∣∣∣∣∣λL
((
1
A(x, u+) −
1
A(x, 0)
)
u+
)∣∣∣∣∣∞
1
|u|∞ +
∣∣∣∣∣L
(
b(x)
A(x, u+)u
2
)∣∣∣∣∣∞
1
|u|∞
≤ C
(
λ
∣∣∣∣∣ 1A(x, u+) − 1A(x, 0)
∣∣∣∣∣+ |b(x)|∞|A(x, u+)| |u|∞
)
→ 0,
cuando |u|∞ → 0. Podemos aplicar el Teorema de Rabinowitz (ver [47]) y concluir que existe
una componente conexa de soluciones positivas que emana desde (λ, u) = (λ0, 0) que, gracias al
Lema 4.20, es no acotada. 
El siguiente resultado será usado para el estudio de los puntos de bifurcación a infinito.
Lema 4.22 Sea p > 1. Si existe (λn, un) una sucesión de soluciones positivas de (4.8), tales
que |un|∞ →∞ y λn → λ∗ <∞, entonces
∫
Ω
upn →∞.
Prueba: Supongamos que ∫
Ω
upn <∞, (4.19)
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por tanto, A(x, un) es acotada. Multiplicamos (4.8) por up−1n y obtenemos
∫
Ω
∇un · ∇up−1n =
∫
Ω
λupn − b(x)up+1n
χD1 + a
(∫
Ω
upn
)
χD2
.
Luego,
C(p)
∫
Ω
|∇u
p
2
n |2 =
∫
Ω
λupn − b(x)up+1n
χD1 + a
(∫
Ω
upn
)
χD2
≤ λn
∫
Ω
upn
χD1 + a
(∫
Ω
upn
)
χD2
.
donde
C(p) = 4(p− 1)
p2
.
Por (4.19), tenemos
u
p
2
n es acotado en H10 (Ω).
Por inyección continua, tenemos que
un es acotado en L
2∗p
2 (Ω) = Lt1(Ω),
donde
t1 =
N
N − 2p.
Ahora, multiplicamos (4.1) por ut1−1n y entonces tenemos que
C(t1)
∫
Ω
|∇u
t1
2
n |2 ≤ C
∫
Ω
ut1n ,
donde C(t1) y C son constantes positivas y por tanto, u
t1
2
n es acotado en H10 (Ω). Por inyección
continua, tenemos que
un es acotado en Lt2(Ω),
con
t2 =
(
N
N − 2
)2
p.
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Repitiendo este argumento k veces, obtenemos
un es acotado en Ltk(Ω),
con
tk =
(
N
N − 2
)k
p.
Luego,
u2n es acotado en L
tk
2 (Ω),
por tanto,
λnun − b(x)u2n
χD1 + a
(∫
Ω
upn
)
χD2
, es acotado en L
tk
2 (Ω),
por regularidad elíptica, tenemos que
un ∈ W 2,
tk
2 (Ω).
Tomamos k grande tal que tk/2 > N/2, que es,
(
N
N − 2
)k
>
N
p
,
tenemos que |un|∞ ≤ C, contradicción. 
En el siguiente resultado caracterizamos el punto de bifurcación a infinito en diferentes
situaciones. En la prueba se emplean argumentos similares a los usados en [4].
Lema 4.23 Sea a(∞) > 0 y p > 1. Supongamos que existe una sucesión de soluciones positivas
(λn, un) de (4.8), tal que |un|∞ →∞ y λn → λ∗ <∞.
1. Si a(∞) <∞, entonces
λ∗ = λΩ01 [−(χD1 + a(∞)χD2)∆; 1].
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2. Si Ω\Ω0 ⊂ D1 y a(∞) =∞, entonces
λ∗ = λΩ01 [−∆;χD1 ].
3. Si p ≥ 2, a(∞) =∞, y existe constantes positivas C y s0 tales que
a(s)
s1/p
≥ C para todo s ≥ s0 > 0,
entonces
λ∗ = λΩ0∪D21 [−∆;χD1 ].
Prueba: Por el Lema 4.22 tenemos que
∫
Ω
upn → ∞. Por la continuidad de la función a,
tenemos
a
(∫
Ω
upn
)
→ a(∞).
Por un argumento similar al Lema 4.22, tenemos
∫
Ω
u2n →∞.
Definimos
zn =
un
|un|2 .
Multiplicamos (4.8) por zn y como a(∞) > 0, obtenemos
∫
Ω
|∇zn|2 = λn
∫
Ω
χD1 + 1
a
(∫
Ω
upn
)χD2
 z2n − ∫Ω b(x)
χD1 + 1
a
(∫
Ω
upn
)χD2
 z3n|un|2
≤ λn
∫
Ω
χD1 + 1
a
(∫
Ω
upn
)χD2
 z2n ≤ C ∫Ω z2n = C.
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Por tanto, existe z ∈ H10 (Ω), z ≥ 0 y z 6≡ 0 tal que
zn ⇀ z en H10 (Ω),
zn → z en Ls(Ω), ∀s ∈
[
1, 2∗ = 2N
N − 2
)
.
Supongamos 1. ó 2., y afirmamos que
z ≡ 0 en Ω\Ω0. (4.20)
Supongamos por contradicción que existe D ⊂ Ω\Ω0 tal que z > 0 en D. Tomemos ϕ ∈ C∞0 (D),
entonces
∫
D
∇zn · ∇ϕ = λn
∫
D
χD1 + 1
a
(∫
Ω
upn
)χD2
 znϕ− ∫
D
b(x)
χD1 + 1
a
(∫
Ω
upn
)χD2
 z2nϕ|un|2.
Obsérvese que como z > 0 en D tenemos que un(x) = zn(x)|un|2 →∞, por tanto si a(∞) <∞,
tenemos ∫
D
b(x)
χD1 + 1
a
(∫
Ω
upn
)χD2
 z2nϕ|un|2 →∞.
Por otro lado, si Ω\Ω0 ⊂ D1, tenemos que D ⊂ D1, por tanto
∫
D
b(x)
χD1 + 1
a
(∫
Ω
upn
)χD2
 z2nϕ|un|2 > ∫
D
b(x)χD1z2nϕ|un|2 →∞.
Entonces, en ambos casos ∫
D
∇zn · ∇ϕ→ −∞,
lo que es una contradicción. Esto implica z ∈ H10 (Ω0). Por tanto, obtenemos
∫
Ω0
∇zn · ∇ϕ = λn
∫
Ω0
χD1 + 1
a
(∫
Ω
upn
)χD2
 znϕ ∀ϕ ∈ H10 (Ω0). (4.21)
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Cuando a(∞) <∞, tomando el límite en (4.21), obtenemos
∫
Ω0
∇z · ∇ϕ = λ∗
∫
Ω0
(
χD1 +
1
a(∞)χD2
)
zϕ ∀ϕ ∈ H10 (Ω0).
Implicando que
λ∗ = λΩ01 [− (χD1 + a(∞)χD2) ∆; 1] .
Por otro lado, si a(∞) =∞, tomando el límite en (4.21)
∫
Ω0
∇z · ∇ϕ = λ∗
∫
Ω0
χD1zϕ ∀ϕ ∈ H10 (Ω0).
Esto concluye que
λ∗ = λΩ01 [−∆;χD1 ].
Supongamos que p ≥ 2 y a(∞) =∞. En este caso, probamos que
z ≡ 0 in Ω \ (Ω0 ∪D2).
De hecho, si z > 0 en D ⊂ Ω \ (Ω0 ∪D2), entonces
∫
D
b(x)
χD1 + 1
a
(∫
Ω
upn
)χD2
 z2nψ|un|2 = ∫
D
b(x)χD1z2nψ|un|2 →∞,
contradicción. Por tanto, z ∈ H10 (Ω0 ∪D2). Tomamos ψ ∈ H10 (Ω0 ∪D2), entonces tenemos
∫
Ω0∪D2
∇zn · ∇ψ = λn
∫
Ω0∪D2
χD1 + 1
a
(∫
Ω
upn
)χD2
 znψ
−
∫
D2
b(x)
 1
a
(∫
Ω
upn
)
 z2nψ|un|2.
(4.22)
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como p ≥ 2 y a(s)/s1/p ≥ C para s grande, tenemos que
|un|2
a
(∫
Ω
upn
) ≤ C |un|p
a
(∫
Ω
upn
) ≤ C.
Luego, como zn → 0 en Ω0 ∪D2, concluimos que
∫
D2
b(x)
 1
a
(∫
Ω
upn
)
 z2nψ|un|2 → 0.
Tomando el límite en (4.22) obtenemos que λ∗ = λΩ0∪D21 [−∆;χD1 ]. 
En el siguiente Teorema probamos los principales resultados de este caso.
Teorema 4.24 Supongamos p > 1. Entonces existe λ∞ > 0 tal que (4.8) posee al menos una
solución positiva para
λ ∈ (min{λ0, λ∞},max{λ0, λ∞}).
Además,
1. Si 0 < a(∞) <∞, entonces λ∞ = λΩ01 [−(χD1 + a(∞)χD2)∆; 1].
2. Si Ω0 ⊂ D1, entonces λ∞ = λΩ01 .
3. Si Ω0 ⊂ D2, entonces λ∞ =∞ si a(∞) =∞ y λ∞ =∞ si a(∞) = 0.
4. Si Ω0 ∩ D1 6= ∅ 6= Ω0 ∩ D2, entonces λ∞ = 0 si a(∞) = 0 y λ∞ ≥ λΩ0∪D21 [−∆;χD1 ] si
a(∞) =∞. Además, en este caso, si alguno de los siguientes casos ocurre:
(a) D2 ⊂ Ω0,
(b) p ≥ 2 y a(s)
s1/p
acotado inferiormente para s grande,
(c)
lim
s→∞
a(s)
s1/p
=∞,
entonces
λ∞ = λΩ0∪D21 [−∆;χD1 ].
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En todos los casos λ0 y λ∞ son puntos de bifurcación desde la solución trivial y desde el infinito,
respectivamente.
Prueba: Por el Teorema 4.21 existe un continuo C de soluciones positivas de (4.8) que bifurca
desde (λ, u) = (λ0, 0).
1. Supongamos 0 < a(∞) <∞. Por la Proposición 4.22, tenemos que ProjR(C) está acotado
en R. Por tanto, existe (λn, un) ∈ C una sucesión de soluciones positivas de (4.8) tal que
λn → λ∞ <∞ y |un|∞ →∞. Por el Lema 4.23, tenemos
λ∞ = λΩ01 [−(χD1 + a(∞)χD2)∆; 1].
2. Supongamos Ω0 ⊂⊂ D1. En este caso, λ∞ no depende del valor de a(∞). Por la
Proposición 4.22, como Ω0 ∩ D1 6= ∅, tenemos ProjR(C) es acotado en R. Por tanto,
existe (λn, un) ∈ C una sucesión de soluciones positivas de (4.8) tal que λn → λ∞ <∞ y
|un|∞ →∞.
Denotamos por
dn = a
(∫
Ω
upn
)
,
entonces un = θ[λn,dn] es la única solución positiva de (4.9), luego
g(dn) < λn < g0(dn) = λΩ01 .
Probemos que λ∞ = λΩ01 . Supongamos por contradicción que al menos para una
subsucesión, λn → λ∞ < λΩ01 . Entonces, existe λ tal que λn ≤ λ < λΩ01 . Luego, como
Ω0 ⊂⊂ D1 por el Teorema 1.7 existe una constante K(λ) y una función regular positiva
ϕ (que es indepediente de dn), tales que
un = θ[λn,dn] ≤ K(λ)ϕ para todo λn ≤ λ.
Por tanto, |un|∞ ≤ C. Contradicción.
3. Supongamos Ω0 ⊂ D2. Usando la misma notación dn = a (∫Ω upn), entonces un = θ[λn,dn]
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es la única solución positiva de (4.9), luego
g(dn) < λn < g0(dn) = dnλΩ01 .
Obsérvese que
dn → a(∞),
por tanto, cuando a(∞) = 0 tenemos por la Proposición 1.3 que λn → 0.
Ahora, supongamos que a(∞) = ∞, entonces dn → ∞. Supongamos por contradicción
que λn → λ∞ <∞. Tomemos un subdominio D tal que Ω ⊂⊂ D y consideramos ϕD1 una
autofunción positiva asociada a λD1 con |ϕD1 |∞ = 1. Entonces, u = KϕD1 es supersolución
si
λD1 (χD1 + dnχD2) + b(x)KϕD1 ≥ λn en Ω. (4.23)
Como Ω0 ⊂ D2, sigue que (4.23) se verifica en D2 si
dnλ
D
1 > λn.
Por otro lado, en D1 se verifica (4.23) si
λD1 + b(x)KϕD1 ≥ λn en D1.
Como λ∞ < ∞ y b(x) ≥ b0 > 0 en D1 y ϕD1 ≥ b1 > 0 en Ω para b0 y b1 constantes,
tenemos que esta desigualdad ocurre para K grande (que es independiente de n). Por
tanto, para n grande obtenemos
un ≤ KϕD1 .
Contradicción.
4. Supongamos Ω0 ∩D1 6= ∅ 6= Ω0 ∩D2. Como Ω0 ∩D1 6= ∅, de esa manera podemos aplicar
la Proposición 4.22, entonces ProjR(C) es acotado en R. Por tanto, existe (λn, un) ∈ C
una sucesión de soluciones positivas de (4.8) tal que λn → λ∞ <∞ y |un|∞ →∞.
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Sea a(∞) = 0. Tenemos
λn = λ1[−(χD1 + dnχD2)∆ + b(x)un; 1] < λΩ01 [−(χD1 + dnχD2)∆; 1]
< λB1 [−(χD1 + dnχD2)∆; 1]
= dnλB1 ,
donde B ⊂ Ω0 ∩D2. Tomando el límite en n, obtenemos
λ∞ = 0.
Sea a(∞) = ∞. Supongamos que λ∞ < λΩ0∪D21 [−∆;χD1 ]. Entonces, existe un conjunto
compacto K ⊂ [0, λΩ0∪D21 [−∆;χD1 ]] tal que λn ∈ K. Luego, por la Proposición 4.16 existen
dos constantes positivas d(K) y C > 0 tales que
|un|∞ = |θ[λn,dn]|∞ ≤ C, para dn ≥ d(K) y para todo λn.
Contradicción.
Ahora, determinaremos en algún caso, que λ∞ = λΩ0∪D21 [−∆;χD1 ].
(a) Supongamos que D2 ⊂ Ω0. Obsérvese que en este caso Ω \ Ω0 ⊂ D1, y aplicando el
Lema 4.23 obtenemos que
λ∞ = λΩ01 [−∆;χD1 ] = λΩ0∪D21 [−∆;χD1 ].
(b) Supongamos que p ≥ 2 y existen una constante positiva C y s0 > 0 tales que
a(s)
s1/p
≥ C para todo s ≥ s0 > 0.
Entonces, nuevamente usando el Lema 4.23 obtenemos que
λ∞ = λΩ0∪D21 [−∆;χD1 ].
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(c) Supongamos que
lim
s→∞
a(s)
s1/p
=∞,
y que λ∞ > λΩ0∪D21 [−∆;χD1 ]. Entonces, al menos para una subsucesión
λn ∈ K := [λ∞ − , λ∞ + ], (4.24)
con  > 0 pequeño tal que λ∞− > λΩ0∪D21 [−∆;χD1 ]. Entonces, por (4.18) deducimos
que
λn − dnµ(λn)
bM
ϕn ≤ un en Ω0 ∪D2, (4.25)
donde µ(λn) = λΩ0∪D21 [−∆−λnχD1 ; 1] < 0 y ϕn es una autofunción positiva asociada
a µ(λn) tal que |ϕn|∞ = 1, o sea
−∆ϕn − λnχD1ϕn = µ(λn)ϕn en Ω0 ∪D2, ϕn = 0 sobre ∂(Ω0 ∪D2).
Por regularidad elíptica, |ϕn|W 2,q ≤ C para todo q > 1, entonces ϕn → ϕ∞ en C1(Ω)
para alguna función ϕ∞ > 0.
Además, debido a (4.24) existen dos constantes positivas a, b tal que
(a+ bdn)ϕn ≤ un en Ω0 ∪D2.
También,
(a+ bdn)
(∫
Ω0∪D2
ϕpn
)1/p
≤
(∫
Ω
upn
)1/p
,
que implica
(
a
dn
+ b
)(∫
Ω0∪D2
ϕpn
)1/p
≤
(∫
Ω
upn
)1/p
dn
=
(∫
Ω
upn
)1/p
a
(∫
Ω
upn
) → 0,
contradicción. Esto completa la prueba. 
Como consecuencia del Teorema anterior, tenemos para Ω0 = ∅, esto es, b(x) ≥ b0 > 0 el
siguiente resultado.
129
Corolario 4.25 Supongamos que b(x) ≥ b0 > 0 para alguna constante positiva. Entonces,
existe al menos una solución positiva de (4.1) si
λ ∈ (a(0)λ1,∞). 
130
Capítulo
5
Algunos problemas superlineales
Para finalizar esta Memoria, el presente Capítulo está basado en los resultados obtenidos en
[36]. Vamos estudiar el problema no-local

−a
(∫
Ω
up
)
∆u = λuq + ur en Ω,
u = 0 sobre ∂Ω,
(5.1)
donde Ω ⊂ RN , N ≥ 1, es un dominio regular y acotado, p > 0, 0 < q ≤ 1, r > 1, λ ∈ R y
a : R 7→ R una función continua y positiva.
Este Capítulo está estructurado de la siguiente manera: en la Sección 5.1 presentaremos un
resultado de bifurcación global de las soluciones positivas de (5.1). En la Sección 5.2, haremos
el estudio de la dirección de bifurcación. Finalmente, en la Sección 5.3 haremos el estudio del
comportamiento del continuo de soluciones positivas de (5.1) dependiendo del comportamiento
de a en infinito.
5.1 Bifurcación global
El siguiente resultado prueba la existencia de un continuo de soluciones positivas de (5.1).
Teorema 5.1 Existe un continuo no acotado C en IR× C(Ω) de soluciones positivas para el
problema (5.1) que emana a partir de:
1. (λ, u) = (a(0)λ1, 0) si q = 1.
2. (λ, u) = (0, 0) si 0 < q < 1.
Prueba:
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1. En el caso q = 1, siguiendo exactamente los mismos pasos del Teorema 3.1, podemos
concluir que existe una componente conexa C de soluciones positivas que emana desde
(λ, u) = (a(0)λ1, 0) que es no acotada.
2. Supongamos ahora que 0 < q < 1. Definimos la aplicación
Kλ : C0(Ω)→ C0(Ω); Kλ(u) = u− T (u)
donde
T (u) := λL
 (u+)q
a
(∫
Ω
(u+)p
)
+ L
 (u+)r
a
(∫
Ω
(u+)p
)
 .
Procediendo como en las Proposiciones 2.9 y 2.10, se prueba que u es solución no negativa de
(5.1) si sólo si es cero de Kλ y que la aplicación T es compacta.
Ahora vamos a probar la existencia del continuo C, usando el grado de Leray-Schauder de
Kλ.
Paso 1: Si λ < 0 entonces i(Kλ, 0) = 1.
Definimos la aplicación
H1 : [0, 1]× C0(Ω)→ C0(Ω)
H1(t, u) = L
 t
a
(
x,
∫
Ω
(u+)p
)(λ(u+)q + (u+)r)
 .
Probemos que la homotopía definida por H1 es admisible, para lo que es suficiente probar que
existe γ > 0 tal que
u 6= H1(t, u) ∀u ∈ Bγ, u 6= 0 y t ∈ [0, 1].
Supongamos que existe un ∈ C0(Ω)\{0} con |un|∞ → 0 y tn ∈ [0, 1], tal que
un = H1(tn, un)
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o sea,
−a
(
x,
∫
Ω
(u+n )p
)
∆un = tn(λ(u+n )q + (u+n )r)
= tn(u+n )q(λ+ (u+n )r−q) ≤ 0 en Ω,
un = 0 sobre ∂Ω.
Por lo tanto un ≤ 0, luego u+n = 0 y un ≡ 0, absurdo. Tomando  ∈ (0, δ], tenemos
i(Kλ, 0) = deg(Kλ, B) = deg(I −H1(1, ·), B)
= deg(I −H1(0, ·), B) = deg(I, B) = 1.
Paso 2: Si λ > 0 entonces i(Kλ, 0) = 0.
Tomemos φ > 0 una autofunción asociada a λ1. Definimos
H2 : [0, 1]× C0(Ω)→ C0(Ω)
H2(t, u) = L
 1
a
(
x,
∫
Ω
(u+)p
) [λ(u+)q + (u+)r]
+ tφ.
Veamos que la homotopía H2 es admisible. Para ello probaremos que existe γ > 0 tal que
u 6= H2(t, u) ∀u ∈ Bγ, u 6= 0 y t ∈ [0, 1]. (5.2)
Supongamos que existe un ∈ C0(Ω)\{0} con |un|∞ → 0 y tn ∈ [0, 1], tal que
un = H2(tn, un),
o sea,
−∆un = 1
a
(
x,
∫
Ω
(u+n )p
)(λ(u+n )q + (u+n )r) + tnλ1φ.
Como tnλ1φ ≥ 0, por el principio de Máximo Fuerte tenemos que un > 0 en Ω.
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Para todo M , existe n0 > 0 tal que
λ(u+n )q + (u+)r > Mun ∀n ≥ n0.
Luego,
−∆un = 1
a
(∫
Ω
(u+n )p
)(λ(u+n )q + (u+n )r) + tλ1φ
≥ 1
aM
(λ(u+n )q + (u+n )r) + tλ1φ >
M
aM
un.
Entonces λ1
[
−∆− M
aM
; 1
]
> 0, que para M suficientemente grande es un absurdo. Luego H2
es admisible. Tomando  ∈ (0, γ], tenemos
i(Kλ, 0) = deg(Kλ, B) = deg(I −H2(0, ·), B)
= deg(I −H2(1, ·), B) = 0.
La última igualdad sigue del hecho de que la ecuación
−∆u = 1
a
(
x,
∫
Ω
(u+)p
)(λ(u+)q + (u+)r) + λ1φ
no tiene solución en B, como hemos probado en el Paso 2.
Ahora, siguiendo el mismo razonamiento que el Teorema 2.11 podemos concluir que existe
un continuo C no acotado en IR× C(Ω)de soluciones positivas de (5.1) que emana desde
(λ, u) = (0, 0). 
5.2 Dirección de bifurcación
En esta seción haremos un estudio del sentido de la bifurcación estudiada en la Sección anterior.
Empezamos con el caso q = 1.
Teorema 5.2 Supongamos r > 1, q = 1 y p ≥ 1. Denotamos ϕ1 la autofunción positiva
asociada a λ1, normalizada por |ϕ1|2 = 1. El punto (a(0)λ1, 0) es un punto de bifurcación local
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de (5.1) desde la solución trivial u ≡ 0. Además, el sentido de la bifurcación es el siguiente:
a) Si p = r − 1, entonces
a1) Si a′(0) >
∫
Ω
ϕr+11
λ1
∫
Ω
ϕp1
, el sentido es supercrítico.
a2) Si a′(0) <
∫
Ω
ϕr+11
λ1
∫
Ω
ϕp1
el sentido es subcrítico.
b) Si r − 1 > p, entonces
b1) Si a′(0) > 0, el sentido es supercrítico.
b2) Si a′(0) < 0, el sentido es subcrítico.
c) Si p > r − 1, entonces el sentido es subcrítico.
Prueba: Definimos la aplicación F : IR× C2(Ω)→ C0(Ω) como
F(λ, u) = a
(∫
Ω
up
)
∆u+ λu+ ur.
Se tiene que F ∈ C2(IR× C2(Ω);C(Ω)) y
Fu(λ, u)(v) = a′
(∫
Ω
up
)
p
∫
Ω
up−1v∆u+ a
(∫
Ω
up
)
∆v + λv + rur−1v,
Fuλ(λ, u)v = v,
de donde se deduce fácilmente que
F(λ, 0) = 0, ∀λ ∈ IR,
L0 = Fu(λ, 0)(v) = a(0)∆v + λv,
L1 = Fuλ(λ, 0)(v) = v.
Gracias al Teorema de Crandall-Rabinowitz [30] podemos argumentar como en el Teorema 3.2
y concluir que (a(0)λ1, 0) es un punto de bifurcación para F(λ, u) y la existencia de  > 0 y de
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dos funciones µ(s) y v(s) tales que
µ : (−, )→ IR, v : (−, )→ Z
donde Z es el complementario topológico del Ker(L0) en C20(Ω), µ(0) = 0, v(0) = 0, para cada
s ∈ (−, )  λ(s) = a(0)λ1 + µ(s),u(s) = s(ϕ1 + v(s)), (5.3)
y (λ(s), u(s)) son las únicas soluciones de F(λ, u) = 0 en un entorno de (λ1a(0), 0).
El desarollo de Taylor de la función a (t) viene dado por
a (t) = a(0) + ta′(0) + · · · . (5.4)
Sustituyendo (5.3) y (5.4) en (5.1), obtenemos
−
(
a(0) + spa′(0)
∫
Ω
(ϕ1 + v(s))p
)
∆(sϕ1 + sv(s)) = (a(0)λ1 + µ(s))(s(ϕ1 + v(s))
+ (s(ϕ1 + v(s)))r.
Multiplicamos por ϕ1 y integrando sobre Ω, tenemos
spa′(0)λ1
∫
Ω
(ϕ1 + v(s))p + spa′(0)λ1
∫
Ω
(ϕ1 + v(s))p
∫
Ω
ϕ1v(s)
= µ(s)
∫
Ω
(ϕ1 + v(s))ϕ1 + sr−1
∫
Ω
(ϕ1 + v(s))rϕ1 + o(sp).
a) Si p = r − 1. Entonces,
µ(s)
sp
=
a′(0)λ1
∫
Ω
(ϕ1 + v(s))p
(
1 +
∫
Ω
ϕ1v(s)
)
−
∫
Ω
(ϕ1 + v(s))rϕ1∫
Ω
(ϕ1 + v(s))ϕ1
+ o(s).
Tomando el límite en s, tenemos
lim
s→0
µ(s)
sp
= a′(0)λ1
∫
Ω
ϕp1 −
∫
Ω
ϕr+11 .
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El primer apartado sigue fácilmente.
b) Si p < r − 1. Entonces,
µ(s)
sp
=
a′(0)λ1
∫
Ω
(ϕ1 + v(s))p
(
1 +
∫
Ω
ϕ1v(s)
)
− sr−1−p
∫
Ω
(ϕ1 + v(s))rϕ1∫
Ω
(ϕ1 + v(s))ϕ1
.
Tomando el límite en s, tenemos
lim
s→0
µ(s)
sp
= a′(0)λ1
∫
Ω
ϕp1,
de donde deducimos el segundo apartado.
c) Si p > r − 1. Entonces,
µ(s)
sr−1
=
a′(0)λ1sp−r+1
∫
Ω
(ϕ1 + v(s))p
(
1 +
∫
Ω
ϕ1v(s)
)
−
∫
Ω
(ϕ1 + v(s))rϕ1∫
Ω
(ϕ1 + v(s))ϕ1
.
Tomando el límite en s, tenemos
lim
s→0
µ(s)
sr−1
= −
∫
Ω
ϕr+11 < 0.
Luego el sentido es subcrítico. 
En el caso 0 < q < 1 el sentido siempre es supercrítico.
Proposición 5.3 Sea r > 1 y 0 < q < 1. Entonces el sentido de bifurcación del punto
(λ, u) = (0, 0) es supercrítica.
Prueba: Supongamos que existe un sucesión (λn, un) de soluciones positivas de (5.1) con
λn → 0, λn < 0 y |un|∞ → 0. Es claro que
∫
Ω
upn → 0, para todo p > 0. Como λn ≤ 0 y por la
continuidad de a, para todo  > 0 existe n0 ∈ N tal que
0 < a(0)−  < a
(∫
Ω
upn
)
y λnuqn + urn ≤ un ∀n ≥ n0.
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Luego,
−∆un = λnu
q
n + urn
a
(∫
Ω
upn
) ≤ un
a(0)−  ∀n ≥ n0.
Esto implica que,
λ1 ≤ 
a(0)− ,
que es una contradicción para  pequeño. 
El siguiente cambio de variable será muy usado en este Capítulo, transforma nuestra ecuación
en otra del tipo (1.13) con un término no-local, que recordamos por comodidad:
 −∆v = µv
q + vr en Ω,
v = 0 sobre ∂Ω.
(5.5)
Proposición 5.4 Si u es solución positiva de (5.1), entonces
v = u[
a
(∫
Ω
up
)] 1
r−1
. (5.6)
es solución positiva de (5.5) con
µ = λ[
a
(∫
Ω
up
)] r−q
r−1
. (5.7)
Prueba: Sea u solución de (5.1). Llamando v = Ru, obtenemos
−∆v = 1
a
(∫
Ω
up
)(λR1−qvq +R1−rvr). (5.8)
Tomando R
R = a
(∫
Ω
up
) 1
1−r
, (5.9)
y sustituyendo (5.9) en (5.8), tenemos que v verifica (5.5) con µ definido en (5.7). 
En el siguiente resultado damos condiciones de no existencia de soluciones positivas de (5.1)
con λ = 0, o sea,
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
−a
(∫
Ω
up
)
∆u = ur en Ω,
u = 0 sobre ∂Ω,
(5.10)
donde 1 < r < N + 2
N − 2 . Para ello recordemos que gracias al Corolario 1.18 para p >
max{N(r−1)2 , r} existe la siguiente constante
0 < M1 := sup{C;C ≤
∫
Ω
vp}, ∀v solución positiva de (1.22). (5.11)
Proposición 5.5 Sea 1 < r < N + 2
N − 2 . Si p > max{
N(r−1)
2 , r} y
a(s)
s
r−1
p
>
1
M
r−1
p
1
, ∀s ∈ (0,∞), (5.12)
entonces no existe solución positiva de (5.10).
Prueba: Supongamos que existe (λ, u) solución positiva de (5.10). Entonces v definida en
(5.6) es solución con µ = 0 de (5.5) y por la Proposición 1.18, obtenemos
M1 ≤
∫
Ω
vp =
∫
Ω
up[
a
(∫
Ω
up
)] p
r−1
< M1.
Lo que nos lleva a una contradicción. 
5.3 Caso general
Ahora, volvemos al estudio del problema (5.1).
El siguiente resultado prueba la no existencia de solución positiva para λ grande si a está
acotada superiormente.
Proposición 5.6 Si existe solución positiva de (5.1), entonces λ < aMλ1, donde aM =
sup
s∈IR
a(s).
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Prueba: Sea u solución positiva de (5.1), entonces
λ = λ1
[
−a
(∫
Ω
up
)
∆− ur−1; 1
]
< λ1[−aM∆; 1] = aMλ1. 
El siguiente resultado será muy útil para conocer el comportamiento del continuo C.
Lema 5.7 Si existe u solución positiva de (5.1), entonces
λ
a
(∫
Ω
up
) r−q
r−1
< λ,
donde
λ =
 λ1 si q = 1,µ si 0 < q < 1,
donde µ está definida en la Proposición 1.13.
Prueba: Sea u solución positiva de (5.1), entonces por la Proposición 5.4, v definida por (5.6)
es solución positiva de (5.5), con µ definida en (5.7).
Si q = 1, aplicamos la Proposición 1.10, y concluimos que
λ
a
(∫
Ω
up
) r−q
r−1
= µ < λ1.
Ahora, si 0 < q < 1, por la Proposición 1.13 deducimos que existe µ, tal que tenemos que
λ
a
(∫
Ω
up
) r−q
r−1
= µ < µ. 
El siguiente resultado prueba que si una sucesión de soluciones positivas de (5.1) cumple que
|un|∞ →∞, entonces
∫
Ω
upn →∞.
Proposición 5.8 Sea p > 0, 1 < r < N + 2
N − 2 y 0 < q ≤ 1. Si (λn, un) una sucesión de
soluciones positivas de (5.1) con λn → λ∗ <∞ y |un|∞ →∞, entonces
∫
Ω
upn →∞.
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Prueba: Supongamos que
∫
Ω
upn ≤ C para alguna constante C > 0. Entonces existen
C1, C2 > 0 tales que
C1 ≤ a
(∫
Ω
upn
)
≤ C2, ∀n ∈ N. (5.13)
Por la Proposición 5.4, (µn, vn) es solución positiva de (5.5), con µn y vn definidas por (5.7)
y (5.6), respectivamente. Por (5.13), tenemos que existe C3 > 0 tal que
|µn| =
∣∣∣∣∣∣∣∣∣∣
λn
a
(∫
Ω
upn
) r−q
r−1
∣∣∣∣∣∣∣∣∣∣
≤ C3,
por lo que podemos aplicar la Proposición 1.9 y concluir que |vn|∞ ≤ C. Luego,
|un|∞ = |vn|∞a
(∫
Ω
upn
) r−q
r−1 ≤ C4,
lo que nos lleva a una contradicción. 
En el siguiente resultado probamos que no hay soluciones para λ grande bajo la condición
lims→∞ a(s)s
1−r
p = 0.
Proposición 5.9 Sea p > 0, 1 < r < N + 2
N − 2 y 0 < q ≤ 1. Si
lim
s→∞ a(s)s
1−r
p = 0. (5.14)
entonces no existe solución positiva de (5.1) para λ grande.
Prueba: Supongamos que existe (λn, un) una sucesión de soluciones positivas de (5.1), tal que
λn →∞. Por el Lema 5.7, tenemos
λn < λa
(∫
Ω
upn
) r−q
r−1
,
luego a
(∫
Ω
upn
)
→ ∞ y por tanto
∫
Ω
upn → ∞. Nuevamente, hacemos el cambio (5.6) y (5.7).
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Como
|µn| =
∣∣∣∣∣∣∣∣∣∣
λn
a
(∫
Ω
upn
) r−q
r−1
∣∣∣∣∣∣∣∣∣∣
≤ C,
por la Proposición 1.9, sabemos que |vn|∞ ≤ C, luego
∫
Ω
vpn ≤ C1. Por lo tanto,
C1 ≥
∫
Ω
vpn =
∫
Ω
upn
a
(∫
Ω
upn
) p
r−1
.
Esto implica,
a
(∫
Ω
upn
)
(∫
Ω
upn
) r−1
p
≥ C2 > 0.
Contradicción con (5.14). 
Podemos enunciar y probar el resultado principal en el caso que a verifica (5.14).
Teorema 5.10 Sea 1 < r < N+2
N−2 . Si a satisface (5.14), entonces existen λ
∗ ≤ λ∗∗ tales que
λ ≤ λ∗ < λ∗∗ <∞,
donde,
λ =
 a(0)λ1, si q = 1,0, si 0 < q < 1,
tal que
1. Si λ > λ∗∗, entonces no existe solución positiva de (5.1).
2. Si 0 < λ < λ∗, entonces existe solución positiva de (5.1).
En realidad, se tiene que el continuo no acotado C de soluciones positivas de (5.1) verifica que
(0, λ∗) ⊂ ProjIR(C).
Además, si a(∞) > 0, entonces existe solución positiva de (5.1) para λ < λ∗, y (−∞, λ∗) ⊂
ProjIR(C).
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Prueba: 1. Por la Proposición 5.9 existe λ∗∗ > λ tal que, no existe solución positiva de (5.1)
para λ > λ∗∗.
2. Por el Teorema 5.1 existe una componente conexa C de soluciones positivas de (5.1) que
bifurca desde (λ, u) = (a(0)λ1, 0) si q = 1 y (λ, u) = (0, 0) si 0 < q < 1. Por el apartado anterior
no existe solución positiva para λ grande. Probemos que no existe λ∗ > 0 tal que λn → λ∗ y
|un|∞ →∞.
Como |un|∞ →∞ por la Proposición 5.8, tenemos que
∫
Ω
upn →∞. Por la Proposición 5.4,
(µn, vn) son soluciones positivas de (5.5), con µn y vn definidos en (5.7) y (5.6), respectivamente.
Supongamos a(∞) =∞. Entonces, como λn → λ∗ y ∫Ω upn →∞, se tiene que
λn
a
(∫
Ω
upn
) r−q
r−1
→ 0.
Por tanto, por el Proposición 1.19, tenemos
∫
Ω
vpn ≤M2.
Por otro lado, por (5.14) tenemos
∫
Ω
vpn =
∫
Ω
upn
a
(∫
Ω
upn
) p
r−1
→∞.
Una contradicción.
Supongamos 0 < a(∞) <∞. Por tanto,
|µn| =
∣∣∣∣∣∣∣∣∣∣
λn
a
(∫
Ω
upn
) r−q
r−1
∣∣∣∣∣∣∣∣∣∣
≤ C.
Por la Proposición 1.9, tenemos que |vn|∞ ≤ C. Luego,
|un|∞ = a
(∫
Ω
upn
) 1
r−1 |vn|∞ ≤ C.
143
Una contradicción, debido a que |un|∞ →∞.
Supongamos que a(∞) = 0. Supongamos por contradicción que λn → λ∗ > 0. Por tanto,
por Lema 5.7 sigue que
0 ≤ λn
a
(∫
Ω
upn
) ≤ µ.
Como a (
∫
Ω u
p
n)→∞ sigue que λ∗ = 0, lo que es una contradicción, pues estábamos suponiendo
que λ∗ > 0.
Luego no existe punto de bifurcación a infinito en (0,∞), por lo que ProjR(C) ⊃ (0, λ∗).
Supongamos ahora, que a(∞) > 0 y veamos que ProjR(C) ⊃ (−∞, λ∗). Supongamos por
absurdo que existe λ∗ ≤ 0 tal que λn → λ∗ y |un|∞ → ∞. Observemos que en los casos
a(∞) =∞ y 0 < a(∞) <∞ podemos argumentar como antes y llegar a una contradicción. Por
tanto ProjR(C) ⊃ (−∞, λ∗) y hay solución para λ < λ∗. 
Una vez analizado el caso en el que a verifica (5.14), nos ocupamos de lo que ocurre cuando
lims→∞ a(s)s
1−r
p > 0.
El siguiente resultado, prueba que no existe λ∗ ∈ (−∞,∞) tal que λn → λ∗ y |un|∞ →∞
Proposición 5.11 Sea p > max
{
r, N(r−1)2
}
, 1 < r < N+2
N−2 y (λn, un) una sucesión de soluciones
positivas de (5.1). Si
lim
s→∞ a(s)s
1−r
p =∞. (5.15)
entonces no existe |λ∗| <∞ tal que λn → λ∗ y |un|∞ →∞.
Prueba: Supongamos por contradicción que existe λ∗ < ∞ tal que λn → λ∗. Usando de
nuevo el cambio de variable de la Proposición 5.8 y como λ∗ <∞, tenemos
µn =
λn
a
(∫
Ω
upn
) r−q
r−1
→ 0.
Usando ahora la Proposición 1.17 se tiene que
∫
Ω
vpn 6→ 0. En cambio, por la condición (5.15),
obtenemos ∫
Ω
vpn =
∫
Ω
upn[
a
(∫
Ω
upn
)] p
r−1
→ 0.
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Contradicción. 
Observemos que este resultado nos está diciendo que el continuo C no acotado de soluciones
positivas (5.1) no se puede ir a infinito en un valor finito de λ, por tanto, al ser no acotado, su
proyección es no acotada, o bien por +∞, o por −∞, o incluso en ambas direcciones.
El siguiente resultado refina el anterior. Probamos que no hay punto de bifurcación a infinito
para valores positivos bajo una condición más débil que (5.15).
Proposición 5.12 Sea p > max
{
r, N(r−1)2
}
, 1 < r < N+2
N−2 y (λn, un) una sucesión de soluciones
positivas de (5.1). Si existe s0 > 0 tal que
a(s)
s
r−1
p
>
1
M
r−1
p
1
, ∀s ≥ s0 > 0, (5.16)
donde M1 esta definido en (5.11), entonces no existe λ∗ ∈ [0,∞) tal que λn → λ∗ y |un|∞ →∞.
Prueba: Supongamos que exista λ∗ ∈ [0,∞) tal que λn → λ∗ y |un|∞ → ∞. Nuevamente,
por la Proposición 5.4, vn dada por (5.6) es solución positiva de (5.5), con µn definida en (5.7).
Observemos que por (5.16), tenemos a(∞) = ∞. Además, como |un|∞ → ∞, entonces
a
(∫
Ω
upn
) r−q
r−1 →∞. Luego
µn =
λn
a
(∫
Ω
upn
) r−q
r−1
→ 0.
Por la Proposición 1.9, tenemos que vn está acotada en L∞(Ω). Luego, por regularidad
elíptica, vn está acotada en W 2,q(Ω) para cualquier q > 1, y por tanto existe v ∈ C1(Ω) con
v ≥ 0 tal que
vn → v en C1(Ω).
Tomando el límite en (1.13) y teniendo en cuenta que µn → 0, obtenemos que v es solución de
la ecuación
−∆v = vr, en Ω, v = 0 sobre ∂Ω
que es (5.5) con µ = 0. Probaremos que
v 6≡ 0. (5.17)
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Supongamos q = 1 y supongamos por contradicción que
vn → 0 en C1(Ω).
Hacemos el cambio de variable wn =
vn
|vn|∞ . Luego
−∆wn = |vn|r−1∞ wrn, en Ω. (5.18)
Por definición wn está acotado acotada en L∞(Ω), y por tanto por regularidad elíptica, existe
w ∈ C1(Ω) con w > 0 en Ω, tal que
wn → w en C1(Ω).
Tomando el límite en (5.18), obtenemos
−∆w = 0, en Ω, w = 0 sobre ∂Ω,
lo que implica que w ≡ 0 en Ω. Contradicción.
Ahora, supongamos 0 < q < 1. Como µn → 0, por la Proposición 1.14 tenemos que
vn
µ
1
1−q
n
→ w[1,1] en L∞(Ω). (5.19)
Sustituyendo (5.6) y (5.7) en (5.19), y obtenemos
una
(∫
Ω
upn
) (r−q)
(r−1)(1−q)
a
(∫
Ω
upn
) 1
r−1
λ
1
1−q
n
→ w[1,1] en L∞(Ω).
Elevando a p e integrando
∫
Ω
upna
(∫
Ω
upn
) p(r−q)
(r−1)(1−q)
a
(∫
Ω
upn
) p
r−1
λ
p
1−q
n
→
∫
Ω
wp[1,1] en IR,
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o equivalentemente ∫
Ω
upna
(∫
Ω
upn
) p
1−q
λ
p
1−q
n
→
∫
Ω
wp[1,1], en IR.
Por tanto, para todo  > 0 existe n0 ∈ N tal que
a
(∫
Ω
upn
)(∫
Ω
upn
) 1−q
p ≤ λn
[(∫
Ω
wp[1,1]
) 1−q
p
+ 
]
∀n ≥ n0.
Contradicción, debido que a(∞) =∞. Luego v 	 0 en Ω.
Por tanto, en ambos casos tenemos que vn → v en C1(Ω) y v ≥ 0, v 6= 0. Por la
Proposición 1.17 y el Corolario 1.18, obtenemos
M1 ≤
∫
Ω
vpn =
∫
Ω
upn
a
(∫
Ω
upn
) p
r−1
< M1.
Contradicción. 
Podemos ya enunciar el resultado principal cuando a verifica (5.12).
Teorema 5.13 Sea 1 < r < N+2
N−2 y p > max
{
r, N(r−1)2
}
. Si a satisface (5.12), entonces
1. si q = 1, existe λ∗ ∈ (0, a(0)λ1] tal que existe solución positiva de (5.1) si λ∗ ≤ λ;
2. si 0 < q < 1, existe solución positiva de (5.1) si λ > 0.
Prueba: Por el Teorema 5.1 existe una componente conexa C de soluciones positivas de
(5.1) que bifurca desde (λ, u) = (a(0)λ1, 0) si q = 1 y (λ, u) = (0, 0) si 0 < q < 1. Por la
Proposición 5.5 no existe solución positiva de (5.1) para λ = 0. Por la Proposición 5.12, no
existe λ∗ ≥ 0 tal que λn → λ∗ y |un|∞ →∞. Por tanto, tenemos
1. si q = 1, ProjR(C) ⊃ (a(0)λ1,∞);
2. si 0 < q < 1, ProjR(C) = (0,∞). 
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