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1 Introduction
In a previous paper [10], it was shown how uniqueness of classical solutions to critical
nonlinear wave equations like
utt − Δu + u
5 = 0 on R× R3 (1.1)
with data
(
u, ut
)
|t=0
=
(
u0, u1
) ∈ C∞0 × C∞0
(
R
3
)
(1.2)
can be obtained in the a priori much larger class of distribution solutions satisfying
the energy inequality. At a conference at the Bernoulli Center of EPFL Lausanne in June
2004, I pointed out that the method can be applied without any changes also in the su-
percritical case when the nonlinearity f(u) = u5 is substituted by the function f(u) =
u2k+1 for any k ∈ N, in any number of space dimensions. In fact, as we show here, the
same method also works for more general nonlinearities and in the case of nonlinear
Schro¨dinger equations.
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2 Nonlinear wave equations
Consider the Cauchy problem for the equation
utt − Δu + mu + f(u) = 0 on R× Rn (2.1)
with data
(
u, ut
)
|t=0
=
(
u0, u1
) ∈ C∞0 × C∞0
(
R
n
)
, (2.2)
where m ≥ 0 and where f = F ′ for some C2-function F : R → R satisfying
0 ≤ uf(u) ≤ CF(u) (2.3)
with some uniform constant C. Moreover, we request polynomial-type behavior in the
sense that for all R > 0 there exist numbers ε = ε(R) > 0, C = C(R) such that the condi-
tions
F(u + w) − F(u) − f(u)w ≥ εF(w) − C|w|2 (2.4)
as well as
F(u + w) − F(u) − f(u)w ≤ CF(w) + C|w|2, (2.5)
∣
∣f(u + w) − f(u) − f ′(u)w
∣
∣ ≤ CF(w) + C|w|2 (2.6)
hold true for all w whenever |u| ≤ R. Clearly, we may assume that ε ≤ 1. The conditions
(2.3)–(2.6) are satisfied for F(u) = |u|p for any p ≥ 2; however, they fail to hold, for exam-
ple,when F(u) = eu
2
− 1.
For classical solutions u of (2.1), upon multiplying (2.1) by ut and integrating
over any time-slice [0, t]× Rn, one easily finds the energy identity
E
(
u(t)
)
=
∫
{t}×Rn
(
|Du|2 + mu2
2
+ F(u)
)
dx = E
(
u(0)
)
, (2.7)
whereDu = (ut,∇u) is the space-time gradient. Moreover, these solutions have spatially
compact support and therefore together with their derivatives are uniformly bounded on
any such time-slice.
In the case of nonlinearities with “supercritical” growth, the Cauchy problem
(2.1), (2.2) is not known to admit global smooth solutions. However, by results of Se-
gal [6], Lions [5], and Strauss [8], assuming (2.3) we always can obtain weak solutions
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to this equation with Du,mu ∈ L∞ (R;L2(Rn)) and with F(u) ∈ L∞ (R;L1(Rn)), satisfying
(2.1) in the sense of distributions and such that the energy inequality
E
(
u(t)
) ≤ E(u(0)) (2.8)
holds for all t; see, for instance, [7,Chapter 6.2] or [9,Theorem 3.1]. We call such solutions
“of energy class.” Note that the map t → Du(t) ∈ L2(Rn) is weakly continuous for energy-
class solutions u of (2.1). The condition (2.8) and strict convexity of the L2-norm then
imply that the initial data are continuously attained in the H1-norm.
We can now state the following uniqueness result.
Theorem 2.1. Suppose u ∈ C∞ (R × Rn) is a classical solution to (2.1) with Cauchy data
(u, ut)|t=0 = (u0, u1) ∈ C∞0 ×C∞0 (Rn),where f satisfies (2.3)–(2.6). Also let v be an energy-
class solution to (2.1), (2.2), satisfying (2.8). Then u ≡ v. 
Theorem 2.1 is a consequence of the following stability result.
Theorem 2.2. Suppose u ∈ C∞ (R × Rn) is a classical solution to problem (2.1), (2.2),
where f satisfies (2.3)–(2.6). For (v0, v1) ∈ H1 × L2(Rn) with F(v0) ∈ L1(Rn), let v be an
energy-class solution to (2.1) with Cauchy data (v, vt)|t=0 = (v0, v1) and satisfying the
energy inequality
E
(
v(t)
) ≤ E(v(0)) ∀t. (2.9)
Then, letting w = v − u, if m > 0 and if u in addition is uniformly C1-bounded in space-
time, for all t ≥ 0 with constants Ci = Ci(u), the following estimate holds:
E
(
w(t)
) ≤ C1eC2tE
(
w(0)
)
. (2.10)
If m = 0 or if u fails to be uniformly bounded, for any time T > 0 and any 0 ≤ t ≤ T with a
constant C = C(u, T), there holds
E
(
w(t)
)
+
∥
∥w(t)
∥
∥2
L2
≤ C
(
E
(
w(0)
)
+
∥
∥w(0)
∥
∥2
L2
)
. (2.11)

Proof of Theorem 2.2. For ease of notation in the following, we consider only forward
time t ≥ 0. Observe that w satisfies the equation
wtt − Δw + mw + f(u + w) − f(u) = 0 on R× Rn (2.12)
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in the sense of distributions. Expand
1
2
|Dv|2 =
1
2
|Du|2 + Du ·Dw + 1
2
|Dw|2, (2.13)
and so on, so that
E(v) = E(u) + I + II, (2.14)
where
I =
〈
dE(u), w
〉
=
∫
Rn
(
Du ·Dw + muw + f(u)w)dx (2.15)
and with
II =
∫
Rn
(
|Dw|2 + mw2
2
+
(
F(u + w) − F(u) − f(u)w
)
)
dx. (2.16)
Choosing smooth functions ηk ∈ C∞0 (]0, t[)with 0 ≤ ηk ≤ 1 and converging almost
everywhere to the characteristic function of the set [0, t] as k → ∞,we find
I(t) − I(0) = lim
k→∞
∫t
0
ηk
d
dt
〈
dE(u), w
〉
ds, (2.17)
where
d
dt
〈
dE(u), w
〉
=
∫
Rn
d
dt
(
Du ·Dw + muw + f(u)w)dx
=
∫
Rn
(
uttwt +∇u · ∇wt + muwt + f(u)wt
)
dx
+
∫
Rn
(
utwtt +∇ut · ∇w + mutw + f ′(u)wut
)
dx
(2.18)
may be interpreted in the distribution sense. Upon integrating by parts in the gradient
terms and using (2.1) and (2.12), respectively,we then obtain
d
dt
〈
dE(u), w
〉
=
∫
Rn
(
f(u) + f ′(u)w − f(u + w)
)
utdx. (2.19)
Using the assumption (2.6) on F,with a constant C = C(u),we find
−
d
dt
〈
dE(u), w
〉 ≤ C
∫
Rn
(
F(w) + w2
)
dx. (2.20)
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If m > 0, from (2.17), (2.20),we obtain
I(0) − I(t) ≤ C
∫t
0
E
(
w(s)
)
ds. (2.21)
Moreover, estimating
∥
∥w(t)
∥
∥2
L2
≤ 2
∫ t
0
∫
Rn
∣
∣wt(s)w(s)
∣
∣dxds +
∥
∥w(0)
∥
∥2
L2
≤
∫t
0
∫
Rn
(∣
∣Dw(s)
∣
∣2 +
∣
∣w(s)
∣
∣2
)
dxds +
∥
∥w(0)
∥
∥2
L2
,
(2.22)
we have
∥
∥w(t)
∥
∥2
L2
≤ C
∫ t
0
E
(
w(s)
)
ds + CE
(
w(0)
)
. (2.23)
In the case when m = 0,we use Minkowski’s inequality to bound
∥
∥w(t)
∥
∥
L2
≤
∫t
0
∥
∥wt(s)
∥
∥
L2
ds +
∥
∥w(0)
∥
∥
L2
. (2.24)
Ho¨lder’s inequality then gives
∥
∥w(t)
∥
∥2
L2
≤ 2T
∫t
0
∥
∥wt(s)
∥
∥2
L2
ds + 2
∥
∥w(0)
∥
∥2
L2
≤ 4T
∫t
0
E
(
w(s)
)
ds + 2
∥
∥w(0)
∥
∥2
L2
, (2.25)
and from (2.20)we obtain that
I(0) − I(t) ≤ C(1 + T2)
∫t
0
E
(
w(s)
)
ds + CT
∥
∥w(0)
∥
∥2
L2
. (2.26)
By (2.4) for the remaining term in the expansion (2.14),we have
II(t) ≥
∫
{t}×Rn
(
|Dw|2 + mw2
2
+ εF(w) − Cw2
)
dx
≥ εE(w(t)) − C∥∥w(t)∥∥2
L2
,
(2.27)
while at time t = 0 by (2.5)we have
II(0) ≤
∫
{0}×Rn
(
|Dw|2 + mw2
2
+ CF(w) + Cw2
)
dx
≤ CE(w(0)) + C∥∥w(0)∥∥2
L2
,
(2.28)
and the latter is bounded by E(w(0)) if m > 0.
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From (2.7), (2.9), and (2.14) now we obtain
0 ≤ E(v(0)) − E(v(t)) = I(0) − I(t) + II(0) − II(t). (2.29)
If m = 0, in view of (2.26) and (2.28),we find
II(t) ≤ I(0) − I(t) + II(0)
≤ C(1 + T2)
∫t
0
E
(
w(s)
)
ds + CE
(
w(0)
)
+ C(1 + T)
∥
∥w(0)
∥
∥2
L2
(2.30)
and with (2.25), (2.27)we obtain
E
(
w(t)
)
+
∥
∥w(t)
∥
∥2
L2
≤ CII(t) + C∥∥w(t)∥∥2
L2
≤ C(1 + T2)
∫t
0
E
(
w(s)
)
ds + CE
(
w(0)
)
+ C(1 + T)
∥
∥w(0)
∥
∥2
L2
.
(2.31)
On the other hand, if m > 0,wemay use (2.27), followed by (2.29) and then (2.28)
together with (2.21) and (2.23) to conclude
E
(
w(t)
) ≤ CII(t) + C∥∥w(t)∥∥2
L2
≤ C
∫t
0
E
(
w(s)
)
ds + CE
(
w(0)
)
. (2.32)
The desired estimate follows from Gronwall’s inequality. 
Note that in the preceding proof assumption (2.5) is only used to bound the terms
I(0), II(0) which vanish in the case of Theorem 2.1.
As already remarked in [10], Theorem 2.1 is similar to the uniqueness result of
Ladyzenskaya for the Navier-Stokes equations [4]. Moreover, Theorems 2.1 and 2.2 are
related to results of Dafermos [1] and DiPerna [3] for hyperbolic systems of conserva-
tion laws; see also Dafermos [2, Chapter 5.3]. Note, however, that in contrast to [2] we do
not require the energy to be nonincreasing in forward time. Thus, as we will presently
explain, Theorem 2.1 also can be used to establish convergence in the energy norm of
standard approximation schemes for (2.1), which in general only yield energy-class so-
lutions.
For functions fk with primitive Fk(s) =
∫s
0
fk(r)dr, k ∈ N, consider solutions uk to
the Cauchy problem
uk,tt − Δuk + muk + fk
(
uk
)
= 0 on R× Rn (2.33)
with Cauchy data
(
uk, uk,t
)
|t=0
=
(
uk0, uk1
) ∈ H1 × L2(Rn). (2.34)
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Theorem 2.3. Suppose (2.1) admits a smooth solution u ∈ C∞ (R× Rn) for given Cauchy
data (u, ut)|t=0 = (u0, u1) ∈ C∞0 × C∞0 (Rn), and let (uk) be a family of energy class so-
lutions to (2.33), (2.34), where f satisfies (2.3)–(2.6) and where the functions fk satisfy
condition (2.3)with a uniform constant C for all k ∈ N. Also suppose that as k → ∞ there
holds fk → f locally uniformly,while
(
uk0, uk1, Fk
(
uk0
)) −→ (u0, u1, F
(
u0
))
in H1 × L2 × L1(Rn). (2.35)
Then there is strong convergence in the energy norm
(
uk, uk,t, Fk
(
uk
)) −→ (u, ut, F(u)
)
in L∞loc
(
R;H1 × L2 × L1(Rn)). (2.36)

Proof of Theorem 2.3. In view of the energy inequality (2.8), as k → ∞,we have
Ek
(
uk(t)
)
=
∫
{t}×Rn
(∣
∣Duk + muk
∣
∣2
2
+ Fk
(
uk
)
)
dx ≤ Ek
(
uk(0)
) −→ E(u(0)).
(2.37)
Hence, for a subsequence (uk),we have Duk → Dv weakly-∗ in L∞ (R; L2(Rn)) and uk → v
almost everywhere as k → ∞; moreover, uk(0) = uk0 → v(0) = u(0) in L2(Rn). In view of
(2.3) and (2.37), it follows that fk(uk) → f(v) in L1loc(R × Rn)). Passing to the limit in the
weak form
∫
∞
0
∫
Rn
(
uk,tϕt −∇uk∇ϕ − mukϕ − fk
(
uk
)
ϕ
)
dxdt +
∫
{0}×Rn
uk1ϕdx = 0 (2.38)
of (2.33) for any ϕ ∈ C∞0 (R × Rn), we then see that v weakly solves (2.1) with vt(0) = u1;
that is, v also satisfies (2.2). Finally, (2.37) together with weak lower semicontinuity on
the one hand and Fatou’s lemma on the other yields
E
(
v(t)
) ≤ lim inf
k→∞
Ek
(
uk(t)
) ≤ lim inf
k→∞
Ek
(
uk(0)
)
= E
(
u(0)
)
= E
(
v(0)
)
(2.39)
for almost all t, and v is an energy-class solution of (2.1), (2.2). FromTheorem 2.1 thenwe
conclude that v = u. The inequality (2.39) together with (2.7) now shows that E(u(t)) =
lim infk→∞ Ek(uk(t)) and therefore that
∥
∥Du(t)
∥
∥
L2
= lim inf
k→∞
∥
∥Duk(t)
∥
∥
L2
,
∫
Rn
F
(
u(t)
)
dx = lim inf
k→∞
∫
Rn
Fk
(
uk(t)
)
dx
(2.40)
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for almost every t ≥ 0. Hence, Duk → Du in L2(Rn), Fk(uk) → F(u) in L1(Rn) strongly as
k → ∞ for almost all t ≥ 0.
To see that the convergence is uniform, observe that u is smooth by assumption
with compact support, locally uniformly in time, and therefore also is bounded, locally
uniformly in time. Since Fk(s) by (2.3) is nondecreasing in s for s > 0, at any point in
space-time,we either have |uk| ≥ |u| and
Fk
(
uk
) ≥ Fk(u) ≥ F(u) − o(1), (2.41)
or |uk| ≤ |u| ≤ C = C(u, T) and
∣
∣Fk
(
uk
)
− F(u)
∣
∣ ≤ ∣∣F(uk
)
− F(u)
∣
∣ + o(1) ≤ C∣∣uk − u
∣
∣ + o(1) (2.42)
with an error o(1) → 0 locally uniformly in time as k → ∞. It follows that
∫
{t}×Rn
Fk
(
uk
)
dx ≥
∫
{t}×Rn
F(u)dx − o(1), (2.43)
and then that
∥
∥Duk(t)
∥
∥2
L2
−
∥
∥Du(t)
∥
∥2
L2
≤ 2(Ek
(
uk(t)
)
− E
(
u(t)
))
+ o(1) ≤ o(1), (2.44)
where o(1) → 0 locally uniformly in time. Write
∥
∥(Duk − Du
)
(t)
∥
∥2
L2
=
∥
∥Duk(t)
∥
∥2
L2
−
∥
∥Du(t)
∥
∥2
L2
− 2
∫
{t}×Rn
(
Duk − Du
) ·Dudx
(2.45)
and observe that with error o(1) → 0 as k → ∞,we have
∫
{t}×Rn
(
Duk − Du
) ·Dudx =
∫t
0
∫
Rn
d
dt
((
Duk − Du
) ·Du)dxds + o(1). (2.46)
Wemay use (2.1) and (2.33) to shift all second derivatives occurring in the integral on the
right to the smooth factor u. From weak space-time L2-convergence Duk → Du, it then
follows that
∫
{t}×Rn
(
Duk − Du
) ·Dudx −→ 0, locally uniformly in t, (2.47)
which together with (2.44) yields strong convergence Duk(t) → Du(t) in L2(Rn) as k →
∞, locally uniformly in time.When combinedwith (2.37), (2.41), and (2.42), this fact then
also gives locally uniform convergence Fk(uk(t)) → F(u(t)) in L1(Rn). Since this argument
applies to any subsequence, the assertion follows. 
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3 Nonlinear Schro¨dinger equations
Consider now the Cauchy problem for the equation
iut − Δu + mu + f(u) = 0 on R× Rn (3.1)
with data
u|t=0 = u0 ∈ C∞0
(
R
n
)
. (3.2)
Again we assume m ≥ 0 and that f satisfies conditions similar to the ones in Section 2,
adapted to the complex setting. We suppose that f is of the form f(u) = uF ′(|u|2/2) for
some smooth (C2-) function F : R → R. The analogue of (2.3) then is the condition
0 ≤ sF ′(s) ≤ CF(s) (3.3)
for some constant C, while instead of conditions (2.4)–(2.6) we require that for all R > 0
there exist numbers ε = ε(R) > 0, C = C(R) such that for all w there hold
F
(
|u + w|2
2
)
− F
(
|u|2
2
)
− f(u) ·w ≥ εF
(
|w|2
2
)
− C|w|2, (3.4)
∣
∣F
(
|u + w|2
2
)
− F
(
|u|2
2
)
− f(u) ·w∣∣ + ∣∣f(u + w) − f(u) − 〈df(u), w〉∣∣
+
∣
∣f(u + w) − f(u)
∣
∣|w| ≤ C
(
|w|2 + F
(
|w|2
2
))
,
(3.5)
provided |u| ≤ R. Here and in the following for brevity we denote by
a · b = Re(ab) (3.6)
the Hermitian inner product.
Similar to (2.7), the energy identity
E
(
u(t)
)
=
∫
{t}×Rn
(
|∇u|2 + mu2
2
+ F
(
|u|2
2
))
dx = E
(
u(0)
)
(3.7)
will be valid for suﬃciently regular solutions u of (3.1), as can be seen by taking the Her-
mitian inner product of (3.1) with ut and integrating. Upon testing (3.1) with the func-
tion iu,we also find the conservation law
∥
∥u(t)
∥
∥
L2
=
∥
∥u(0)
∥
∥
L2
(3.8)
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for the charge of system (3.1). Observe that in contrast to the case of (2.1), classical so-
lutions to (3.1), (3.2) need no longer have spatially compact support. However, in many
cases, it is possible to exhibit solutions that are bounded in any Hs-norm; see, for in-
stance, Strauss [9]. These solutions together with their derivatives again will be uni-
formly bounded on any time-slice and will also decay suﬃciently fast near spatial in-
finity for (3.7) and (3.8) to hold.
Just as in the case of the wave equation, for nonlinearities with “supercritical”
growth, it is not known if the Cauchy problem (3.1), (3.2) will admit global smooth so-
lutions. However, if we assume (3.3), standard approximation procedures yield the exis-
tence ofweak solutionsuwith∇u,mu∈L∞ (R; L2(Rn)) and such that F(u)∈L∞ (R; L1(Rn)),
satisfying (3.1) in the sense of distributions and so that the energy inequality
E
(
u(t)
) ≤ E(u(0)) (3.9)
holds for all t; see Strauss [9, Theorem 3.1]. For these “energy-class” solutions again the
map t → ∇u(t) ∈ L2(Rn) is weakly continuous and (3.9) ensures that the initial data (3.2)
are assumed continuously in H1. Finally, also (3.8) holds for almost every time t.
We then have the following uniqueness result.
Theorem 3.1. Suppose u ∈ ⋂s≥0 L∞ (R;Hs(Rn)) solves (3.1) with Cauchy data u|t=0 =
u0 ∈ C∞0 (Rn),where f satisfies (3.3)–(3.5). Also, let v be an energy-class solution to (3.1),
(3.2), satisfying the energy inequality (3.9). Then u ≡ v. 
Again, Theorem 3.1 is contained in the following stability result.
Theorem 3.2. Suppose u ∈ ⋂s≥0 L∞ (R;Hs(Rn)) solves (3.1) with Cauchy data u|t=0 =
u0 ∈ C∞0 (Rn), where f satisfies (3.3)–(3.5). For Cauchy data v|t=0 = v0 ∈ H1(Rn) with
F(v0) ∈ L1(Rn), let v be an energy-class solution to (3.1), satisfying the energy inequality
E
(
v(t)
) ≤ E(v(0)) ∀t. (3.10)
Then, if m > 0, letting w = v − u, for any time t > 0 with uniform constants Ci = Ci(u),
E
(
w(t)
) ≤ C1eC2tE
(
w(0)
)
. (3.11)
If m = 0, for any time T > 0 with a constant C = C(u, T),
E
(
w(t)
)
+
∥
∥w(t)
∥
∥2
L2
≤ C
(
E
(
w(0)
)
+
∥
∥w(0)
∥
∥2
L2
)
, (3.12)
uniformly for 0 < t < T . 
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Proof. The proof is very similar to the case of the wave equation. Again we consider only
forward time t ≥ 0.
The function w satisfies the equation
iwt − Δw + mw + f(u + w) − f(u) = 0 on R× Rn. (3.13)
Expanding as in Section 2, for any t > 0,we have
E(v) = E(u) + I + II, (3.14)
where
I =
〈
dE(u), w
〉
=
∫
Rn
(∇u · ∇w + mu ·w + f(u) ·w)dx (3.15)
and with
II =
∫
Rn
(
|∇w|2 + mw2
2
+
(
F
(
|u + w|2
2
)
− F
(
|u|2
2
)
− f(u) ·w
))
dx. (3.16)
With ηk ∈ C∞0 (]0, t[) approximating the characteristic function of [0, t] as before,
again we find
I(t) − I(0) = lim
k→∞
∫t
0
ηk
d
dt
〈
dE(u), w
〉
ds. (3.17)
To compute the time derivative, it is convenient to use the equation
d
ds |s=0
d
dt
F
(
|u + sw|2
2
)
=
d
ds |s=0
(
f(u + sw) · (ut + swt
))
=
〈
df(u), w
〉 · ut + f(u) ·wt
=
d
dt
d
ds |s=0
F
(
|u + sw|2
2
)
=
d
dt
f(u) ·w + f(u) ·wt,
(3.18)
yielding that
d
dt
f(u) ·w = 〈df(u), w〉 · ut. (3.19)
Therefore, upon integrating by parts,we have
d
dt
〈
dE(u), w
〉
=
∫
Rn
d
dt
(∇u · ∇w + mu ·w + f(u) ·w)dx
=
∫
Rn
((
− Δu + mu + f(u)
) ·wt +
(
− Δw + mw +
〈
df(u), w
〉) · ut
)
dx,
(3.20)
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which is well defined as a distribution on ]0, t[. Using (3.1) and (3.13), respectively, and
observing that (iut) ·wt + (iwt) · ut = 0, in view of assumption (3.5)we then obtain
−
d
dt
〈
dE(u), w
〉
=
∫
Rn
(
f(u + w) − f(u) −
〈
df(u), w
〉) · utdx
≤ C
∫
Rn
(
|w|2 + F
(
|w|2
2
))
dx.
(3.21)
We first consider the case when m > 0. In this case, the L2-norm of w is bounded
by the energy and upon inserting (3.21) into (3.17)we obtain
I(0) − I(t) ≤ C
∫t
0
E
(
w(s)
)
ds. (3.22)
As in Section 2, by using the assumptions (3.7), (3.9) together with the expansion (3.14),
we obtain
0 ≤ E(v(0)) − E((v(t)) = I(0) − I(t) + II(0) − II(t). (3.23)
By (3.4), similar to (2.27),we have the lower bound
II(t) ≥
∫
{t}×Rn
(
|∇w|2 + mw2
2
+ εF(w) − Cw2
)
dx ≥ εE(w(t)) − C∥∥w(t)∥∥2
L2
, (3.24)
while (3.5) allows to estimate
II(0) ≤
∫
{0}×Rn
(
|∇w|2 + mw2
2
+ CF(w) + Cw2
)
dx ≤ CE(w(0)) + C∥∥w(0)∥∥2
L2
,
(3.25)
and the latter again is bounded by E(w(0)) ifm > 0. In order to conclude, however,we still
need to derive a bound for the L2-norm of w. Observe that the argument from Section 2
cannot be used in the case of the Schro¨dinger equation since the time derivative is not
part of the energy.
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Fortunately, the bound (3.9) suﬃces to justify testing equation (3.13) with the
function iw. Also using (3.5), in the distribution sense,we can bound
d
dt
‖w‖2L2 = 2
∫
Rn
(
f(u) − f(u + w)
) · (iw)dx ≤ C1
∫
Rn
(
|w|2 + F
(
|w|2
2
))
dx (3.26)
with a constant C1 = C1(u) > 0. If m > 0,we may further estimate the last term in (3.26)
by the energy to find
∥
∥w(t)
∥
∥2
L2
≤ ∥∥w(0)∥∥2
L2
+ C
∫t
0
E
(
w(s)
)
ds ≤ CE(w(0)) + C
∫ t
0
E
(
w(s)
)
ds, (3.27)
similar to (2.23). Inserting the bounds (3.22), (3.24), (3.25), and (3.27) into (3.23),we ob-
tain
E
(
w(t)
) ≤ CII(t) + C∥∥w(t)∥∥2
L2
≤ CE(w(0)) + C
∫ t
0
E
(
w(s)
)
ds (3.28)
in this case and we conclude from Gronwall’s inequality.
On the other hand, if m = 0, from (3.26),we have
∥
∥w(t)
∥
∥2
L2
≤ eC1t∥∥w(0)∥∥2
L2
+ C1
∫t
0
eC1(t−s)E
(
w(s)
)
ds, (3.29)
yielding the bound
I(0) − I(t) ≤ C∥∥w(0)∥∥2
L2
+ C
∫ t
0
E
(
w(s)
)
ds. (3.30)
instead of (3.22) with constants C = C(u, T). Inserting the bound (3.30) into (3.23) and
using (3.29) together with (3.24), (3.25),we then also find
E
(
w(t)
)
+
∥
∥w(t)
∥
∥2
L2
≤ CII(t) + C∥∥w(t)∥∥2
L2
≤ C
(
E
(
w(0)
)
+
∥
∥w(0)
∥
∥2
L2
)
+ C
∫t
0
E
(
w(s)
)
ds
(3.31)
with constants C = C(u, T), as claimed. 
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