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Chapter 1
Introduction
Several authors have pointed out the relevance of an accurate representation of curved
boundaries in many computational mechanics problems in the last years, and have
proposed diﬀerent alternatives to implement an accurate or exact boundary represen-
tation. This thesis proposes a novel approach, the NURBS-enhanced ﬁnite element
method (NEFEM). It allows considering the exact geometric description of the do-
main, by means of the usual CAD boundary representation with NURBS. Interior
elements (i.e. elements not having an edge or face in contact with the NURBS bound-
ary) are treated as standard ﬁnite elements (FEs). Therefore, in the vast majority
of the domain, interpolation and numerical integration are standard, preserving the
computational eﬃciency of the classical ﬁnite element method (FEM).
This chapter describes the necessity of an accurate geometric description in the
numerical solution of electromagnetic scattering and compressible ﬂow applications.
Several methodologies has been proposed in the literature to treat curved boundaries.
This chapter presents a brief state of the art with a historical perspective. Finally,
the objectives of the work are described and an overview of the thesis is presented.
1
2 Introduction
1.1 The importance of the geometrical model in
ﬁnite element simulations
The origin of the FEM is mainly attributed to pioneer works in the ﬁeld of airplane
structural analysis, see Clough (2004) for an overview of the early history of the FEM.
The need of curved elements to improve the quality of the shape discretization soon
arose. Isoparametric elements were the ﬁrst approach introduced to eﬃciently deal
with curved boundaries, see Zienkiewicz (1971). The key idea was to employ the same
polynomial functions to approximate the solution and the geometry, hence the term
isoparametric. This approach was rapidly adopted for solid mechanics applications
due to its straightforward implementation and its relatively good performance.
Despite of this early introduction of curved FE techniques for solid mechanics
applications, in the 1980s and 1990s the geometric description was an important han-
dicap for computational ﬂuid dynamics (CFD). In particular, linear approximation of
curved walls in numerical solutions of Euler equations of gas dynamics was identiﬁed as
the origin of spurious entropy production near curved boundaries. For discontinuous
Galerkin (DG) methods, see Cockburn (2004), the problem was identiﬁed by Bassi
and Rebay (1997). In a ﬁnite volume (FV) context (Barth and Ohlberger, 2004) the
problem was identiﬁed by Barth (1998). This fact has motivated several enhancements
of wall boundary condition in domains with curved boundaries, both in DG and FV
methods, see the recent works by Krivodonova and Berger (2006) and Wang and Liu
(2006) among others.
An accurate representation of the geometry is not exclusive of ﬂuid mechanics.
Maxwell’s equations are also very sensitive to an accurate geometric description. Xue
and Demkowicz (2005) study the error induced by isoparametric approximations of
curvilinear geometries. They show for the 3D Maxwell’s equations in a sphere that
exact mapping of the geometry reduces the error in one order of magnitude compared
to isoparametric elements. Similar conclusions are derived by Luo et al. (2001) for
linear elasticity problems. They conclude that sizable errors are present in the nume-
rical solution when the order of the geometric approximation is lower than the order of
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the functional interpolation. The relevance of an accurate geometric model for some
applications in solid mechanics is also illustrated by Mun˜oz (2008), where the use of
B-splines is proposed for the geometric representation of the interface in frictionless
contact problems.
These handicaps have motivated a considerable development of new curved FE
techniques and several methodologies were proposed since the introduction of the
isoparametric FEM, by the late 1960s. The following is a brief overview with a
historical perspective.
The technique presented by Zlamal (1973a) is recognized to be the ﬁrst FEM
considering an exact boundary representation. Triangular elements with one curved
edge were introduced, and the isoparametric mapping was modiﬁed to map a refe-
rence element into the triangular element with an exact boundary description. A
similar approach was developed by Scott (1973), also using triangular elements with
one curved side corresponding to the exact boundary. Alternatives to the standard
polynomial approximation of the solution were also proposed within the context of
curved FEs with an exact boundary representation, see for instance the rational basis
by Wachspress (1973). Nevertheless, all these FE techniques with exact boundary
representation were not a practical tool, but a mathematical idealization, due to the
impossibility to extend the ideas to 3D domains. For instance, Zlamal (1973b) aban-
dons the exact geometric concept to simplify the implementation; in fact, to enhance
the approximation provided by isoparametric elements a polynomial approximation
of the boundary is proposed.
Transﬁnite elements by Gordon and Hall (1973) represented an inﬂection point
in the development of general procedures to exactly treat curved boundaries. The
key idea was to introduce blending functions to deﬁne a mapping between a reference
square and a subdomain with the boundary given by four parametric curves. Blend-
ing mappings were naturally adopted in the so-called p-version of the FEM (p-FEM),
see Babusˇka et al. (1981) and a recent review by Szabo´ et al. (2004). The problem
of geometric inaccuracies associated to the isoparametric transformation are removed
by blending mappings, and high degrees of interpolation are successfully employed.
4 Introduction
Eﬃcient procedures to combine of h and p reﬁnements were rapidly introduced in
practical applications with particular emphasis on an eﬃcient approximation of sin-
gular solutions, see Zienkiewicz et al. (1989) or Demkowicz et al. (1989).
Curved FE were developed during the 1970s without regarding the emerging Com-
puter Aided Design (CAD) industry. The great impact of CAD technology in the FE
community arrived in the 1980s. In fact, researchers on the ﬁeld of shape optimization
were the ﬁrst to promote the so-called marriage of CAD and FE. In a shape optimiza-
tion process, the integration of CAD into the analysis stage is crucial to avoid the
geometric approximation inherent in a mesh. Schramm and Pilkey (1993) implement
transﬁnite elements (Gordon and Hall, 1973) using non-uniform rational B-splines
(NURBS) for the geometric description, see Piegl and Tiller (1995) . Obviously,
the rational nature of NURBS leads to rational function maps between the reference
element and the element in the physical space. Note however that the solution is
approximated using polynomials. Some inaccuracies associated to the lack of satis-
faction of the isoparametric concept are mentioned by Schramm and Pilkey (1993),
but not further explained. To obtain an isoparametric approach, the exact boundary
representation was again abandoned, and a simpliﬁcation of the geometry with poly-
nomial B-Splines was proposed. Thus, some of the advantages of NURBS, such as
exact representation of conics, were lost.
Over the 1990s, other authors focused their attention on integrating NURBS tech-
nology into FE codes. For instance, Dey et al. (1997) introduce an element geometric
mapping also based on blending functions with NURBS. More recently, Ma¨kipelto
(2004), apply p-FEM with NURBS for the boundary representation to plane elastici-
ty problems. The inaccuracies previously mentioned by Schramm and Pilkey (1993)
are also reported. Moreover, the lack of satisfaction of the isoparametric concept is
alleviated by a rational enrichment of the polynomial basis used to approximate the
solution.
The relevance of an accurate geometry description also motivated, in the late
1990s, a new family of FE-like techniques based on CAD, which is still today object
of intensive research: isogeometric methods. The key idea is to use the same CAD
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representation for both geometrical design and analysis. Thus, contrary to classical
FE methodologies, the whole domain is treated as a CAD entity, not only the bound-
ary of the domain. Moreover, classical polynomial approximations of the solution are
abandoned and the solution is approximated with the same basis used in the CAD en-
vironment. The ﬁrst application is again encountered on shape optimization (Kagan
et al., 1998), using B-Splines for the geometrical description and for the mechanical
analysis. In the 2000s, more advanced CAD technology was applied following the
same rationale. Cirak et al. (2000) use subdivision surfaces for thin shell analysis.
Relevant advantages are found in this context due to the sensitivity of shells to an in-
accurate geometric representation. More recently, NURBS have been used to develop
isogeometric methods, see for instance Inoue et al. (2005) or Hughes et al. (2005).
Inoue et al. (2005) apply NURBS to shape optimization process is addressed. Hughes
et al. (2005) present a more general framework known as isogeometric analysis. This
work is not only focused on the accurate representation of the geometry, but also in
the possibilities of NURBS as a basis for the approximation. See more recent ad-
vances by Bazilevs et al. (2008), realizing the isogeometric concept with a novel CAD
technology: T-Splines.
The main drawback of isogeometric methods lies in the necessity of a solid CAD
modeler for 3D domains. In practice, CAD manipulators work with the so-called
boundary representation, that is, a parametric description of the boundary of the do-
main. Therefore, in 3D domains the geometry is given by a parametric surface rather
than a parametric solid. In particular, for exterior problems, such as electromagnetic
scattering or external aerodynamics applications, the use of NURBS to approximate
the solution far away from the obstacle is not justiﬁed, and an unnecessary cost is
introduced.
1.2 Objectives and overview
This thesis focuses on the development of a new FE technique for an eﬃcient treat-
ment of curved boundaries, the NURBS-enhanced ﬁnite element method (NEFEM).
6 Introduction
The exact CAD description of the geometrical model is considered, but only for the
boundary of the computational domain. At elements intersecting the NURBS boun-
dary speciﬁc interpolation and numerical integration are proposed and, at elements
not intersecting the boundary classical FE are used, preserving the eﬃciency of the
FEM. The goal is to oﬀer an eﬃcient and easy-to-implement integration of the exact
NURBS boundary representation into a FE code. The implementation and appli-
cation of NEFEM to problems demanding an accurate boundary representation is
also a primary goal of this thesis. Electromagnetic scattering and compressible ﬂow
applications are selected to show the performance of NEFEM.
For this purpose, the following partial goals are considered:
1. Development and implementation of NEFEM. A primary goal of NEFEM
is to work with the exact geometric model given by the NURBS boundary rep-
resentation of the domain. The use of the classical polynomial approximation
of the solution is maintained, preserving the classical FE convergence proper-
ties and allowing a seamless coupling with standard FE on the domain interior
(in elements not aﬀected by the NURBS boundary representation). Eﬃcient
strategies to deﬁne the interpolation and the numerical integration in curved
elements are needed. Chapter 2 is devoted to the presentation of NEFEM in 3D
domains. Technical details are given in Appendices A and B. The presentation
of NEFEM in 2D domains can be found in Sevilla et al. (2008a), and the details
on the numerical integration in Sevilla and Ferna´ndez-Me´ndez (2009).
2. NEFEM applied to electromagnetic scattering. The solution of Maxwell’s
equations is highly sensitive to the geometrical description. Chapter 3 is de-
voted to present the application of NEFEM electromagnetic scattering prob-
lems. Several examples in 2D and 3D are considered, including classical test
cases, benchmarks for the validation of computational electromagnetic (CEM)
codes and more challenging applications. The ability of NEFEM to compute an
accurate solution with coarse meshes and high-order approximations is shown.
In particular, the performance of NEFEM elements containing corner and edge
singularities is investigated.
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The application of DG methods to electromagnetic scattering problems is re-
viewed in Appendix D. An important aspect in the numerical solution of such
problems is the absorption of the outgoing waves in the artiﬁcial truncated
boundary. Two perfectly matched layers (PMLs) for the solution of electro-
magnetic scattering problems with high-order DG methods are reviewed and
compared in Appendix E.
3. NEFEM applied to compressible ﬂow. A critical issue in the numerical
solution of Euler equations is a proper imposition of wall boundary conditions at
curved boundaries. NEFEM is presented in Appendix F as a powerful method
for the solution of compressible ﬂow problems. NEFEM overcomes the problem
of spurious entropy production at curved walls when linear elements are used.
In addition, NEFEM is shown to be more competitive than the classical isopara-
metric FEM also for high-order computations. Further details and examples are
presented by Sevilla et al. (2008b).
4. Comparison. There are several FE techniques for the treatment of curved
boundaries. Nevertheless, there are important diﬀerences between these metho-
dologies and NEFEM, both from a theoretical and from a practical point of
view. A critical comparison between NEFEM and other curved FEs is pre-
sented in Appendix C. Moreover, through the thesis, several numerical exam-
ples show a performance comparison between NEFEM and other curved FEs,
namely isoparametric FEM, cartesian FEM and p-FEM, reviewed in Appendix
C. Comparisons are performed for second-order problems using a continuous
Galerkin formulation, for electromagnetic scattering applications solved with
a DG formulation, and for compressible ﬂow problems also solved with a DG
formulation.
Chapter 2
NURBS-Enhanced Finite Element
Method (NEFEM)
The importance of the geometrical model in FE simulations has been pointed out
by several authors, see among others Bassi and Rebay (1997); Cirak et al. (2000);
Luo et al. (2002); Xue and Demkowicz (2005); Krivodonova and Berger (2006). Non-
uniform rational B-splines (NURBS), see Piegl and Tiller (1995), are widely used for
geometry description in CAD. This fact has motivated new numerical methodologies
considering an exact representation of the computational domain with NURBS, such
as the isogeometric analysis (Hughes et al., 2005) and NEFEM (Sevilla et al., 2008a).
In the isogeometric analysis the whole domain is represented as a NURBS en-
tity, and the solution of the boundary value problem is approximated with the same
NURBS basis used for the description of the geometry. There are two main diﬀerences
between the isogeometric analysis and NEFEM. First, NEFEM considers the exact
NURBS description for the boundary of the computational domain, the usual infor-
mation provided by a CAD software. Secondly, NEFEM approximates the solution
with a standard piecewise polynomial interpolation. Moreover, every interior element
(i.e. elements not having an edge or face in contact with the NURBS boundary) can
be deﬁned and treated as a standard FE element. Therefore, in the vast majority
of the domain, interpolation and numerical integration are standard, preserving the
computational eﬃciency of the classical FEM. Speciﬁc numerical strategies for the in-
terpolation and the numerical integration are needed only for those elements aﬀected
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by the NURBS boundary representation.
This chapter presents the fundamentals of NEFEM in 3D domains. Special atten-
tion is paid to the design of eﬃcient strategies in order to deﬁne the interpolation and
to perform the numerical integration on curved elements. Main ideas exposed in this
chapter are complemented with technical details presented in Appendix B. Optimal
a priori error estimates are given. Finally, second-order elliptic problems in 2D and
3D are used to test the performance of NEFEM in front of other curved FEs in a
continuous Galerkin framework. The comparison in a DG framework is presented
in Chapter 3 for solving electromagnetic scattering problems and in Appendix F for
compressible ﬂow applications. Appendix C presents a comparison from a theoretical
and an implementation point of view.
2.1 Preliminaries
Consider an open bounded domain Ω ⊂ R3 whose boundary ∂Ω, or a portion of it,
is deﬁned by NURBS surfaces. Every NURBS surface is assumed to be parametrized
by
S : [0, 1]2 −→ S([0, 1]2) ⊆ ∂Ω ⊂ R3.
NURBS surfaces are piecewise rational functions deﬁned in parametric form. They
are expressed in terms of a control net, in which each point acts as an attractor of
the resulting surface. See an example in Figure 2.1, where the lines over the surface
represent changes of NURBS deﬁnition (knot lines). NURBS allow to represent a wide
range of surfaces, and contrary to polynomial B-Splines or subdivision surfaces, they
allow to represent conics exactly. Basic concepts on NURBS are recalled in Appendix
A, see Piegl and Tiller (1995) for a complete presentation.
A regular partition of the domain Ω =
⋃
e Ωe in elements is assumed, such that
Ωi
⋂
Ωj = ∅, for i = j. For instance, Figure 2.2 shows a computational domain
with part of the boundary deﬁned by NURBS surfaces corresponding to the NASA
almond, a useful geometry for benchmarking electromagnetic scattering codes, see
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(a) (b)
Figure 2.1: (a) NURBS surface with knot lines and (b) control net
(a) (b) (c)
Figure 2.2: (a) Domain with part of the boundary deﬁned by curved NURBS surfaces
corresponding to the NASA almond, (b) cut through an unstructured tetrahedral
mesh in blue, with the surface triangular mesh of the almond in green, and (c) detail
of the mesh near the almond
Dominek and Shamanski (1990). A cut through an unstructured tetrahedral mesh is
also represented in Figure 2.2, including the surface triangular mesh on the almond.
As usual in FE mesh generation codes, it is assumed that every curved boundary
face belongs to a unique NURBS. That is, one element face can not be deﬁned by
portions of two, or more, diﬀerent NURBS. Note however that the piecewise deﬁnition
of NURBS is independent of the mesh discretization. Thus, the NURBS parametriza-
tion can change its deﬁnition inside one face, that is, FE edges do not need to belong
to knot lines. This is a major advantage with respect to the isogeometric analysis
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(a) (b) (c)
Figure 2.3: (a) Knot lines of the NURBS surfaces deﬁning the NASA almond, (b)
surface triangulation, and (c) surface triangulation and knot lines
of Hughes et al. (2005). Moreover, diﬀerent faces of an element can be deﬁned by
diﬀerent NURBS surfaces. Figure 2.3 shows the knot lines of the surfaces that deﬁne
the NASA almond and the surface triangulation corresponding to the mesh of Figure
2.2. It can be observed that the spatial discretization is independent of the piecewise
NURBS surface parametrization.
In NEFEM, the geometric deﬁnition of a curved element is given by the NURBS
information of the boundary. For instance, Figure 2.3 (b) shows the tetrahedral faces
on the NURBS boundary, and Figure 2.2 (c) shows some internal faces with an edge on
the NURBS boundary. The formal deﬁnition of curved faces in a NEFEM tetrahedral
mesh is given in this section.
Let Υe be a face on the NURBS boundary parametrized by S, and x1,x2,x3 ∈ ∂Ω
the three vertices on the NURBS boundary, see Figure 2.4. A straight-sided triangle
Λe in the parametric space of the NURBS is uniquely deﬁned by the parametric
coordinates of the vertices, that is S−1(x1), S−1(x2) and S−1(x3). The exact curved
face in cartesian coordinates, Υe, is deﬁned as the image of the straight-sided triangle
Λe by the NURBS parametrization S,
Υe := S(Λe), (2.1)
as illustrated in Figure 2.4.
Interior curved faces with an edge on the NURBS boundary are deﬁned as a convex
linear combination of the curved edge and the interior face node. For instance, the
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Figure 2.4: Deﬁnition of a curved tetrahedral face on the NURBS boundary, Υe, and
a curved tetrahedral face with an edge on the NURBS boundary, ΥEe
curved face ΥEe represented in Figure 2.4 is parametrized by
Θ : [0, 1]2 −→ ΥEe
(, σ) −→ Θ(, σ) := (1− σ)θ() + σx4,
where θ is the parametrization of the curved edge containing vertices x2 and x3.
Note that this approach to deﬁne curved faces ensures the same deﬁnition for an
internal curved face viewed from the two elements sharing this face. Note also that
other faces are present in real meshes, for instance faces with several edges deﬁned by
diﬀerent NURBS. The deﬁnition of all possible curved faces is performed in Appendix
B.
2.2 Polynomial interpolation
This section is devoted to highlight the main properties of polynomial interpolation
in elements aﬀected by the NURBS boundary representation. A complete analysis
and discussion of the polynomial basis adopted in NEFEM is presented in Appendix
B.
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In order to work with standard polynomial approximations, Lagrange polynomials
(that is, standard nodal interpolation) are considered. To ensure reproducibility of
polynomials in the physical space, NEFEM deﬁnes the approximation directly with
cartesian coordinates, x = (x, y, z)T , that is
u(x) 	 uh(x) =
nen∑
i=1
uiNi(x),
where ui are nodal values, Ni are polynomial shape functions of order p in x, and nen
is the number of element nodes. Recall that this is not the usual approach to deﬁne a
functional approximation in a FE context. For instance, in the classical isoparametric
FEM, or in p-FEM, the approximation is deﬁned with local coordinates, in a reference
element. Then, local and cartesian coordinates are related using an isoparametric
mapping or using blending mappings, see the discussion in Appendix C.
Diﬀerent options can be considered for the deﬁnition of a nodal distribution in Ωe.
Any nodal distribution, such as equally-spaced nodal distributions, can be deﬁned on
the tetrahedral with planar faces given by the vertices of Ωe, or adapted to the exact
geometry, see Figure 2.5. The deﬁnition of a nodal distribution on the tetrahedral with
planar faces, see Figure 2.5 (a), induces a marginal extra eﬃciency, because the nodal
basis can be computed once for a reference element with planar faces and used for each
curved element. Adapting the nodal distribution to the exact geometry, see Figure
2.5 (b), allows a seamless imposition of boundary conditions in strong form, directly
imposing the value of the solution at nodes on the boundary. But, nodal distributions
adapted to the boundary do not represent any implementation advantage if boundary
conditions are imposed in weak form, as usual in DG formulations. Note however the
evolution of the condition number, shown in Figure 2.6, for the element mass matrix
as a function of the polynomial degree of the approximation. Adapted distributions
of nodes induce an important reduction on the condition number. For high-order
approximations equally-spaced nodal distributions lead to ill-conditioned matrices.
In this case, speciﬁc nodal distributions should be implemented in Ωe, see for instance
the near optimal distributions proposed by Chen and Babusˇka (1996), Hesthaven
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(a) (b)
Figure 2.5: Equally-spaced nodal distribution for p = 3 (a) deﬁned using the tetra-
hedral with planar faces represented by discontinuous lines, and (b) adapted to the
exact geometry
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Figure 2.6: Condition number of the mass matrix as a function of the interpolation
degree (p)
(2000), or Warburton (2006), for elements with planar faces. The adaptation of such
distributions to the exact geometry may lead to an extra reduction in the condition
number of the elemental matrices, see Sevilla et al. (2008a) for NEFEM in 2D. An
example of a near optimal distribution in the tetrahedral element with planar faces
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(a) (b)
Figure 2.7: Near optimal distribution proposed by Hesthaven (2000) for p = 3 (a)
deﬁned in the tetrahedral with planar faces represented by discontinuous lines, and
(b) adapted to the exact element
and adapted to the exact geometry is represented in Figure 2.7, corresponding to the
distribution proposed by Hesthaven (2000) for p = 3.
2.3 Numerical integration
The weak form of the problem requires both integrations over element faces and in
the element interiors. All integrals in elements not having an edge or face in contact
with the NURBS boundary are computed using standard procedures. For an element
Ωe aﬀected by the NURBS boundary representation, it is necessary to design speciﬁc
quadratures. Two cases must be considered, surface integrals (usually related to the
implementation of natural boundary conditions or to ﬂux evaluation over the face
in a DG context) and volume integrals (standard integrals in the element Ωe). As
discussed in the previous section, since NEFEM uses polynomials to approximate the
solution, the diﬃculties in numerical integration are only restricted to the deﬁnition
of a proper numerical quadrature in a curved element, Ωe, and a curved face. Special
attention must be paid to the deﬁnition of suitable quadratures accounting for changes
of NURBS deﬁnition within an element face or edge.
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This section describes in detail the deﬁnition of numerical quadratures in a curved
tetrahedral with a face on the NURBS boundary. For real applications it is necessary
to design speciﬁc quadratures for other element typologies. For instance, an element
with two faces deﬁned by two diﬀerent NURBS. Section B.2 presents an exhaustive
description of numerical integration in 3D NEFEM.
Let Ωe be an element with a NURBS face parametrized by S, and x1,x2,x3 ∈ ∂Ω
the three vertices on the NURBS boundary, see Figure 2.4. The curved face on the
NURBS boundary is deﬁned as the image of the straight-sided triangle Λe in the
parametric space of the NURBS, see Equation (2.1). Therefore, a surface integral on
a curved boundary face, Υe, can be written as
∫
Υe
f dx dy dz =
∫
Λe
f
(
S(λ, κ)
) ‖JS(λ, κ)‖ dλ dκ, (2.2)
where f is a generic function (usually polynomial) and ‖JS(λ, κ)‖ denotes the norm
of the diﬀerential of the NURBS parametrization S (which, in general, is not a poly-
nomial). An eﬃcient option to evaluate integral (2.2) is to use a triangle quadrature
(Wandzura and Xiao, 2003) in Λe. If changes of NURBS parametrization are present
inside the parametric triangle Λe, the numerical quadrature must be designed to ac-
count for the piecewise NURBS parametrization. For instance, a triangulation of Λe
such that each subtriangle has no changes of NURBS parametrization can be con-
sidered. Then, a diﬀerent numerical quadrature is deﬁned on each subtriangle, as
represented in Figure 2.8.
For the computation of interior integrals, the element Ωe is parametrized with the
transformation
Ψ : Λe × [0, 1] −→ Ωe
(λ, κ, ϑ) −→ Ψ(λ, κ, ϑ) := (1− ϑ)S(λ, κ) + ϑx4,
where x4 denotes the internal vertex of Ωe, see Figure 2.9. Then, the element integral
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Figure 2.8: Deﬁnition of a numerical quadrature on Λe for the numerical integration on
a curved tetrahedral face with changes of NURBS parametrization along discontinuous
lines (knot lines): triangle in the parametric space and detailed view of the composite
quadrature
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Figure 2.9: Transformation from Λe × [0, 1] to Ωe
is written as
∫
Ωe
f dx dy dz =
∫
Λe
∫ 1
0
f
(
Ψ(λ, κ, ϑ)
) |JΨ(λ, κ, ϑ)| dλ dκ dϑ.
where f is a generic function (usually a polynomial), and |JΨ| denotes the determinant
of Jacobian of the transformation Ψ. A numerical quadrature on Λe × [0, 1] is easily
deﬁned as a tensor product of a triangle quadrature in Λe and a 1D Gauss-Legendre
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quadrature in [0, 1], see Figure 2.9. In fact, exact integration is feasible in the third
parameter due to the linearity of Ψ with respect to ϑ. For a NEFEM solution with a
degree of approximation p, exact integration is provided by a Gauss-Legendre quadra-
ture with p+2 integration points. To account for changes of NURBS deﬁnition, only
the quadrature in Λe must be modiﬁed, see Figure 2.8. This represents an advantage
in front of the numerical integration strategy for the p-FEM with a NURBS boundary
description, see more details in Section C.4.
If a DG formulation is adopted, it is also necessary to deﬁne numerical quadratures
on internal faces of Ωe, that is faces with one edge on the NURBS boundary. Such
quadratures are described in Appendix B.
2.4 A priori error estimates
Since NEFEM considers standard FE polynomial interpolation, see Section 2.2 and
Appendix B, a priori error estimates have similar expressions to those of classical FE.
For instance, for second-order elliptic problems the following theorem holds:
Theorem 1. Let Th be a non-degenerate discretization in elements (i.e. there is a
positive constant β such that e/he ≥ β, for all Ωe ∈ Th, where he and e are the
diameters of Ωe and of the sphere inscribed in Ωe, respectively). Assuming that all
boundary conditions along curved boundaries are imposed in weak form and no interior
curved faces/edges are present in the mesh, the following a priori estimate holds
‖u− uh‖E(Ω) ≤ Khp|u|Hp(Ω), (2.3)
where ‖·‖E(Ω) is the energy norm, u ∈ Hp+1(Ω) and uh are the exact and the NEFEM
solutions respectively, K is a constant depending on β, h is the mesh size, and p is
the polynomial degree of interpolation.
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Moreover, for p-reﬁnement convergence the following estimate also holds,
‖u− uh‖E(Ω) ≤ C exp(−kN r), (2.4)
where C and k are positive constants, N is the number of degrees of freedom, and
r  1/nsd, with nsd the number of spatial dimensions.
Theorem 1 assumes that essential boundary conditions are imposed in weak form,
for instance with numerical ﬂuxes in a DG context, or with Nitsche’s method in a
continuous formulation, see for instance Ferna´ndez-Me´ndez and Huerta (2004). If
Dirichlet boundary conditions are imposed in strong form, an additional condition
is required to keep optimal convergence rates: optimal nodal distributions on every
curved element have to be considered, see Figure 2.7 (b). Theorem 1 also assumes
that no interior curved faces are present in the mesh. Again, this extra hypothesis is
only needed if a continuous Galerkin approximation is considered and optimal nodal
distributions are required to keep optimal convergence rates. This is formally stated
in the next result.
Theorem 2. Under the assumptions of Theorem 1, the error bounds (2.3) and (2.4)
hold for NEFEM in a continuous Galerkin framework, if optimal nodal distributions on
every curved element along the Dirichlet boundary or with interior curved faces/edges
are considered.
The proofs of Theorems 1 and 2 are discussed in Appendix B. Several examples
are shown in order to check the optimal convergence rates in a continuous and a
discontinuous Galerkin framework, with diﬀerent nodal distributions, see also Sevilla
et al. (2008a).
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(a) Mesh 1 (b) Mesh 2
Figure 2.10: Coarse meshes for h-reﬁnement test. Nested remeshing is used for re-
ﬁnement.
2.5 Numerical examples
The behavior of NEFEM is illustrated using the following second-order elliptic prob-
lem: ⎧⎪⎪⎨
⎪⎪⎩
−Δu + u = s in Ω
u = ud on Γd
∇u · n = gn on Γn
(2.5)
where Ω is the domain, Γd and Γn denote the Dirichlet and Neumann boundaries
respectively, and n is the outward unit normal vector on ∂Ω = Γd ∪ Γn.
The 2D case is considered ﬁrst. Two NEFEM meshes of the domain Ω are repre-
sented in Figure 2.10. A Dirichlet boundary condition, corresponding to the analy-
tical solution u, is imposed in the polygonal part of the boundary Γd, and a Neumann
boundary condition, also corresponding to the analytical normal ﬂux, is imposed in the
curved part of the boundary Γn. The analytical solution is u(x, y) = x cos(y)+y sin(x),
and the source term s is determined by analytical diﬀerentiation of u. The curved part
of the boundary, corresponding to half of a circle, is exactly described with NEFEM
using one quadratic trimmed NURBS.
Theoretical convergence rates of Theorem 1 are checked in Appendix B. Here
NEFEM performance is compared with isoparametric FEM, cartesian FEM and p-
FEM. Main diﬀerences between these methodologies are recalled here, see Appendix
C for a review and further comparison of these techniques.
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Classical isoparametric FEs consider a nodal interpolation of the solution with
local coordinates. An isoparametric mapping is deﬁned to relate local and cartesian
(physical) coordinates. Thus, there are two focus of error in the isoparametric FEM.
First, the isoparametric mapping introduces geometric errors, due to the approxi-
mation of the physical element Ωe by the computational element Ω
h
e . In fact, the
boundary of the computational domain ∂Ωh is a piecewise polynomial approximation
of the exact boundary ∂Ω . On the other hand, for high-order approximations on
curved elements, the deﬁnition of the polynomial interpolation in local coordinates
implies a loss of consistency: a polynomial interpolation of degree p > 1 in local co-
ordinates does not correspond to a polynomial interpolation of degree p in cartesian
coordinates. An alternative to ensure consistency of the approximation is the so-
called cartesian FEM. In this approach, the polynomial basis for the approximation
of the solution is deﬁned with cartesian coordinates. Nevertheless, the isoparametric
transformation and the computational element Ωhe , are still considered for integration
purposes. Thus, although cartesian FEM gets rid of the consistency lack of isopara-
metric FEM, it still maintains the geometric error. This is not the case for p-FEM and
NEFEM. p-FEM considers the exact boundary representation and the approximation
is deﬁned in a reference element. Thus, the diﬀerence between isoparametric FEs and
p-FEM is only due to geometry, and the diﬀerence between p-FEM and NEFEM is
only due to the deﬁnition of the high-order polynomial basis with local coordinates,
not in the physical space as done by NEFEM,
Figure 2.11 shows a comparison of the convergence under h-reﬁnement for several
FE techniques. Energy error is depicted for a polynomial approximation of degree
p = 5 and p = 6. The optimal rate of h-convergence is exhibited by every FE technique
considered, but some diﬀerences in accuracy are observed. In this example the use of a
cartesian approximation (cartesian FEs and NEFEM) provides more accurate results
than deﬁning the approximation with local coordinates. In all the computations, the
use of NEFEM provides the most accurate results due to the cartesian approximation
combined with an exact boundary representation. With p = 6, NEFEM is one order
of magnitude more accurate than cartesian FEs and two orders of magnitude more
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Figure 2.11: Second-order elliptic problem: h-convergence in the energy norm
accurate than isoparametric FEs and p-FEM. Cartesian FEs provide more accurate
results than isoparametric FEs and p-FEM. In this example, p-FEM does not represent
an advantage with respect to isoparametric FEs. The error due to the geometric
approximation of the boundary is lower than the error introduced by the deﬁnition of
the polynomial basis in local coordinates.
Next, convergence under p-reﬁnement is explored and compared. Figure 2.12
represents the evolution of the energy error as a function of the square root of the
number of degrees of freedom (ndof). The polynomial degree of the approximation is
uniformly increased starting with p = 1 and for the discretizations shown in Figure
2.10. As the order of the polynomial approximation is increased, NEFEM oﬀers the
best performance. In fact, the desired error is attained with the minimum ndof. Figure
2.12 shows that, for a given accuracy and the coarsest mesh in Figure 2.10, NEFEM
allows to reduce drastically the ndof. In particular, a reduction of 40% compared to
cartesian FEM and up to 50% compared to isoparametric FEM or p-FEM.
Finally, the inﬂuence of the number of integration points on the accuracy is stud-
ied. The coarsest mesh in Figure 2.10 with a polynomial approximation of degree
p = 6 and p = 8 is used. To study quadrature accuracy, Figure 2.13 shows the evo-
lution of the energy error versus the number of Gauss integration points for every
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Figure 2.12: Second-order elliptic problem: p-convergence in the energy norm for the
discretizations in Figure 2.10
curved boundary edge. When the polynomial basis is deﬁned in cartesian coordi-
nates (cartesian FEM and NEFEM), numerical integration requires more integration
points to reach its maximum accuracy, compared to the other methods. For a given
degree of interpolation, NEFEM is able to reach the same accuracy of isoparametric
FE with only one extra integration point. Moreover, with three or four integration
points more than isoparametric FEM NEFEM reaches its maximum accuracy. For a
degree of interpolation p = 8, NEFEM is four orders of magnitude more precise than
isoparametric FEM and p-FEM, and three orders of magnitude more precise than
cartesian FEM.
The second-order elliptic problem (2.5) is next considered in 3D, where Ω is a
sphere of unit radius. The analytical solution is u(x, y) = x cos(y)+y sin(z)+z cos(x),
and the source term s is again determined by analytical diﬀerentiation of u. A Neu-
mann boundary condition, corresponding to the analytical normal ﬂux is imposed
in ∂Ω. A coarse mesh with only eight curved tetrahedral elements is considered for
the simulations, see Figure 2.14, and high-order approximations are introduced to
properly capture the solution.
Figure 2.15 shows FEM and NEFEM solutions with quadratic and cubic approxi-
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Figure 2.13: Second-order elliptic problem: energy norm of the error as the number
of integration points per curved boundary edge is increased, for the coarsest mesh in
Figure 2.10
Figure 2.14: Coarse mesh of the sphere with eight curved tetrahedrons
mation. The piecewise polynomial approximation of the curved boundary introduced
by the isoparametric mapping is clearly observed. With quadratic FE, the maximum
diﬀerence between the exact and the approximated boundary is 0.1037. For cubic
approximation, the geometric error is still important, 0.0268. Moreover, the piecewise
polynomial approximation of the boundary induces a loss of regularity. The exact
boundary ∂Ω is a C∞ surface, whereas the approximation given by isoparametric or
cartesin FEs, namely ∂Ωh, is only C0 along boundary edges, see Figures 2.15 (a)
and (c). In NEFEM, the boundary is exactly described with one quadratic singular
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(a) FEM p=2 (b) NEFEM p=2
(c) FEM p=3 (d) NEFEM p=3
Figure 2.15: Second-order elliptic problem:: surface plot of FEM and NEFEM solu-
tions using quadratic and cubic approximations
NURBS, with no dependence on the spatial discretization (i.e. the polynomial degree
of the approximation), as represented in Figures 2.15 (b) and (d).
Figure 2.16 shows a p-convergence comparison when the polynomial order of the
approximation is uniformly increased starting with p = 2 and for the mesh shown
in Figure 2.14. Errors in the maximum and in the energy norm are represented
as a function of the cube root of ndof. For NEFEM, the expected (exponential)
convergence for a problem with a smooth solution is obtained, whereas for methods
with an approximate boundary representation, a much slower convergence is obtained.
Note that cartesian and isoparametric FEs oﬀer the same performance if the error
is measured in the maximum norm. However, when the error is measured in the
energy norm, cartesian FEs performs better. The deﬁnition of the polynomial basis
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Figure 2.16: p-convergence comparison for the second-order elliptic problem. The
polynomial degree of the approximation is uniformly increased from p = 2 and the
error is measured (a) in the maximum norm and (b) in the energy norm
in cartesian coordinates oﬀers a better approximation of the derivatives, compared
to isoparametric FEs, as in the previous 2D examples. Figure 2.16 (a) also depicts
the maximum geometric error (measured as the maximum distance between the true
boundary ∂Ω and the piecewise polynomial approximation of the boundary given
by ∂Ωh), revealing that if an approximated boundary representation is considered
(isoparametric FEM or cartesian FEM), the error of the solution is controlled by the
error on the geometry.
This example reveals the importance of the geometrical model in FE simulations
and critical conclusions are derived. In Szabo´ and Babusˇka (1991), p-FEM with an ex-
act boundary description is compared with high-order subparametric elements (with
a quadratic approximation of the boundary). Two dimensional examples conﬁrm the
expected exponential convergence of p-FEM, whereas the subparametric approach
leads to a suboptimal rate of convergence. The 3D example shown in this section
shows a more dramatically situation because NEFEM is compared with high-order
isoparametric elements, and the conclusions are the same as those obtained by Szabo´
and Babusˇka (1991). Therefore, this example demonstrate that a high-order approx-
imation of the geometry is not always suﬃcient to achieve the maximum accuracy.
Chapter 3
Discontinuous Galerkin NEFEM
for electromagnetic scattering
Electromagnetic scattering problems model the interaction between an incident elec-
tromagnetic wave and a general scatterer. This chapter presents the application of
NEFEM to time-domain electromagnetic scattering problems using a DG formulation.
Maxwell’s equations, relating the electric and magnetic scattered ﬁelds, E =
(E1, E2, E3)
T and H = (H1, H2, H3)
T respectively, are described in detail in Ap-
pendix D. The decoupling into the so-called transverse electric (TE) and transverse
magnetic (TM) modes is recalled. The DG formulation is described, with particular
emphasis on the treatment of boundary conditions. The radar cross section (RCS),
which is a usual quantity of interest in electromagnetic scattering simulations, is also
recalled in Appendix D, and it is used in the numerical computations to measure their
accuracy.
Moreover, a key issue in the numerical solution of electromagnetic scattering prob-
lems is the use of a mechanism to perform the absorption of outgoing waves. The
numerical examples presented in this chapter consider the non-linear PML proposed
by Abarbanel et al. (2006). In Appendix E, this PML and the original PML pro-
posed by Berenger (1994) are reviewed, optimized and compared, in a high-order DG
framework.
In this chapter, several numerical examples are shown to illustrate the possibilities
and beneﬁts of NEFEM. Some validation examples are used to test the performance
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(a) 128 × 32 mesh (b) FEM (c) NEFEM
Figure 3.1: Inviscid subsonic ﬂow around a circle: FEM and NEFEM Mach number
distributions and isolines with linear elements
of NEFEM, including domains with material interfaces and comparison with other
techniques used by the CEM community. A comparison of NEFEM versus several
curved FEs is presented, showing the potential of the proposed formulation. The
behavior and beneﬁts of NEFEM in the presence of complex scatterers with small
geometric features is also explored. Finally, more challenging problems are considered,
including complex geometries and higher frequencies.
This chapter focuses on electromagnetic scattering problems, nevertheless, it is
worth mentioning that NEFEM exhibits important advantages in other areas, such
as the DG solution of compressible ﬂow problems, see Appendix F and Sevilla et al.
(2008b). To illustrate the performance of NEFEM in the numerical solution of Euler
equations, the subsonic inviscid ﬂow around a circle is considered. Figure 3.1 (a)
shows a detailed view of a mesh with 128 × 32 nodes. The Mach number distribution
and isolines computed with isoparametric FEs are represented in Figure 3.1 (b). As
reported by Bassi and Rebay (1997), using linear isoparametric elements, a spurious
entropy production behind the circle prevents the convergence to the steady state
solution, even if the mesh is drastically reﬁned near the curved boundary. Whereas
NEFEM is able to converge to the correct solution even if a linear approximation of
the solution is considered, see the Mach number distribution and isolines obtained
with NEFEM and linear approximation in Figure 3.1 (c).
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(a) Mesh (b) H3 ﬁeld (TE mode) (c) E3 ﬁeld (TM mode)
Figure 3.2: Scattering by a dielectric cylinder of diameter 2λ: computational mesh
with a λ thick PML and transverse scattered ﬁelds for a NEFEM solution with p = 8
3.1 Validation examples
This section presents three examples used to validate the DG NEFEM solution of
electromagnetic scattering problems in 2D and 3D.
3.1.1 Dielectric circular cylinder
The ﬁrst example considers the TE and TM modes for the scattering of an incident
plane wave travelling in the x+ direction by a dielectric cylinder surrounded by free-
space (ε = μ = 1). The diameter of the cylinder is 2λ and the material parameters
of the dielectric media are εd = 2.56 and μd = 1, see Appendix D and Morgan et al.
(2000) for the details about the simulation of electromagnetic scattering problems in a
piecewise homogeneous media. The analytical solution for this problem can be found
in Harrington (1961) or Balanis (1989).
Figure 3.2 (a) shows the computational mesh used in the computations. It has
only four elements to discretize the dielectric media, 28 elements in the free-space
region and a λ thick PML with 40 elements. The interface between free-space and the
dielectric cylinder is exactly described using one quadratic NURBS curve. Figures 3.2
(b) and (c) show the TE and TM transverse scattered ﬁeld for a NEFEM solution
with p = 8. Note that the electric ﬁeld is discontinuous across the material interface
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Figure 3.3: Scattering by a dielectric cylinder of diameter 2λ: RCS for a NEFEM
solution with p = 8
between the free-space and the dielectric media. Owing to the discontinuity of the
electric permittivity ε, only the tangential component of the electric ﬁeld is continuous
across such interfaces, see Appendix D. The DG formulation considered here allows
a natural representation of the discontinuous solution.
Figure 3.3 compares the computed and analytical RCS distributions for the TE
and TM modes. The NEFEM solution and the analytical solution overlap. Moreover,
Figure 3.4 shows a p-convergence study for the TE and TM modes. The relative RCS
error in L2(−π, π) norm is represented as a function of the square root of the number
of degrees of freedom (ndof). First a preasymptotic regime is observed up to p = 5,
where the error oscillates as the degree of approximation is increased due to dispersion
errors. Increasing the degree of the approximation up to p = 7, a transition regime is
observed, with an algebraic convergence rate. Finally, for p > 7 the resolved regime is
observed, with the expected (exponential) convergence rate for a problem with smooth
solution, see Ainsworth (2004) for further details on the eﬀect of dispersive errors in
high-order DG methods.
It is worth noting that using low order methods, 20 nodes per wavelength are
usually considered near the scatterer, see, among others, Morgan et al. (2000). The
exact boundary representation considered by NEFEM allows to use coarse meshes and
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Figure 3.4: Scattering by a dielectric cylinder of diameter 2λ: p-convergence of the
RCS error in L2(−π, π) norm
achieve convergence by increasing the degree of the approximation. In this example,
a relative RCS error of 10−2 is provided by a degree of approximation p = 8, that is
9 nodes per wavelength, showing the potential of NEFEM.
3.1.2 PEC RAE2822 airfoil
The following example considers the scattering by a PEC RAE2822 airfoil of chord
length 5λ. The incident wave travels with an angle of π/4 with respect to the x axis.
The RAE2822 is a non-symmetric airfoil with analytical expression (Selig, 2008) that
can not be exactly described with a NURBS curve. As usual in the context of airfoil
shape optimization, an approximation using B-splines is considered here.
Since no analytical solution is available, two comparisons are presented in order
to validate the results. The ﬁrst comparison involves the computation with NEFEM
in a coarse mesh with uniform element size and 256 elements, see Figure 3.5 (a), and
in a mesh reﬁned towards the trailing edge with 398 elements, see Figure 3.5 (b).
The reﬁned mesh is designed to isolate the eﬀect of the singularity exhibited by the
scattered ﬁeld at the trailing edge. The TE scattered ﬁelds are depicted in Figure
3.6 for a NEFEM solution with p = 8 in both meshes. To achieve the time-harmonic
steady state, the solution is advanced in time until the diﬀerence in the scattering
width (10RCS/10, see Appendix D) between two consecutive cycles is lower than 10−5
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(a) Coarse mesh (b) Reﬁned mesh towards the singularity
Figure 3.5: Computational meshes for the scattering by a PEC RAE2822 airfoil of
chord length 5λ
in the L∞(−π, π) norm. If the RCS is used in the stop criteria slower convergence
is usually obtained due to the singularities introduced by the logarithmic scale, see
Appendix D. The computation in the coarse mesh requires 26 510 fourth order Runge-
Kutta time steps, whereas the computation in the reﬁned mesh takes 188 622 time
steps. Furthermore, the computational cost per time step is lower in the coarse mesh
due to the lower number of elements.
A detailed view of the TE scattered ﬁelds in the free-space region is depicted in
Figure 3.6. In these plots, the scattered ﬁeld distributions are indistinguishable, even
in the vicinity of the singularity. The absolute error of the ﬁelds over the lower and
upper parts of the airfoil is represented in Figure 3.7, showing the good performance
of NEFEM in the coarse mesh. The maximum discrepancy is observed at the trailing
edge, x = 0.5, as expected due to the singularity of the ﬁelds. But, it is important
to note that this maximum diﬀerence is extremely localized. More precisely, an error
below 5×10−2 is observed in 99.2% of the airfoil proﬁle. Lower errors are obtained for
the E1 ﬁeld, but it is only due to the smoother variations of this scattered ﬁeld compo-
nent. Figure 3.8 (a) compares the TE RCS distribution obtained in both meshes. An
excellent agreement between both RCS patterns is observed, with a diﬀerence between
the solution in the coarse mesh and the ﬁner one of 4.8×10−2 in the L2(−π, π) norm.
Thus, the discrepancy of the ﬁelds in the singular point does not translate in any rele-
vant diﬀerence in the RCS distribution. Therefore, extremely reﬁned meshes towards
singular points are not always mandatory to obtain accurate RCS distributions.
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(a) Coarse mesh, E1 (b) Reﬁned mesh, E1
(c) Coarse mesh, E2 (d) Reﬁned mesh, E2
(e) Coarse mesh H3 (f) Reﬁned mesh, H3
Figure 3.6: Scattering by a PEC RAE2822 airfoil of chord length 5λ: detail of the
scattered ﬁelds in the discretizations shown in Figure 3.5
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Figure 3.7: Scattering by a PEC RAE2822 airfoil of chord length 5λ: diﬀerence of the
intensity ﬁelds in the (a) upper and (b) lower parts of the airfoil
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Figure 3.8: Scattering by a PEC RAE2822 airfoil of chord length 5λ: RCS comparison
(a) NEFEM in the coarse and ﬁne meshes, and (b) NEFEM in the coarse mesh and
high-order edge elements
Airfoils are widely used for testing scattering codes, see, among others, Bonnet
and Poupaud (1997), Jiang (1998) and Ledger (2001). But it is worth noting that, in
the mentioned works, not only h-reﬁnement towards the singularity is introduced, but
also the mesh is reﬁned towards the leading edge, x = −0.5 to provide an accurate
geometry description. Figure 3.8 (b) compares the TE RCS computed with NEFEM
in the coarse mesh of Figure 3.5 (a) with the solution obtained by using high-order
edge elements (Ledger, 2001) with p = 8. The mesh used in the computation with
edge elements has 1 901 triangles in the free-space region, and reﬁnement towards
the leading and trailing edges of the airfoil is performed to accurately capture the
geometry and to isolate the eﬀect of the singularity. Again, an excellent agreement
in the RCS is observed, with a diﬀerence of 4.4× 10−2 in the L2(−π, π) norm. Note
that the coarse mesh used with NEFEM has only 96 triangular elements in the free-
space region, and almost identical RCS distributions are obtained. This comparison
corroborates that reliable results are obtained with NEFEM using coarse meshes and
high-order approximations, and therefore, with important savings in computational
cost and memory requirements.
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(a) (b)
Figure 3.9: Scattering by a PEC sphere of diameter 2λ: (a) two cuts of a coarse mesh
with a 2λ thick PML, and (b) E1 ﬁeld for a NEFEM solution with p = 9
3.1.3 PEC Sphere
An incident plane wave travelling in the z+ direction scattered by a sphere of diameter
2λ is considered next. The analytical solution for this problem can be found in
Harrington (1961) or Balanis (1989).
The sphere is exactly described with a quadratic singular NURBS surface, and a
coarse mesh with only eight elements for the discretization of the curved boundary
is considered, see two cuts of the volume mesh and the surface mesh of the sphere
in Figure 3.9 (a). The mesh has 1 271 elements with planar faces and 32 curved
elements (8 elements with a face on the NURBS boundary and 24 elements with an
edge on the NURBS boundary). The scattered E1 ﬁeld computed with NEFEM and
a polynomial approximation of degree p = 9 is represented in Figure 3.9 (b), showing
the ﬁeld on the sphere surface and illustrating the absorption of the outgoing waves in
the PML. A detailed view of the scattered electric ﬁeld over the surface of the sphere
is represented in Figure 3.10, showing the complex behavior of the solution captured
with only eight tetrahedral elements with a face on the sphere. Finally, Figure 3.11
shows a comparison between the computed and the exact RCS. An excellent agreement
is obtained for both horizontal and vertical polarizations. More precisely, the relative
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(a) E1 (b) E2 (c) E3
Figure 3.10: Scattering by a PEC sphere of diameter 2λ: detail of the scattered
electric ﬁeld over the sphere for a NEFEM solution with p = 9
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Figure 3.11: Scattering by a PEC sphere of diameter 2λ: RCS for a NEFEM solution
with p = 9
RCS error in L2([−π, π]) norm is 7.2×10−2 for the vertical polarization and 9.1×10−3
for the horizontal polarization. Note that the RCS for vertical polarization exhibits
a singularity due to the logarithmic scale. In fact, if the error is measured in the
scattering width, similar accuracy is obtained for vertical and horizontal polarizations,
namely 7.6× 10−3 and 7.2× 10−3 respectively.
Note that, again, the solution is accurately captured with one element per wave-
length and a degree of approximation p = 9, that is, with 10 nodes per wavelength.
Compared to other methods, this represents an important save in memory and com-
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(a) H1 (b) H2 (c) E3
Figure 3.12: Scattering by a PEC cylinder of diameter 4λ: scattered ﬁelds for a
NEFEM solution with p = 10
putational cost. For instance, Vinh et al. (1997) use 22 nodes per wavelength using
low-order FDs, Hachemi et al. (2004) use 20 nodes per wavelength with linear FEs
and Cioni et al. (1993) uses 20 nodes per wavelength with FVs.
3.2 NEFEM performance comparison
In this section, the performance of NEFEM is compared with several FE techniques
for the treatment of curved boundaries: isoparametric FEM, cartesian FEM and p-
FEM. These techniques are recalled and compared with NEFEM from a theoretical
point of view in Appendix C.
3.2.1 PEC circular cylinder
The ﬁrst example consists on a planar TM wave travelling in the x+ direction and
scattered by a PEC circular cylinder of diameter 4λ. The scattered ﬁelds for a NEFEM
approximation of degree p = 10 are represented in Figure 3.12. The computational
mesh is also displayed, with only four curved elements to discretize the circle. Note
that a 2λ thick PML is introduced, which is enough to ensure that the accuracy
comparison is not aﬀected by the PML, see Appendix E.
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Figure 3.13: Scattering by a PEC cylinder of diameter 4λ: p-convergence comparison
of several curved FEs
The RCS error evolution for increasing p is depicted in Figure 3.13. For the same
discretization (i.e. same degree of interpolation), NEFEM results are more accurate
than isoparametric or cartesian FE, with an approximate boundary description, and
also more accurate than p-FEM, with an exact boundary representation. For instance,
NEFEM with p = 10 produces a RCS error in L2([−π, π]) norm of about 10−2, whereas
isoparametric or cartesian FE require p = 12 to achieve a comparable accuracy, and
p-FEM requires p = 11. Thus, NEFEM is able to reach the desired accuracy with
a reduction of about 30% compared to isoparametric or cartesian FEs, and of 15%
compared to p-FEM (also with an exact boundary representation). This diﬀerence
in number of degrees of freedom implies important diﬀerences in computational cost.
NEFEM computation requires 2 585 time steps to reach the steady state, whereas
isoparametric and cartesian FEs employ 3 692 time steps and p-FEM requires 3 114
time steps. In addition, each time step of the NEFEM computation requires less
computational cost due to the lower p needed to achieve the desired accuracy.
The diﬀerence between isoparametric FEs and cartesian FEs are indistinguishable,
showing that a cartesian approximation of the solution does not oﬀer any advantage
if an approximated boundary representation is considered. The diﬀerence between
isoparametric FEs and p-FEM is only due to geometric errors, and relevant diﬀer-
ences in accuracy are observed. Recall that the exact boundary representation is
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crucial in this example because and due the weak imposition of the PEC boundary
condition using the exact outward unit normal. Finally, NEFEM also considers the
exact boundary representation and outperforms p-FEM, showing that the cartesian
approximation combined with an exact boundary representation, i.e. NEFEM, pro-
vides the maximum accuracy for a given spatial discretization. Finally, note that with
an approximate boundary representation the exponential convergence is exhibited for
p > 8 whereas with an exact boundary representation the exponential convergence is
achieved for p > 5.
To conclude, it is worth remarking that only one element per two wavelengths is
considered in this example and a RCS error of order 10−3 is obtained with p = 11, that
is, using 6 nodes per wavelength. Thus, the exact geometry considered in NEFEM
combined with the cartesian approximation allows to computed accurate solutions
with the minimum number of degrees of freedom, compared to other curved FEs and
other techniques used by the CEM community.
3.2.2 PEC NACA0012 airfoil
A planar TE wave travelling in the x+ direction and scattered by the NACA0012
airfoil of chord length 2λ is considered. The NACA0012 is a symmetric airfoil with
analytical expression (Ladson et al., 1996) that can not be exactly described with a
NURBS curve. As usual in the context of airfoil shape optimization, an approximation
of the airfoil using B-splines is considered here.
Figure 3.14 shows the computational mesh with a λ thick PML and the scattered
ﬁelds for a NEFEM solution with p = 6. Figure 3.15 illustrates the convergence of
the solution for increasing p, with isoparametric FEs and NEFEM. As no analytical
solution is available, a reference solution is computed in a ﬁne mesh with high-order
approximation and a thicker PML.
For isoparametric FEs, the RCS error in L2([−π, π]) norm decreases as p increases,
but it is important to remark that the RCS error in the L∞([−π, π]) norm behaves
diﬀerent. In particular, the RCS error for angles near −π or π is higher with p = 5
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(a) E1 (b) E2 (c) H3
Figure 3.14: Scattering by a PEC NACA0012 airfoil of chord length 2λ: scattered
ﬁelds for a NEFEM solution with p = 6
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Figure 3.15: Scattering by a PEC NACA0012 airfoil of chord length 2λ: TE RCS
comparison as p increases
than using p = 4, showing important discrepancies with respect to the reference
solution. Recall that, for isoparametric FEs, as p increases not only the solution
is represented with higher degree, but also the geometry. Thus, slightly diﬀerent
proﬁles are considered for each p. Moreover, the approximated boundary is only C0
on the boundary nodes. In particular a discontinuity of the proﬁle in the leading
edge is clearly observable using coarse meshes and high-order isoparametric FEs, see
Figures 3.16 (a), (b) and (c). With NEFEM, the exact boundary representation is
considered with no dependence on the spatial discretization (i.e. the degree of the
polynomial approximation), see Figures 3.16 (d), (e) and (f). Consequently, with
NEFEM ,the RCS error is uniformly reduced for all viewing angles as the degree of
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(a) FEM p = 4 (b) FEM p = 5 (c) FEM p = 6
(d) NEFEM p = 4 (e) NEFEM p = 5 (f) NEFEM p = 6
Figure 3.16: Scattering by a PEC NACA0012 airfoil of chord length 2λ: detailed view
near the leading edge for increasing p
the approximation is increased, see Figure 3.15.
Figure 3.17 compares the RCS error distribution with isoparametric FEs and NE-
FEM, for a degree of approximation p = 5 and p = 6. Note that the maximum
error with isoparametric FEs is observed at viewing angles corresponding to the lead-
ing edge (φ = −π and φ = π angles), whereas for NEFEM the maximum error is
obtained near the singularity (φ = 0).
This example illustrate the sensitivity of the RCS to poor geometric represen-
tations. Isoparametric approximations are not suﬃcient when coarse meshes and
high-order approximations are considered. Geometric errors may lead to important
discrepancies in the scattered ﬁeld, and therefore, in the RCS. Thus, h-reﬁnement
is usually performed at the leading edge of airfoils to provide an accurate represen-
tation of the geometry. With NEFEM, the exact boundary representation allows to
mesh the domain with no dependence on the geometrical complexity. Using only one
element per wavelength and p = 5, i.e. 6 nodes per wavelength, an accurate solu-
tion is obtained, without performing h-reﬁnement. The maximum error in a NEFEM
computations is observed where the solution is complex, not where the geometry is
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Figure 3.17: Scattering by a PEC NACA0012 airfoil of chord length 2λ: RCS error
comparison for isoparametric FEM and NEFEM
complex.
3.2.3 PEC sphere
The last example in this section considers an incident plane wave travelling in the z+
direction and scattered by a PEC sphere of diameter λ.
The coarse mesh represented in Figure 3.9 (a) is considered, and high-order ap-
proximations are introduced to properly capture the solution. The scattered electric
ﬁeld computed with NEFEM and a polynomial approximation of degree p = 5 is
represented over the surface of the sphere in Figure 3.18.
Figures 3.19 and 3.20 compare the RCS computed with degree p = 3 and p = 4
with the analytical solution, for vertical and horizontal polarization respectively.
For cartesian FEs, the RCS error is not reduced for all viewing angles as p increases.
In particular, the RCS near viewing angles −π and π is more accurate with p = 3
than using p = 4. Again, the approximate boundary representation has a critical
inﬂuence in the scattered ﬁelds, and therefore, in the RCS. NEFEM exhibits the same
robustness than in the previous examples. The error is decreased for all viewing angles
as the degree of the approximation is increased. A perfect match between analytical
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(a) E1 (b) E2 (c) E3
Figure 3.18: Scattering by a PEC sphere of diameter λ: scattered electric ﬁeld com-
puted with NEFEM and a degree of approximation p = 5
0
5
10
15
R
C
S


-π/2 π/2-π π0
θ
(a) Cartesian FEM
0
5
10
15
R
C
S


Analytical
p=3
p=4
-π/2 π/2-π π0
θ
(b) NEFEM
Figure 3.19: Scattering by a PEC sphere of diameter λ: RCS comparison for increasing
p and for the vertical polarization
and computed solution is observed with p = 4, see Figures 3.19 (b) and 3.20 (b).
Note that cartesian FEs oﬀer a slightly diﬀerent performance for vertical and hori-
zontal polarizations. In fact, higher errors are observed for the horizontal polarization,
whereas for NEFEM, almost identical performance is observed for both polarizations.
To compare accuracy, Figure 3.21 represents the RCS error in the L2(−π, π) norm
for increasing p, starting with p = 2, showing the superiority of NEFEM compared to
cartesian FEs. The most critical diﬀerence is observed in the horizontal polarization
for p = 5. NEFEM is almost one order of magnitude more precise than the corre-
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Figure 3.20: Scattering by a PEC sphere of diameter λ: RCS comparison for increasing
p and for the horizontal polarization
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(a) Vertical polarization
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(b) Horizontal polarization
Figure 3.21: Scattering by a PEC sphere of diameter λ: p-convergence comparison of
the RCS error
sponding cartesian FEs. It is worth remarking that the RCS error for cartesian FEs is
controlled by the geometric error for p > 3. In fact, the isoparametric approximation
of the sphere with 8 curved elements is considered in Section 2.5, and a similar perfor-
mance is observed in a second-order elliptic problem. The convergence with NEFEM
also deteriorates, for p > 4, but it is attributed to errors on the PML. Numerical
examples in Appendix E, show that this level of accuracy can not be surpassed if the
non-linear PML with thickness λ is considered.
3.3 Small is inﬂuential does not imply small elements 47
Compared to other techniques NEFEM is also more accurate and eﬃcient. For
instance, to achieve an accuracy of 10−2 measuring the maximum norm of the scat-
tering width, more than 100 000 degrees of freedom are required using high-order
edge elements (Ledger et al., 2003). With NEFEM, a degree of approximation p = 4
provides an error of 4.7 × 10−3, using 45 605 degrees of freedom, that is, NEFEM
is two times more accurate by using 50% of the ndof, showing that NEFEM is also
competitive in front of other techniques used by the CEM community.
3.3 Small is inﬂuential does not imply small ele-
ments
Examples in the previous section show the advantages of NEFEM in front of several
FE methodologies for the numerical solution of some test cases comparing for the
same computational mesh. However, the possibilities of NEFEM still go beyond.
It is well known that, in the context of FEs, the size of the model is sometimes
subsidiary of the geometrical complexity and not only on solution itself. In particu-
lar, FE simulation of the scattering by complex objects with small geometric details
requires drastic h-reﬁnement to capture the geometry. Moreover, for scattering ap-
plications, small geometric details are inﬂuential in the solution, specially for high
frequency problems, and a simpliﬁcation of the geometry may lead to important dis-
crepancies in the computed scattered ﬁeld. Nevertheless, as it will be shown next, in
the NEFEM context, when small is inﬂuential it does not imply small elements.
This section presents three numerical examples that show the possibilities of NE-
FEM when the scatterer contains small geometric features. As noted earlier, in Section
2.1, it is important to remark that the only restriction for a NEFEM element is that
the edges and/or faces on the boundary belong to one NURBS. It is neither neces-
sary to locate nodes at boundary corners or edges (entities with C0 continuity) nor to
reﬁne the mesh near the boundary to capture the geometry. It is exactly represented
in NEFEM independently on the spacial discretization. The computational meshes
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(a) Reﬁned FEM mesh (b) Coarse NEFEM mesh
Figure 3.22: Scattering by an irregular circular cylinder of diameter 4λ: detail of a
standard FE mesh reﬁned towards the small geometric details, and a coarse NEFEM
mesh with elements containing corner geometric singularities
in this section are chosen to emphasize the possibilities of NEFEM.
3.3.1 PEC irregular circular cylinder
The scattering by a PEC irregular circular cylinder of diameter 4λ is considered. Two
computational meshes are employed for the analysis, see a detail near the scatterer in
Figure 3.22. The ﬁrst mesh is a standard FE mesh in which h-reﬁnement is performed
in order to provide an accurate description of the small geometric features, see Figure
3.22 (a). The resulting mesh has 130 curved elements. The second mesh, represented
in Figure 3.22 (b), is a coarse NEFEM mesh with only 16 curved elements, some of
them (represented in red) containing small geometric details and corner singularities
inside an edge.
Figure 3.23 shows the transverse ﬁeld H3 computed in the reﬁned mesh with a
degree of interpolation p = 5, and in the coarse mesh with a degree of interpolation
p = 12. The scattered ﬁelds are indistinguishable, even near the most critical zone
depicted in Figure 3.24. Nevertheless, a slight diﬀerence near the corner singular-
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(a) Reﬁned FEM mesh (b) Coarse NEFEM mesh
Figure 3.23: Scattering by an irregular circular cylinder of diameter 4λ: H3 ﬁeld
computed in the discretizations shown in Figure 3.22
(a) Reﬁned FEM mesh (b) Coarse NEFEM mesh
Figure 3.24: Scattering by an irregular circular cylinder of diameter 4λ: detail of the
H3 ﬁelds shown in Figure 3.23
ity can be observed representing the isolines of the scattered ﬁeld, see Figure 3.25.
Obviously, the discrepancy is originated by the limitations of the standard FE nodal
interpolation for the approximation of a singular solution, see Szabo´ and Babusˇka
(1991) and following examples in this section. Despite of this know limitation, it is
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(a) Reﬁned FEM mesh (b) Coarse NEFEM mesh
Figure 3.25: Scattering by an irregular circular cylinder of diameter 4λ: isolines of
the H3 ﬁelds shown in Figure 3.24
0
5
10
15
20
R
C
S


Refinedmesh
NEFEMp=6
NEFEMp=12
-π/2 π/2-π π0
φ
Figure 3.26: Scattering by an irregular circular cylinder of diameter 4λ: RCS com-
parison
important to remark that the quantity of interest, the RCS, shows very good agree-
ment when it is compared with the RCS computed with the reﬁned mesh, see Figure
3.26. In fact, two NEFEM computations are performed in the coarse mesh of Figure
3.22 (b), with p = 6 and p = 12, illustrating the convergence as the degree of ap-
proximation is increased. For p = 12 the relative RCS error in the L2(−π, π) norm is
4.1× 10−2.
Finally, it is worth mentioning that the drastic diﬀerence between minimum mesh
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(a) (b)
Figure 3.27: (a) NURBS surfaces of a complete aircraft and (b) detailed view near a
wing
sizes, in the discretizations shown in Figure 3.22, induces important diﬀerences in the
time-step size when explicit time integrators are used and, therefore, adds another
advantage of NEFEM. In the reﬁned mesh the minimum distance between two mesh
nodes is 1.4× 10−5 with p = 5, whereas in the NEFEM mesh the minimum distance
is 1.2 × 10−3 with p = 12. The computation with the reﬁned mesh requires 527 459
time steps, whereas the computation in the coarse NEFEM mesh requires 6 620 time
steps.
3.3.2 PEC thin plate
The aim of the following example is to show the possibilities of NEFEM elements,
containing edge singularities, in 3D domains. In large scale 3D computations, very
small geometric details may lead to unaﬀordable computational times with explicit
time-marching algorithms, due to the excessive h-reﬁnement needed to accurately
capture the geometry. For instance, consider the complete aircraft represented in
Figure 3.27 (a). A detailed view near a wing is represented in Figure 3.27 (b), revealing
the dramatically small thickness of the wing compared to the total length of the
aircraft. Thus, standards FEs require excessive reﬁnement to accurately represent
the geometry.
To show the capabilities of NEFEM in this scenario, the scattering by a PEC thin
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(a) Reﬁned FEM mesh (b) FEM mesh
Figure 3.28: Scattering by a PEC thin plate: standard FE meshes
plate of dimensions λ × 4λ/7 × λ/22 is considered. Note that the plate is only one
wavelength long, but for a wing of the same thickness, this frequency corresponds
to a complete aircraft of characteristic length 20λ. The small thickness of the plate,
with respect to the wave length λ, implies that h-reﬁnement in standard FE meshes
is controlled by the thickness of the plate, not by the desired number of nodes per
wavelength.
Two standard FEM computational meshes are considered to compare the accuracy
of NEFEM computations. Figure 3.28 (a) shows a standard FE mesh with reﬁnement
towards the singularities of the plate. The second mesh, in Figure 3.28 (b), is a FEM
mesh with a desired mesh size of about λ/8. As usual, a standard mesh generator
needs to perform extra h-reﬁnement to oﬀer an accurate description of the geometrical
model. Therefore, the minimum mesh size in a standard FE mesh is, at least, λ/22.
Nevertheless, the mesh size for NEFEM is not controlled by small geometric fea-
tures, and the desired mesh size is maintained, even in the presence of singularities
in the boundary of the domain. The plate is exactly represented by two B-spline
surfaces with C0 continuity at the edges of the plate, as illustrated in Figure 3.29 (a).
A NEFEM coarse mesh is represented in Figure 3.29 (b). Note that, to obtain the
desired mesh size, some elements contain an edge singularity inside one NURBS face,
see a detailed view of a NEFEM element in Figure 3.30.
Figure 3.31 compares the RCS distribution for vertical and horizontal polariza-
tions. An excellent agreement is observed between the three computations, showing
the potential of NEFEM coarse meshes with elements containing singularities. Again,
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(a) NURBS surfaces (b) NEFEM mesh
Figure 3.29: Scattering by a PEC thin plate: NURBS surfaces (separated for visual-
ization) and NEFEM coarse mesh with elements containing edge singularities
Figure 3.30: Detailed view of a NEFEM element containing an edge singularity in its
boundary face
the maximum disagreement is obtained at singularities of the RCS due to its logarith-
mic scale. The error of the scattering width and in the L2(−π, π) norm for NEFEM
is 3.2× 10−2 and 4.7× 10−2 for the vertical and horizontal polarizations respectively.
Figure 3.32 compares the scattered E3 ﬁeld computed with FEM in the standard
meshes shown in Figure 3.28, and with NEFEM in the discretization shown in Figure
3.29. In each case a degree of approximation p = 4 is used. Good agreement is ob-
tained in the scattered ﬁeld distributions, but some diﬀerences are observed near the
singularities of the plate, for both FEM and NEFEM solutions in the coarse meshes
shown in Figures 3.28 (b) and 3.29 (a) respectively. As expected, reﬁnement towards
the singularity allows to isolate the eﬀect of the singularity and to accurately repre-
sent the ﬁeld values at the edges of the plate. With the FEM mesh of Figure 3.28 (b)
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Figure 3.31: Scattering by a PEC thin plate: comparison of the RCS computed in
the discretizations shown in Figures 3.28 (a), 3.28 (b) and 3.29 (a)
(a) Reﬁned FEM mesh (b) FEM mesh (c) NEFEM mesh
Figure 3.32: Scattering by a PEC thin plate: scattered E3 ﬁeld over the plate
less quality of the scattered ﬁeld is observed near the edges of the plate, although the
minimum mesh size is approximately the same than in the reﬁned mesh. With NE-
FEM meshes the nodal interpolation is not able to accurately describe the singularity
inside an element face, and the Runge’s phenomena is observed in the approximation
of the ﬁeld represented in Figure 3.32 (c). This discrepancy shows, again, a limitation
of the standard FE nodal approximation near singularities. Nevertheless, it is worth
recalling the important save in computational memory and cost with NEFEM meshes,
and the excellent agrement obtained in the RCS.
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3.3.3 L-shaped model problem
As shown in the previous examples, h-reﬁnement is not needed in NEFEM to ac-
curate capture the geometry, even in the presence of corner or edge singularities.
Nevertheless, it is well known that, in such cases, the electric ﬁeld may be unbounded
(Costabel and Dauge, 1997) and the standard nodal FE approximation may lead to a
non-optimal p-convergence, see also Szabo´ and Babusˇka (1991) and previous examples
in this section.
The performance of NEFEM elements with a corner inside one edge is studied
using the scattering by a L-shaped domain, see Ledger et al. (2003) and references
therein. The time-dependent analytical solution is deﬁned as
E(t) = Re(Êejwt)
where
Ê =
(∂f
∂y
,−∂f
∂x
)
, f = Jα(ωr) cos(αφ).
Here, Jα is the Bessel function of the ﬁrst kind and order α, ω = 2π/λ is the angular
frequency, (r, φ) are the polar coordinates, and the tilde denotes the complex ampli-
tudes of the ﬁelds in the frequency domain. As usual, the magnetic ﬁeld is deﬁned in
terms of the electric ﬁeld by
H(t) = Re(Ĥejwt),
with
Ĥ = − 1
jwμ
∇× Ê.
Note that the order α of the Bessel function allows to deﬁne both smooth and
singular analytical solutions. For instance, with α = 0 the ﬁelds are smooth, and
choosing a value α = 2/3 the solution exhibits a singularity at the origin. Dirichlet
boundary conditions corresponding to the analytical solution are applied in the whole
boundary.
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(a) Mesh 1 (b) Mesh 2 (c) Mesh 3
Figure 3.33: L-shaped model problem: NEFEM meshes with an element containing a
corner singularity
(a) Mesh 1, ω = 5 (b) Mesh 2, ω = 10 (c) Mesh 3, ω = 20
Figure 3.34: L-shaped model problem: H3 ﬁeld for a NEFEM solution with p = 5
Figure 3.33 shows three computational meshes for NEFEM. Each mesh contains an
element, represented in red, with a corner inside an edge. In the computations, only
the element in red is considered a curved element, and its curved boundary is deﬁned
as a piecewise polynomial B-spline parametrization with C0 continuity at the origin.
The transverse ﬁeld, H3, for a NEFEM solution with p = 5 is shown in Figure 3.34
at diﬀerent frequencies. Each plot corresponds to an increasing value of the angular
frequency, namely ω = 5, ω = 10 and ω = 20, and are computed with the meshes
shown in Figure 3.33.
Optimal h-convergence rates of NEFEM are obtained for α = 0, i.e. for a smooth
analytical solution. Figure 3.35 shows the L2(Ω) norm of the error of the H3 ﬁeld
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Figure 3.35: L-shaped model problem: h-convergence for standard FE meshes and for
NEFEM meshes with a corner inside an edge
(a) Mesh 1 (b) Mesh 2 (c) Mesh 3
Figure 3.36: L-shaped model problem: standard FEM meshes
under h-reﬁnement, for α = 0, ω = 5, with the meshes of Figure 3.33 and using
a polynomial approximation of degree up to p = 7. It is important to note that,
not only the optimal rate of h-convergence is obtained using NEFEM meshes with a
corner inside an edge, but also the error with NEFEM is almost identical to the error
with standard FEM meshes, represented in Figure 3.36.
Next, a p-convergence comparison is presented between standard FEM meshes and
NEFEM meshes. Figure 3.37 shows the evolution of the L2(Ω) error of the H3 ﬁeld,
as p is uniformly increased starting with p = 1. In both cases, optimal (exponential)
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Figure 3.37: L-shaped model problem: p-convergence comparison on the meshes
shown in Figures 3.36 and 3.33 (a)
convergence rate is observed, as expected for a problem with a smooth solution.
Numerical experiments with corner singularities and smooth analytical solutions
show an optimal performance of NEFEM meshes compared to standard FEM meshes
for the same ndof. Thus, when the singularity on the domain does not imply a singular-
ity in the solution, the use of NEFEM is a powerful strategy to use coarse meshes and
high-order approximations to properly capture the solution, avoiding mesh reﬁnement
near small geometric details.
When the solution is singular, for instance if α = 2/3 in this example, the optimal
rate of convergence is not achieved with uniform h or p-reﬁnement even with standard
FEM meshes (Szabo´ and Babusˇka, 1991). To illustrate the behavior in the presence
of singularities, a p-reﬁnement comparison is performed with the FEM mesh shown in
Figure 3.36 (a). The H3 error for increasing p is depicted in Figure 3.38 for a problem
with a smooth solution (α = 0) and for a problem with a singular solution (α = 2/3).
The optimal (exponential) rate of convergence is not achieved for the problem with
singular solution. In fact, only an algebraic rate of convergence is observed, see Szabo´
and Babusˇka (1991) for more details. With NEFEM meshes the situation is slightly
diﬀerent, because the singularity does not coincide with a node of the mesh, but, in
any case, the exponential convergence is not achieved.
The potential beneﬁts of NEFEM methodology requires further study in this di-
rection, see comments in Chapter 4.
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Figure 3.38: L-shaped model problem: p-convergence comparison for smooth and
singular solutions on the meshes shown in Figure 3.36 (a)
3.4 Challenging applications
The challenges of solving Maxwell’s equations are not typically found in the equations,
but in the geometrical complexity of the scatterer and/or in the wavelength of the
incident ﬁeld (with respect to the characteristic length of the scatterer).
This section presents some examples in which the challenge is given by a complex
geometric scatterer and/or a relative high frequency, considering 2D and 3D obstacles
of characteristic length up to 21λ.
3.4.1 PEC Sphere
The following example considers the scattering of an incident wave travelling in the
z+ direction by a PEC sphere of diameter 20λ. The mesh used in the computations
has 124 135 elements with planar faces and 17 856 curved elements (11 176 elements
with a face on the NURBS boundary and 6 680 elements with an edge on the NURBS
boundary). The surface mesh of the sphere is represented in Figure 3.39. The scat-
tered electric ﬁeld over the surface of the sphere is represented in Figure 3.40 for a
NEFEM solution with p = 4. A comparison of the computed RCS with the analyt-
ical solution is depicted in Figure 3.41, showing good agreement with the analytical
solution. In fact, the RCS distributions overlap for a viewing angle in [−π/4, π/4],
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Figure 3.39: Scattering by a PEC sphere of diameter 20λ: computational mesh
(a) E1 (b) E2 (c) E3
Figure 3.40: Scattering by a PEC sphere of diameter 20λ: scattered electric ﬁeld for
a NEFEM solution with p = 4
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Figure 3.41: Scattering by a PEC sphere of diameter 20λ: RCS for a NEFEM solution
with p = 4
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Figure 3.42: Scattering by a PEC sphere of diameter 20λ: RCS for a NEFEM solution
with p = 4 in the range [−π/4, π/4]
see Figure 3.42, and some diﬀerences are observed in the other viewing angles. Note
that the spatial discretization is relatively coarse for this frequency and a reasonable
accuracy for engineering purposes is obtained. The relative RCS in the L2(−π, π)
norm is 4.7× 10−2 for the vertical polarization and 6.3× 10−2 for the horizontal po-
larization. Again, the error in the RCS is higher for the horizontal polarization due
to the singularity induced by the logarithmic scale. If the error is measured in the
scattering width, an error of 1.2 × 10−2 is obtained for both polarizations. If lower
errors are required, further p-reﬁnement can be performed on the same mesh.
NEFEM is also a competent approach to 3D challenging simulations compared
to other techniques. For instance, the method proposed by Huttunen et al. (2007) is
applied to compute the scattering by a conducting sphere in the frequency domain. To
achieve a relative error of about 10−2 for a sphere of diameter 15λ, almost 4 million
of degrees of freedom are needed. In this section, same accuracy is obtained with
NEFEM for a higher frequency problem (sphere of diameter 20λ) using 4 344 725
degrees of freedom. It is also worth mentioning that a improved PML is applied
by Huttunen et al. (2007) in the frequency domain, that allows a 0.2λ thick PML,
whereas the NEFEM computation uses a λ thick PML, demonstrating, once more,
the beneﬁts of NEFEM.
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(a) (b)
Figure 3.43: NURBS surfaces of a complete aircraft: detailed view of (a) the front
part of the aircraft and leading edge of the wings, and (b) the engine air intakes
It is also worth remarking that even if the surface mesh of the obstacle is reﬁned
for high frequency applications, an accurate geometric model is still important. On
one hand, as noted by Huttunen et al. (2007), as the frequency is increased, geometric
errors are more inﬂuential in the scattered ﬁeld. For instance, with isoparametric FEs,
the geometric singularities introduced at boundary edges may produce non physical
diﬀraction. On the other hand, as noted in previous section, small geometric details
may lead to extremely reﬁned meshes. Even for higher frequencies, the mesh of a
complex geometric obstacle may lead to further reﬁnement to capture small geometric
features. For instance, Figure 3.43 shows a detailed view of two zones of the aircraft
represented in Figure 3.27, showing abrupt variations of the outward normal in the
front part of the aircraft, in the leading edge of the wings and in the engine air intakes.
3.4.2 PEC aircraft proﬁle
The following example considers the scattering by a PEC aircraft proﬁle of length
10λ. A comparison between low-order elements and high-order NEFEM elements is
performed, with the computational meshes shown in Figure 3.44. The ﬁne mesh is a
standard FEM mesh, with 33 338 elements (32 737 straight-sided elements and 601
3.4 Challenging applications 63
(a) FEM mesh
(b) NEFEM mesh
Figure 3.44: Scattering by an aircraft proﬁle of length 10λ: (a) reﬁned mesh for a
low-order computation, and (b) coarse mesh with elements containing corner for a
NEFEM computation with high-order approximations
curved elements) and a total of 200 028 nodes for a degree of interpolation p = 2. The
coarse mesh has 725 elements (674 straight-sided elements and 51 curved elements),
with a total of 32 625 nodes for a degree of interpolation p = 8.
The geometry of the 2D section of this aircraft has several critical zones, in par-
ticular, a small irregularity on the upper part and the rear part. Note that the spatial
discretization for NEFEM is independent on the complex geometric details and it
is designed to accurately capture the solution and to emphasize the performance of
NEFEM elements in red. Thus, some elements, colored in Figure 3.44 (b), contain
corner singularities inside their edges.
Figure 3.45 represents the scattered ﬁelds for quadratic isoparametric FEs in the
mesh of Figure 3.44 (a), and for NEFEM with p = 8 in the coarse mesh of Figure 3.44
(b), showing an excellent agreement between both solutions. To compare the solution
near the most critical zones, two detailed views of the scattered ﬁelds are shown in
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(a) Fine mesh, H1 (b) Coarse mesh, H1
(c) Fine mesh, H2 (d) Coarse mesh, H2
(e) Fine mesh, E3 (f) Coarse mesh, E3
Figure 3.45: Scattering by an aircraft proﬁle of length 10λ: comparison of the scat-
tered ﬁelds obtained in the ﬁne and coarse meshes
Figures 3.46 and 3.47. An excellent agreement is observed for all the components of
the scattered ﬁeld. On the upper part of the aircraft the results are indistinguishable,
even in the vicinity of the singular points. On the rear part of the aircraft, a perfect
agreement is also observed, but small diﬀerences can be observed in the vicinity of
one of the corner singularities. In fact, it is worth to note that main diﬀerences are
observed in a NEFEM element containing two corner singularities, that has been
introduced to emphasize the possibilities of NEFEM, see the mesh in Figure 3.44 (b),
not in the vicinity of the NEFEM element containing the smallest geometric detail.
Figure 3.48 compares the RCS obtained in each case, showing a perfect match,
and therefore, demonstrating the capabilities of NEFEM to compute accurate solu-
tions with elements containing corner singularities in more complex situations. The
diﬀerence between both RCS patterns measured in the L2(−π, π) norm is 1.5× 10−2.
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(a) Fine mesh, H1 (b) Fine mesh, H2 (c) Fine mesh, E3
(d) Coarse mesh, H1 (e) Coarse mesh, H2 (f) Coarse mesh, E3
Figure 3.46: Scattering by an aircraft proﬁle of length 10λ: comparison of the scat-
tered ﬁelds obtained in the ﬁne and coarse meshes at the upper part of the aircraft
(a) Fine mesh, H1 (b) Fine mesh, H2 (c) Fine mesh, E3
(d) Coarse mesh, H1 (e) Coarse mesh, H2 (f) Coarse mesh, E3
Figure 3.47: Scattering by an aircraft proﬁle of length 10λ: comparison of the scat-
tered ﬁelds obtained in the ﬁne and coarse meshes at the rear part of the aircraft
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Figure 3.48: Scattering by an aircraft proﬁle of length 10λ: comparison of the RCS
in the ﬁne and coarse meshes
It is worth remarking that using classical isoparametric FE it is not possible to
compute accurate solutions for these problems with the computational meshes used
by NEFEM, see Figure 3.44 (b). To properly capture the geometry of the domain with
isoparametric FE it is necessary to discretize accounting for corners nodes (boundary
points with only C0 continuity).
3.4.3 PEC NASA almond
The following example considers a popular benchmark for 3D RCS computations,
the scattering by a PEC NASA almond, see Dominek and Shamanski (1990) or Woo
et al. (1993). One of the challenges of this example is the singularity exhibited by
the solution on the tip of the almond. Moreover, the high variation on the surface
curvature introduces extra complexity.
First, the monostatic RCS computation of an almond of characteristic length λ
is considered. The mesh employed for the computation has 10 805 elements with
planar faces and 336 curved elements (120 with a face on the NURBS boundary, and
216 with an edge on the NURBS boundary). Figure 3.49 (a) shows two cuts of the
volume mesh, corresponding to the free-space, and the surface mesh of the almond.
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(a) (b)
Figure 3.49: Scattering by a PEC NASA almond of characteristic length λ: (a) two
cuts of a coarse mesh, and (b) H2 ﬁeld for a NEFEM solution with p = 4
(a) φi = 0 (b) φi = π/3 (c) φi = 2π/3
Figure 3.50: Scattering by a PEC NASA almond of characteristic length λ: E3 ﬁeld
for diﬀerent angles of incidence for a NEFEM solution with p = 4
The scattered H2 ﬁeld for a NEFEM solution with p = 4 is represented in Figure 3.49
(b), for a wave incident onto the tip of the almond.
The monostatic RCS evaluation is performed by computing N i = 18 solutions
corresponding to a series of incident angles φij = jπ/N
i, with j = 0, . . . , N i. Figure
3.50 shows the scattered E3 ﬁeld on the surface of the almond for three diﬀerent angles
of incidence.
The monostatic RCS for the vertical polarization is represented in Figure 3.51,
and compared with a reference solution, showing excellent agreement. The diﬀerence
between both solutions is 1.5 × 10−2 in the L2(−π, π) norm. The reference data
corresponds to the published results by Ledger et al. (2007), which are obtained using
high-order edge elements with non-uniform degree of approximation on a tetrahedral
mesh with 4 723 elements. In the NEFEM computation, the markers correspond to
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Figure 3.51: Scattering by a PEC NASA almond of characteristic length λ: monostatic
RCS for a NEFEM solution with p = 4, compared with high-order edge elements of
Ledger et al. (2007)
the 18 computations, and the continuous line corresponds to a postprocess of the
monostatic data, as described by Schuh et al. (1994).
Next example considers the scattering of a plane electromagnetic wave by a PEC
NASA almond of characteristic length 8λ. The mesh employed for the computation
has 9 348 elements with planar faces and 1 200 curved elements (636 with a face on
the NURBS boundary, and 564 with an edge on the NURBS boundary). Figure 3.52
(a) shows two cuts of the volume mesh, showing a λ thick PML, and the surface mesh
of the almond. The scattered E3 ﬁeld for a NEFEM solution with p = 5 is represented
in Figure 3.52 (b), for a wave incident onto the tip of the almond. A detailed view of
two components of the magnetic ﬁeld, namely H2 and H3, are represented over the
surface of the almond in Figure 3.53.
Figure 3.54 shows the bistatic RCS for the vertical and horizontal polarizations.
Two RCS patterns are displayed, for a NEFEM solution with p = 4 and p = 5 respec-
tively. The results compare well with published results by Hachemi et al. (2004). In
this work, linear FE in a continuous Galerkin framework are considered. The tetra-
hedral mesh used by Hachemi et al. (2004) has 20 188 surface triangles and 1 121 431
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(a) (b)
Figure 3.52: Scattering by a PEC NASA almond of characteristic length 8λ: (a) two
cuts of a tetrahedral mesh, and (b) E3 ﬁeld for a NEFEM solution with p = 5
(a) H2 (b) H3
Figure 3.53: Scattering by a PEC NASA almond of characteristic length 8λ: two
components of the magnetic ﬁeld for a NEFEM solution with p = 5
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Figure 3.54: Scattering by a PEC NASA almond of characteristic length 8λ: RCS for
a NEFEM solution with p = 4 and p = 5
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(a) Surface mesh (b) E3 (c) H3
Figure 3.55: Scattering by a PEC NASA almond of characteristic length 21λ: surface
mesh of the almond and two components of the scattered ﬁeld for a NEFEM solution
with p = 3
mesh nodes, whereas the NEFEM computation with p = 5 uses 590 688 nodes. Thus,
this example shows the competitiveness of NEFEM in front of other formulations for
more challenging applications. Even if a DG formulation is considered, i.e. duplicat-
ing nodes at inter-element faces, the computation requires less degrees of freedom to
obtain similar accuracy, due to the good performance of NEFEM with coarse meshes
and high-order approximations.
Finally, as a more challenging application, the scattering by a PEC NASA almond
of characteristic length 21λ is considered. The mesh employed for the computation
has 48 699 elements with planar faces and 6 008 curved elements (3 504 with a face
on the NURBS boundary, and 2 504 with an edge on the NURBS boundary).
Figure 3.55 (a) shows the surface triangular mesh of the almond and two compo-
nents of the scattered ﬁeld for a NEFEM solution with p = 3, for a wave incident onto
the tip of the almond. The RCS distribution for vertical and horizontal polarization
is represented in Figure 3.56.
The results compare well with published results by Hachemi et al. (2004), and again
show the competitiveness of NEFEM for higher frequency problems. The tetrahedral
mesh used by Hachemi et al. (2004) has 51 342 008 linear elements, and approximately
8 million of nodes. The surface mesh of the almond has 149 720 triangular elements.
With NEFEM and p = 3 the mesh has 1 million of nodes (including the duplication
due to the DG formulation). Even if a degree of approximation p = 4 is adopted to
enhance the quality of the RCS pattern near viewing angles −π and π, see Figure
3.56, the resulting mesh has 2 million of nodes, requiring fourth times less memory
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Figure 3.56: Scattering by a PEC NASA almond of characteristic length 21λ: RCS
for a NEFEM solution with p = 3
than using linear FEs.
Chapter 4
Summary and future developments
This thesis presents the development and application of a new FE technique for an
eﬃcient treatment of curved boundaries, the NURBS-enhanced ﬁnite element method
(NEFEM). It considers the exact description of the geometry by means of its NURBS
boundary representation, that is, the information usually provided by CAD software.
At elements intersecting the NURBS boundary speciﬁc interpolation and numerical
integration are proposed and, at elements not intersecting the boundary classical FE
are used, preserving the eﬃciency of the FEM.
This chapter describes the main contributions of this thesis and details some re-
search lines that open the introduction of this novel methodology.
4.1 Summary and contributions
The most relevant contributions of this thesis are brieﬂy summarized next:
1. Development of NEFEM. NEFEM is proposed in Chapter 2, see also Sevilla
et al. (2008a). Every interior element (i.e. elements not having an edge or face in
contact with the NURBS boundary) can be deﬁned and treated as standard FE
or DG elements. Therefore, in the vast majority of the domain, interpolation and
numerical integration are standard, preserving the computational eﬃciency of
the classical FEM. Speciﬁc numerical strategies for interpolation and numerical
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integration are needed only for those elements aﬀected by the NURBS boundary
representation.
NEFEM deﬁnes the approximation directly with cartesian coordinates. Diﬀerent
nodal distributions in curved elements are considered and the inﬂuence on the
condition number is studied. For moderate degree of approximation, namely
p ≤ 5, it is suﬃcient to use distributions non adapted to the exact geometry.
But, when very high-order approximations are employed, that is p > 5, the use
of adapted nodal distributions imply an important improvement in the condition
number of the element mass matrix.
Chapter 2 also proposes, discusses and compares diﬀerent strategies to per-
form numerical integration, see also Sevilla and Ferna´ndez-Me´ndez (2009). For
boundary integrals, several well known quadratures are compared, and the in-
ﬂuence of the number of integration points in the accuracy of the computation
is investigated. For interior integrals, Sevilla and Ferna´ndez-Me´ndez (2009) pro-
pose and compare two strategies. The most eﬃcient one is recalled in Appendix
B. When exact integration is feasible, explicit formulas for the selection of the
number of integration points are deduced. Moreover, numerical examples are
presented in order to show the inﬂuence of the number of integration points in
the accuracy of the computation.
The extension of NEFEM to 3D domains is presented in detail in this the-
sis. Chapter 2 presents the core concepts of NEFEM in 3D, and Appendix
B details all the technicalities. The quality of the approximation is analyzed,
and the inﬂuence of the nodal distribution in the convergence rate is discussed.
The strategy to perform the numerical integration is detailed in Chapter 2 and
Appendix B. The key idea is to design speciﬁc quadratures for two element
typologies, namely elements with only one face or one edge on the NURBS
boundary. Any other element is split in order to obtain elements with only one
face or edge on the NURBS boundary. This strategy avoids a special treatment
of each element typology, and therefore, the implementation eﬀort is consider-
ably reduced. It is worth remarking that subdivisions are only applied to design
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a numerical quadrature, thus no new degrees of freedom are introduced. More
complex situations, involving trimmed and singular NURBS, boundary layers
and curved material interfaces are also discussed.
NEFEM a priori error estimates for a second-order elliptic problem are given in
Chapter 2, including estimates for h and p convergence. The proof is discussed
and checked using numerical examples in Chapter 2. Further discussion and
examples are presented in Appendix B, see also Sevilla et al. (2008a).
An important goal of the thesis is to provide an easy-to-implement integration
of the CAD boundary representation in a FE code. Appendix B describes the
little eﬀort required to transform a standard FE code into a NEFEM code. An
attractive feature of the proposed implementation is that the usual routines of a
standard FE code can be directly used, namely routines for the computation of
elemental matrices and vectors, assembly, etc. It is only necessary to implement
new routines for the computation of numerical quadratures in curved elements
and to store the value of the shape functions at integration points.
2. Applications. As pointed out in the introduction, electromagnetic scattering
and compressible ﬂow problems are two areas in which an accurate geometrical
model is critical.
Chapter 3 presents the application of NEFEM to electromagnetic scattering
problems in 2D and 3D, using a DG formulation. Numerical examples include
classical test cases, benchmarks for CEM codes, problems involving material
interfaces, airfoils and with scatters of more complex geometry. The ability of
NEFEM to compute an accurate solution with coarse meshes and high-order ap-
proximations is investigated. In particular, the possibilities of NEFEM meshes,
with elements containing edge or corner singularities, are explored. The exact
boundary representation allows to mesh the domain independently of the geo-
metric complexity of the boundary, whereas standard FEs requires h-reﬁnement
to properly capture the geometry. With NEFEM the mesh size is no longer
subsidiary to geometry complexity, and depends only on the accuracy require-
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ments on the solution. Obviously, this drastic diﬀerence in mesh size results in
a drastic memory savings, and also in computational cost if explicit time march-
ing algorithms are considered. Thus, NEFEM is a powerful tool for scattering
problems involving large-scale simulations with complex scatterers in 3D.
Another ﬁeld in which a proper representation of the geometry is mandatory
to obtain accurate results, is the DG solution of the Euler equations of gas
dynamics. As pointed out by several authors, see Bassi and Rebay (1997),
Van der Ven and Van der Vegt (2002) and Krivodonova and Berger (2006),
the proper imposition of the outward unit normal in a solid wall boundary is
crucial. In particular, if a linear approximation is used with DG, the spurious
entropy production near curved walls prevents, in general, convergence to the
correct solution, see Bassi and Rebay (1997). The application of NEFEM to
compressible ﬂow problems using a DG formulation is presented in Appendix
F. With NEFEM, the exact imposition of the solid wall boundary condition
provides accurate results even with a linear approximation of the solution. The
exact boundary representation allows to use coarse meshes, but ensuring the
proper implementation of the solid wall boundary condition. Further discussion
on the application of NEFEM to Euler equations and examples are presented in
Appendix F, corroborating the conclusions by Sevilla et al. (2008b).
3. Review and comparison. Several curved FE techniques have been proposed
in the literature. Section 1.1 oﬀers an overview, with a historical perspective.
In this thesis NEFEM is compared with some popular curved FEs (namely
isoparametric FEs, cartesian FEs and p-FEM), from three diﬀerent perspec-
tives: theoretical aspects, implementation and performance. Appendix C is
devoted to compare these methodologies from a theoretical point of view, high-
lighting the main diﬀerences, and to describe the implementation issues of each
methodology. Particular emphasis is placed in the numerical integration for
p-FEM and NEFEM, with an exact boundary representation.
The performance comparison is presented in Chapter 2 for second-order elliptic
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problems, in Chapter 3 for electromagnetic scattering, and in Appendix F for
compressible ﬂow applications.
In every example shown, NEFEM is at least one order of magnitude more accu-
rate compared to isoparametric FEs, for the same number of degrees of freedom.
NEFEM is more accurate than cartesian FEs and also more accurate than p-
FEM (with an exact boundary representation), showing that the cartesian ap-
proximation combined with an exact boundary representation, i.e. NEFEM,
provides the maximum accuracy for a given spatial discretization. Moreover,
for a desired accuracy NEFEM is also more computational eﬃcient. In some
examples, NEFEM only needs 50% of the number of degrees of freedom required
by isoparametric FEs or p-FEM. In 3D, numerical examples show that methods
with an approximate boundary representation (i.e. isoparametric FEs and carte-
sian FEs) may suﬀer an important loss of accuracy in coarse meshes, preventing,
in some cases, optimal p-convergence. Whereas exact boundary representation
considered by NEFEM ensures optimal convergence in all cases.
To conclude, the use of NEFEM is strongly recommended in the presence of
curved boundaries and/or when the boundary of the domain has complex geo-
metric details.
4. Comparison of perfectly matched layers for scattering problems. A key
issue in the numerical solution of electromagnetic scattering problems is using a
mechanism to perform the absorption of outgoing waves. A PML is considered
in the examples in Chapter 3. Appendix E presents a comparison of two PMLs,
the original PML of Berenger (1994), and a non-linear PML recently proposed
by Abarbanel et al. (2006). First, a numerical study is presented in order to
select the optimal parameters of each PML in a high-order DG framework. It
is worth noting that the conclusions of previous analysis in a FD or FE context
can not be directly extrapolated to high-order DG methods. For Berenger’s
PML, the optimal parameters are found to be diﬀerent to those obtained in a
FD or FE framework, and for the non-linear PML, no previous experience is
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available. Finally, both PMLs are compared in terms of accuracy and some
comments on memory requirements are given. For a desired accuracy, the non-
linear PML is more eﬃcient due to its ability to perform the absorption without
extra (artiﬁcial) variables in the PML region.
4.2 Future developments
The potential of NEFEM for the treatment of curved boundaries is demonstrated in
this work. However, several research lines are still open:
1. Adaptivity. In practical FE adaptive processes, see for instance Huerta et al.
(1999), the computational mesh must be locally reﬁned (or the polynomial or-
der of the approximation increased) to properly approximate both the solution
and the geometry. Whereas in a NEFEM context, the adaptive process is con-
trolled only by the complexity of the solution, independently of the geometrical
complexity of the domain, reducing therefore the necessary number of degrees
of freedom to achieve a desired accuracy. Thus, the study of h and p adaptive
processes in a NEFEM framework is worth to be investigated and compared
with other FE techniques.
2. Geometry singularities. The potential of NEFEM meshes for high-order
computations in coarse meshes has been shown in this work. NEFEM meshes
oﬀer a drastically reduction of the number of degrees of freedom compared to
standard FE meshes. Nevertheless, one of the topics that deserves more at-
tention is the performance of elements containing corner or edge singularities.
Future work is needed to improve the quality of the approximation in the pres-
ence of singular solutions. The enrichment of the polynomial basis, well known
for standard FEM meshes, see among others, Costabel and Dauge (1997), is
worth to be investigated in the NEFEM context.
NEFEM has exhibited optimal convergence when the singularity on the bound-
ary does not imply a singularity in the solution. Therefore, the application of
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NEFEM in this context, for instance to problems of swell propagation in coastal
zones, is an interesting scenario for NEFEM.
3. NEFEM extension. NEFEM has been developed for tetrahedral and trian-
gular meshes, but the ideas are readily extensible to other element typologies,
i.e. hexahedrons, prisms, quadrilaterals, etc. In addition, the NEFEM concept
may be exported to other numerical methodologies involving the numerical so-
lution of partial diﬀerential equations in domains with curved boundaries. Of
particular interest may be the application of the NEFEM technology to mesh-
free methods, see Ferna´ndez-Me´ndez (2001) and Belytschko et al. (2004). The
ﬂexibility to deﬁne the spatial discretization can be combined with a NEFEM
coarse mesh to perform the numerical integration accounting for the exact ge-
ometry. The exact computation of the outward unit normal in NEFEM, can
also be used for an accurate imposition of boundary conditions in a weak sense.
Other numerical techniques, such as ﬁnite volumes or edge elements, may also
take advantage of an exact boundary representation in a NEFEM fashion. Fi-
nally, it is also necessary to compare the existing curved FE techniques with NE-
FEM in other problems, in order to identify situations where the exact boundary
representation considered in NEFEM can be advantageous.
4. Mesh generation. The generation of coarse meshes of complex geometric
objects for NEFEM computations is not a trivial task. Although NEFEM does
not need a high-order mesh generator, the use of a linear mesh generator may
lead to non-valid meshes, due to the replacement of the exact boundary by the
auxiliary boundary in the mesh generation process, see Roca (2009).
Moreover, tools for meshing complex geometries without reﬁnement near the
details or singularities in the boundary, are not provided by standard mesh
generators. Thus, automatic mesh generation technology for NEFEM is a new
challenge by itself.
5. Nodal distributions. Speciﬁcally designed nodal distributions are needed in
a continuous Galerkin framework to obtain optimal convergence with NEFEM.
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This is formally stated in Chapter 2 and corroborated with the numerical ex-
amples in Appendix B.
The adaptation of nodal distributions, initially designed in elements with planar
faces/edges, to the exact geometry of curved NEFEM elements provides accurate
results in several situations. However, a general procedure to obtain optimal
nodal distributions in 3D curved elements is desired.
6. Numerical integration. The proposed strategy to perform the numerical
integration in NEFEM is based on parametrizations deﬁned as a linear convex
combination of an internal vertex and a boundary face/edge. For elements
with several faces or edges on the NURBS boundary the strategy is based on
subdivision, for an ease of implementation. However, more eﬃcient strategies
are desired for elements that can not be deﬁned as a linear convex combination
of an internal vertex and a boundary face/edge, see comments in Section B.2.
Appendix A
Non-Uniform Rational B-Splines
(NURBS)
This chapter is devoted to introduce some basic concepts on NURBS curves and
surfaces. Excellent references are available with presentations of NURBS, see for
instance Piegl and Tiller (1995).
A.1 NURBS curves
A qth-degree NURBS curve is a piecewise rational function deﬁned in parametric form
as
C(λ) =
( ncp∑
i=0
νi Bi C
q
i (λ)
) / ( ncp∑
i=0
νi C
q
i (λ)
)
0 ≤ λ ≤ 1,
where {Bi} are the coordinates of the ncp + 1 control points (forming the control
polygon), {νi} are the control weights, and {Cqi (λ)} are the normalized B-spline basis
functions of degree q, which are deﬁned recursively by
C0i (λ) =
⎧⎨
⎩
1 if λ ∈ [λi, λi+1[,
0 elsewhere,
Cki (λ) =
λ− λi
λi+k − λiC
k−1
i (λ) +
λi+k+1 − λ
λi+k+1 − λi+1C
k−1
i+1 (λ),
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Figure A.1: B-spline basis functions for the knot vector (A.1)
for k = 1 . . . q, where λi, for i = 0, . . . , nk, are the knots or breakpoints, which are
assumed ordered 0 ≤ λi ≤ λi+1 ≤ 1. They form the so-called knot vector
Λ = {0, . . . , 0︸ ︷︷ ︸
q+1
, λq+1, . . . , λnk−q−1, 1, . . . , 1︸ ︷︷ ︸
q+1
},
which uniquely describes the B-spline basis functions. The multiplicity of a knot,
when it is larger than one, determines the decrease in the number of continuous
derivatives. Control points, ncp+1, and knots, nk+1, are related to the degree of the
parametrization, q, by the relation nk = ncp + q + 1, see Piegl and Tiller (1995) for
more details. Figure A.1 shows the B-spline basis functions for the knot vector
Λ = {0, 0, 0, 0.2, 0.4, 0.6, 0.8, 0.8, 1, 1, 1}. (A.1)
Note that NURBS are piecewise rational functions, whose deﬁnition changes at knots.
An example of a NURBS curve is represented in Figure A.2 with the corresponding
control polygon. The image of the breakpoints or knots by the NURBS are de-
picted in order to stress the discontinuous deﬁnition of the parametrization. In prac-
tice CAD manipulators work with trimmed NURBS, which are deﬁned as the initial
parametrization restricted to a subspace of the parametric space. Figure A.3 shows
the NURBS curve of Figure A.2 trimmed to the subinterval [0.05, 0.75].
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Figure A.2: NURBS curve (solid line), control points (denoted by ◦), control polygon
(dashed line) and breakpoints (denoted by  )
Figure A.3: Trimmed NURBS curve with λ ∈ [0.05, 0.75] (solid line), control points
(denoted by ◦), control polygon (dashed line) and breakpoints (denoted by  )
A.2 NURBS surfaces
A NURBS surface of degree q in λ and degree l in κ, is a piecewise rational function
deﬁned in parametric form as
S(λ, κ) =
( nλcp∑
i=0
nκcp∑
j=0
νij Bij S
q,l
i,j (λ, κ)
)/( nλcp∑
i=0
nκcp∑
j=0
νij S
q,l
i,j (λ, κ)
)
, 0 ≤ λ, κ ≤ 1,
where {Bij} are the coordinates of the (nλcp + 1)(nκcp + 1) control points (deﬁning the
control net), {νij} are the control weights, and {Sq,li,j (λ, κ)} are the 2D B-spline basis
functions of degree q in λ and l in κ. Each 2D B-Spline basis function is deﬁned as a
tensor product of 1D basis functions, that is
Sq,li,j (λ, κ) := C
q
i (λ)C
l
j(κ). (A.2)
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Figure A.4: Example of 2D B-spline basis functions
Figure A.4 shows two 2D B-spline basis functions for knot vectors
Λλ = {0, 0, 0, 0.2, 0.6, 0.6, 1, 1, 1},
Λκ = {0, 0, 0, 0, 0.4, 1, 1, 1, 1}.
Complete 1D basis are represented for each direction to illustrate the construction of
2D basis functions (A.2).
Note that NURBS surfaces change their deﬁnition along knot lines, that is when
λ = λi, for i = 1, . . . , n
λ
k , or κ = κi, for i = 1, . . . , n
κ
k . An example of a NURBS
surface is represented in Figure A.5 with the corresponding control net. Knot lines
are represented on the NURBS surface in order to stress the discontinuous nature
of the parametrization. An example of a trimmed NURBS surface is represented
in Figure A.6, showing the NURBS surface of Figure A.5 trimmed with the thick
curve. In practical applications, it is also common to deal with singular (or singularly
parametrized) NURBS surfaces. Such surfaces contain at least one singular point,
deﬁned as a point where a directional derivative is zero. For these surfaces, knot lines
typically converge to the singular point, see an example in Figure A.7.
Singular and trimmed NURBS are often present in real CAD models. For in-
stance, the complete aircraft represented in Figure A.8 is composed of several trimmed
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Figure A.5: (a) Parametric space, (b) NURBS surface with knot lines, and (c) control
net
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Figure A.6: (a) Parametric space trimmed by the thick curve, (b) trimmed NURBS
surface with knot lines and the thick curve used to trim the initial surface of Figure
A.5, and (c) control net
0 1
0
1
0.2
0.4
0.6
κ
λ
(a) (b) (c)
Figure A.7: (a) Parametric space, (b) singular NURBS surface with knot lines, and
(c) control net
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(a) (b)
Figure A.8: (a) NURBS surfaces corresponding to a complete aircraft, and (b) detail
near the engine air intakes
NURBS surfaces (in blue). As it will be shown in the following appendix, NEFEM is
able to deal with such surfaces with trivial modiﬁcations in the design of numerical
quadratures for elements aﬀected by the trimmed curve in the parametric space. This
is another advantage with respect to the isogeometric analysis proposed by Hughes
et al. (2005), where trimmed NURBS surfaces can not be considered.
Appendix B
Getting to the heart of NEFEM
This Appendix describes technical details of NEFEM that were omitted for clarity
in Chapter 2. Further analysis on the polynomial basis adopted in NEFEM is pre-
sented. Particular emphasis is placed on the inﬂuence of the nodal distribution on
the convergence rates. Main results of the numerical integration in the 2D case are
summarized and the details of the 3D case are discussed. Finally, some comments
on the implementation of NEFEM are given, and the pre and postprocess stages in a
NEFEM computation are described.
B.1 Polynomial interpolation
NEFEM considers the polynomial basis in cartesian coordinates, as described in Sec-
tion 2.2. To make the computation of Lagrange polynomial basis more systematic,
for any degree and for any distribution of nodes, the implementation proposed by
Hesthaven and Warburton (2002) is adopted. A polynomial basis {Pi(x)}, with
the required degree and whose deﬁnition is independent of the nodal coordinates,
is considered. Then, given a nodal distribution in Ωe, with coordinates {xi}neni=1, the
Lagrange polynomial basis {Ni(x)}neni=1 can be expressed in terms of the polynomial
basis {Pi(x)}neni=1 as
Ni(x) =
nen∑
j=1
[
V −1
]
ji
Pj(x), (B.1)
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Figure B.1: Nodal distribution on curved triangular elements with a NURBS edge
where nen is the number of element nodes and the multidimensional Vandermonde ma-
trix is deﬁned as Vij := Pj(xi), for i, j = 1, . . . , nen. Note that Equation (B.1) holds for
any polynomial basis {Pi(x)}neni=1. Here an orthogonal polynomial basis {Pi(x)}neni=1 de-
rived from the Jacobi polynomials is considered, to ensure moderate condition number
for the Vandermonde matrix V , see Hesthaven and Warburton (2002) and references
therein. Moreover, orthogonal polynomial basis allows analytical evaluation of some
inner products in straight-sided elements (Szego¨, 1975).
Diﬀerent options can be considered for the deﬁnition of a nodal distribution in
Ωe. The inﬂuence of the nodal distribution on the condition number of the elemen-
tal mass matrix is studied in Section 2.2. A similar analysis is performed by Sevilla
et al. (2008a) for the 2D case, showing the inﬂuence of Fekette nodal distributions
on the condition number of the elemental matrices. Here the inﬂuence of diﬀerent
NURBS boundaries on the condition number of the elemental mass matrix is ex-
plored and illustrated with 2D and 3D examples. Finally, a relevant characteristic
of the cartesian approximation adopted in NEFEM is discussed and analyzed. This
characteristic motivates the additional hypothesis of Fekette nodal distributions in
Theorem 1 to guarantee optimal convergence with a strong imposition of Dirichlet
boundary conditions.
Let Ωe be an element with a curved edge containing the vertices x1 and x2, and
C its NURBS parametrization. Figure B.1 represents diﬀerent nodal distributions in
convex and non-convex curved elements. Fekette nodal distributions on the straight-
sided triangle given by the vertices of Ωe, see Taylor et al. (2000), or adapted to the
exact geometry, are considered. Figure B.2 shows the condition number of the mass
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Figure B.2: Condition number of the mass matrix as a function of d/h for a (a) convex
element, and for a (b) non-convex element
matrix as a function of d/h, where h is the element size and d is the maximum distance
between the curved boundary and the straight line connecting x1 and x2.
When the nodal distribution is not adapted to the exact geometry, an increase in
the maximum distance d implies an important growth in the condition number of the
mass matrix. However, for adapted distributions, diﬀerent behavior is observed. In
fact, for large values of d/h the use of adapted distributions is mandatory in order to
avoid the ill-conditioning of the elemental matrices.
In most situations, internal faces/edges are straight, but there are a number of
situations in which internal curved faces/edges are present in a computational mesh.
For instance, curved internal faces/edges must be considered in a boundary layer or
in the presence of a curved material interface. Moreover, in 3D, internal faces with an
edge on the NURBS boundary are curved, see an example in Figure B.3. For boundary
layers, internal curved faces/edges can be described using polynomial functions, for
example by using an isoparametric mapping. For curved interfaces the situation is
more complex, as the exact geometry of the interface must be considered.
Let us consider a triangular element Ωe with a curved edge, Γe, and {Ni(x)}neni=1 its
corresponding polynomial basis functions. For isoparametric FEs, all shape functions
associated to nodes not in the curved edge Γe vanish along this edge. This means
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Figure B.3: Mesh of a sphere showing some internal curved faces
that the interpolation in an element edge is deﬁned only in terms of basis functions
associated to nodes in that edge, ensuring the continuity of the solution across internal
edges. If a cartesian approximation is considered, i.e. cartesian FEs or NEFEM,
the situation is diﬀerent because all shape functions do not vanish along the curved
edge, see an example of the polynomial basis functions for a NEFEM element with
a degree of approximation p = 3 in Figure B.4. Thus, even if a standard Galerkin
formulation is considered, the continuity of the solution across internal curved edges is
not guaranteed, and the convergence properties of the approximation may be aﬀected.
Obviously, this is not the case for a DG approximation. In a DG framework, the
continuity of the solution between elements is weakly imposed, with numerical ﬂuxes.
Therefore, optimal convergence rates are retained with no dependence on the nodal
distribution. To check the optimal convergence in a DG framework, let us consider
the numerical solution of the scalar convection equation
⎧⎨
⎩
∂u
∂t
+ ak
∂u
∂xk
= 0 in Ω
u = ud on Γd
where a = (a1, a2, a3) is the convection velocity and the domain Ω is a cylinder, see
a coarse mesh with internal curved faces in Figure B.5 (a). A Dirichlet boundary
condition is imposed in the lower part of the cylinder, corresponding to a sinusoidal
wave that enters in the cylinder and propagates in the x+3 direction, i.e. a = (0, 0, 1).
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Figure B.4: Polynomial basis functions for a NEFEM curved element with Fekette
nodal distributions for p = 3: (a) on the straight-sided triangle given by its vertices,
and (b) adapted to the exact geometry
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(a) Mesh (b) t = 1.2 (c) t = 3.8 (d) t = 6.0
Figure B.5: Convection in a cylinder: (a) coarse mesh of a cylinder with 24 curved
tetrahedrons and snapshots of the numerical solution computed with NEFEM and
p = 8 in (b), (c) and (d)
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Figure B.6: Convection in a cylinder: convergence of the error in the L2(Ω) norm for
increasing p
The numerical solution for a degree of interpolation p = 8 is also represented in Figure
B.5 at diﬀerent times. To check the optimal rate of convergence, the evolution of the
error in the L2(Ω) norm is represented in Figure B.6 as p is uniformly increased from
p = 1 up to p = 8. For each element, Ωe, equally-spaced nodal distributions on
the tetrahedral with planar faces given by the vertices of Ωe are considered, and the
optimal rate of convergence is achieved.
To illustrate the behavior of NEFEM in a standard Galerkin framework, the fol-
B.1 Polynomial interpolation 93
(a) Mesh 1 (b) Mesh 2
Figure B.7: Two triangular meshes with interior curved edges and Fekette nodal
distributions adapted to curved elements for a degree of approximation p = 8
lowing Poisson problem is considered in 2D
{
−Δu = s in Ω
u = ud on ∂Ω
(B.2)
where Ω is the domain, see two computational meshes in Figure B.7. The analytical
solution is u(x, y) = x cos(y) + y sin(x), and the source term s is determined by
analytical diﬀerentiation of u. Note that internal curved edges are present in this mesh,
and therefore, speciﬁc nodal distributions are needed to achieve optimal performance,
such as Fekette nodes. Figure B.8 shows a p-convergence comparison by using diﬀerent
nodal distributions in the discretization shown in Figure B.7. The error in energy norm
is represented as a function of the square root of the number of degrees of freedom.
When equally spaced nodal distributions are employed, exponential convergence is
not achieved. In fact, the use of equally spaced nodes leads to an incorrect solution
as the degree of interpolation is increased. The accuracy is substantially improved
with Fekette nodal distributions adapted to the exact geometry, showing the expected
(exponential) convergence. It is important to remark that, in general, NURBS are not
parametrized by the arc length parameter. Therefore, a Fekette nodal distribution on
the physical space is not obtained as the image of a Fekette nodal distribution on the
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(b) Mesh 2
Figure B.8: p-convergence of the error in the energy norm for diﬀerent nodal distri-
butions on the meshes of Figure B.7
Figure B.9: Solution of the Poisson problem in a sphere and detail of the solution
showing a small discontinuity across curved boundary edges
parametric space of the NURBS.
A similar performance is observed in 3D simulations, see an example in Figure
B.9. The Poisson problem (B.2) in solved in a sphere with the computational mesh
represented in Figure B.3. A detailed view of the numerical solution reveals a small
discontinuity of the solution across curved boundary edges.
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B.2 Numerical integration
This section describes in detail the strategy to perform the numerical integration
in NEFEM, for both 2D and 3D domains. First, the key ideas of the numerical
integration for NEFEM in 2D domains are recalled, see Sevilla and Ferna´ndez-Me´ndez
(2009) for a complete presentation, and a discussion of more general situations is
presented. Finally, for 3D domains, this section supplements the brief presentation in
Section 2.3. A detailed description of the strategy to perform the numerical integration
in elements aﬀected by the NURBS boundary representation is given. More complex
situations involving trimmed and singular NURBS are also considered.
B.2.1 Two dimensional case
In Sevilla and Ferna´ndez-Me´ndez (2009) a detailed comparison and discussion on dif-
ferent alternatives to evaluate the integrals of polynomial functions along NURBS
curves is presented. Numerical experiments reveal that Gauss-Legendre quadratures
are a competitive choice in front of other quadrature rules such as trapezoidal and
Simpson composite rules or Romberg’s integration. Although the faster convergence
is obviously obtained for high-order simple quadratures (in each patch), the use of
composite rules is very attractive, because it allows the deﬁnition of adaptive quadra-
tures to control the integration error and ensure reliable computations for any NURBS
and any order of polynomial interpolation.
The computation of integrals in elements with a curved edge on the NURBS bound-
ary is also analyzed by Sevilla and Ferna´ndez-Me´ndez (2009). The best alternative
is to deﬁne a transformation from the rectangle R = [λe1, λ
e
2] × [0, 1] to the curved
element Ωe, namely,
ψ : R = [λe1, λ
e
2]× [0, 1] −→ Ωe
λ = (λ, ϑ) −→ ψ(λ) := C(λ)(1− ϑ) + ϑx3,
(B.3)
where x1 = C(λ
e
1) and x2 = C(λ
e
2) are the vertices on the NURBS boundary, and
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Figure B.10: Transformation from [λe1, λ
e
2]× [0, 1] to a curved triangle Ωe
x3 is the interior vertex of the element Ωe, see Figure B.10. Then, the integral on a
curved element is computed as
∫
Ωe
f dΩ =
∫
R
f
(
ψ(λ, ϑ)
) ‖Jψ(λ, ϑ)‖ dλ dϑ.
The integral can be evaluated using 1D Gauss-Legendre quadratures in each direction.
Recall that application ψ is linear in the second parameter, ϑ. Therefore, integrals
involved in the elemental matrices, for a NEFEM solution with interpolation of degree
p, can be exactly computed for this direction, using a Gauss-Legendre quadrature with
p + 1 integration points. If changes of NURBS deﬁnition are present in the curved
edge, composite quadratures are considered in the ﬁrst parameter, λ.
Another obvious option instead of using ψ to transform a rectangle into Ωe, is
to deﬁne another transformation from a triangle with straight sides to Ωe and then
use quadratures speciﬁcally designed for triangles. This is also discussed in Sevilla
and Ferna´ndez-Me´ndez (2009). For standard FE these triangle quadratures require
less integration points than other quadrature rules to achieve the same accuracy,
but this is not the case here. The use of a transformation depending on the NURBS
parametrization (from a straight-sided triangle to a curved triangle) leads to expensive
triangle quadratures. The integration strategy proposed in this section is much more
competitive due to the good behavior of parameter ϑ. The eﬃciency of the proposed
quadrature is illustrated in Figure B.11. It shows the integration points required
to integrate x over a curved triangle with an error of 0.5%, using the transformation
from a rectangle proposed in this section (with 30 integration points) and a symmetric
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Figure B.11: Two numerical quadratures in a curved triangle for the same accuracy
Ωe
∂Ω Ωe
∂Ω
Figure B.12: Subdivision of a triangular element with several curved edges
triangle quadrature Wandzura and Xiao (2003) adapted to the curved element (with
54 integration points), see Sevilla and Ferna´ndez-Me´ndez (2009) for further details.
The deﬁnition of ψ in Equation B.3 assumes that the curved element Ωe has one
curved edge. Nevertheless, sometimes it is necessary to consider elements with two
(or more) curved edges. For instance, Figure B.12 shows two possible situations:
an element near a boundary corner and an element in a boundary layer. A simple
strategy to design a numerical quadrature on an element with two or more curved
edges is to split the element in order to obtain subelements with at most one curved
edge. Then, a composite quadrature on Ωe can be easily obtained with the strategy
described in this section applied to subelements. It is important to recall that the
subdivision is only applied to obtain a numerical quadrature on the curved element,
avoiding the necessity of new parametrization for these special elements. Thus, no
new degrees of freedom are introduced due to the element splitting.
Finally, note that application ψ is deﬁned as a linear convex combination of a
parametric curve and the interior vertex of Ωe. Consequently, it is implicitly assumed
that the straight line connecting the interior vertex and a given point of the parametric
curve lies inside the element. The use of coarse meshes may lead to elements violating
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Figure B.13: Two curved triangular elements where discontinuous lines represent the
parametrization ψ
this property and therefore, it is necessary to develop eﬃcient strategies to design
numerical quadratures in such elements. Two examples are represented in in Figure
B.13, showing an element that can be parametrized using the application ψ and an
element that needs a special treatment. It is worth remarking that this problem is
not exclusive of NEFEM meshes. Blending mappings used in p-FEM also suﬀers from
this problem, and the mesh generation for high-order methods is not a trivial task,
see a brief discussion in B.4.1 and Luo et al. (2002) for further details.
B.2.2 Three dimensional case
Section 2.3 describes the strategy to design numerical quadratures on tetrahedral
elements with a curved face on the NURBS boundary. Obviously other element ty-
pologies must be considered in a NEFEM tetrahedral mesh. This section describes
the strategy to perform the numerical integration in elements with one edge on the
NURBS boundary, and, in general, in elements with several edges and/or faces on the
NURBS boundary.
Let us consider an element Ωe with one edge, Γe, on the NURBS boundary, see
Figure B.14. This element has two internal curved faces corresponding to each one of
the interior nodes x3 and x4 and sharing the NURBS edge Γe. A parametrization for
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Figure B.14: Deﬁnition of a curved tetrahedral face, ΥEe , with an edge, Γe, on the
NURBS boundary
a curved face corresponding to the interior vertex x̂ is
Θx̂ : [0, 1]
2 −→ ΥEe
(, σ) −→ Θx̂(, σ) := (1− σ)θ() + σx̂,
(B.4)
where θ is the parametrization of the curved edge Γe. An integral on the curved face
ΥEe can be written as
∫
ΥEe
f dx dy dz =
∫ 1
0
∫ 1
0
f
(
Θx̂(, σ)
) ‖JΘx̂(, σ)‖ d dσ,
where f is a generic function, and ‖JΘx̂(, σ)‖ denotes the norm of the diﬀerential
of the mapping Θx̂ (which, in general, is not a polynomial). Numerical integration
can be performed using 1D Gauss-Legendre quadratures in each direction. In fact,
application Θx̂ is linear in the second parameter, σ, and exact integration is feasible in
this direction. For a NEFEM solution with a degree of approximation p, the integral
can be exactly computed for this direction, using a Gauss-Legendre quadrature with
p+1 integration points. The numerical integration for the ﬁrst direction, given by the
NURBS parameter , presents the same diﬃculty as the integration over a NURBS
curve, which is discussed in Sevilla and Ferna´ndez-Me´ndez (2009). As usual, the eval-
uation of the previous integral requires taking into account the discontinuous nature
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of the NURBS parametrization, considering composite quadratures for  direction.
To perform the numerical integration in Ωe, the element is parametrized by
Φ : [0, 1]3 −→ Ωe
(, σ, τ) −→ Φ(, σ, τ) := (1− τ)Θx3(, σ) + τx4,
(B.5)
where x3 and x4 are the interior vertices of Ωe. Note that the deﬁnition of parametriza-
tion Φ in Equation (B.5) is independent on the order of the interior vertices x3 and
x4. That is, the element Ωe can be equivalently parametrized by
Φ(, σ, τ) := (1− τ)Θx4(, σ) + τx3.
Then, element integrals can be written as
∫
Ωe
f dx dy dz =
∫ 1
0
∫ 1
0
∫ 1
0
f
(
Φ(, σ, τ)
) |JΦ(, σ, τ)| d dσ dτ,
where |JΦ| is the determinant of Jacobian of the transformation Φ. Note that appli-
cation Φ is linear in the second and third parameters, σ and τ . Therefore, integrals
involved in the elemental matrices, for a NEFEM solution with interpolation of degree
p, can be exactly computed for these directions, using a Gauss-Legendre quadrature
with p+2 integration points. No exact integration is feasible in the NURBS direction
, and composite quadratures must be considered if changes of NURBS deﬁnition are
present.
In general, an element in a NEFEM computational mesh may have several edges
and/or faces on the NURBS boundary. Nevertheless, to reduce the casuistics, such
elements are split in elements with only one face or one edge on the NURBS bound-
ary. It is worth remarking that subdivisions are only applied to design a numerical
quadrature, no new degrees of freedom are introduced. This strategy avoids a special
treatment of each element typology.
Two examples are presented to illustrate the proposed strategy. The ﬁrst example
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Figure B.15: Thetrahedral element with two edges deﬁned by diﬀerent NURBS sur-
faces, and subdivision of the tetrahedral curved face with two edges deﬁned by diﬀerent
NURBS surfaces
considers a tetrahedral element with two edges deﬁned by diﬀerent NURBS surfaces,
see Figure B.15. The curved face with two edges on the NURBS boundary, ΥEe , is split
in three subfaces using its center of mass, xFC , as represented in Figure B.15. Subfaces
are deﬁned as a linear convex combination of the edges of the initial face ΥEe and its
center of mass xFC . Therefore, the resulting subfaces have at most one edge on the
NURBS boundary. In fact, after subdivision, two subfaces have one edge deﬁned by a
NURBS, and a numerical quadrature can be designed using the parametrization (B.4).
The third face, given by x2, x1 and x
F
C , is planar and a standard triangle quadrature
can be implemented. To design a numerical quadrature on the curved element Ωe
three subelements are deﬁned as a linear convex combination of the subfaces and the
interior vertex of the element, x4, see Figure B.16. After subdivision, two subelements
have an edge deﬁned by a NURBS and a numerical quadrature is designed using the
parametrization (B.5). The third element has planar faces and a standard tetrahedral
quadrature can be considered.
The second example considers an element Ωe with two faces deﬁned by diﬀerent
NURBS surfaces, as represented in Figure B.17. To perform the numerical integration
in Ωe the tetrahedral element is split in four subelements using its center of mass, x
E
C .
Each subelement is deﬁned as a linear convex combination of xEC and an original
face of Ωe, having at most one face on the NURBS boundary. Therefore, numerical
integration can be performed with the strategy proposed in Section 2.3 for curved
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Figure B.16: Splitting of an element using the center of mass, xFC , of a curved face
with two edges deﬁned by diﬀerent NURBS
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Figure B.17: Splitting of an element with two faces deﬁned by diﬀerent NURBS using
its center of mass, xEC
subelements, and by using standard tetrahedral quadratures for subelements with
planar faces.
Finally, by combination of these two subdivision strategies, any element with sev-
eral faces and/or edges on the NURBS boundary can be easily split into elements with
only one face or one edge on the NURBS boundary. Thus, the design of a numerical
quadrature is reduced to the cases presented in detail in Section 2.3 for an element
with one face on the NURBS boundary, and in this section for an element with one
edge deﬁned by NURBS.
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Figure B.18: Deﬁnition of a curved tetrahedral face on the NURBS boundary. The
NURBS surface S is trimmed by the NURBS curve C, leading to a curved triangle
Λe in the parametric space
Trimmed and singular NURBS
The proposed strategy to design a quadrature on an element with a face on the
NURBS boundary assumes a straight-sided parametric triangle Λe, see Section 2.3.
This is true in most situations but special attention must be paid in more general
situations involving trimmed or singular NURBS surfaces.
The parametric triangle Λe may be curved if trimmed NURBS surfaces are con-
sidered. In this case, the curved edges of Λe are NURBS curves (used to trim the
original surface), see an example in Figure B.18. Therefore, an eﬃcient strategy to
design a numerical quadrature on Λe is to use the technique proposed by Sevilla and
Ferna´ndez-Me´ndez (2009) for the numerical integration for NEFEM in 2D domains.
Finally, if the curved face contains a singular point of the NURBS parametrization,
Λe must be deﬁned as a quadrilateral in the parametric space of the NURBS, see an
example in Figure B.19.
Obviously, the most complex situation involve the deﬁnition of a curved face de-
ﬁned by a trimmed singular NURBS, being necessary to consider Λe as a curved
quadrilateral subdomain. In any case, the parametrization Ψ deﬁned in Section 2.3
can be directly used to design a numerical quadrature on the curved element, with-
out any modiﬁcation. It is only necessary to change the deﬁnition of the numerical
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Figure B.19: Deﬁnition of a curved tetrahedral face on the NURBS boundary with a
singular point, leading to a quadrilateral Λe in the parametric space
quadrature in Λe. The situation is more complex in the p-FEM, where a speciﬁc
numerical quadrature must be designed in the reference tetrahedral, see more details
in the comparison presented in Appendix C.
B.3 How to NURBS-enhance a ﬁnite element code?
The enhancement of an existing FE code with the NEFEM methodology requires little
eﬀort. Note that the main diﬀerence of a NEFEM code with a standard FE code is
at the level of the computation of elemental matrices and vectors for curved elements
and faces or edges. In fact, fortunately, the usual routines for the computation of
elemental matrices and vectors for straight-sided elements can be directly used, with-
out any modiﬁcation. The usual inputs of these routines are the integration points
and the shape functions evaluated at these points. In the case of curved elements
intersecting the NURBS boundary, these inputs are computed as described in previ-
ous sections. Thus, most of the routines usual in a standard FE code (routines for
assembly, computation of elemental matrices and vectors, etc) can be directly used.
The most crucial point in the implementation may be the inclusion of the NURBS
boundary information. The information for the evaluation of all NURBS describing
the boundary has to be stored. In 2D, for every curved edge the information of the
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corresponding trimmed NURBS is necessary, that is, the extremes of the interval λe1
and λe2 and a pointer to the information of the NURBS curve C. In 3D, for every
curved face or edge, the parametric coordinates of each vertex are also necessary and
a pointer to the information of the NURBS surface S. Trimmed NURBS require an
extra information in 3D domains, a pointer to the NURBS curve used to trim the
original surface and the parametric coordinates of the vertices respect to the curve.
Nowadays this is not an information usually provided by standard mesh generators
but, it is worth noting that routines for the manipulation of NURBS can be easily
obtained or implemented, see Piegl and Tiller (1995).
On the other hand, in the context of DG formulations, NEFEM is a natural option
for the implementation of high-order approximations in domains with curved bound-
aries. In DG codes it is usual to store only the vertices of a triangle mesh, and their
connectivities, usually obtained with a linear mesh generator. For high-order com-
putations with non curved elements, if needed, all nodal coordinates are determined
from the vertices coordinates. For isoparametric curved elements all the nodal coordi-
nates of the element must be stored in order to deﬁne the mapping between local and
cartesian coordinates. Under these circumstances NEFEM allows a straightforward
implementation of curved boundaries, with no need of a high-order mesh generator,
because the nodal coordinates at curved elements can be determined from the vertices
of the element and the NURBS information. Moreover, the deﬁnition of the interpola-
tion in cartesian coordinates implies that no speciﬁc nodal distributions are necessary
to guarantee optimal convergence, see Section 2.4 and the numerical examples in this
appendix.
B.4 Pre and postprocess
This section describes the pre and postprocess stages in a NEFEM computation. A
strategy to obtain coarse meshes in domains with small geometric details is described.
Finally, the visualization technique adopted in NEFEM for both an accurate postpro-
cess of the geometry and the high-order solution is detailed.
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B.4.1 Mesh generation
The full beneﬁts of NEFEM require a mesh generation technology nowadays not
available. The ability to compute accurate solutions in coarse meshes requires a mesh
generator able to deﬁne coarse meshes of complex objects without h-reﬁnement to
capture small geometric features. In particular, current mesh generators do not allow
to generate a mesh near a boundary corner without a node on the corner, see the
NEFEM discretizations used in some examples in Chapter 3. This section is devoted
to discuss a simple strategy to obtain coarse meshes suitable for NEFEM.
Given a CAD geometry containing small geometric details, the process to deﬁne a
coarse NEFEM mesh starts with the deﬁnition of an auxiliary CAD. In this temporal
CAD, geometric details are removed in order to avoid an excessive h-reﬁnement,
usually introduced by standard mesh generators. To illustrate the process, let us
consider the example of Figure B.20. The exact CAD geometry is represented in
Figure B.20 (a), corresponding to the irregular circle considered in Section 3.3. The
auxiliary CAD geometry is represented in Figure B.20 (b), where the exact boundary
is replaced by a polygonal shape. Note that, the polygonal shape is deﬁned in terms of
the desired element size. Then, a standard mesh generator is used to obtain a coarse
mesh over the auxiliary CAD geometry, see Figure B.20 (c). Finally, the polygonal
shape is replaced by the exact boundary representation, and the NEFEM mesh is
obtained, see Figure B.20 (d).
Clearly, this simple strategy may lead to non-valid meshes when the polygonal
shape is replaced by the exact boundary, see an example in Figure B.21. Therefore, it
is necessary to develop eﬃcient procedures to detect the validity of a NEFEM mesh
and to correct non-valid meshes. Note that this problem is shared by several high-
order FE methods in which coarse meshes are used and convergence is achieved by
increasing p. For instance a detailed study of the mesh generation process for p-FEM is
described by Luo et al. (2002). Recent advances in this area are presented by Persson
and Peraire (2009). The authors propose a method for generating well-shaped curved
unstructured meshes using a nonlinear elasticity analogy. In the mentioned works the
solution is based on correction of a linear mesh by curving internal edges. Although in
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(a) (b)
(c) (d)
Figure B.20: Generation of a coarse mesh around an irregular circle without h-
reﬁnement to capture small geometric details: (a) exact CAD geometry, (b) auxiliary
CAD geometry, (c) mesh over the auxiliary geometry, and (d) NEFEM mesh of the
exact geometry
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Figure B.21: Generation of a coarse NEFEM mesh around an airfoil leading to a
non-valid element: (a) exact CAD geometry, (b) auxiliary CAD geometry, (c) mesh
over the auxiliary geometry, and (d) NEFEM mesh of the exact geometry
CFD applications it is sometimes necessary to use curved internal edges to accurately
capture the boundary layer. But it is important to note that internal curved edges
are not mandatory to accurately capture the solution of electromagnetic scattering
problems with high-order approximations. In fact, the use of straight interior edges
lead to the minimum number of curved elements, and therefore, to a more eﬃcient
computation as it will be described in Section D.3.
B.4.2 Visualization technique
The use of high-order approximations usually means that coarse meshes are employed
in which each element supports a high-order description of the numerical solution. As
standard visualization packages only allow to represent linear surfaces it is necessary
to develop speciﬁc tools for the representation of the curved NEFEM elements and
also for the postprocess of the high-order solution.
To properly represent the exact geometry, the parametrizations used for numerical
integration can be directly used for visualization purposes. For instance, consider a
tetrahedral face on the NURBS boundary. The parametric triangle Λe is triangulated
and the NURBS image of the triangulation points is used to deﬁne a surface mesh of
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Figure B.22: Visualization of a curved tetrahedral face on the NURBS boundary for
increasing postprocess resolution, and a curved NEFEM element
Figure B.23: Visualization of an electromagnetic ﬁeld on curved tetrahedral faces
deﬁned by NURBS surfaces, for increasing postprocess resolution
the curved face, in the physical space. By reﬁnement of the triangulation of Λe, the
resolution of the ﬁnal plot is increased, see Figure B.22. The same idea can be imple-
mented for the visualization of curved faces with an edge on the NURBS boundary,
or even for more complex situations. Figure B.22 also represents the internal faces of
a curved tetrahedral element with a face on the NURBS boundary.
To provide an accurate representation of the high-order solution, it can be inter-
polated on the surface mesh used for an accurate description of the curved surfaces.
For instance, Figure B.23 shows an electromagnetic ﬁeld over some curved tetrahedral
faces describing a sphere. The solution is computed with NEFEM and a degree of
approximation p = 8, i.e. 45 nodes on each curved tetrahedral face. It is worth to
mention that the ﬁrst plot in Figure B.23 corresponds to the postprocess obtained us-
ing the 45 nodal values of the solution, oﬀering a very poor description of the solution.
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Figure B.24: Visualization of two sections of the numerical solution in a 3D NEFEM
computation
As the triangulation used for the postprocess is reﬁned, a higher quality representation
of the high-order solution is obtained.
In three dimensional computations it is also useful to visualize the solution inside
the domain, for instance some cuts of the 3D solution. For this purpose, a mesh is
deﬁned over the plane of interest, as represented in Figure B.24, and the solution is
interpolated at nodes of the 2D mesh. For each node, the key issue is to determine
its tetrahedral father, that is, the tetrahedral element containing this point, if exists.
To reduce the search of a tetrahedral father, for a given point, a list of candidates
can be easily deﬁned in terms of the mesh size. Once the father is identiﬁed, the
solution is interpolated. In NEFEM, the solution is interpolated directly in cartesian
coordinates, whereas for isoparametric FEs or p-FEM the non-linear mapping relating
local and cartesian coordinates must be inverted to interpolate the solution in local
coordinates. Figure B.24 shows two meshes used to interpolate the solution, and the
postprocess of the solution in these planes, showing an electromagnetic ﬁeld inside
the computational domain.
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Note that the eﬃciency of the adopted visualization technique can be drastically
improved by using adaptive reﬁnement instead of uniform reﬁnement, as proposed by
Remacle et al. (2005).
Appendix C
Comparison of high-order curved
ﬁnite elements
An accurate geometrical description of a domain with curved boundaries is critical
in the so-called p extensions of the FEM (Szabo´ and Babusˇka, 1991). In this ap-
proach the mesh remains unchanged (usually containing elements with a large aspect
ratio) and the polynomial order of the approximation is increased in order to properly
approximate the solution. In some applications, geometric errors introduced by the
isoparametric mapping deteriorate the accuracy of the numerical solution, see Szabo´
and Babusˇka (1991), Xue and Demkowicz (2005) and citeIJNME-NEFEM. Therefore,
an accurate description of the geometry is mandatory in order to obtain the maxi-
mum accuracy for a given spatial discretization. Thus, in p-FEM (Szabo´ et al., 2004),
blending functions introduced by Gordon and Hall (1973) are usually considered to
deﬁne an exact mapping relating local and cartesian coordinates.
This appendix is devoted to recall and compare several methodologies for the
treatment of curved boundaries: isoparametric FEM and cartesian FEM, with an
approximate description of the geometry, and p-FEM with an exact boundary rep-
resentation. These methodologies have been used through the thesis to compare the
performance of NEFEM for both standard Galerkin and DG formulations. To simplify
the presentation, triangular elements with one curved side are considered.
Let Ω ⊂ R2 be an open bounded domain whose boundary ∂Ω, or a portion of
it, is curved. A regular partition of the domain Ω =
⋃
e Ωe in triangular elements
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Ω
(a) (b)
Figure C.1: (a) Physical domain Ω with a curved boundary and (b) a triangulation
of the domain with curved FE
is assumed, such that Ωi
⋂
Ωj = ∅, for i = j. For instance, Figure C.1 shows a
domain with part of the boundary described by a NURBS curve corresponding to the
NACA0012 airfoil, and a triangulation of the domain with curved FE. It is important
to remark that, in the following, Ωe denotes the element with an exact description
of the curved boundary, also referred as physical subdomain. This is not the case of
classical isoparametric FE, where the computational element, Ωhe , corresponds to a
polynomial approximation of the curved boundary.
C.1 Isoparametric ﬁnite elements
The most widely used FE technique in the presence of curved boundaries is the
isoparametric FEM, see Zienkiewicz (1971). A nodal interpolation of the solution,
u, is considered in the reference element I with local coordinates ξ = (ξ, η), see
Figure C.2,
u(ξ)  uh(ξ) =
nen∑
i=1
uiNi(ξ), (C.1)
where ui are the nodal values, Ni are the polynomial shape functions of order p in ξ,
and nen is the number of element nodes. The isoparametric transformation is used to
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Figure C.2: Isoparametric mapping between the reference element I, in local coordi-
nates ξ, and an approximation of the physical subdomain in cartesian coordinates x,
namely Ωhe = ϕ(I)
relate local and cartesian coordinates
ϕ : I −→ Ωhe
ξ −→ ϕ(ξ) :=
nen∑
i=1
xiNi(ξ),
(C.2)
where xi are the nodal coordinates of the computational element Ω
h
e . Note that Ω
h
e
is the approximation of the physical subdomain Ωe with a polynomial approximation
of the boundary, see Figure C.2. In fact, the term isoparametric stands for the use
of the same polynomial shape functions to deﬁne the functional approximation, and
to describe the geometry of the computational element in cartesian coordinates, see
Equation (C.2).
Numerical integration in the computational element Ωhe (approximation of Ωe) is
performed using the isoparametric transformation (C.2), with a numerical quadrature
in I. For instance, a stiﬀness elemental matrix coeﬃcient is computed as
Keij =
∫
Ωhe
∇xNi
(
ξ(x)
) ·∇xNi(ξ(x)) dΩ =
∫
I
(
J−1ϕ ∇ξNi(ξ)
)
·
(
J−1ϕ ∇ξNj(ξ)
)
|Jϕ| dξ, (C.3)
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where Jϕ is the Jacobian of the isoparametric transformation. For curved elements
the isoparametric mapping is non-linear. Therefore, the inverse of the Jacobian,
J−1ϕ , is not a polynomial function, and no exact integration is feasible with standard
quadrature rules. In practice, a symmetric triangle quadrature Wandzura and Xiao
(2003) on I, with a suﬃciently large number of integration points, is usually employed
to compute integral (C.3). In fact, a quadrature of order 2p − 1 provides optimal
convergence of the isoparametric FEM, see Zienkiewicz and L.Taylor (2000).
There are two focus of error in the isoparametric FEM. First, the isoparametric
mapping (C.2) introduces geometric errors, due to the approximation of the physical
subdomain Ωe by the computational element Ω
h
e . In fact, the boundary of the compu-
tational domain ∂Ωh is a piecewise polynomial approximation of the exact boundary
∂Ω, see Figure C.2. On the other hand, for high-order approximations on curved
elements, the deﬁnition of the polynomial interpolation (C.1) in local coordinates, ξ,
implies a loss of consistency: a polynomial interpolation of degree p > 1 in ξ does
not correspond to a polynomial interpolation of degree p in x. This means that the
approximation is able to reproduce linear functions but it is not able to reproduce
higher order polynomials in cartesian coordinates. In other words, curved isopara-
metric FE pass the patch test but they fail to pass the so-called higher order patch
tests, see Zienkiewicz and L.Taylor (2000) for further details.
Remark 1. Optimal convergence of isoparametric FE is obtained under some smooth-
ness assumptions on the isoparametric mapping. In practice, a speciﬁc node placement
of interior nodes in curved elements of order p > 2 is mandatory to guarantee optimal
rates of convergence, see Ciarlet and Raviart (1972) and Lenoir (1986).
C.2 Cartesian ﬁnite elements
An alternative to ensure consistency of the approximation, and optimal convergence
for any nodal distribution, is the so-called cartesian FEM. In this approach, the poly-
nomial basis for the approximation of the solution is deﬁned with cartesian coordinates
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x
u(x)  uh(x) =
nen∑
i=1
uiNi(x).
Nevertheless, the isoparametric transformation (C.2) and the computational element
Ωhe , are still considered for integration purposes. For instance, a stiﬀness elemental
matrix coeﬃcient is computed as
Keij =
∫
Ωhe
∇xNi(x) ·∇xNj(x) dΩ =
∫
I
∇xNi
(
x(ξ)
) ·∇xNj(x(ξ))|Jϕ| dξ. (C.4)
The deﬁnition of the polynomial basis for the approximation with cartesian coor-
dinates, x, ensures reproducibility of polynomials, i.e. consistency of order p. More-
over, exact integration is feasible because shape functions are polynomials, not only
in cartesian coordinates x, but also on local coordinates ξ. More precisely, for a de-
gree of interpolation p, Ni
(
x(ξ)
)
is a polynomial of degree p2, and the function to
be integrated in local coordinates, f(ξ) = ∇xNi
(
x(ξ)
) ·∇xNj(x(ξ))|Jϕ|, is a poly-
nomial of degree 2p(p + 1). Therefore, integral (C.4) can be exactly computed with
a triangle quadrature of order 2p(p + 1) on the reference element I. Nevertheless,
the integration is still done in the (approximated) computational element Ωhe . Thus,
although cartesian FEM gets rid of the consistency lack of isoparametric FEM, it
still maintains the geometric error. This is not the case for p-FEM, with the exact
boundary representation, described in next section.
C.3 p-version ﬁnite elements
In p-FEM, the nodal interpolation is deﬁned in the reference element I with local
coordinates ξ, see Equation (C.1), but an exact mapping between the reference ele-
ment I and the physical subdomain Ωe is employed. For instance, assuming a NURBS
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Figure C.3: Exact mapping between the reference element I with local coordinates ξ,
and the physical subdomain Ωe with cartesian coordinates x
parametrization C(ξ) of the curved edge of Ωe, a p-FEM mapping is
φ : I −→ Ωe
ξ −→ φ(ξ) := 1− ξ − η
1− ξ C(ξ) +
ξη
1− ξx2 + ηx3,
(C.5)
where x1 = C(0) and x2 = C(1) are the vertices of Ωe on the curved boundary, and
x3 is the internal vertex, see Figure C.3. Other options to deﬁne an exact mapping
from I to Ωe are possible, see for instance Pascal and George (1999). However, no
relevant diﬀerences are observed in the numerical examples presented in this thesis.
In p-FEM, a stiﬀness elemental matrix coeﬃcient is computed as
Keij =
∫
Ωe
∇xNi
(
ξ(x)
) ·∇xNi(ξ(x)) dΩ =
∫
I
(
J−1φ ∇ξNi(ξ)
)
·
(
J−1φ ∇ξNj(ξ)
)
|Jφ| dξ,
integrating over the physical subdomain Ωe, with an exact description of the geometry.
Note that, the inverse of the Jacobian, J−1φ , is not a polynomial function and, as for the
isoparametric FEM, no exact integration is feasible with standard quadrature rules.
Nevertheless, under some smoothness requirements on the parametrization C(ξ), the
same quadrature order used in the isoparametric FEM, that is 2p − 1, guarantees
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Exact geometry Consistency
Isoparametric FEM NO NO
Cartesian FEM NO YES
p-FEM YES NO
NEFEM YES YES
Table C.1: Comparison of FE techniques used in domains with curved boundaries
optimal convergence, see Banerjee and Suri (1992).
Note that p-FEM presents the major advantage, in front of isoparametric or carte-
sian FE, of an exact boundary representation. Nevertheless, p-FEM still suﬀers the
same lack of consistency as isoparametric FEM, due to the deﬁnition of the polyno-
mial shape functions in the reference element I, with local coordinates ξ. This is not
the case for NEFEM.
C.4 Comparison
This section presents a critical comparison of several techniques to treat curved bound-
aries. NEFEM is compared with isoparametric FEM, cartesian FEM and p-FEM. The
main diﬀerences between these FE techniques are summarized in Table C.1. The use
of a non-linear mapping relating local and cartesian coordinates (isoparametric trans-
formation in the isoparametric FEM and an exact mapping in the p-FEM) induces a
loss of consistency: a polynomial interpolation of degree p > 1 in local coordinates ξ,
does not correspond to a polynomial interpolation of degree p in cartesian coordinates
x. On the other hand, the use of the isoparametric mapping to perform the numerical
integration (as done in the isoparametric FEM and in the cartesian FEM) introduces
geometric errors: the boundary of the computational domain, ∂Ωh, is a piecewise
polynomial approximation of the exact boundary, ∂Ω. The only method ensuring
consistency of the approximation (for any p) and an exact boundary representation
of the domain is NEFEM, see Table C.1.
It is worth mentioning that, from a computational point of view, the deﬁnition of
the polynomial basis in local coordinates ξ, as done in the isoparametric FEM and
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in the p-FEM, induces a marginal extra eﬃciency. In this case the polynomial basis
is deﬁned once in the reference element and used to deﬁne the approximation in each
curved element, whereas a cartesian approximation requires a speciﬁc deﬁnition of
the polynomial basis for each curved element. Nevertheless, it is important to recall
that the extra cost associated to the basis deﬁnition in cartesian coordinates x, is
restricted to elements intersecting the NURBS boundary, in real applications a very
small portion of the total number of elements.
A priori error estimates for the FE methodologies considered in this work have
similar expressions, with optimal convergence in all cases. However, the hypothesis
to obtain these estimates are diﬀerent, depending on the deﬁnition of the approxima-
tion, in local or cartesian coordinates, and on the boundary representation, that is
approximated or exact.
When the polynomial basis is deﬁned with local coordinates ξ, the mapping re-
lating local and cartesian coordinates must be smooth enough to guarantee optimal
convergence. In practice, for the isoparametric FEM speciﬁc nodal distributions on
curved elements are necessary to obtain optimal convergence rates with p > 2, see ?
and ?Lenoir (1986). For p-FEM the NURBS parametrization of the curved boundary
must be smooth enough to guarantee the necessary smoothness of the p-FEM mapping
relating local and cartesian coordinates, see Babusˇka and Suri (1987). In contrast,
when the polynomial basis is deﬁned with cartesian coordinates x, the derivation
of a priori error estimates is very close to FE a priori error estimates in polygo-
nal domains, which can be found in Johnson (1987) and Brenner and Scott (1994).
For cartesian FEM and NEFEM no speciﬁc nodal distributions in curved elements
are necessary to achieve optimal convergence. Moreover, smooth variations of the
NURBS parametrization are not required to obtain the optimal convergence rates in
NEFEM.
Nevertheless, optimal a priori error estimates for FE methods with a cartesian
approximation of the solution requires an extra hypothesis if a strong imposition of
Dirichlet boundary conditions is considered. In such situation optimal nodal distri-
butions on curved boundaries are necessary for an accurate interpolation of Dirichlet
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boundary conditions, see Section 2.4. Moreover, when internal curved edges or faces
are present in the mesh, optimal nodal sets are needed to keep the optimal convergence
rates, see Section 2.4 and the discussion in Appendix B.1.
Note that, for FE methods with an approximate boundary representation (isopara-
metric FEM and cartesian FEM) optimal convergence is provided under the assump-
tion that geometric errors are lower than the discretization error, that is, the diﬀerence
between the computational element Ωhe and the physical subdomain Ωe is bounded
by γhp, where γ is a constant, h is the mesh size and p is the interpolation degree.
Moreover, bounds of the Jacobian of the isoparametric transformation and its ﬁrst p
derivatives are also necessary (Ciarlet and Raviart, 1972). Thus, a curved element
with an approximated boundary representation must verify two contradictory require-
ments. On one hand, the computational polynomial boundary has to be close enough
to the curved boundary. And on the other hand, the discrepancy between the curved
element and the straight element given by its vertices must vanish fast enough (Lenoir,
1986).
Finally, it is worth to recall that NURBS are piecewise rational functions deﬁned
in parametric form (Piegl and Tiller, 1995). Therefore, numerical integration for p-
FEM and NEFEM should be designed to account for changes of NURBS deﬁnition
along the curved edge of Ωe, see the next section.
C.4.1 Numerical integration for p-FEM and NEFEM
This section discusses the numerical integration for p-FEM and NEFEM when changes
of NURBS parametrization are considered inside the boundary curved edge of an
element Ωe in 2D, or a boundary face in 3D.
For illustration purposes the triangle with a curved edge represented in Figure C.4
is considered ﬁrst. The curved edge is described with a piecewise rational parametriza-
tion C, whose deﬁnition changes in two points on the curved edge, marked with .
The parametric coordinates of these points are called the breakpoints or knots of the
NURBS parametrization, see Piegl and Tiller (1995).
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Figure C.4: Triangle with a curved edge containing changes of NURBS deﬁnition
(marked with )
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Figure C.5: Numerical integration for 2D p-FEM: subdivision of the reference el-
ement I to design a numerical quadrature taking into account changes of NURBS
parametrization C(ξ) at points marked with 
In p-FEM, the piecewise deﬁnition of the boundary induces a piecewise deﬁnition
of the mapping φ, see Equation (C.5). Therefore, a speciﬁcally designed numerical
quadrature must be considered in the reference element I. For the triangle represented
in Figure C.4, with two changes of NURBS deﬁnition, the reference element should
be partitioned as represented in Figure C.5, where the discontinuous lines show the
changes of deﬁnition of the mapping φ. Note that these lines origin at the breakpoints
of the NURBS parametrization in the ξ axis, and are extended inside the reference
element. A composite numerical quadrature on I should be deﬁned by using diﬀerent
numerical quadratures in each region. An eﬃcient option is to consider a triangle
quadrature and a tensor product of 1D Gaussian quadratures in quadrilateral regions.
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Figure C.6: Numerical integration for 2D NEFEM: subdivision of the rectangle R =
[λe1, λ
e
2]×[0, 1] to design a numerical quadrature taking into account changes of NURBS
parametrization C(λ) at points marked with 
In NEFEM, changes of NURBS deﬁnition are easily accommodated using appli-
cation ψ, see Equation (B.3). The piecewise deﬁnition of the boundary also induces
a piecewise deﬁnition of the mapping ψ. The rectangle R is subdivided using the
breakpoints, as represented in Figure C.6, and a numerical quadrature in R is deﬁned
in terms of 1D Gaussian quadratures. A composite 1D Gauss quadrature is used in
parameter λ to take into account the discontinuous nature of the NURBS parametriza-
tion. In the other parameter, ϑ, exact integration is feasible as commented in Section
B.2.1.
For NEFEM, the proposed strategy to perform the numerical integration in 2Ds
can be easily extended to 3D, see the details in Sections 2.3 and B.2. Changes of
NURBS parametrization inside a curved face are easily treated in NEFEM. The para-
metric triangle Λe is subdivided according to the changes of NURBS parametrization,
and numerical quadratures are deﬁned in each subregion, see Figure C.7 (a) and
Section 2.3.
For p-FEM in 3D, the deﬁnition of a numerical quadrature on the reference tetrahe-
dral accounting changes of NURBS deﬁnition is more complicated. The generalization
of the strategy adopted in 2D requires the subdivision of the reference tetrahedral ele-
ment to account changes of NURBS surface parametrization, see an example in Figure
C.7 (b). In this example a tetrahedron, a hexahedron and two prisms are obtained
after subdivision, but, in general, other subregions are possible. Thus, a simple option
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Figure C.7: Subdivisions to design a numerical quadrature taking into account changes
of NURBS deﬁnition: (a) on the prism Λe × [0, 1] for 3D NEFEM, and (b) on the
reference tetrahedral for 3D p-FEM
to deﬁne a quadrature on the reference element is to use further subdivision to obtain
only tetrahedral subregions. Then, a composite quadrature may be deﬁned on the
reference element based on standard tetrahedral quadratures. In fact, a usual practice
to facilitate the implementation of p-FEM in 3D is to consider a polynomial approx-
imation of the boundary. For instance, in Coyle and Ledger (2005) a least-squares
approximation of the exact boundary is considered in a p-FEM context. Although
the polynomial approximation of the boundary can be selected to satisfy continu-
ity requirements across element interfaces, see Luo et al. (2001), the exact boundary
representation is no longer maintained for an ease of implementation.
Appendix D
Discontinous Galerkin methods for
electromagnetic scattering
Computational electromagnetics cover a wide range of applications in diﬀerent areas,
like aeronautics, medicine, ground ﬂoor detection and optics. In the context of elec-
tromagnetic scattering, nowadays many applications need to simulate high frequency
problems, in which classical methods require extremely reﬁned meshes to overcome
the dispersion associated with the propagation of the waves, see Morgan et al. (2000)
or Hachemi et al. (2004). Reference Ainsworth (2004) quantiﬁes the dispersion that
occurs in high frequency wave propagation, also showing that it is best overcome by
the use of high order methods. Consequently, many authors have focused their inter-
est in the numerical solution of Maxwell’s equations by means of high-order elements,
see, among others, Ganesh and Graham (2004), Chen et al. (2005) and Ledger and
Morgan (2005). In particular, DG methods, see a recent review by Cockburn (2004),
have become very popular in the last years for the solution of Maxwell’s equations in
the time-domain, see Hesthaven and Warburton (2002), Kabakian et al. (2004) and
Chen et al. (2005) among others.
In this appendix the application of DG methods to electromagnetic scattering
problems is reviewed. First, the transient Maxwell’s equations and the electromag-
netic scattering problem are recalled. Boundary conditions arising in electromagnetic
scattering applications are detailed. Secondly, the DG formulation of the conservative
form of Maxwell’s equations is reviewed. Particular emphasis is placed on the weakly
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imposition of boundary conditions.
D.1 Electromagnetic scattering problems
For a linear isotropic material of relative permittivity ε and relative permeability μ,
and assuming that there are no current sources in the material, the time dependent
Maxwell’s equations in diﬀerential dimensionless form become
∂B
∂t
= −∇×Et (D.1)
∂D
∂t
= ∇×H t (D.2)
∇ ·D = 0 (D.3)
∇ ·B = 0, (D.4)
where Et is the total electric ﬁeld, H t the total magnetic ﬁeld, D the electric ﬂux
density and B the magnetic ﬂux density. This set of equations is closed with the
constitutive laws
D = εEt, B = μH t.
Remark 2. Divergence conditions, (D.3) and (D.4), are redundant because they can
be derived from the curl equations (D.1) and (D.2), provided that initial conditions
are divergence-free.
Electromagnetic scattering problems model the interaction between an incident
electromagnetic wave and a general scatterer in an unbounded domain Ω∞. The total
electric and magnetic ﬁelds, Et and H t respectively, are usually split into incident
and scattered ﬁeld components
Et = Ei + E, H t = H i + H ,
where superscript i refers to the incident ﬁeld, and E = (E1, E2, E3)
T and H =
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(H1, H2, H3)
T are the scattered electric and magnetic ﬁeld intensity vectors. The
incident ﬁeld is chosen to satisfy Maxwell’s equations in free space and, therefore, the
numerical scheme is designed to solve only the scattered ﬁelds. This is usually referred
to as the scattered ﬁeld formulation (Taﬂove, 1995). Note that a major advantage of
the scattered ﬁeld formulation is that the incident ﬁeld is imposed exactly on the
surface of the scatterer. Whereas a total ﬁeld formulation needs to propagate the
incident ﬁeld through the mesh to reach the obstacle, and the imposed ﬁeld on the
scatterer suﬀers from dispersion errors.
Maxwell’s curl equations for the scattered ﬁeld can be written as a linear hyperbolic
system of conservation laws
∂U
∂t
+
∂F k(U )
∂xk
= S(U ), (D.5)
where Einstein summation notation is assumed. In 3D the vector of conserved quan-
tities U and the ﬂuxes F k are
U =
(
εE
μH t
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
εE1
εE2
εE3
μH1
μH2
μH3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, F 1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
H3
−H2
0
−E3
E2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, F 2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−H3
0
H1
E3
0
−E1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, F 3 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
H2
−H1
0
−E2
E1
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and the source term S is given by
S =
⎛⎜⎝ (1− ε)∂E
i
∂t
(1− μ)∂H
i
∂t
⎞⎟⎠ .
In 2D, the hyperbolic system (D.5) decouples into the Transverse Electric (TE)
and Transverse Magnetic (TM) modes. The vector of conserved quantities, the ﬂuxes
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and the source are given by
U =
⎛⎜⎜⎝
εE1
εE2
μH3
⎞⎟⎟⎠ , F 1 =
⎛⎜⎜⎝
0
H3
E2
⎞⎟⎟⎠ , F 2 =
⎛⎜⎜⎝
−H3
0
−E1
⎞⎟⎟⎠ , S =
⎛⎜⎜⎜⎜⎜⎝
(1− ε)∂E
i
1
∂t
(1− ε)∂E
i
2
∂t
(1− μ)∂H
i
3
∂t
⎞⎟⎟⎟⎟⎟⎠ ,
for the TE mode, and
U =
⎛⎜⎜⎝
μH1
μH2
εE3
⎞⎟⎟⎠ , F 1 =
⎛⎜⎜⎝
0
−E3
−H2
⎞⎟⎟⎠ , F 2 =
⎛⎜⎜⎝
E3
0
H1
⎞⎟⎟⎠ , S =
⎛⎜⎜⎜⎜⎜⎝
(1− μ)∂H
i
1
∂t
(1− μ)∂H
i
2
∂t
(1− ε)∂E
i
3
∂t
⎞⎟⎟⎟⎟⎟⎠ , (D.6)
for the TM mode. Note that in free-space the source term vanishes because ε = μ = 1.
For plane wave scattering the electric incident ﬁeld is expressed as
Ei = p cos(wt− k · x)
where x = (x, y, z) is the position vector, ω = 2π/λ is the angular frequency, and the
vectors p and k are deﬁned as
k = ω
⎛⎜⎜⎝
cosφi sin θi
sinφi sin θi
cos θi
⎞⎟⎟⎠ , p =
⎛⎜⎜⎝
Eiθ cos θ
i cosφi − Eiφ sinφi
Eiθ cos θ
i sinφi + Eiφ cosφ
i
−Eiθ sin θi
⎞⎟⎟⎠ .
The selection of the parameters Eiφ, E
i
θ and the angles φ
i and θi (usually in spherical
coordinates) determine the polarization of the incident wave, see Ledger et al. (2007)
for more details.
Remark 3. Although divergence conditions (D.3) and (D.4) are redundant at a con-
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tinuous level, see Remark 2, they can not be neglected in a numerical method. If they
are neglected, the numerical solution of (D.5) results in computed ﬁelds that exhibit
an oﬀset caused by a spurious component. In this work, the oﬀset is avoided by using
a modiﬁed incident ﬁeld, deﬁned by
Ei =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 wt ≤ k · x
wt− k · x
2π
p cos(wt− k · x) 0 < wt− k · x ≤ 2π
p cos(wt− k · x) 2π < wt− k · x.
This adjustment is designed to make the spurious ﬁeld vanish when the incident ﬁeld
reaches the correct value at the complete surface of the scatterer, see further details
in Kangro and Nicolaides (1997). This approach is used in the numerical examples
shown in Chapter 3.
D.1.1 Boundary conditions and interfaces
Two boundary conditions are usual in electromagnetic scattering applications: bound-
ary conditions at material interfaces, such as the interface between free-space and the
scatterer, and boundary conditions at inﬁnity.
Let us consider an interface between two materials. The boundary condition across
such an interfaces is
n×EL = n×ER, (D.7)
n×HL = n×HR, (D.8)
n · (εLEL) = −n · (εRER) (D.9)
n · (μLHL) = −n · (εRHR) (D.10)
Conditions (D.7) and (D.8) are appropriate when considering the Maxwell’s curl equa-
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tions (D.1) and (D.2). Equations (D.9) and (D.10) are the corresponding condition
for the Maxwell’s divergence equations (D.3) and (D.4). Since the conservation form
(D.5) is just an alternative form for expressing the Maxwell’s curl equations, only
the conditions (D.7) and (D.8) must be considered, expressing the continuity of the
tangential electric ﬁeld across the interface. The superscripts L and R indicate the
ﬁeld values on either side of the interface, and n denotes the outward unit normal in
the direction from L to R.
In several applications, the scatterer consists of a highly (electrically) conducting
material that prevents the penetration of the electromagnetic ﬁelds inside. Such
scatterers are called perfect electric conductors (PECs). On the surface of a PEC
scatterer, the boundary conditions are
n×E = −n×Ei, (D.11)
n ·H = −n ·H i
Again, only the condition (D.11) is appropriate when considering the Maxwell’s curl
equations. The implementation of boundary conditions at material interfaces is de-
tailed in Section D.2.1.
To ensure uniqueness of the solution in an exterior domain, electric and magnetic
ﬁelds must satisfy the Silver-Mu¨ller radiation conditions
lim
r→∞
(
x× (∇×E) + r∂E
∂t
)
= 0, lim
r→∞
(
x× (∇×H) + r∂H
∂t
)
= 0, (D.12)
where r = ‖x‖2.
The unbounded domain Ω∞ is usually truncated in order to get a ﬁnite compu-
tational domain Ω. Then, Silver-Mu¨ller radiation conditions are approximated by
an absorbing boundary condition (ABC), imposed in the artiﬁcial boundary (Givoli,
1992), or by using a PML (Berenger, 1994). In fact, it is standard to terminate a
PML with a low-order ABC in order to provide better absorption of the outgoing
waves, see Jin and Chew (1996). In this appendix a ﬁrst-order approximation of the
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Silver-Mu¨ller radiation conditions is detailed. In Appendix E two PMLs are discussed,
optimized and compared in the context of high-order DG methods.
D.1.2 The Radar Cross Section
The radar cross section (RCS) is one of the most important quantities of interest in
electromagnetic scattering problems. It provides a description of how an object reﬂects
an incident electromagnetic wave (Harrington, 1961). For example, the scattering
width is deﬁned in 3D as
χ(φ, θ) = lim
r→∞
4πr2
|ES3 |2
|Ei3|2
= lim
r→∞
4πr2
|HS3 |2
|H i3|2
.
where φ and θ are the viewing angles, see Balanis (1989). In 2D the scattering with
is deﬁned as
χ(φ) = lim
r→∞
2πr
|HS3 |2
|H i3|2
,
for the TE mode, and
χ(φ) = lim
r→∞
2πr
|ES3 |2
|Ei3|2
,
for the TM mode. Typically, the RCS (per unit area/length) is measured in Decibels,
this conversion is achieved by computing
RCS = 10 log10(χ). (D.13)
When only near ﬁeld data is available, the RCS can be evaluated by performing
a near-to-far ﬁeld transformation, for further details see ? or ?Balanis (1989). For
instance, the application of a near-to-far ﬁeld transformation leads to the following
alternative expression for the scattering width in 3D
χ(φ, θ) =
k2
4π
(
|Lφ + Nθ|2 + |Lθ −Nφ|2
)
, (D.14)
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where
Nθ =
∫
S
(
J1 cos θ cosφ + J2 cos θ sinφ− J3 sin θ
)
ejk·x
′
dS ′,
Nφ =
∫
S
(
− J1 sinφ + J2 cosφ
)
ejk·x
′
dS ′,
Lθ =
∫
S
(
M1 cos θ cosφ + M2 cos θ sinφ−M3 sin θ
)
ejk·x
′
dS ′,
Lφ =
∫
S
(
−M1 sinφ + M2 cosφ
)
ejk·x
′
dS ′,
S is a closed surface enclosing the scatterer, usually the scatterer surface, j =
√−1, k
is the wave number, nS = (nS1 , n
S
2 , n
S
3 ) is the outward unit normal to S, M = −nS×Ef
and J = nS ×Hf are the electric and magnetic currents on S, respectively, and the
superscript f indicates the complex amplitudes of the ﬁelds in the frequency domain.
In 2D, the expression of the scattering width (D.14) is simpliﬁed. For the TE
mode the scattering width is computed as
χ(φ) =
k
4
∣∣∣∣∣
∫
C
(
(nC2 sinφ + n
C
1 cosφ)H3 +
√
μ
ε
(nC2 E
f
1 − nC1 Ef2 )
)
ejw(x cosφ+y sinφ)dl
∣∣∣∣∣
2
,
and for the TM mode,
χ(φ) =
k
4
∣∣∣∣∣
∫
C
(
(nC2 sinφ + n
C
1 cosφ)E3 +
√
ε
μ
(nC1 H
f
2 − nC2 Hf1 )
)
ejw(x cosφ+y sinφ)dl
∣∣∣∣∣
2
,
where C is a closed curve enclosing the scatterer and nC = (nC1 , n
C
2 ) is the outward
unit normal to C.
The RCS deﬁned in Equation (D.13) is usually referred as the bistatic RCS be-
cause, for a given incident ﬁeld, the scattering width χ is measured at all viewing
angles φ and θ. In industrial applications the monostatic RCS is also useful, which
is deﬁned as the bistatic RCS in the backscattered angle. Time-domain scattering
codes usually oﬀers the RCS output for a single angle of incidence and therefore, the
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incidentfield
scatterer
PML
Ω
Figure D.1: Setup of an electromagnetic scattering problem with a PML surrounding
the computational domain
computation of the monostatic RCS involves the simulation with diﬀerent incident
ﬁelds, being more expensive. A practical procedure to decide the number of angles
needed for an accurate monostatic computation is described by Schuh et al. (1994).
This reference recommends 36 computations for a monostatic computation with an
scatterer of characteristic length equal to the wavelength λ. Moreover, a postprocess
technique to enhance the quality of a monostatic computation is described. The idea
is approximating the monostatic RCS in the vicinity of a computed angle using the
bistatic RCS, see Schuh et al. (1994) for further details.
D.2 Discontinuous Galerkin formulation
This section reviews the DG discretization of a system of ﬁrst-order hyperbolic equa-
tions, such as the Maxwell’s curl equations written in conservative form (D.5). The
computational domain is assumed bounded, for instance the truncation of the un-
bounded domain Ω∞, considering an ABC or a PML surrounding the (bounded)
computational domain Ω, see Figure D.1.
In the bounded domain Ω, a regular partition of elements Ω =
⋃
e Ωe is assumed,
such that Ωi
⋂
Ωj = ∅, for i = j. Then, an element by element discontinuous approx-
imation space is considered, here, the space of polynomials of degree less or equal to
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p in Ωe, namely P
p(Ωe). The strong form (D.5) is multiplied by a vector of test func-
tions W ∈ [Pp(Ωe)]ncomp , where ncomp is the number of components of U (for Maxwell
equations, ncomp=6 in 3D and ncomp=3 in 2D). After integration in Ωe, and integration
by parts, the following equation is obtained
∫
Ωe
W · ∂U e
∂t
dΩ−
∫
Ωe
∂W
∂xk
· F k(U e) dΩ +
∫
∂Ωe
W · Fn(U e) dΓ =
∫
Ωe
W · S(U e) dΩ,
where U e denotes the restriction of U to the element Ωe, n is the outward unit normal
vector to ∂Ωe, and the normal ﬂux is deﬁned as
F n(U ) = F k(U )nk, (D.15)
with nk the kth component of n. As standard in DG methods, in order to take
into account the discontinuous nature of the approximation, the normal ﬂux at the
boundary of the element is replaced by a numerical normal ﬂux, F˜ n(U ,U
out), which
is evaluated in terms of the solution in the current element Ωe and the solution at
neighboring elements,
U oute (x) = lim
τ→0+
U e(x + τn) for x ∈ ∂Ωe. (D.16)
Introducing the numerical ﬂux, the DG weak form is given by
∫
Ωe
W · ∂U e
∂t
dΩ−
∫
Ωe
∂W
∂xk
· F k(U e) dΩ +
∫
∂Ωe
W · F˜ n(U e,U oute ) dΓ =∫
Ωe
W · S(U e) dΩ. (D.17)
Some conditions are required for the deﬁnition of a proper numerical ﬂux func-
tion: it must be conservative, Lipstchiz and verify some consistency conditions, see
Cockburn (2004). A natural choice for linear hyperbolic problems is the ﬂux splitting
technique described by Donea and Huerta (2005), which corresponds to an upwind
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approximation, see for instance Hesthaven and Warburton (2002), Kabakian et al.
(2004) and Chen et al. (2005). The normal ﬂux (D.15) is decomposed into incoming
ﬂux (superscript −) and outgoing ﬂux (superscript +)
F n(U ) = F
−
n (U ) + F
+
n (U ),
and the numerical ﬂux is computed as
F˜ n(U ,U
out) = F+n (U ) + F
−
n (U
out). (D.18)
The incoming and outgoing ﬂuxes corresponds to the information of the negative
and positive eigenvalues of the Jacobian matrix An =
∂Fn
∂U
. That is,
F−n(U ) = A
−
nU , F
+
n(U ) = A
+
nU ,
with
A+n =
1
2
(An + |An|) , A−n = 12 (An − |An|) .
Recall that if An = XΛX
−1 with Λ diagonal, then |An| = X|Λ|X−1.
After integration by parts of the second term in Equation (D.17), the following
equivalent DG weak form is obtained,
∫
Ωe
W · ∂U e
∂t
dΩ +
∫
Ωe
W · ∂F k(U e)
∂xk
dΩ +
∫
∂Ωe
W ·
[
F˜ n(U e,U
out
e )− F n(U e)
]
dΓ
=
∫
Ωe
W · S(U e) dΩ. (D.19)
Note that
F˜ n(U ,U
out)− F n(U ) = F−n (U out)− F−n (U ) = A−n U,
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where the jump operator is deﬁned as
U := U out −U .
Thus, in that case, the weak form (D.19) can also be written as
∫
Ωe
W ·∂U e
∂t
dΩ+
∫
Ωe
W ·
(
∂F k(U e)
∂xk
−S(U e)
)
dΩ+
∫
∂Ωe
W ·A−n U e dΓ = 0. (D.20)
At an internal face/edge between two elements, the expression of the boundary
term is
A−n U =
1
2
⎛⎝−n× H +√ εμn× (n× E)
n× E +√μ
ε
n× (n× H)
⎞⎠ . (D.21)
For the TE mode in 2D, the expression is
A−n U =
1
2
[
H3−
√
ε
μ
α
]⎛⎜⎜⎝
−n2
n1
−√μ
ε
⎞⎟⎟⎠ , (D.22)
where α := n1E2 − n2E1, and, for the TM mode
A−n U =
1
2
[
E3−
√
μ
ε
β
]⎛⎜⎜⎝
n2
−n1
−
√
ε
μ
⎞⎟⎟⎠ , (D.23)
where β := n2H1 − n1H2.
The DG weak form (D.20) is discretized in each element, leading to a system of
ordinary diﬀerential equations (ODEs)
M
dU
dt
+ R(U) = 0, (D.24)
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where U is the vector of nodal values (or approximation coeﬃcients in a more general
case), M is a block diagonal mass matrix and R(U) is the residual vector (see the
implementation details in Section D.3).
The ODE system (D.24) is advanced in time using a standard explicit fourth-
order Runge-Kutta scheme, see for instance Donea and Huerta (2005). The stability
condition requires a time step
Δt ≤ C˜ h
cp2
,
where C˜ is a constant, h is the minimum element size, c is the velocity of the electro-
magnetic wave, and p is the degree of the polynomial approximation. Note however,
that for large-scale computations a low-storage RK scheme provides an important
save in memory, see Sa´rma´ny et al. (2007) and references therein.
The time marching process is stopped when the relative error in the scattering
width between two consecutive cycles is small enough. A relative error in the RCS of
order 10−3 has been previously reported as being suﬃcient for engineering purposes
(Hesthaven and Warburton, 2002), and furthermore is better than achieved with other
numerical schemes, see Hachemi et al. (2004).
D.2.1 Boundary conditions and interfaces
At an inter-element boundary, U out is deﬁned as the solution in the neighboring
element, see Equation (D.16), but at an element boundary intersecting ∂Ω, U out is not
totally determined from the boundary conditions. For instance, at a PEC boundary,
the tangential component of the electric ﬁeld is given by Equation (D.11), but the
tangential component of the magnetic ﬁeld remains undetermined in the expression
of A−n U, see Equation (D.21).
As usual in the numerical solution of hyperbolic problems, Rankine-Hugoniot jump
conditions are applied in order to determine the unknown conditions, see LeVeque
(1992) and Donea and Huerta (2005). Rankine-Hugoniot conditions for a system of
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Figure D.2: Phase plane showing the characteristics for Maxwell equations
conservation laws such as (D.5) are
F n = λjU, (D.25)
where λj are the eigenvalues of the Jacobian matrix An, in 3D
λ1 = λ2 = −cL, λ3 = λ4 = 0, λ5 = λ6 = cR,
where cL =
1√
εLμL
and cR =
1√
εRμR
are the velocities of the electromagnetic wave
in the corresponding media, L and R. Rankine-Hugoniot conditions (D.25) must be
satisﬁed along the characteristics in the phase plane, see Figure D.2.
Material interface
At a material interface, only the tangential component of the electric ﬁeld is pre-
scribed, see Equations (D.7) and (D.8). Solving the linear system given by the
Rankine-Hugoniot jump conditions (D.25) in 3D, the following expressions are ob-
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tained for the tangential component of the ﬁelds on the interface
n×Eout = n× (cLεLE
L − n×HL) + (cRεRER + n×HR)
cLεL + cRεR
n×Hout = n× (cLμLH
L + n×EL) + (cRμRHR − n×ER)
cLμL + cRμR
. (D.26)
In 2D, the application of Rankine-Hugoniot conditions lead to the following expres-
sions
Hout3 =
cRμRH
R
3 + cLμLH
L
3 − (αR − αL)
cRμR + cLμL
,
αout =
cRεRα
R + cLεLα
L − (HR3 −HL3 )
cRεR + cLεL
.
for the TE mode, and
Eout3 =
cRεRE
R
3 + cLεLE
L
3 − (βR − βL)
cRεR + cLεL
,
βout =
cRμRβ
R + cLμLβ
L − (ER3 − EL3 )
cRμR + cLμL
,
for the TM mode.
Using the expressions of the tangential ﬁelds on the interface, the boundary term
is evaluated using Equations (D.21), (D.22) or (D.23), where E = Eout − EL and
H = Hout−HL for the left element, and E = Eout−ER and H = Hout−HR
for the right element.
Perfect electric conductors
The boundary term for a PEC boundary is obtained particularizing the equations for
a material interface in the case of a material of very high (electrical) conductivity.
Note that the tangential component of Eout is known, see Equation (D.11). The
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tangential components of Hout are obtained from Equation (D.26), that is,
n×Hout = n×H −
√
ε
μ
n× (n×Eout − n×E).
For the TE mode in 2D, αout is known from the incident ﬁeld, that is, αout = −αi,
and the transverse ﬁeld H3 is computed as
Hout3 = H3 −
√
ε
μ
α.
For the TM mode in 2D, the transverse ﬁeld Eout3 is known from the incident ﬁeld
and the tangential component of the magnetic ﬁeld is determined as
βout = βL +
√
ε
μ
E3.
Again, using the expressions of the tangential ﬁelds on the interface, the boundary
term is evaluated using Equations (D.21), (D.22) or (D.23).
Far ﬁeld boundary condition
The computational domain must be truncated and an artiﬁcial boundary condition
is necessary to approximate the Silver-Mu¨ller radiation conditions (D.12). Here a
PML is considered along the artiﬁcial boundary, see Appendix E. When a PML is
introduced, a low-order ABC conditions is usually introduced at the outer boundary
in order to provide better absorption of the outgoing waves (Jin and Chew, 1996).
Here a ﬁrst-order approximation of the Silver-Mu¨ller radiation conditions (D.12) is
considered. This approach corresponds to impose null incoming ﬂux at the outer
boundary. Thus, the numerical ﬂux (D.18) corresponds to
F˜ n(U ,U
out) = F+n (U ) = A
+
nU .
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or equivalently, the boundary term in the weak form (D.20) is given by
A−n U = −A−nU .
It is worth noting that this ﬁrst-order accurate ABC can be directly used, without
a PML, provided that the outer boundary is placed far enough from the scatterer.
This options is usually combined with coarsening of the mesh to eﬀectively dissipate
the waves before reaching the artiﬁcial boundary, see Kabakian et al. (2004).
D.3 Implementation details
In this section the computation of the residual vector of the DG semi-discrete system
(D.24) is detailed, and the ﬂowchart of the developed DG code for solving Maxwell’s
equations is presented.
D.3.1 Residual computation
In this section the computational of the residual vector of the semi-discrete system
(D.24) is detailed. First, the eﬃcient implementation for simplex elements with planar
faces proposed by Hesthaven and Warburton (2002) is recalled. Then, a detailed
discussion of the residual computation for curved elements is given, highlighting the
diﬀerences between curved FEs considered in Appendix C, that is, isoparametric FEs,
cartesian FEs, p-FEM and NEFEM.
For the sake of simplicity, the scalar convection equation is considered next,
ut + a ·∇u = 0.
The generalization for vector problems is straight-forward.
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For the convection equation, U = u is a scalar unknown and the ﬂuxes are
Fk(u) = aku, k = 1, . . . , nsd.
where a is the convection velocity.
The computation of the residual vector involve integration on element interiors
to compute the contribution of the divergence (and the source term if present), and
integration on element boundaries to compute the contribution of the boundary ﬂuxes,
that is
R(U) = FΩe + F∂Ωe . (D.27)
If a nodal interpolation of the solution is considered,
u 	 uh =
nen∑
j=1
ujNj
the expression of the divergence term in Equation (D.27) is given by
FΩei :=
nsd∑
k=1
ak
nen∑
j=1
(∫
Ωe
Ni
∂Nj
∂xk
dΩ
)
uj, (D.28)
F Γei :=
nen∑
j=1
(∫
∂Ωe
a−n Ni Nj dΓ
)
uj, (D.29)
Elements with planar faces
For elements with planar faces, a linear mapping is deﬁned between the reference
element and the physical element with planar faces, the isoparametric mapping given
by the coordinates of the vertices of Ωe. Then, integral (D.28) is computed in the
reference element I as
FΩei = |J |
nsd∑
k=1
ak
nsd∑
l=1
J−1l,k
nen∑
j=1
(∫
I
Ni
∂Nj
∂ξl
dΩ
)
uj,
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where |J | is the (constant) Jacobian of the linear mapping relating I and Ωe. Thus,
elemental matrices can be precomputed once for the reference element,
Cξl =
∫
I
Ni
∂Nj
∂ξl
dΩ,
and used in the computation of integral (D.28) for each element. That is,
FΩei = |J |
nsd∑
k=1
ak
nsd∑
l=1
J−1l,k
nen∑
j=1
Cξlij uj,
The computation of the ﬂux term (D.29) for planar faces is performed using the
same idea. A linear mapping between a reference face ΓI and the physical planar face
Γe is considered. Then, integral (D.29) is computed as
F Γei = a
−
n
nfn∑
j=1
(∫
ΓI
Ni Nj dΓ
)
uj.
Note that, in a planar face, a−n is constant due to the unique outward unit normal to
planar face. Note also that, the sum over element nodes is replaced by a sum over the
number of face nodes, nfn, because other shape functions over the complete planar
face.
Thus the computation of the ﬂux term for each planar face is carried out as
F Γei = a
−
n
nfn∑
j=1
mijuj
where
mij =
∫
ΓI
Ni Nj dΓ
is the mass matrix for the reference face, computed only once, and used in the com-
putation of the ﬂux term for each physical face.
Note that the linearity of Maxwell’s equations (constant A−n ) and the use of tri-
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angular or tetrahedral meshes (constant Jacobian) allows an eﬃcient implementation
of the DG method. This is usually referred as the quadrature free implementation of
DG methods (Atkins and Shu, 1998).
Curved elements
For curved elements, the computation of integral (D.28) is diﬀerent depending on the
curved FE technique considered, see Appendix C.
When the interpolation is deﬁned in the reference element (isoparametric FEs and
p-FEM), the element integral (D.28) is computed as
FΩei =
nsd∑
k=1
ak
nsd∑
l=1
nen∑
j=1
(∫
I
NiJ
−1
l,k
∂Nj
∂ξl
|J | dΩ
)
uj,
where |J | is the Jacobian of the non-linear mapping relating local and cartesian co-
ordinates (isoparametric mapping for isoparametric FEs and an exact mapping for
p-FEM). If a cartesian interpolation is considered (cartesian FEs and NEFEM), the
element integral (D.28) is computed as described in Appendix C. In any case, for
curved elements it is necessary to perform numerical integration for each element.
Similarly, when the interpolation is deﬁned in a reference element, integral of the
ﬂux term (D.29) is computed as
F Γei =
nfn∑
j=1
(∫
ΓI
a−n Ni Nj|J | dΓ
)
uj,
and, when the interpolation is directly deﬁned in cartesian coordinates, the ﬂux term
is computed as
F Γei =
nen∑
j=1
(∫
Ωeh
a−n Ni Nj dΓ
)
uj,
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for cartesian FEs, and
F Γei =
nen∑
j=1
(∫
Ωe
a−n Ni Nj dΓ
)
uj,
for NEFEM. Note that the diﬀerence between cartesian FEs and NEFEM is in the
domain of integration. For cartesian FEs, the integral is computed over the (approxi-
mated) computational element Ωeh whereas NEFEM considers the exact geometry of
the physical element Ωe, see Appendix C. Note also that the sum is deﬁned over nen
for cartesian approximations, whereas the sum is deﬁned over nfn if the interpolation
is deﬁned in local coordinates, see the discussion of Section B.1.
D.3.2 Developing a code for solving Maxwell’s equations
The ﬂow chart of the developed code for solving Maxwell’s equations with a DG
formulation is depicted in Figure D.3.
The computation starts with some geometric deﬁnitions such as the tetrahedral
mesh, the information of the reference element and the information of faces that are
classiﬁed into interiors, PEC or ABC. The geometric information in blue, parametric
coordinates of boundary nodes, is only necessary for methods with an exact boundary
representation, that is for p-FEM and NEFEM.
Before starting the time integration process elemental matrices for the reference
element and reference face are precomputed. The initial condition is loaded (usually
zero ﬁelds everywhere) and the time marching process starts. For each time step,
the computation of the residual vector is performed with a loop on faces to compute
the ﬂux term (D.29), and a loop on elements to compute the divergence term (D.28).
Alternatively, it is possible to implement a single loop on elements and a loop on
element faces inside, but note that the proposed implementation is more eﬃcient. For
a given face the contribution of (D.28) to the residual vector is computed for left and
right elements at the same time.
146 Discontinous Galerkin methods for electromagnetic scattering
Initialization
Initial condition and time
Tolerance for time-harmonic steady state  
Loop on time steps
Residual vector computation
Scattered fields and RCS
Compute Radar Cross Section
Loop on faces
Loop on elements
Compute outward unit normal to the face
Compute
Add contribution to the residual vector
Compute hyperbolic fluxes
Compute PML source term (if necessary)
Compute mass and convection matrices
Multiply by            (if necessary)
YES
NO
NO
YES
Complete cycle?
Steady state?
A−n U
M−1
Compute source term
Geometric definitions
Tetrahedral mesh
Reference element information
Face classification (interiors, PEC, ABC,...)            
Element classification (free-space, PML,...)
NURBS surfaces, parameters of each 
node and pointer to the NURBS
Simulation parameters
Material parameters
Frequency and incidence angle
Elemental matrices (mass and convection) 
for the reference element
Elemental mass matrix for the reference face
Precomputed information
   Compute          (constant)Δt
Add contribution to the residual vector
Face loop finished?
Element loop finished?
YES
NO
NO
Figure D.3: Flowchart of the developed code for solving Maxwell’s equations with a
DG formulation
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For each face, the outward unit normal n is computed as
n =
1
‖tF‖(t
F
2 ,−tF1 ), n =
tF × t̂F
‖tF × t̂F‖ ,
in 2D and 3D respectively, where tF and t̂F deﬁne the tangent directions to the face.
For planar faces tF = x2−x1 and t̂F = x3−x1, where xk, k = 1 . . . nsd, are the co-
ordinates of the face vertices. For curved faces with an isoparametric (approximated)
boundary representation
tF =
(
nfn∑
j=1
xj
∂Nj
∂ξ
,
nfn∑
j=1
yj
∂Nj
∂ξ
,
nfn∑
j=1
zj
∂Nj
∂ξ
)
,
and
t̂F =
(
nfn∑
j=1
xj
∂Nj
∂η
,
nfn∑
j=1
yj
∂Nj
∂η
,
nfn∑
j=1
zj
∂Nj
∂η
)
,
where (xj, yj, zj) are the coordinates of the nfn face nodes. Finally, when an exact
boundary representation is considered, tangent directions are computed using the
NURBS parametrization. In 2D, tF = C ′ and, in 3D, tF =
∂S
∂λ
and t̂F =
∂S
∂κ
.
The computation of the boundary term A−n U is detailed in the previous section.
Diﬀerent expressions are used for internal faces, PEC faces, boundary faces or material
interfaces. The face classiﬁcation in the ﬁrst step of the ﬂow chart allows to identify
the expression of A−n U to be used in each face. Then, the contribution of the
ﬂux (boundary) term is added to the residual vector. Recall that using a cartesian
interpolation all positions of the residual vector corresponding to element nodes are
aﬀected, whereas with an interpolation deﬁned in local coordinates only positions
corresponding to face nodes are modiﬁed.
Next, the contribution of the divergence term is computed with a loop on elements.
The expression of the hyperbolic ﬂuxes corresponding to the conservative form of
Maxwell’s equations is given in Section D.1. When a PML is used, see next Appendix,
an extra source term is computed for elements lying in the absorbing region. The
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computation of mass and convection matrices is diﬀerent for elements with planar
faces and curved elements, as detailed in Section D.3.1. Finally, if needed, the residual
vector is multiplied by the inverse of the mass matrix. Note that the mass matrix is
block diagonal and, therefore, the multiplication can be done inside the element loop,
element by element. In addition, for planar element, the inverse of the mass matrix
of the reference element can be precomputed and used for each element.
After each time step, if a complete cycle is performed, the RCS is computed and
compared with the RCS of the previous cycle. If the relative diﬀerence is small enough
the time-harmonic steady state is reached and the computation ﬁnishes. In fact, the
stop criteria is checked over the scattering width to avoid slow convergence when
singularities associated to the logarithmic scale of the RCS are present. The outputs
of the computation are the scattered ﬁelds and the RCS.
Appendix E
Comparison of two Perfectly
Matched Layers
The numerical simulation of electromagnetic scattering problems involves approxi-
mating the interaction between a known incident ﬁeld and a scatterer. The scattered
ﬁeld produced by this interaction is a wave that propagates outwards towards inﬁn-
ity. There are many possible approaches to the numerical solution of this problem,
reference Givoli (1992) presents an overview. Of these approaches, methods based
on boundary integral equations (Amini and Kirkup, 1995), inﬁnite elements (Bett-
ess, 1992), non-reﬂecting boundary conditions (Givoli, 1992), and absorbing layers
are widely used. In particular, methods based on absorbing layers involve truncation
of the inﬁnite domain, and absorbing the outgoing scattered waves at the truncated
boundary through the addition of an artiﬁcial layer of material surrounding the com-
putational domain. The absorbing layer known as the perfectly matched layer (PML),
in which the waves are absorbed exponentially without reﬂection, see Berenger (1994),
Abarbanel and Gottlieb (1998) and Turkel and Yefet (1998), is popular in the CEM
community.
The ﬁrst PML was introduced by Berenger (1994) to solve Maxwell’s equations in
the time-domain using a ﬁnite diﬀerence (FD) scheme. A splitting of the electric and
magnetic ﬁelds is undertaken in an extra layer surrounding the computational do-
main, and, within this layer, an artiﬁcial conductivity is introduced in order to absorb
the outgoing waves. The success of this method motivated several enhancements, and
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the extension to other numerical methods, such as the FEM, see Polycarpou et al.
(1996), or the FV method, see Bonnet and Poupaud (1997). From a computational
point of view, the main disadvantage of the Berenger PML is the increase on com-
putational memory requirements due to ﬁeld splitting, which can be considerable for
three dimensional large-scale problems. Abarbanel et al. (2006) propose a new PML
in which no splitting of the ﬁelds is undertaken. Therefore, it is a good alternative
for large-scale simulations. To the best of our knowledge no previous experience has
been reported with this novel approach. This is a considerable oversight as numerical
experimentation is crucial to obtain the best performance of a PML.
This appendix presents a numerical study to select the optimal parameters for both
the Berenger and the non-linear PMLs in the context of high-order DG methods. A
comparison is presented in terms of accuracy, and some comments are given about
memory requirements.
E.1 Perfectly Matched Layers (PMLs)
This section is devoted to recall the classical Berenger PML proposed by Berenger
(1994) and the non-linear PML recently proposed by Abarbanel et al. (2006).
In order to introduce the PML, the computational domain is ﬁrst enlarged. This
layer, which makes up the PML, is deﬁned by ΩPML =
3⋃
i=1
ΩPMLi , where
ΩPML1 = {(x, y);x ∈ [−A,−a] ∪ [a,A], y ∈ [−b, b]}
ΩPML2 = {(x, y);x ∈ [−a, a], y ∈ [−B,−b] ∪ [b, B]}
ΩPML3 = {(x, y);x ∈ [−A,−a] ∪ [a,A], y ∈ [−B,−b] ∪ [b, B]},
and as illustrated in Figure E.1. Note that the computational domain Ω is assumed
to be with rectangular exterior boundary [−a, a]× [−b, b].
In this layer a non-physical conductivity σ = σ1 + σ2 is introduced in order to
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Figure E.1: Design of a two dimensional PML
absorb the outgoing waves. For a given point x = (x, y), the conductivity is deﬁned
as
σ1 =
{
σ0
( x− a
A− a
)n
if x ∈ ΩPML1 ∪ ΩPML3
0 otherwise ,
and
σ2 =
{
σ0
( y − b
B − b
)n
if x ∈ ΩPML2 ∪ ΩPML3
0 otherwise .
It is important to note that the non-physical conductivity is assumed to have a poly-
nomial proﬁle in the absorbing layer, being zero in free-space. The parameter n is
the degree of absorption and σ0 is the maximum conductivity in the absorbing layer.
The PML region is usually terminated using a zero tangential electric ﬁeld condition
(n × E = 0) or a characteristic boundary condition. In this work a characteristic
boundary condition is used throughout, which corresponds to a ﬁrst-order approxi-
mation of the Silver-Mu¨ller radiation condition, see Appendix D.2.1. Nevertheless,
it is worth remarking that when the simulations reported here were repeated with a
zero tangential electric ﬁeld condition no substantial diﬀerences were obtained. How-
ever, important diﬀerences between these two alternatives are observed if the PML
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thickness is reduced, see Jin and Chew (1996) for further details.
In the following, the 2D TM mode, given by Equations (D.5) and (D.6) in Ap-
pendix D.1, is considered as a model problem. Both the Berenger and the non-linear
PMLs are reviewed, and some comments are given about their implementation in a
DG framework.
E.1.1 The Berenger PML
Following Bonnet and Poupaud (1997), Maxwell system augmented with a Berenger
PML can be written in conservative form as
∂Uˆ
∂t
+
∂Fˆ k(Uˆ )
∂xk
= Sˆ(Uˆ ) + SB(Uˆ ),
where
Uˆ =
(
U
εEy3
)
, Fˆ 1 =
(
F 1
0
)
, Fˆ 2 =
(
F 2
H1
)
, Sˆ =
(
S
0
)
,
SB =
⎛⎜⎜⎜⎜⎜⎝
−σ2H1
−σ1H2
(σ1 − σ2)Ey3 − σ1E3
−σ2Ey3
⎞⎟⎟⎟⎟⎟⎠ ,
and U , F k and S are deﬁned in Equation (D.6) in Appendix D.1.
Note that the transverse ﬁeld is split as E3 = E
x
3 + E
y
3 . The ﬁrst three equations
are exactly the same as the classical Maxwell system with an extra source term. The
fourth equation introduces a non-physical variable Ey3 that should be stored and solved
in order to obtain the numerical solution of the complete system.
If a DG formulation is adopted, a new numerical ﬂux must be deduced for the
fourth equation. For example, for the two dimensional TM mode, the expression of
the new numerical ﬂux for an interior face in the PML region is
f˜n =
1
2
(Hout1 + H1)n2 −
c
2
E3n
2
2,
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see Bonnet and Poupaud (1997) for further details.
E.1.2 The non-linear PML
The non-linear PML proposed by Abarbanel et al. (2006) can be written as the stan-
dard Maxwell system augmented with a non-linear source term
∂U
∂t
+
∂F k(U )
∂xk
= S(U ) + SN(U ),
where U , F k and S are deﬁned in Equation (D.6) in Appendix D.1. For the 2D TM
mode the non-linear source term is given by
SN =
⎛⎜⎜⎜⎝
−σ2H1
−σ1H2
− E3
M2
(σ1H
2
2 − σ2H21 )
⎞⎟⎟⎟⎠ ,
where M2 = ι(H21 +H
2
2 )+(1− ι)E23 , and ι is a free parameter. As noted by Abarbanel
et al. (2006), the source term is not well deﬁned when E = H = 0. This could possibly
occur if the initial conditions correspond to zero ﬁelds or if complete absorption of the
ﬁeld takes place within the PML layer. To overcome this problem it is convenient to
deﬁne M2 = ι(H21 +H
2
2 ) + (1− ι)E23 + ς where ς is a regularization parameter, which
is usually chosen to be lower than the truncation error. Moreover, in Abarbanel et al.
(2006) the value of ι = 1/2 is recommended.
In all the numerical examples presented in this work the parameters ι = 1/2 and
ς = 10−6 have been adopted for the non-linear PML. Through numerical experimen-
tation it was found that no better performance could be obtained if other parameters
are adopted. For example, using ς = 10−12 produces results which are practically
indistinguishable form those obtained with ς = 10−6. However, using ι = 1 or ι = 0
sometimes lead to results that are not as accurate as those obtained by using ι = 1/2.
Remark 4. The non-linear character of the source term introduced in the PML region
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is not a disadvantage when an explicit time marching is used, but special attention
should be paid to this property if an implicit time integration is preferred, see Persson
and Peraire (2006a).
E.2 Validation
The numerical test considered for the validation of the PML is the propagation of
a transient pulse in the 2D square domain [−50, 50]2, see Abarbanel et al. (2006).
The computational domain is surrounded by a PML of thickness 10 and it is termi-
nated by a characteristic boundary condition. The initial condition is H1(x, y, 0) =
H2(x, y, 0) = 0, and
E3(x, y, 0) = e
− ln 2
(
x2+y2
9
)
. (E.1)
Figure E.2 shows the electric and magnetic ﬁelds at diﬀerent times. The initial
condition of Equation (E.1) generates a transient pulse that propagates from the origin
outwards toward the inﬁnity. When the pulse enters in the PML region an eﬃcient
absorption of the waves is observed. To measure absorption accuracy, a reference
solution computed over a much larger domain is considered. The larger domain is
deﬁned as [−350, 350]2 in order to ensure that no outgoing waves are reﬂected back
into the domain at time t = 250. The numerical solution is compared with the
reference solution over the line Γerr = {(x, y) | x = −40, y ∈ [−40, 40]}. Following
Abarbanel et al. (2006), the time evolution of the L2(Γerr) error is represented in
Figure E.3 for a polynomial approximation with p = 4. The results are very close
to the results for the non-linear PML presented in Abarbanel et al. (2006) with a
fourth-order FD scheme.
A comparison of the Berenger and the non-linear PMLs reveals important diﬀer-
ences in accuracy, but recall that, for a given spatial discretization, the non-linear
PML is more computationally eﬃcient and it requires less memory than the Berenger
PML, see the comparison in Section E.4. Finally, it is worth to remark that the PML
parameters for this example are extracted from Abarbanel et al. (2006) to compare
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(a) H1 (b) H2 (c) E3
Figure E.2: Propagation of a pulse in a square domain: snapshots of the numerical
solution at diﬀerent times
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Figure E.3: Propagation of a pulse in a square domain: time evolution of the L2(Γerr)
error for Berenger and non-linear PMLs
and validate the results, but the best performance of a PML requires an optimization
of some parameters, see the next section.
E.3 Optimization of parameters
The design of an eﬃcient PML, which minimizes reﬂections back in to the compu-
tational domain, requires the selection of several parameters such as the thickness of
the PML region, the degree of absorption, and the maximum conductivity inside the
PML, see Appendix E.1. For the classical Berenger PML, several papers can be found
with diﬀerent recommendations about these parameters. Nevertheless, the choice of
optimal PML parameters depends on the numerical method considered, and, there-
fore, diﬀerent recommendations can be found in a FV context (Bonnet and Poupaud,
1997), in a low-order FE context (Hachemi et al., 2004) or in FD methods (Taﬂove,
1995). For the non-linear PML no previous experience is available. This novel absorb-
ing layer was proposed in Abarbanel et al. (2006) but no eﬀort was made to investigate
optimal parameters.
In this section a numerical study is presented in order to determine the optimal
parameters for both the Berenger and the non-linear PMLs, in the context of high-
order DG methods. The numerical test considers the TM mode where an incident
E.3 Optimization of parameters 157
plane wave travelling in the x+ direction is scattered by a PEC cylinder. To avoid
errors caused by a non-exact representation of the curved boundary the NURBS-
enhanced ﬁnite element method (NEFEM) is adopted. In all the computations the
solution is advanced in time using an explicit fourth-order Runge-Kutta scheme until
the time-harmonic steady state is reached.
Following Taﬂove (1995) the maximum conductivity in the PML region is deﬁned
in terms of the reﬂection error as
σ0 =
n + 1
2d
R,
where n is the degree of absorption, d is the layer thickness, and the reﬂection error is
e−R. In the numerical experiments in this section the degree of absorption n is varied
from 0 to 4, the parameter R is increased from 0 to 20 in increments of 2, d is taken to
be λ and 2λ, where λ denotes the wavelength of the incident ﬁeld, and the minimum
distance between the scatterer and the PML is ﬁxed as λ.
For a series of PEC cylinders at diﬀerent frequencies, the error in the RCS is
computed using the exact RCS of the PEC cylinder, see Harrington (1961) or Balanis
(1989). In each case, the error associated with the converged DG solution for diﬀerent
PML parameters n, R and d is computed.
The ﬁrst test case consists of a cylinder of diameter 2λ. A coarse mesh with only
four elements for the discretization of the curved boundary is considered and high-
order approximations are used to properly capture the solution. Figure E.4 shows
the computational mesh, transverse scattered ﬁeld E3, and the RCS. The solution is
computed using a degree of interpolation p = 8 and the non-linear PML of thickness
λ with optimized parameters R = 8 and n = 2.
Figure E.5 shows the errors in the RCS, associated with the Berenger PML for a
cylinder of diameter 2λ and p = 8, as a function of the parameter R. In this ﬁgure,
the two plots show the errors associated with PMLs of thickness λ and 2λ, and on
these plots the diﬀerent line types are associated with diﬀerent values of n.
When a thickness of λ is considered, the best performance of the PML is achieved
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Figure E.4: Scattering by a PEC cylinder of diameter 2λ with optimal PML param-
eters
0 2 4 6 8 10 12 14 16 18 20
-4
-3
-2
-1
0
R
lo
g
10
(R
C
S
e
rr
or
)
(a) Thickness λ
0 2 4 6 8 10 12 14 16 18 20
-4
-3
-2
-1
0
R


n=0
n=1
n=2
n=3
n=4
lo
g
10
(R
C
S
e
rr
or
)
(b) Thickness 2λ
Figure E.5: Berenger PML: error in the RCS as a function of R and n for the cylinder
of diameter 2λ, with a degree of interpolation p = 8
using a linear or quadratic degree of absorption. In this case, not only the lowest
error is obtained, but also the error is independent of R if a suﬃciently large value is
considered. For n > 2, RCS error is highly dependent on the value of the R parameter
(i.e. on the maximum conductivity in the PML). For instance, with n = 4 and R = 6
the PML performs three times better than using n = 4 and R = 20. Zero degree of
absorption (corresponding to a constant value of the conductivity in the PML) gives
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the worst results in all the experiments, with an error two orders of magnitude higher
than using n > 0. In this case, the discontinuity in the material parameters between
free-space region and the absorbing layer produces spurious reﬂections deteriorating
the numerical solution near the scatterer. When the thickness is increased to 2λ, the
error obtained when n > 0 and R ≥ 6 is independent of R and n, see Figure E.5. This
is an important feature of this PML, that is, an eﬃcient absorption of the outgoing
waves for an extensive range of its parameters.
Figure E.6 shows the errors in the RCS, associated with the non-linear PML for
a cylinder of diameter 2λ and p = 8, as a function of the parameter R. With a layer
of thickness λ the RCS error shows a strong dependence on the PML parameters.
The lowest error and consequently the best performance of the non-linear PML is
observed for a quadratic degree of absorption and a value of R = 6 or R = 8. Other
choices may represent an important loss of accuracy. For instance, the RCS error with
n = 2 and R = 8 is one order of magnitude lower than using n = 4 and R = 16.
Important diﬀerences are found when a PML of thickness 2λ is considered. First, an
optimal choice of the PML parameters provides lower errors than those obtained with
thickness λ. This fact indicates that PML error dominates over the discretization
error in the computations with a layer of thickness λ. Moreover, a weaker dependence
of the RCS error on the PML parameters is observed when a suﬃciently large value
of R is considered, as was previously found with the Berenger PML.
The second test case consists of a cylinder of diameter 4λ, which is used in order
to investigate how the choice of the parameters R, d and n aﬀect the performance
of the Berenger and non-linear PMLs at a higher frequency. Figure E.7 shows the
computational mesh, transverse scattered ﬁeld E3, and the RCS. The solution is
computed using a degree of interpolation p = 8 and the non-linear PML of thickness
λ with optimized parameters R = 8 and n = 2.
Figure E.8 shows the errors in the RCS, associated with the Berenger PML for
a cylinder of diameter 4λ and p = 8, as a function of the parameter R. The best
performance of the PML is obtained with a value of R ≥ 4, for both linear or quadratic
degree of absorption. A thickness of 2λ oﬀers the same performance with a weaker
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Figure E.6: Non-linear PML: error in the RCS as a function of R and n for the
cylinder of diameter 2λ, with a degree of interpolation p = 8
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Figure E.7: Scattering by a PEC cylinder of diameter 4λ with optimal PML param-
eters
dependence on the PML parameters.
Figure E.9 shows the errors in the RCS, associated with the non-linear PML for
a cylinder of diameter 4λ, as a function of the parameter R. When a thickness of λ
is considered, the best performance of the PML is obtained with a quadratic degree
of absorption. This choice slightly outperforms the results with a linear absorption
proﬁle. A value of R = 8 is optimal in this example. When the thickness of the
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Figure E.8: Berenger PML: error in the RCS as a function of R and n for the cylinder
of diameter 4λ, with a degree of interpolation p = 8
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Figure E.9: Non-linear PML: error in the RCS as a function of R and n for the
cylinder of diameter 4λ. Absorbing layer of thickness λ (left) and 2λ (right), with a
degree of interpolation p = 8
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Figure E.10: Scattering by a PEC cylinder of diameter 8λ with optimal PML param-
eters
PML is increased to 2λ the error shows a weaker dependence on the PML parameters
but the minimum error is not reduced in comparison with the computation with a
thickness of λ.
Finally a cylinder of diameter 8λ is considered. Figure E.10 shows the computa-
tional mesh, transverse scattered ﬁeld E3, and the RCS. The solution is computed
using a degree of interpolation p = 6 and the non-linear PML of thickness λ with
optimized parameters R = 10 and n = 2. It is worth remarking that using the mesh
of Figure E.10, a degree of interpolation p = 6 is suﬃcient to obtain a similar accuracy
than by using p = 8 in the previous experiments, see also the comparison in the next
section.
Figure E.11 shows the errors in the RCS, associated with the Berenger PML for
a cylinder of diameter 8λ, as a function of the parameter R. The conclusions are
similar to the previous experiments with cylinders of diameter 2λ and 4λ. An almost
identical performance of the PML is obtained with a linear or quadratic degree of
absorption and a value of R ≥ 6 provides the minimum error, and consequently the
best performance of the PML. Finally, if a PML of thickness 2λ is used no further
reduction in error is achieved.
Figure E.12 shows the errors in the RCS, associated with the Berenger PML for
a cylinder of diameter 8λ, as a function of the parameter R. The conclusions for the
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Figure E.11: Berenger PML: error in the RCS as a function of R and n for the cylinder
of diameter 8λ, with a degree of interpolation p = 6
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Figure E.12: Non-linear PML: error in the RCS as a function of R and n for the
cylinder of diameter 8λ, with a degree of interpolation p = 6
non-linear PML are also similar to those obtained with cylinders of diameter 2λ and
4λ. When a thickness of λ is considered, the maximum performance is achieved for
a quadratic degree of absorption and a value of R = 10. By increasing the thickness
of the PML to 2λ a weaker dependence of the RCS error on the PML parameters is
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observed. A slightly better performance of the PML is obtained in comparison to the
computations performed with a PML of thickness λ indicating that the error due to
the PML dominates over the discretization error.
To conclude, for the Berenger PML, a linear or quadratic degree of absorption with
R = 6 is an optimal choice, independent of thickness. In fact for R ≥ 6 no diﬀerence
in performance is obtained. It is worth recalling that several previous studies on the
optimization of Berenger PML parameters can be found in the context of FD methods,
see Taﬂove (1995) and references therein. In these studies, cubic or quartic degree
of absorption was found to give optimal results for FD methods, contrasting with
the results obtained in this section in the context of high-order DG methods. Also
diﬀerent values of the conductivity in the PML region were found to give best results.
For FD methods the optimal value was found to be R = 8 or R = 16 depending on
the thickness of the PML, whereas our numerical results indicate that for high-order
DG methods R ≥ 6 is optimal, independent of thicknesses. These results demonstrate
that the optimal values of the PML parameters are highly dependent on the numerical
methodology used to discretize Maxwell’s equations.
For the non-linear PML no previous experience in the optimization of PML pa-
rameters is available. In this study, a quadratic degree of absorption with a value of
R = 8 or R = 10 gives the best results. The use of a layer of thickness 2λ provides a
more robust PML (i.e. with less dependence on the PML parameters).
E.4 Comparison
The numerical experiments in the previous section showed that, for a given spatial
discretization, the Berenger PML is more precise than the non-linear PML. Neverthe-
less, it is important to remark that the Berenger PML requires more memory than
the non-linear PML, for the same discretization. This is because the Berenger PML
requires to store the nodal values of the extra non-physical variables in the absorbing
layer. The number of degrees of freedom for the Berenger (nBerdof) and for the non-linear
PML (nNLdof) is given by
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nBerdof = (nelncomp + n
PML
el n
PML
comp )nen,
nNLdof = nelncompnen,
where nel is the total number of elements in the mesh, ncomp is the number of (physical)
components of the solution, nPMLel is the number of elements in the PML region, n
PML
comp
is the number of artiﬁcial variables introduced in the Berenger PML.
In 2D ncomp = 3 and n
PML
comp = 1. Therefore, for triangular meshes, the Berenger
PML introduces (p+1)(p+2)/2 extra degrees of freedom for each element in the PML
region. In 3D the situation is worse since the number of extra unknowns introduced in
the Berenger PML is exactly the same as the number of physical variables (ncomp = 6,
nPMLcomp = 6). Thus, for tetrahedral meshes, the Berenger PML introduces (p + 1)(p +
2)(p + 3) extra degrees of freedom for each element in the absorbing layer. In such
cases, the memory requirements of a Berenger PML of thickness λ are approximately
the same as for a non-linear PML of thickness 2λ. Furthermore, in a DG context, the
Berenger PML is slightly more computationally expensive than the non-linear PML,
due to the computation of extra numerical ﬂuxes, associated to the non-physical
variables introduced in the PML region, see Appendix E.1.1.
A p-convergence comparison is next performed using the optimized parameters for
the Berenger and the non-linear PMLs with thicknesses λ and 2λ. First the cylinder
of diameter 2λ is considered. For each degree of interpolation the optimal parameters
for both PMLs are extracted from the numerical experiments shown in Figures E.5
and E.6. The results shown in Figure E.13 (a) indicate the expected exponential
convergence behavior for a problem with a smooth solution, see Szabo´ and Babusˇka
(1991), when both PMLs are used. However, for the non-linear PML with thickness of
λ, the exponential convergence deteriorates when the polynomial degree is increased
from p = 6 to p = 8. This indicates that, for this thickness, the error associated with
the PML dominates over the discretization error. Secondly, a p-convergence study
is performed for the cylinder of diameter 4λ. Again, results shown in Figure E.13
(b) indicate the expected (exponential) convergence when the optimized parameters
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Figure E.13: p-convergence comparison for a serie of PEC cylinders: error in the RCS
as a function of the number of degrees of freedom (increasing p starting with 2 and in
increments of 2) using the Berenger and the non-linear PML with diﬀerent thicknesses
from FiguresE.8 and E.9 are used. As in the case of the 2λ cylinder, the non-linear
PML outperforms the Berenger PML. Finally, a p-convergence study is performed
for the cylinder of diameter 8λ using the optimized parameters from Figures E.11
and E.12. The results of this investigation are shown in Figure E.13 (c), which once
again indicates that the non-linear PML is clearly the better choice. Nevertheless,
it is worth noting that the exponential convergence deteriorates slightly when the
polynomial degree is increased from p = 4 to p = 6.
When using the optimum PML parameters and performing p reﬁnement, the
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achievable relative error for the RCS was found to be at least 10−3. Further p re-
ﬁnement may also lead to a further reductions in the error, but this level of accuracy
has been previously reported as being suﬃcient for engineering purposes (Hesthaven
and Warburton, 2002). Furthermore this level of accuracy is better than achieved
with other numerical schemes, see Hachemi et al. (2004) and Woo et al. (1993).
Adopting this as the required level of accuracy, then it is clear that the non-linear
PML of thickness λ is the best choice for the two dimensional test case considered
here, provided that the optimized parameters are adopted. If optimized parameters
are not available, the Berenger PML of thickness of λ becomes a better choice as it is
robust across a wider range of parameters. The 2λ thick non-linear PML is even more
robust, although, in 2D it is more expensive than the λ thick Berenger PML. In 3D, a
λ thick Berenger PML has similar storage requirements as a 2λ thick non-linear PML,
making the latter a computational viable alternative, even if optimized parameters
are not available.
Appendix F
Discontinuous Galerkin NEFEM
for compressible ﬂow
An accurate description of the geometrical model is crucial in some applications, such
as the numerical solution of Euler equations of gas dynamics. In a DG framework,
using a linear approximation for the geometry it is not possible to converge to the
steady state solution, even if the mesh is drastically reﬁned near the curved boundary
(Bassi and Rebay, 1997). Van der Ven and Van der Vegt (2002) present a detailed
study of this problem to conclude that accurate results can only be obtained taking
into account the curvature of the domain. More recently, Krivodonova and Berger
(2006) propose a new methodology for the computation of the ﬂuxes along curved
boundaries but, unfortunately, the proposed method is not conservative and it is only
well suited for inviscid computations.
The importance of the geometrical model in the numerical solution of compressible
Euler equations is not exclusive of DG methods. Barth (1998) identify the problem
in the context of Finite Volume (FV) methods, and more recent advances in this area
can be found in Wang and Liu (2006).
Here NEFEM is proposed as an eﬃcient alternative for a proper treatment of
curved wall boundaries in compressible ﬂow problems using a DG formulation. First,
Euler equations and their DG formulation are brieﬂy recalled, highlighting the dif-
ferences with respect to the DG formulation of Maxwell’s equations presented in Ap-
pendix D. The implementation of boundary conditions is discussed for both subsonic
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and supersonic ﬂows, in the case of inﬂow, outﬂow and wall boundaries. Finally sev-
eral numerical examples are considered. Standard test cases are used to validate the
developed DG NEFEM code for the solution of Euler equations, including solutions
with shock discontinuities. A comparison between isoparametric FEs and NEFEM is
presented, complementing the comparison presented by Sevilla et al. (2008b). Further
examples are included in order to show the possibilities of NEFEM for compressible
ﬂow applications.
F.1 Euler equations
Euler equations of gas dynamics express the conservation of mass, momentum and
energy in a compressible, inviscid and non-conducting ﬂuid. In the absence of external
volume forces, the strong form of these conservation laws is
∂ρ
∂t
+∇ · (ρv) = 0
∂ρv
∂t
+∇ · (ρv ⊗ v + pI) = 0 (F.1)
∂ρE
∂t
+∇ · ((ρE + p)v) = 0
where ρ is the density, ρv is the momentum, ρE is the total energy per unit volume
and p is the pressure, see Donea and Huerta (2005) for more details. The system of
nonlinear hyperbolic equations (F.1) can be rewritten as
∂U
∂t
+
∂F k(U )
∂xk
= 0, (F.2)
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where U is the vector of conservation variables and F k are the associated ﬂux vectors
for each spacial dimension. They are deﬁned as follows:
U =
⎛⎜⎜⎝
ρ
ρv
ρE
⎞⎟⎟⎠ , F k(U ) =
⎛⎜⎜⎝
ρvk
ρvvk + ekp
(ρE + p)vk
⎞⎟⎟⎠ ,
where ek is the unitary vector in the xk direction.
An equation of state, relating the internal energy to pressure and density, com-
pletes this system of nonlinear hyperbolic equations. For a perfect polytropic gas the
equation of state is
p = (γ − 1)ρ
(
E − 1
2
‖v‖2
)
,
where γ is the ratio of the speciﬁc heat coeﬃcients (speciﬁc heat at constant pressure
over speciﬁc heat at constant volume), with value γ = 1.4 for air.
A usual quantity for postprocess of ﬂow computations is the Mach number, deﬁned
as
M =
‖v‖
c
,
where c =
√
γp/ρ is the speed of sound. Other useful quantity for the evaluation of
the accuracy of subsonic ﬂow computations is the entropy error
ent =
p
p∞
(
ρ∞
ρ
)γ
− 1, (F.3)
where the superscript ∞ indicates free-stream values, see Van der Ven and Van der
Vegt (2002).
For a detailed presentation of the Euler equations see classical text books such as
Anderson (1982), Hirsch (1988) and Laney (1998). For a presentation of the Euler
equations in a FE context, see also Donea and Huerta (2005).
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F.2 Discontinuous Galerkin formulation
The DG weak formulation of a general system of conservation laws (F.2) is deduced
in Section D.2. It can be written as
∫
Ωe
W · ∂U e
∂t
dΩ−
∫
Ωe
∂W
∂xk
· F k(U e) dΩ +
∫
∂Ωe
W · F˜ n(U e,U oute ) dΓ = 0, (F.4)
where U e denotes the restriction of U to the element Ωe, U
out
e denotes the restriction
of U to neighboring elements, see Equation (D.16) in Section D.2, and F˜ n(U e,U
out
e ) is
the numerical ﬂux, see Appendix D for the details. Contrary to Maxwell’s equations,
the system of Euler equations is non-linear, and therefore, the deﬁnition of a proper
numerical ﬂux is a crucial issue to get accurate results. Some of the more popular
ﬂux functions used in the literature for the Euler equations are the exact Riemann
solver, the Roe solver, the Lax-Friederichs solver or the Harten-Lax-van Leer (HLLE)
solver. For a complete description of several numerical ﬂux functions for non-linear
hyperbolic problems see Toro (1997).
The DG formulation (F.4) is discretized in each element, leading to a system of
ODEs
M
dU
dt
+R(U) = 0, (F.5)
where U is the vector of nodal values (or approximation coeﬃcients in a more general
case), M is a block diagonal mass matrix and R(U) is the residual vector. The ODE
system (F.5) is advanced in time using the explicit third-order total variation dimin-
ishing Runge-Kutta (TVD-RK) scheme presented by Cockburn and Shu (1989). Nev-
ertheless, it is worth noting that semi-implicit and implicit time integration schemes
seems to be an eﬃcient alternative for steady state computations, see Dolejˇs´ı and
Feistauer (2004) and Persson and Peraire (2006a). The stability condition for the
TVD-RK method requires a time step
Δt ≤ h
p(2p + 1)(vn + c)
, (F.6)
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where h is the minimum element size, and p is the degree of the polynomial approxi-
mation.
F.2.1 Boundary conditions
This section recalls the implementation of boundary conditions for the Euler equa-
tions. As usual in the solution of hyperbolic equations, a characteristic analysis is
performed at the boundary to decide the quantities to be prescribed, see for instance
Hirsch (1988) or Donea and Huerta (2005). Euler equations are ﬁrst diagonalized in
the normal direction to the boundary, and three distinct eigenvalues are obtained
λ1 = vn − c, λ2 = λ3 = λ4 = vn, λ5 = vn + c,
where vn = v · n. Then, at each point on the boundary the number of prescribed
boundary conditions corresponds to the number of negative eigenvalues.
On a supersonic inﬂow boundary, that is vn < 0 and |vn| > c, all eigenvalues are
negative. Therefore, all the conserved quantities are imposed to free-stream values.
On the contrary, on a supersonic outﬂow boundary all eigenvalues are positive, and
therefore, no boundary conditions are required. The situation is more diﬃcult for
subsonic ﬂows, |vn| < c. At an inﬂow boundary only the eigenvalue λ1 is positive, and
four boundary conditions must be prescribed, corresponding to the associated Riem-
mann variables. Finally, at an outﬂow boundary only the eigenvalue λ1 is negative
and therefore, its associated Riemmann variable is imposed at the boundary. Finally,
on a wall boundary the condition is that velocity is tangential to the boundary, that
is vn = 0. Only the ﬁrst eigenvalue λ1 is negative, and therefore, only one boundary
condition must be prescribed.
From an implementation point of view the ideas in LeVeque (2002), initially devel-
oped in the context of FV methods, are considered. Fictitious elements are considered
along the boundary, and the value of the solution is set to impose the boundary con-
ditions through the numerical ﬂux. For a supersonic inﬂow boundary the external
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state is deﬁned using the free-stream values, that is U out = U∞. On a supersonic
supersonic boundary the external state is set to the interior state, U out = U e. For a
subsonic inﬂow boundary, the Riemmann variables associated to negative eigenvalues
are computed from free-stream conditions and the Riemmann variables associated to
positive eigenvalues are computed from the internal state. Thus, on a subsonic inﬂow
boundary the exterior state, U out = (ρout, ρoutvout, ρoutEout)T , is computed as
ρout =
(ρ∞)γ(γ − 1)2
16γp∞
(we1 − w∞5 )2,
vout = v∞t +
1
2
(we1 + w
∞
5 )n,
Eout =
γ − 1
16γ
(we1 − w∞5 )2 +
1
2
‖v‖2,
where
we1 = n · ve +
2ce
γ − 1 , w
∞
5 = n · v∞ −
2c∞
γ − 1 .
Similarly, for a subsonic outﬂow boundary the external state can be computed as
ρout = ρe
(p∞
pe
)1/γ
,
vout = ve +
2
γ − 1
(
ce −
√
γp∞
ρ∞
)
n,
Eout =
p∞
ρout(γ − 1) +
1
2
‖vout‖2.
Finally, at a wall boundary the external state is computed as
ρout =
(
(ρe)γ
γpe
(cout)2
)1/(γ−1)
,
vout = ve − (n · ve)n,
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Eout =
(cout)2
γ(γ − 1) +
1
2
‖vout‖2.
where
cout = ce +
γ − 1
2
n · ve.
F.3 Implementation details
In this section the computation of the residual vector of the DG semi-discrete system
(F.5) is detailed. Main diﬀerences with respect to the computation of the residual
for Maxwell’s equations are described, see Section F.3.1. Finally, the ﬂowchart of the
developed DG code for solving Euler equations is presented, and the diﬀerences with
the ﬂowchart of the developed code for solving Maxwell’s equations are discussed.
F.3.1 Residual computation
The evaluation of the residual R(U) in Equation (F.5), which involves the ﬂux at
the interior of the elements and their boundaries, can be carried out, as usual, with
two non-equivalent options: a quadrature-free implementation or a full quadrature
version, see Section D.3.1 and Donea and Huerta (2005). With a quadrature-free
implementation the ﬂux at the integration points is interpolated in terms of the ﬂux at
nodal values, whereas with a full quadrature version ﬂuxes are evaluated at integration
points, in terms of the solution at each integration point. The use of a quadrature-free
implementation leads to an important save in computational cost thanks to the use
of elemental matrices, instead of a loop on integration points. Moreover, for triangles
with straight sides (or tetrahedrons with planar faces) these elemental matrices can
be computed, using the Jacobian, from matrices previously computed at the reference
element, see Atkins and Shu (1998), with an important reduction in computational
time. However, numerical experiments reveal that a quadrature-free implementation
for the Euler equations suﬀers from instability problems in the vicinity of stagnation
points, see Hillewaert et al. (2006) for a detailed explanation. Thus, all computations
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presented here are obtained with a full quadrature implementation, see more details
in Section D.3.1.
Remark 5. It is well known that the standard nodal approximation presents oscilla-
tions when it is used to approximate the solution in the vicinity of a shock (discon-
tinuity). In the numerical examples shown in this appendix, an artiﬁcial viscosity is
introduced in order to avoid the problem. The viscous term is discretized using the
local DG (LDG) method proposed by Cockburn and Shu (1998), although the interior
penalty method (IPM) (Arnold, 1982), or the compact DG (CDG) method proposed
by Peraire and Persson (2008) method, are also eﬃcient approaches to treat the vis-
cous terms in a DG formulation, see Montlaur et al. (2008) and Montlaur (2009) for
further details. Shock sensors and eﬃcient procedures are also desired in this context,
see Persson and Peraire (2006b), Casoni et al. (2009) and references therein.
F.3.2 Developing a code for solving Euler equations
The ﬂow chart of the developed code for solving Euler equations with a DG formula-
tion is depicted in Figure F.1.
Note that the ﬂowchart for the developed codes for solving Maxwell and Euler
equations are very similar. In fact, both systems of equations can be written as
a hyperbolic system of conservation laws. The most important diﬀerence between
Maxwell and Euler equations is that Maxwell equations are linear and Euler equations
are non-linear due to the non-linearity of the momentum equation, see Section F.1.
The ﬁrst consequence is that a non-constant time step is needed to advance de solution
in time with explicit time marching algorithms, see Equation (F.6).
The most relevance consequence of the non-linearity of Euler equations is that
a full quadrature implementation must be adoped, see Section F.3.1 and Hillewaert
et al. (2006). Thus, although the ﬂow chart for the Euler code is simpler than the ﬂow
chart of the Maxwell code (see Figure D.3), the loops on faces and elements are more
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Geometric definitions
Tetrahedral mesh
Reference element information
Face classification (interiors, inflow, outflow, 
wall)
NURBS surfaces, parameters of each 
node and pointer to the NURBS
Precomputed information
Elemental mass matrix for the reference 
element
Initialization
Initial condition and time
Tolerance for steady state  
Loop on time steps
Residual vector computation
Converved quantities
Compute density residual
Loop on faces
Compute outward unit normal to the face
Compute
Add contribution to the residual vector
Compute hyperbolic fluxes
Compute mass and convection matrices
Multiply by            (if necessary)
NO
YES
Steady state?
M−1
F˜ n(U U
out),
Simulation parameters
Free-stream conditions
Mach number and angle of attack
   Compute Δt
Loop on elements
Face loop finished?
YES
NO
Element loop finished?
NO
Figure F.1: Flowchart of the developed code for solving Euler equations with a DG
formulation
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costly due to the full quadrature implementation. Recall that for Maxwell’s equations
the full quadrature implementation is only introduced in curved elements. Thus, the
loops of the Euler code need to perform numerical integration even for elements with
planar faces. Therefore, the precomputation in the Euler code is restricted to the
mass matrix of the reference element to use in the computation of M−1 for planar
elements.
F.4 Numerical examples
This section presents several examples that show the performance of NEFEM for the
solution of compressible ﬂow problems. First, some classical test cases are consid-
ered to validate the developed DG code. Secondly, the application of NEFEM to
Euler equations is considered, and a comparison of NEFEM and isoparametric FEs is
presented. Finally, further examples involving more complex problems are shown.
F.4.1 Validation
Several test cases from NPARC Alliance (2008) are considered to test the performance
of the DG code. The ﬁrst example is the classical shock tube problem that oﬀers an
interesting ﬂow structure, which is characterized by three steadily moving waves: a
shock wave, a contact discontinuity, and an expansion fan, see Laney (1998). Based on
the instantaneous location of each wave, it is possible to divide the general ﬂow within
a shock tube into ﬁve sections, which are illustrated in Figure F.2. An analytical
solution to the problem exists up to the point in time where either the shock wave or
the head of the expansion is reﬂected by the respective end of the tube, see Anderson
(1982).
The computational domain is Ω = [0, 1]×[0, 0.4] and the initial condition is deﬁned
as
U (x, 0) =
{ (
3, 0, 0, 3/(γ − 1))T if x ≤ 0.5(
1, 0, 0, 1/(γ − 1))T if x > 0.5,
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xH(t)
uH
x
0 1
Figure F.2: Shock tube problem setup
see LeVeque (1992).
Figure F.3 shows the numerical solution when the full ﬂow structure is developed,
at time t = 0.2. The mesh size is h = 0.01 and the solution is computed with linear
approximation. The time step Δt is selected as the stability limit deﬁned in Equation
(F.6). Density, Mach number and energy are represented for linear approximation,
and compared with the analytical solution along the mid-section of the domain. Good
agreement is observed between analytical and numerical solutions. Owing to the
presence of discontinuities, a dissipation mechanism is needed in order to avoid the
oscillations when the classical nodal interpolation is applied. In this example an
artiﬁcial viscosity is added and the LDG formulation is considered, see Remark 5 in
Section F.2.
The second test case is the so-called Prandtl-Meyer 15 degree expansion, consist-
ing on a supersonic ﬂow at Mach 2.5 that forms an expansion fan. The setup of
the problem and analytical values for comparison are extracted from the archive of
NPARC Alliance (2008) and Anderson (1982). For instance, the analytical value of
the maximum Mach number is 3.24. Figure F.4 shows the computational mesh and
the Mach number distribution of the steady state numerical solution for a degree of
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Figure F.3: Shock tube problem: numerical solution (top) and comparison of the
mid-section with the analytical solution (bottom)
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Figure F.4: Prandtl-Meyer 15 degree corner expansion at Mach 2.5
approximation p = 6. The computed value of the Mach number shows a maximum of
3.23, in excellent agreement with the analytical solution.
As a third validation example the oblique shock caused by a 15 degree compression
corner is considered, also extracted from the NPARC database (NPARC Alliance,
2008). Again, there is an analytical solution for this problem (Anderson, 1982). For
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Figure F.5: Oblique shock on a 15 degree wedge at Mach 2.5
instance, the angle of the oblique shock is 36.94 degrees and the Mach number behind
the shock is 1.87. Figure F.5 shows the computational mesh and the Mach number
distribution of the steady state numerical solution for linear approximation. Note
that, in this example, the mesh is drastically reﬁned towards the shock. Moreover,
the degree of the approximation is reduced to p = 0 near the discontinuity, in order to
properly capture the shock without spurious oscillations. The predicted Mach number
is 1.87 and the angle of the shock is 36.91, showing, again, an excellent agreement
with the analytical values.
The ﬁnal test considers the subsonic ﬂow over a sinusoidal bump at free stream
Mach number M∞ = 0.3. NEFEM exactly deals with the curved boundary, corre-
sponding to a sinusoidal bump. Figure F.6 (a) shows the computational mesh, with
only two curved elements and Fekette nodal distributions. The numerical solution is
also represented, namely, the density, the Mach number and the horizontal velocity,
for a NEFEM solution with p = 9. Since the ﬂow is subsonic and inviscid, a measure
of the quality of the solution is the entropy error, deﬁned in Equation (F.3). Figure
F.7 shows the p-convergence in entropy error as p is uniformly increased starting with
p = 2 up to p = 9, in the discretization shown in Figure F.6 (a). As expected for a
problem with a smooth solution, optimal (exponential) convergence is achieved.
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(a) Mesh (b) Density
(c) Mach number (d) Horizontal velocity
Figure F.6: Subsonic ﬂow over a sinusoidal bump: NEFEM solution with p = 9
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Figure F.7: Subsonic ﬂow over a sinusoidal bump: NEFEM p-convergence of the
entropy error
F.4.2 NEFEM performance comparison
This section presents a comparison of isoparametric FEs and NEFEM for the numeri-
cal solution of a classical test problem: the subsonic ﬂow around a circle at free-stream
Mach number M∞ = 0.3.
Here a linear approximation of the solution is considered and the inﬂuence of the
numerical ﬂux is investigated for both isoparametric FEs and NEFEM. Two classical
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(a) Mesh 1 (b) Mesh 2 (c) Mesh 3 (d) Mesh 4
Figure F.8: Inviscid subsonic ﬂow around a circle: detail of four meshes for the h-
reﬁnement study
(a) FEM, Mesh 3 (b) NEFEM, Mesh 3
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Figure F.9: Inviscid subsonic ﬂow around a circle: detail of the entropy error distri-
bution near the circle, for FEM and NEFEM in the mesh shown in F.8 (c)
Riemmann ﬂux functions are considered, namely the Lax-Friederichs ﬂux and the Roe
ﬂux (Toro, 1997). Four meshes with 16 × 4, 32 × 8, 64 × 16, and 128 × 32 nodes
(i.e. 128, 512, 2048 and 8192 elements respectively) are considered, see Figure F.8.
Figures F.9 and F.10 show a detailed view of the entropy error distribution near
the circle, for isoparametric FEs and NEFEM in the discretizations shown in Figures
F.8 (c) and (d) and by using the Roe ﬂux. In NEFEM, the exact computation of
the outward unit normal improves the imposition of the solid wall boundary condi-
184 Discontinuous Galerkin NEFEM for compressible ﬂow
(a) FEM, Mesh 4 (b) NEFEM, Mesh 4
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Figure F.10: Inviscid subsonic ﬂow around a circle: detail of the entropy error distri-
bution near the circle, for FEM and NEFEM in the mesh shown in F.8 (d)
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Figure F.11: Inviscid subsonic ﬂow around a circle: comparison of the entropy error
for isoparametric FEs and NEFEM using diﬀerent numerical ﬂuxes in the mesh shown
in Figure F.8 (d)
tion. The exact boundary representation drastically reduce the entropy production
compared to isoparametric FEs. Figure F.11 shows a comparison of the entropy error
on the upper part of the circle, for isoparametric FEs and NEFEM in the ﬁne mesh
shown in Figure F.8 (d) using diﬀerent numerical ﬂuxes. Note that an important
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Figure F.12: Inviscid subsonic ﬂow around a circle: h-convergence of the entropy error
for isoparametric FEs and NEFEM using diﬀerent numerical ﬂuxes
reduction of the entropy error is observed by using the Roe ﬂux compared to the Lax-
Friederichs ﬂux. In fact, the results obtained with isoparametric FEs in the meshes
shown in Figures F.8 (a) and (b) exhibit a strong dependence on the numerical ﬂux
function. But it is worth remarking that NEFEM is more than one order of magnitude
more accurate than the corresponding isoparametric FEs in the discretizations shown
in Figures F.8 (c) and (d), with no dependence on the numerical ﬂux function.
Figure F.12 shows the evolution of the entropy error on the upper part of the
circle as a function of the mesh size. As observed by Bassi and Rebay (1997), the
optimal rate of convergence is not obtained with linear isoparametric FEs. Entropy
production observable in Figures F.9 (a) and F.10 (a) deteriorates the h-convergence
of isoparametric FEs. In contrast, NEFEM exhibits the optimal convergence rate
for linear approximation. Sevilla et al. (2008b) present a similar analysis in terms of
other aerodynamic quantities, such as the pressure loss and the pressure coeﬃcient,
and similar conclusions are derived.
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(a) Mesh 1 (b) Mesh 2
(c) Mesh 3 (d) Mesh 4
Figure F.13: Inviscid subsonic ﬂow around a NACA0012 airfoil: detail of four meshes
for the h-reﬁnement study
F.4.3 Further examples
This section presents the application of NEFEM to more complex applications, in-
volving the subsonic ﬂow around airfoils.
The ﬂow around a NACA0012 airfoil at M∞ = 0.3 is considered ﬁrst. The dis-
cretizations shown in Figure F.13 are used in the computations. To design such
meshes, a conformal mapping (Benson, 2008). The Mach number distribution and
isolines for a NEFEM solution with linear approximation is represented in Figure
F.14, illustrating the h convergence as the mesh is reﬁned. Entropy errors are repre-
sented in Figure F.15 for FEM and NEFEM solutions with p = 1 in the discretizations
shown in Figures F.13 (c) and (d). Again, the linear approximation of the geome-
try with isoparametric elements produces entropy that prevents convergence to the
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(a) Mesh 1 (b) Mesh 2
(c) Mesh 3 (d) Mesh 4
Figure F.14: Inviscid subsonic ﬂow around a NACA0012 airfoil: detail of the Mach
number distribution and isolines for NEFEM with linear approximation
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Figure F.15: Inviscid subsonic ﬂow around a NACA0012 airfoil: detail of the entropy
error for FEM and NEFEM
steady-state solution. Even if the mesh is drastically reﬁned an entropy production is
clearly observed near the curved wall. The L2 norm of the entropy error on the airfoil
proﬁle is 1.3×10−3 in the ﬁnest mesh. The exact boundary representation considered
in NEFEM represents an important reduction of the entropy generation near curved
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Figure F.16: Computational mesh for the computations of the inviscid subsonic ﬂow
around a RAE2822 airfoil
(a) Mach number (b) Pressure
Figure F.17: Inviscid subsonic ﬂow around a RAE2822 airfoil at M∞ = 0.5 and angle
of attack 0 degrees: detail of the NEFEM solution with p = 7
walls. In the ﬁnest mesh, the L2 norm of the entropy error on the airfoil proﬁle is
4× 10−4, more than two times more accurate than isoparametric FEs.
The subsonic ﬂow around a RAE2822 airfoil is considered next. A subsonic ﬂow
at free-stream Mach number M∞ = 0.5 and zero angle of attack is considered. A
coarse mesh with only 14 curved elements to discretize the airfoil is considered, see
Figure F.16, and high-order approximations are introduced to properly capture the
solution. The mach number and pressure are depicted in Figure F.17, for a NEFEM
solution with p = 7. The entropy error measured along the complete airfoil proﬁle is
4.1× 10−3.
Finally, a subsonic ﬂow at free-stream Mach number M∞ = 0.63 and angle of at-
tack of 2 degrees is considered. Figure F.18 shows two quantities of interest computed
in the coarse mesh shown in Figure F.16, and by using a degree of approximation
p = 7. The entropy error measured along the complete airfoil proﬁle is 1.2 × 10−2,
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(a) Mach number (b) Pressure
Figure F.18: Inviscid subsonic ﬂow around a RAE2822 airfoil at M∞ = 0.63 and angle
of attack 2 degrees: detail of the NEFEM solution with p = 7
showing a good performance of NEFEM for more complex conﬁgurations.
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