The aim of the present study is to obtain a highly objective automatic fetal heart rate (FHR) diagnosis. The neural network software was composed of three layers with the back propagation, to which 8 FHR data, including sinusoidal FHR, were input and the system was educated by the data of 20 cases with a known outcome. The output was the probability of a normal, intermediate, or pathologic outcome. The neural index studied prolonged monitoring. The neonatal states and the FHR score strongly correlated with the outcome probability. The neural index diagnosis was correct. The completed software was transferred to other computers, where the system function was correct.
Introduction
The traditional methods for fetal monitoring included listening to augmented fetal heart tones and recording the fetal phono-and electro-cardiograms (FPCG and FECG) [1, 2] . More recently, emphasis was placed on the importance of fetal heart rate (FHR) analysis, where the fetal scalp ECG, fetal heart OPEN ACCESS tones [3, 4] and ultrasonic Doppler fetal heart signals [5, 6] were introduced to trace FHR in the fetal monitoring devise to identify fetal abnormalities. The simultaneous recording of uterine contraction is the reference for FHR in the cardiotocogram (CTG). The autocorrelation technique [6] is commonly used for the FHR pattern diagnosis in the external CTG method. The CTG chart was continuously monitored and the non-reassuring fetal status (NRFS) was diagnosed by the observer during the course of labor (Figure 1 ). However, there was a marked difference in the inter-observer diagnoses and false positive FHR patterns, and the value of a common CTG diagnosis remains controversial. Favorable results have been obtained by our CTG monitoring technique; the incidence neonatal asphyxia, perinatal mortality and the cerebral palsy (CP) have been reduced in an obstetrical hospital [7] , and a large study of 160,000 deliveries revealed a reduction in the incidence of CP [8] . These favorable results were obtained by the focused effort of continuous monitoring for a small number of deliveries. However, fetal monitoring might be incomplete in hospitals that manage a large number of deliveries. Thus, the introduction of automated computer diagnosis was considered for monitoring of the whole course of all deliveries. The idea of global fetal monitoring with the aim of improving outcome was the inspiration for Maeda to create an experts' knowledge system program for FHR analysis and diagnosis in 1980 [9] . Other computer systems including the System 8000, an antenatal automated fetal diagnosis created by Dawes [10] , the Porto system [11] to analyze CTG signals and others [12] [13] [14] [15] have been studied for fetal monitoring.
Although our computerized intrapartum fetal monitoring system utilizes the FHR score, which strongly correlates with the Apgar score [16] , the system may still contain experts' knowledge. The more objective diagnostic technique employed by the neural network (NNW) system, which requires no expert knowledge, provides an avenue to globally expand the use of automatic fetal monitoring.
Methods

Acquisition of the Fetal Heart Rate and Uterine Contraction Data
The ultrasonic Doppler autocorrelation FHR meter and guard-ring type strain-gauge tocodynamometer were used for fetal monitoring in this study. The electrical output of FHR and contraction signals from the monitor is introduced into the analogue-to-digital (AD) converter of the analyzing computer at a sampling rate of 4 Hz. The data are then averaged to a rate of 0.5 Hz. This sampling rate was chosen as the optimal rate to achieve minimal recorded FHR variation, compared with the original FHR tracing. In this way, a data set consisting of 150 recordings are processed for FHR and contraction signals. Analysis time was 5 minutes in order to detect FHR changes in the earliest stages of the monitoring.
The analyzing computer determines the FHR baseline in 5 minutes by averaging the FHR data in the step of the most frequent data among 20 FHR steps from 0 to 200 beats per minutes (bpm). The averaged data-to-data variation in FHR within this 5 minute period was added to the baseline to achieve a reference line for detection of transient FHR acceleration. Similarly, this data was subtracted from the baseline data to achieve a reference line for detection of transient FHR deceleration; FHR deceleration starts when the FHR data repeatedly falls below the reference line and ends when it reaches the reference line. Deceleration is defined as a FHR decrease of 20 bpm or more for 20 seconds or more. The last 5 minutes of an unfinished deceleration period is transferred to the first 5 minutes of the next period. A transient increase is defined as a FHR increase of 15 bpm or more for 15 or more seconds. The down-hill amplitude in FHR increases is defined as the long-term variability in the baseline, except for acceleration and deceleration. The uterine contraction is detected by using a similar algorithm. The area under the contraction curve is determined to assess uterine hyperactivity [9, 16, 17] .
The FHR baseline, long-term variability, deceleration, acceleration, and uterine contraction are detected as described above and the data are analyzed by the computer system [17, 23] . The 8 FHR parameters used for computer training and diagnosis are transformed into 16 ranks (0 to 15) and input into the trained NNW computer, where each of the 8 FHR parameters in the three succeeding 5 minutes periods are input into the input layers. Thus, the hybrid system of the NNW computer has the capacity to analyze a data set consisting of 24 FHR recording over 15 minutes instead of the entire FHR data set.
Detection of Sinusoidal FHR
Sine wave-like FHR baseline oscillation appears infrequently in cases of severe fetal anemia or hypoxia and should be accurately detected because it is a state of imminent fetal death. However, there is a physiological false positive sinusoidal FHR change followed by favorable outcome that is not caused by an underlying fetal disorder. The false positive sinusoidal FHR is evoked by the periodic fetal respiratory or mouthing movement and differentiated by the actocardiogram [18] . In the present study, the physiological sinusoidal FHR tracings were collected and compared to the pathological sinusoidal FHR characterized by fetal or neonatal death or severe disorders by using the frequency spectrum determined by FFT analysis. In FFT analysis the area under the low frequency spectrum and the density of the peak power spectrum are markedly smaller in false positive sinusoidal FHR than the sinusoidal FHR changes associated with fetal disorders [19] . The spectrum frequency parameters were also markedly smaller when loss of FHR baseline variability was detected compared with normal FHR. The positive sinusoidal FHR was input into the NNW computer.
The Neural Network Computer
Rumelhart, Hinton, and Williams [20] [21] [22] developed a powerful rule for learning networks with hidden (intermediate) layers of units, capable of learning an internal presentation adequate for performing the task at hand. It was called the generalized delta rule, or the back-propagation method, by which output unit errors propagate backward. A classic example is the exclusive-or (XOR) problem, which was completely linearly separated by using this method [21] .
Learning has always been a key issue in the development of network models. Simple, homogeneous learning procedures enable the networks to self-modify and adapt to their environments. The error back-propagation learning procedure allows the study of internal representations that evolve to support processing for particular problems and, in that way, improves the understanding of problems under study as well as the nature of networks required to solve them. Moreover, these powerful learning procedures may be used to design systems capable of discovering new ways to solve difficult neural problems.
Learning and indeed knowledge is in the connections rather than in the units themselves. Thus, "education" is the key issue for developing a neural network computer able to "learn".
The problems to solve are: (1) input signals, (2) input patterns, (3) teaching patterns, (4) output signals, (5) coding, and (6) numbers of layers and units.
First, FHR must be recognized directly and automatically. However, FHR patterns are complicated and too data-rich to analyze automatically. Thus, eight parameters were obtained from FHR, as detailed in Table 1 . Second, the reliability of the parameters depends on the length of data, although the timeliness depends on the shortness of data. Thus, with a lot of trial and error, each of the 8 FHR parameters was used in the three succeeding 5 minutes, that is, an 8 x 3 pattern served as an input.
Third, 20 cases with a known outcome were selected as teaching patterns for supervised learning: 3 normal cases, 3 intermediate cases, and 14 pathological cases. The number of teaching patterns was selected with the consideration that a misdiagnosis occurs as the worse case even if error occurs. Fourth, the output signals designated to the probability of a normal, intermediate, and pathological outcome. In processing by the back-propagation algorithm, the neural network calculated an output value by a learning process. If the learning was correctly advanced, the output value of an output unit was designed to approach 1. Then, O1, O2, and O3 were taken as an output vector where O1 indicates normal, O2 intermediate, and O3 pathological. The output vector should be (1, 0, 0), (0, 1, 0), and (0, 0, 1), if the input pattern is normal, intermediate, and pathological, respectively. Thus, the deeper the learning advances, the closer the output value is to 1. The output value means certainty, and is very likely equivalent to probability, although not exactly probability itself because the sum of the output value is not 1. To obtain exact probability from the output value, the output values are divided by the sum of three output values, and then, by using the probability, the recognition rate is clear.
Fifth, the 8 parameters obtained from FHR were normalized to 16 steps for the pattern coding, as shown in Table 2 . From 0 to 320, we divided 16 steps, and named from 0 to 15, respectively. 6. Bottom FHR of decelerations (beats/minute) From 0 to 160, we divided 16 steps, and named from 0 to 15, respectively.
Lag time of decelerations (in seconds)
From 0 to 240, we divided 16 steps, and named from 0 to 15, respectively.
Recovery time of decelerations (in seconds)
Finally, we designed the neural network as 3 layers: 24 units for input layer, 30 units for hidden (intermediate) layer, and 3 units for output layer. The numbers of units for input layer and output layer were easily calculated from the input pattern number (8 x 3) and output signals (3), respectively. In contrast, the number of units for hidden (intermediate) layer was adjusted to 30 after repeated trial and error.
Results and Discussion
Performance of the Neural Network Computer
The recognition results obtained by our NNW with teaching input after training for 10,000 times, that is to say closed recognition, are shown in Table 3 . All data carried the probability of 0.998 (or 99.8%) to 1.000 (or 100%). Therefore, this well-trained NNW can be used to recognize new patterns not included in the teaching patterns, that is to say "open" recognition. 
Comparison of Neural Computer Results to Clinical Data
Neural Computer Results and Neonatal State
The normal and pathological outcome probabilities obtained by the NNW computer were compared to the neonatal states evaluated by the Apgar score, clinical condition, and umbilical cord blood pH, where the analysis time was as long as 50 minutes and the neural computer training reference data was also obtained in 50 minutes. The neonatal states matched outcome probabilities in 25 out of 29 cases (86 %) [23] .
The FHR Score of the Experts' System Strongly Correlates with the Outcome Probability
The FHR score is the sum of evaluation values determined by the grade of the low Apgar score in 8 quantitative FHR parameters in 5 minutes of non-interventional deliveries in the 1960s. The recent statistical study on previous monitoring studies revealed that maximal FHR scores in the first stage of labor strongly correlated with the Apgar score, i.e., neonatal depression is quantitatively estimated by the FHR score in the early stage of labor [16] . The FHR scores also correlated with fetal scalp blood pH in the 2 nd stage of labor [24] . Fetal acidosis is detected by the FD index, which was determined by the FHR score, the loss of FHR baseline variability, and late FHR deceleration [25] . The outcome probabilities obtained by the NNW analysis correlated with the FHR score; the FHR score was high when the pathological probability was large, the FHR score was moderate when the intermediate probability was positive, and the score was low when the outcome probability was normal [23] . Therefore, outcome probabilities of the NNW analysis are also capable to detect fetal hypoxic deterioration ( Figure 2 ).
Figure 2.
The relationship between outcome probability and FHR score [23] . The X-axis is the probability of normal (1), intermediate (2) and pathological outcome (3), and the Yaxis shows the FHR score. The probability of a pathological outcome (3) is distributed in the high FHR score area, the probability of an intermediate outcome (2) is distributed in the intermediate FHR score area, and the probability of a normal outcome (1) is distributed in the low FHR score area [14] . Thus, the NNW outcome probability strongly correlates with the FHR score revealing that the NNW diagnosis based on FHR monitoring is accurate.
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The Neural Index
The evaluation of prolonged fetal monitoring for more than hours was difficult despite the introduction of the quantified FHR diagnosis. In the present study we analyzed prolonged fetal monitoring by averaging the outcome probability obtained by the NNW analysis, where the past probabilities for pathological outcome were averaged every 5 minutes and then subtracted from the averaged normal outcome probabilities. The difference in averaged outcome probabilities formed a curve, and the last value was positive in normal outcome cases of no asphyxia, whereas it was negative and less than zero in cases of neonatal depression (Figure 3 ) [26] . The final value calculated from fetal monitoring was referred to as the neural index, which was analyzed from the stored data from continuous monitoring. When the neural index is positive immediately before the birth the neonatal state is normal. In another hospital, umbilical cord blood pH was low for cases with a negative index. The neural index provides a useful measurement in clinical obstetrics. [26] . Neural index values in every 5 minutes form a curve in a case of prolonged fetal monitoring for 230 minutes, where the final value of the curve was +37% and the neonatal status was normal. The neonates showed a depressed state when the neural index was negative immediately before birth, and no neonatal asphyxia was noted when the final neural index value was positive. 
Discussion
NNW analysis has been used for objective, definitive or quick decision making in a wide range of fields such as traveling sales [27] , business, and in the medical field for applications including electroencephalography [28] , histology [29] , brain function analysis [30] , brain tumor detection [31] , smear categorization [32] , visual field studies [33] , response to fault [34] , coronary artery disease [35] , HIV studies [36] , prediction of the duration of the first stage of labor [37] , fetal weight estimation [38] , and fetal monitoring [12] [13] [14] [15] 23] .
A back-propagation system trained by typical teacher data is common in the NNW system. A NNW computer is composed of the input layer, intermediate hidden layer and output layer. Each layer is composed of multiple active units and connected with each other. Our NNW computer is composed of an intermediate layer with 30 active units, because a high number of active units are essential for accurate function. The NNW software package is usually a back-propagation system that feeds error signals back to the network, effectively increasing the coupling weight of appropriate units, and thus minimizing decision errors after repeated training.
The use of complete FHR data in the NNW computer is time consuming for system training and diagnosis. Since automated FHR analysis is utilized in the centralized system for the multiple simultaneous monitoring with time sharing, the analysis time should be as short as possible. For this reason, the hybrid system with limited parameters is ideal and was the chosen method for analysis in the present study. Although sinusoidal FHR is rare in obstetrical practice, it should be automatically diagnosed from FHR changes within a short time frame. We identified the physiological false positive sinusoidal FHR by frequency analysis and cases with pathological sinusoidal FHR were identified by the NNW system. The 20 cases used for training the NNW computer were selected to include indispensable FHR changes, such as severe variable deceleration, late deceleration, the loss of baseline variability, bradycardia, and sinusoidal FHR.
Although the ratio of coincidence to clinical findings was 86% over 50 minutes of monitoring, the long interval between FHR analysis and birth may influence the accuracy rate. Shorter analysis times, such as 15 minutes of monitoring evaluated every 5 minutes, as in the present study, may improve the accuracy rate.
Although the trend gram was studied in previous report [23] , the neural index curve may be a better indicator of fetal status in prolonged monitoring [26] . Since the A/B ratio of an actocardiogram clearly shows fetal status, computerized evaluations of actocardiograms may be introduced into automated monitoring in the future, although the present NNW diagnosis depends only on FHR changes and not on fetal movements.
The recent progress in the automated fetal evaluation is the application of wavelet analysis [40] and entropy system [39, 41] in the computerized studies on the fetal heart rate. The fetal state is analyzed for the fetal well-being with the wavelet [40] , and for the detection of fetal distress by the entropy system [39] . The fetal ECG masking maternal ECG signal is rejected on the abdominal wall in order to improve fetal heart signals for the precise beat-to-beat variability using neuro-fuzzy inference system [42] . Fetal study will be further progressed by the improved analysis of fetal heart rate by introducing the new techniques.
Conclusion
A hybrid NNW computer composed of a back propagation system achieved a high level of accuracy in outcome probabilities, which is characteristic of the objective nature of NNW analysis. Thus, this study highlights the ability of the NNW computer system to achieve the full monitoring of all parturient women on a global basis to improve the perinatal state of mothers and infants. The NNW system is also promising for data analysis in other areas of obstetrics and gynecology, particularly in central fetal monitoring and possibly in image analysis.
