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INTRODUCTION 
The goal of the project research has been directed towards a central and 
continuing problem of weather modification - the evaluation of operational, 
or commercial, weather modification projects . 
Weather modification in the United States since the late 1950's can best 
be characterized as having two parallel thrusts (Changnon, 1978a). One thrust 
has been the federally-sponsored research, generally characterized by a series 
of site-specific, moderately large experiments (many of which have been incon-
clusive due to inadequate planning or inadequate funding). Experimental results 
have been mixed, with success in some cases, nothing modified in others, and 
reversals in others (rain decreased instead of increased). The major findings 
after 20 years have been: (1) that weather (clouds) is extremely complex and 
modification is difficult to accomplish; (2) that under certain conditions rain-
fall or snow can be altered over small areas within certain geographical regions; 
and (3) much broader, more extensive research efforts are needed to bring 
weather modification to fruition. 
The other thrust of the weather modification field has been in the private 
usage of weather modification. Use of private (and corporate) funds to hire 
commercial firms to perform "operational modification projects" (nonexperimental) 
has brought forth hundreds of projects, largely performed in the western (drier) 
half of the U.S. Many of these operational projects have lasted only one or two 
years, but a few in California have been conducted continuously for more than 20 
years. Although difficult to evaluate, evaluation of certain operational projects 
has helped establish that rainfall could be purposefully modified to get 10 to 
15 percent increases (NAS, 1973). 
The most important point to this two-pronged (research versus usage) 
approach to weather modification is that it has involved usage before the 
scientific basis for its usage (a true technology) was established. Add to this 
lack of know-how, the well recognized vagaries (day-to-day, year-to-year) of 
weather, and the result is that proof of even a moderate change, say a 25% 
increase of rainfall, is very difficult. One can readily see the difficulty of 
proving what operational cloud seeding has done. Evaluation of operational pro-
jects is thus an extremely complex scientific issue that has been debated for 
more than 25 years and seldom addressed properly. Scientific research has been 
pursued and statistical expertise has been involved and trained in the statistical-
physical aspects of the evaluation issue. 
The major objectives of the project at its inception in 1977 were the (1) 
development of statistical-physical techniques for evaluation of the operational 
projects, (2) evaluation of operational projects to test the technique, (3) planning 
for future operational projects, and (4) translation of the findings to the publ i c, 
governmental agencies, and weather modification industry. 
1\vo events led to a moderate re-shaping of the project during its first year. 
Firs t, the Principal Investigator, Dr. Paul T. Schickedanz, was unfortunately 
killed in December 1977, six months after the project had begun. This led to new 
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project leadership. Secondly, a major assessment of the national program in 
weather modification performed in the 1977-1978 period recommended, to the 
Congress and the President, that considerable attention be given to the scientific 
evaluation of selected future operational projects (W~IAB, 1978 and Statistical 
Task Force, 1978). The interest and expertise in weather modification of the 
new Co-Principal Investigators, coupled with the major directives of the Weather 
Modification Advisory Board, led to some reorientation of the project. These 
activities, and the whole project, have been discussed with our IO-person 
project advisory panel. The proposed project reflects, to a large degree, 
their recommendations (Schickedanz et al., 1978). 
It is important to recognize that this project is tackling an enormously 
complex, multi-faceted problem. Hence, we cannot conceivably address all the 
issues or solve all the problems in weather modification evaluation during an 
18-month period. Thus, we have limited the development and testing of statis-
tical-physical techniques so as to focus on the modification of convective pre-
cipitation (rain and hail). 
The entire 3 1/2-year project, with 18 months completed, can be viewed as a 
systematic sequence of activities, as shown in figure 1. The first major efforts 
were the collection of a variety of weather data for areas where future project 
studies would be focused (either simulations or actual operational projects), 
and the determination of potentially useful statistical techniques with the 
ensuing development of computer software for using these. 
Next, this wide variety of statistical techniques is being applied to 
simulated precipitation changes in three areas (Kansas -- warm season rainfall; 
Montana -- seasonal hail; and Illinois -- summer rainfall). In parallel, the 
study of predictor variables (covariates) for simulated project areas in I l linois 
is being pursued. 
If future support is provided, techniques will be applied to a variety of 
convective precipitation projects, both real (operational and experimental) and 
simulated, in various areas of the United States. Our studies of covariates 
(representing the physical side of the evaluation) and of operational criteria 
for projects are extensive investigations, but focused on only one area, Illinois, 
where an enormous meteorological data set and some information already exist. 
However, the Illinois results will be transferable to most of the eastern half of 
the United States. Most importantly, the Illinois-focused research (on covariates 
and operational criteria) will serve as technique and procedural demonstrations 
for simjlar studies in other climatic regimes. 
This report serves two functions. First, it is the final report on NSF 
grant ENV77-01103. This covers an 18- month period of research of July 1977 
through December 1978. It should be noted that although this is a final report 
to serve the foundation~ requirements for the grant, the research is about at the 
mid-point of an originally planned 3-year research effort. The National Science 
Foundation chose to fund 9nly the first phase of the effort, 18 months, without 
a change in the 3-year research plan. Hence, the research reported on herein is 
not at a completion stage, but rather represents partially completed efforts . 
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The second function of this report is to present commentary about OSET 
(Operational Seeding Evaluation Techniques) from the project's advisory panel. 
An integral part of the project was a multi-disciplinary advisory group who 
was to meet with project scientists annually to review and comment on the pro-
ject. TI1e suggestions and comments of the 10-person group who met with us 
first in September 1977 have been summarized (Schickedanz et al., 1978). This 
report is a similar summary for a second meeting in September 1978. 
The first part of this report is an overview of the research. The next 
sectio~ discusses the research centered on the statistical techniques, the 
central focus of OSET. The second major section of this report addresses the 
meteorological research which has focused on covariates for use in operational 
project evaluation. A third section addresses the issue of developing operation-
al criteria so that projects can be evaluated better. 
The final major part of the report presents the results of the 1978 advisory 
panel meeting. Panel responses to a set of major questions are listed along 
with other commentary. 
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RESEARCH OVERVIEW 
As stated earlier, the major objective of this project has been the develop-
ment of statistical-physical evaluation techniques . Primary emphasis has been 
on the ultimate verification of non-randomized, operational projects. Efforts 
are being concentrated on convective precipitation and operational projects 
extending over areas of 500 to 5000 mi 2 • 
TI1e development of techniques involves two highly coordinated investiga-
tions. These include first and most importantly, the testing of numerous 
statistical evaluation techniques to ascertain which are the most applicable 
for verification of operational projects. Those being tested were initially 
selected from a large number of statistical candidates as having characteristics 
which make them potentially useful in weather modification. The second part 
of the investigation involves the selection and testing of various meteorological 
factors potentially useful as covariates (predictor variables) in the evaluation 
of operations and/or the prediction of weather conditions for seeding operations. 
These two investigations are aimed toward providing the best combination of 
verification reliability and minimum time requirements in the evaluation of 
operational projects. 
Following recommendations received from consultation with our 10-person 
advisory panel at two meetings (September 1977 [Schickedanz et al., 1978], and 
October 1978), we are making the evaluation of statistical techniques primarily 
through extensive simulation testing of assumed weather modification effects 
superimposed upon natural precipitation distributions. A number of variables are 
being investigated in conjunction with the simulations. 
Also, based upon advice from the advisory panel, we are concentrating our 
research initially upon operational evaluations through use of relatively simple 
statistical methods which utilize well-defined, observable variables, as opposed 
to more complex techniques such as factor analysis. However, techniques such as 
factor analysis are being investigated, also, but we are proceeding with the 
concept that if the more simple direct techniques are found applicable, they 
will achieve greater utility. 
Following is a discussion of the major research areas under investigation. 
Controls and Randomization . In operational projects, such desirable control 
procedures as SO% randomization and the use of crossover target-control designs 
are not realistic. TI1e major purpose in these projects is to achieve precipita-
tion increases, often under water stress situat·:ons, or to suppress hail during 
the growing season. Tt may be feasible to expect that some randomization, on 
the order of 30%, could be achieved in piggy-back projects, defined as carefully 
selected long-term operational projects with an agreed operation and data 
collection procedure to produce scientifically useful results. For most of our 
research, we are limiting our control procedures to the use of historical data, 
fixed target-control, small percentage (60/40, 70/30, and 80/20 seed/no seed 
ratios), randomization, or no randomization. Furthermore, when the seeding 
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area becomes large, such as encompassing all or portions of several states, 
the fixed control is no longer applicable because of climatic differences and 
natural spatial variability. Our advisory panel recommended that optimum 
randomi=ation procedures are less important than establishing the credibility 
of operational projects through careful attention to and documentation of oper-
ational procedures, data collection, and data processing. However, when there 
is no randomization, every effort must be made to assure that no biased selection 
could have occurred. 
Evaluation Parameters . A more thorough and useful evaluation of seeding 
effects can be obtained through computation of other response variables, in 
addition to the total or mean rainfall normally used in verifying the results of 
operational projects. Consideration will be given to such meteorological factors 
as area-depth relations in target and control areas, intensity of hail, areal 
extent of rainfall, duration of precipitation, and radar-derived parameters 
relating to motion and intensity of seeded and unseeded precipitation entities. 
~rultiple Data Sources. Utilization of operational data from multiple 
sources (that is, from different projects) in which operational and climatic 
conditions are equivalent is being given attention. Since many seeding projects 
are relatively short in duration and vary greatly in size of target area, it is 
most desirable to develop methods for combining results, and thereby, shortening 
the period needed to establish, quantitatively, seeding effects under various 
climatic and meteorological conditions. 
Varying Precipitation Types and Seeding Procedures. Our evaluation of 
operational projects requires attention to two basic types of precipitation and 
how they are seeded . These include rain augmentation and hai 1 suppression. 
Optimum statistical-evaluation techniques may vary among these types and by 
climatic region, and this problem is being investigated as an integral part of 
our research. 
Another problem in evaluating rain augmentation project results is that 
the need for seeding varies, time-wise. In the Corn Belt states of the Midwest, 
for example, seeding demands most frequently arise in July and August in con-
junction with the corn and soybean crops. Other crops wou l d have varying needs 
with respect to time of year, but in general, needs for agriculture in both rain 
augmentation and hail suppression are limited to spring and summer. Our research 
will exert maximum effort toward evaluation of weather modification in convective 
precipitation during the growing season. 
Seeding is most prevalent in moderate to severe drought periods. Thus, 
agricultrually-oriented rain projects provide a major portion of their data in 
a limited range of meteorological conditions (droughts or dry periods of varying 
magnitude) and for relatively short periods during the crop growing season. 
Seeding for alleviating water supply deficiencies for municipalities and industry 
are also most often carried out in drought periods. The above problem is being 
investigated in our simulation studies through stratification of natural rainfall 
distributions into dry, wet, and moderate rainfall seasons. 
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Covariates. A substantial effort is being devoted to the use of covariates 
primarily for assisting in evaluation of seeding results, but also to provide 
guidance in mcsoscale prediction which is essential to maximizing seeding opera-
tions. ~lajor emphasis is being placed upon the use of meteorological variables 
that are easy to obtain and are directly related to the precipitation processes 
in the atmosphere. This study is being carried out using Illinois convective 
rainfall data from dense raingage networks of the Water Survey as the evaluation 
standard. 
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STATISTICAL ASPECTS 
Since the two interim reports of this project provide extensive descriptions 
of the statistical results (Hsu et al . , 1977; 1978), only the highlights of the 
statistical effort are described herein. 
Table 1 summarizes those techniques which have been and are being investigated. 
Table 1. Statistical-Physical Techniques. 
A. Investigated: 
1. multiple regression and variable selection; 
2 . principal component regression -- standardized and 
non-standardized; 
3. two simple regressions -- parametric and non-parametric; 
4. factor analysis; 
5. canonical correlation. 
8. Being investigated: 
1. discriminant analysis; 
2. cluster analysis. 
C. To be investigated: 
1. Bayesian inference; 
2. MANOVA; 
3 . Markov process, Poisson process; 
4. Box-Jenkins time series; 
5 . response surface (and/or objective analysis). 
D. Test statistics: 
I. difference; 
2. t-statistics; 
3. ratios; 
4 . sum of rank power. 
Also shown are the four test statistics being used. Those techniques which 
have been investigated have been written into computer programs such that they 
can be used for testing a single data set or used in simulation studies for various 
data sets. The writing, debugging, and implementing of these computer programs, 
along with the execution of extensive simulation and summarizing of simulation 
results, have constituted a major effort of the personnel assigned to the statis-
tical analyses. 
r 
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Simulations 
Three areas representing different weather regimes and different types 
of available precipitation observations have been chosen for simulation studies. 
The period in which each data set was extracted was investigated to ascertain 
that there was no weather modification project being conducted in the designated 
target area(s) . Each data set then underwent a preliminary exploratory analysis 
to check its quality and to find any hidden peculiarities. These data sets are 
described below: 
1. West-Central Kansas Rainfall Data, 1936-1970 (Figure 2). These 
data consist of monthly rainfall totals, May-September, in each of the ten 
counties. The central two counties were designated as targets (counties 9 and 
10 in Fig. 2) and the surrounding 8 counties as controls (counties 1-8 in Fig. 2). 
Counties 1 , 3, 7 are located in the upwind site of this area in the summer season. 
This data represents a long-term project dealing with growing season rainfall . 
2. Weste rn Montana Hail Data, 1948- 1976 (Figure 3). These data consist 
of annual values of liability and loss-cost ratios . Three counties with high 
liability, (Chouteau, Fergus, and Judith Basin), were designed as targets, and 
the surrounding 13 counties as controls. 
3. Illinois Dense Rainfall Networks (Figure 4). These data consist of 
recording raingage data in four Illinois networks. Because of its very fine 
resolution, a variety of simulations addressing problems of a different nature 
can be usefully studied . 
Up to the present time, extensive simulations have been performed using 
west-central Kansas data. Five out of 35 years were randomly selected as seeded 
years, and increases of 10, 20, 30, and 40%, respectively, superimposed on them. 
One hundred replications were run. In addition, 500 replicat ions of zero 
increase were also generated to build up a null distribution. Table 2 shows 
the statistical techniques which have been applied to these 100 and 500 replica-
tions in several target-control combinations. Power curves and power indexes 
were calculated for each technique and combination. These results are presented 
in Appendix A. 
Table 3 displays the best or near best statistical techniques for averaged 
target in the order of their power at the 5% significance level for each increase 
imposed during each month in Kansas. It can be seen that overall the principal 
component regression is the best statistical technique for the averaged target. 
Table 4 summarizes the findings obtained to date in the simulation study of 
west-central Kansas. Findings indicate that principal component regression 
should be used in similar situations. (Of course, as more techniques are tested, 
results may change.) The computer programs for simulations in Kansas data were 
written in such a way that they can be used for other data sets by only a minimal 
effort of modification. 
The preliminary exploratory analyses of Montana hail data have been completed 
and are ready for simulation. Data sets suitable for simulation are now being 
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Table 2. Simulation Studies of Different Statistical Techniques and 
Different Target-Control Combinations, West-Central K~nsas, 
1936-1970. 
Target 
control 
Double ratio 
Multiple regression 
H 
o 
T 
N. Prin. Comp. Reg. 
w 
D 
T 
S. Prin. Comp. Reg. 
w 
D 
T 
Two Regressions. 
Lamda 
T1 
T2 
T3 
F1 
TP 
VCOV 
VBRS 
Sum of Rank Power 
ANR(l) 
ANR(2) 
ANR( 3) 
BNR( 1) 
BNR(2) 
B}IR(3) 
CNR(ll 
CNR( 2) 
CNR( 3} 
Factor Analysis 
Legend: 
9 10 
8 5 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
9 10 ave 
1-8 1-8 1-8 
** 
* 
* 
* 
* 
* 
* 
* 
* 
* 
** 
** 
** 
** 
** 
** 
** 
""* 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
* 
* 
* 
* 
* 
* 
* 
* 
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** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
* 
* 
* 
* 
* 
* 
* 
* 
* 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
.,, . 
** 
1-10 
9 
1,3,7 
** 
* 
* 
* 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
10 
1,3,7 
** 
* 
* 
* 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
** 
denotes that control counties are used separately, 
ave 
1,3,7 
"'* 
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* 
* 
** 
** 
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** 
** 
** 
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** 
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** 
** 
** 
* 
** den~tes, that control counties are used together as rep:-esenled by tnc 
average, 
denotes that simulation study is not ru:1. 
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TABLE 2 NOTATIONS 
Regression 
W: one sample Wilcoxon test 
D: average of differences 
T: standardized D 
Two Regression 
).. : test statistic from likelihood ratio test (Bernier, J . , 1965. 
Fifth Berkeley Symp., Vol. 5, pp 35-54) 
test statistic for slope (Bernier) 
test statistic for intercept with same slope (Mielke, P., and J. S. 
Williams, 1977. J. Appl. Meteor ., pp. 183-187) 
T3: test statistic for intercept and slope (Bernier) 
Fi: F-statistic for slope (Wilks, S. S., 1962.) 
TP: nonparameters statistic for slope (Potthoff, R. F. , 1974. Ann. Stat:.• 
pp 296-3 l 0) 
VCOV: nonparameter variance ratio (Quade, D., 1967. JASA., pp . 1187-1200) 
VBRS: Bross test (Bross, I. D. J., 1964. JASA., pp. 725-736) 
Sum of Rank Power 
ANR(i) - CNR(i) 
~ 
L.l'\ 0 
0 
...., 1..(\ 
ctJ •• 
0 
\.. 0 
(I) -
3 
0 -
0.. <II 
ctJ 
.... <II 
0 ~ 
<II ::,,: 
(I) 
::,-
- ct) 
ctJ \.. 
> .., 
C 
>- (I) 
.&;JU 
I 
Ill ,._, 
U Ill 
·- (I) 
... > 
Ill 
- -
........ 
ctJ (I) 
.._. Cl 
V, 1-
ctJ 
4-1 1-
111 
(I)~ 
co (I) 
Cl 
,_ 
(I) 
3 
0 
n. 
~ 
C 
ct 
a: 
\.. ctJ <II 
ctJ \.. C 
(I) 11) 0 
:z > ·-ex:.., 
I- ctJ 
0 - u 
.... (I) -
Ill > 0. 
(I.I 11) (I) 
co _,I a:; 
1..1 
- -
Tab l e 3 . Best or Near Be s t Sta ti st ics by Val ue s o f Powe r at 5% 
Le ve l , Averaged Target , West-Central Kansas, 100:500 
Rep I i cat i ens. 
DR0\ I Mu 1 • Re9. I N.P . C.R. I S. P. C. I Two R. I Sum of Rank Power I I I I I 
w D I w D T I w D I T2 T3 : A1 A2 A3 !:2 C:,. I I I 
Month Chan~ 99 88 88 : 88 88 88 : 88 88 : 99 77 99 l 99 99 99 99 99 
I I 
I I 
I 
Seasonal 1. 1 I 2 1 I 3 3 I I 
Averaqe 1. 2 I I 2 3 I 
1. 3 2 1 I 2 I 2 2 I 3 2 2 2 I I I 
1. 4 l 1 1 I 1 I l 1 I I 2 1 I I 2 2 2 2 I I ' 
I I 
May 1. 1 3 1 I 3 2 3 I 3 2 I I 
1. 2 1 I 3 I I 2 I I 
1. 3 I 3 2 2 I 2 1 I 
I. 4 I 3 2 1 I 2 I 
I I I 
June I. 1 I 2 3 1 I I -
1.2 2 1 3 
1.3 1 3 2 I 2 I I 
I. 4 1 I 2 3 I 
I 
July , I. 1 I 1 3 2 I 
J. 2 I 1 3 2 I 
1. 3 I I I 3 2 I I 
I. 4 I I 1 3 2 I I 
I I 
August 1.1 I I 2 3 I I 
1 • 2 I I 2 I 1 I 3 I I I I 
I. 3 I I 3 I 1 I 2 I I I I 
1 • 4 I 3 I I 2 I l I ' ' ' 
I 
September 1. 1 I I I 1 I 2 I 3 l I I I I I 
1. 2 I I I 2 I 1 I 3 3 I I I I I 
I. 3 I 2 I I I I 2 I 3 l I I I I r 
1. Lr. I 1 ! I I I , 2 I 3 I I I I 
I I 
' 
! 
* See list of nota t ions In Tab l e 4. 
I 
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Table 4. Summary of Best Statistics by Month and Target., 
West-Central Kansas, 100:500 P-eplications. 
Month 
May 
June 
July 
August 
September 
Seasonal 
Ave rage 
-----------
Target-
Wise 
-;': Notations 
OR 
N.P.C.R. 
S.P.C.R. 
2 Reg. 
HR 
A1, A2, 
RP 
Average (of 
Counties 9 & 1 0) County 119 County #10 
DR'", PCR, 2 Reg. PCR, C3 PCR, DR 
DR, PCR PCR PCR 
PCR DR, MR, PCR A 1, A2, C2 
PCR PCR, T3 PCR 
PCR, 2 keg. PCR, A1 PCR, MK 
DR, PCR, RP, MR PCR MR, 2 Reg. 
2 Reg. 
--------------------
--------------- --------------
PCR lw""'\ .. - 2 ·,~c.:1. PCR PCR,SRP, MR ~· 
--
<l 
for Tables 3 and 4. 
C2 
= 
= 
= 
= 
= 
Doub 1 e ratio 
Non-standardized Principal Component Regression 
Standardized Principal Component Regression 
Two Regressions 
= 
Multiple Regression 
Abbreviations of ANR(l), ANR(2), CNR(2) 
Statistics of sum of rank power test. 
= Sum o·f Rank Power 
W, D, T, T2 
T 3 :::1 See Tab I e, 2. 
99 = Average of counties 1-8 is used 
88 = Counties 1-8 are used 
77 = Average of u~~ind counties #1, H3, #7 is used. 
Monlh-\.li se 
PCR L-, - ;.: 
PCR 
f' CR, RP 
f'CR 
PCR 
PCR, MR 
2 Reg. 
-------------
PCR 
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formulated from the Illinois raingagc networks and preliminary analyses are 
being done at the same time . At the end of the current project , they have 
been formulated and preliminary analysis was completed. 
TI1e Kansas rain simulation effort was essentially completed by the end of 
the present 18-month grant. The Kansas tests were performed on monthly and 
seasonal rainfall for the growing season (May-September) and, thereby, provide 
pertinent information on the best statistical evaluation techniques in convec-
tive rain fal 1 when evaluation is based on monthly-seasonal totals. Monthly and 
seasonal seeding- i nduced changes (enhancement or suppression) have been most 
commonly used in the past in evaluating non-randomized seeding operations. 
This type of evaluation will continue to have much usage in the future, since 
precipitation increases over monthly and seasonal periods, rather than in 
specific storms, is of prime interest in agriculture and municipal water supply 
application of weather modificat ion. 
The Kansas study has utilized fixed target-control and historical data in 
the simulation testing. Fixed target-control and historical data are the sources 
of information that are most applicable for evaluating the commercial-type, non-
randomized operation where efforts are usually made to seed every situation 
considered amenable to rain enhancement. Kansas is the largest wheat-producing 
state, and, therefore, is a region in which seeding is likely to be practiced 
liberally in the future, and where potential benefits from successful seeding 
can be substantial . Results should be generally applicable in the eastern half 
of the United States, and the Great Plains in particular. If the project 
continues, the Kansas results will be utilized later in one or more tests on 
past or on-going non-randomized seeding operations. A prominent candidate is 
the Muddy Road Project in SW Kansas which has been in operation for several 
years. 
r 
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METEOROLOGICAL ASPECTS 
Development of the statistical relationships between precipitation and 
meteorological variables is considered to be an important aspect of the design 
and evaluation of operational cloud seeding experiments. Meteorological vari-
ables are useful in the reduction of natural variability or the reduction of 
variance in the particular quantity that is being measured, in this case rainfall 
Tuo studies in particular have relied strongly on meteorological covariates. 
These are the CLIMAX project which was conducted in the mountains of Colorado 
and the FACE project which was conducted in Florida. In both of these projects, 
meteorological predictor variables or covariates played an important role in 
determining the overal 1 effect of the treatment. As part of OSET, i,•e have 
developed relationships between various meteorological variables and the rain-
fall for a selected subset of rain gages within the METROMEX network located 
near St. Louis, Missouri (Figs. 4 and 5) Also shown in figure 5 is a second 
proposed study site designated as CHAP, located in the Chicago area. 
It is well known that the kinds of meteorological variables that are 
important for developing relationships with rainfall vary according to the 
topography and latitude of a particular area and the types of weather sys t ems 
that frequent that area. Both the CLIMAX and FACE sites have semi-permanent 
forcing functions that were important in the development of the covariates. In 
particular, at the CLIMAX site, the role of the motmtains in the uplifting of 
moist air masses is well known. The sea breeze in Florida is a common climatolog-
ical factor that occurs almost every summer day. The sea breeze acts as a 
triggering mechanism for the initiation of the deep cumulus clouds. 
The Midwest has no unique forcing functions which can be readily appealed 
to for the development of predictor variables or which can be used to restrict 
the possible number of candidates. It is necessary to seek out a number of 
possible triggering mechanisms or forcing functions that are related to the con-
vective precipitation. High correlations between single variables and the 
rainfall are not expected. Yet , when combined, significantly large correlations 
could be obtained and the covariates could be useful for the evaluation of the 
effects of cloud treatment. 
Applications for Covariates 
The OSET meteorological effort wi 11 have applications in the evaluation of 
the operational cloud seeding projects. The evaluation variables can increase 
the scientific precision of these projects; increase the sensitivity of test by 
providing more homogeneous seeded and unseeded samples for statistical testing; 
and identify physical processes that lead to convective rainfall. 
Another application is in the forecasting for operations. The predictor 
variables can provide a consistent objective approach to operational decision-
making. Further, predictor variables can aide operators unfamiliar with Illinois 
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and midwestern summer weather, in decision making. For example, the predictor 
variables can be useful for mesoscale forecasts that further refine the National 
Weather Service synoptic and subsynoptic forecasts, they can be useful for 
alerting the operator to unforecasted storms, and they can be useful for the 
prescrcening and removing events which may be uneconomical for operations. As 
a part of the project, an extensive number of publications (papers and reports) 
dealing in any way with predictor variables were assembled. These are listed 
in the Appendix. These will be abstracted, and if further funds are provided, 
they wil 1 be assembled into a report that should be useful to weather modification 
firms and scientists. 
The meteorological effort of OSET addresses a number of aspects important 
to operational cloud seeding projects. Results from past studies support our 
view that the meteorological effort may provide a margin of success necessary 
to determine the impact of seeding on precipitation. Further, project operators 
can realize an economic benefit from the cooperation with the scientists. 
Selection and Development of Covariates 
Because of the wide diversity of meteorological systems that can produce 
rainfall in the middle west, there exists a large number of physically reasonable 
covariates that can be correlated with the rainfall. Also, to the extent that 
covariate-rainfall relationships are transferrable from the High Plains to Illinois, 
correlations between any one variable and rainfall will most likely be low 
(Achtemeier and Sun, 1977; Achtemeier et al., 1978). We have developed a set 
of criteria to narrow the range of possible covariates yet unsure that the 
covariates would be sufficiently diverse to capture the broad spectrum of 
physical processes that lead to convective rainfall in the middle west. These 
criteria are: 
1. The covariates should be drawn from the data taken from diverse sources. 
These would include upper air ascents, surface observations from a number of stations 
located in various directions from the operations site, radar, surrounding rainfall 
data, and satellite data. 
2. The covariates should include as many of the observed variables as 
possible -- either alone or in combination. These include standard measurements 
of pressure, temperature, dew point, wind speed and direction, as well as 
observations of cloud base height, cloud type, cloud cover, precipitation patterns, 
intensities, etc. 
3. The covariates should be developed with varying complexity. These 
include single value parameters, derivative quantities, multivariable indices, 
nonlinear processes, in a spatial and temporal setting. 
4. The covariates should address the relative importance of environmental 
controls such as air mass stability, moisture, and the dynamic "trigger" that 
can initiate deep convection. 
S. The covariates should be tailored to Midwest precipitation types. 
These include air mass showers, squall lines, squall areas, frontal storms, etc. 
I 
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6. The covariates should have a physical connection with middle west 
convective rainfall. Our covariates will be taken within 12 hours of the storm 
start time and within 200 km of the precipitation network. 
There remain a large number of possible covariates that satisfy the above 
stated criteria. These have been grouped into two classes which are the surface 
derived covariates obtained exclusively from surface observations and the upper 
air derived covariates obtained from one or more upper air soundings. This 
phase of the study has concentrated exclusively upon the first group, the sur-
face derived covariates. 
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The surface variables describe moisture patterns and triggering mechanisms 
that are reflected in the surface fields. Since the stability is often related 
to the moisture in the lower levels, the surface variables also carry some infor-
mation concerning the mid-tropospheric stability. The surface covariates, as 
related to triggering mechanisms are especially useful because of their greater 
observation density, both in time and space. This allows more frequent monitorin 
of weather conditions, and the calculation of derivative quantities which are 
known or suspected to be c l osely associated with convection. 
Relationship between the Proposed Operations Site and the Surface Network 
The surface observations are to be transformed to a regular mesh in order 
that derivative quantities can be easily calculated with standard finite 
difference methods. Therefore, it is necessary to objectively analyze the obser-
vations to a regular grid. There are a number of factors that should be taken int 
consideration so that the phenomenon that may trigger precipitation over the rain-
fall network at some future time is incl uded within t he meteorological network. 
1. The surface network should be sufficiently dense to detect rain producin 
mesoscale triggers. This docs not mean that the network should describe the 
triggers but only detect their presence . 
2. The surface network should surround the proposed rainfall network and 
extend far enough outward from the network to contain important triggering dis-
turbances at the analysis time. 
3. The site should be far removed from the boundaries of the network where 
objectively-analyzed fields will often contain values that have been extrapolated 
from the interior. 
4. Special site characteristics that local l y trigger convection should be 
noted. For the METROMEX area, these include the Ozark llills, St. Louis urban 
influences, and the Mississippi Bottom lands moisture source. For the CHAP site, 
these include the Chicago urban effect and the lake breeze from Lake Michigan. 
After an extensive literature search (Ackerman et al., 1976), consulting 
with those with field experience in the middle west, and considering data limita-
tions, a list of candidate surface covariates was selected. These covariates 
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arc designed to monitor the moisture and thermodynamics of the lower levels, 
and the kinematics that reveal the presence of triggering mechanisms. The list 
of 18 candidate covariates is presented in Table 5. However, the geostropic 
wind direction and the observed wind direction are presented in line projections 
to avoid bipolar distributions that can result from the transition from 360° to 
0°. Thus, the number of candidate surface covariates is increased from 18 to 24. 
The candidate surface covariates arc defined and explained as follows: 
1. 
2. 
3. 
4. 
5. 
6. 
7 . 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
Table 5. List of Candidate Surface Covariates for OSET. 
Surface mixing ratio; 
Wet bulb potential temperature; 
Surface temperature; 
Surface dewpoint; 
Moisture advection by geostrophic wind; 
Moisture advection by the observed wind; 
Spot index; 
The geostrophic wind direction (four line projections); 
The observed wind direction (four line projections); 
Convergence; 
Moisture convergence; 
Cumulative lift; 
Vorticity (observed wind); 
Sky cover; 
Cloud base height index; 
Surface pressure; 
The 3-hr (t-t_ 3) tendency of the surface pressure; 
Pressure trough analysis. 
1. Surface Mixing Ratio. Derivation: The vapor pressure is determined 
from the dcwpoint temperature through the Clausius-Clapeyron equation. Then 
the mixing ratio is found as a function of the surface pressure and the vapor 
pressure. An alternative formulation can be made through Tetan 's formula (Berry 
etal., 1945). 
Interpretation: The m1xrng ratio is a height independent measure of the 
~ater present in an air ~ass. As the water content of the surface layers 
increases, the rainfal 1 can become more frequent and/or intense. 
2. Wet Bulb Potential Temperature. Derivation: Compute the temperature 
a parcel of air would have if lifted from the surface to its condensation level 
(LCL). Then interpolate from tables of temperature and pressure to find the 1~et 
bulb potential temperature. 
-
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Interpretation: The wet bulb potential temperature gives 
sensible and latent energy contained with a surface air mass. 
moisture content and/or temperature of a surface air mass, the 
probability for deep convective overturning. 
a measure of the method elim 
The greater the transition 
greater the 
3. Surface Temperature. Derivation: The surface temperature is taken 
directly from objectively analyzed fields of temperature. 
Interpretation: Heavy rainfall is more likely to occur on days that are 
warm and muggy and is less likely to occur on cool days. 
4. Surface Dew Point. Derivation: The surface dew point temperature is 
taken directly from objectively analyzed fields of dew point temperature. 
Interpretation: 111e surface dew point gives a measure of the moisture 
content of air in the surface layer. During the heated daylight hours, the 
surface dew point temperature can be representative of the moisture in the much 
deeper "mixed" layers which supply the moisture to most cumuloform clouds. 
5. Moisture Advection by the Geostrophic Wind. Derivation: The moisture 
advection is given by the scalar product of the geostrophic wind vector with the 
gradient of the mixing ratio. 
Interpretation: The rapid transfer of moisture into the middle west is 
often accompanied by conditions of destabilization and system caused vertical 
displacements. The geostrophic wind, derived from the pressure field, has 
continuity with the pressure field just above the friction layer. Thus, the 
surface pressure field can be used to estimate the moisture advection within the 
low level free flowing "frictionless" air masses. 
6. Moisture Advection by the Observed Wind. Derivation: The moisture 
advection by the observed wind is given by the scalar product of the observed 
surface wind vector with the gradient of the mixing ratio. 
Interpretation: The interpretation is the same as in 5. above, with the 
exception that the moisture advection within the friction layer is calculated. 
7. Spot Index. Derivation: The Spot index is a tornado index that is 
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Interpretation: The Spot index was designed to indicate surface conditions 
that herald possible tornado outbreaks. This index was included in the surface 
covariate list because of the future need to investigate the severe weather 
problem as it relates to the operational cloud seeders. 
8. The Geostrophic Wind Direction. Derivation: Four coordinate axes, 
oriented along 270°-90°, 315°-135°, 180°-359°, and 225°-45° have been defined. 
The unit wind vector is projected onto each of the four coordinate axes. This 
11 
disturl 
des tab 
over a 
Anders 
convec 
The ct 
perioc 
in thi 
distu 
the 
he 
"n 
is 
re 
e 
e 
r 
ti on 
-19-
met hod e l iminates bipolar distributions i ntroduced as a consequence of the 
t ransition of the northerly winds from 359° to 00°. 
Interpretation: The geostrophic wind direction is oriented parallel to 
t he isobars of pressure. It gives a measure of the wind flow above the friction 
layer. Winds blowing from the west, northwest , north, and northeast are associated 
1dth dry , stable conditions. Winds from the east ·arc frequently moist and winds 
f rom the southeast, south, and southwest often bring copious amounts of moisture 
into the middle west. 
9. The Observed Wind Direction. Derivation: See 8. above. 
Interpretation: Same as in 8 . above with the exception that the surface 
winds are taken within the friction layer. 
10. Convergence of the Observed Wind . Derivation: The convergence is 
gi ven by t he scalar product of the Del oper ator with the surface wind vector. 
Interpretation: Convergence within the boundary must be compensated by 
up1,ard motion which increases the depth of the moist layer and destabilizes 
the ai r mass . Both conditions render t he air mass more favorable for deep con-
vect i on and precipitation. 
11. Moisture Convergence. Derivat ion: The moisture convergence is given 
by the scalar product of t he Del operator with the pr oduc t of the mixing ratio 
and the surface wind vector. 
Interpretation: The potential for deep convect ion wi t h copious precipitation 
increases with the moisture content of a converging air mass. The inclusion of 
moi stur e is intended to help strat ify out those events with strong convergence 
with in dry air masses. Obviously, if no moisture i s present in an air mass, no 
amount of convergence will lead to precipitation. 
12. The Cumulative Lift. De r ivation : Calculate t he vertical velocity at 
the t op of a 1 km deep layer by assuming t hat the l ayer average convergence is 
equa l to the surface convergence. TI1en add to this the vertical velocity induced 
by fl ow over unlevel terr ain . Find the aver age vertical velocity over a period of 
5-6 hours by averaging wi t h previously cal culated vert ical velocities. The 5-6 hours 
time span period was chosen as representative of the residence t ime of a typical 
mesosystem between observation sites with average separation similar to that of 
the current United States surface network . Mul tipl y the average vertical velocities 
by the time period to convert to net vert i cal disp l acement s. 
Int erpretation: Weak vertical motion fields associated with sub-synoptic 
dist urbances must often act for several hours before the troposphere is sufficiently 
destabi l ized to initiate deep convect i on . Low-level inversions have been destroyed 
over a peri od of time from 1-3 hours in advance of squal 1 l ines ( Long , 1963). 
Anderson and Uccellini ( 1974) found ident ifiable zones of convergence preceeding 
convcct1 ve rain fal 1 by up to 5 hours for several northeast Colorado thunderdays. 
The cumulative l ift estimates the net vertical displacement over a specified time 
period . The method of averaging helps to eliminat e some of the noj sc inherent 
in t he convergence calculations and thus isolates the important meteoro logical 
di st urbances. 
-20-
13. The Vorticity of the Observed Wind. Derivation: The vorticity is 
given by the curl of the horizontal wind vector. 
arc con 
the ass 
Interpretation: 111c vorticity of the surface wind field can idcnti fy low 
pressure centers, frontal shear zones and other circulation systems that often 
arc accompanied by convective precipitation. Conversely, circulation systems 
that give negative vorticity are often associated with stable lower atmospheric 
conditions. 
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14. The Sky cover. Derivation: The sky cover as reported by the observer \,a rd v 
is classed into S groups; clear, scattered clouds, broken sky cover, overcast, ani 1nc pr 
obscured. TI1ese groups are coded by number and objectively analyzed to a regular prcssu 
grid. 
Interpretation: Cloud bands can often be identified as areas of high 
moisture and instability. These are regions where precipitation outbreaks are oc 
ring, or will occur. The locations of cloud bands with respect to the operationi 
area should be a useful covariate. 
15 . Cloud Base Height Index. Derivation: If the sky cover is more exten-
sive than scattered clouds, the cloud base height is presented at points of a 
regular mesh. For clear and scattered cloud conditions, the cloud base heights 
are assigned a value equivalent to 30,000 feet. 
Interpretation: This variable combines with 14. to give an estimate of the 
overall cloud conditions as can be deduced from the archived surface data. With 
the exception of fog, lower cloud bases suggest conditions more favorable for 
precipitation than cloud conditions characterized by higher bases. Thus, cloud 
bands with low bases should be good candidates for covariates. 
16. Surface Pressure. Derivation: The surface pressure is taken directly 
from the objectively interpolated fields of pressure. 
Interpretation: Low pressure centers and pressure troughs in the pressure 
field identify triggering mechanisms that destabilize the troposphere. High 
pressure centers and ridges are associated with stable conditions. 
17. The 3 hr (t-t- 3) Tendency of the Surface Pressure. Derivation: Sub-
tract from the current pressure the pressure observed 3 hours prior. 
Interpretation: The pressure tendency gives the temporal change in surface 
pressure that precedes advancing triggering mechanisms. Pressure falls precede 
lows, fronts, squal 1 lines, and other convergence zones. The strength of the 
pressure falls indicates the rapidity of movement and/or the intensity of the 
trigger. Thus, pressure falls are most often indicators of approaching inclement 
weather. Pressure rises indicate clearing stable weather conditions. 
18. The Pressure Trough Analysis. Derivation: The locations of pressure 
troughs are found empirically by a computer program and the trough intensities 
arc determined by calculating the curvature of the pressure field normal to the 
trough axi.s. Convergences are computed upon the assumption that the atmosphere 
is initially at rest and the trough is stationary for 3 hours. The convergences 
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are converted to vertical displacements at the top of a 1 km deep layer upon 
the assumption that the layer convergence is equal to the surface convergence. 
Interpretation: TI1e pressure trough analysis is a scheme to assess 
vertical displacements independently of the observed winds. It is assumed that 
an air mass, initially at rest with respect to the pressure field, is accelerated 
into frictionless motion by the pressure field which is held constant for a 
specified time interval. Flow into trough axes or pressure centers would 
necessarily have to be compensated by a vertical component of motion. The up-
ward vertical displacements are related to destabilization and precipitation. 
The pressure trough analysis is much less noisy than the Laplacian of the 
pressure field. 
Objective Analysis of Meteorological Covariates 
The surface data for July and August of 1971-1975 was supplied by the 
National Severe Storm Forecast Center (NSSFC). A subset of 48 stations used in 
the analysis and the analysis grid are shown in figure 6. The analysis area 
covers all or parts of Illinois, Iowa, Missouri, Arkansas, Tennessee, Kentucky, 
Indiana, Michigan, Wisconsin, and Minnesota. The grid is a 252 point, 14 x 18 
mesh with a grid point separation of 56 kilometers. 
The data reduction effort involved the extraction of the 48 station subset 
from the 500-odd surface stations. Editing processes during this step included 
temperature/dew point compatibility and the use of sea level pressure if the 
altimeter reading was missing or garbled. Further, no analysis was done for 
those times when there were ten or more stations missing within the 48-station 
subset. (It was later found that this criteria was not stringent enough . It 
had been assumed that the less than 10 missing stations were distributed randomly. 
This was often not the case and, locally, the analysis gave unrealistic values.) 
M example of the objective analysis is the field of cumulative lift for 
15 GMT on 1 June 1971 shown in figure 6. Apparent is a rather complex pattern of 
negative and positive vertical displacements. The zone of positive vertical 
displacements that runs from southwestern ~lissouri through north central Iowa 
and into southwestern Wisconsin may have been associated with a synoptic scale 
frontal system. In addition, there are several mesoscale cumulative lift patterns. 
A general area of divergence and subsidence over Lake Michigan and the shoreline 
and a zone of rather large convergence and upward vertical displacement some 
distance inland are suggestions of the lake breeze regime. Because of the 
station distribution, the exact location of the lake breeze front cannot be 
established with accuracy. However, the analysis is of sufficient density to 
detect the presence of some mesoscale perturbation which is probably the lake 
breeze. 
A possible second mesoscale disturbance over Missouri and Illinois takes 
the form of a couplet of positive and negative vertical displacements. Positive 
vertical displacements extend from near central Illinois to the boothill of 
southeastern Missouri. Previous analyses (Changnon and Morgan, 1976) have shown 
this pattern to be associated with mesoscale disturbances. 
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Linear Correlation Fields 
111c 252 point arrays of the 24 candidate covariates were correlated with the-
storm maximum gage rainfall amounts taken from the 400 mi 2 ~1ETROMEX subnetwork. 
The method for defining the storm period has been presented in another section. 
111e correlation analysis meshed the storm maximum gage amount with the covariate:s 
taken for a period of 0-3 hours prior to the storm stal't time . Approximately 
ninety storms were processed in this manner. 
Covariate correlation patterns were assessed to determine whether there 
could be established some meteorological explanation consistant with the corre la-
t ion signs and patterns. If no physical description was apparent, the correlatio 
were assumed to be spurious. Figure 7 shows the correlation patterns between 
rainfall amounts at the METROMEX network and the vorticity calculated from the 
surface observations. The correlations arc generally quite small with no single 
point explaining more than five percent of the rainfall variance. Distinct 
correlation coefficient patterns are apparent in the relatively large positive 
correlations located around and to the north of the network. A physical inter-
pretation for this tendency for increasing rainfall with increasing vorticity is 
that the movement of cyclone centers to the north of the METROMEX site and the 
passage of trailing cold fronts is related to increased precipitation. 
Figure 8 shows the correlation patterns for the sky cover. Highest positive 
correlations with the rainfal 1 at the METROMEX site are found to the northwest 
of the site over Iowa and southern Minnesota. Negative correlations are found 
east of the site over eastern Illinois. This pattern is similar to a type of 
rain pattern which is known to produce flooding rains in the Midwest (Huff, 1978). 
Thunderstorms that form along a northwest to southeast oriented stationary front 
move southeastward along essentially successive paths and drop copious amounts of 
rain over relatively narrow bands. 
Figure 9 shO\,s the correlation distribution for the m1x1ng ratio. As 
expected the highest correlations with moisture are found in the immediate 
vicinity of the METROMEX network. Higher correlations extend to the west and 
south of the network and correlations decrease further north from the network. 
Fi gure 10 shows the correlation pattern for the south to north wind component. 
Herc, the highest positive correlations are found to the south and east of the 
METRmlEX network. Negative correlations found to the northwest over Iowa 
contribute to fairly strong correlation gradients across central Illinois. This 
pattern is expected for wind fields associated with cold fronts. 
Figure 11 shows the correlation distribution for the cumulative lift. 111e 
cumulative lift is basically derived from the cumulated convergence over a span 
of about s ix hours. Thus, it gives an indication of the intensity and/or 
duration of the convergence over that period of time. One would expect the 
correlations between the cumulative lift and the amount of rainfall to be quite 
hi gh. However, figure 11 shows that this is not the case. Correlations exccedi1,1; 
0 .10 occurred along a narro1v band from northeast Illinois through southwest 
~i ssouri. Correlations for both the convergence and the moisture convergence 
were als o quite low. This finding was not expected as the previous studie5 by 
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Endlich and Mancusso (1967), O1arba (1975) and others have indicated that conver-
gence is a highly important variable in the development of rainfall. Also one 
knows that the convergence associated with triggering mechanisms is often the 
factor that results in the initiation of organized convective systems. 
There may be several reasons for the low correlation between convergence 
and rainfall. Once the convergence has initiated precipitation, other factors 
such as moisture, prevailing wind, and the movement of the echoes are really 
the factors that determine the amount of precipitation. Another possibility 
is that the convergence does not necessarily have to be confined to a certain 
locality for precipitation to fall in the METRm)EX area. 
Figure 12 gives the correlation pattern for numbers randomly distributed 
throughout the field. This was a test of the validity of physical interpretation 
approach to the very low correlations found for all meteorological variables. 111e 
correlation coefficient of . 35 located over north central Illinois was the 
highest point correlation of any of the variables included in the study. However, 
the pattern, with many small positive and negative centers, lacks physical 
correspondence. Thus, the physical interpretation of the predictor variable 
pattern approach seems to be useful in the acceptance or rejection of the candi-
date covariates. 
Stepwise Reduction of Candidate Covariates in a Statistical Model 
The use of the objectively analyzed fields of meteorological variables to 
develop a relationship between the rainfall and the candidate covariates has led 
to the need to find a method to reduce the number of possible covariates. The 252 
grid points times the number of meteorological variables (24) gives a total number 
of candidate covariates of 6,048. We used a combination of subjective and statis-
tical steps as part of a "first cut" approach to determine whether the meteoro-
logical variables will indeed have any use in the statistical analysis for 0SET. 
In future studies, more sophisticated methods such as principal components wi 11 
be used in the variable reduction process. 
The first of these steps was designed to reduce the density of the grid 
points by eliminating the value in every other i column and every other j row. 
This reduced the number of grid points from 6,048 to 1,512 at little cost to the 
overall analysis because neighboring points were highly intercorrelated as a 
result of the objective analysis. Now consider variables as part of a 24 by 63 
array, 24 meteorological variables and 63 grid point values for each variable. 
We retain each meteorological variable but reduce the number of grid point array 
values to a manageable level. The next step was designed to reduce the 63 grid 
point values to anywhere from 8 to 18 variables through a set of cutoffs which 
eliminated points with low correlations. The points retained were chosen to 
further minimize the spatial correlation. Once this step had been completed, 
regression models were run to further reduce the number of variables to three or four 
grid point values per meteorological variable. 
The three or four grid points times the 24 meteorological variables equals 96 
variables that would enter into the final regression analysis. This was still too 
-24-
many, so the number of variables was further reduced according to the magnitude 
of the correlations with rainfall and the applicability of the particular vari-
able. Some of the candidate meteorological covariates were dropped entirely 
from the analysis at this step. Others had entries of two to three variables. 
After the number of variables had been reduced to 35, a final step using a 
minimum r 2 regression model reduced that number from 35 to between 3 and 10. Table 6 
summarizes the basic statistics for the regression models. The alphabetical 
letters identify the particular meteorological variable. The number that follows 
the variable identifies the grid point within the field at which the regression 
selected that particular variable. Thus, there was a large number of variables 
selected at varying spatial locations relative to the METROMEX rainfall network. 
Table 6 also shows the r 2 , or the variance of the rainfall, explained by the 
selected variables, the correlation coefficient, and the mean square error. There 
is a range of six to eight variables where the additional variance of the rain-
fall explained by each new entry becomes negligibly small. Thus, from this study, 
five to eight meteorological variables should be retained. 
These variables explain anywhere from forty to fifty percent of the rainfall 
variance. The respective correlation coefficients range from .64 to .72. These 
results, though not having been run on independent data, suggest that the meteoro-
logical covariates can be useful for reducin g the variance of the observed rainfall. 
Generally, the use of this type of regression model with independent data will 
reduce the rainfall variance explained to approximately fifty to seventy percent 
of that shown here. Thus, the independent data tests would probably yield an r 2 
of somewhere between .3 and .4 . This is still a potentially useful reduction and 
points to the need for a concerted meteorological effort to find the variables 
that most reduce the rainfall variability . 
As part of the continuing research effort in the development of the meteoro-
logical covariates for OSET, the subjective steps that have been introduced here 
to reduce the number of variables, can all be eliminated if the principal com-
ponents method is adopted. This is a much more powerful statistical method and 
is expected to retain much more of the correlative information contained in the 
fields of meteorological variables than the method that was chosen for use here. 
It is possible that the principal components analysis applied to meteorological 
data will result in r 2 values that are larger than these shown here because it is 
expected that the total information contained in the data will be better retained. 
The principal components method parallels the meteorologists' practice of studying 
patterns of meteorological variables instead of point values. These variables 
as covariates may perhaps make the margin of difference between success and failure 
in the evaluation of future operational weather modification projects. 
Delphi Experiment Covariates 
As part of the OSET candidate covariate selection process, a questionnaire 
was given to the meteorological staff of the ISWS to ascertain the methods they 
use to arrive at short range thunderstorm forecasts. These nine staff members 
have had forecasting experience as part of the operations for other projects. 
Each person was informed of the purpose of the questionnaire, namely, to provide 
input into the development of prediction techniques for use in scheduling seeding 
operations, and to provide improved evaluation methods through use of covariates 
in conjunction with various statistical evaluation methods. 
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Table 6. List of Variables Retained in Multivariate 
Minimum R-Square Regression Models. 
Number of 
Variables Variable ID* R-Square MSE Correlation 
3 mxl8 sk34 ch44 .25 .58 .so 
4 do2vl3 sg49 ugl7 ch44 . 31 .54 .56 
5 mxl8 do3v38 do4v23 sg49 
ch44 . 34 .53 .58 
6 mxl8 do2vl3 sglO sg49 
sk34 ch44 .41 .48 .64 
7 mxl8 do2vl3 do4v21 do4v39 
sglO sk34 ch44 .45 .46 .67 
8 mxl8 do2vl3 do4v21 do4v39 
sglO sg49 sk34 ch44 .48 .43 .69 
9 dg4vll dvl7 dm33 sglO 
sg49 sk34 ch3 ch44 
td25 .51 .41 . 72 
10 dg4vll dvl7 dm33 sglO 
sg27 sg49 sk34 ch3 
ch44 td25 . 53 .40 .73 
* Abbreviations for covariates: 
mx = 
dv = 
dm = 
sg = 
ug = 
vg = 
tw = 
ex = 
wp = 
sk = 
ch = 
pp = 
tt = 
td = 
ps = 
ptwo = 
dg(l-4) 
do(l-4) = 
mixing ratio; 
divergence; 
vorticity; 
moisture advection by geostrophic wind; 
moisture a<lvection by observed wind; 
moisture divergence; 
wetbulb potential temperature; 
cumulative lift; 
pressure trough analysis; 
sky cover; 
cloud distribution index; 
pressure; 
temperature; 
dew point temperature; 
spot index; 
pressure tendency; 
gcostrophic wind direction on 4 axes: 1=90-270, 2=135-315, 3=180-360, 
4=225-45; 
observed wind direct ion same as above. 
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Each staff member was requested to list the methods and data used to make 
summer precipitation forecasts for a specified locality in Illinois. The 
forecasts were for 1) whether or not it will rain, 2) some estimate of the 
rainfall amount, and 3) the approximate time of rain onset. The forecast was 
to be valid for a period from three to six hours after the issuance of the fore-
cast. Each forecaster had access to 1) a radar with a range of 250 nmi., 2) 
standard facsimile charts, 3) Service A, 4) Service C teletype data, and S) an 
electronic calculator which could be used to calculate numerical quantities. 
Access to satellite information was inadvertently overlooked in the questionnaire. 
Several of the staff included these data as important for their prognosis. 
The questions were designed to get the staff member first to list the 
variables he would use to arrive at his forecast and then restrict the number of 
variables to just a critical.few in order to retain the most important variables. 
The results of the first part of the questionnaire (general variables ) are 
summarized in Table 7. 
Table 7. Variables Considered Useful for Short Range, 3-6 hour Thunderstorm 
Forecasts. 
A. 
Variable 
Surface Variables 
1. Moisture 
2. Convergence 
3. Temperature 
4. Frontal Position 
s. Wind Direction 
6. Pressure Tendency 
7. Pressure 
8 . Moisture Advection 
9. Temperature Advection 
10. 12-hr Forecast 
700 Millibar Level 
1. Short Wave Position 
2. Moisture 
3. Wind Direction/Speed 
4. Vorticity Forecast 
s. Temperature 
6. Moisture Advection 
Field Derived Quantities 
No. of Users 
(9 possible) Variable 
500 Millibar Level 
8 1. Vorticity Forecast 
6 2. Vorticity Advection 
s 3. Short Wave Position 
4 4. Winds 
4 s. Temperature 
3 6. Thickness 
2 
1 850 Millibar Level 
1 1. Moisture 1 2. Wind Direction/Speed 
3. Convergence 
4. Moisture Advection 
s s. Jet Stream 
3 6. Frontal Position 
2 7. Temperature Advection 
1 8. Temperature 
1 9. Short Wave Position 
l 
No. of Users 
(9 possible) 
s 
4 
4 
2 
1 
1 
4 
4 
3 
2 
2 
1 
1 
1 
l 
Variable 
Stability Indices 
1. Lifted 
2. K- Index 
3. Showalter 
4. Total Totals 
Other Data Sources 
1. Nephanalysis 
2. Satellite 
Radar 
1. General 
2. Facsimile 
3. Echo Movement 
4. Echo Rate of Change 
5. Echo Organization 
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B. Single-valued Quantities 
No. of Users 
(9 possible) 
5 
4 
4 
1 
Variable 
Vertical Integrated 
Other 
1. Vertical Shear 
2. LFC 
3. LCL 
No. of Users 
(9 possible) 
Moisture 4 
1 
1 
1 
4. Convective Temperature 1 
4 
~ -- 3 
8 
2 
4 
3 
2 
5. Upwind Antecedent Rain 
6. Time of Day 
7. Time of Year 
8. Site Rainfall Climatology 
Radar (continued) 
6. Intensity 
7. Echo Location 
8. Areal Extent 
9. Echo Type 
1 
1 
1 
1 
2 
2 
1 
1 
The surface variables seemed to be the most important of the direct obser-
vations. Moisture was the most important of these, with 8 users. It was fol lowed 
by convergence (6), temperature (5), frontal positions (4), and wind direction/ 
speed (4). All of the surface variables with the exception of frontal positions 
and the 12-hour forecast were included in the list of candidate covariates 
examined for the OSET statistical evaluation study. 
The upper air variable selections reveal an extensive use of field 
quantities at 500, 700, and 850 mb. This suggests the need to test field-derived 
variables for these levels. To this end, sounding data for June, July, and 
August from 1972-1976 are being acquired. 
The questionnaire also revealed widespread usage of stability indices. The 
lifted, K-, and Showalter indices were equally popular among the ISWS staff. 
Vertically integrated moisture (precipitable water) was useful to four respon-
dents. The remaining variables calculated from sounding data are listed under 
the "Other" category. A number of these variables have been tested in other 
covariate studies (Ackerman et al., 1976; Reap and Foster, 1975; Reap, 1976). 
Remote sensing devices, radar, and satellite received strong emphasis by the 
ISWS staff. A climatological record for satellite data currently does not exist 
and the radar data would require a great deal of manpower and time to be put in 
a readily accessible format for covariate calculation. 
In the second part of the questionnaire, each forecaster was limited to 
the five most important forecast variables. These arc summarized in Table 8. 
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Table 8. Short Range, 3-6 hour Midwestern Thunderstorm Forecast \'ariablcs 
Considered Among the Five Most Useful by the ISWS Staff. 
Variable No. of Users 
1. Surface ~loisture 7 
2. Radar 7 
3. Frontal Positions 4 
4. Upper Leve 1 Trough Positions 4 
5. Surface Wind Direction/Speed 3 
6. ~1oisture Aloft 3 
7. K- Index 2 
8. Surface Temperature 2 
9. Vorticity Advection (500 mb) 2 
10. Lifted Index 2 
11. Showalter Index 2 
12. Surface Convergence 1 
13. Winds Aloft Direction/Speed 1 
14. Satellite 1 
15. Nephanalysis 1 
16. Forecast Vorticity Pattern 1 
It is clear that the most important forecast quantities are the surface 
moisture and precipitation patterns observed on the radar scope. These are 
followed by features which are easily identified within the overall flow patterns 
(surface fronts, troughs aloft) . 
The final question restricted the available variables to those that, if 
missing, would cause the staff member to be unable to issue a confident forecast. 
These variables are summarized in Table 9. 
l. 
2. 
3. 
4. 
5 . 
6. 
Table 9. Critical Variables Necessary for a Confident Short-Range 
Summer Precipitation Forecast. 
Variable 
Radar 
Surface Moisture 
Frontal Positions 
Surface Wind Direction/Speed 
Winds Aloft Direction/Speed 
~loi s ture Al oft 
No. of Users 
6 
3 
2 
2 
1 
1 
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For the short range thunderstorm forecast, loss of the radar was selected as 
the most critical factor. Measurements of surface moisture placed second with 
three respondents. This was followed by two additional surface variables. 
In summary, the analysis of the questionnaire has shown that the radar 
and the surface variables (particularly moisture) are the most important input 
to a successful short-range- (3-6 hr) summertime precipitation forecast for 
Illinois. (The current OSET covariate analysis is weighted exclusively on the 
surface variables with plans to extend it to the upper air variables. ) Surface 
features such as frontal locations and types were considered important. These 
have not been included in the OSET analysis. Frontal analysis is difficult 
because subjective inferences to movement and intensity are hard to quantify. 
Covariates developed from the radar have not been utilized for OSET. Time 
and manpower requirements are the prime reasons for their omissions. In view of 
the results from this study, it is apparent that these variables should be 
included in future studies. 
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OPERATIONAL CRITERIA 
Credibility of analytical results in operational projects can only be 
established through careful attention to both operational and data collection 
procedures. Because of deficiencies in operational procedures in the past, a 
reliable evaluation of many past seeding operations is impossible, or, at best, 
severely hampered. Our view is that skilled evaluation of on-going operational 
projects during the next 10 to 20 years can be a major source of scientific 
information to compliment pure experimental efforts of the scientific community. 
However, this will require future operational projects to become more experimen-
tal in nature (and credible) through requirements concerning mode of operation, 
project instrumentation, data collection, record keeping, and reporting procedures. 
However, to be operationally feasible, these requirements must be established 
within a realistic framework, and this is one of the objectives of this project. 
Essential in evaluation of any seeding operation is specific, well-documented 
information on the decision-making involved in the initiation of each seeding 
operation within the project period . The criteria used by the operator in 
selecting seeding situations should be specified in writing prior to each 
operational project. These may be developed by design experts. These criteria 
should be based upon acceptable meteorological concepts . Since there would 
normally be several decision-making criteria, those used in each specific seeding 
operation should be recorded for future use. 
The operator should also furnish information concerning various aspects of 
each operation that may be relevant to later evaluation of results. These 
would include such items as seeding agent used, method of disseminating seeding 
agent (aircraft or ground-based generators), amount of agent dispersed, time and 
length of seeding operation, area encompassed by seeding, seeding pattern employed 
by aircraft, where clouds were seeded (base, top or other level), number of 
clouds, or convective entities seeded, etc. 
In establishing operational criteria, we believe that requirements must be 
kept within a realistic framework. Thus, in specifying selection of seeding 
situations through the application of meteorological concepts, such as precipi-
tation prediction variables, it is realistic to require the operator, or project 
designer (WMAB, 1978), to make use of all available information on the meteorology 
and climatology of the seeding area. On the other hand, one cannot require the 
operator to carry out an extensive study of precipitation prediction in the 
target area prior to initiating operations where a need and demand for weather 
modification exists. Such studies could be a part of a national scientific 
effort, and may be an eventual recommendation resulting from the research. Thus, 
our efforts have been concentrated on establishment of operational criteria that 
will benefit science without interfering with operational projects conducted 
when adverse weather has created a need and demand for weather modification. 
It is likely that future state and/or federal regulations will require at least 
a short, focused study of the meteorological conditions relevant to precipitation 
forecasting in the operational area (WMAB, 1978). 
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Instrumentation and Data 
As part of this project, we see the need to establish data collection and 
handling criteria for operational projects. This includes instrumentation for 
making the necessary meteorological measurements, types of data to be collected 
and the record and filing of the collected data in the proper forms to facilitate 
various types of analyses for evaluating the operational results. Detailed 
documentation of data is very essential to seeding evaluation and establishment 
of credibility in the results. 
Instrument requirements are being established through consideration of evalu-
ation needs, but must be kept within realistic limits for operational usage. 
Optimum instrumentation is not likely to be achieved in the near future. In 
establishing instrumentation and data collection criteria, we have kept in mind 
that the federal government in the near future may likely provide financial 
support for the evaluation of selected operational projects (piggy-back projects). 
An objective of this project has been to establish instrumentation requirements 
for future operations. For example, a 3-D radar operation is essential for both 
prediction and evaluation purposes. Attention has been given to minimum raingaging 
requirements for recording and non-recording gages since it is obvious that 
optimum raingaging requirements will not be feasible in the near future. Similarly, 
there are minimum requirements for RAOB data, and these will be dictated to a con-
siderable extent by the role that meteorological covariates are assigned in the 
operational and evaluation phases. 
Operational criteria have been under consideration for two types of operations. 
These include the non-randomized, commercial-type operations carried out in the 
past, and the limited randomization in piggy-back projects as perceived by the 
Weather Modification Advisory Board (1978a and b). With anticipation of federal 
support, the operational criteria recommended for the piggy-back projects must 
be more rigid than those for the usual commercial operations. 
Operational criteria are being assessed and specified through: 
1. Review and evaluation of the adequacy of instrumentation and data 
collection in previous scientific and operational projects. 
2. Consultation with project advisory panel members and others with 
acknowledged experience and expertise in weather modification operations. 
3. Assessment of recommendations resulting from past and present 
studies relating to operational criteria. For example, Changnon (1969) has 
given consideration to this problem in hail suppression, and Huff (1970) has 
provided recommendations for rain enhancement projects in the Midwest. 
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REPORT ON "lllE 1978 MEETING WITII OSET PROJECT ADVISORY PANEL 
Introduction 
On September 28 and 29, 1978, members of the OSET advisory panel and of 
the Illinois State Water Survey OSET staff met for the second annual workshop 
on OSET. The advisory panel is comprised of theoretical and applied statisticians, 
meteorologists, plus operators, managers, and users of operational weather modifi-
cation. To have a balanced research plan in a field as complex as weather 
modification, advice and communication with prominent members of each of the 
interest groups is desired as an integral part of the project. 
·111e attending members* included: 
Oskar M. Essenwanger 
John A. Flueck 
Ruben Gabriel 
Harry R. Glahn 
Lewis 0. Grant 
Normal L. Johnson 
Frank Lewis 
Paul Summers 
U. S. Army Missile Research & Development Command 
Temple University 
University of Rochester 
NOAA, National Weather Service 
Colorado State University 
University of North Carolina 
Management and Technical Services, Co. 
Cloud Seeding Coordinator for the State of Utah 
Also in attendence were: 
Gary Achtemeier 
Stanley A. Changnon, Jr. 
Richard Dirks 
Floyd A. Huff 
Chin- Fei Hsu 
Pau 1 Rosenzweig 
Nancy Westcott 
Illinois State Water Survey 
Illinois State Water Survey 
National Science foundation 
Illinois State Water Survey 
Illinois State Water Survey 
Illinois State Water Survey 
Illinois State Water Survey 
The meeting was organized with the following objectives in mind: 1) to 
present changes in the project goals made during the past year; 2) to present 
the progress of the research; 3) to receive responses from the panel on the 
general direction and progress of the project; and 4) to seek opinions of the 
panel on speci fie aspects of the research where the OSET staff has foreseen the 
need for collaboration and clarification. 
Responses to the explanation of the modified goals, and to the talks 
presented on the specifics of the OSET research (presented earlier in this 
report) came in three forms: in discussion during the meeting; through replys 
to a questionnaire; and through written comments on the results of the workshop. 
*Nore: "l\,·o members, Joanne Simpson and E. Ray Booker could not attend the 
meeting. 
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·n1e fol lowing text revie1,s the answers to the questions posed by the ISWS 
OSET staff. ~~ch of the general discussion which occurred during the meeting 
is contained 1,i thin the answers presented here. The answers in some cases are an 
amalgamation of many replys. The topics not included within the questions 
will be recounted later in this section. 
Questions and Answers 
Ql. Is a mixture of scientific and operational criteria a realistic goal (and 
a believable one by statisticians)? 
Al. These criteria refer to the project length, the daily operational period, 
the seeding agent and apparatus , the measurement of meteorological co- variates 
and of the response variables (rainfall characteristics) and other project 
detai l s. These details must be considered in order to ensure that modification 
takes place and also to determine the effects of modification. The criteria must 
be carefully chosen an~ clearly understood by both the operational seeder and 
the statistician. 
Q2. Can randomization be handled satisfactorily in piggy-back projects? I f 
yes, what is recommended for seed-no seed ratios (to obtain a maximum of seed 
cases)? 
A2. Johnson answers that by definition, randomization can be i ntroduced into 
piggy-back schemes . The amount of randomization is subject to the demands of 
the sponsors and operations. A seed-no seed ratio of 75%-25% is suggested 
as one which would maximize seed cases whi l e retaining some control cases, and 
would be acceptable to both the operator and sponsor. 
Essenwanger believes that randomization could not be handled satisfactorily 
during operations and that a bias would remain. 
The panel seemed to agree during the discussion that in the future. piggy-
back operations will be a major means of combining scientific and operational 
goals in weather modification to derive experimental results. As far as OSET 
is concerned, however, Gabriel feels efforts should be concentrated on non-
randomized operational project s . Others feel that if time permits, we should 
delve into the realm of piggy-back operations. At any rate, a decision upon 
the type of projects to evaluate should be decided upon soon (see discussion 
section). 
Q3. What is the impact of the recent Tukey Report on OSET? 
A3. The effect of the report of the Statistical Task Force of the Weather 
Modification Advisory Board on OSET centers upon its stress of certain statistical 
issues: 
1. The use of re-randomization as opposed to classical parametric tests 
as an evaluation tool; 
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2. The dangers of multiplicity in statistical analysis may lead to 
different conclusions if different restricted sets are used [along with 
different statistical analyses? (N.W.)]; 
3. The importance of historical data as a control when randomization 
is not possible; and 
4. The use of covariates, even when randomization is provided for in 
the experiment. 
Q4. ivhat amount (percentage) of the OSET effort should be placed on evaluation 
of: (a) convective rainfall; (b} hail; (c) snow? 
A4. ~!embers of the panel seemed to feel that the OSET effort should be centered 
on midwestern convective rainfall. This consensus stemmed from time consider-
ations. Again, as with the piggy-back research, although the results would be 
quite pertinent, the amount of work involved in additional studies must be 
weighed. 
QS. What effect will the size of the target area have upon the simulation results? 
What are your recommendations within the limits qf our primary sampling areas --
METROMEX and CHAP (St. Louis and Chicago)? 
AS. Johnson expressed the general view that using small areas, seeding effects 
would be more variable, but that large areas would obscure local effects by 
smoothing the values. Simulation with a range of sizes would indicate when a 
balance is reached between small scale variations and smoothing. 
Q6. Weather modification is carried out m'.)St frequently during dry periods. From 
statistical considerations, should we take this into consideration in our simula-
tion testing in the Illinois network studies? How important is it? Data could 
be stratified into wet, near normal, and dry periods. 
A6. This question, as stressed by Essenwanger, requires consideration in two 
major areas of weather modification evaluation. TI1ese are: 
1. The comparison of results with historical data; and 
2. The use of covariates, where one variable may be the most important 
factor, in general, but may not be appropriate in a drought situation or in a 
flood-like situation. 
As Johnson admonished, however, stratification should only be performed if 
sufficient data are available in each stratum. 
Q7. In the simulation testing of convective rainfall, what types of seeding 
induced changes should be investigated? Consistent percentage changes in all 
natural storms being seeded? varying percentage change with natural storm 
intensity? Large changes in only a few storms, as indicated by some of the 
METROMEX findings? 
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A7. In the discussion, panel members emphasized, as Gabriel states in reply 
to the questionnaire, "a variety of alternative seeding effects should be 
explored. We know too little about the real effects to ignore any possibilities." 
Essenwanger adds that "if the task must be limited (he) would start with large 
changes in only a few storms." 
QB. Should we place limitations on the number of predictor variables used in 
the evaluation? If so, kdJat are your recommendations? What if a large number 
of weak correlators are needed to substantially improve total variance e xplained? 
Wouldn't this create more problems than using none at all (here, we refer to 
meteorological parameters). 
A8. The maximum number of variables suggested by the board to be used as 
evaluation parameters, ranged from 8 to 12. It was generally agreed that a 
large number of variables which are weakly correlated with rainfall would not 
produce a useful result. Glahn stressed that the number of parameters used 
should reflect the sample size of available rainfall data. If the sample is 
small, one or two parameters would be more appropriate than 10 or 12. Principal 
component analysis was suggested as a means of deriving the most important 
parameters. 
Q9. How useful are historical rainfall records in evaluating the results of 
weather modification operations? How about the rainfall trend problem? For 
example, in the 15 years, 1961-1975, summer rainfall exhibited an average up-
ward trend of two to three percent per year in east central Illinois and 
practically no trend in west central Illinois. 
A9. Essenwanger feels that historical data will play a crucial role in the 
evaluation of operational experiments. He suggests that storms be classified 
by physical factors (storm type ... ) so that frequency distributions of rainfall 
for these difference strata of storms can be established with historical data. 
''A comparison of data from operational seeding with the historical records may 
show their location within the frequency distribution. If they are situated 
towards the higher amounts during the seeding period, the program could have 
been successful." He warns, however, that monthly precipitation divisions 
may smooth out too much information. "One big storm may generate significance 
although the program was unsuccessful and randomness (or luck) may have produced 
this big event. In addition, the seeding sample and the historical sample may 
be very small." Also, "The trends would have to be eliminated to make the data 
homogeneous." 
Gabriel concurs that historical data is of utmost importance in weather 
modification evaluation since: "area-to-area comparisons are invalidated because 
of correlation between areas, that leaves project-to-history as the only avail-
able alternative for non-randomized operations." More specifically, historical 
variability or the fluctuations hetween covariates and rainfall need to be 
examined on a yearly basis. He continues, "The most obvious general need in 
this area is a study of the stochastic behavior of year-to-year, month-to-month 
and perhaps day-to-day precipitation. This should be studied for a single 
location as well as simultaneously, in a multivariate sense, for several locations. 
Such a study should tell us if we may regard a set of years (during which seeding 
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operations were active) as though it were a random sample (apart from the 
seeding effect) from a longer collection of years. Or are trends, cycles, etc., 
evident, and do they invalidate such comparisons? Is "within years" variation 
of a different magnitude than "between years" variation? 
Ql0. What methods are best to calculate power of simulation results? 
AlO. Dr. llsu has proceeded with the method described by Mr. Rosenzweig to study 
powers of test statistics in the simulation study. Briefly: 
First, a sampling (null) distribution of each particular test statistic is 
obtained by: 
1. Repeatedly (100 x) selecting historical (30 years) and seeded (5 years) 
data from an initial set of raw unseeded historical data (35 years). These years 
are chosen randomly, not consecutively, in each of the 100 replications. 
2. No seeding-induced changes are superimposed on the 100 five years of 
seeded data. The data is assumed to be already seeded. 
3 . The value of the test statistic between the seeded and historical 
periods, then, is calculated for the 100 replications. 
Next , for a specific alternate hypothesis (e.g., a seeding effect of 30%): 
1. Samples of historical and seeded data are obtained by randomly selecting 
seeded years, as before (100 times). 
2. Seeding-induced changes are superimposed upon the seeded years (e.g., 
multiply the 5 years of data by 1. 3). 
3. The value of the test statistic is computed for each replication as 
before and an alternate sampling distribution evolves. 
Finally, the power is calculated by comparing the two sampling distributions. 
This method seemed quite acceptable to the advisory board when it was 
explained during the meeting. 
Re-randomization is an alternate method of studying the power of test 
statistics used in simulation studies. However, the amount of computational 
effort becomes prohibitive as it is increased by at least a factor of two. It 
is felt that this is not a feasible alternative for OSET. No other alternate 
methods were suggested by panel members. 
Qll. Measurement of seeding-induced surface rainfall changes (increases or 
decreases) in convective rainfall poses difficult evaluation problems in view 
of natural rainfall variability, particularly if efforts are made to obtain 
scientific information from operational projects (piggy-back projects). Detailed 
storm and partial storm measurements are needed for scientific purposes, but 
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accurate rainfall measurements arc much cheaper to obtain on a monthly or seasonal 
basis, and this is often the only real need operationally. The cost and learning 
curves are very much out of phase. What are your reactions to this problem and 
your suggestions for handling it in OSET? 
All. Most panel members feel that though in some cases only monthly and seasonal 
data available, that much information is lost when analyzing on such a basis. No 
economically feasible solutions are put forth for obtaining storm data. Daily or 
48 hour and weekly measurements would be a great improvement over monthly data. 
Ql2. There seems to be no consensus existing concerning the issue of how simple 
a statistical technique should be in order to be called "simple." Is double 
ratio simple? Is multiple regression simple? And so on. Is the degree of 
simplicity addressed to the non-statistical community, or to the statistical 
community? For instance, some statisticians will think that no statistical 
technique is difficult (or complex), while some non-statisticians will think 
that regression is fairly sophisticated . Any concrete example of simple technique 
will be welcomed. 
Al2. Two general meanings can be derived from the advisory panel answer to this 
question, both in regard to the non-statistical community: 
1. That a technique is simple if it is easy to explain to the non-
statistician and easy to explain the mode of calculation and the information given 
by it. Also, it can be described with a minimal recourse to formulate . Suggestions 
for simple techniques include (a) double ratio; (b) multiple regression; (c) dis-
tribution-free procedures; (d) avoid canonical analysis. 
2. A technique is also simple if it can be reproduced without a sophisticated 
aide such as an elaborate computer program. Ease of calculation is now less 
relevant as packaged programs are more powerful and easily available. 
Ql3. Physical dependence and statistical dependence 
These two kinds of dependence appear to follow certain relationships 
not so well understood (or not so well investigated). When one mentions predictor 
variables, what he has in mind is to use some kind of physical dependence structure 
between precipitation response variables and those predictor variables to investi-
gate the structure of statistical dependence. On the other hand, on some research 
goals, what one usually wants to achieve is to model the structure of physical 
dependence through the theory of statistical dependence. Can these two kinds of 
dependence be clearly defined so that dependence structure of a data set can be 
decomposed into physical and statistical dependence and studied separately? Or 
is it impossible to distinguish them? For a data set of hourly observations, 
physical dependence almost certainly exists, but statistical dependence may not. 
For a data set of yearly observations, statistical dependence, such as trend or 
cycle, usually exists, but physical dependence may not be as clear. 
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Al4. 1l1is is a very difficult question to answer. 1nree very interesting 
responses were made to this question. 
Johnson rcplys that: "Physical dependence, correctly established, should 
explain statistical dependence, and also predict statistical dependence in as 
yet unstudied situations. 
Observed statistical dependence should act as an indication that there may 
be some physical dependence (though it may arise as an artifact -- a sort of 
'nonsense' dependence)." 
Gabriel answers: "The relation of physical and statistical dependence is 
a difficult matter. One may well use statistical dependence for prediction without 
considering its physical cause. However, when the data base is limited and there 
is statistical uncertainty about the best choice of predictors, it would be reason-
able to prefer those candidates that make more meteorological sense. This may be 
regarded as a way of imposing a subjective prior on the different regression 
coefficients." 
Essenwanger explains: "In my op1n1on, this is a problem of semantics. I 
consider persistence, correlation, etc., a physical dependence, but the term 
statistical dependence is new to me . Maybe we should reword statistical dependence 
as a statistical description of physical dependence . I have not heard that trend 
or cycle is a statistical dependence. These phenomena must be caused by physical 
processes reflected in atmospheric data, and the word 'dependence' alone may be 
sufficient. Then we should say: This is the statistical model of dependence 
and this is the physical background. 11 
Recommendations and Comments 
Additional comments made to the project staff involve the specific details 
of the research and future direction of the project. The general plan of action 
prescribed by the OSET advisory panel is presented in figure 1. The current 
position of the OSET group is at the simulation end of the flow chart, where Dr. 
Hsu and Mr. Rosenzweig are looking at seeding effects in Kansas, Illinois, and 
Montana; and Dr. Achtemeier and Ms. Westcott are examining forecast and evalua-
tion criteria in Illinois. 
Comments brought forth concerning Dr. Hsu' s statistical work include: 
1. Applying various seeding increases simulating actual weather patterns 
of the different geographical locations selected. 
2. The investigation of how well seeding effects other than multiplicative 
ones can be detected. 
3. Investigation as to how wel 1 seeding can be detected by comparison 
with rainfall of past dry seasons. 
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The first suggestion may be difficult to implement. However, the second 
and third may be incorporated into the project if time permits. Additional 
questions to be pursued relating to the evaluation of operational cloud seeding 
as suggested in a letter from Essenwanger are: 
(a) What can be considered in a replication? Should we count the 
replication only for individual categories of storms? (Classify 
storms by physical factors and develop frequency distributions of 
rainfall for each.) 
(b) Are the covariates the same for drought conditions? E.g . , absolute 
moisture may be the most important factor in general. Are the same 
covariates present and important after droughts or has the pattern 
shifted to other factors? Th is question is a vital point for the 
comparison with historical dat a. 
(c) All statistical tests depend on the sample size. Can we evaluate 
how a result is modified for an increase of the sample size? How 
would we obtain an increase of the sample size although no additional 
data are observed? 
(d) Local effects cannot be disregarded. How would local effects bias 
the evaluation? 
Likewise, some of these questions had already been considered by the OSET staff; 
e.g., the problems of drought conditions and sample size. 
One further comment specifically relating the simulations was made by 
Essenwanger, which emphasized that factor analysis and regression may not be 
suitable tools for evaluation: 
"Dr. Hsu has proven success fully that interrelationship is showing up 
best in the factor analysis technique and at a lower level than with 
regression analysis. 1~us, factor analysis is the most powerful tool 
compared with regression. I am not convinced, however, that either the 
regression technique or the factor analysis are the optimal tools. What 
became evident is the fact that the enhancement shows up best in the 
factor analysis and significance can be detected best for the largest 
enhancement. The result by Dr. Hsu may prove only that factor analysis 
exposes the highest relationships. This is the very nature of factor 
analysis. I have provided two examples in my book. In one case, factor 
analysis (empirical polynomials) was not better than regression, in the 
second case it was." 
"I cannot see at the present how factor analysis can be used for 
evaluation. I have discussed this problem with Dr. Hsu, and we agreed 
that there is still a problem. Suppose factor analysis on historical 
data shows that county 1 and 2 are generally related. During operational 
seeding, county 1 (seeded) and county 5 (unseeded or downwing, etc.) are 
now related. Does this really prove that cloud seeding was successful, 
and at what significance level? Or suppose, county 1 and 2 are again 
related. What does this prove?" 
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Spcci fie recommendations on the predictor variable study were made by 
Glahn: 
"flow to pick predictor variables and the number to use in the final 
relationship are always a problem. We sometimes use seasonal samples of 
about 300 cases when the predictand has a bell-shaped distribution. This, 
though, should be considered a lower limit in most circumstances. We much 
prefer a larger sample and combine data for 6-month periods and for several 
stations to build up a larger, even though non-independent, sample. The 
problem with sample size is usually worse with highly non-normal predictands.'' 
"I also emphasize that any process whereby you look at a sample of data 
and pick predictors from a larger set according to their predictive ability 
makes the final relationship less likely to 'hold up' on independent data . This 
doesn't mean that the ' selected' predictors will give poorer predictions 
than a randomly selected set, but rather that the 'shrinkage' will be 
greater from the dependent to the independent set." 
"In this regard, I think you should, in an early stage of your work, split 
your data into dependent and independent samples and test some of your 
results. We usually include 10 to 12 terms in regression equations we use 
for prediction. However, we are careful to use samples that will support 
this many. I'm enclosing some papers which bear on this." 
"As to ' simple' statistical techniques, certainly, regression should be used. 
I favor using one or two components from a principal component analysis as 
predictors when the samp l e is small and fitting 10-12 constants may be 
questionable. I would not put any effort into trying to analyze the 'meteoro-
logical significance' of the factors -- just use them as mathematical trans-
formations. I am also enclosing an early paper of mine (MWR, 1962) that 
supports the idea that using principal components as predictors may be a good 
technique. This same paper also shows the problems that can be encountered 
when the data samples (both independent and dependent) are s,nal 1." 
"I would also steer clear of canonical correlation. This would be useful 
only with multiple predictands and even then the complexity is probably not 
worth the effort. Surely a technique which appears simple to various users 
is the goal." 
Future Directions 
~!any of the panel's comments relating to the future direction of the project, 
should it be continued, were qrought out in the questions posed to the advisory 
board. These include: 
1. Emphasis on the evaluation of Midwest summer convection; 
2. Emphasis on the use of historical data as controls; 
3. The determination of the experimental unit. The problem of the experi-
mental unit arises primarily in the evaluation of seeding projects. Storm, daily 
(or 48-hour), monthly, and yearly units needed to be explored. 
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Additional comments to the OSET staff deal with (1) the application of the 
statistical-physical techniques to actual experimental and operational projects; 
(2) the thrust of the predictor variable study; and (3) the approach to the oper-
ational and instrument recommendations. 
As far as the type of projects to consider, Gabriel recommends concentra-
tion on non-randomized project ... "to exclusion of all others. The special 
feature that has distinguished OSET from other studies is its concern with non-
randomized operations, whose analysis had been neglected for many years. I 
think this is a very worthwhile endeavor which NSF fortunately encouraged and 
I believe it should not be diluted, especially since many other studies of 
randomized experimentations are under way. The short time span left for OSET 
does not allow a thorough study of more than one type of project -- I therefore, 
hope you will be able to devote yourselves exclusively to the study of operational 
seeding." 
"As to research strategy, I consider it safe to start from the end, i.e., from 
a number of projects of the type for which methodology is sought. It is all too 
easy to engage in detailed statistical studies which are ultimately found to have 
little relevance to the original purpose of the research. To avoid this, I 
recommend that OSET now select 2 to 5 completed operational projects and consider 
how each one of them could be analyzed in an unbiased and informative manner. To 
avoid bias, you would have to use objectively defined units of observation for 
which historical controls are obtainable." 
Johnson, however, states: "I should think you would want to look at both 
the possibility of a randomized project and a non-randomized one. The former 
must be highly desirable from a scientific point of view, and consideration of 
individual storms would surely lead to more definitive conclusions. However, 
you should also be prepared for the non-randomized project. For the latter, 
monthly averages can be used together with historical records for less conclusive 
results. 
Thus far, the research into statistical-physical evaluation techniques has 
been focused on the use of monthly and seasonal historical data as a control for 
non-randomized projects through the west Kansas simulation. Randomization studies 
are planned, however, as well as the use of the storm and 48-hour experimental 
unit. 
However, only the randomized seeding project upon which to test the evaluation 
techniques has been chosen. Climax, Whitetop, FACE, and the Israeli Projects 
were suggested as candidates. The feeling of the OSET staff is that Whitetop is 
the most promising, as it is characteristic of midwestern summer convective 
storms, and because the rainfall data and pertinent project details are readily 
available. Some of the meteorological variable work presently underway would 
also overlap with that necessary for the evaluation of Project Whitetop. 
Dr. Hsu has listed the operational seeding projects under consideration. If 
future work is pursued, a choice will be made. 
I 
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A second major area commented upon dealing with the general direction of 
OSET, concerns the predictor variable study. Gabrie 1 fee ls: "Implicit in this 
proposed strategy is that not too much effort be devoted to predictive covariates. 
I doubt if these are even going to be really useful in randomized experiments (see 
the recent disappointment of the Tallahassee group in using covariates for analyzing 
the Santa Barbara experiment [Gleeson, 1977; Bradley et al., 1978)). I would 
restrict study to concomittant measurements, preferably in areas not too close 
to the target. (Again, see the Santa Barbara data which suggest that upwind 
effects might have been caused dynamically [Bradley et~, 1978]) ." 
Most panel members expressed a strong desire to retain the meteorological 
variables in the study. Some thought the planned effort may be too much. A 
more limited program than the one presented at the workshop, one with more 
emphasis on evaluation variables, as opposed to forecast variables, may be a 
better approach. 
The final point discussed in the area of future plans deals with the treatment 
of operational criteria and instrument recommendations. Grant and Flueck envision 
the compilation of a handbook or guidelines as a means of transferring project re-
sults in this area to the operator. The project and instrument criteria must 
be flexible, in order to be applied to the many different types of projects, e.g., 
orographic, convective, wintertime, summertime, airborne, and ground- based seeding. 
However, these criteria would aid in standardizing projects, to facilitate the 
evaluation of particular projects and the determination of the feasibility of 
weather modification under contrasting conditions and as a whole. Towards this 
end, an annotated bibliography of meteorological variables is underway (see Appen-
dix B). 
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APPENDIX A 
POWER CURVES OF STATISTICS FOR AVERAGED TARGET IN KANSAS 
Graphs in the following pages are power curves of some statistics for 
averaged target in the west-central Kansas simulation studies. Values along the 
horizontal axis are nominal significance level, while values along the vertical 
axis are values of power. In each figure, there are four curves, from bottom 
upward they are power curves corresponding to 10, 20, 30, and 40% imposed 
increases, respectively. Notations in the figures are self explaining except 
the four-digit numbers, which refer to target-control combinations: 
(a) '9999' implies that the average of counties 9 and 10 is used as 
target, and the average of counties 1-8 is used as control. 
(b) '9988' implies that the average of counties 9 and 10 is used as 
target and counties 1-8 are used separately. 
N denotes the number replications in building up the null distribution. 
Notation of statistics are explained in Table y. 
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Figure 3. Experimental area in Montana used for hail simulation studies 
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Figure 4. Raingage networks used in the Illinois simulation and predictor 
variable research. 
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Figure 5. Networks at St. Louis and Chicago and hatched areas show areas of 
special study. 
Figure 6. Cumulative lift Figure 7. Vorticity correlations 
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Figure 10. Observed wind direction 
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Figure 12. Random number correlation 


