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Abstract—Only learning one projection matrix from original
samples to the corresponding binary labels is too strict and
will consequentlly lose some intrinsic geometric structures of
data. In this paper, we propose a novel transition subspace
learning based least squares regression (TSL-LSR) model for
multicategory image classification. The main idea of TSL-LSR
is to learn a transition subspace between the original samples
and binary labels to alleviate the problem of overfitting caused
by strict projection learning. Moreover, in order to reflect the
underlying low-rank structure of transition matrix and learn
more discriminative projection matrix, a low-rank constraint is
added to the transition subspace. Experimental results on several
image datasets demonstrate the effectiveness of the proposed
TSL-LSR model in comparison with state-of-the-art algorithms.
This paper is under consideration at Pattern Recognition Letters.
Index Terms—Least squares regression, transition subspace
learning, low-rank structure constraint, multicategory image
classification.
I. INTRODUCTION
LEAST squares regression (LSR) is a very popular tool inthe field of pattern recognition, becasuse of its computa-
tional efficiency and mathematical tractability. Many modified
models, including LASSO regression [1], partial LSR [2],
least-square support vector machine [3], kernel ridge regres-
sion [4], weight LSR [5], were proposed for classification
tasks. Besides, some representation based classification al-
gorithms, such as sparse representation based classification
(SRC) [6], linear regression based classification (LRC) [7],
collaborative representation based classification (CRC) [8] and
probabilistic CRC (ProCRC) [9], are also calculated under the
LSR model. These algorithms have achieved varying degrees
of success in improving classification accuracy.
Consider n training samples {x1, x2, ..., xn} from c classes,
where xi ∈ Rd denotes a sample vector. d is the dimension-
ality of the sample. If collecting these samples as a training
matrix X = [x1, x2, ..., xn] ∈ Rd×n, the standard LSR model
can be defined as follows
min
W
‖WX −H‖2F + λ‖W‖2F (1)
where λ is a regularization parameter and W ∈ Rc×d is the
projection matrix which to be learned. Y = [y1, y2, ..., yn] ∈
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Rc×n (c ≥ 2) is the binary label matrix. The ith column of H ,
i.e., hi = [0, 0, ..., 0, 1, 0, ..., 0]T ∈ Rc, is the label vector of
sample xi. Suppose xi is from the jth class (j = 1, 2, ..., c),
then only the jth element of hi is equal to 1 and all the others
are 0. Obviously, problem (1) has a closed-form solution Wˆ =
HXT (XXT + λI)−1. For a given test sample y ∈ Rd, LSR
predicts its label as l = argmaxi(Wy)i, where (Wy)i is the
ith entry of Wy.
In recent years, researchers developing LSR have focused
more on learning relaxed regression targets to replace zero-one
labels. For example, Xiang et al. [10] presented a discrim-
inative least squares regression (DLSR) model by utilizing
a technique called ε-dragging. The idea of DLSR was to
enlarge the margins between the true and the false classes
as much as possible, after the original samples are projected
into corresponding label space, which intuitively facilitates
classification. Retargeted LSR (ReLSR) [11] directly learned
the regression targets from data which can guarantee all
samples are correctly classified with the large margins. Wang
et al. [12] proposed a new groupwise ReLSR (GReLSR) model
by introducing a groupwise regularization term to encourage
the within-class samples have similar translation values.
However, directly minimizing the regression error between
the projection features and labels is too restrictive. Only one
projection matrix is not enough to contain sufficient dis-
criminative information. Besides, both ε-dragging and margin
constraint techniques can also enlarge the distances between
the within-class regression targets. In addition to learning
relaxed targets, RLSL [13] proposed to learn a latent feature
subspace that can be regarded as a intermediate between the
original samples and binary labels. Nevertheless, RLSL did
not take into account the structural characteristics of learned
latent subspace.
In this paper, a novel transition subspace learning based LSR
(TSL-LSR) model is proposed for multiclass classification.
The main advantage of TSL-LSR is the learning of transition
subspace which can preserve more underlying structural infor-
mation in the learned projection. Specifically, the contributions
of TSL-LSR can be highlighted as follows
(1) We propose to learn a transition subspace to avoid the
problem of over-fitting, which is more flexible than learning
projection from samples to zero-one labels directly.
(2) TSL-LSR first transforms the original samples into a
transition subspace, then transforms the transition subspace
into the space of binary labels. Hence, there are two projection
matrices to be learned in the TSL-LSR model and both of these
two matrices are used for classification.
(3) To guarantee consistency and global optimum of trans-
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2formation learning, two projection matrices are learned in a
joint framework.
(4) A low-rank constraint is imposed on the transition
matrix to capture the underlying feature structures (low-rank
structure) of different classes.
(5) The low-rank transition subspace can also be extended
to the slack targets based LSR models which is helpful to learn
similar and compact within-class regression targets.
II. TRANSITION SUBSPACE LEARNING BASED LEAST
SQUARES REGRESSION (TSL-LSR)
A. The Model of TSL-LSR
Since binary labels already have enough discriminability for
classification, TSL-LSR still uses the zero-one labels as the fi-
nal regression targets. But unlike DLSR, ReLSR and GReLSR,
TSL-LSR learns discriminative projections by introducing a
low-rank transition subspace to avoid the loss of structural
information, rather than relaxing the binary regression targets.
The model of TSL-LSR can be formulated as
min
W,Q,Ω
1
2
‖WX − Ω‖2F + α‖Ω‖∗ +
β
2
‖QΩ−H‖2F +
λ1
2
‖W‖2F +
λ2
2
‖Q‖2F (2)
where α, β, λ1 and λ2 are positive regularization parameters.
W ∈ Rp×d, Q ∈ Rc×p and Ω ∈ Rp×n are variables which
need to be optimized. Ω is the transition matrix and p is
the dimensionality of transition subspace. W and Q are two
projection matrices. ‖ • ‖∗ is the nuclear norm operator (the
sum of matrix singular values) and ‖Ω‖∗ denotes the low-rank
constraint on matrix Ω.
The consequence of introducing the transitional transfor-
mation space, Ω, is that TSL-LSR must learn two projection
matrices in one model. However, this is more flexible than
learning one projection matrix. The first projection matrix,
W , is used to transform the original samples into the transition
subspace, and the second, Q, is used to transform the transition
subspace into the space of binary labels. The reasons for
adding a low-rank constraint on transition subspace Ω can be
summarized as follows
(1) The final regression targets, i.e. label matrix H , are low-
rank (rank=c), thus it is reasonable to assume the transition
space is also low-rank.
(2) For real-world image classification tasks, images are
often collected in realistic conditions, so that they are subject
to noise, which has an adverse effect on classification. Thus we
assume that the features obtained after the first-step projection,
i.e. WX , are heterogeneous. We try to recover a low-rank sub-
space from the corrupted features based on the assumption that
the clean data structures are approximately drawn from a low-
rank subspace. As a result, more useful structure information
of images can be captured during the transformation learning
process. The proposed learning framework (2) is illustrated
in Fig. 1. As shown in Fig. 1, we find that the features
extracted by our TSL-LSR model include two parts: the first-
step features Ω and the second-step features QΩ.
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Transform to Transform to
Fig. 1. Illustration of the proposed TSL-LSR model. WX and QΩ denote
the features of the first-step projection and the second-step projection, respec-
tively.
B. Optimization of TSL-LSR
The objective function in (2) cannot be directly optimized
because the variables (i.e, W , Q and Ω ) are interdependent.
Therefore, we use the alternating direction multipliers method
(ADMM) [14] to solve the optimization problem. We first in-
troduce an auxiliary variable P to make problem (2) separable
and give its augmented Lagrangian function as
L(W,Q,Ω, P, Y ) =
1
2
‖WX − Ω‖2F + α‖P‖∗ +
β
2
‖QΩ−H‖2F +
λ1
2
‖W‖2F +
λ2
2
‖Q‖2F +
µ
2
‖Ω− P + Y
µ
‖2F (3)
where Y is the Lagrangian multiplier, µ > 0 is the penalty
parameter. Each variable, such as W , Q, Ω and P , is updated
with other variables fixed.
Update W : By fixing variables Q, Ω and P , W can be
obtained by minimizing the following problem
L(W ) =
1
2
‖WX − Ω‖2F +
λ1
2
‖W‖2F (4)
We set the derivative of L(W ) with respect to W to zero,
and obtain the following closed-form solution
W = ΩXT (XXT + λ1I)
−1 (5)
Update Q: Q can be obtained by minimizing the following
problem
L(Q) =
β
2
‖QΩ−H‖2F +
λ2
2
‖Q‖2F (6)
which has a closed-form solution as
Q = βHΩT (βΩΩT + λ2I)
−1 (7)
Update Ω: Ω can be obtained by minimizing the following
problem
L(Ω) =
1
2
‖WX −Ω‖2F +
β
2
‖QΩ−H‖2F +
µ
2
‖Ω−P + Y
µ
‖2F
(8)
3Likewise, Ω has a closed-form solution
Ω = [(µ+ 1)I + βQTQ]−1(WX + βQTH + µP − Y ) (9)
Update P : P can be obtained by minimizing the following
problem
L(P ) = α‖P‖∗ + µ
2
‖Ω− P + Y
µ
‖2F (10)
Formula (10) can be optimized by the singular value thresh-
olding algorithm [15]. The optimal solution of (10) is
P = Iα
µ
(Ω +
Y
µ
) (11)
where Iζ(Θ) is the singular value shrinkage operator. The
complete optimization procedures are summarized in Algo-
rithm 1.
Algorithm 1. Solving TSL-LSR by ADMM
Input: Normalized training samples X and its label matrix H; Parameters
α, β, λ1, λ2 .
Initialization: W = Q = P = 0, Ω = H , Y = 0, µmax = 108, tol =
10−6, µ = 10−5, ρ = 1.1.
While not converged do:
1) Update W , Q, Ω and P one by one.
2) Update Lagrange multipliers Y as
Y = Y + µ(Ω− P ). (12)
3) Update penalty parameter µ as
µ = min(µmax, ρµ). (13)
4) Check convergence:
if ‖Ω− P‖∞ ≤ tol.
End While
Output: W and Q
Next, we analyze the computational complexity of Algo-
rithm 1. Following [16], the main time-consuming steps of
Algorithm 1 are
(1) Matrix inverse in Eq. (5), (7), and (9).
(2) Singular value decomposition in Eq. (11).
The complexity of pre-computing XT (XXT + λ1I)−1 in
Eq. (5) is O(d3). The complexity of computing each of
(βΩΩT +λ2I)
−1 in Eq. (7) and [(µ+ 1)I+βQTQ]−1 in Eq.
(9) is O(c3). The complexity of singular value decomposition
in Eq. (11) is O(n3). Thus the final time complexity for
Algorithm 1 is about O(d3 + τ(c3 + n3)), where τ is the
number of iterations.
C. Classification
Once the optimal projection matrices W and Q are obtained,
we can use them to classify test samples. Given a new test
sample y ∈ Rd, its regression is QWy. Then, the nearest-
neighbor (NN) classifier is used to predict the label of y.
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Fig. 2. Classification accuracies (%) versus the dimension of transition space
Ω on (1) AR and (2) CMU PIE datasets, in which we randomly select 10
images per class for training and the remaining images are used as testing
set.
III. EXPERIMENTS
We compare the proposed TSL-LSR model with four latest
LSR model based classification methods, including DLSR
[10], ReLSR [11], GReLSR [12], RLSL [13], and three
representation based classification methods, including LRC
[7], CRC [8], and ProCRC [9], on a range of different datasets.
For TSL-LSR, DLSR, ReLSR, GReLSR and RLSL, we use
the NN classifier. The used datasets consists of two types: (1)
Face: the AR [17], CMU PIE [18] and Feret [19] datasets;
(2) Object: the COIL-20 [20] dataset. For each dataset, we
randomly select several images of each class for training, and
the remaining images are used for testing. We repeat all the
experiments ten times and report the mean classification results
(mean±std). The brief description of these datasets are shown
in Table I.
TABLE I
BRIEF DESCRIPTION OF THE USED FIVE DATASETS.
Dataset
Info.
Classes Features Total Num. Training Num.
AR 100 540 2600 1000
CMU PIE 68 1024 11554 680
Feret 200 1600 1400 800
COIL-20 20 1024 1440 200
A. Classification results on different datasets
We first need to determine the value of p, where p is the
row dimensionality of transition matrix Ω. In fact, it is very
difficult to tune its value, because p could be (0,+∞). From
[21], we know p can be set to around c, where c is the number
of classes. Fig. 2 presents the classification accuracies (%)
versus the value of p on two face datasets. We can see that
the change in accuracy is not obvious while p > c and the
peak is achieved if p is approximately equal to c. Therefore,
in our experiments, we directly fix p = c on all datasets.
The comparative classification results on five datasets are
shown in Table II. As shown in Table II, our TSL-LSR model
consistently achieves better accuracies than the other algo-
rithms, including the latest two algorithms, such as GReLSR
4and RLSL. This is mainly because both DLSR, ReLSR and
GReLSR algorithms focus on learning slack regression targets
without guarding against the problem of over-fitting. In con-
trast, TSL-LSR introduces a low-rank transition subspace to
alleviate the structural information loss caused by restrictive
matrix projection. Its learned two projection matrices have
a greater capacity to capture the discriminative information
conveyed by the data during projection learning. To further
validate that whether the learned two projections from TSL-
LSR model can capture discriminative features from original
samples, we use the t-SNE algorithm [22] to visualize the
distribution of the extracted features. From Fig. 3, we can find
that TSL-LSR correctly distributes all the samples into their
own subspace and the distribution of intra-class samples are
very compact which indicates that the extracted features per-
form ideal inter-class separability and intra-class compactness.
This also demonstrates that the transition subspace learning is
beneficial for classification.
TABLE II
CLASSIFICATION ACCURACIES (%) OF DIFFERENT ALGORITHMS ON
DIFFERENT DATASETS.
Algorithms AR CMU PIE Feret COIL-20
LRC[7] 74.12±1.50 75.67±1.01 46.58±1.33 92.30±1.15
CRC[8] 93.36±0.53 86.39±0.60 57.07±1.79 89.09±1.48
ProCRC[9] 95.28±0.41 89.00±0.37 64.40±2.54 90.61±0.95
DLSR[10] 93.79±0.50 87.54±0.79 71.15±1.27 93.27±1.43
ReLSR[11] 94.53±0.56 88.18±0.79 72.98±2.19 93.65±1.94
GReLSR[12] 95.18±0.74 86.88±0.72 70.38±2.14 90.98±1.62
RLSL[13] 94.21±0.35 87.70±0.63 68.33±1.57 93.75±1.87
TSL-LSR (ours) 96.34±0.43 89.92±0.35 85.73±1.39 94.34±1.02
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Fig. 3. t-SNE visualization results of the features extracted by TSL-LSR
on the AR dataset, where random 8 images of each person and the first 20
persons are selected for validation. Subfigure (1) and (2) correspond to original
features and TSL-LSR features (QΩ), respectively.
B. Convergence Validation
Based on the optimization procedures in Section II(B), it
is easy to prove that the proposed TSL-LSR model is convex
with respect to each variable. In this section, we validate the
convergence of Algorithm 1 on two datasets. The convergence
results are shown in Fig. 4. We can see that Algorithm 1
converges very well, with the value of objective function
of TSL-LSR monotonically decreasing with the increasing
number of iterations. This confirms the effectiveness of the
adopted optimization algorithm.
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Fig. 4. Convergence curves of TSL-LSR on (1) COIL-20 and (2) AR datasets.
C. Parameter Sensitivity
In this section, we test the parameter sensitivity of TSL-
LSR. TSL-LSR has four parameters to be tuned in our
experiments. The parameters λ1 and λ2 are both set to 0.01,
so we just focus on selecting the values of parameters α and
β from the candidate set {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1}.
The classification accuracy as a function of different parameter
values on the four datasets are shown in Fig. 5. It is appar-
ent that the classification accuracy of TSL-LSR is not very
sensitive to the values of α and β.
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Fig. 5. The performance evaluation (%) of TSL-LSR versus parameters α
and β on (1) COIL-20 and (2) CMU PIE datasets.
IV. CONCLUSION
In this paper, an effective transition subspace learning based
least squares regression model (TSL-LSR) is proposed for
multicategory image classification. Different from traditional
LSR based regression models, which directly learn projection
from original samples to corresponding label subspace, TSL-
LSR tries to learn a low-rank transition subspace to avoid the
problem of overfitting caused by restrictive projection learning.
Moreover, TSL-LSR imposes a low-rank constraint on the
transition matrix to learn more underlying structures of data.
Two discriminative projection matrices are learned for classi-
fication. Extensive experiments demonstrate the effectiveness
of the proposed method.
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