Abstract. Most of the state-of-the-art methods for protein seconday structure prediction are complex combinations of discriminant models. They apply a local approach of the prediction which is known to induce a limit on the expected prediction accuracy. A priori, the use of generative models should make it possible to overcome this limitation. However, among the numerous hidden Markov models which have been dedicated to this task over more than two decades, none has come close to providing comparable performance. A major reason for this phenomenon is provided by the nature of the relevant information. Indeed, it is well known that irrespective of the model implemented, the prediction should benefit significantly from the availability of evolutionary information. Currently, this knowledge is embedded in position-specific scoring matrices which cannot be processed easily with hidden Markov models. With this observation at hand, the next significant advance should come from making the best of the two approaches, i.e., using a generative model on top of discriminant models. This article introduces the first hybrid architecture of this kind with state-of-the-art performance. The conjunction of the two levels of treatment makes it possible to optimize the recognition rate both at the residue level and at the segment level.
Introduction
With the multiplication of genome sequencing projects, the number of known protein sequences is growing exponentially. Knowing their (threedimensional/tertiary) structure is a key in understanding their detailed function. Unfortunately, the experimental methods available to determine the structure, x-ray crystallography and nuclear magnetic resonance (NMR), are highly laborintensive and do not ensure the production of the desired result (e.g., some proteins simply do not crystallize). As a consequence, the gap between the number of known protein sequences and the number of known protein structures is widening rapidly. To bridge this gap, one must resort to empirical inference. The prediction of protein structure from amino acid sequence, i.e., ab initio, is thus a hot topic in molecular biology. Due to its intrinsic difficulty, it is ordinarily tackled through a divide and conquer approach in which a critical first step is the prediction of the secondary structure, the local, regular structure defined by hydrogen bonds. Considered from the point of view of pattern recognition, this prediction is a three-category discrimination task consisting in assigning a conformational state α-helix (H), β-strand (E) or aperiodic/coil (C), to each residue (amino acid) of a sequence.
For almost half a century, many methods have been developed for protein secondary structure prediction. Since the pioneering work of Qian and Sejnowski [1] , state-of-the-art methods are machine learning ones [2] [3] [4] [5] . Furthermore, a majority of them shares the original architecture implemented by Qian and Sejnowski. Two sets of classifiers are used in cascade. The classifiers of the first set, named sequence-to-structure, take in input the content of a window sliding on the sequence, or the coding of a multiple alignment, to produce an initial prediction. Those of the second set, named structure-to-structure, take in input the content of a second window sliding on the initial predictions. The structureto-structure classifiers act both as ensemble methods (combiners) and filters of the initial predictions. The goal of filtering is to increase the biological plausibility of the prediction by making use of the fact that the conformational states of consecutive residues are correlated. Other specifications can be incorporated in the combiners, such as the requirement to output indices of confidence in the prediction or, even better, class posterior probability estimates. Currently, the recognition rate of the best cascades is roughly 80%, depending on the details of the experimental protocol (see [5] for a survey). However, it is commonly admitted that their prediction accuracy faces a strong limiting factor: the fact that local information is not enough to specify utterly the structure. This limitation is only partly overcome by using recurrent neural networks [2] . A natural alternative consists in using generative models. The first hidden Markov model (HMM) [6] dedicated to protein secondary structure prediction was presented in [7] . Since then, new models have regularly been introduced, with the focus being laid on the derivation of an appropriate topology [8, 9] . However, their recognition rate has never exceeded 75% so far [9] . The main reason that can be put forward to explain this disappointing behavior rests in the fact that they are not well-suited to exploit evolutionary information under its standard form, i.e., a profile of multiple alignment, or more precisely a position-specific scoring matrix (PSSM) produced by PSI-BLAST [10] . A generative model that appears more promising to process PSSMs is the dynamic Bayesian network (DBN) [11] . However, the assessment of its potential is still in its infancy [5] .
All these observations suggest the assessment of hybrid architectures cascading discriminant and generative models so as to combine the advantages of both approaches. This idea was popularized twenty years ago in the field of speech processing (see for instance [12] ), and introduced more recently in bioinformatics, precisely for protein secondary structure predicition [13] [14] [15] . In short, discriminant models are used to compute class posterior probability estimates from which the emission probabilities of HMMs are derived, by application of Bayes' formula. This approach widens the context used for the prediction, and makes it possible to incorporate some pieces of information provided by the biologist, such as syntactic rules. So far, the best prediction method based on this kind of hybrid architecture was YASPIN [15] , whose recognition rate is only slightly superior to 77%. In this article, we introduce a new hybrid architecture for protein secondary structure prediction. It is obtained by post-processing the outputs of the prediction method we have developed during the last few years, MSVMpred2 [16, 17] , with an "inhomogeneous HMM" (IHMM) [18] . It exhibits state-of-the-art prediction accuracy both at the residue level and at the segment level. The gain of roughly 5% in recognition rate compared to YASPIN is partly due to the recent availability of a very large data set of proteins with known structure and low sequence identity: CM4675.
The organization of the paper is as follows. Section 2 summarizes the main characteristics of MSVMpred2. Section 3 introduces the whole hybrid architecture, and focuses on the features of the upper part of the hierarchy, i.e., the specification and implementation of the IHMM. Experimental results are reported in Section 4. At last, we draw conclusions and outline our ongoing research in Section 5.
MSVMpred2
MSVMpred2, the lower part of the hierarchy of treatments, is a cascade of discriminant models implementing the architecture introduced by Qian and Sejnowski. Its main specificities can be summarized as follows. First, the sequenceto-structure prediction is performed by dedicated classifiers. Second, the combiners at the structure-to-structure level are chosen so as to satisfy two requirements: they must output class posterior probability estimates and cover a wide range in terms of capacity. Third, capacity control at this level is implemented through a convex combination of the combiners (with the consequence that the global outputs of the cascade are also class posterior probability estimates). The topology of MSVMpred2 is depicted in Figure 1 .
Sequence-to-Structure Prediction
We first characterize the descriptions (vectors of predictors) x ∈ X processed at this initial level of the prediction. The predictors are derived from PSSMs produced by PSI-BLAST. The sliding window is centered on the residue of interest. The description x i processed at this level to predict the conformational state of the i th residue in the data set is thus obtained by appending rows of the PSSM associated with the sequence to which it belongs. Let n 1 be the integer such that 2n 1 + 1 is the size of the sliding window. Then, the indices of these rows range from i − n 1 to i + n 1 , where i is the index of the residue of interest in its sequence. Since a PSSM has 20 columns, one per amino acid, this corresponds to 20 (2n 1 + 1) predictors. More precisely, X ⊂ Z 20(2n1+1) . ...KPVDNFDWSNYHGKWWEVAKYPNSVEKYGKCGWAE...
sliding window S Fig. 1 . Topology of MSVMpred2. The method computes estimates of the class posterior probabilities for the residue at the center of the sliding window S, here a valine (V).
Two kinds of classifiers are implemented at this level: multi-class support vector machines (M-SVMs) [19] and bidirectional recurrent neural networks (BRNNs) [20] . The kernel of the M-SVMs is an elliptic Gaussian kernel function applying a weighting on the predictors as a function of their position in the window. This weighting is learned by application of the principle of multi-class kernel target alignment [17] . The BRNNs are recurrent neural networks exploiting a context from both sides of the sequence processed. This makes them especially well-suited for the task at hand. Indeed, they obtain the highest prediction accuracy among all the neural networks assessed so far in protein secondary structure prediction [2, 14, 21] . Contrary to the BRNNs, the M-SVMs do not output class posterior probability estimates. In order to introduce homogeneity among the outputs of the different base classifiers, and more precisely ensure that they all belong to the probability simplex, the outputs of the M-SVMs are post-processed by the polytomous (multinomial) logistic regression (PLR) model [22] .
Structure-to-Structure Prediction
We start with the characterization of the descriptions z ∈ Z processed at this level. Let N be the number of classifiers available to perform the sequence-tostructure prediction. The function computed by the j th of these classifiers (after the post-processing in the case of an M-SVM) is denoted
The second sliding window, of size 2n 2 + 1, is also centered on the residue of interest. As a consequence, the description z i processed by the combiners to estimate the probabilities associated with the i th residue in the data set is:
where U 2 is the unit 2-simplex.
The four discriminant models used as structure-to-structure classifiers are the PLR, the linear ensemble method (LEM) [23] , the multi-layer perceptron (MLP) [24] and the BRNN. They have been listed in order of increasing capacity [25] . Indeed, the PLR and the LEM are linear separators. An MLP using a softmax activation function for the output units and the cross-entropy loss (a sufficient condition for its outputs to be class posterior probability estimates) is an extension of the PLR obtained by adding a hidden layer. The boundaries it computes are nonlinear in its input space. At last, the BRNN can be seen roughly as an MLP operating on an extended description space. The availability of classifiers of different capacities for the second level of the cascade is an important feature of MSVMpred2. It makes it possible to cope with one of the main limiting factors to the performance of modular architectures: overfitting. The capacity control is implemented by the convex combination combining the four structure-to-structure classifiers. The behavior of this combination is predictable: it assigns high weights to the combiners of low complexity when the training set size is small (and the combiners of higher complexity tend to overfit the training set). On the contrary, due to the complexity of the problem, the latter combiners are favored when this size is large (see [17] for an illustration of the phenomenon).
Hybrid Prediction Method
In the field of biological sequence processing, the rationale for post-processing the outputs of discriminant models with generative models is two-fold: widening the context exploited for the prediction and incorporating high-level knowledge on the task of interest (mainly in the topology of the generative models). The generative model selected here to meet these goals is an IHMM with three states, one for each of the three conformational states. The advantage of this model compared to the standard HMM rests in the fact that its state transition probabilities are time dependent. This makes it possible to exploit a more suitable model of state durations, a necessary condition to get a high prediction accuracy at the conformational segment level. The global topology of the hierarchy is depicted in Figure 2 .
For a given protein sequence, the final prediction is thus obtained by means of the dynamic programming algorithm computing the single best sequence of states (path), i.e., the variant of Viterbi's algorithm dedicated to the IHMM [18] . It must be borne in mind that this calls for a slight adaptation of the formulas, since MSVMpred2 provides estimates of the class posterior probabilities, rather
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. than emission probabilities. Since the IHMM has exactly one state per conformational state, and the conformational state of each residue in the training set is known, the best state sequence is known for all the sequences of the training set. As a consequence, applying the maximum likelihood principle to derive the initial state distribution and the transition probabilities boils down to computing the corresponding frequencies on the training set.
Implementing a hybrid approach of the prediction is fully relevant only if the quality of the probability estimates computed by the discriminant models is high enough for the generative model to exploit them efficiently. Our hybrid architecture incorporates an optional treatment specifically introduced to address this issue: a basic post-processing of the outputs of MSVMpred2. This post-processing aims at constraining the final prediction so as to keep it in a vicinity of that of MSVMpred2. For each residue, the vector of probability estimates is replaced with a vector that is close to the binary coding of the predicted category. Precisely, given a small positive value ε, the highest of the class membership probability estimates is replaced with 1 − 2ε, the two other estimates being replaced with ε. In this setting, the influence of the Viterbi algorithm on the path selected vanishes when ε goes to zero.
Experimental Results

Protein Data Sets
Our prediction method was assessed on two data sets. The first one is the wellknown CB513 data set, fully described in [26] , whose 513 sequences are made up of 84119 residues. The second one is the newly assembled CM4675 data set. It contains 4675 sequences, for a total of 851523 residues. The corresponding maximum pairwise percentage identity is 20%, i.e., it is low enough to meet the standard requirements of ab initio secondary structure prediction.
To generate the PSSMs, the version 2.2.25 of the BLAST package was used. Choosing BLAST in place of the more recent BLAST+ offers the facility to extract more precise PSSMs. Three iterations were performed against the NCBI nr database. The E-value inclusion threshold was set to 0.005 and the default scoring matrix (BLOSUM62) was used. The nr database, downloaded in May 2012, was filtered by pfilt [27] to remove low complexity regions, transmembrane spans and coiled coil regions. The initial secondary structure assignment was performed by the DSSP program [28] , with the reduction from 8 to 3 conformational states following the CASP method, i.e., H+G → H (α-helix), E+B → E (β-strand), and all the other states in C (coil).
Experimental Protocol
The configuration chosen for MSVMpred2 includes the four main models of MSVMs: the models of Weston and Watkins [29] , Crammer and Singer [30] , Lee, Lin, and Wahba [31] , and the M-SVM 2 [32] . At the sequence-to-structure level, they are used in parallel with four BRNNs. The programs implementing the different M-SVMs are those of MSVMpack [33] , while the 1D-BRNN package is used for the BRNNs. The sizes of the first and second sliding windows are respectively 13 and 15 (n 1 = 6 and n 2 = 7).
To assess the accuracy of our prediction method, we implemented a distinct experimental protocol for each of the data sets. The reason for this distinction was to take into account the difference in size of the two sets. For CB513, the protocol was basically the 7-fold cross-validation procedure already implemented in [16, 17] (with distinct training subsets for the sequence-to-structure level and the structure-to-structure level). At each step of the procedure, the values of the parameters of the IHMM that had to be inferred were derived using the whole training set. As for CM4675, it was simply split into the following independent subsets: a training set for the kernel of the M-SVMs (500 sequences, 98400 residues), a training set for the sequence-to-structure classifiers (2000 sequences, 369865 residues), a training set for the post-processing of the M-SVMs with a PLR (300 sequences, 52353 residues), a training set for the structure-to-structure classifiers (1000 sequences, 178244 residues), a training set for the convex combination (200 sequences, 34252 residues), and a test set (675 sequences, 118409 residues). Once more, the missing values of the parameters of the IHMM were derived using globally all the training subsets (4000 sequences, 733114 residues).
It can be inferred from the introduction that a secondary structure prediction method must fulfill different requirements in order to be useful for the biologist. Thus, several standard measures giving complementary indications must be used to assess the prediction accuracy [34] . We consider the three most popular ones: the recognition rate Q 3 , Pearson-Matthews correlation coefficients C α/β/coil , and the segment overlap measure (Sov) in its most recent version (Sov'99).
Results
The experimental results obtained with MSVMpred2 and the two variants of the hybrid model (with and without post-processing of the outputs of MSVMpred2) are reported in Table 1 . Table 1 . Prediction accuracy of MSVMpred2 and the hybrid model on CB513 and CM4675. Results in the last row were obtained with the optional treatment of the outputs of MSVMpred2 described in Section 3. In applying the two sample proportion test (the one for large samples), one can notice than even when using CB513, the superiority of MSVMpred2 over YASPIN appears statistically significant with confidence exceeding 0.95. Of course, such a statement is to be tempered since the figures available for YASPIN correspond to a different set of protein sequences. The recognition rate is always significantly above 80% when CM4675 is used. This highlights a fact already noticed in [5] : the complexity of the problem calls for the development of complex modular prediction methods such as ours. The feasibility of their implementation increases with the growth of the protein data sets available. The hybrid method is only superior to MSVMpred2 when it implements the post-processing described in Section 3. In that case, the gain is emphasized, as expected, by means of the Sov. This measure increases by the same amount (1.1 point) on both data sets.
The value of ε for which the results of the last row of Table 1 were obtained is a favorable one. We now present a short study of the prediction accuracy as a function of this parameter. Figures 3 and 4 illustrate the main phenomena observed.
The gain in Sov induced by the introduction of the IHMM can be obtained for ε varying is a relatively large interval (the precise boundaries depend on the data set chosen). In addition, to ensure that this gain is not balanced by a decrease of the Q 3 , it suffices to choose a small enough value. This implies that the By focusing on the difference between these results and those obtained with the standard MSVMpred2, we also see that the performance of the hybrid model is positively correlated with the prediction accuracy of the classifier providing the class membership probability estimates.
To sum up, these experiments support the thesis that hybrid models can be used to increase the performance of secondary structure prediction methods (at least at the level of the structural elements), while directly benefiting from improvements of the latters. The negative aspect is that we have not yet been able to make full use of the values of the class posterior probability estimates provided by MSVMpred2.
Conclusions and Ongoing Research
This article has introduced a new method for protein secondary structure prediction. This method, based on a hierarchical architecture obtained by cascading MSVMpred2 and an IHMM, is the first hybrid model exhibiting state-of-the-art performance. It takes benefit of the availability of a very large data set of proteins with known structure and low sequence identity: CM4675. So far, the main improvement resulting from introducing the generative model is an increase of the Sov'99 measure, i.e., an improvement of the prediction accuracy at the segment level. This should prove especially useful for the biologist using our method as an intermediate step of a tertiary structure prediction.
Obviously, there are many options one can think of to improve our method. A simple one consists in taking benefit of its flexibility to integrate knowledge sources and modules borrowed from the literature [4, 5] . The researcher in machine learning should be primarily interested in the following question: can we expect the class posterior probability estimates produced by MSVMpred2 to become accurate enough to be exploitable as is by the generative model? Answering this fundamental question is currently our main goal.
