Abstract -In new deregulated electricity market, short-term price forecasting is key information for all market players. A better forecast of market-clearing price (MCP) helps market participants to strategically set up their bidding strategies for energy markets in the short-term. This paper presents a new prediction strategy to improve the need for more accurate short-term price forecasting tool at spot market using an artificial neural networks (ANNs). To build the forecasting ANN model, a threelayered feedforward neural network trained by the improved Levenberg-marquardt (LM) algorithm is used to forecast the locational marginal prices (LMPs). To accurately predict LMPs, actual power generation and load are considered as the input sets, and then the difference is used to predict price differences in the spot market. The proposed ANN model generalizes the relationship between the LMP in each area and the unconstrained MCP during the same period of time. The LMP calculation is iterated so that the capacity between the areas is maximized and the mechanism itself helps to relieve grid congestion. The addition of flow between the areas gives the LMPs a new equilibrium point, which is balanced when taking the transfer capacity into account, LMP forecasting is then possible.
Introduction
In restructuring the electric power industry, the price of electricity has become a fundamental input to any energy company's decision-making. With this global reformation, the industry is moving towards privatization and liberalization [1] . The primary goal of energy deregulation is to encourage not only the competition between market participants, but also the development of a more reliable energy-supply mechanism with lower costs. A producer needs to forecast electricity prices to determine its bidding strategy in the power market and to optimally schedule its electric energy resources, such as hydro and thermal resources. Each entity predicts market prices and develops strategies, based on accurately forecast market prices with other information on opportunities, to create profits before participating in the electricity market. Consumers also need price forecasts for the same reasons as producers [2] . If the electricity market price can be predicted properly, market participants can reduce the risks of under/overestimating revenue from the generators for the power companies and maximizes their outcomes further. As a result, proper electricity price forecasting can help in building cost-effective risk management plans for the companies participating in the electricity market.
The primary role of a market price is to establish an equilibrium between supply and demand. This means that prices rise or fall in the short term until supply and demand become equal. Generally, electrical energy is traded as a commodity; however, electricity is an extraordinary product, because its price has a complex signal due to its non-linear, non stationary, and time-variant behavior [3] . In the current deregulated scenario, load forecasting has reached an advanced stage of development [4] [5] [6] [7] [8] , while price-forecasting techniques, which are being applied, are still in the early stages of maturity. In actual electricity markets, daily load curves have similar load patterns, whereas price curves exhibit considerably richer structures because their movement shows great volatility [9] . Even accurate load forecasts cannot guarantee profits, and the potential increasing risk due to trading is considerable because of the extreme volatility of electricity prices. At the same time, market participants usually have limited and uncertain information for price prediction.
Electricity price forecasting is generally divided into long-term and short-term, depending on the forecasting period [10] . In particular, short-term electricity price forecasting is important due to its profit function; all participants need to make reasonable decisions and to maximize utility profits during market business activities. This can be achieved by considering changes with time scales ranging from a few minutes to about one week, while assuming other fixed middle-and long-term factors. Additionally, the most basic pricing concept in the power market is the market-clearing price (MCP) [11] [12] [13] . In an unconstrained market-clearing process, generator companies are dispatched based on their bidding prices. When there are no transmission constraints, locational marginal price (LMP) is the same at any point in the entire system, and is equal to the MCP. However, when there is congestion, transmission line constraints are considered to balance supply and demand at each point. The system generation dispatch then differs from the least bidding price dispatch, and LMPs can vary throughout the transmission system. In this situation, the price in a constrained area is higher than the unconstrained MCP.
Good LMP prediction is a difficult task because bidding strategies used by participants are complex, and various uncertainties interact in intricate ways. Moreover, a key aspect of LMPs is their volatility. Price volatility is crucial to calculate average annual prices and to derive bilateral contract prices for them. Obviously, a more accurate forecasting model can be helpful to generating companies in submitting accurate bids with low risk and, if necessary, to make good bilateral contracts [14] . In recent years, several methods have been used to predict prices in electricity markets. Stationary time-series models have been proposed, such as auto-regressive (AR) [15] , dynamic regression and transfer function [16] , and auto-regressive integrated moving-average (ARIMA) techniques [17] . The wavelet-ARIMA technique [18] and the generalized autoregressive conditional heteroskedastic (GARCH) models [19] [20] , which consider the moments of a time series as variants, have been used to forecast electricity prices in deregulated electricity markets. Unfortunately, most timeseries models are linear prediction models, tracing patterns in historic input data, whereas electricity prices represent a non-linear function of the input features. Thus, the behavior of a price signal may not be completely captured by any time-series technique.
To solve these problems, another kind of forecasting method, based on intelligence techniques, and especially artificial neural networks (ANNs), has been proposed by researchers [21] [22] [23] [24] [25] [26] [27] [28] [29] . ANNs are simple, but powerful and flexible tools for analyzing factors that could impact electricity prices. From a mathematical point of view, an ANN is a universal functional approximator, based on the functioning of the human brain. Theoretically, it has been shown that, given an appropriate number of hidden units and enough computational resources, ANN can learn from experience and estimate any complex functional relationship. Moreover, ANNs are non-linear by nature, which means that they can not only correctly estimate non-linear functions, but also extract non-linear elements from data and are able to solve problems where the input output relationship is neither well defined nor readily computable, because ANNs are data driven. The powerful ability to simulate dynamic, uncertain, and nonlinear problems makes ANNs suitable for predictions in electrical power systems. In [30] , combination of similar days and neural network techniques were proposed for LMP prediction. However, traditional training algorithms such as back-propagation may drive the network to get trapped in local minima and slow speed of convergence. In [31] , the recurrent neural network was also developed for forecasting the LMPs to speed up the offline training process. Some other researchers proposed specific methods for price spike forecasting in [32] [33] . Despite the research performed in this area, there is a continuing need for more accurate and robust price forecast methods for large-scale power systems. This paper proposes a new forecasting strategy to predict short-term prices in the spot market. The whole proposed forecasting strategy is examined using the Nord Pool, one of the most successful electrical power markets in the world. The main contributions of this paper can be summarized as follows:
A neural network approach, including the LM algorithm to train a three-layered feed forward neural network that improves ANN training, in terms of error and consumption time, is developed to forecast short-term electricity prices.
To accurately predict LMPs, the most effective input features based on actual power generation and load are used for more accurate LMP forecasting, and these differences are applied to predict price differences in the spot market. By analyzing the causes of price differences, the LMP calculation is iterated so that the available trading capacity between the areas is used to the maximum during every hour of operation. After the addition of flow between the areas, the LMP forecasting is obtained. The proposed approach is compared with a time-series model using a realistic case study based on electricity data from the Nord Pool. The proposed forecasting strategy provides reasonable forecasts for LMPs. In particular, it shows high accuracy in forecasting LMPs during peak times. This aspect gives effective information to market participants and helps them to make sound, profitable decisions. This paper is organized as follows: Section 2 provides the neural network structure to forecast electricity prices. Section 3 presents the forecasting strategy to evaluate the LMPs. Section 4 provides the numerical results from a real-world case study based on data from the Nord Pool. Finally, concluding remarks are given in Section 5.
Forecasting with an ANN Model
ANN is a simple but powerful tool that can be trained by adopting a forecasting process. The advantages of the ANN mainly lie in self-training ability [34] . The ANN builds its structure by learning patterns from repeated data and, through the process, the completed structure have the ability to generalize. This ability implies that the acquired patterns of input / output relations of the ANN and the ANN itself are capable of producing comparatively correct output from an inexperienced input without requiring any further process.
An ANN is composed of three different layers -input, hidden, and output layers -each of which consists of a certain number of neurons and one or more individual nodes or processing elements. The main idea with an ANN is that inputs, or dependent variables, get filtered through one or more hidden layers before they reach the output variable. The number of input variables necessary to predict the desired output variables determines the number of input nodes. The outputs of the hidden layer translate the input into the output layer of neurons, and the optimum number of hidden nodes and hidden layers are dependent on the complexity of the modeling problem. Thus, the neural network considered is fully connected in the sense that every node belonging to each layer is connected to every other node belonging to the adjacent forward layer. In ANNs, the most popular and successful model is the multi-layer feed-forward neural network (MLNN). In particular, a three-layer feed-forward neural network is suited for forecasting, implementing non-linear hyperbolictangent sigmoid activation functions for the hidden layer and pure linear transfer functions for the output layer.
Forecasting with neural networks consists of two stages: the training stage and the learning stage. In the training stage, a training set is used for construction of the neural network. This typically requires a training set of historical data, containing both inputs and the corresponding desired outputs. During training, it is identified a suitable training set with patterns of input and corresponding output pairs, and is trained the ANN for price forecasting. In the learning stage, learning entails an optimization processthe minimization of some error measure between the output produced and the desired output. The learning algorithm iteratively adjusts the values of connection weights within the ANN structure. Then, the knowledge gained through the learning process is tested by applying new data. The data series is called the testing set, which is used for measuring the predictive ability of the model.
For a large-scale system, it is more desirable to attain the desired accuracy with a simpler ANN structure -i.e., fewer nodes -because this can reduce training time, improve network generalization, and prevent over-fitting. The backpropagation algorithm is widely recognized as a powerful tool for training of MLNNs. However, because it applies the steepest descent method to update the weights, it suffers from a slow convergence rate and often yields suboptimal solutions. The Levenberg -Marquardt (LM) algorithm used in this study is one of the most efficient training mechanisms for prediction tasks because it provides high degrees of robustness and generalization [35] . The LM algorithm trains a neural network 10 -100 times faster than the usual gradient-descent back-propagation method. This algorithm is an approximation of Newton's method, and it computes an approximate Hessian matrix. The quasiNewton technique for minimizing a function f (α) with respect to the parameter vector α is given by:
Assuming that ) (α f is the sum of squares function, given by
then it can be shown that:
Here, ) (α J is given by
, the Hessian matrix is given by
and the update (1) becomes:
The LM algorithm for the Gauss-Newton method is defined as:
where parameter ω is conveniently modified during the algorithm iterations. Note that when ω is large, the LM algorithm becomes steepest descent, while for small ω , the algorithm becomes Gauss-Newton, which should provide faster convergence. An update of ω that is too big or too small will cause the neural network to take longer to train. The disadvantage is similar with the learning rate in the standard back propagation algorithm. An appropriate update of ω is more efficient for convergence. The rule for the adjustment of ω is as follows.
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In traditional LM algorithm the parameter ω is multiplied by some factor (π) whenever a step would result in an increased C(x) (a cost function which should be minimized). When step reduces C(x), ω is divided by π. It is noted that when ω is large, convergence is improved, but the learning time is increased; while for small ω , learning time is reduced, but error goal is also decreased. To get better results and less time consumption, the ω multiplication factor (π1) is often set larger than the ω division factor (π2). In the algorithm, the rate of change in ω is exponential. In this paper, increasing rate (π1) and decreasing rate (π2) of ω with using the heuristic method [36] is used to improve the traditional LM algorithm. The modification on LM algorithm provides the best performance in terms of convergence time, optimum network structure, and recognition performance.
Proposed Price Forecast Strategy

Input factor selection
The price of electricity is influenced by many relevant factors, such as electrical load, available generation, weather conditions, time indicators, generation outages, transmission network information, and bidding strategies of market participants. Some of these factors are more important than others. In fact, the factors that really impact the price are applied to be very limited, typically, just the electrical load. In this paper, two types of electrical load are considered when predicting electricity prices. One is demand in the spot market and the other is the actual load in the entire power system. The effect of the temperature and other weather-related factors can be incorporated into electricity load. Another factor that drives the price is the hour of the day; however, the impact is also reflected in electricity load [15] . The unit outage information, although significant, was not considered in the study because it is typically proprietary and not available to all market participants in real time. Each Nordic country is separated into several bidding areas with various power generation sources and available transmission capacity may vary, but all of transmission network information are not recorded in the SCADA systems. Moreover, there are some factors, such as bidding strategies and unethical competitive behavior that are not easily represented in mathematical form.
Overview of nord pool
Nord Pool is the first multinational electricity market in the world, and is evaluated as successful a market, according to industry representatives and electricity market analysis. In the Nord Pool, Elspot is a spot auction-based day-ahead energy market in which market participants submit offers to sell or bids to buy physical electricity for delivery in each hour the next day. Nord Pool organizes the bids and the power flows over the interconnectors, and is coordinated by the system operator who ensures a secured, economical and efficient operation as well as determining all LMP according to voluntary bids and bilateral transactions.
Electricity is generated from different energy sources in the Nordic countries. Hydropower covers half of the power needs in the Nordic system. In Norway, almost all power is supplied by hydropower, while Sweden has a mix of conventional thermal power, nuclear power, and hydropower, which is about 50% of total power capacity. Thus, Norway and Sweden jointly contribute a high proportion of hydroelectric power to the Nord Pool. Denmark uses mainly thermal power, but wind power is becoming increasingly important. Finland has a similar mix of generation as Sweden, but with higher shares of thermal and nuclear power than hydropower.
Relationship between market structure and pricing mechanism
Price evaluation differs across market structures and no single available model has been applied across a broad spectrum of market data [26] . There is no systematic evidence of one model consistently out-performing others. This may be due to the short history of electricity markets and the substantial differences in price developments that exist in electricity markets. Moreover, LMPs depend on market player behavior because the multi-settlement system provides market participants with the ability to develop complex strategies.
In an unconstrained market-clearing process, the most basic pricing concept is the MCP. Fig. 1 illustrates that the MCP is determined based on hourly bids from both supplyand demand-side participants for the trading of prompt physically delivered electricity. Each order from market participants in the spot market specifies the volume in MWh/h that a participant is willing to buy or sell at specific price levels. Whenever the power flow between the bidding areas is within the limits set by the system operator, the MCP is the only price for that specific hour throughout the entire system. In this situation, the MCP must be directly influenced by demand in the spot market and is formulated as follows:
However, congestion can cause differences in prices among bidding areas. When the power transfer between bidding areas exceeds the trading capacity and transmission congestion is predicted, the LMPs could be employed. LMP is defined as the price of lowest-cost resources available to meet the load, subject to delivery constraints of the physical network. LMP is an efficient way of pricing energy supply when transmission constraints exist. In the end, load differences between several areas change the LMPs, and then the electricity load is not the demand in the spot market but the actual load of the entire power system.
Eq. (12) represents the LMPs as a function of load in the entire power system, but it does not fully reflect the LMP signal because the transfer capacity also influences the transmission congestion.
LMP forecasting
Whenever congestion takes place in transmission grids, each Nordic country is separated into several bidding areas. Available transmission capacity may vary, and thus LMPs are established for each transmission-constrained area, as shown in Fig. 2 . The LMPs are published within two hours of the Elspot market closing. A lower price in the surplus area will lead to greater purchases and fewer sales, which can provide a parallel shift in the demand curve. However, by increasing the price in the deficit area, the area participants sell more and purchase less, and the sale can provide a parallel shift in the supply curve. Here, PL and PH represent the low and high prices when there is full utilization of trading capacity. PCap=0 is a price in an area with an isolated price calculation. The LMP calculation is iterated so that the available trading capacity between the high price and the low price area is used to the maximum during every hour of operation, to ensure that power flows from the low-price area towards the highprice area. Accordingly, the LMPs in the surplus and deficit areas are the new equilibrium points following the addition of power flow between the areas of purchase and sale. In this situation, the LMPs are relatively low in the surplus area (PL) and relatively high in the deficit area (PH).
The transfer capacity is the maximum amount of energy that can flow from one bidding area to another [37] . The system operator determines the trading capacities for each hour of the day and receives income from market splitting. To accurately predict the LMPs, a volume corresponding to the trading capacity on the constrained connection should be considered at a relatively low price in the surplus area and a relatively high price in the deficit area. Price differences between bidding areas occur when the surplus volume at the MCP in one or more bidding areas is greater than the total export capacity from these areas. Thus, the total export capacity for each of these areas can be used for analyzing the cause of price differences, Fig. 1 . MCP in the nord pool
The forecast result varies depending on which and how the input data are used. In this work, the actual power generation and load are predicted as the input set. First, to model the trends in the power generation signal, the actual generating volume in the same hour over previous periods are considered as input features, 
Typically, the shapes of the price profiles present seasonality characteristics, usually in terms of daily and weekly cycles. The price profile is modified from day-today and week-to-week to reflect changes in the electricity market behavior. Instead of single similar-day power generation, the forecast can be a linear combination or a regression procedure that can include several similar days. For daily seasonality, in addition to can also be considered, and similarly for other periods. In (14) , the first four terms consist of information about the trends in the signal. The next six terms contain information about daily seasonality (up to 2 days ago), while the latter twelve terms are related to weekly seasonality (1-4 weeks ago) .
Similarly, the actual load during previous hours is considered due to its high correlation with the next hourly load. The following set of input features can be considered for actual load prediction: 
The selection of similar days is part of the training in the ANN. The training data are classified as weekdays from Monday to Friday and weekends as Saturday and Sunday. For example, eight similar days are selected for training to predict the price on Monday or Sunday etc. One day is taken from the similar days as test data. A similar day is characterized as follows. A Monday is similar to the Monday of the previous week and the same rule applies for Saturdays and Sundays; analogously, a Tuesday is similar to the Monday of the same week, and the same rule applies for Wednesdays, Thursdays and Fridays [30] .
In our study, these differences between actual power generation and load are used to predict the price differences in the spot market. The proposed ANN model generalizes the relationship between the respective LMPs and the MCP during the same period of time. Then, the LMP is calculated as follows:
The LMP calculation is iterated so that the capacity between areas is used to the maximum; this mechanism itself actually helps to relieve grid congestion. After that, and the addition of flow between the areas, the LMP is determined at the new equilibrium point, which is balanced taking the transfer capacity into account.
Numerical Results
As in any research area, it is vital to allow the reproduction of one's results in price forecasting. The only way of doing that is the use of public-domain data sets. The proposed forecasting approach was used to predict LMPs in the Nord Pool using real market data, obtained from [38] . The Nord Pool maintains the confidentiality of the bid information of each market participant confidential; however, the market price and the aggregate volumes are publicly available. All price data are in Euros. To satisfy performance, the proposed approach was compared with time series models, ARIMA [17] and GARCH [20] . Detail of this time series models can be found in the Appendix.
For each Nordic country, the system operators decide which bidding areas the country is divided into. The bidding areas are denoted by an alphanumeric code, such as NO1, NO2, NO3, DK1, DK2, SE, and FI. The Norwegian system operator defines the fixed bidding areas in Norway, according to its information on the likely The number of Norwegian bidding areas can vary; in this paper, three bidding areas are defined as NO1, NO2, and NO3. When necessary, additional price areas may be used. Western Denmark (DK1) and eastern Denmark (DK2) are always treated as different bidding areas, and Sweden (SE) and Finland (FI) constitute one bidding area each.
Simulation
The three-layered feed-forward neural network with the LM structure employed in the study used the "newff" function implemented in MATLAB [39] . Transfer functions were used for the hidden and output layers. At the training stage, various numbers of units in the hidden layer were tested. The number of neurons in the hidden layer varies for different applications and usually depends on the size of the training set and the number of input variables. Fortunately, using MATLAB, it was a straightforward task to compare the impact of the number of hidden-layer neurons on the performance of the ANN. When the various numbers of neurons in the hidden layer were tested, the best results were produced with five hidden. The output layer had one unit, which was set to output the LMPs. Besides, very large training sets should not be used to avoid overtraining during the learning process. On the other hand, if the selected training period is very short, then the ANN cannot derive all of the functional relationships in the electricity prices due to the small number of training samples.
In this paper, the training set was defined as the threemonth period from April 13 to July 12, 2009, and the testing set started from July 15, 2009, after the training period, because the Elspot closes at 12.00 am and there are at least 12 hours, and at most 36 hours, between the time of trade and the time of delivery. Thus, our forecasts is made on an hourly basis for 2 days during the forecast period, and this cycle is repeated until the LMPs of the whole forecast horizon are predicted. Additionally, the training data includes 91×24=2,184 learning patterns. After the tests were conducted through the different parameters, the training parameters were as follows: π1 = 3 and π2 = 1.12. All the simulations were implemented with MATLAB on an Intel Xeon processor E5620 with eight quad-core processors having a clock speed of 2.4 GHz and 12 GB of RAM memory.
Evaluating the forecasting error
Forecasting error is the main concern for system operator; a lower error indicates a better result. This accuracy is computed as a function of the actual prices that occurred. Since a set of non-stationary data is studied, a statistical analysis is more reasonable. To evaluate the accuracy in forecasting electricity prices, four different criterions are used: the mean absolute error (MAE) criterion, the root mean square error (RMSE) criterion, the mean absolute percentage error (MAPE) criterion, and the error variance ( 2 σ ). They are expressed in the following: 
where:
The reason for considering average LMPs in Eq. (21) is that if the actual value is small, this will contribute large term in MAPE even if the difference between actual and forecasted values is small. In addition, if the forecasted value is small and actual value is large, and then absolute percentage error will be close to 100%. Furthermore, the LMP can rise to tens or even hundreds of times of its normal value at particular hours. It may drop to zero or even to negative at other hours. Hence, the average LMP is used in Eq. (21) to avoid the adverse effects of prices close to zero.
Forecasting results of LMP
When using the ANN for price forecasting, first, parameters that would fit the neural network with a LM structure, based on historical data are identified, and then future prices are predicted. In the Nord Pool, the MCP is forecast from the input set of demand in the spot market, and is expressed as a function: Table 1 shows the results of actual and forecast MCPs for the test period, respectively. It can be seen that the proposed approach indicates good performance in MCP forecasting. Notably, accurate price predictions were also obtained during peak hours in the Nordic spot market.
For forecasting the LMP, actual power generation and load were considered as input sets, and then these volume differences were used to predict the price differences. From (13) - (16), the following price difference in the Nordic area can be obtained readily:
The relationships between each LMP and the MCP during the same period of time are generalized using the proposed ANN model, and then LMP forecasting was obtained as illustrated in Table 2 . The results obtained indicate good performance for the LMP forecasting capabilities during the test period. It is generally observed that the peak, because of its high volatility and price spikes, is the most difficult feature to predict. However, especially for peak hours, accurate predictions were obtained using the proposed forecasting strategy. This gives effective information for market participants and helps them make sound, profitable decisions, because of the high powertrading volume at the time of peak demand.
As shown in Table 2 , a hydropower area like NO1, NO2, and NO3 has the LMP that is lower than the MCP. Hydropower is easily regulated, and can show substantial differences during the day. For this reason, the transmission requirements can vary greatly. In the end, LMPs depend on inflows to reservoirs. There can be daily and hourly patterns, with less price variations in hydropower-dominant areas due to the high degree of controllability. On the other hand, the LMPs for DK1, DK2, and FI are above the MCP. FI has a similar mix of generation methods as Sweden, but with a higher share of thermal and nuclear power instead of hydropower. DK1 and DK2 have mainly thermal power generation, with an increasing share of wind power. This has implications for power trading between the Nordic countries. Due to higher price volatility in DK1, and especially in FI, there were slight differences between the forecast LMP and actual LMP during the test period.
Moreover, comparing SE and FI, the LMPs are of vital importance for the efficient use of hydropower in the mixed hydrothermal Nordic system.
To assess the prediction accuracy of the proposed approach, Fig. 3 and Fig. 4 show hourly MAE and MAPE values for test periods in the Nordic area, respectively. the purpose of evaluating out of forecasting capability. The first column indicates the bidding area of Nord Pool, the second column presents the MAE (EUR/MWh), the third column presents the RMSE (EUR/MWh), and the fourth column presents the error variance ( 2 σ ). The MAE and RMSE of reasonably small values were obtained for the Nord Pool data. The error variance, one of the important performance criteria, is also calculated in order to measure robustness of the proposed approach. The smaller the variance, the more precise is the prediction of LMPs. As shown in Table 3 , small value of 2 σ was obtained for the test periods in the Nord Pool. Fig. 5 shows a comparison between the proposed approach and the time-series techniques, in what regards the MAPE criterion. The results obtained shows that the proposed forecast strategy is better for NO1, NO3, DK1, DK2, SE, and FI than the ARIMA and GARCH for all the test periods due to its forecasting engine. Furthermore, because the proposed forecasting strategy had lower error variances, its predictions were more stable. During the peak hours, the volatility of the Nord Pool increased, and so time-series techniques had considerably larger prediction errors, but when the variance of the data is more stable, as was the case for NO2, then the price volatility was less accurate. Although some promising results have been obtained from time-series techniques for LMP prediction, most of these methods are linear techniques and cannot appropriately track the complex non-linear behavior of LMP signals. Ultimately, the time-series techniques may encounter large unexpected forecasting errors. Rapid variations and high-frequency changes in the target signal are problematic for the time-series techniques. However, because of the ANN's capability of tracking non-linear behavior in the price signal, it is preferred in practical applications. Consequently, the proposed approach has high forecasting accuracy and its performance is less affected by volatility, which can be of the utmost importance in real-life applications.
Conclusions
Accurate forecasting approach is essential not only for producers to maximize their profits, but also for consumers to maximize their utilities. This paper proposed a new prediction strategy for short-term electricity price forecasting. In this work, the ANN technique was applied to forecast the LMPs. A three-layered feed-forward neural network model, trained using the LM algorithm, is particularly suited for the short-term forecasting, implementing nonlinearities using sigmoid functions for the hidden layer and linear functions for the output layer. To increase the accuracy of our predictions, actual power generation and load were considered as the input sets, based on historical data. After forecasting each area of power generation and load, these differences can be generalized for analyzing the causes of price differences in the spot market. The LMP calculation is iterated so that the trading capacity between the areas is used to the maximum, to ensure that energy flows from the low-price area towards the high-price area. Thus, the LMPs in the surplus and deficit areas are found as the new equilibrium points after the addition of power flow between the areas for purchase and sale, respectively. The simulation results not only revealed the forecasting capabilities of the proposed strategy, but also demonstrated its forecasting accuracy. Moreover, the proposed forecasting strategy was compared with the time-series techniques. The MAPE results from the comparisons clearly showed that the proposed approach was more effective than the timeseries techniques. Especially for peak hours, ARIMA demonstrated considerably larger prediction errors because of, high volatility, price spikes, and nonlinear behavior of LMP signal while the proposed approach showed relatively accurate predictions. Therefore, the application of the proposed approach to price forecasting is both novel and effective. The research work is under way in order to develop better feature selection in this field of study, because of nonlinear behavior of electricity price signal. ( 
