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A stochastic reaction-diffusion model is studied on a networked support. In each patch of the
network two species are assumed to interact following a non-normal reaction scheme. When the
interaction unit is replicated on a directed linear lattice, noise gets amplified via a self-consistent
process which we trace back to the degenerate spectrum of the embedding support. The same
phenomenon holds when the system is bound to explore a quasi degenerate network. In this case,
the eigenvalues of the Laplacian operator, which governs species diffusion, accumulate over a limited
portion of the complex plane. The larger the network, the more pronounced the amplification.
Beyond a critical network size, a system deemed deterministically stable, hence resilient, may turn
unstable, yielding seemingly regular patterns in the concentration amount. Non-normality and
quasi-degenerate networks may therefore amplify the inherent stochasticity, and so contribute to
altering the perception of resilience, as quantified via conventional deterministic methods.
PACS numbers: 02.50.Ey,05.40.-a, 87.18.Sn, 87.18.Tt, Ey,87.23.Cc, 05.40.-a
Models of interacting populations are
of paramount importance in a broad
range of applications of interdisciplinary
breath. Beyond the simplified arena of
deterministic approaches, stochastic ef-
fects play a role of paramount importance
and might yield a large of plethora of
non trivial behaviors. Furthermore, to
account for the inherent complexity of
the existing interactions, the inspected
model are embedded on a network archi-
tecture. In this paper, we show how a
non-normal reaction model coupled to a
directed, quasi-degenerate, network can
drive a resonant amplification of the noisy
component of the dynamics. This obser-
vation, that we here substantiate analyt-
ically, calls for a revised concept of re-
silience, the ability of a system to oppose
external disturbances.
INTRODUCTION
Resilience represents the inherent ability of
a given system to oppose external disturbances
and eventually recover the unperturbed state.
The concept of resilience is particularly relevant
to ecology [1]. Here, perturbations of sufficient
magnitude may force the system beyond the
stability threshold of a reference equilibrium.
When the threshold is breached, recovery is not
possible and the system under scrutiny steers
towards an alternative attractor, distinct from
the original one. Resilience, namely the capac-
ity of a system to withstand changes in its envi-
ronment, plays a role of paramount importance
for a large plethora of applications, beyond ecol-
ogy and ranging from climate change to mate-
rial science, via information security and energy
development [2].
To grasp the mathematical essence of the
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2phenomenon, one can customarily rely on a
straightforward linear stability analysis of the
governing dynamical, supposedly deterministic,
equations. The eigenvalues of the Jacobian ma-
trix, evaluated at equilibrium, conveys informa-
tion on the associated stability. If the largest
real part of the eigenvalues is negative, the ex-
amined deterministic system is deemed stable,
against tiny disturbances [3, 4]. To state it dif-
ferently, the system is able to regain its deputed
equilibrium, by exponentially damping the im-
posed perturbation. However, a linearly sta-
ble equilibrium can be made unstable, through
non-linearities, by a sufficiently large perturba-
tion amount: this occurs for instance when the
enforced disturbance takes the system outside
the basin of attraction, i.e. the set of initial
conditions leading to long-time behavior that
approaches the attractor [5]. In the following,
we shall focus on sufficiently small perturba-
tions, so that the linear stability holds true. A
transient growth can, however, take place, at
short times, before the perturbation fades even-
tually away, as established by the spectrum of
the Jacobian matrix. This short time amplifi-
cation is instigated by the non-normal charac-
ter of the interaction scheme and may trigger
the system unstable, also when the eigenval-
ues of the Jacobian display a negative real part
[6, 7]. The elemental ability of a non-normal
system to prompt an initial rise of the associ-
ated norm, can be made perpetual by an en-
during stochastic drive [8, 9]. Taken altogether,
these evidences call for a revised notion of re-
silience, for systems driven by non-normal cou-
pling and shaked by stochastic forcing.
We shall be in particular interested in inter-
acting multi-species models, diffusively coupled
via a networked arrangement [10–22]. The in-
vestigated systems are assumed to hold an ho-
mogeneous equilibrium. For a specific selection
of the involved parameters, the homogeneous
fixed point can turn unstable upon injection of a
non homogeneous perturbation, which activates
the diffusion component. The ensuing symme-
try breaking instability, as signaled by the so
called dispersion relation, constitutes the nat-
ural generalization of the celebrated Turing in-
stability to reaction-diffusion systems hosted on
a complex network. In [23], we showed that
non-normal, hence asymmetric networks may
drive a deterministic system unstable, also if
this latter is predicted stable under the linear
stability analysis. As we shall here prove, the
effect is definitely more remarkable when the
non-normal system is made inherently stochas-
tic [24, 25]. At variance with the analysis in
[26], it is the non normality of the network
to yield the self-consistent amplification of the
noisy component, a resonant mechanism which
prevents the resilient recovery. To elaborate
along these lines, we will consider a generic
reaction-diffusion model defined on a directed
one dimensional lattice. The degenerate spec-
trum of the Laplacian that governs the diffu-
sive exchanges between adjacent nodes sits at
the root of the generalized class of instability
that we shall here address. Making the directed
lattice longer, i.e. adding successive nodes to
the one-dimensional chain, allows for the per-
turbation to grow in potency, and for the system
to eventually cross the boundaries of stability
[27]. A similar scenario is met when the host-
ing network is assumed quasi degenerate, mean-
ing that the Laplacian eigenvalues are densely
packed within a limited portion of the complex
plane.
Many real networks, from different realms of
investigations ranging from biology (neuronal,
proteins, genetic) to ecology (foodwebs), via so-
ciology (communication, citations) and trans-
port (airlines), have been reported to possess
a pronounced degree of non-normality [7]. In
particular, it was shown that their adjacency
matrix is almost triangular (when properly re-
organizing the indexing of the nodes) which, in
spectral terms, implies enhancing the probabil-
ity of yielding a degenerate spectrum for the as-
sociated Laplacian matrix. Networks that dis-
play a triangular adjacency matrix are known
as directed acyclic graphs (DAG).
The paper is organized as follows. In the
3next section, we shall introduce our reference
setting, a reaction-diffusion system anchored on
a directed one dimensional lattice. We will in
particular show that a self-consistent amplifi-
cation of the noisy component of the dynam-
ics is produced, when successively incrementing
the number of nodes that form the chain. This
bears non trivial consequences in terms of re-
silience, displayed by the system under scrutiny.
Moving from this preliminary information, in
Section II we will modify the lattice structure
by accommodating for, uniform and random, re-
turn loops. This breaks the degeneracy that
arises from the directed lattice topology. The
coherent amplification of the stochastic drive is
however persistent as long as the spectrum is
close to degenerate. Random directed acyclic
graphs with quasi degenerate spectrum can be
also created, which make reaction-diffusion sys-
tems equally prone to the stochastic driven in-
stability. This topic is discussed in Section III.
Finally in Section IV we sum up and draw our
conclusion.
REACTION-DIFFUSION DYNAMICS ON
A DIRECTED LATTICE
We begin by considering the coupled evolu-
tion of two species which are bound to diffuse
on a (directed) network. Introduce the index
i = 1, ...,Ω to identify the Ω nodes of the col-
lection and denote by φi and ψi the concen-
tration of the species on the i-th node. The
local (on site) reactive dynamics is respectively
governed by the non-linear functions f(φi, ψi)
and g(φi, ψi). The structure of the underlying
network is specified by the adjacency matrix A:
Aij is different from zero if a weighted link exists
which connects node j to node i. The species
can relocate across the network traveling the
available edges and subject to standard Fick-
ean diffusion. With reference to species φi, the
net flux at node i reads Dφ
∑Ω
j=1Aij(φj − φi),
whereDφ stands for the diffusion coefficient and
the sum is restricted to the subset of nodes j for
which Aij 6= 0. Furthermore, we shall assume
that the dynamics on each node gets perturbed
by an additive noise component of amplitude
σi. In formulae the system under investigation
can be cast as:
d
dt
φi = f (φi, ψi) +Dφ
Ω∑
j=1
∆ijφj + σi(µφ)i
(1a)
d
dt
ψi = g (φi, ψi) +Dψ
Ω∑
j=1
∆ijψj + σi(µψ)i
(1b)
where ∆ij = Aij − kiδij stands for the
discrete Laplacian and ki =
∑
j Aij is the
incoming connectivity. Here, (µφ)i and (µψ)i
are Gaussian random variables with zero
mean and correlations 〈(µφ)i(t)(µφ)j(t′)〉 =
〈(µψ)i(t)(µψ)j(t′)〉 = δijδ(t − t′) and
〈(µφ)i(t)(µψ)j(t′)〉 = 0.
In this section, we will assume a directed lat-
tice as the underlying network. A schematic
layout of the system is depicted in Fig. 1. The
Ω × Ω Laplacian matrix associated to the di-
rected lattice reads:
∆ =

0 0 . . .
1 −1 0 . . .
0 1 −1 0 . . .
...
. . . . . . . . .
 (2)
and admits a degenerate spectrum, an observa-
tion that will become crucial for what it follows.
More precisely, the eigenvalues of the Laplacian
operators are Λ(1) = 0, with multiplicity 1, and
Λ(2) = −1, with multiplicity Ω− 1. Notice that
the eigenvalues are real, even though the Lapla-
cian matrix is asymmetric.
The deterministic limit (σi = 0).
To continue with the analysis, we will assume
that the deterministic analogue of system (1a)-
(1b) (obtained when setting σi = 0, ∀i) admits
4Figure 1. The scheme of the model is illustrated.
Two populations, respectively denoted by φ and ψ,
are distributed on a collection of Ω nodes. The
nodes are arranged so as to form a one dimensional
lattice subject to unidirectional couplings, as out-
lined in the scheme. The weight of the link between
adjacent nodes is set to one. The local, on site,
interaction among species is ruled by generic non
linear functions of the concentration amount.
a homogeneous fixed point and label this latter
(φ∗, ψ∗). In practice, φi = φ∗ and ψi = ψ∗, ∀i,
is an equilibrium solution of the model equa-
tions. Furthermore, we will assume that the
aforementioned fixed point is stable against ho-
mogeneous perturbation, a working assumption
which can be formally quantified by considering
the associated Jacobian matrix:
J =
(
fφ fψ
gφ gψ
)
(3)
where fφ stands for the partial derivative of
f(φ, ψ) with respect to φ, evaluated at the
fixed point (φ∗, ψ∗). Similar definitions hold for
fψ, gφ and gψ. The homogeneous fixed point
is stable provided tr(J) = fφ + gψ < 0 and
det(J) = fφgψ − fψgφ > 0. Here, tr(...) and
det(...) denote, respectively, the trace and the
determinant. When the above inequalities are
met, the largest real part of the eigenvalues of
the Jacobian matrix J is negative, pointing to
asymptotic stability. Peculiar behaviors how-
ever arise when the spectrum of J is degenerate,
namely when the eigenvalues come in identical
pair.
In this case, the solution to the linear prob-
lem ruled by matrix J contains a secular term,
which, depending on the initial conditions,
might yield a counterintuitive growth of the
perturbation, at short time. For long enough
time the exponential damping takes it over and
the system relaxes back to the stable equilib-
rium (or, equivalently, the imposed perturba-
tion is damped away). Short time transients
can also be found in stable linear systems, ruled
by non-normal matrices. A matrix is said non-
normal, if it does not commute with its ad-
joint. For the case at hand, J is assumed to
be real. Hence, taking the adjoint is iden-
tical to considering the transpose of the ma-
trix. In formulae, J is non-normal, provided
[J, JT ] = JJT − JTJ 6= 0, where the apex
T identifies the transpose operation. Assume
that the non-normal matrix J is stable, hence
its eigenvalues have negative real parts. Con-
sider then the Hermitian part of J , a symmet-
ric matrix defined as H(J) = (J + JT )/2. If
the largest eigenvalue of H is positive, then the
linear system governed by J can display a short
time growth, for a specific range of initial condi-
tions. Systems characterized by stable Jacobian
matrix, with an associated unstable Hermitian
part, are termed reactive. In the following we
shall consider a reactive two components sys-
tem, namely a two species model that possesses
the elemental ability to grow the imposed per-
turbation at short times, also when deemed sta-
ble. This latter ability will be considerably aug-
mented by replicating such fundamental unit on
the directed chain, and so engendering a sec-
ular behavior which eventually stems from the
degenerate structure of the associated Jacobian.
Heading in this direction we shall first make
sure that the examined system is stable when
formulated in its spatially extended variant,
namely when the two species dynamical sys-
tem is mirrored on a large set of nodes, cou-
pled diffusively via unidirectional links. A non
homogeneous perturbation can be in fact im-
posed which activates the diffusion component
and consequently turns, under specific condi-
tions, the homogenous solution unstable. The
subtle interplay between diffusion and reaction
weaken therefore the resilience of the system,
by opposing its ability to fight external distur-
bances and eventually regain the unperturbed
(homogeneous) state. The conditions for the
5onset of the diffusion driven instability are ob-
tained via a linear stability analysis, that we
shall hereafter revisit for the case at hand. The
analysis yields a dispersion relation which bears
information on the outbreak of the instability.
This latter constitutes a straightforward gener-
alization of the celebrated Turing mechanism to
the case of a discrete, possibly directed support.
To further elaborate along this axis, we focus
on the deterministic version of system (1a)-(1b)
and impose a, supposedly small, non homoge-
neous perturbation of the homogenous equilib-
rium. In formulae, we set:
φi = φ
∗ + ξi (4)
ψi = ψ
∗ + ηi
where ξi and ηi stand for the imposed per-
turbation. In the following we will label ζ =
(ξ1, η1, ..., ξΩ, ηΩ) the vector which characterizes
the fluctuations around the fixed point. Insert
now the above condition in the governing equa-
tion and linearize around the fixed point, as-
suming the perturbation to be small. This read-
ily yields a 2Ω×2Ω linear system in the variable
ζ:
d
dt
ζ = J ζ (5)
where
J =

J 0 . . .
D J−D 0 . . .
0 D J−D
...
. . . . . . . . .
 (6)
where D =
(
Dφ 0
0 Dψ
)
is the diagonal diffu-
sion matrix. The spectrum of the generalized
Jacobian matrix J convey information on the
asymptotic fate of the imposed perturbation.
If the eigenvalues display negative real parts,
then the perturbation is bound to fade away,
at sufficiently large times. The system recovers
hence the unperturbed homogeneous configura-
tion. Conversely, the perturbation grows when
the eigenvalues possess a positive real part. A
Turing-like instability sets in and the system
evolves towards a different, non homogeneous
attractor.
To compute the eigenvalues λ of matrix J ,
we label εi = J + D∆ii for i = 1, . . . ,Ω. Then,
the characteristic polynomial of J reads:
0 = det(J − λI) =
N∏
i=1
det(εi − λI) (7)
= det(ε1 − λI) [det(ε2 − λI)]Ω−1 (8)
where I stands for the 2×2 identity matrix and
det(ε1 − λI) = λ2 − tr(J)λ+ det(J) (9)
det(ε2 − λI) = λ2 − tr(J′)λ+ det(J′)
where we have introduced the matrix J′ = J−
D. The spectrum of the generalized Jacobian is
hence degenerate if Ω > 2 and the multiplicity
of the degeneracy of the spectrum grows with Ω,
the number of nodes that compose the lattice.
In formulae:
λ1,2 =
tr(J)±√tr2(J)− 4 det(J)
2
(10)
and
λ3,4 =
tr(J′)±√tr2(J′)− 4 det(J′)
2
(11)
with degeneracy Ω−1. The stability of the fixed
point (φ∗, ψ∗) to external non homogeneous
perturbation is hence determined by (λre)max,
the largest real part of the above eigenvalues.
For Ω > 2, the solution of the linear system
(5) can be cast in a closed analytical form, by in-
voking the concept of generalized eigenvectors.
Denote with v0 and w0 the ordinary eigenvec-
tors associated to the non degenerate eigenval-
ues λ1 and λ2. The ordinary eigenvectors v1
and w1, respectively associated to λ3 and λ4,
are non degenerate (i.e. the geometric multi-
plicity is one). This can be proven for a generic
dimension 2Ω of the matrix J due to the simple
6block structure of the matrix. We then intro-
duce the generalized eigenvectors associated to
λ3, λ4 as:
(J − λ3I)ivi+1 = vi, i = 1, . . . ,Ω− 2 (12)
(J − λ4I)iwi+1 = wi, i = 1, . . . ,Ω− 2.
(13)
The solution of (5) reads therefore:
ζ = c0e
λ1tv0 + d0e
λ2tw0
+ [c1v1 + c2(v1t+ v2) + c3(v1t
2 + v2t+ v3)
+ · · ·+cΩ−1(v1tΩ−2 +v2tΩ−3 + · · ·+vΩ−1)]eλ3t
+[d1w1+d2(w1t+w2)+d3(w1t
2+w2t+w3)+. . .
+dΩ−1(w1tΩ−2 +w2tΩ−3 + · · ·+wΩ−1)]eλ4t.
(14)
Secular terms, which bear the imprint of the
spectrum degeneracy, may boost the short time
amplification of the norm of the imposed per-
turbation. Remind that the transient growth
occurs for (λre)max < 0, i.e. when the pertur-
bation is bound to fade away asymptotically.
Interestingly, the degree of the polynomial in-
creases with the lattice size. This implies in
turns that the short time amplification of a
stable system could progressively grow, as the
number of lattice nodes get increased.
Without loss of generality, and to test the im-
plication of the above reasoning, we shall here-
after assume the Brusselator model, as a ref-
erence reaction scheme. The Brusselator is a
paradigmatic testbed for nonlinear dynamics,
and it is often invoked in the literature as a
representative model of self-organisation, syn-
chronisation and pattern formation. Our choice
amounts to setting f (φi, ψi) = 1 − (b + 1)φi +
cφ2iψi and g (φi, ψi) = bφi − cφ2iψi where b and
c stand for positive parameters. The system
admits a trivial homogeneous fixed point for
(φi, ψi) = (1, b/c). This latter is stable to ho-
mogeneous perturbation provided c > b−1. We
can then isolate in the parameters plane (b, c)
the domain where (λre)max > 0, or stated dif-
ferently, the region that corresponds to a gener-
alized Turing instability. The result of the anal-
ysis is displayed in Fig. 2, for a specific choice
of the diffusion parameters, with Dφ > Dψ:
the region of Turing instability falls inside the
black solid lines (the red line follows the anal-
ysis of the stochastic analogue of the model,
as we will explain in the following). The sym-
bols identify two distinct operating points, po-
sitioned outside the region of deterministic in-
stability. Working in this setting, after a short
time transient, the perturbations get exponen-
tially damped and the system relaxes back to
its homogeneous equilibrium. The effect of the
short time amplification should get more visible
for increasing values of Ω, the lattice size and
the close the operating point is to the thresh-
old of instability. This scenario is confirmed by
inspection of Fig 3 where the norm of the per-
turbation is plotted against time, for the cho-
sen parameters value. To further elaborate on
this observation we display in Fig 4 the density
of species φ, on different nodes of the chain,
against time. Panel (a) refers to the choice of
parameters that corresponds to the blue square
in Fig. 2, while panel (b) follows for the pa-
rameters associated to the orange circle. By
making the chain longer, one better appreciates
the initial growth of the perturbation which ma-
terialize in transient patterns. For sufficiently
long time, the patterns disappear and the sys-
tem converges back to the unperturbed homo-
geneous fixed point. The time for equilibration
grows with the size of the lattice, i.e. with the
number of nodes Ω. Transient patterns are more
pronounced and persistent, the closer to the re-
gion of deterministic instability.
The stochastic evolution (σi 6= 0).
We shall here move on to consider the effect
produced by a perpetual noise. This amounts
to assuming σi 6= 0 in (1a)-(1b). For the sake
of simplicity we will set in the following σi = σ.
We anticipate however that our conclusions still
hold when accounting for an arbitrary degree
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Figure 2. The region of instability is depicted in
the parameter plane (b, c). This is the portion of
the plane contained in between the two black solid
lines. The symbols refer to two distinct operating
points, positioned outside the domain of determin-
istic instability. The two points are located at b = 2,
and have respectively c = 2.8 and c = 4.3. The red
line delimits the upper boundary of the parameters
region where the stochastic amplification can even-
tually take place, as discussed in the remaining part
of the section. Here, Dφ = 1 and Dψ = 10.
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Figure 3. The evolution of the norm of the pertur-
bation is displayed for different choices of the reac-
tion parameter c, corresponding to the two points
selected in Fig. 2 (at b = 2). (a) Here c = 2.8, the
lower point (blue square) in Fig 2. The solid line
refers to Ω = 5 while the dashed line is obtained for
Ω = 10. (b) Here c = 4.3, the upper point (orange
circle) in Fig 2. The solid line stands for Ω = 5
while the dashed line refers to Ω = 25. Notice that
the amplification gets more pronounced the closer
the working point is to the deterministic transition
line. Also, the peak of the norm against time shifts
towards the right as the power of the leading secular
terms is increased. Here, Dφ = 1 and Dψ = 10.
of heterogeneity in the strength of the noise.
By linearizing the governing dynamical system
around the fixed point yields a set of linear
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Figure 4. The time evolution of species φ is dis-
played with an appropriate color code, on different
nodes of the chain and against time. The Brussela-
tor reaction scheme is assumed. Diffusion constants
are set to Dφ = 1 and Dψ = 10. Panel (a) refers to
the values of b and c associated to the blue square
in Fig. 2, while panel (b) follows the parameters
attributed by assuming the orange circle as the op-
erating point.
Langevin equations:
d
dτ
ζi = (J ζ)i + λˆi (15)
where λˆ is a 2Ω vector of random Gaussian en-
tries with zero mean, < λˆ >= 0, and correla-
tion given by < λˆi(τ)λˆj(τ ′) >= σ2δijδ(τ−τ ′) ≡
σ2δ(τ − τ ′).
The linear Langevin equations (15) are equiv-
alent to the following Fokker-Planck equation
for the distribution function Π of the fluctua-
tions
∂
∂τ
Π = −
2Ω∑
i=1
∂
∂ζi
(J ζ)i Π +
1
2
σ2
∂2
∂ζ2i
Π (16)
The solution of the Fokker-Planck equation is
a multivariate Gaussian that we can univocally
characterize in terms of the associated first and
8second moments. It is immediate to show that
the first moment converges in time to zero. We
focus instead on the the 2Ω×2Ω family of second
moments, defined as 〈ζlζm〉 =
∫
ζlζmΠdζ. A
straightforward calculation returns:
d
dτ
< ζ2l >= 2 < (J ζ)l ζl > +σ2 = 2
2Ω∑
j=1
Jlj < ζlζj > +σ2 (17)
d
dτ
< ζlζm >=< (J ζ)l ζm > + < (J ζ)m ζl >=
2Ω∑
j=1
Jlj < ζmζj > +Jmj < ζlζj > (18)
for respectively the diagonal and off-diagonal
(l 6= m) moments. The stationary values of the
moments can be analytically computed by set-
ting to zero the time derivatives on the left hand
side of equations (17)-(18) and solving the lin-
ear system that is consequently obtained. Par-
ticularly relevant for our purposes is the quan-
tity δi = 〈ζ2i 〉, the variance of the fluctuations
displayed, around the deterministic equilibrium,
on node i. The value of δi, normalized to δ1, is
plotted in Fig. 5, for both species of the Brus-
selator model. The parameters correspond to
the working point identified by the blue square
in Fig. 2. The solid line stands for the, an-
alytically determined, variance of the fluctua-
tions predicted for species φ, while the dashed
line refers to species ψ. The symbols are ob-
tained after direct stochastic simulations of sys-
tem (1a)-(1b), assuming the Brussellator as the
reference reaction scheme. As it can be appre-
ciated by visual inspection of Fig. 5, the fluctu-
ations grow progressively node after node. The
predicted variances nicely agree with the result
of the simulations on the first nodes of the col-
lection. For Ω > 15, deviations are abruptly
found and the linear noise approximation fails.
Our interpretation goes as follows: the amplifi-
cation mechanism is manifestly triggered by the
imposed noise, which resonates with the pecu-
liar topology of the embedding support. Due
to this interplay, noise seeded fluctuations grow
across the chain and make it possible for the
system to explore the phase space landscape,
beyond the local basin of attraction to which it
is deterministically bound.
From here on, it is no more legitimate to sim-
plify the dynamics of the system as if it was
evolving in the vicinity of the homogeneous so-
lution and the assumption that sits at the root
of the linear noise estimate are consequently in-
validated. The time evolution of species φ is
plotted, with an appropriate color code, on dif-
ferent nodes of the chain and versus time in Fig.
6. Noise secures the stabilization of complex dy-
namical patterns, which are perpetually main-
tained in the stochastic version of the model, so
breaking the spatial symmetry that character-
izes the asymptotic deterministic solution. The
amplification mechanism driven by the stochas-
tic component of the dynamics can solely occur
within a closed domain of the parameter space
(b, c) adjacent to the region of deterministic in-
stability. The domain of interest is delimited by
the red solid line in Fig. 2: for the parameters
that fall below the red line, the variance of the
fluctuations is analytically predicted to increase
along the chain. Even more importantly, the
system may be frozen in the heterogenous state,
when silencing the noise (so regaining the deter-
ministic limit) after a transient of the stochastic
dynamics. This is clearly the case provided the
deterministic dynamics possesses a stable non
9homogeneous attractor, for the chosen param-
eters set. In Fig. 7 (a) the pattern is stably
displayed, only when the noise is active. When
the stochastic forcing is turned off (at the time
identified by the white dashed line), the system
regains the homogenous equilibrium. A selec-
tion of individual trajectories, recorded on spe-
cific nodes of the chain, is plotted in Fig. 7 (b)
and yields the same qualitative conclusion. A
different scenario is instead met when operating
with a slightly smaller value of the parameter c
(still outside the region of deterministic Turing
instability). When turning off the noise, the sys-
tem spontaneously sediments in a Chimera like
pattern, see Fig. 7 (c), a superposition of ho-
mogeneous (in the beginning of the chain) and
heterogenous states (at the bottom of the chain)
[28–30]. The same conclusion is reached upon
inspection of Fig. 7 (d). Here, the determinis-
tic attractor is represented with a collection of
crosses. A straightforward calculation confirms
that it is indeed one of the different non homo-
geneous and stable attractors displayed by the
system in its deterministic version.
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Figure 5. The phenomenon of noise driven ampli-
fication is illustrated: δi/δ1 is plotted against the
node’s number along the chain. The solid (dashed)
line refers to the variance of the fluctuations, as
predicted for species φ (ψ). The symbols stand for
the homologues quantities as computed via direct
stochastic simulations. The Brussellator model is
assumed as the reference reaction scheme and pa-
rameters refer to the blue square displayed in Fig.
2.
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Figure 6. The time evolution of species φ is dis-
played with an appropriate color code, on different
nodes of the chain and against time. The Brussela-
tor reaction scheme is assumed with the same oper-
ating choice of Fig. 5. By integrating the stochastic
dynamics on a sufficiently long chain yields a robust
pattern, which holds permanently, at variance with
its deterministic analogue.
QUASI-DEGENERATE DIRECTED
LATTICE
This section is devoted to generalize the
above analysis to the relevant setting where the
degeneracy of the problem is removed by the in-
sertion of return links, among adjacent nodes.
More specifically we will assume that an edge
with weight  exists that goes from node i to
nodes i− 1, for all i > 1. At the same time the
strength of the corresponding forward link is set
to 1 − , so as to preserve the nodes’ strength
(for i > 1), when modulating . In the following
we will consider  to be small. In particular, for
 → 0 one recovers the limiting case discussed
in the previous section. On the other hand the
introduction of a tiny return probability suffices
to break the degeneracy of the problem: the Ω
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Figure 7. Panels (a) and (d). The time evolution of species φ is displayed with an appropriate color code,
on different nodes of the chain and against time. The vertical dashed line identifies the instant in time when
the external noise is turned off: from here on the system evolves according to a purely deterministic scheme.
The Brusselator reaction scheme is assumed with the same parameters choice of Fig. 5, except for c In (a),
the pattern fades eventually away. Here c = 2.8, as in Fig. 5. In (c), the system sediments in a stationary
pattern of the Chimera type. Here c = 2.4. In Figs. (b) and (c), the density of species φ is displayed on a
few nodes of the collection (one node each five, across the chain). In panel (b) (corresponding to pattern
(a)), the system converges to the homogeneous fixed point (black cross). In panel (d) (corresponding to
pattern (b)), the system reaches a stable heterogeneous attractor.
eigenvalues become distinct and the eigenvec-
tors of the Laplacian define a basis which can
be used to solve the linear problem (5), which
stems for the deterministic version of the in-
spected model. Denote by vα the eigenvector of
∆ relative to eigenvalue Λ(α), with α = 1, ..,Ω.
In formulae,
∑Ω
j=1 ∆ijv
α
j = Λ
αvαi . The per-
turbation ζ in equation (5) can be expanded as
ζi =
∑Ω
α=1 cαe
λαtvαi , where the constants cα are
determined by the initial condition. By insert-
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Figure 8. Laplacian eigenvalues on the real axis
in correspondence with their respective points on
the dispersion relation for different values of  [(a)
 = 0.01, (b)  = 0.05, (c)  = 0.1] and Ω = 10. The
solid lines stand for the dispersion curve obtained
when placing the system on a continuous spatial
support. Vertical dashed lines are a guide for the
eye to project the discrete dispersion relation back
to the real axis where the spectrum of the Laplacian
falls. The red circle is position at −1 the vallue to
which the eigenvalues tend when sending → 0.
ing the aforementioned ansatz into the linear
system (5) yields the self-consistent condition
det
(
fφ +DφΛ
α − λα fψ
gφ gψ +DψΛ
α − λα
)
= 0.
(19)
The stability of the homogenous fixed point
can be therefore determined from the above con-
dition, by computing λα as a function of the
Laplacian eigenvalues Λ(α). This is the general-
ization of the so called dispersion relation to a
setting where the spatial support is a network.
In Fig. 8, we plot the dispersion relation for
a chain made of Ω = 10 nodes and for differ-
ent values of , assuming the Brusselator model
as the reference scheme. The reaction parame-
ters are set so as to yield the square symbol in
Fig.2. Remarkably, the spectrum of the Lapla-
cian operator is real and the largest eigenvalue
is Λ(1)=0, as it readily follows by its definition.
The remaining Ω − 1 eigenvalues are real and
cluster in the vicinity of Λ¯ = −1, the smaller
 is, the closer they get to this value, as illus-
trated Fig 8. The case of a degenerate chain
can be formally recovered by sending  to zero,
which in turn implies that the non trivial por-
tion of the dispersion curve, as depicted in Fig
8, collapses towards an asymptotic attractor lo-
cated at (Λ¯, λ(Λ¯)). Building on this observa-
tion, it can be shown that the solution of the
deterministic linear problem (5), for the system
defined on a degenerate chain, can be obtained
by performing the limit for  → 0 of the non
degenerate linear solution.
It is hence tempting to speculate that the
stochastic driven instability as outlined in the
preceding section, can readily extend to a set-
ting where the chain is non degenerate, provided
 is sufficiently small. The remaining part of
this section is entirely devoted to explore this
interesting generalization .
Following the strategy discussed above, we
can set to calculate the stationary values for
the moments of the stochastic fluctuations. In
Fig. 9, the stationary values of the moments
δi = 〈ζ2i 〉 are normalized to δ1 and plotted
against the node label across the chain. In anal-
ogy with the above, the solid line stands for the
variance of the fluctuations associated to species
φ, while the dashed line stands for species ψ.
As expected, the fluctuations magnify along the
chain, as it happens when the system is made
to evolve with  = 0. The predicted variances
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Figure 9. δi/δ1 is plotted against the node’s number
along the chain. Here we set  = 0.01. The solid
(dashed) line refers to the variance of the fluctua-
tions as predicted for species φ (ψ). The symbols
stand for the homologues quantities as computed
via direct stochastic simulations. The parameters
refer to the blue square displayed in Fig. 2.
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Figure 10. The time evolution of species φ is dis-
played with an appropriate color code, on differ-
ent nodes of the chain and against time. Here
 = 0.01 and the Brusselator reaction scheme is
assumed with the same parameters choice of Fig. 9
agree with the results of the stochastic simula-
tions, up to a critical length of the chain above
which the system begins feeling the non linear-
ities that will steer it towards a non homoge-
neous attractor. Noise stabilizes the heteroge-
neous patterns which become hence perpetual
in the stochastic version of the model, as it can
be appreciated by inspection of Fig. 10.
As a further attempt to grasp the complexity
of the phenomenon, we consider again a chain
with return links, but assume the weights  to be
random entries drawn from a Gaussian distribu-
tion, centered in ¯, with variance η¯. The spec-
trum of the Laplacian operator is now complex
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Figure 11. Dispersion relation for  selected ran-
domly, for each couple of nodes, from a Gaus-
sian distribution with mean ¯ = 0.01 and variance
η¯ = 10
−4. Here the chain is assumed to be Ω = 80
nodes long.
(at variance with the case where the  are uni-
form) and the discrete dispersion relation is no
longer bound to the idealized continuum curve,
see Fig. 11. For a sufficiently small ¯, and mod-
est scattering around the mean, the negative
portion of the dispersion relation clusters in the
vicinity of the point (Λ¯, λ(Λ¯)), which stems from
the fully degenerate solution. Arguing as above,
one can expect that noise and spatial coupling
will cooperate also in this setting to yield robust
stochastic patterns, in a region of the parame-
ters for which deterministic stability is granted.
In Fig. 12, we show that the signal amplification
for the stochastic Brusselator model defined on
a chain with random return weights, is on av-
erage identical to that observed when the  are
uniform and set to the average value ¯. The de-
picted points are computed after averaging over
100 realization of the random quasi degenerate
network and the error in the computed quan-
tities is of the order of the symbols size. The
ensuing stochastic pattern is reported in Fig.
13.
In conclusion, we have shown that a generic
reaction model, which is stable when defined on
a continuous or lattice-like support, can turn
unstable due to the cooperative interplay of
two effects, noise and the quasi degenerate na-
ture of generalized Jacobian operator, as reflect-
ing the specific spatial support here assumed.
An increase in the node number yields a pro-
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Figure 12. The ratio between the norm of the fluc-
tuations on the last and first nodes of the chain is
plotted against the length of the chain. The solid
line refers to the norm as predicted. The symbols
stand for the homologous quantities as computed
via direct stochastic simulations. Blue diamonds
refer to fixed weights  = 0.01, red squares to ran-
dom weights (averaging over 25 realizations) chosen
from a Gaussian distribution centered in ¯ = 0.01,
with variance η¯ = 10−4. The parameters are the
same as those in Fig. 9.
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Figure 13. The time evolution of species φ is dis-
played with an appropriate color code, on different
nodes of the chain and against time. Here we as-
sume the weights  to be random entries chosen from
a Gaussian distribution centered in ¯ = 0.01 with
variance η¯ = 10−4. The parameters are the same
as those in Fig. 9.
gressive amplification of the fluctuations on the
rightmost end of the direct chain, a process
which eventually drives the uniform attractor
unstable. In the reciprocal space, one gains a
complementary insight into the scrutinized phe-
nomenon. Driving stochastically unstable a sys-
tem, which is deemed stable under the deter-
ministic angle, requires packing within a bound
domain of the complex plane a large collection
of Laplacian eigenvalues. The eigenmodes asso-
ciated to the quasi degenerate spectrum provide
effective route system to vehiculate the insta-
bility. One could therefore imagine to generate
networks prone to the instability, by hierarchi-
cally assembling nodes in such a way that the
associated Laplacian possesses a quasi degener-
ate spectrum, according to the above interpre-
tation. To challenge this view in the simplest
scenario possible, we implemented a genera-
tive scheme which builds on the following steps.
First we consider two nodes, linked via a direct
edge that goes from the first to the second. The
Laplacian associated to this pair displays two
eigenvalues, one in zero and the other localized
in −1. We then add a third node to the col-
lection. We select at random a node, from the
pool of existing ones, and identify it as target
of a link that originates from the newly added
node. The strength of the link is chosen ran-
domly from a Gaussian distribution with given
mean and standard deviation. We then com-
pute the spectrum of the obtained network and
accept the move if the new eigenvalue falls suf-
ficiently close to −1, or reject it otherwise. The
procedure is iterated for a maximum number of
times which scales extensively with the size of
the network. Once the third node is aggregated
to the initial pair, we move forward to adding
the fourth node according to an identical strat-
egy that we iterate forward. One exemplary of
networks generated according to this procedure
is displayed in Fig. 14. This is the skeleton of a
distorted one dimensional directed chain, short
segments being added on the lateral sides, and
fall in the class of the so called random directed
acyclic graphs. The Brussellator model evolved
on this network (see Fig. 15) returns noise trig-
gered patterns which share similar features with
those obtained earlier. In principle, one could
devise more complicated networks, that would
return a patchy distribution of eigenvalues, en-
gineered to densely populate distinct regions of
the complex plane. This extension is left for
future work.
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Figure 14. Example of network generated with the
procedure described in the text made of Ω = 80
nodes. The Brusselator reaction scheme is assumed
with the parameter choice of blue square in Fig. 2.
10 20 30 40 50 60 70 80 90 100
Time
20
40
60
80
N
od
es
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Figure 15. The time evolution of species φ is dis-
played with an appropriate color code, on different
nodes of the network of Fig. 14 and against time.
CONCLUSIONS
To investigate the stability of an equilibrium
solution of a given dynamical system, it is cus-
tomary to perform a linear stability analysis
which aims at characterizing the asymptotic
evolution of an imposed perturbation. In do-
ing so, one obtains a Jacobian matrix, evalu-
ated at the fixed point of interest, whose eigen-
values bear information on the stability of the
system. If the eigenvalues of the Jacobian ma-
trix display negative real parts, the system is
resilient, meaning that it will eventually re-
gain the equilibrium condition, by exponentially
damping the initial perturbation. Non-normal
reactive components may however yield a short
time amplification of the disturbance, before the
crossover to the exponential regime that drives
the deterministic system back to its stable equi-
librium. Particularly interesting is the interplay
between noise, assumed as a stochastic perpet-
ual forcing, and the inherent non-normality, as
stemming from the existing interactions. Pat-
terns have been for instance reported to occur
for spatially extended stochastic models, with a
pronounced degree of non-normal reactivity and
outside the region of deterministic instability.
Building on these premises, we have here taken
one step forward towards the interesting set-
ting where the degree of inherent non-normality
is magnified by the embedding spatial support.
Indeed, by replicating a two-species model on
diffusively coupled patches of a directed lattice,
we enhanced the ability of the system to grow
perturbation at short time. This effect is the
byproduct of the degeneracy in the spectrum of
the Jacobian matrix associated to the examined
system, and which ultimately reflects the archi-
tecture of couplings between adjacent units. A
non trivial amplification of the noise across the
lattice is observed and explained, which mate-
rializes in self-organized patterns, that are in-
stead lacking in the deterministic analogue of
the analyzed model. Our conclusions are then
extended to a quasi-degenerate support: the in-
gredient that we have identified as crucial for
the onset of the amplification is the presence
of a compact region in the complex plane where
the eigenvalues of the Laplacian operators accu-
mulate. Beyond a critical size of the system, ex-
pressed in terms of number of nodes that define
the support, the system may lose its determinis-
tic resilience. In fact, it can eventually migrate
towards another attractor that is stably main-
tained, also when the noise forcing is turned off.
Taken all together, our investigations point the
importance of properly accounting for the un-
avoidable sources of stochasticity when gauging
the resilience of a system: non normality and
quasi degenerate networks might alter dramat-
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ically the deterministic prediction turning un-
stable a system that would be presumed other-
wise stable under a conventional deterministic
perspective. Furthermore, our findings bear a
remarkable similarity with the phenomenon of
convective instability, [38–41], a possible con-
nection that we aim at investigating in a future
contribution.
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