Problem A comes from the Langmuir-Hinshelwood model for chemical kinetics (among biochemists this is known as Michaelis-Menten kinetics) ( [1] , [2] ). Ω then represents a patch of constant concentration of a reactant diffusing into a substrate. Problem B has appeared in a paper by Caffarelli and Spruck [3] , in which they show that if Ω is convex, then the level surfaces of u are convex surfaces. A special case of Problem B appears in continuous hot-dip galvanizing ( [9] ). Section 2 is concerned about existence and uniqueness for fixed c or λ. From this point of view, Problem A is contained in Problem B, therefore in this section we deal only with Problem B. The results follow easily from the work that has been done on the interior problem ( [5] , [7] , [8] ). With this as a starting point, we attempt to determine characteristics of the free boundary. The main thrust of this paper is to show that in i? 2 , as λ -> 0 (Problem A) or as c -» oo (Problem B), the free boundaries are asymptotic to a family of circles. By this we mean the following. Let p be a point in Ω, let d{p) be the distance from p to the point on the free boundary closest to /?, and let d x {p) be the distance from p to the point on the free boundary farthest from p. Then as λ -> 0 (Problem A) or as c -> oo (Problem B), the ratio d 1 (p)/d(p) approaches 1. Thus, if we scale the picture so that the point on the free boundary closest to p is at distance 1 from /?, then the free boundary in this scaled 478 THOMAS I. VOGEL picture approaches a unit circle uniformly. No assumption of regularity is made on the free boundary. This fact has been proven in Problem B for /(0 = X{t>o) (['!)> where χ υ is the characteristic function of U. This is the limiting case as p -> 0 of /(/) = t p . It is therefore a natural generalization to consider the problem for more general /'s. The behavior of problem A as λ tends to infinity has been analyzed in [5] .
If the constants c and λ are allowed to vary, then Problems A and B are not the same. Indeed, the only case in which the problems are equivalent is when /(/) = kt p for t > 0. In that case, a solution to Problem B may be scaled to solve problem A with λ = c p~ι . For general functions f(t) the two problems are distinct. They are similar enough, however, that the methods overlap greatly. Section 3 obtains the asymptotic result for Problem A, and in §4 the appropriate changes are made to obtain the analogous result for problem B. The argument in §3 uses radially symmetric solutions for comparisons. The proof uses the concept of asymptotic independence, and gives a partial answer to the question: if a family {F R (x)} is asymptotically independent of R for large x, under what conditions will the family of inverse functions {F R ι (y)} be asymptotically independent of R for large yΊ One can think of this question in a more concrete fashion: if the asymptotic expansion of F R (x) as x -> oo has no R dependence in the highest order term, will this also be true of the inverse function F R ι (y)Ί Without futher conditions, the answer is "no", as shown by the example of §3.
The reason that the methods of the present paper do not extend to n > 2 is that the integral equation which corresponds to (3.3) clearly has asymptotic dependence on R in higher dimensions.
Existence and uniqueness.
We will deal with Problem B in this section, since if λ and c are fixed, problem A is a special case of problem B. Let Ω c R n be a bounded open set with C 2+a boundary, and let /(/) be a continuous function defined for all t e R have the following properties:
(d) lim ~^γ-= k for some 0 < p < 1 and some 0 < k < oo.
Let c be a positive constant. We will show that the there exists a function v e C 0 2+αi (R M -Ω) solving equation (1.2) , that is, solving Problem B.
To do this, we need the following existence lemma. (2.2) Δw=/(w) inU.
Here a λ = min(α, p).
Proof. The existence proof is much the same as the analogous result for f(w) = w p in [7] . The existence of a weak solution is shown variationally by minimizing the functional
where F(t) = / 0 ' f(s) ds, and K φ = {v e iϊ^Ω) |(ϋ -φ) e flftΩ)}. The argument that this is a classical solution is the same as in [7] . Uniqueness comes from Theorem 9.3 of [6] since f(t) is monotone.
Lemma 2.1 implies uniqueness for the solution of Problem B immediately. Indeed, if u λ and u 2 both solve (1.2) and have compact support then we can let U = B R -Ω, where B R = B R (0) is a large enough ball to contain supp( w x ) U supp(« 2 ) Then u λ and u 2 will have the same boundary values on dU, so that we can apply Lemma 2.1.
To prove the existence of a solution to problem B, we must find a solution w R to (2.2) with U = B R -Ω and boundary values w R = c on 3Ω, w R = 0 on dB R , and then show that R τ sufficiently large, supp(w Λi ) Π dB Rι = 0.
We will then let u be the extension of w Ri by zero. Proof. Since w x is subharmonic, u x (x) < c x < c 2 on 9Ω 2 . We may now apply Theorem 9.2 of [6] in U 2 .
Assume for simplicity that OGΩ. Proof. We have
, from the subharmonicity of u v We therefore can apply Theorem 9.2, [6] for the desired result. As in [9], we will use radial solutions to gain insight into the asymptotic behavior of general solutions. We will see that as λ tends to zero, the free boundaries are asymptotic to a family of circles, as in the simpler case considered in [9] . For reasons which will become clear later on, we set 1/μ = λ, and we therefore consider the radially symmetric problem:
where μ and R are given, and q is determined uniquely by μ and R, so that we write q = G R (μ). We must first show that as μ tends to infinity, so does q.
LEMMA 3.2. lim^^G^μ) = oo.
Proof. We seek y(r) to solve: (3.2) y" + \ y = \f{\) R < r < R r μ
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Here R is determined by the requirement that (3.2) has a solution, so that R = R(μ). One can integrate (3.2) explicitly to obtain: f and that y' < Oon(i?,Λ).
As μ tends to infinity, it is clear that R must become infinite. We must now show that G R (μ) > R(μ). But this is clear, since ΔJ>--/(JO>ΔW--/(H;).
If G R (μ) < R(μ), then w(R) = y(R) = 1 and w(R) = y(R) = 0. This implies that w(r) > y(r), a contradiction.
To show that the free boundaries are asymptotic to a family of circles, it is necessary to show that the highest order term of G R (μ) as μ tends to infinity does not depend on R. To make this idea precise, we must make the following definition.
DEFINITION. A family of functions H R (x) parametrized by R is asymptotically independent of R as x tends to infinity if:
H R {x)
for any R l9 R 2 in the parameter set. Thus we seek to show that G R (μ) is asymptotically independent of R as μ tends to infinity. To do this, we must rewrite (3.1) as an integral equation:
Changing the order of integration: J r J r μi = / plogp yv ^" dp-\ p\ogr jy l μ " dp. 
3) μ= Γ plog pf(w(p)) dp-log RΓ pf(w(p)) dp,
We will need to use q as a parameter, therefore it is necessary to show that two solutions of (3.1) with the same value of q and of R but possibly different values of μ are in fact identical. LEMMA 
Suppose that w λ (r) and w 2 (r) solve (3.1) with the same R, but with μ Ύ and μ 2 not necessarily equal, and that the corresponding q 's are equal. Then μ λ = μ 2 andw λ {r) = w 2 (r) for all r > R.
Proof. First we must show that if w(r) solves (3.1), then w\r) < 0 on (R, q) and w"{r) > 0 on (R, q). Rewrite (3.1) as it is clear that rw\r) increases to a value of zero at r = q. Hence w\r) < 0 on (R,q). The fact that w"(r) is positive on this interval follows immediately from (3.1) . Now, we may assume that μ λ < μ v It follows that w 2 (r) > w λ (r) for all r from Lemma 3. It therefore follows that w δ (r) > w 2 (r) on (R 4-δ, q), which is a contradiction. Hence w λ (r) = w 2 (r) for all r G (R, q), so that μ λ = μ 2 .
It follows from this lemma that solutions to (3.1) may be parametrized by R and q, and that for fixed R the function q = G R (μ) has an inverse. From (3.3) , this inverse can be expressed as: (3.4) μ = G R \q) = Γ plogp/(w(p; q 9 R)) dp
pf (w(p;q,R) )dp 9 J R where we write w(p;q,R) to indicate the dependence of w on the parameters q and R. I will sometimes use μ(q,R) instead of G R λ (q). They are the same. We will see from this integral representation that G R λ (q) is asymptotically independent of R for large q y and then use an inverse lemma to show that G R (μ) is asymptotically independent of R for large μ. hence w'(R; q,R) > b'(R) for q sufficiently large, the desired bound. For any subsequence q t tending to infinity, we can, by taking a subsequence, assume that hm t^^w \R; q,R) = L with b\R) < L < 0. Let z(r) be that function which solves:
By the theorem on continuous dependence of solutions of O.D.E.'s on their parameters, w(r 9 q i9 R) approaches z(r) almost uniformly on the domain of existence of z(r), call it [iϊ, R λ ). It remains to be shown that R λ = H-oo. From the almost uniform convergence of w(r; q t , R) to z{r), it follows that z\r) < 0 and z(r) > 0 on [R,R X ). Hence z"{r) > 0, so that L < z\r) < 0 for all r e [R, R x ). But this imphes a bound on z"{r) as well. Thus, by well-known existence theorems, R λ = +00. We therefore have z(r) satisfying:
z'\r) + -r z\r) = 0, z(Λ) = l, z(r) > 0, z\r) < 0 for i? < r < 4-00. It is easy to see by an explicit integration that z(r) = 1 is the only solution. This implies the desired result. LEMMA 3.5. ttpf{w(p;q,R))dp f«plogpf(w(p;q,R))dp (p\ q, R)) dp = (-and f plogpf(w(p;q,R))dp = (l-RlogRw'(R;q,R))μ(q,R).
J R
Since R is fixed, the result follows immediately from Lemma 3.4. 
winq.R^^winq.R).
Proof. Define w ε (r) = w(r -ε; q, RJ, for ε > 0. Then: the last inequality from Lemma 3.6. Suppose for some r e (R λ + ε, ήr), we have w ε (r)<w(r;q,R).
Since w ε (ήr + e) = w(qr 4-ε; q + ε, R) = 0, it follows from the comparison principle that w ε (r)<w(r;q,R)
for r e (r, q + ε). However, this is violated at r = q. We therefore conclude that w ε (r)> w(r;q,R) for all r e (R 4-ε, q). Now let ε tend to zero to obtain the desired result. LEMMA 3.8. The family of functions μ = G^(q) is asymptotically independent ofRasq tends to infinity.
Proof. From Lemma 3.5 and equation (3.4) , it follows that to prove asymptotic independence of G^ι{q), we must show that /^ p log ρ/(w(p; q, R)) dp is asymptotically independent of R for large q. We must examine the quotient (35) f«p\ogpf (w(p;q,R) )dp flplogpfiwip q.R^dp with R λ assumed to be larger than R. Integrating by parts, this is: Λjjl -R.logR.wiR,; q, R x 
)] '
From Lemma 3.4, the quantities in brackets in both the numerator and denominator approach 1. Therefore, using Lemma 3.6,  lύninf /* Now, write (3.5) as (36) fpplσgpf (w(p\q,R) )dp | fj plogpf (w(p', q, R) ) dp flplogpfiwip q.R^dp ft plogpf{w(p; q 9 R λ )) dp' By Lemma 3.7 and the monotonicity of /, the second fraction in (3.6) is bounded from above by 1. We must therefore prove that the first fraction in (3.6) goes to zero. But this is clear, since the numerator is bounded by l/^1 plogp/(l) dp\, and the denominator grows like μ(q, R x ). By this argument, Hence J fl plogp/(w(p; q, Rj) dp £ p log p/( w(p q, Rj) dp
ASYMPTOTIC BEHAVIOR OF ELLIPTIC PROBLEMS
We therefore conclude that = 1, 487 i.e. that G R ι (q) is asymptotically independent of R as q tends to oo. We must now use the asymptotic independence of G R ι (q) to establish the asymptotic independence of G R (μ). One might think that this follows immediately; that if y = g R (x) is insensitive to the value of R as x (and y) tend to infinity, then x = g^(y) should exhibit the same property. A simple counter-example is g R (x) = R + log c, so that g R x (y) -e y~R . Here g R (x) is clearly asymptotically independent of iϊ, and just as clearly we have asymptotic dependence on R of g R \y). We must therefore derive conditions which will imply the asymptotic independence of the family of inverse functions and shown that these conditions are satisfied in our particular case. The following lemma is more tractable for x tending to infinity than for x tending to zero, which is why we use the parameter μ rather than λ. for all JC, R, and Ax for which these quantities are defined, including Ax = 0. Fix R and R l9 with R x > R. Pick y > max (F Ri (R λ ) , F R (R)), and let x = F R *(y). Let Ax = F^iF^x)) -x. (The choice of y ensures that F Rι (x) is in the domain of F R λ ). Putting these particular values of x and Ax into (3.7) we obtain: (3.8) 
F Rι (x)-F R (x)
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As y tends to infinity, so does x = F^ι(y) from assumption (a). Therefore, from assumption (c), the left hand side of (3.8) must approach zero. We conclude that: establishing the lemma.
Note. Condition (d) can clearly be weakened by inserting a multiplicative constant depending on R. We have that μ(q, R) is increasing in q for fixed R from Lemma 3.1, so that
