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AN INTERTWINING RELATION FOR
EQUIVARIANT SEIDEL MAPS
TODD LIEBENSCHUTZ-JONES
Abstract. The Seidel maps are two maps associated to a Hamiltonian circle ac-
tion on a convex symplectic manifold, one on Floer cohomology and one on quantum
cohomology. We extend their definitions to S1-equivariant Floer cohomology and
S1-equivariant quantum cohomology based on a construction of Maulik and Ok-
ounkov. The S1-action used to construct S1-equivariant Floer cohomology changes
after applying the equivariant Seidel map (a similar phenomenon occurs for S1-
equivariant quantum cohomology). We show the equivariant Seidel map on S1-
equivariant quantum cohomology does not commute with the S1-equivariant quan-
tum product, unlike the standard Seidel map. We prove an intertwining relation
which completely describes the failure of this commutativity as a weighted version
of the equivariant Seidel map. We will explore how this intertwining relationship
may be interpreted using connections in an upcoming paper. We compute the
equivariant Seidel map for rotation actions on the complex plane and on complex
projective space, and for the action which rotates the fibres of the tautological line
bundle over projective space. Through these examples, we demonstrate how equi-
variant Seidel maps may be used to compute the S1-equivariant quantum product
and S1-equivariant symplectic cohomology.
1. Introduction
1.1. Equivariant quantum Seidel maps. An important invariant of a closed sym-
plectic manifold M is its quantum cohomology QH∗(M). A useful tool to compute
quantum cohomology is the (quantum) Seidel map
QSσ˜ : QH∗(M)→ QH∗+2I(σ˜)(M) (1.1)
associated to a Hamiltonian S1-action σ on M [Sei97]. For monotone toric manifolds,
these maps recover the Batyrev presentation of QH∗(M) [MT06, Section 5]. The
quantum Seidel map is computed by counting sections of a clutching bundle over P1
with fibre M , however many properties of the Seidel map are proved easily using an
equivalent construction in Floer cohomology.
In recent years, equivariant quantum cohomology has attracted attention. For us,
equivariant will always mean S1-equivariant. The equivariant quantum cohomology
EQH∗ρ (M) corresponding to the S
1-action ρ is a ring with equivariant quantum prod-
uct ∗ρ. Maulik and Okounkov found that the equivariant quantum product may
be nonclassical for some quiver varieties [MO19] even though the (non-equivariant)
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quantum product is classical for deformation reasons. This indicates the equivari-
ant quantum product records pseudoholomorphic spheres which are otherwise not
detected.
In addition to being a ring, EQH∗ρ (M) is a module over the Novikov ring Λ and is
equipped with a geometric Z[u]-module structure denoted⌣. We extend the quantum
Seidel maps to the equivariant setting with the following theorem.
Theorem 1.1. There is an equivariant quantum Seidel map
EQSσ˜ : EQH∗ρ (M)→ EQH∗+2I(σ˜)σ∗ρ (M) (1.2)
which is a Λ ⊗ Z[u]-module homorphism. Here, the codomain is equipped with the
pullback action
σ∗ρ = σ−1ρ. (1.3)
In their paper [MO19], Maulik and Okounkov study quiver varieties, and show
an intertwining relation which describes how EQSσ˜ intertwines with the equivariant
quantum product. Their result holds more generally for smooth quasi-projective va-
rieties X with a holomorphic symplectic structure which are equipped with an action
by a reductive group G (such X are (real) symplectic manifolds with c1 = 0). Further-
more, they use a Cartan model for EQH∗(X), which combines de Rham cohomology
on X with polynomials on the Lie algebra of G.
The main result of this paper is an analogous intertwining relation in the symplectic
context. This means we work instead with (real) symplectic manifolds M which either
are monotone or satisfy c1 = 0, and we work with a Borel model for EQH∗(M). The
Borel model is preferable in our context because it extends to Floer theory.
Theorem 1.2 (Intertwining relation). The equation
EQSσ˜(x ∗
ρ
α+)− EQSσ˜(x) ∗
σ∗ρ
α− = u ⌣ EQSσ˜,α(x) (1.4)
holds for all x ∈ EQH∗ρ(M). Here, α+ ∈ EH∗ρ (M) and α− ∈ EH∗σ∗ρ(M) are two
equivariant cohomology classes which are related via the clutching bundle and
EQSσ˜,α : EQH∗ρ (M)→ EQH
∗+2I(σ˜)+|α±|−2
σ∗ρ (M) (1.5)
is a map defined in Section 7.4.1.
Maulik and Okounkov use an algebrogeometric technique called equivariant local-
isation to prove their intertwining relation. In contrast, we construct an explicit
1-dimensional moduli space whose boundary gives the relation.
1.2. Equivariant Floer Seidel maps. In the non-compact setting, many of these
techniques still apply for the large class of convex symplectic manifolds. This class
includes cotangent bundles and Liouville manifolds, as well as non-exact symplec-
tic manifolds such as OPN (−1). The symplectic cohomology SH∗(M) of a convex
symplectic manifold M is an important invariant for understanding the symplectic
topology of these spaces [Sei08].
The Floer Seidel map is an isomorphism
FSσ˜ : SH∗(M)→ SH∗+2I(σ˜)(M) (1.6)
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which fits into the commutative diagram
QH∗(M) QH∗+2I(σ˜)(M)
SH∗(M) SH∗+2I(σ˜)(M)
QSσ˜
c∗ c
∗
FSσ˜
(1.7)
whose vertical arrows are the natural c∗ maps. The quantum Seidel map QSσ˜ is
not an isomorphism for general convex manifolds [Rit14], even though it is always
an isomorphism for closed manifolds. Nonetheless, the Seidel maps can be used to
compute symplectic cohomology [Rit14,Rit16].
Equivariant symplectic cohomology ESH∗(M) is increasingly an invariant of in-
terest for convex symplectic manifolds M . Unlike for SH∗(M), there is mounting
evidence that, by using ESH∗(M), we can obtain information about Hamiltonian or-
bits with different stablizer groups. This is useful because these different orbits have
different geometric significance (for certain choices of Hamiltonians). For example,
the constant orbits (with stabilizer group S1) correspond to the cohomology of M ,
and we can localise the ring Z[u] to see this: the isomorphism
Q[u,u−1]⊗Z[u] ESH∗(M) ∼= Q[u,u−1]⊗Z H∗(M) (1.8)
holds when M is a completion of a Liouville domain [Zha19, Theorem 1.1]. One might
contrast this with the vanishing of SH∗(M) when such an M is a subcritical Stein
manifold (this follows from [Cie02, Theorem 1.1, part 1] and SH∗(CN ) = 0 [Oan04,
Section 3]).
On the other hand, the significance of the nonconstant orbits (with finite stablizer
groups) is to the Reeb dynamics, and this is recovered by looking at the positive part of
ESH∗(M). Bourgeois and Oancea showed that the positive part of equivariant sym-
plectic homology is isomorphic to linearized contact homology [BO17] while Gutt used
it to distinguish nonisomorphic contact structures on spheres [Gut17, Theorem 1.4].
We construct a variant of ESH∗(M) which incorporates an S1-action on M . The
equivariant symplectic cohomology corresponding to the S1-action ρ on M is denoted
ESH∗ρ (M).
Theorem 1.3. There is an equivariant (Floer) Seidel map on equivariant symplectic
cohomology
EFSσ˜ : ESH∗ρ(M)→ ESH∗+2I(σ˜)σ∗ρ (M) (1.9)
which is a Λ⊗ Z[u]-module isomorphism. The diagram
EQH∗ρ(M) EQH
∗+2I(σ˜)
σ∗ρ (M)
ESH∗ρ (M) ESH
∗+2I(σ˜)
σ∗ρ (M)
EQSσ˜
EFSσ˜
(1.10)
commutes, where the vertical arrows denote equivariant c∗ maps.
4 TODD LIEBENSCHUTZ-JONES
1.3. Examples. We compute the equivariant quantum Seidel map for the following
three spaces: the complex plane, complex projective space and the total space of
the tautological line bundle OPN (−1). Through these examples, we demonstrate how
the map may be used to compute equivariant quantum cohomology and equivariant
symplectic cohomology.
For the complex plane, we deduce the equivariant quantum Seidel map from the
equivariant Floer complex which was computed in [Zha19, Section 8.1]. In both other
examples, we find the map by directly computing some coefficients and deducing the
rest by repeated application of the intertwining relation (1.4).
We use the parameterisation S1 = R/Z throughout.
Example 1.4 (Complex plane). The complex plane has a Hamiltonian circle action
σθ(z) = e
2piiθz. The origin 0C ∈ C is the unique fixed point of σ. Thus C is equivari-
antly contractible and its symplectic form is globally exact, so for any nonnegative r,
we have EQH∗
σ−r
(C) ∼= Z[u]. The equivariant quantum Seidel map is
EQSσ : EQH∗σ−r(C)→ EQH∗+2σ−(r+1)(C)
1 7→ (r + 1)u. (1.11)
Example 1.5 (Projective space). The complex projective space Pn with its Fubini-
Study symplectic form has a Hamiltonian action σ given by
θ · [z0 : z1 : · · · : zn] = [z0 : e2piiθz1 : · · · : e2piiθzn], (1.12)
for any (z0, z1, · · · , zn) ∈ S2n+1 ⊂ Cn+1. The σ-invariant Morse function fPn([z0 :
· · · : zn]) =
∑n
k=0 k |zk|2 has critical points e0, . . . , en, where ek has Morse index 2k.
For any nonnegative integer r, we have
EQH∗σ−r(P
n) ∼= Z[q±1] ⊗̂ Z[u]〈e0, . . . , en〉, (1.13)
where the Novikov variable q is a formal variable of degree 2(n+ 1). The equivariant
quantum Seidel map is the map
EQSσ˜ : EQH∗σ−r (Pn)→ EQH∗+2nσ−(r+1)(Pn) (1.14)
given by 
e0 7→
n∑
l=0
(r + 1)n−lun−l el,
ek 7→
k−1∑
l=0
(r + 1)k−1−lquk−1−l el, k = 1, . . . , n.
(1.15)
One way to compute the non-equivariant quantum product on Pn is to compute the
quantum Seidel map and deduce the product from the fact that this map intertwines
the product (this is a key idea behind the combinatorial algorithm in [MT06, Sec-
tion 5]). In our computations behind Example 1.5, we demonstrate this is true also
in the equivariant case, so we use the equivariant quantum Seidel map to recover the
equivariant quantum product. The equivariant quantum product on Pn is computed
using different methods in [Mih06].
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Example 1.6 (Tautological line bundle). The total space OPn(−1) of the tautological
line bundle over projective space Pn is a monotone convex symplectic manifold [Rit14,
Section 7]. The fibres are symplectic submanifolds, and the circle action σ which
rotates the fibres is a linear Hamiltonian circle action. The action σ fixes the image
of the zero section Z, and, like Example 1.4, OPn(−1) equivariantly contracts onto
Z with the trivial circle action. We use the same Morse function on Z ∼= Pn as for
Example 1.5, so we have
EQH∗σ−r(OPn(−1)) ∼= Z[q±1] ⊗̂ Z[u]〈e0, . . . , en〉, (1.16)
where the Novikov variable q now has degree 2n (so Λ = Z[q±1] is the Novikov ring).
The equivariant quantum Seidel map is the map
EQSσ˜ : EQH∗σ−r (OPn(−1))→ EQH∗+2σ−(r+1)(OPn(−1)) (1.17)
given by
ek 7→
{
−ek+1 + (r + 1)uek k < n,
qe1 + (r + 1)uen − (r + 1)uqe0 k = n.
(1.18)
Unlike the non-equivariant quantum Seidel map on OPn(−1), this is an injective map.
From (1.18), we derive the equivariant quantum product as given by
e1 ∗
σ−r
ek =
{
ek+1 k < n,
−qe1 + ruqe0 k = n.
(1.19)
This product has a term which is not detected by either quantum cohomology or
equivariant cohomology: it exists only in equivariant quantum cohomology.
We can use (1.18) to find the equivariant symplectic cohomology of OPn(−1) using
an argument of Ritter [Rit14, Theorem 22]. We deduce that the equivariant symplectic
cohomology ESH∗
σ−r
(OPn(−1)) is a Λ ⊗̂ Z[u]-module which is not finitely generated
and which satisfies
EQH∗σ−r(OPn(−1)) ( ESH∗σ−r (OPn(−1)) (
(
EQH∗σ−r(OPn(−1))
)
Z[u]\{0}
, (1.20)
where the left inclusion is the equivariant c∗ map and the module on the right is
the localisation by Z[u] \ {0}. If we perform this localisation to all three modules,
we find that the localised equivariant symplectic cohomology is isomorphic to the
localised equivariant quantum cohomology, which is equivalent to a version of Zhao’s
localisation theorem (1.8).
We express ESH∗
σ−r
(OPn(−1)) as a Λ⊗̂Z[u]-submodule of the localised equivariant
quantum cohomology with an explicit set of generators. The generators are defined
by a recurrence relation induced by (1.18).
1.4. Equivariant Seidel maps as shift operators. In this section, we briefly de-
scribe some ideas from our upcoming paper [LJ]. The work is based on the shift
operator interpretation of the equivariant quantum Seidel map [MO19, Section 1.4]
and is motivated by Seidel’s q-connection on equivariant Floer cohomology [Sei18, Sec-
tions 2a and 5].
We change our Novikov ring so its elements are certain formal sums of mono-
mials qA where A ∈ H2(M) and q is a formal variable. We also change to using
S1u × S1σ-equivariant objects, where the first copy of S1 corresponds to the rotation of
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the clutching bundle and has the formal variable u associated to it, and the second
corresponds to a chosen Hamiltonian action σ. We fix a lift1 σ˜ and an assignment
H2(M)→ EQH2(M) which is compatible with the lift σ˜ that we denote by α 7→ α˜.
Define the map ∇ : H2(M)× EQH∗(M)→ EQH∗+2(M) by
∇α(qAx) = α(A)uqAx− α˜ ∗ qAx. (1.21)
The first term resembles an algebraic differentiation operation, whereas the second in-
corporates the equivariant quantum product. This map is called a connection because
it behaves like differentiation algebraically.
We will prove in [LJ] that Theorem 1.2 is equivalent to the commutativity of Sσ =
EQSσ˜ with ∇α, so that we have [Sσ,∇α] = 0. Strictly speaking, the map Sσ is the
composition of the S1u×S1σ-equivariant quantum Seidel map with a second map which
undoes the change in S1u×S1σ-action. Roughly, the first term in (1.21) takes the place
of the right-hand side of the intertwining relation (1.4).
The map ∇ together with the map Sσ is a flat difference-differential connection,
and, in this context, the map Sσ is a shift operator. The equation [Sσ,∇α] = 0 forms
part of the algebraic condition of being flat. This terminology is motivated by flat
connections on bundles, however these are only algebraic conditions.
The main advantage of this approach is that it extends to equivariant Floer coho-
mology. While there is no equivariant pair-of-pants product, there is a map ∇Floer
which is analogous to the connection ∇ defined above, and moreover it commutes with
the equivariant Floer Seidel map.
A second advantage is that this algebraic construction is readily extended to S1u ×
(S1)k-equivariant objects, given a Hamiltonian (S1)k-action on M . This makes the
approach particularly powerful for toric manifolds.
1.5. Outline. We give an overview of the background material for our work in the
next section (Section 2), as well as giving more information about and intuition for
our constructions and results.
In Section 3, we introduce the Floer Seidel maps in detail, clarifying our assump-
tions and conventions for symplectic cohomology. We introduce equivariant Floer
theory and its associated module structures in Section 4 before defining the equivari-
ant Floer Seidel map in Section 5.
In Section 6, we introduce the quantum Seidel map (Section 6.2) and equivariant
quantum cohomology (Section 6.3). We define the equivariant quantum Seidel map
in Section 7 and prove the intertwining relation in Section 7.4.
Section 8 contains our three example calculations.
1.6. Acknowledgements. The author would like to thank his supervisor Alexander
Ritter for his guidance, support and ideas. The author wishes to thank Paul Seidel for
his ideas, particularly in relation to Section 1.4. The author thanks Nicholas Wilkins
and Filip Živanović for many constructive discussions and their feedback. The author
gratefully acknowledges support from the EPSRC grant EP/N509711/1. This work
will form part of his DPhil thesis.
1The meaning of lift in Section 1.4 is different to the one in the rest of this paper because the
Novikov ring has changed.
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2. Overview
2.1. Background.
2.1.1. Seidel maps on closed symplectic manifolds. Let M be a closed monotone sym-
plectic manifold and let σ be a Hamiltonian circle action on M . In [Sei97], Seidel
defined a pair of automorphisms associated to σ, one on Floer cohomology and one
on quantum cohomology. To distinguish between these maps, we call the former the
Floer Seidel map and the latter the quantum Seidel map.
Definition 2.1 (Floer Seidel map). Recall that the Floer cochain complex FC∗(M ;H)
associated to the time-dependent Hamiltonian function H : S1 ×M → R is freely-
generated by the 1-periodic Hamiltonian orbits of H over the Novikov ring Λ. Given
a Hamiltonian orbit x : S1 →M of H, the pullback orbit σ∗x given by
(σ∗x)(t) = σ−1t (x(t)) (2.1)
is a Hamiltonian orbit of the pullback Hamiltonian σ∗H. Moreover, the assignment
x 7→ σ∗x is a bijection between the orbits of H and the orbits of σ∗H. This assignment
can be upgraded to an isomorphism of Floer cochain complexes
FSσ˜ : FC∗(M ;H)→ FC∗+2I(σ˜)(M ;σ∗H) (2.2)
by using a lift σ˜ of the circle action σ to keep track of the information recorded by the
Novikov ring. The quantity I(σ˜) is a Maslov index associated to σ˜ (see Section 3.3
for details).
The Floer Seidel map FSσ˜ is the map induced on Floer cohomology by (2.2). It
satisfies FSσ˜(a ∗ b) = a ∗ FSσ˜(b), where ∗ denotes the pair-of-pants product.
Definition 2.2 (Quantum Seidel map). Define a clutching bundle E over S2 with
fibre M as follows. The sphere is the union of its northern hemisphere D− and its
southern hemisphere D+. Each hemisphere is isomorphic to a closed unit disc, and
the two hemispheres are glued along the equator S1 = ∂D− = ∂D+ to get the sphere.
The clutching bundle is the union of the trivial bundles D− ×M and D+ ×M , glued
along the equator by the relation
∂D− ×M ∋ (t,m)↔ (t, σt(m)) ∈ ∂D+ ×M. (2.3)
Thus we twist the bundle by σ when passing from the northern hemisphere to the
southern hemisphere.
The quantum Seidel map is an isomorphism QSσ˜ : QH∗(M) → QH∗+2I(σ˜)(M)
which counts pseudoholomorphic sections of this clutching bundle. It satisfies QSσ˜(a∗
b) = a ∗QSσ˜(b), where ∗ denotes the quantum product. It follows that the quantum
Seidel map is given by quantum product multiplication by the invertible element
QSσ˜(1). This element is the Seidel element of σ˜.
Using the PSS isomorphism to identify QH∗(M) with Floer cohomology, the Floer
Seidel map and the quantum Seidel map are identified. Roughly, each hemisphere in
the clutching bundle corresponds to a PSS map, and the twisting along the equator
corresponds to the Floer Seidel map.
More generally, Seidel maps may be defined for loops in the Hamiltonian sym-
plectomorphism group Ham(M) based at the identity IdM . (Technically, we must
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use a cover H˜am(M), though we omit details here.) The Seidel maps are homotopy
invariants, so that the assignment
π1(H˜am(M), IdM )→ QH∗(M)×
σ˜ 7→ QSσ˜(1)
(2.4)
is a group homomorphism. The map (2.4) is the Seidel representation.
Here is a selection of results whose proofs use Seidel maps. It is by no means
complete.
• An algorithmic and combinatorial computation of quantum cohomology from
the moment polytope of a toric symplectic manifold [MT06, Section 5].
• An isomorphism QH∗(M) ∼= QH∗((P1)n) wheneverM admits a semifree circle
action with nonempty isolated fixed point set [Gon06].
• Computation of the Gromov width and Hofer-Zehnder capacity in terms of the
values of the Hamiltonian of σ on fixed components, under the assumption that
σ is semi-free (and its maximal fixed locus is a point) [HS17].
2.1.2. Convex manifolds. The symplectic manifold (M,ω) is convex (sometimes con-
ical in the literature) if it is symplectomorphic to Σ × [1,∞) with symplectic form
ω = d(Rα) away from a relatively compact subset M0 ⊆ M . Here, Σ is a closed
contact manifold with contact form α and R is the coordinate of [1,∞).
The cotangent bundle of a closed manifold is convex, and more generally so is the
completion of a Liouville domain. In addition, there are many examples of convex
symplectic manifolds whose symplectic forms are not globally exact, such as the total
space of the line bundle OPN (−1).
In the region Σ× [1,∞), the convex end, the symplectic form is exact and it grows
infinitely big as R→∞. Moreover the formula ω = d(Rα) = dR∧α+Rdα decomposes
the tangent space into the two-dimensional subspace R∂R + RXα and the contact
structure kerα. (Here, Xα is the Reeb vector field, which is characterised by α(Xα) =
1 and dα(Xα, ·) = 0.) These properties of ω constrain the Hamiltonian dynamics of
a Hamiltonian function H to a compact region of the form M0 ∪ (Σ× [1, R0]) so long
as H = λR + µ is a linear function of R outside this region (some further conditions
are also required, see Section 3.2).
Once the Hamiltonian dynamics are restricted to a compact region, the machinery
of Floer cohomology applies, so we can define Floer cohomology for convex symplectic
manifolds (which satisfy an appropriate monotonicity assumption) and Hamiltonian
functions which are linear outside a compact region. Floer cohomology depends on
the slope λ of the Hamiltonian, unlike for closed manifolds whose Floer cohomology
is entirely independent of the Hamiltonian. Symplectic cohomology SH∗(M) is the
direct limit of Floer cohomology as the slope λ tends to infinity. The PSS maps are
isomorphisms between the quantum cohomology QH∗(M) and the Floer cohomology
of a Hamiltonian with sufficiently small (positive) slope.
2.1.3. Seidel maps on convex symplectic manifolds. In [Rit14], Ritter extended the
construction of Seidel maps to Hamiltonian circle actions σ on convex symplectic
manifolds, so long as the HamiltonianKσ of σ is linear, with nonnegative slope, outside
a compact region. The Floer Seidel map is an isomorphism between FH∗(M ;H) and
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FH∗+2I(σ˜)(M ;σ∗H) as for closed manifolds, however the pullback Hamiltonian σ∗H
may have a different slope to H. The limit of the Floer Seidel maps as the slope λ of H
tends to infinity induces an automorphism FSσ˜ of symplectic cohomology SH∗(M).
The quantum Seidel map on a convex symplectic manifold is not necessarily an
isomorphism, but instead is merely a module homomorphism. Ritter computed the
quantum Seidel maps on the total spaces of the line bundles OPN (−1). His calculations
demonstrate that, even in elementary examples, the quantum Seidel map may fail to
be injective and surjective.
The fact that the Floer Seidel map is an isomorphism even though the quantum
Seidel map may fail to be injective and surjective is explained by the following com-
mutative diagram. The non-bijectivity of the quantum Seidel map corresponds to the
non-bijectivity of the continuation map.
QH∗(M) QH∗+2I(σ˜)(M)
FH∗(M ;Hsmall) FH∗+2I(σ˜)(M ;Hsmall)
FH∗+2I(σ˜)(M ;σ∗Hsmall)
QSσ˜
PSS map ∼=
FSσ˜
∼=
PSS map∼=
continuation map
(2.5)
The Hamiltonian Hsmall has small (positive) slope, but the Hamiltonian σ∗Hsmall
typically has negative slope.
When the slope of Kσ is positive, the quantum Seidel map may be used to compute
symplectic cohomology [Rit14, Theorem 22]. This approach explicitly computes sym-
plectic cohomology for various line bundles of the form OPN (−k) [Rit14, Theorem 5]
and provides an algorithm to compute the symplectic cohomology of a Fano toric
negative line bundle using its moment polytope [Rit16, Theorem 1.5].
2.1.4. Equivariant Floer cohomology. Recall that Floer cohomology is inspired by the
Morse cohomology of the loop space LM = {contractible x : S1 →M}. The loop
space LM has a canonical circle action which rotates the loops. Equivariant Floer
cohomology is analogously inspired by the equivariant Morse cohomology of LM with
this rotation action.
Viterbo introduced the first version of equivariant Floer cohomology [Vit96, Sec-
tion 5], and later Seidel introduced a second version [Sei08, Section 8b]. Bourgeois
and Oancea showed these different versions are equivalent [BO17, Proposition 2.5].
We use Seidel’s approach, since its analysis is far simpler. For more information on
the history, see [BO17, Section 2]. Our conventions differ from those in the literature
in three important ways: we use a different relation for the Borel homotopy quotient
(Remark 4.3), we use a geometric module structure (Section 4.4.2) and we incorporate
actions on the manifold M .
Denote by S∞ the limit of the inclusions S1 →֒ S3 →֒ S5 · · · , where S2k−1 is thought
of as the unit sphere in Ck. It is a contractible space with a free circle action. Given
any space X with a circle action, its Borel homotopy quotient, denoted S∞ ×S1 X, is
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the quotient of S∞×X by the relation (w, θ ·x) ∼ (θ ·w, x) for all θ ∈ S1. Equivariant
cohomology is the cohomology of S∞ ×S1 X.
Informally, the equivariant Morse cohomology of the Borel homotopy quotient may
be obtained by doing Morse theory on S∞ and on X, and quotienting the moduli
spaces by the induced relation. Similarly, the equivariant Floer cohomology of M is
obtained by doing Morse theory on S∞ and Floer theory on M , and quotienting the
moduli spaces by the induced relation.
The equivariant Floer cochain complex is generated by ∼-equivalence classes [(w, x)],
where w is a critical point in S∞ and x is a 1-periodic Hamiltonian orbit of a time-
dependent Hamiltonian Heqw . The function Heq : S∞ × S1 ×M → R must satisfy the
identity
Heqθ·w,t(m) = H
eq
w,t+θ(m) (2.6)
in order that the relation ∼ make sense on the pairs (w, x) ∈ S∞ × LM . Such ∼-
equivalence classes are equivariant Hamiltonian orbits.
Similarly, consider ∼-equivalence classes [(v, u)] where v : R→ S∞ is a Morse tra-
jectory and u : R×S1 →M is a Floer solution of the s-dependent Hamiltonian Heq
v(s).
The differential on the equivariant Floer cochain complex counts these equivalence
classes modulo the free R-action of translation.
The cohomology of S∞/S1 is Z[u], where u is a formal variable in degree 2. For
certain choices of Floer data, the equivariant Floer cochain complex2 is FC∗(M)⊗̂Z[u]
with differential deq = d+ o(u), where d is the (non-equivariant) Floer differential.
The resulting equivariant Floer cohomology EFH∗(M ;Heq) is a graded module
over the Novikov ring Λ. Moreover, it has a Z[u]-module structure coming from
the description of the cochain complex above. In fact, it has another Z[u]-module
structure given by an equivariant cup product type construction, which we call the
geometric module structure and denote ⌣.
Much like in the non-equivariant setup in Section 2.1.2, EFH∗(M ;Heq) only de-
pends on the slope of Heq, and the limit of EFH∗(M ;Heq) as the slopes increase to
infinity is the equivariant symplectic cohomology ESH∗(M). Equivariant PSS maps
identify EFH∗(M ;Heq) and EQH∗(M) when Heq has sufficiently small (positive)
slope. Here, EQH∗(M) is the equivariant quantum cohomology of M for the trivial
identity circle action on M .
For us, we have a Hamiltonian action σ acting on M . This means that the loop
space L(M) has another canonical circle action given by
θ · ( t 7→ x(t) ) = ( t 7→ σθ(x(t− θ)) ). (2.7)
This action combines the rotation action on the domain of the loops with the action
σ on the target space M . All of the equivariant constructions above generalise to the
new action, and we denote these versions with a subscript σ. For example, ESH∗σ(M)
is the equivariant symplectic cohomology corresponding to (2.7).
2We may need infinitely-many powers of u so we must use some kind of completed tensor product.
Some authors use ZJuK, however we use a slightly smaller cochain complex (4.14). With our approach,
EFH∗(M) is graded in the conventional sense.
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2.2. Equivariant Seidel maps. In this paper, we define new variants of the Floer
Seidel map and the quantum Seidel map on equivariant Floer cohomology and equi-
variant quantum cohomology respectively. We prove a number of initial properties of
these maps, which for the most part are just like the non-equivariant maps. The main
exception is that the equivariant quantum Seidel map and the equivariant quantum
product do not commute (Theorem 1.2).
The extension of the Floer Seidel map to the equivariant setting is nontrivial because
the equivariant Floer Seidel map pulls back the action (2.7). A similar phenomenon
occurs with the equivariant quantum Seidel map. No new analysis is required, however,
since our constructions only use an S∞-parameterised version of the analysis used to
define the Seidel maps in [Rit14].
2.2.1. Definitions. Let M be a convex3 symplectic manifold which is either monotone
or whose first Chern class vanishes. Let σ and ρ be two commuting Hamiltonian circle
actions on M whose Hamiltonian functions are linear outside a compact subset of M .
Assume the Hamiltonian Kσ of σ has nonnegative slope.
Recall the cochain complex for equivariant Floer cohomology EFH∗ρ (M ;H
eq) is
generated by equivariant Hamiltonian orbits, which are certain equivalence classes of
pairs (w, x) ∈ S∞×LM under the equivalence relation (θw, x(t)) ∼ρ (w, ρθ(x(t−θ))).
In order for the map [(w, x)] 7→ [(w, σ∗x)] to be well-defined, the equivalence class
[(w, σ∗x)] must be considered with the relation ∼σ∗ρ, which corresponds to the pull-
back circle action σ∗ρ = σ−1ρ. Once we account for the change in the action, the
definition of the Floer Seidel map extends naturally.
Definition 2.3 (Equivariant Floer Seidel map). The equivariant Floer Seidel map is
the map
EFSσ˜ : EFH∗ρ (M ;Heq)→ EFH∗+2I(σ˜)σ∗ρ (M ;σ∗Heq) (2.8)
given by [(w, x)] 7→ [(w, σ∗x)] on equivariant Hamiltonian orbits. It is a Λ-module
isomorphism on the cochain complex which is compatible with algebraic Z[u]-module
structure. On cohomology, it is compatible with the geometric Z[u]-module struc-
ture and with continuation maps. Under the limit as the slope of the equivariant
Hamiltonians tends to infinity, the maps induce a well-defined isomorphism
EFSσ˜ : ESH∗ρ (M)→ ESH∗+2I(σ˜)σ∗ρ (M). (2.9)
We discuss how the equivariant Floer Seidel map is compatible with filtrations and
the Gysin sequence in Section 5.2.
For the quantum Seidel map, we put an action on the clutching bundle which lifts
the natural rotation action of the sphere and which restricts to the action ρ on the
fibre above the south pole. The “twisting by σ” across the equator forces the action
on the fibre above the north pole to be σ∗ρ. With this action on the clutching bundle,
the quantum Seidel map extends naturally to the equivariant setup.
3Our construction works for closed manifolds as well, but we only discuss the convex case here to
simplify the discussion. We treat both cases in the rest of the paper (see Remark 3.3).
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Definition 2.4 (Equivariant quantum Seidel map). The equivariant quantum Seidel
map is the map
EQSσ˜ : EQH∗ρ (M)→ EQH∗+2I(σ˜)σ∗ρ (M) (2.10)
which counts equivalence classes [(w, u)], where w ∈ S∞ and u is a pseudoholomorphic
section of the clutching bundle. It is a Λ-module homomorphism which is compatible
with the algebraic and geometric Z[u]-module structures.
2.2.2. Properties. Equivariant PSS maps identify equivariant quantum cohomology
with the equivariant Floer cohomology of an equivariant Hamiltonian of sufficiently
small (positive) slope.
Proposition 2.5 (Compatibility with PSS maps). An analogous commutative dia-
gram to (2.5) holds for the equivariant maps:
EQH∗ρ (M) EQH
∗+2I(σ˜)
σ∗ρ (M)
EFH∗ρ (M ;H
eq, small
0 ) EFH
∗+2I(σ˜)
σ∗ρ (M ;H
eq, small
1 )
EFH
∗+2I(σ˜)
σ∗ρ (M ;σ
∗Heq, small0 )
EQSσ˜
equivariant
PSS map
∼=
EFSσ˜
∼=
equivariant
PSS map
∼=
equivariant
continuation map
(2.11)
Here, Heq, small0 satisfies an equivariance condition analogous to (2.6) which corre-
sponds to the action ρ. In contrast, σ∗Heq, small0 and H
eq, small
1 satisfy the equivariance
condition which corresponds to the action σ∗ρ. Both Heq, small0 and H
eq, small
1 have
small positive slope, but σ∗Heq, small0 has negative slope in general.
This proposition implies (1.10).
The maps for different actions compose exactly like the non-equivariant case as
follows.
Proposition 2.6 (Composition of multiple actions). Let ρ, σ1 and σ2 be commuting
Hamiltonian circle actions whose Hamiltonians are linear outside a compact subset of
M . Suppose the Hamiltonians of σ1 and σ2 have nonnegative slope. The following
diagrams commute. (We have omitted grading, the Hamiltonians and M from the
notation.)
EQHσ∗1ρ EFHσ∗1ρ
EQHρ EFHρ
EQH(σ2σ1)∗ρ EFH(σ2σ1)∗ρ
EQSσ˜2 EFSσ˜2
EQSσ˜1
EQSσ˜2σ˜1
EFSσ˜1
EFSσ˜2σ˜1
(2.12)
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The quantum Seidel map intertwines the quantum product. More precisely, given
α ∈ QH∗(M), the operations QSσ˜ and ∗α commute, where ∗α is the operation given
by right-multiplication by α. Thus the relation [QSσ˜, ∗α] = 0 holds.
The first complication for extending this relation to the equivariant setup is that
the domain and codomain of EQSσ˜ are different. We solve this by using the clutching
bundle to relate the domain and codomain. Let α ∈ EH∗(E) be an equivariant
cohomology class of the clutching bundle E with respect to the action we put on it.
The restriction of α to the fibre over the south pole is a class α+ ∈ EH∗ρ (M), while
the restriction to the fibre over the north pole is a class α− ∈ EH∗σ∗ρ(M).
Having established this, we can ask whether the analogue of the intertwining relation
[QSσ˜, ∗α] = 0 holds in the equivariant setup. From the non-equivariant relation,
we can immediately deduce any failure to commute is o(u). The following theorem
characterises the failure precisely.
Theorem 2.7 (Intertwining relation, Theorem 1.2). The equation
EQSσ˜(x ∗
ρ
α+)− EQSσ˜(x) ∗
σ∗ρ
α− = u ⌣ EQSσ˜,α(x) (2.13)
holds for all α ∈ EH∗(E) and x ∈ EQH∗ρ(M), where
EQSσ˜,α : EQH∗ρ(M)→ EQH∗+2I(σ˜)+|α|−2σ∗ρ (M) (2.14)
is a map defined in Section 7.4.1.
The product ∗ρ is the equivariant quantum product for the action ρ, and the symbol
⌣ denotes the action of the geometric Z[u]-module structure. The map EQSσ˜,α
counts (equivariant) pseudoholomorphic sections of the clutching bundle which are
weighted by the (equivariant) class α. This weighting is easiest to understand when
α ∈ EH2(E) is degree 2. In this case, the map EQSσ˜,α counts exactly the same
pseudoholomorphic sections u as the map EQSσ˜, but with the weight α(u∗(
[
S2
]
)).
For the full definition, see Section 7.4.1.
In the realm of algebraic geometry, Maulik and Okounkov defined an equivariant
quantum Seidel map in [MO19, Section 8] (they call it a shift operator for reasons
described in Section 1.4). Their intertwining property [MO19, Proposition 8.2.1] is
analogous to our intertwining relation (Theorem 1.2), though our proof is new.
In the realm of algebraic geometry, Maulik and Okounkov proved an analogous
intertwining relation for quiver varieties [MO19, Proposition 8.2.1], and our formula
resembles theirs when α has degree 2. They prove the relation using virtual local-
ization [Hor03, Chapter 27]. This technique converts counting sections into counting
only the sections which are invariant under the S1-action on the clutching bundle.
Any invariant section must be a constant section at a fixed point of the action σ on
M , however invariant sections are allowed to bubble over the poles. The result is a
decomposition of EQS into three maps: B− ◦ F ◦ B+. The map B− counts bubbles
over the north pole and B+ counts bubbles over the south pole, both appropriately
modified according to the virtual localization. The map F corresponds to the constant
section at a fixed point of the action σ.
The intertwining relation is then proven for each of the three maps. For B− and
B+, it is a consequence of standard relations corresponding to gravitational descendant
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invariants (namely, the divisor equation and the topological recursion relation [Hor03,
Chapter 26]). For F , the intertwining relation is a topological result which relates α−
and α+ when both classes are restricted to the fixed locus of σ on M .
In contrast, our proof has a Floer-theoretic flavour: we construct an explicit 1-
dimensional moduli space whose boundary gives (2.13) on cohomology.
To motivate our proof, consider first the following proof of the intertwining of
the non-equivariant quantum Seidel map. Define a 1-dimensional moduli space of
pseudoholomorphic sections which intersect a fixed Poincaré dual α∨ of α along a
fixed line of longitude L ⊂ S2. The boundary of this moduli space occurs when the
intersection point is at either pole. When it is at the south pole, we recover the term
QS(x ∗ α), while at the north pole we get the term −QS(x) ∗ α. Summing these
boundary components gives the equation QS(x ∗ α)−QS(x) ∗ α = 0 as desired.
In the equivariant case, we must allow the line of longitude to vary with w ∈ S∞.
This is because the intersection condition must be preserved by the equivalence relation
∼. We fix an equivariant assignment of lines of longitude w 7→ Lw for an invariant
dense open set of w ∈ S∞. Note that a global assignment is not possible: the set of
lines of longitude is isomorphic to S1, however there are no equivariant maps S∞ → S1.
For the equivariant 1-moduli space, we ask that the equivariant section [(w, u)]
satisfies u(z) ∈ α∨ for some z ∈ Lw. As per the non-equivariant case, the two poles
yield the two terms on the left-hand side of (2.13). The remaining term in (2.13)
comes from a limit in which w exits the dense open set.
The computation behind Example 1.5 verifies that the right-hand side of (2.13) is
nonzero even in straightforward cases.
3. Floer theory
In Section 3.1, we clarify the assumptions we place on our symplectic manifold.
We proceed in Section 3.2 by defining Floer cohomology and symplectic cohomology
using the same conventions as [Sei97, Rit14]. A more complete explanation of the
construction of Floer cohomology may be found in [Sal97]. Next, we introduce the
Hamiltonian circle actions which yield the Seidel map in Section 3.3, and define the
Floer Seidel map in Section 3.4.
3.1. Symplectic manifolds. Let M be a 2n-dimensional smooth manifold with a
symplectic form ω. For convenience, we assume throughout that M is nonempty and
connected. There are two additional conditions that we will impose on M . The first
establishes a relationship between the cohomology class of ω and the first Chern class,
and the second controls the behaviour of the symplectic form when the manifold is
open.
Definition 3.1. Denote by c1 ∈ H2(M) the first Chern class of the symplectic vector
bundle (TM,ω). The symplectic manifold M is nonnegatively monotone if either:
• there is λ ≥ 0 such that ω(A) = λc1(A) for all A ∈ π2(M); or
• c1(A) = 0 for all A ∈ π2(M).
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By an analogous argument to the proof of Lemma 1.1 in [HS95], a symplectic
manifold is nonnegatively monotone if and only if the implication
c1(A) < 0 =⇒ ω(A) ≤ 0 (3.1)
holds for all A ∈ π2(M). Such a manifold has the property that, for any compatible
almost complex structure, all pseudoholomorphic curves have nonnegative first Chern
number.
Definition 3.2. A convex symplectic manifold is a symplectic manifold M that is
equipped with a closed (2n − 1)-dimensional manifold Σ, a contact form α on Σ and
a map
ψ : Σ× [1,∞)→M (3.2)
such that ψ is a diffeomorphism onto its image, the set M \ψ(Σ× [1,∞)) is relatively
compact4 and
ψ∗ω = d(Rα) (3.3)
holds on Σ× [1,∞). Here, R ∈ [1,∞) is the radial coordinate 5 and the image of ψ is
the convex end of M .
Remark 3.3. We emphasise three features of this definition.
• The manifold Σ, the contact form α and the diffeomorphism ψ are all part
of the data of a convex symplectic manifold. Consequently, we can use the
coordinates provided by ψ without worrying about whether our constructions
are independent of this choice (c.f. Remark 3.10).
• A closed symplectic manifold is convex since we allow the manifold Σ to be
empty.6 With this convention, we are able to prove all of our results for closed
manifolds and (non-trivially) convex symplectic manifolds simultaneously.
• The symplectic form ω does not have to be exact on all of M , since (3.3)
applies only on the convex end of M . Indeed, symplectic forms on closed
manifolds are never globally exact.
Henceforth, M will be a nonnegatively monotone convex symplectic manifold.
Finally, we assume that R \ R is unbounded so that symplectic cohomology is a
meaningful direct limit (see Definition 3.9). Here R is the set of Reeb periods as
defined in (3.6).
Remark 3.4 (Orientations). This paper uses integral coefficients, and thus we require
orientations on all moduli spaces. For this purpose, let o be a coherent orientation,
defined as in [Rit13, Appendix B]. The proof of all orientation signs in this paper is
omitted.
3.2. Floer cohomology.
4A subset of a topological space is relatively compact if its closure is compact.
5The set {R ≤ R0} is defined to be M \ ψ(Σ× (R0,∞)) and is compact for all R0 ≥ 1.
6We adopt the convention that the empty manifold is a disconnected closed oriented manifold of
every dimension. This means that the dimension of a manifold X is not well-defined; the statement
dimX = k is to be interpreted as ‘X is k-dimensional’.
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3.2.1. Hamiltonian dynamics. Let S1 = R/Z and D = {z ∈ C : |z| ≤ 1}.
A (time-dependent7) Hamiltonian (function) H is a smooth function S1×M → R.
Its (time-dependent) Hamiltonian vector field XH is the unique S1-family of vector
fields by ω(·, XHt) = dHt. The Hamiltonian flow ϕH is the flow along the vector field
XH , so ϕtH satisfies
∂t
(
ϕtH(m)
)
= XHt
(
ϕtH(m)
)
. (3.4)
A Hamiltonian orbit is a loop x : S1 → M which satisfies ∂tx(t) = XHt(x(t)) for
all t ∈ S1. It is nondegenerate if the linear map Dϕ1H : Tx(0)M → Tx(1)M has no
eigenvalue equal to 1. Denote by P(H) the set of Hamiltonian orbits of H.
The Hamiltonian H is linear of slope λ if the identity Ht(ψ(y,R)) = λR+ µ holds
at infinity8 for some constant µ. The vector field of such a Hamiltonian is a multiple
of the Reeb vector field9 Xα, so, at infinity, we have
XHt = λXα ⊕ 0 ∈ TΣ⊕ T [1,∞) ∼= TM. (3.5)
As such, any Hamiltonian orbit in this region corresponds to a λ-periodic flow along
the Reeb vector field.
A Reeb period is a nonzero number λ ∈ R \{0} such that there exists a point y ∈ Σ
such that the flow of the Reeb vector field from y is λ-periodic. If Σ is empty, set
R = ∅, and otherwise set
R = {Reeb periods} ∪ {0} . (3.6)
Notice kλ ∈ R for any λ ∈ R and any k ∈ Z.
Thus, if H is linear of slope λ with λ /∈ R, then all Hamiltonian orbits of H lie in
a compact region of M . If moreover all Hamiltonian orbits are nondegenerate, then
P(H) is finite.
3.2.2. Almost complex structures. Let m be a point in the convex end of M . The
ω-compatible almost complex structure J is convex at the point m if −dR ◦ J = Rα
holds at m. This means that the almost complex structure respects the direct sum
decomposition
TyM ∼= (R∂R ⊕ RXα)⊕ kerα (3.7)
and satisfies J(R∂R) = Xα at m.
Let B be a manifold and let J = (Jb)b∈B be a smooth family of ω-compatible
almost complex structures. The family J is convex if, at infinity, the almost complex
structure Jb is convex for all b ∈ B.
Definition 3.5. A choice of Floer data is a pair (H,J), where H is a linear time-
dependent Hamiltonian with slope not in R and J is a convex time-dependent ω-
compatible almost complex structure.
7Throughout, a time-dependent object is a smooth S1-family of objects, and a B-dependent object
is a smooth B-family of objects for any manifold B.
8In the context of convex manifolds, a condition holds at infinity if there exists R0 ≥ 1 such that
the condition holds on ψ(Σ× [R0,∞)). Notice that if finitely-many conditions each hold individually
at infinity, then their conjunction holds at infinity (i.e., they all hold in a common region at infinity).
All statements hold tautologically at infinity on a closed symplectic manifold (see Remark 3.3).
9The Reeb vector field Xα associated to α is the vector field on Σ uniquely defined by ıXα (dα) = 0
and ıXαα = 1.
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3.2.3. Pseudoholomorphic spheres. Let j be the standard almost complex structure
on the sphere P1. Let
Γ =
π2(M)
ker c1 ∩ kerω . (3.8)
A curve u : P1 → M is J-holomorphic if (Du) ◦ j = J ◦ (Du) and u represents the
class A ∈ Γ if [u] = A.
Let B be a manifold and J be a convex B-dependent family of ω-compatible almost
complex structures. The moduli spaceM(A,J) is the space of pairs (b, u), where u is
a simple10 Jb-holomorphic curve representing A ∈ Γ.
Denote by Vk(J) the set of pairs (b,m) ∈ B ×M such that m lies in the image of
a nonconstant Jb-holomorphic sphere u with c1(u) ≤ k.
3.2.4. Floer solutions. Denote by LM the space of contractible smooth maps S1 →M .
Define a cover of this space L˜M as the space of pairs (x, u) of loops x ∈ LM and
smooth maps u : D →M satisfying x(t) = u(e2piit), considered up to the equivalence
(x, u) ∼ (x, u′) ⇐⇒
∫
D
u∗c˜1 =
∫
D
u′
∗
c˜1 and
∫
D
u∗ω =
∫
D
u′
∗
ω, (3.9)
where c˜1 is a differential 2-form representing the first Chern class c1. The deck trans-
formation group of L˜M is Γ, which acts on L˜M by ‘adding A ∈ Γ to the filling u’.
This action is described explicitly in [HS95, Section 5]. Let
P˜(H) =
{
(x, u) ∈ L˜M : x ∈ P(H)
}
. (3.10)
Let (H,J) be a choice of Floer data. The action functional associated to H is the
map AH : L˜M → R given by
AH(x, u) = −
∫
D
u∗ω +
∫ 1
t=0
Ht(x(t)) dt. (3.11)
The set of critical points of AH equals P˜(H). A smooth map u : R × S1 → M is a
Floer solution if it satisfies
∂su+ Jt(∂tu−XH, t) = 0 (3.12)
for all (s, t) ∈ R × S1. The left side of (3.12) is abbreviated by ∂H,J(u). The energy
E(u) of a map u is
E(u) =
∫
R×S1
‖∂su‖2Jt ds ∧ dt, (3.13)
where ‖·‖J is the norm associated to the J-invariant metric ω(·, J ·). Suppose the
Hamiltonian orbits of H are nondegenerate. If the energy of the Floer solution u is
finite, then there exist two Hamiltonian orbits x± such that
lim
s→±∞
u(s, t) = x±(t) lim
s→±∞
∂su(s, t) = 0, (3.14)
10The holomorphic curve u : P1 → M is multiply-covered if it is a composition of a holomorphic
branched covering map P1 → P1 with degree strictly greater than 1 and a second holomorphic curve.
The curve u is simple otherwise.
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where the limits denote uniform convergence11 in t, and moreover
E(u) = AH(x−, u−)−AH(x+, u−#u) (3.15)
for any filling u− of x−.
By a maximum principle [Rit13, Appendix D], there is a compact region of M such
that all Floer solutions lie completely within the region.
Let x˜± = (x±, u±) ∈ P˜(H). Denote by M(x˜−, x˜+) the moduli space of Floer
solutions u which satisfy (3.14) and u+ = u−#u.
3.2.5. Moduli space of Floer trajectories. In order to ensure the moduli space M(x˜−,
x˜+) is a smooth finite-dimensional manifold and has other desired behaviour, we
impose a number of regularity conditions on the Floer data. For regular Floer data,
the Hamiltonian orbits are nondegenerate, the moduli space M(A;J) is a smooth
canonically-oriented12 manifold of dimension13 2n+ 2c1(A) + 1 and the moduli space
M(x˜−, x˜+) of Floer solutions is a smooth oriented manifold of dimension
dimM(x˜−, x˜+) = µ(x˜−)− µ(x˜+). (3.16)
Here, we denote by µ(x˜) the Conley-Zehnder index for x˜ ∈ P˜(H). In addition, we
have (t, x(t)) /∈ V1(J) and (t, u(s, t)) /∈ V0(J) for all Hamiltonian orbits x and Floer
solutions u ∈ M(x˜−, x˜+) when dimM(x˜−, x˜+) ≤ 2.
Remark 3.6 (Regularity). In this paper, we will not always list all of the regularity
conditions, however we will mention those that are more uncommon.14 The conditions
are always motivated by improving the behaviour of the moduli spaces. Here, we
have used them to ensure the moduli spaces of Floer solutions have the structure
of manifolds without bubbling in dimensions 1 and 2. In our notation, regularity
conditions will always be satisfied by generic15 data, and hence will exist.
Assume (H,J) is regular. When x˜− 6= x˜+, the moduli space M(x˜−, x˜+) admits
a smooth free R-action given by s-translation. The quotient M˜(x˜−, x˜+) is a smooth
manifold. The 0-dimensional moduli spaces M˜(x˜−, x˜+) are all compact by the so-
called compactification argument (for example, see [Sal97, Section 3.1]).
11The uniform convergence is a priori with respect to the t-dependent metric ‖·‖
Jt
, but the
property holds for any t-dependent Riemannian metric.
12In order to orient all other moduli spaces in this paper, we have had to choose orientation data,
such as coherent orientations (or orientations of the unstable manifolds in the case of Morse theory).
The orientation ofM(A;J) is intrinsic, however it does rely on an orientation of the parameter space
S1, which we fix.
13The 1 in this formula corresponds to dimS1, and will be dimB for B-dependent almost complex
structures.
14In order to find that moduli spaces are manifolds of a given dimension, the standard method
is to find a Fredholm operator whose kernel describes the tangent space of the moduli space. The
corresponding regularity condition is that the operator is onto, so that some version of the implicit
function theorem may be applied. A version of the Sard-Smale theorem shows this to be generic
[FHS95]. The nondegeneracy of the orbits follows by [AD14, Remark 5.4.8], and the avoidence of
bubbling here is due to [HS95,Sei97].
15In a topological space, a subset is generic or of second category if it is a countable intersection of
open dense subsets. A condition on (Floer) data is generic if the set of data satisfying the condition
forms a generic subset of all data.
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The 1-dimensional moduli spaces M˜(x˜−, x˜+) may be given the structure of an
oriented compact 1-manifold with boundary by attaching the endpoints⋃
x˜0∈P˜(H)
µ(x−)=µ(x0)+1
M˜(x˜−, x˜0)× M˜(x˜0, x˜+) (3.17)
using the so-called gluing maps (for example, see [Sal97, Section 3.3]). Any element of
(3.17), and more generally any chain of Floer trajectories, is a broken Floer trajectory.
3.2.6. Floer cochain complex. Let (H,J) be a regular choice of Floer data.
Let q be a formal variable. A formal power series with coefficients in Z and ex-
ponents in Γ is a formal sum
∑
A∈Γ αAq
A. The monomial qA is given the grading
2c1(A) ∈ Z. Set Λk to be the group of formal power series which are supported by
only monomials of grading k and satisfy the condition that the set
{A ∈ Γ : ω(A) ≤ c, αA 6= 0}
is finite for all c ∈ R. The Novikov ring Λ is the Z-graded ring ⊕k∈ZΛk.
The degree-k Floer cochains are the formal sums∑
x˜∈P˜(H)
µ(x˜)=k
αx˜ x˜
with integer coefficients such that the set
{
x˜ ∈ P˜(H) : ω(x˜) ≤ c, αx˜ 6= 0
}
is finite
for all c ∈ R. Denote by FCk(M ;H,J) the set of degree-k Floer cochains. The Floer
cochain complex FC∗(M ;H,J) associated to J and H is the finitely-generated free
Z-graded Λ-module ⊕k∈ZFCk(M ;H,J). The Λ-module structure is induced by the
Γ-action on P˜(H).
The Floer cochain differential d : FC∗(M ;H,J)→ FC∗+1(M ;H,J) is the degree-1
Λ-module endomorphism given by16
d(x˜+) =
∑
x˜−∈P˜(H)
µ(x˜−)−µ(x˜+)=1
∑
[u]∈M˜(x˜−,x˜+)
o([u]) x˜−, (3.18)
where o([u]) ∈ {±1} denotes the orientation17 of the point [u] ∈ M˜(x˜−, x˜+) induced
by the coherent orientation o.
Lemma 3.7. The differential d satisfies d2 = 0.
The Floer cohomology FH∗(M ;H,J) ofM with Floer data (H,J) is the cohomology
of (FC∗(M ;H,J), d). It is a Z-graded Λ-module.
Remark 3.8. Floer cohomology only depends on the slope of the Hamiltonian in the
Floer data, and is otherwise independent of the choice of Floer data. This follows
from the fact that, given two choices of Floer data whose Hamiltonians have the same
slope, any monotone homotopy between them induces a continuation map which is
16A map of the form (3.18) counts the moduli spaces M˜(x˜−, x˜+).
17Recall an orientation of a 0-dimensional manifold is a choice of ±1 for each point of the manifold.
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an isomorphism (continuation maps are defined in Section 3.2.7). Floer cohomology
is also independent of the coherent orientation o. For closed manifolds M , there is
a Λ-module isomorphism FH∗(M ;H,J) ∼= Λ ⊗ H∗(M) (the PSS maps of (6.9) are
isomorphisms).
3.2.7. Continuation maps. Given any two regular choices of Floer data (H−,J−) and
(H+,J+), a homotopy between them is a pair (Hs,t,Js,t), where Hs,t is a R × S1-
dependent Hamiltonian and Js,t is a convex R×S1-dependent (ω-compatible) almost
complex structure, such that both are each s-dependent only on a compact region of
R × S1 and, respectively, equal H± and J± for ±s ≫ 0. The homotopy is monotone
if, at infinity, Hs,t = hs(R) and ∂sh′s(R) ≤ 0. A monotone homotopy exists only if
H± have slopes λ± that satisfy λ− ≥ λ+.
Given any monotone homotopy18 (Hs,t,Js,t) which is suitably regular, the contin-
uation map ϕ : FH∗(M ;H+,J+)→ FH∗(M ;H−,J−) is defined by
ϕ(x˜+) =
∑
x˜−∈P˜(H−)
µ(x˜−)=µ(x˜+)
∑
u∈M(x˜−,x˜+)
o(u) x˜−, (3.19)
where M(x˜−, x˜+) is the moduli space of solutions to a parameterised version of the
Floer equation (3.12) for the homotopy. Continuation maps are independent of the
choice of homotopy. Moreover, the composition of two continuation maps is itself a
continuation map.
Definition 3.9. The symplectic cohomology SH∗(M) of M is the direct limit
lim
−→
FH∗(M ;H,J), (3.20)
where the limit is over all choices of regular Floer data (H,J) ordered by slope, and
the maps between the Floer cohomologies are the continuation maps.
Remark 3.10. The symplectic cohomology SH∗(M) a priori depends on the parame-
terisation of the convex end ofM . Perturbations of this parameterisation do not affect
SH∗(M) (see [BR20, Theorem 1.9]). With our convention in Remark 3.3, symplectic
cohomology is isomorphic to Floer cohomology for closed manifolds.
3.3. Hamiltonian circle actions. A Hamiltonian circle action on M is a smooth
circle action σ : S1 ×M →M which flows along the Hamiltonian vector field of some
Hamiltonian function Kσ : M → R. Such a circle action automatically preserves the
symplectic structure. The action is linear if Kσ is linear.
The vector field Xσ of a circle action σ is the vector field along which the action
flows; it is given by Xσ = ∂tσt|t=0. Thus for our Hamiltonian circle action σ, the
vector field Xσ equals the Hamiltonian vector field XKσ of Kσ.
Lemma 3.11. Let σ be a linear Hamiltonian circle action of nonzero slope κ. The
positive Reeb periods form a discrete subset of (0,∞).
18The space of such regular monotone homotopies is nonempty whenever H± have slopes λ± that
satisfy λ− ≥ λ+.
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Proof. Without loss of generality, suppose κ > 0 by using the action σ−1t if necessary.
Recall that, by (3.5), the vector field of a linear Hamiltonian of slope κ is κXα at
infinity, where Xα is the Reeb vector field on (Σ, α). The time-1 flow along this vector
field is the identity map. Therefore every point of Σ is on a closed Reeb orbit of period
κ.
For each y ∈ Σ, set Py to be the minimal positive period of the flow along Xα
starting at y. It is immediate that Py divides κ. Set ly = κ/Py . There is no sequence
yr ∈ Σ such that lyr → ∞ as r → ∞. This follows by an application of the Arzelà-
Ascoli theorem and the nonvanishing of the Reeb vector field. Thus, the positive Reeb
periods form a subset of
κ
(max ly)!
· Z>0,
which is a discrete set as required. 
Remark 3.12. A contact manifold is Besse if every point is on a closed Reeb orbit
(see [CGM20]). The above proof shows that Σ is Besse for any convex symplectic
manifold which admits a linear Hamiltonian circle action of nonzero slope.
A Hamiltonian circle action σ induces a diffeomorphism on the free loop space of
M which is given by
(σ(x))(t) = σt · x(t) (3.21)
for any loop x : S1 →M .
Lemma 3.13. Let σ be a linear Hamiltonian circle action on a convex symplectic
manifold M . The action σ has a fixed point, and hence the map (3.21) takes con-
tractible loops to contractible loops.
Proof. Let Kσ have slope κ. If κ ≥ 0, then the function Kσ :M → R has a minumum,
so that it has at least one critical point. If κ < 0, then Kσ has a maximum and hence
a critical point. Critical points of Kσ are fixed points of σ, so σ has a fixed point.
Let m0 ∈ M be a fixed point of σ. Let x : S1 → M be any contractible loop. Let
u : D →M be a smooth filling of x such that u(z) = m0 for all |z| < 12 . Such a filling
exists because M is connected. Define σ · u : D →M by
(σ · u)(re2piit) = σt · u(re2piit) (3.22)
for all t ∈ S1 and r ∈ [0, 1]. Since u is constantly a fixed point of σ in a neighbourhood
of 0 ∈ D, the map σ · u is well-defined. The map σ · u is a filling of σ · x. 
Remark 3.14. For convex manifolds, the linearity hypothesis is vital. The Hamilton-
ian action on T ∗S1 induced by rotation of S1 is not linear, and the induced action on
loops does not preserve contractibility. Seidel proved a more general result for closed
manifolds which applies to loops in Ham(M) based at IdM [Sei97, Lemma 2.2]. His
proof used the Arnold conjecture for closed manifolds. For convex manifolds, Ritter
observed (in a Technical Remark [Rit16, page 14]) that if the map (3.21) did not pre-
serve contractibility, then symplectic cohomology vanished as did the quantum Seidel
map of Section 6.2.2, which renders this case uninteresting from the point of view of
the Seidel map, so it was discarded.
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Lemma 3.13 means (3.21) restricts to a map σ : LM → LM . This map may be
lifted to the cover L˜M by the argument of [Sei97, Lemma 2.4]. Denote the choice of
a lift of σ by σ˜.
Definition 3.15 (Maslov index of σ˜). Given a lift σ˜, and a point (x, u) ∈ L˜M , let
σ˜(x, u) = (σx, v). Let τx : (x∗TM,x∗ω) → (R2n,Ω) be the restriction of a trivialisa-
tion of (TM,ω) on u and let τσx be the restriction of a trivialisation on v. Here, Ω is
the standard symplectic bilinear form on R2n. Define the loop of symplectic matrices
l(t) by
l(t) = τσx(t)Dσt(x(t))τx(t)
−1. (3.23)
The Maslov index I(σ˜) associated to this loop does not depend on the choice of the
point (x, u) or on the choice of trivialisations, but it does depend on the choice of lift
σ˜ of σ.
3.4. Floer Seidel map. Let σ˜ be a lift of a linear Hamiltonian circle action of slope κ.
In [Sei97], Seidel defined a natural automorphism on Floer cohomology associated to
σ˜ for closed symplectic manifolds, which was extended to convex symplectic manifolds
in [Rit14].
Let (H,J) be a regular choice of Floer data. The pullback19 σ∗J of J by σ is
(σ∗J)t = (Dσt)
−1
JtDσt (3.24)
and the pullback σ∗H of H by σ is given by
(σ∗H)t(m) = Ht(σt(m))−Kσ(σt(m)) (3.25)
for allm ∈M . By the elementary calculations in [Pol01, Section 1.4], the Hamiltonian
flows satisfy ϕtσ∗H = σ
−1
t ϕ
t
H . The pullback Floer data (σ
∗H,σ∗J) is a regular choice
of Floer data, with σ∗H of slope λ− κ if H is of slope λ.
The map (3.21) induces isomorphisms between the moduli spaces of Floer solutions
of the pullback Floer data (σ∗H,σ∗J) and of (H,J). This isomorphism is orientation-
preserving with respect to the orientations induced by o.
These pullback constructions yield a degree-2I(σ˜) Λ-module isomorphism FSσ˜ on
Floer cohomology. This map
FSσ˜ : FC∗(M ;J,H, )→ FC∗+2I(σ˜)(M ;σ∗J, σ∗H) (3.26)
is given by the Λ-linear extension of x˜ 7→ σ˜∗ · x˜, where σ˜∗ · x˜ is the preimage of x˜ under
the map σ˜. By pulling back regular monotone homotopies, it is possible to establish
that FSσ˜ commutes with continuation maps, so that
FH∗(M ;J+,H+) FH∗+2I(σ˜)(M ;σ∗J+, σ∗H+)
FH∗(M ;J−,H−) FH∗+2I(σ˜)(M ;σ∗J−, σ∗H−)
ϕ
FSσ˜
σ˜∗ϕ
FSσ˜
(3.27)
commutes. Hence FSσ˜ induces a degree-2I(σ˜) automorphism of symplectic cohomol-
ogy.
19This definition conforms to the conventions for pullbacks of tensor fields.
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Seidel showed that FSσ˜ respects the module structure induced by the pair-of-pants
product for closed manifolds [Sei97, Proposition 6.3], and this was extended to convex
manifolds by Ritter [Rit14, Theorem 23]. The pair-of-pants product does not extend
to the equivariant setup, so there is no analogue for this result.
4. Equivariant Floer theory
In this section, we define equivariant Floer cohomology. It should be considered in
analogy to the Borel homotopy-quotient model for the equivariant cohomology of a
topological space (see Section 4.2). We outline in Section 4.1 our conventions for the
universal bundle of S1, and proceed to explain our definition in Section 4.3.
In the literature, the S1-action used in the definition of S1-equivariant Floer coho-
mology is the action which rotates the domains of loops. In this paper, we incorporate
an additional S1-action on M into the definition. Using the trivial action on M in our
definition recovers the usual definition, except we use a non-standard and more geo-
metric construction for the Z[u]-module action (see Section 4.4.2). For completeness,
we give the standard construction of the Z[u]-module action in Section 4.4.1, though
we do not use it in this paper.
Our definition is based on the standard definition of the Borel homotopy-quotient
rather than the variant which is common in the equivariant symplectic cohomology
literature (see Remark 4.3).
Aside from these three key differences, our construction strongly resembles those
already in the literature. In the following remark, we compare our conventions to
those in other papers, however all these remaining differences are cosmetic.
Remark 4.1 (Conventions). Our definition is close to those of [BO17, Sections 2.2–
2.3] and [Gut18, Section 2.3], except we use cohomological conventions and a Novikov
ring. Our conventions are almost identical to Zhao’s periodic symplectic cohomology
in [Zha19, Zha16] and Seidel’s definition in [Sei18], except that we use a direct sum
convention for cohomology rather than a direct product (and we use a Novikov ring).
Importantly, we do not use Z[u,u−1]/(uZ[u]) in our coefficient ring unlike [Sei08,
Section 8b] and [MR18, Appendix B]; indeed this is not possible with our module
operation.
4.1. Infinite sphere. The group S1 acts freely on the odd-dimensional sphere S2k−1,
which we consider as the subset of Ck of norm 1, by multiplication
θ · w = e2piiθw. (4.1)
With this action, the manifold S2k−1 is a principal S1-bundle over CPk−1. These
spheres are equipped with canonical inclusion maps ik : S2k−1 −֒→ S2k+1. Denote by
S∞ the direct limit of the odd-dimensional spheres under these inclusion maps.
Remark 4.2. The topological space S∞ is actually not very nice. It is not compact,
it is not first countable20 and in particular it is not metrisable. We use the notation of
S∞ to simplify otherwise cumbersome statements which involve the limit of spheres.
20Recall a topological space X is first countable if, for every point x ∈ X, there is a sequence
(Uk)k∈N of open subsets of X which contain x such that, for every open subset U ⊆ X with x ∈ U ,
there is an inclusion Uk ⊆ U for some k ∈ N. All metric spaces are first countable.
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For example, by a smooth map f : S∞ → R, we mean a sequence of smooth maps fk :
S2k−1 → R, which are compatible with the inclusions in the sense that fk+1 ◦ ik = fk
and lim fk = f . In this way, the space S∞ is a principal S1-bundle, with projection
map π : S∞ → CP∞.
Define the smooth function F : S∞ → R by (w0, . . .) 7→
∑
k k |wk|2. The function
F descends to a Morse-Smale function on CP∞ whose unique critical point of index
2k is the standard basis vector ck = [0 : · · · : 0 : 1 : 0 : · · · ] for all k ≥ 0. Recall that
the cohomology of CP∞ is isomorphic to Z[u], with u a formal variable of degree 2,
where the critical point ck corresponds to uk.
The space S∞ is equipped with the round metric. For each k, fix an identification
S1 ↔ ck ⊂ S∞. Extend this identification to the unstable and stable manifolds to get
an equivariant map
τk : W
u(ck) ∪W s(ck)→ S1, (4.2)
defined by where the negative gradient flowline of F converges to along ck.
The right-shift map Ck → Ck+1 given by (w0, . . . , wk−1) 7→ (0, w0, . . . , wk−1) in-
duces an injective smooth map U : S∞ → S∞. The gradient vector field of F is
U -invariant.
4.2. Equivariant cohomology. Let X be a topological space with a continuous
circle action ρ : S1 ×X → X. The Borel homotopy quotient, denoted S∞ ×S1 X, is
the quotient of the product S∞×X by the relation (θ ·w, x) ∼ (w, θ ·x). Equivalently,
it is the quotient of the product S∞ ×X by the free circle action
θ · (w, x) = (θ−1 · w, ρθ(x)). (4.3)
The equivariant cohomology of the pair (X, ρ) is EH∗ρ (X) = H
∗(S∞ ×S1 X). The
projection S∞×S1X → S∞/S1 = CP∞ induces a map Z[u] ∼= H∗(CP∞)→ EH∗ρ (X).
Together with the cup product, this map gives equivariant cohomology the structure
of a unital, associative and graded-commutative Z[u]-algebra.
Remark 4.3 (Diagonal action in literature). The literature for equivariant symplectic
cohomology uses an alternative convention for the Borel homotopy quotient whereby
the free diagonal action on S∞×X is used. The automorphism of S∞ given by complex
conjugation takes this diagonal action back to the standard action (4.3), however it
is not orientation-preserving on the quotient CP∞, so this different convention results
in a different Z[u]-module structure. To correct for this, the transformation u 7→ −u
must be used when changing convention.
Let (X, ρX ) and (Y, ρY ) be two topological spaces with circle actions as above. The
continuous map f : X → Y is equivariant if it intertwines the two actions, that is
the identity ρY,θ(f(x)) = f(ρX,θ(x)) holds. Such an equivariant map induces a well-
defined map on the Borel homotopy quotients, and hence induces a natural pullback
map f∗ : EH∗ρY (Y )→ EH∗ρX (X).
4.3. Equivariant Floer cohomology.
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4.3.1. Equivariant Hamiltonian orbits. Let ρ be a symplectic circle action on M , and
assume that the action flows along the Hamiltonian vector field of some linear Hamil-
tonian Kρ at infinity. Such actions are linear at infinity. Notice that ρ preserves the
radial coordinate R at infinity. The linear Hamiltonian circle actions of Section 3.3
satisfy this assumption by definition; the difference is that we do not assume the action
is Hamiltonian on the entire manifold here.
The loop space LM , being a space of maps S1 →M , naturally inherits21 two circle
actions, one from the rotation action on the domain S1 and the other from the circle
action on the codomain M . We combine these to get the circle action on LM which
is given, for all t, θ ∈ S1 and all x ∈ LM , by
θ · ( t 7→ x(t) ) = ( t 7→ ρθ(x(t− θ)) ). (4.4)
An equivariant Hamiltonian is a smooth function Heq : S∞× (S1×M)→ R which
satisfies
Heqw,t(m) = H
eq
θ−1·w,t+θ
(ρθ(m)) (4.5)
for all t, θ ∈ S1, all w ∈ S∞ and all m ∈ M . Notice that a function satisfying (4.5)
is equivariant, in the sense of Section 4.2, with respect to the natural action on the
domain, according to our convention in (4.3), and the trivial action on the codomain
R.
The equivariant Hamiltonian Heq is linear of slope λ if there is R0 such that the
equation Heqw,t(ψ(y,R)) = λR holds when R ≥ R0.
An equivariant Hamiltonian orbit is an equivalence class [w, x] ∈ S∞×S1 LM such
that w is a critical point of F : S∞ → R and x is a Hamiltonian orbit of Heqw,t(·). The
equivariance of the Hamiltonian Heq guarantees this definition is independent of the
choice of representative (w, x).
The action (4.4) on LM lifts canonically to an action on L˜M . The action functional
AHeq : S∞ × L˜M → R given by
AHeq(w, (x, u)) = −
∫
D
u∗ω +
∫ 1
t=0
Heqw,t(x(t)) dt (4.6)
is invariant under the action combining the lift of (4.4) and (4.3), much like the
equivariant Morse functions of Section 6.3.1.
21 Let the group G act on sets X and Y on the left. Let Map(X,Y ) denote the space of maps
from X to Y . The action on Y induces an action on Map(X,Y ) by post-composition. The action
on Map(X,Y ) given by g · f = f ◦ g is a right action, instead of a left action. The action given by
g · f = f ◦ g−1 is still a left action, so this is the action naturally inherited by Map(X,Y ). Here,
g ∈ G and f ∈Map(X,Y ).
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4.3.2. Equivariant Floer data. An equivariant22 almost-complex structure Jeq is a S∞×
S1-family of almost-complex structures Jeqw,t which makes the diagram
TmM TmM
Tρθ(m)M Tρθ(m)M
Dρθ
J
eq
w,t
Dρθ
J
eq
θ−1·w,t+θ
(4.7)
commute for all m ∈M .
Definition 4.4. The equivariant Hamiltonian Heq extends the sequence of (non-
equivariant) Hamiltonians Hk if
Heqw,t(m) = H
k
t+τk(w)
(ρτk(w)(m)) (4.8)
in a neighbourhood of ck in W u(ck) ∪W s(ck) for all k ≥ 0. Likewise, the equivariant
almost complex structure Jeq extends the sequence of almost complex structures Jk if
J
eq
t,w = Dρ
−1
τk(w)
J
k
t+τk(w)
Dρτk(w) (4.9)
in a neighbourhood of ck in W u(ck) ∪W s(ck) for all k ≥ 0.
For such equivariant data, the equivariant Hamiltonian orbits are equivalence classes
[w, x] where w ∈ ck satisfies τk(w) = 0 and x ∈ P(Hk). We use the shorthand (ck, x)
for such equivariant Hamiltonian orbits.
Definition 4.5. A choice of equivariant Floer data is a pair (Heq,Jeq) consisting of
a linear equivariant Hamiltonian function Heq and a convex equivariant ω-compatible
almost complex structure Jeq which together extend a sequence of Floer data.
Remark 4.6. Typically, one chooses the equivariant Floer data so that it is the same
at the critical points, however we relax this requirement here, allowing any sequence
of Floer data. We need (4.8) and (4.9) to hold for a sequence of non-equivariant
data (Hk,Jk)k≥0 in order to apply the standard continuation map techniques that
guarantee the desired moduli space behaviour.
Proposition 4.7 (Existence of data). Let (Hk,Jk) be any sequence of Floer data
whose Hamiltonians are all linear of the same slope λ and whose at infinity conditions23
are all satisfied in a common region at infinity. There is equivariant Floer data which
extends this sequence, and moreover the space of such data is contractible.
Proof. We can construct an equivariant Hamiltonian by an analogous argument to
[BO17, Example 2.4]. First, we fix an invariant time-independent Hamiltonian Hλ on
M which is linear at infinity of slope λ. To do this, simply set Hλ = 0 on {R < R0}
and Hλ(ψ(y,R)) = h(R) on {R ≥ R0} for an appropriate function h. Next, use a cut-
off function near each ck to interpolate between each Hk (appropriately interpreted
via (4.8)) and the fixed Hλ. The result is an equivariant Hamiltonian of slope λ which
22An almost-complex structure is a section of the bundle Aut(TM)→M . Let p : S∞×S1×M →
M be the natural projection map. An equivariant almost-complex structure is a map S∞×S1×M →
p∗Aut(TM) which is equivariant in the usual sense.
23That is, the linearity of the Hamiltonians and the convexity of the almost complex structures.
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extends the sequence as desired. This shows the desired existence. The space of all
such equivariant Hamiltonians is convex and hence contractible.
For the equivariant almost complex structure, consider the symplectic vector bundle
E = S∞×S1×T ∗M/S1
B = S∞×S1×M/S1.
(4.10)
The space of (compatible) almost complex structures on E is nonempty and con-
tractible [MS98, Proposition 2.63]. The proof of this constructs a retraction r from
the space of inner products on E (which is convex and hence contractible) to the
space of compatible almost complex structures on E. By restricting this map r to an
appropriate subspace of inner products, we will get a retraction to the space of convex
almost complex structures which extend the given sequence Jk. It is sufficient for the
subspace to be nonempty and contractible to complete the proof.
To guarantee convexity, we restrict to inner products g which satisfy
g(∂R, R∂R) = 1
g(∂R,Xα) = 0
g(Xα,Xα) = R
ker(α) is g-orthogonal to ∂R and Xα
(4.11)
at infinity. To ensure the almost complex structures will extend Jk, we further restrict
to inner products which take appropriate fixed values over neighbourhoods of ck ×
S1×M/S1 for each k. The space of inner products which satisfy these two conditions
remains convex and nonempty, as desired. 
4.3.3. Equivariant Floer solutions. The map (v, u) : R → S∞ × LM satisfies the
equivariant Floer equation if v is a negative gradient flowline of F : S∞ → R and u
satisfies the equation
∂su+ J
eq
v(s),t
(
∂tu−XHv(s),t(·)
)
= 0. (4.12)
An equivariant Floer solution is an equivalence class [v, u] ∈ C∞(R,S∞×LM)/S1. The
equivariant Floer solution [v, u] converges to equivariant Hamiltonian orbits (ck± , x±)
if the limits lims→±∞ v(s) = w± and (3.14) hold for some choices of representatives.
For regular equivariant Floer data, the moduli space of equivariant Floer solutions
M((ck− , x˜−), (ck+ , x˜+)) is a smooth oriented manifold of dimension 2k− − 2k+ +
µ(x˜−)−µ(x˜−). The moduli space is empty unless 2k−−2k+ ≥ 0. It admits a smooth
R-action via s-translation that is free if the equivariant Hamiltonian orbits are distinct.
(The case when k− = k+ is canonically identical to the non-equivariant case using the
maps τk+.) The dimension-0 moduli spaces are compact and the dimension-1 moduli
spaces admit a compactification via gluing broken trajectories as per Section 3.2.5.
The phenomenon of bubbling is avoided using regularity conditions.24
24Explicitly, the regularity conditions ensure ((w, t), x(t)) /∈ V1(J
eq) for all equivariant Hamilton-
ian orbits (w, x) and ((v(s), t), u(s, t)) /∈ V0(J
eq) for all equivariant Floer solutions (v, u) occuring in
moduli spaces of dimension 1. These conditions are the equivariant analogues of those used by [HS95].
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Remark 4.8 (Weak+ monotonicity). A symplectic manifold satisfies weak+ mono-
tonicity if the implication
2− n ≤ c1(A) < 0 =⇒ ω(A) ≤ 0 (4.13)
holds for all A ∈ π2(M). Weak+ monotonicity is insufficient to exclude bubbling by
standard arguments for the equivariant definitions, even though it is sufficient for the
non-equivariant definitions. For regular time-dependent almost complex structures J,
the moduli space of J-holomorphic spheres of class A has dimension 2n+ 2c1(A) + 1.
Therefore the moduli space is empty when c1(A) ≪ 0 is large and negative, because
the dimension is negative. In the equivariant setup, however, the moduli space of
J
eq-holomorphic spheres has ‘dimension’ 2n + 2c1(A) + 1 + dim(S∞/S1). Since this
‘dimension’ is positive for any c1(A), the same argument does not apply. Instead, we
require nonnegative monotonicity which prohibits any Jeq-holomorphic spheres with
negative first Chern class via (3.1).
4.3.4. Equivariant Floer cochain complex. Let (Heq,Jeq) be a regular choice of equi-
variant Floer data. The degree-l equivariant Floer cochains are the formal sums∑
k≥0
∑
x˜∈P˜(Hk)
µ(x˜)=l−2k
αk,x˜ (ck, x˜) (4.14)
with integer coefficients such that the set{
x˜ ∈ P˜(Hk) : ω(x˜) ≤ c, αk,x˜ 6= 0
}
is finite for all c ∈ R and k ≥ 0. Denote by EFC lρ(M ;Heq) the Z-module of such
degree-l equivariant Floer cochains. The equivariant Floer cochain complex is the
Z-graded Λ-module ⊕k∈ZEFCkρ (M ;Heq).
The equivariant Floer cochain differential is the Λ-module degree-1 endomorphism
d : EFC∗ρ(M ;H
eq)→ EFC∗+1ρ (M ;Heq) given by
d(ck+ , x˜
+) =
∑
k−≥k+
x˜−∈P˜(Hk
−
)
2k−−2k++µ(x˜−)−µ(x˜+)=1
∑
[v,u]∈M˜((c
k± ,x˜
±))
o([v, u]) (ck− , x˜
−). (4.15)
The differential indeed satisfies d2 = 0, and the equivariant Floer cohomology, denoted
EFH∗ρ (M ;H
eq), is the cohomology of (EFC∗ρ(M ;H
eq), d). It is a Z-graded Λ-module.
Standard homotopy techniques ensure EFH∗ρ (M ;H
eq) is dependent only on the
slope of the Hamiltonian. Moreover, equivariant monotone homotopies induce equi-
variant continuation maps. The equivariant symplectic cohomology ESH∗ρ (M) is the
direct limit of the resulting system, just as in the non-equivariant case.
4.4. Module structures.
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4.4.1. Algebraic module structure. This section describes the Z[u]-module action used
in the literature.
Recall the right-shift operator on S∞ denoted U . Assume that the maps τk are
U -compatible and that the equivariant Hamiltonian Heq and the equivariant almost-
complex structure Jeq are U -invariant. These assumptions yield isomorphisms
M((ck− , x˜−), (ck+ , x˜+)) ∼=M((ck−+r, x˜−), (ck++r, x˜+))
for all r ≥ 0. With respect to the Z[u]-module structure on EFC∗ρ (M ;Heq) given by
u · (ck, x˜) = (ck+1, x˜), the differential d is a Λ[u]-module endomorphism. Hence under
this assumption, the equivariant Floer cohomology is a Λ[u]-module.
4.4.2. Geometric module structure. The Morse cup product counts ‘Y’-shaped flow-
lines. We adapt this product to get a Z[u]-module structure on equivariant Floer
cohomology which reflects the geometric behaviour of equivariant flowlines in S∞.
The additional conditions placed on data for this construction are generic, in contrast
to the invariance assumptions of Section 4.4.1 which are not generic.
Take an S1-invariant s-dependent perturbation25 of the function F : S∞ → R. This
is a smooth function [0,∞)→ C∞(S∞), s 7→ Fs.
Given two equivariant Hamiltonian orbits (ck− , x˜−) and (ck+ , x˜+), consider the
moduli space of S1-equivalence classes of triples (v, u, v0), where [v, u] is an equivariant
Floer solution converging to the two equivariant Hamiltonian orbits and v0 : [0,∞)→
S∞ is a negative gradient flowline of Fs which converges to a point on ck and satisfies
v0(0) = v(0).
For a regular26 choice of the perturbed Morse function Fs, this moduli space is an
oriented smooth manifold of dimension
2k− − 2k+ − 2k + µ(x˜−)− µ(x˜−). (4.17)
The 0-dimensional moduli spaces are compact and the 1-dimensional moduli spaces
admit a compactification by broken solutions. The map
u
k : EFC∗ρ(M ;H
eq)→ EFC∗+2kρ (M ;Heq) (4.18)
which counts the 0-dimensional moduli spaces commutes with the equivariant differ-
ential. Moreover, a standard argument yields a chain homotopy between uk ◦uk′ and
u
k+k′ . This gives equivariant Floer cohomology the structure of a Z[u]-module. To
distinguish this module structure from the one in Section 4.4.1, we denote this new
action by u ⌣ ·.
25Throughout, any s-dependent perturbation is s-dependent only on a bounded interval.
26In order to avoid bubbling, we moreover assume that the map
M(A,Jeq|
F×S1
)/S1 ×PSL P
1 ×M
(
(ck− , x˜
−), (ck+ , x˜
+)
)
→ (F ×S1 M) × (F ×S1 M) (4.16)
given by ([(w, t, uP1 ), p], (v, u)) 7→ (w, uP1(p), v(0), u(0, t)) is transversal to the diagonal for all A ∈ Γ.
Here, F denotes the intersection W u(uk
−
)∩W s(uk
+
) ⊂ S∞. The domain of the map has dimension
2k− − 2k+ +2n+2c1(A)− 3+ (2k
− + µ(x˜−)− 2k+ −µ(x˜+)). When the moduli space of equivariant
Floer solutions has dimension 1 or 2 and c1(A) = 0, the map (4.16) is transversal to the diagonal
only if the intersection of the image with the diagonal is empty. This recovers one of the conditions
for regular equivariant data. Data will generically satisfy this condition by an argument analogous
to the proof of [HS95, Theorem 3.2].
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Remark 4.9 (Comparison of Z[u]-module structures). Suppose the equivariant Floer
data satisfies the conditions for the module structures in both Section 4.4.1 and this
section. Let us compare the algebraic product uk ·(cl, x˜) = (cl+k, x˜) with the geometric
product uk ⌣ (cl, x˜). Suppose [(v, u, v0)] is a solution to the geometric product
u
k ⌣ (cl, x˜) with end point (ck− , x˜−). The ‘Y’-shaped flowline [v, v0] is a solution
to the cup product on S∞/S1, though it may not be isolated. Therefore we have
k− ≥ k + l since there are no solutions to the cup product otherwise. Moreover for
k− = k + l, the ‘Y’-shaped flowline is isolated, so u is a continuation map between x˜
and x˜− (and this continuation map is an isomorphism because the Hamiltonian has
not changed). As such, we can informally say that the two products agree on the ck+l
term. That said, the geometric product may have other terms on the ck− terms with
k− > k + l unlike the algebraic product. The author has not determined whether
the two products are chain homotopic, however anticipates that the moduli spaces
in [Sei18, Sections 3 and 5] can be extended to get a chain homotopy.
5. Equivariant Floer Seidel map
In this section, we extend the definition of the Floer Seidel map of Section 3.4 to
the equivariant setup introduced in Section 4.
Let σ˜ be a lift of a linear Hamiltonian circle action and let ρ be a symplectic circle
action which is linear at infinity, as per Section 4.3.1. Assume that the σ and ρ
commute.
5.1. Equivariant Floer Seidel map definition. Let (Heq,Jeq) be a regular choice
of equivariant Floer data for the action ρ. The pullback equivariant Floer data (σ∗Heq,
σ∗Jeq) are given by the same formulae as in the non-equivariant case (equations (3.24)
and (3.25)), so we have
(σ∗Jeq)w,t = (Dσt)
−1
J
eq
w,tDσt (5.1)
and
(σ∗Heq)w,t(m) = H
eq
w,t(σt(m))−Kσ(σt(m)) (5.2)
for all w ∈ S∞ and m ∈M .
The pullback equivariant Floer data are regular equivariant Floer data for the pull-
back action σ∗ρ. We show this for the pullback Hamiltonian as follows.
Proof of equivariance of (5.2). Since σ and ρ commute, the Lie bracket of their vector
fields vanishes. The function ω(Xρ,Xσ) : M → R has Hamiltonian vector field equal
to this bracket [Xσ,Xρ] [Sil01, Proposition 18.3], and is therefore constant. The value
of the constant is 0 because σ has a fixed point by Lemma 3.11. This yields
d
dθ
(Kσ(ρθ(m))) = (dKσ)ρθ(m)((Xρ)ρθ(m)) = ω(Xρ,Xσ)|ρθ(m) = 0, (5.3)
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from which we deduce that Kσ is constant along ρ. We use this in line (5.4b) to
deduce the desired equivariance condition:
(σ∗Heq)θ−1·w,t+θ
(
(σ∗ρ)θ(m)
)
= Heq
θ−1·w,t+θ
(
σt+θ
(
(σ∗ρ)θ(m)
))−Kσ(σt+θ((σ∗ρ)θ(m))) (5.4a)
= Heq
θ−1·w,t+θ
(
ρθ(σt(m))
) −Kσ(ρθ(σt(m))) (5.4b)
= Heqw,t
(
σt(m)
)−Kσ(σt(m)) (5.4c)
= (σ∗Heq)w,t(m). (5.4d)

If Heq has slope λ and the Hamiltonian Kσ of σ has slope κ, then the pullback
σ∗Heq has slope λ− κ.
Recall that, by definition, σ˜ is a lift of the automorphism σ : LM → LM , given by
(σ(x))(t) = σt ·x(t), to an automorphism of L˜M . We have a commutative diagram of
automorphisms on S∞ × LM
(w, t 7→ x(t) ) (w, t 7→ σt(x(t)) )
(θ−1 · w, t 7→ (σ∗ρ)θ(x(t− θ)) ) (θ−1 · w, t 7→ ρθ(σt−θ(x(t− θ))) )
IdS∞×σ˜
·θ for σ∗ρ ·θ for ρ
IdS∞×σ˜
(5.5)
which lifts to S∞×L˜M . Just like the non-equivariant case, the map (IdS∞×σ˜)−1 takes
equivariant Hamiltonian orbits of Heq to equivariant orbits of σ∗Heq, and induces
similar isomorphisms on the moduli spaces of equivariant Floer solutions. As such,
we get an isomorphism of cochain complexes
EFSσ˜ : EFC∗ρ(M ;Jeq,Heq)→ EFC∗+2I(σ˜)σ∗ρ (M ;σ∗Jeq, σ∗Heq)
(ck, x˜) 7→ (ck, σ˜∗x˜).
(5.6)
This equivariant Floer Seidel map preserves both the geometric and algebraic mod-
ule structures on cohomology because it induces isomorphisms between the relevant
moduli spaces.
Remark 5.1. The diagram (5.5) commutes if and only if σ is indeed an action, and
fails to commute if σ is merely a based loop in Ham(M,ω). This diagram is the
reason that our equivariant construction requires this stronger assumption, unlike the
non-equivariant case.
As per the non-equivariant case, we can pullback regular equivariant monotone
homotopies. Thus for any equivariant continuation map ϕ we get the following com-
mutative diagram.
EFC∗ρ(M ;J
eq,+,Heq,+) EFC
∗+2I(σ˜)
σ∗ρ (M ;σ
∗
J
eq,+, σ∗Heq,+)
EFC∗ρ(M ;J
eq,−,Heq,−) EFC
∗+2I(σ˜)
σ∗ρ (M ;σ
∗
J
eq,−, σ∗Heq,−)
ϕ
EFSσ˜
σ∗ϕ
EFSσ˜
(5.7)
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When σ is linear of strictly positive slope κ, this offers a way to compute equivariant
symplectic cohomology (this construction is the equivariant version of [Rit14, Theo-
rem 22]). Let ε > 0 be smaller than any positive Reeb period. For each r ∈ Z≥0,
choose equivariant Floer data (Heqr ,J
eq
r ) for the action σ−rρ of slope ε. The pull-
back data ((σ−r)∗Heqr , (σ−r)∗J
eq
r ) is equivariant for the action ρ and has slope ε+ rκ.
Consider the following commutative diagram, where ϕr are the continuation maps be-
tween the relevant Floer data. We have omitted M , degrees and the almost complex
structure from the notation for clarity.
EFHρ(H
eq
0 )] EFHρ((σ
−1)∗Heq1 ) EFHρ((σ
−2)∗Heq2 ) . . .
EFHσ−1ρ(H
eq
1 ) EFHσ−1ρ((σ
−1)∗Heq2 ) . . .
EFHσ−2ρ(H
eq
2 ) . . .
. . .
ϕ0 (σ
−1)∗ϕ1
EFSσ˜∼=
(σ−2)∗ϕ2
EFSσ˜∼=
ϕ1
EFSσ˜∼=
(σ−1)∗ϕ2
ϕ2
(5.8)
The direct limit of the top line of (5.8) is, by definition, the equivariant symplectic
cohomology of M for the action ρ. The diagram shows this is isomorphic to the
direct limit of the dashed maps EFSσ˜ ◦ ϕr. In Section 7.3, we find another way to
characterise these dashed maps using equivariant quantum cohomology. This diagram
is crucial for our calculations in Section 8.1 and Section 8.3.
5.2. Equivariant Floer Seidel map properties. The equivariant Floer Seidel map
is a very natural operation, and as such it preserves many of the structures associated
to equivariant Floer cohomology. It is a module map for both the geometric and
algebraic module structures, and is compatible with continuation maps as described
above. As such, after taking a direct limit, we get an isomorphism of equivariant
symplectic cohomologies EFSσ˜ : ESH∗ρ (M)
∼=→ ESH∗+2I(σ˜)σ∗ρ (M). In the remainder of
this section, we describe two further structures on equivariant symplectic cohomology
which are compatible with the equivariant Floer Seidel map.
5.2.1. Gysin sequence. Analogously to [BO17], there is a long exact sequence on equi-
variant symplectic cohomology
· · · → ESH∗ρ (M) ·u→ ESH∗+2ρ (M)→ SH∗+2(M)→ ESH∗+1ρ (M)→ · · · . (5.9)
This is an immediate algebraic consequence of our definitions because there is a short
exact sequence of cochain complexes, where ·u denotes the algebraic Z[u]-module
operation. The second map ESH∗ρ(M)→ SH∗(M) is the map induced by (c0, x˜) 7→ x˜
and (ck, x˜) 7→ 0 for k > 0 on equivariant Floer cohomology. This long exact sequence
is the Gysin exact sequence of equivariant symplectic cohomology.
The equivariant Floer Seidel maps are isomorphisms on the cochain complexes
which are compatible with the maps in (5.9), and therefore fit into the following
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commutative diagram.
· · · ESH∗ρ (M) ESH∗+2ρ (M) SH∗+2(M) · · ·
· · · ESH∗+2I(σ˜)σ∗ρ (M) ESH∗+2+2I(σ˜)σ∗ρ (M) SH∗+2+2I(σ˜)(M) · · ·
·u
EFSσ˜ EFSσ˜ FSσ˜
·u
(5.10)
5.2.2. Filtration and positive equivariant symplectic cohomology. For exact symplec-
tic manifolds, the Floer cochain complexes may be equipped with an action filtration
which distinguishes between different orbits [Vit99]. Roughly, the orbits of a Hamil-
tonian with small27 positive slope correspond, via the PSS map of Section 6.2.3, to
the quantum cohomology of M . Conversely, orbits which occur only for Hamiltonians
with larger slopes correspond to Reeb orbits on Σ, with the period of the Reeb orbit
corresponding to the slope of the Hamiltonian at the radius of the orbit, as per (3.5).
In our setup, however, the action functional (3.11) fails to provide a filtration for
two reasons. First, since we have not assumed M is exact, the value of AH(x) de-
pends on the lift of x to L˜M . Second, the action functional may not decrease along
equivariant Floer trajectories that are not constant in S∞ (see [BO17, page 3867]).
These issues may be resolved by choosing special equivariant Floer data and adding
a cut-off function to the action filtration, an approach taken in [MR18, Appendix D].
We briefly outline this construction.
Fix two numbers28 1 < R0 < R1 <∞. Our equivariant Hamiltonian Heq will have
positive small slope at R = R0, be quadratic and increasing on R0 < R < R1, and
it will be linear on R > R1; in particular, it will only depend on R in the region
R > R0, modulo a small perturbation we will ignore. We write H
eq
w,t(ψ(y,R)) = h(R)
to emphasize this. Fix a cut-off function β : [1,∞) → R; this is a smooth increasing
function which is 0 on [1, R0) and has increasing gradient on the open interval (R0, R1).
Define fh : R→ R to be
fh(R) =
∫ R
0
β′(r)h′(r) dr (5.11)
and define the function Fh : LM → R by
Fh(x) = −
∫
S1
x∗(β(R)α) +
∫ 1
t=0
fh(R ◦ x) dt. (5.12)
Notice how (5.12) resembles the action functional (3.11) in the exact setup if we were
to change β to IdR (of course this choice doesn’t satisfy the requirements for β). The
function Fh decreases along any equivariant Floer trajectory. Therefore the inclusion
EFC∗ρ (M ;H
eq;Fh ≥ 0) →֒ EFC∗ρ (M ;Heq), (5.13)
of the subcomplex generated by the orbits which satisfy Fh ≥ 0 is a chain map.
27The slope λ of a Hamiltonian is small if it is smaller than any positive Reeb period, i.e. it
satisfies λ < min(R∩ (0,∞)).
28Choose R0 large enough so that σ is linear on {R > R0}.
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The cohomology of the quotient cochain complex of (5.13) is the positive equivariant
Floer cohomology, denoted EFH∗ρ,+(M ;H
eq). This construction is compatible with
continuation maps, so we can take a direct limit of EFH∗ρ,+(M ;H
eq) under contin-
uation maps with the slopes increasing. This direct limit is the positive equivariant
symplectic cohomology of M , and is written ESH∗ρ,+(M). The equivariant PSS maps
of Section 7.3 give an isomorphism between the cohomology of the subcomplex with
equivariant quantum cohomology EFH∗ρ (M ;H
eq;Fh ≥ 0) ∼= EQH∗ρ (M). Associated
to the short exact sequence induced by the inclusion (5.13), there is a long exact
sequence
· · · → EQH∗ρ(M)→ ESH∗ρ(M)→ ESH∗ρ,+(M)→ EQH∗+1ρ (M)→ · · · . (5.14)
We have the following compatibility result between the filtration and the equivariant
Floer Seidel map.
Theorem 5.2. For any equivariant Hamiltonian orbit (ck, x), the filtration satisfies
Fσ∗h(σ
∗x) = Fh(x). (5.15)
Proof. By definition, we have (σ∗h)(R) = h(R) − κR, so that fσ∗h(R) = fh(R) −
κβ(R), where κ is the slope of σ. Without loss of generality, let x occur in the region
{R0 < R < R1} since otherwise both sides of (5.15) are 0. Suppose that x has period
l. The period of σ∗x is l − κ. We have
Fσ∗h(σ
∗x) = −
∫
S1
(σ∗x)∗(β(R)α) +
∫ 1
t=0
fσ∗h(R ◦ (σ∗x)) dt
= −β(R ◦ (σ∗x)) (l − κ) +
∫ 1
t=0
fσ∗h(R ◦ (σ∗x)) dt
= −β(R ◦ x) (l − κ) +
∫ 1
t=0
fσ∗h(R ◦ x) dt
= −β(R ◦ x) (l − κ) +
∫ 1
t=0
fh(R ◦ x)− κβ(R ◦ x) dt
= −lβ(R ◦ x) +
∫ 1
t=0
fh(R ◦ x) dt
= −
∫
S1
x∗(β(R)α) +
∫ 1
t=0
fh(R ◦ x) dt
= Fh(x).

Unfortunately, the pullback Hamiltonian σ∗Heq does not satisfy the condition that
its slope at R0 is small; instead its slope at R0 will be ε − κ if Heq had slope ε
at R0. To rectify the situation for positive equivariant symplectic cohomology, we
have to consider the subcomplex generated by orbits with Fσ∗h ≥ fσ∗h(R′0), where
R′0 is the radius at which h
′ − κ = 0. The positive equivariant Floer Seidel map
is the composition of the equivariant Floer Seidel map with the map induced on
the quotient complexes corresponding to the inclusions of these subcomplexes. More
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explicitly, abusing notation, we have the following diagram.
ESH∗ρ,+ ESH
∗
ρ (Fh < 0)
ESH
∗+2I(σ˜)
σ∗ρ (Fσ∗h < 0)
ESH
∗+2I(σ˜)
σ∗ρ,+ ESH
∗+2I(σ˜)
σ∗ρ (Fσ∗h < fσ∗h(R
′
0))
EFSσ˜,+
EFSσ˜
(5.16)
This gives us the following morphism of long exact sequences.
· · · EQH∗ρ ESH∗ρ ESH∗ρ,+ EQH∗+1ρ · · ·
· · · EQH∗+2I(σ˜)σ∗ρ ESH∗+2I(σ˜)σ∗ρ ESH∗+2I(σ˜)σ∗ρ,+ EQH∗+2I(σ˜)+1σ∗ρ · · ·
EQSσ˜ EFSσ˜∼= EFSσ˜,+ EQSσ˜ (5.17)
The five lemma applied to the diagram (5.17) implies that EFSσ˜,+ is an isomorphism
if and only if EQSσ˜ is an isomorphism.
6. Quantum theory
6.1. Quantum cohomology.
6.1.1. Morse cohomology. Fix a Riemannian metric on M . Let f : M → R be a
Morse-Smale function which increases in the radial coordinate direction at infinity.
Thus the inequality ∂R(f(ψ(y,R))) > 0 holds at infinity. Denote by Crit(f) the finite
set of critical points of f . The Morse index ind(x) of a critical point x is the dimension
of the maximal subspace of the tangent space at x on which the Hessian of f is negative
definite. The Morse cohomology of M is the cohomology of the cochain complex freely
generated by Crit(f) whose differential counts negative gradient trajectories between
critical points. It is isomorphic to the (singular) cohomology of M . Through the
choice of an orientation of each unstable manifold, the count of trajectories is signed,
so that Morse cohomology is a Z-graded Abelian group.
6.1.2. Quantum product. Let J be a regular convex ω-compatible almost complex
structure. Fix distinct points p−, p+1 , p
+
2 ∈ P1. The quantum product counts quadru-
ples (u, γ−, γ+1 , γ
+
2 ), where u : P
1 → M is a simple (or constant) J-holomorphic
sphere and γ− : (−∞, 0] → M and γ+i : [0,∞) → M are negative gradient flow-
lines, with the intersection conditions γ+i (0) = u(p
+
i ) and γ
−(0) = u(p−). Denote
by M(x−, x+1 , x+2 ;A) the space of such quadruples where u represents A ∈ Γ and the
limits γ+i (s)→ x+i and γ−(s)→ x− hold as s→ ±∞.
With a regular choice of three s-dependent perturbations f+1 , f
+
2 , f
− of the Morse-
Smale function f , the moduli spaces will all be smooth oriented manifolds with
dimM(x−, x+1 , x+2 ;A) = ind(x−)− ind(x+1 )− ind(x+2 ) + 2c1(A). (6.1)
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Via standard compactification and gluing arguments,29 the 0-dimensional moduli space
is compact and the 1-dimensional moduli space may be compactified to a manifold
whose boundary is made up of the broken trajectories (the sphere will not bubble by
regularity). As such, the map C∗(M ; f ; Λ)⊗2 → C∗(M ; f ; Λ) given by
x+1 ∗ x+2 =
∑
A∈Γ
x−∈Crit(f)
dimM(x−,x+1 ,x
+
2 ;A)=0
∑
(u,γ±• )∈M(x−,x
+
1 ,x
+
2 ;A)
o(u, γ±• ) q
Ax− (6.2)
is a chain map, and hence it induces a product structure on the Morse cohomology of
M with coefficients in the Novikov ring Λ. This product is unital, skew-commutative
and associative, and induces the structure of a Z-graded Λ-algebra on H∗(M ; f ; Λ).
This is the quantum cohomology QH∗(M) of the manifold M , and the product is the
quantum product.
Remark 6.1. The quantum cohomology a priori depends on the Riemannian metric,
the Morse-Smale function f and its three perturbations, the chosen orientations of the
unstable manifolds and the almost-complex structure. However the dependence on all
of this data may be removed up to canonical isomorphism via standard homotopy
arguments. Moreover, quantum cohomology is independent of the parameterisation
of the convex end because this information is used only to constrain all flowlines and
spheres to a compact region.
6.2. Quantum Seidel map. Let σ˜ be a lifted linear Hamiltonian circle action on M
with nonnegative slope.
6.2.1. Clutching construction. In this section, we define a symplecticM -bundle E over
the sphere associated to the action σ.
Base space. The sphere S2 is the union of its upper hemisphere D− and lower hemi-
sphere D+. Each hemisphere is a copy of the closed unit disc in the complex plane.
The equator of the sphere is the circle S1 ∼= R/Z. We identify the boundaries of the
hemispheres with the equator via
t ∈ S1 ↔ e2piit ∈ ∂D− ↔ e−2piit ∈ ∂D+. (6.3)
The poles of the sphere are the points z± = 0 ∈ D±. The complement of the poles in
the sphere is isomorphic to a cylinder via the map
R× S1 ∋ (s, t) 7→
{
e2pi(s+it) ∈ D− if s ≤ 0,
e−2pi(s+it) ∈ D+ if s ≥ 0. (6.4)
Remark 6.2. Our notation is opposite to that of Seidel [Sei97] and Ritter [Rit14], so
our D± correspond to their D∓.
29In the region at infinity where J is convex, any J-holomorphic sphere cannot achieve a maximal
value of R by a maximum principle. As such, all the holomorphic spheres lie in a compact region
and standard compactification results apply.
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Total space. The smooth manifold E is the union of the manifolds D± ×M glued
along the boundaries via
∂D− ×M ∋ (e2piit,m)↔ (e−2piit, σtm) ∈ ∂D+ ×M. (6.5)
The projection map π : E → S2 is the union of the projection maps D± ×M → D±.
Let ι± : M → {z±} ×M ⊂ E be the fibre inclusion maps over the poles.
Symplectic bilinear form. Denote by T vertE the kernel of Dπ. With π±M : D
± ×
M →M the projection map, the vector space T vert(w,m)E is equipped with a symplectic
bilinear form Ω(w,m) = (π
±
M )
∗
(w,m)ωm. Since the circle action σ is symplectic, these
symplectic bilinear forms agree along the equator, so that T vertE → E is a symplectic
vector bundle with symplectic bilinear form Ω.
Global 2-form. There is a closed 2-form Ω̂ on E which restricts to Ω on T vertE. The
construction of Ω̂ for convex symplectic manifolds, due to Ritter [Rit14, Section 5],
uses a special30 pair of Hamiltonians HE,± : D± ×M → R to modify the fibrewise
symplectic form ω so that it becomes a well-defined closed 2-form.
Almost complex structures. The sphere has an (almost) complex structure j given
by ∓i on D±. Denote by J (E) the space of almost complex structures Ĵ on E which
satisfy the following properties:
• Dπ is (Ĵ, j)-holomorphic.
• Ĵ|T vertE is a convex Ω-compatible almost complex structure on T vertE.
• At infinity, Ĵ has the form
Ĵ(z,m) =
(
j 0
ds⊗XHEz ,± − dt⊗ J±z XHEz ,± J±z
)
(6.6)
with respect to the decomposition T(z,m)E = TzD±⊕TmM and the coordinates
(s, t) on the sphere from (6.4), denoting by J±z the fibrewise restriction Ĵ|T vertE
on each hemisphere.
Given any Ĵ ∈ J (E), the 2-form Ω̂ + cπ∗ωS2 is symplectic and Ĵ is (Ω̂ + cπ∗ωS2)-
compatible for large enough c > 0. Here, we denote by ωS2 the standard symplectic
form on S2.
Remark 6.3. The motivation for (6.6) is that any Ĵ-holomorphic section is locally
a Floer solution for (HE ,J) whenever (6.6) applies, and hence a maximum principle
forbids any (non-fixed) Ĵ-holomorphic sections outside a compact region.
30The functions HE,± : D± × M → R must vanish near the poles, be independent of the s-
coordinate near the equator, and glue according to HEt
,+ = σ∗HEt
,−. The gluing condition ensures
the Hamiltonian vector field in T vertE is well-defined along the equator. Moreover, HE,± must both
be monotone, by which we mean that in a region at infinity, the functions are dependent only on the
radial coordinate R and the s-coordinate of (6.4), and satisfy ∂sH
E,± ≤ 0. We assume σ is linear of
nonnegative slope precisely so that such Hamiltonian functions exist.
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Sections. Two sections s1, s2 : S2 → E are Γ-equivalent if the conditions Ω̂(s1) =
Ω̂(s2) and c1(T vertE)(s1) = c1(T vertE)(s2) hold, where c1(T vertE) is the first Chern
class of the symplectic vector bundle T vertE → E. The property of Γ-equivalence
is independent of the choice of global 2-form Ω̂ which restricts to Ω. Moreover, the
group Γ acts freely and transitively on Γ-equivalence classes of sections.
Given any lift σ˜ and any x˜ ∈ L˜M , we can produce a section by setting31 z 7→
(z, x˜(z)) on D− and z 7→ (z, σ˜(x˜)(z)) on D+. The Γ-equivalence class of this sec-
tion is independent of the choice of x˜. We denote it by Sσ˜. It satisfies I(σ˜) =
−c1(T vertE)(Sσ˜). Every Γ-equivalence class is Sσ˜ +A for a unique A ∈ Γ.
Fixed sections. For every fixed pointm ∈M of the circle action σ, there is a constant
section sm : z 7→ (z,m). The section sm is the fixed section at m. For any fixed section
sm, we have that −c1(T vertE)(sm) equals the sum of the weights of the action around
m [MT06, Lemma 2.2].
Remark 6.4 (Minimal fixed sections). A minimal fixed section is a fixed section sm
at a point m in the minimal locus of the Hamiltonian Kσ, i.e. Kσ(m) = min(Kσ).
Minimal fixed sections are (j, Ĵ)-holomorphic for a restricted class of almost complex
structures Ĵ (see [MT06, Definition 2.3] and the preceding text). In this setting,
we moreover have Ω̂(u) > Ω̂(sm) for any minimal fixed section sm and any (j, Ĵ)-
holomorphic section u which is not a minimal fixed section [MT06, Lemma 3.1].
6.2.2. Quantum Seidel map definition. The objects of focus are (j, Ĵ)-holomorphic
sections of E, for a suitably regular Ĵ ∈ J (E) which we use throughout this section.
The moduli space M(S) of (j, Ĵ)-holomorphic sections which are in Γ-equivalence
class S is a smooth manifold of dimension 2n + 2c1(T vertE)(S). A sequence of such
sections ur ∈ M(S) with Ω̂(ur) bounded will have a subsequence which converges to
a section with bubbles in the fibres.
For critical points x± ∈ Crit(f), denote by M(x−, x+;S) the moduli space of
triples (γ−, γ+, u) where γ− : (−∞, 0] → M and γ+ : [0,∞) → M are negative
gradient trajectories of f± and u ∈ M(S) is a section which satisfies u(z±) = γ±(0)
at the poles. Here, the functions f± : R ×M → R are s-dependent perturbations
of f , chosen such that the data (f±, Ĵ) satisfies some regularity conditions. These
regularity conditions ensure that M(x−, x+;S) is a smooth manifold of dimension
ind(x−)− ind(x+) + 2c1(T vertE)(S).
Define a degree-2I(σ˜) chain map QSσ˜ : C∗(M ; f ; Λ)→ C∗+2I(σ˜)(M ; f ; Λ) by
x+ 7→
∑
x−∈Crit(f)
A∈Γ
dimM(x−,x+;Sσ˜+A)=0
∑
(γ±,u)∈M(x−,x+;Sσ˜+A)
o((γ±, u)) qAx−. (6.7)
The regularity conditions we impose ensure that QS is a chain map so it induces a
map on quantum cohomology. Moreover, QS intertwines quantum multiplication in
QH∗(M), giving
QSσ˜(x ∗ y) = x ∗QSσ˜(y) (6.8)
31More precisely, by x˜(z), we mean u(z) for a choice of filling u of x, and similarly for σ˜x˜(z). The
resulting Γ-equivalence class is independent of the choice.
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for all x, y ∈ H∗(M ; f ; Λ).
Remark 6.5. There are two more-or-less equivalent methods to proving this inter-
twining relation (6.8). One approach is to prove the intertwining of the Floer Seidel
map with the pair-of-pants product [Sei97, Proposition 6.3], and apply the ring iso-
morphisms PSS± from (6.9) to deduce the desired result. This is the approach taken
by Seidel. This method will not extend to the equivariant setup for two reasons: the
pair-of-pants product has no equivariant version and the homotopy Seidel constructs
to prove the intertwining with the pair-of-pants product involves reparameterising
the path σ : S1 → Ham(M), which cannot be done while maintaining (4.4) (see
Remark 5.1). The second approach directly constructs a chain homotopy either side
of (6.8). While a standard argument, I believe it has not appeared in the literature.
It is this second approach we extend in Section 7.4. The non-equivariant argument
may be derived from the equivariant argument by removing the flowlines in S∞.
6.2.3. Gluing construction. The PSS isomorphism is a ring isomorphism between the
Floer cohomology and the quantum cohomology of a weakly monotone closed symplec-
tic manifold constructed in [PSS96]. As a map, the PSS isomorphism counts spiked
discs. These are maps from the disc to M which near the boundary act like Floer
solutions and which near the centre act like a pseudoholomorphic sphere, together
with half-flowlines32 between a critical point and the centre of the disc, the spikes.
To extend the definition of these maps to convex symplectic manifolds, we make the
following definition.
Definition 6.6. The (time-dependent) Hamiltonian H0 : S1 → C∞(M) has slope
zero if H0 is C2-bounded and, at infinity, H0t (ψ(y,R)) = h(R) for a smooth function
h : (R0,∞)→ R which satisfies 0 < h′ < Tmin, h′′ < 0 and h′ → 0, where Tmin ∈ (0,∞]
is the minimal Reeb period.
While such a Hamiltonian is not linear, it still satisfies (3.5) and a maximum prin-
ciple at infinity. Thus we can define Floer cohomology for a regular choice of Floer
data (H0,J). The PSS construction yields a pair of ring isomorphisms between Floer
cohomology and quantum cohomology
PSS− : FH∗(M ;H0)→ QH∗(M), PSS+ : QH∗(M)→ FH∗(M ;H0) (6.9)
which are mutual inverses [Rit14, Theorem 37].
Seidel’s gluing argument [Sei97, Section 8] proves the following diagram is commu-
tative.
QH∗(M) QH∗+2I(σ˜)(M)
FH∗(M ;H0) FH∗+2I(σ˜)(M ;H0)
FH∗+2I(σ˜)(M ;σ∗H0)
QSσ˜
PSS+ ∼=
FSσ˜
∼=
PSS−∼=
continuation map
(6.10)
32i.e. a flowline with domain either [0,∞) or (−∞, 0].
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In [Rit14], Ritter used a non-equivariant version of (5.8) together with (6.10) to show
that if σ has positive slope, then the direct limit of the direct system
QH∗(M)
QSσ˜−−−→ QH∗+2I(σ˜)(M) QSσ˜−−−→ QH∗+4I(σ˜)(M) QSσ˜−−−→ · · · (6.11)
is isomorphic to symplectic cohomology. This offers a method to calculate symplectic
cohomology because the quantum Seidel map is quantum multiplication by the element
QSσ˜(1).
6.3. Equivariant Quantum cohomology.
6.3.1. Equivariant Morse cohomology. Let ρ be a smooth circle action on M , and fix
a ρ-invariant Riemannian metric on M . An equivariant Morse function is a function
f eq : S∞ ×M → R which is invariant under the free action (4.3), and which extends
Morse functions fk : M → R analogously to Definition 4.4. We assume that, at
infinity, the function f eqw (·) is increasing in the radial coordinate direction for all
w ∈ S∞.
Analogously to the equivariant Floer cohomology construction of Section 4, an equi-
variant critical point is an equivalence class [w, x] ∈ S∞ ×S1 M such that w is a crit-
ical point of F and x is a critical point of f eqw (·). The index of such a critical point is
ind(w;F )+ind(x; f eq). We use the notation (ck, x) ∈ Crit(f eq) for equivariant critical
points and |ck, x| for their indices.
For a suitably regular equivariant Morse function, the moduli spaces of equivariant
negative gradient trajectories are smooth oriented manifolds. Equivariant (Morse)
cohomology EH∗ρ (M) is the cohomology of the cochain complex generated over Z
by the equivariant critical points whose differential counts the equivariant negative
gradient trajectories. As in Section 6.1.1, an orientation of the unstable manifolds
must be chosen in order that the count is signed. We omit the details. The Z[u]-
module actions of Section 4.4.1 and Section 4.4.2 may be defined on equivariant Morse
cohomology, and we opt for the geometric action u ⌣ which counts ‘Y’-shaped graphs.
6.3.2. Equivariant quantum product. Let ρ be a symplectic circle action which is lin-
ear at infinity. We use a ‘Y’-shaped flowline in S∞ for the equivariant quantum
product so that it resembles a deformed equivariant cup product. In order to con-
struct the moduli space, we need three s-dependent perturbations F−, F+1 , F
+
2 of the
standard function on S∞ and three s-dependent perturbations f eq,−, f eq1
,+
, f eq2
,+ of
the equivariant Morse function on M . We also need a regular convex S∞-dependent
ω-compatible almost complex structure Jeq, which is equivariant in the sense that
Jeqw = (Dσθ)
−1 Jeq
θ−1·w
Dσθ for all θ ∈ S1 and w ∈ S∞.
We consider septuples (v−, v+1 , v
+
2 , γ
−, γ+1 , γ
+
2 , u), where v
±
∗ are negative gradient
flowlines of F±∗ satisfying v
+
1 (0) = v
+
2 (0) = v
−(0) and γ±∗ are negative gradient
flowlines of (f eq∗
,±
)v±∗ (·) which intersect at 0 with a simple (or constant) J
eq
v−(0)
-
holomorphic sphere u at the points p±∗ ∈ P1 (see Figure 1). When the data is suf-
ficiently regular, the moduli space of (S1-equivalence classes of) such septuples with
limits (ck±∗ , x
±
∗ ) ∈ Crit(f eq) and with u representing A ∈ Γ is a smooth oriented
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v−
v+1
v+2
γ−
γ+1
γ+2
p−
p+1
p+2
c−
c+1
c+2
x−
x+1
x+2
u
A
Figure 1. The equivariant quantum product counts equivalence
classes of septuples (v−, v+1 , v
+
2 , γ
−, γ+1 , γ
+
2 , u). The ‘Y’-shaped graph
above maps to S∞ while the configuration below the graph maps to
M .
manifold of dimension∣∣ck− , x−∣∣+ 2c1(A)− ∣∣∣ck+1 , x+1 ∣∣∣− ∣∣∣ck+2 , x+2 ∣∣∣ . (6.12)
The equivariant quantum product ∗ρ counts the 0-dimensional moduli spaces.
The equivariant quantum cohomology EQH∗ρ(M) is the cohomology of the cochain
complex
EQCl(M) =
∞∏
k=0
⊕
(ck,x)∈Crit(feq)
Λl−|ck,x|〈(ck, x)〉 (6.13)
with the equivariant Morse differential. It is a graded Λ[u]-module for both the alge-
braic and the geometric u-actions. The product ∗ρ is a unital, graded-commutative,
associative product on EQH∗ρ(M) compatible with the Λ-module structure and the
geometric33 Z[u]-module structure. All of these properties follow from standard ho-
motopy proofs, as does the independence from all the data chosen.
Via the algebraic Z[u]-module structure, the equivariant quantum cochain complex
(6.13) is the graded completed tensor product QC∗(M) ⊗̂ Z[u]. By the graded com-
pleted tensor product A ⊗̂ Z[u], where A is a graded Z-module, we mean the graded
Z-module whose grading-l subgroup is(
A ⊗̂ Z[u])l = ∞∏
k=0
Al−2k ⊗ Z · uk. (6.14)
33It is difficult to see any relationship between the algebraic Z[u]-module structure and the equi-
variant product, hence our decision to use the geometric module structure in this paper.
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v
u
γ− γ+
σ
D− D+
z+z−
c− c+
x− x+
Figure 2. The equivariant quantum Seidel map counts equivalence
classes of quadruples (v, γ−, γ+, u). The map u is a section of the
clutching bundle which twists the fibres by σ when passing from the
upper hemisphere D− to the lower hemisphere D+. The flowlines γ±
map to the manifoldM , which is identified with the fibres of the clutch-
ing bundle over the poles z±.
This is a variant of the completed tensor product used by Zhao [Zha19, Section 2],
but which is a graded module in the conventional sense.
Since M is nonnegatively monotone, the equivariant quantum product ∗ρ would
be well-defined with the graded completed tensor product replaced by an ordinary
tensor product, however the resulting equivariant quantum cohomology would fail to
be isomorphic with our equivariant Floer cohomology (c.f. (4.14)).
7. Equivariant quantum Seidel map
Let σ˜ be a lift of a linear Hamiltonian circle action of nonnegative slope and ρ a
symplectic circle action linear at infinity. Assume σ and ρ commute.
7.1. Clutching bundle action. The sphere S2 has a natural rotation action given
by θ · (s, t) = (s, t+ θ) away from the poles, using the parameterisation (6.4).
The clutching bundle E from Section 6.2.1 admits a smooth circle action given by{
D− ×M ∋ (z,m) 7→ (e2piiθz, (σ∗ρ)θ(m)) ∈ D− ×M
D+ ×M ∋ (z,m) 7→ (e−2piiθz, ρθ(m)) ∈ D+ ×M , (7.1)
which glues correctly along the equator. We denote this action by ρE . The projection
map is equivariant with respect to the action ρE on E and to the rotation action on
S2. The poles z± are fixed points of the rotation of S2, so ρE restricts to a circle
action in each of the fibres Ez± : the action on Ez+ is the action ρ and the action
on Ez− is the action σ∗ρ. Here, we have identified these fibres Ez± with M via the
inclusion maps ι±.
7.2. Equivariant quantum Seidel map definition. The equivariant quantum Sei-
del map is a version of the quantum Seidel map QS which is equivariant with respect
to the circle action ρE of Section 7.1. Since the action ρE restricts to different actions
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on the two fibres over the poles, the equivariant quantum Seidel map will map between
the equivariant quantum cohomology for these two different circle actions.
Let f eq,± be equivariant Morse-Smale functions for the circle actions in the corre-
sponding to the fibre Ez± , so f eq,+ is equivariant with respect to the action ρ and
f eq,− is equivariant with respect to the action σ∗ρ.
We require s-dependent perturbations f eqs ,± of the equivariant Morse data and
an S∞-dependent almost complex structure Ĵeq which is equivariant in the sense of
Section 6.3.2 with respect to ρE . This almost complex structure should have similar
properties to the non-equivariant Ĵ, so that Dπ is holomorphic and the fibrewise
restriction Ĵeq|T vertE is a Ω-compatible almost complex structure for all w ∈ S∞, and
Ĵ
eq|T vertE is convex and Ĵeq has the form (6.6) at all points in a region at infinity.
The regularity conditions will guarantee the moduli spaces below are smooth man-
ifolds which in dimensions 0 and 1 compactify without bubbling.
The equivariant quantum Seidel map counts (S1-equivalence classes of) quadru-
ples (v, γ−, γ+, u), where v is a flowline in S∞, the curves γ+ : [0,∞) → M and
γ− : (−∞, 0]→M are equivariant f eq,±s (v(s), ·)-flowlines and u is a Ĵeqv(0)-holomorphic
section satisfying u(z±) = γ±(0) (see Figure 2). It is a degree-2I(σ˜) Λ-module homo-
morphism EQSσ˜ : EQH∗ρ (M) → EQH∗+2I(σ˜)σ∗ρ (M). A standard homotopy argument
shows that EQSσ˜ commutes with the geometric Z[u]-module structure.
7.3. Equivariant gluing. The results of Section 6.2.3 extend to the equivariant
setup. The equivariant PSS maps are the Λ[u]-module isomorphisms
EPSS− : EFH∗ρ (M ;H
eq,0)→ EQH∗ρ (M)
EPSS+ : EQH∗ρ (M)→ EFH∗ρ (M ;Heq,0)
(7.2)
which count equivariant spiked discs. Here, Heq,0 is an equivariant Hamiltonian of
slope zero with respect to the action ρ. The equivariant version of (6.10) is the
following commutative diagram.
EQH∗ρ (M) EQH
∗+2I(σ˜)
σ∗ρ (M)
EFH∗ρ (M ;H
eq,0) EFH
∗+2I(σ˜)
σ∗ρ (M ;H
eq,0)
EFH
∗+2I(σ˜)
σ∗ρ (M ;σ
∗Heq,0)
EQSσ˜
EPSS+ ∼=
EFSσ˜
∼=
EPSS−∼=
continuation map
(7.3)
If σ has positive slope, then Ritter’s argument (5.8) combined with (7.3) implies that
the direct limit of the direct system
EQH∗ρ (M)
EQSσ˜−−−−→ EQH∗+2I(σ˜)σ∗ρ (M)
EQSσ˜−−−−→ EQH∗+4I(σ˜)
(σ2)∗ρ
(M)
EQSσ˜−−−−→ · · · (7.4)
is isomorphic to equivariant symplectic cohomology ESH∗ρ (M).
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v
vα
γ+
γ−
γαzα
u
ckα xα
ck+ x+
ck− x−
Figure 3. The weighted equivariant quantum Seidel map counts
equivalence classes of septuples (v, γ+, γ−, u; vα, γα, zα). The section
u of the clutching bundle intersects the flowline γα over the point
zα ∈ S2.
7.4. Intertwining relation. The intertwining result (6.8) does not hold in our equi-
variant setup. Instead, we have the formula
EQSσ˜(x ∗
ρ
((ι+)∗α))− EQSσ˜(x) ∗
σ∗ρ
((ι−)∗α) = u ⌣ EQSσ˜,α(x). (7.5)
In this equation, α ∈ EH∗ρE (E) is an equivariant cohomology class of the clutching
bundle, and the map EQSσ˜,α is the α-weighted equivariant quantum Seidel map
defined in the following section. The proof of (7.5) takes up the rest of this section.
7.4.1. Weighted equivariant quantum Seidel map. Fix an invariant Riemannian metric
on the clutching bundle E for the action ρE, and let f
eq
E be an equivariant Morse-Smale
function for this action.
Take a regular choice of the data f eq,±s and Ĵeq from Section 7.2. We use an s-
dependent perturbation f eq,αE,s of f
eq
E on [0,∞). We will consider septuples (v, γ+,
γ−, u; vα, γα, zα) where (v, γ+, γ−, u) is a quadruple from Section 7.2, zα ∈ S2 is a
point in the sphere and (vα, γα) : [0,∞) → S∞ × E is an equivariant f eq,αE,s flowline
satisfying vα(0) = v(0) and γα(0) = u(zα) (see Figure 3). Given any equivariant
critical point α = (ckα , xα) of f
eq
E , together with equivariant critical points x
± =
(ck± , x
±) ∈ Crit(f eq) and a class A ∈ Γ, denote byM(x−,x+, A;α) the moduli space
of S1-equivalence classes of septuples as above with the obvious limits and with u
of class Sσ˜ + A. For regular perturbations, these moduli spaces are smooth oriented
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manifolds of dimension
dimM(x−,x+, A;α) = ∣∣x−∣∣− ∣∣x+∣∣− |α|+ 2c1(A) + 2. (7.6)
The +2 comes from the 2-dimensional freedom of the point zα ∈ S2. Moreover, we
can assume zα /∈ {z±} for moduli spaces of dimension 0 and 1 by imposing further
regularity conditions on f eq,αE,s .
Counting this moduli space yields a map
EQSσ˜,α : QC∗ρ(M)→ QC∗+2I(σ˜)+|α|−2σ∗ρ (M). (7.7)
Our definition may be immediately extended linearly to any α ∈ EC∗ρE (E). The
1-dimensional moduli spaces are compactified by any of the flowlines breaking since
there is no bubbling by regularity. This yields the equation
d EQSσ˜,α(x) = EQSσ˜,α d(x) + (−1)|x|EQSσ˜,dα(x). (7.8)
Thus for closed Morse cochains α, the map EQSσ˜,α is a chain map.
Remark 7.1 (Interpretation). Let kα = 0 and |xα| = 2. For any quadruple (v,
γ+, γ−, u) from Section 7.2, the flowline vα generically flows to the minimum c0 =
ckα . Therefore, the count of flowlines γα with γα(0) = u(zα) for some zα ∈ S2
and γα(∞) = xα recovers the number [xα] (u∗
[
S2
]
). This is the evaluation of the
degree-2 cohomology class [xα] on the degree-2 homology class (u∗
[
S2
]
). As such, the
map EQSσ˜,α is a weighted version of EQSσ˜ under which any section u has weight
[xα] (u∗
[
S2
]
).
7.4.2. 1-dimensional moduli space. Fix the line of longitude L = R>0 ∩ D± ⊂ S2,
which does not include the poles. One way to derive the commutativity of the quantum
product ∗ and the quantum Seidel map QSσ˜ is to take a non-equivariant version of the
moduli space from Section 7.4.1 in which zα ∈ L. The 1-dimensional moduli space is
compactified by breaking one of the flowlines, or allowing a bubble over the pole when
zα → z±. If xα is closed, this yields a chain homotopy between (ι−)∗xα ∗QSσ˜(·) and
QSσ˜((ι+)∗xα ∗ ·).
The intersection condition zα ∈ L does not transform correctly under the S1-
action on the equivariant moduli space, however. To rectify this, take a further
s-dependent perturbation F 0s of the Morse function F on S
∞. We consider octu-
ples (v, γ+, γ−, u; vα, γα, zα; v0) which extend the septuples in the construction of
Section 7.4.1 (see Figure 4). The map v0 : [0,∞) → S∞ is a F 0s -flowline which
satisfies the intersection v0(0) = v(0) and the limit v0(∞) ∈ c0. We moreover im-
pose zα ∈ τ0(v0(∞))−1 · L, where the action · on S2 is the rotation action defined in
Section 7.1. Notice that this condition is preserved for all (v0(∞), zα) ∈ c0×S2 by the
natural circle action on c0×S2 because c0 ⊂ S∞ has the inverse action in accordance
with (4.3). The effect of this construction is that the 2-dimensional freedom of the
point zα has been reduced to a 1-dimensional freedom ‘along L’; the second dimension
of freedom has been absorbed into the S1-action.
Remark 7.2 (Regularity). We impose regularity conditions on the data so that the
moduli spaces of the above octuples are smooth manifolds, as well as the moduli
spaces of the above octuples without the condition zα ∈ τ0(v0(∞))−1 · L and with
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v
vα
γ+
γ−
γαzα
u
ckα xα
ck+ x+
ck− x−
c0
τ−1L
v0
Figure 4. The map Kα counts equivalence classes of tuples like
the weighted equivariant quantum Seidel map in Figure 3, however
with an additional flowline v0 in S∞. Moreover, we restrict to tuples
which satisfy zα ∈ τ−1L, where τ = τ0(v0(∞)) is determined by the
additional flowline in S∞.
v0(∞) ∈ ck for any k. Moreover, we use regularity conditions to avoid unnecessary
intersections over the poles by asking that the projection [v(0), zα] :M→ S∞×S1 S2
intersects CP∞ × {z±} transversally for all the above moduli spaces. We impose
further regularity conditions to ensure that we control the behaviour of configurations
with bubbles just as in Seidel’s argument [Sei97, Section 7].
We quotient by the free S1-action to get the moduli space of S1-equivalence classes
of above octuples with the obvious constraints, which we denote byMτ (x−,x+, A;α).
It is a smooth oriented manifold of dimension
dimMτ (x−,x+, A;α) =
∣∣
x
−
∣∣− ∣∣x+∣∣− |α|+ 2c1(A) + 1. (7.9)
Denote by Kα the map EQC∗ρ(M)→ EQC∗+2I(σ˜)+|α|−1σ∗ρ (M) which counts these mod-
uli spaces.
7.4.3. Boundary of the moduli space. By standard compactification and gluing ar-
guments, the 1-dimensional moduli spaces Mτ (x−,x+, A;α) will have a boundary
composed of broken flowlines and bubbled spheres. The sum of these boundary com-
ponents will be zero. Subject to further homotopies, this sum yields the desired
relation (7.5). We list the various components of the boundary below, and detail how
they contribute to the sum.
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ckα
xα
ck+
x−ck−
x+c0
c1
homotopy argument
ckα x
α
ck+ x+
ck− x−
c1 u ⌣
EQSσ˜,α
Figure 5. When the flowline v0 breaks, we can use a homotopy
argument to split the moduli space into multiplication by u and the
weighted equivariant Seidel map. The flowline from c1 to c0 contains
redundant information so we omit it.
(v|(−∞,0], γ−) breaking:: We get a contribution d Kα(x+).
(v|[0,∞), γ+) breaking:: We get a contribution Kα(dx+).
(vα, γα) breaking:: We get a contribution (−1)|x+|Kdα(x+). If α is a closed cochain,
then this contribution vanishes.
v0 breaking:: As a consequence of the regularity conditions, the only possible break-
ing of the flowline v0 will be to the critical point c1 ∈ Crit(F ). Consider such a
breaking, but before we have taken the quotient by the S1-action. The broken
flowline consists of a flowline v0 whose limit is v0(∞) = y ∈ c1 and a second
unparameterised F -flowline from y to τ ∈ S1 ∼= c0, the identification S1 ∼= c0
given by the map τ0. In such a configuration, the point zα cannot be either
of the poles because of the regularity conditions. As a consequence, the point
zα uniquely determines τ ∈ S1 via zα ∈ τ−1 · L. It may be explicitly shown
that there is a unique F -flowline whose limits are any specified points of c0
and c1. It follows that the flowline from y to τ may be omitted without loss
of generality.
A standard homotopy argument will separate the flowlines v0 and vα in
S∞ (see Figure 5). Therefore when v0 breaks, we get a contribution of −u ⌣
EQSσ˜,α(x+) to the sum, up to chain homotopy.
zα → z± with bubbling:: Due to the regularity conditions, the only possible bub-
bling configuration is a single bubble in the fibre over one of the two poles z±
with the flowline to xα starting within the fibre. In this configuration, we get
zα ∈ {z±}, so the condition zα ∈ τ0(v0(∞))−1 · L is automatically satisfied
(for any value of v0(∞)). As such, the flowline v0 may be omitted without
losing any information because it no longer constrains the point zα.
We will treat the case of a bubble over the pole z+. If the bubble is of class
B ∈ Γ, then the section u is of class Sσ˜+A−B. We use a standard homotopy
argument to insert a broken flowline between the section and the bubble, and
also to extend the flowline to α so it breaks into a half-flowline to (ι+)∗α and
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ckα
xα
ck+
x−ck−
x+c0
homotopy argument
ckα xα
ck+ x+
ck− x−
fibre
EQSσ˜
∗
ρ
(ι+)∗α
Figure 6. When the section bubbles over the south pole, we can use
a homotopy argument to get an equivariant quantum product in the
fibre above the south pole followed by the map EQSσ˜ . The flowline to
c0 is redundant, so we remove it.
an equivariant functorial flowline34 from there to α (see Figure 6). The result
is a contribution of EQSσ˜(x+ ∗ρ ((ι+)∗α)) to the sum, up to chain homotopy.
Analogously, a bubble over the pole z− yields a contribution
− EQSσ˜(x+) ∗σ∗ρ ((ι−)∗α) (7.10)
to the sum, up to chain homotopy.
Summing these contributions, we get the equation
− u ⌣ EQSσ˜,α(x) + EQSσ˜(x ∗
ρ
((ι+)∗α))− EQSσ˜(x) ∗
σ∗ρ
((ι−)∗α) = 0 (7.11)
for x ∈ EQH∗ρ (M), which rearranges to give (7.5) as desired.
8. Examples
8.1. Complex plane. The complex plane C is an exact open symplectic manifold
whose symplectic form is given by ω = dx ∧ dy at points z = x + iy ∈ C . The
contact form α = πdt on S1 and the isomorphism ψ : S1 × [1,∞) → C given by
(t, R) 7→ √Re2piit gives C the structure of a convex symplectic manifold. The set
of Reeb periods is R = πZ. The smooth circle action σ : S1 × C → C given by
34Our construction of the pullback maps is a variant of [RV14, Section 1.3], in which we allow s-
dependent perturbations of the Morse data instead of perturbing the function. Let M± be manifolds
with Morse-Smale functions f± : M± → R (and metrics and orientation data). Given any ϕ :
M− →M+, a functorial flowline is a pair of half-flowlines (γ− : (−∞, 0]→M−, γ+ : [0,∞)→M+)
of s-dependent perturbations of the functions f± which satisfy ϕ(γ−(0)) = γ+(0). When ϕ is an
immersion or a submersion, it follows from standard arguments that the moduli spaces of functorial
flowlines between critical points x± is a smooth manifold of dimension ind(x−; f−)−ind(x+; f+). The
map which counts these moduli spaces is a chain map and is denoted ϕ∗. The equivariant pullback
maps are defined analogously.
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θ · z = e2piiθz has Hamiltonian Kσ(z) = π |z|2 and is linear of slope π. The action has
a unique fixed point 0C ∈ C. The lift of σ to L˜C is unique because C is contractible.
This lift σ˜ fixes the point (S1 7→ 0C,D 7→ 0C) and has Maslov index I(σ˜) = 2.
Let Hλlinear : C → R be the autonomous linear Hamiltonian z 7→ λ |z|2. If λ /∈ R,
then the unique Hamiltonian orbit of Hλlinear is the constant loop at 0C and has Conley-
Zehnder index −2 ⌊λ
pi
⌋
[Oan04, Section 3.2]. Therefore, for λ /∈ R, the Floer cochain
complex is
FC∗(C;Hλlinear) ∼=
{
Z if ∗ = −2 ⌊λ
pi
⌋
,
0 otherwise.
(8.1)
The symplectic cohomology of C thus vanishes. In contrast, the equivariant cohomol-
ogy ESH∗IdC(C) is isomorphic to Q[u,u
−1] as a Z[u]-module for the geometric and the
algebraic module structures. We derive this isomorphism in the course of our discus-
sion below (see (8.7)). With the equivariant Seidel map, which is an isomorphism, we
get further Z[u]-module isomorphisms ESH∗σr(C) ∼= Q[u,u−1] for r ∈ Z.
Give C the standard Riemannian metric, which is σ-invariant. The Hamiltonian
function Kσ is Morse-Smale with respect to this metric and has exactly one critical
point: the fixed point35 0C of Morse index 0. Since Kσ is invariant, the function
Keqσ : S∞ × C → R given by (w, z) 7→ Kσ(z) is a regular equivariant Morse function
on C. Thus the Morse cohomology of C is H∗(C;Kσ) ∼= Z〈0C〉 and the equivariant
Morse cohomology is EH∗σr(C;K
eq
σ ) ∼= Z[u]〈0C〉 for any r ∈ Z. Since the Novikov
ring is Λ = Z, the quantum cohomology and the equivariant quantum cohomology are
simply the Morse cohomology and the equivariant Morse cohomology respectively.
We compute the equivariant quantum Seidel map for the lifted action σ˜. We can
do this for the underlying actions ρ = (σr)∗IdC = σ−r, where r is nonnegative and
IdC is the identity action on C.
Theorem 8.1. Let r ≥ 0. The equivariant quantum Seidel map
EQSσ˜ : EH∗σ−r(C;Keqσ )→ EH∗+2σ−(r+1)(C;Keqσ ) (8.2)
is the Z[u]-linear extension of 0C 7→ (r + 1)u 0C.
Rather than finding the equivariant quantum Seidel map directly, we will appeal
to (7.3) and opt to find the continuation map instead. We will use the sequence of
Hamiltonians defined by Zhao in [Zha19, Section 8.1], which we outline below.
For each nonnegative integer s ∈ Z≥0, let Hspi+1quadratic : S1 × C → R be a time-
dependent Hamiltonian function such that:
• On |z|2 < 1, the function is negative, achieves its minimum at 0C and is Morse
with exactly one critical point at 0C;
• On 1 < |z|2 < sπ + 2, the function Hspi+1quadratic equals 12 (|z|2 − 1)2 plus a small
time-dependent perturbation around |z|2 = jπ + 1 for j = 1, . . . , s; and
• On |z|2 > sπ + 2, the function Hspi+1quadratic is linear36 of slope sπ + 1.
35Give W u(0C) = {0C} the orientation +1.
36We slightly change Hspi+1quadratic near |z|
2 = sπ + 2 so that the function is smooth.
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The Hamiltonian orbits of Hspi+1quadratic occur only at 0C and at R = |z|2 = jπ + 1.
Modulo the perturbations, the slope of Hspi+1quadratic when R = jπ + 1 is
d
(
Hspi+1quadratic
)
dR
=
d
dR
1
2
(|z|2 − 1)2 = R− 1 = jπ. (8.3)
Thus the slope at R = jπ + 1 is the Reeb period jπ ∈ R. If we hadn’t perturbed
Hspi+1quadratic in this region, we would get a S
1-family of Hamiltonian orbits corresponding
to the Reeb orbit of period jπ, as per (3.5). Instead, as a result of Zhao’s perturbation,
we get two Hamiltonian orbits, which we denote by x2j−1 and x2j . Denote by x0 the
constant Hamiltonian orbit at 0C. The orbit xl has degree −l for all 0 ≤ l ≤ 2s.
With this choice of Hamiltonian, the equivariant Floer cochain complex (with re-
spect to the trivial action IdC) is given by
EFC∗IdC(C;H
spi+1
quadratic) =
⊕
k≥0
2s⊕
j=0
Z〈(ck, xj)〉. (8.4)
Lemma 8.2 ( [Zha19, Section 8.1]). There exist choices of all remaining data such
that the differential of (8.4) is given by37
d(ck, x2j−1) = (ck, x2j−2)− j(ck+1, x2j), d(ck, x2j) = 0 (8.5)
and the continuation map κs : EFC
∗
IdC
(C;Hspi+1quadratic)→ EFC∗IdC(C;H
(s+1)pi+1
quadratic ) is the
inclusion map on the cochain complex.
Using this explicit cochain complex, we deduce that the inclusion38 map Z[u]〈x2s〉 ∼=⊕
k Z〈(ck, x2s)〉 →֒ EFC∗IdC(C;Hspi+1quadratic) induces an isomorphism on cohomology.
Moreover, with respect to this isomorphism, the continuation map κs is the map
x2s 7→ (s + 1)u x2(s+1). Explicitly, we have
EFH∗IdC(C;H
spi+1
quadratic) EFH
∗
IdC
(C;H(s+1)pi+1quadratic )
Z[u]〈x2s〉 Z[u]〈x2(s+1)〉
κs
∼=
x2s 7→(s+1)u x2(s+1)
∼=
(8.6)
so that the map κs is really multiplication by (s+ 1)u.
To compute the equivariant symplectic cohomology of C, it is enough to consider the
direct limits of the continuation maps κs because the slopes ofHspi+1quadratic are arbitrarily
large. The map κs is multiplication by (s+1)u, so it contributes to “allowing division”
by (s+ 1)u in the direct limit. Thus we get the isomorphism
ESH∗IdC(C)
∼= Q[u,u−1]. (8.7)
37Zhao derived the equation d(ck, x2j−1) = (ck, x2j−2) + j(ck+1, x2j), which has different signs
to (8.5). Her result changes to (8.5) once we apply the rule u 7→ −u to account for our different
conventions, as in Remark 4.3.
38The equation u ⌣ (ck, x2s) = (ck+1, x2s) holds in EFC
∗
IdC
(C;Hspi+1quadratic) for degree reasons, so
the inclusion is a Z[u]-module map for the geometric module structure.
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Proof of Theorem 8.1. Fix r ≥ 0. Consider the following diagram, which is a combi-
nation of (5.7) and (7.3). The top square commutes on the cochain complexes whereas
the bottom square commutes on cohomology.
EFC∗−2r
σ0
(C;Hrpi+1quadratic) EFC
∗−2r
σ0
(C;H(r+1)pi+1quadratic )
EFC∗+2
σ−(r+1)
(C; (σr+1)∗Hrpi+1quadratic) EFC
∗+2
σ−(r+1)
(C; (σr+1)∗H(r+1)pi+1quadratic )
EFC∗
σ−r
(C; (σr)∗Hrpi+1quadratic)
EQC∗σ−r (C) EQC
∗+2
σ−(r+1)
(C)
∼= EFSσ˜r+1
κr
∼= EFSσ˜r+1
(σr+1)∗κr
EPSS−
σ−(r+1)
EFSσ˜∼=
EQSσ˜
EPSS+
σ−r
(8.8)
Here, we use the subscript on EPSS± to record the underlying circle action so we
can distinguish the different maps. Moreover, we use the identity (σr)∗IdC = σ−r to
simplify notation.
An inspection of Zhao’s explicit perturbation finds that there is39 ε ∈ {±1} such
that EPSS+
σ−s
(0C) = ε (σ
s)∗x2s for all s ≥ 0 because the asymptotic behaviour of a
spiked disc is the same for all these maps (see [Rit13, Appendix B] for a characterisa-
tion of the coherent orientation).
Thus, in cohomology, the element 0C is mapped in (8.8) as below.
ε x2r ε (r + 1)u x2(r+1)
ε (σr+1)∗x2r ε (r + 1)u (σ
r+1)∗x2(r+1)
ε (σr)∗x2r
0C ε
2 (r + 1)u 0C
(8.9)
Thus we have 0C 7→ (r + 1)u 0C as desired. 
This result generalises to Cn and the action θ · (z1, . . . , zn) = (e2piiθz1, . . . , e2piiθzn).
This action σ also has exactly one fixed point, 0Cn . There exist analogous data to
describe the equivariant cohomology with 0Cn the unique minimal critical point. Since
Cn is exact and equivariantly contractible, the equivariant quantum product is trivial.
Theorem 8.3. Let r ≥ 0. The equivariant quantum Seidel map EQSσ˜ : EH∗σ−r(Cn)→
EH∗+2n
σ−(r+1)
(Cn) is the Z[u]-linear extension of the assignment 0Cn 7→ ((r + 1)u)n 0Cn .
39This ε will depend on the choice of coherent orientation that was made in Lemma 8.2.
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Proof. A similar approach to the calculation for C, using the spectral sequences from
[MR18, Corollary 7.2] to deduce the differential, yields the desired formula, however
only up to sign. Instead, we will derive the Cn case directly from Theorem 8.1.
By Remark 6.4, the only holomorphic section of the clutching bundle is the minimal
fixed section at 0Cn . It follows that EQSσ˜(0Cn) may be characterised by intersecting
equivariant flowlines with the fixed point 0Cn . Thus EQSσ˜(0Cn) = A0Cnσ−(r+1)(0Cn),
where we define the map A below. The theorem immediately follows from (8.11),
which allows us to express A0Cn
σ−(r+1)
(0Cn) as the n-th power of A
0C
σ−(r+1)
(0C), and the
computation in C from Theorem 8.1.
Let X be a manifold with a smooth circle action ϕ and fixed point p ∈ X. Equip
X with an equivariant Morse function. The map Apϕ : EH∗ϕ(X) → EH∗+dim(X)ϕ (X)
counts equivariant s-dependent negative gradient trajectories that intersect p at s = 0.
Notice that, since p is a fixed point, this intersection condition is independent of the
representative of the equivariant trajectory.
Given two such manifolds X and Y with circle actions ϕX and ϕY and fixed points
pX and pY respectively, consider the following diagram.
S∞ ×S1 (X × Y ) S∞ ×S1 X
S∞ ×S1 Y S∞/S1
piY
piX
(8.10)
Standard homotopies yield the equation
A
(pX ,pY )
(ϕX ,ϕY )
◦ (π∗X ⌣ π∗Y ) = (π∗XApXϕX ) ⌣ (π∗YApYϕY ). (8.11)

8.2. Projective space. The complex projective space Pn is a closed monotone Kähler
manifold with the Fubini-Study symplectic form ωFS and the Fubini-Study metric. Its
Novikov ring is Λ = Z[q, q−1], where q is a formal variable of degree 2(n + 1). The
standard Morse function on Pn is the function fPn([z0 : · · · : zn]) =
∑n
k=0 k |zk|2. The
critical points of fPn are the unit vectors40 ek, each with Morse index ind(ek; fPn) = 2k.
The Hamiltonian circle action σ given by θ · [z0 : z1 : · · · : zn] = [z0 : e2piiθz1 : · · · :
e2piiθzn] preserves the metric and the function fPn . As per Section 8.1, this means we
can form a canonical equivariant Morse function f eqPn from fPn .
We use the Morse functions fPn and f
eq
Pn
to describe a basis for the various coho-
mologies below. In (8.12), we give module isomorphisms41 to each of the cohomologies,
and describe the corresponding products (which are determined by the given informa-
tion). The global minimum e0 is the unit for all products. In the following, r is any
40Give W u(ek) the orientation that comes naturally from the complex structure.
41As for C, we have u ⌣ (cl, ek) = (cl+1, ek), so we use the shorthand u
lek for the equivariant
critical point (cl, ek).
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nonnegative integer.
H∗(Pn) ∼= Z〈ek〉nk=0, e1 ⌣ ek =
{
ek+1
0
0 < k < n,
k = n.
EH∗σ−r(P
n) ∼= Z[u]〈ek〉nk=0, e1 ⌣−r ek =
{
ek+1 − ruek
−ruen
0 < k < n,
k = n.
QH∗(Pn) ∼= Λ〈ek〉nk=0, e1 ∗ ek =
{
ek+1
qe0
0 < k < n,
k = n.
EQH∗σ−r(P
n) ∼= Λ ⊗̂ Z[u]〈ek〉nk=0, e1 ∗−r ek =
{
ek+1 − ruek
qe0 − ruen
0 < k < n,
k = n.
(8.12)
Let σ˜ be the unique lift of σ to L˜Pn which fixes the point (S1 7→ e0,D 7→ e0).
It has Maslov index 2n. For r ≥ 0, the equivariant quantum Seidel map EQSσ˜ :
EQH∗
σ−r
(Pn)→ EQH∗+2n
σ−(r+1)
(Pn) is given by
e0 7→
n∑
l=0
(r + 1)n−lun−l el
ek 7→
k−1∑
l=0
(r + 1)k−1−lquk−1−l el.
(8.13)
Proof. Our method of determining the equivariant coefficients in (8.12) and (8.13) is to
find certain coefficients directly and to deduce the remaining coefficients by repeated
application of the intertwining formula (7.5). We demonstrate our method for P2.
The non-equivariant products and non-equivariant quantum Seidel maps are known
for P2 (for example, by [MT06, (5.13)]), hence we can write the equivariant quantum
products, using unknown integer coefficients, as
e1 ∗
−r
e1 = e2 + αrue1 + βru
2e0 (8.14)
e1 ∗
−r
e2 = qe0 + γrue2 + δru
2e1 + εru
3e0 (8.15)
and the equivariant quantum Seidel map EQSσ˜ : EQH∗σ−r(P2)→ EQH∗+4σ−(r+1)(P2) as
e0 7→ e2 +Arue1 +Bru2e0
e1 7→ qe0 + Crue2 +Dru2e1 + Eru3e0
e2 7→ qe1 + Frque0 +Gru2e2 +Hru3e1 + Iru4e0.
(8.16)
By Remark 6.4, the only holomorphic section which contributes a q0 term in (8.16)
is the minimal fixed section at e0. By using only small perturbations of the invariant
Morse function fP2 , we immediately deduce βr, δr, εr = 0 and Cr,Dr, Er, Gr,Hr, Ir =
0 (hence fading these terms above) because otherwise the function would increase
along its negative gradient trajectories. Moreover, the coefficient Br is a local count
of equivariant trajectories that intersect the fixed point e0, and is therefore (r + 1)2
since this is the same count as in Theorem 8.3. Finally, since the Borel space S∞×S1P2
decomposes as CP∞ × P2 in the r = 0 case, we have α0, γ0 = 0.
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We apply the intertwining relation (7.4) with42 α = e1 and x = ek. By Remark 7.1
and an algebraic topology calculation, the α-weighted equivariant quantum Seidel
map counts the fixed section at e0 with weight 0 and any section corresponding to q1
with weight 1. With x = e0, we get
0 = EQSσ˜(e0 ∗
−r
e1)− EQSσ˜(e0) ∗
−(r+1)
e1 − uEQSσ˜,e1(e0)
= EQSσ˜(e1)− (e2 +Arue1 + (r + 1)2u2e0) ∗
−(r+1)
e1 − 0
= qe0 − (qe0 + γr+1ue2)−Aru(e2 + αr+1ue1)− (r + 1)2u2e1
= −(γr+1 +Ar)ue2 − (Arαr+1 + (r + 1)2)u2e1, (8.17)
with x = e1, we get
0 = EQSσ˜(e1 ∗
−r
e1)− EQSσ˜(e1) ∗
−(r+1)
e1 − uEQSσ˜,e1(e1)
= EQSσ˜(e2 + αrue1)− qe0 ∗
−(r+1)
e1 − u(qe0)
= (qe1 + Frque0) + αru(qe0)− qe1 − que0
= (Fr + αr − 1)que0, (8.18)
and with x = e2, we get
0 = EQSσ˜(e2 ∗
−r
e1)− EQSσ˜(e2) ∗
−(r+1)
e1 − uEQSσ˜,e1(e2)
= EQSσ˜(qe0 + γrue2)− (qe1 + Frque0) ∗
−(r+1)
e1 − u(qe1 + Frque0)
= q(e2 +Arue1 + (r + 1)
2
u
2e0) + γru(qe1 + Fruqe0)
− q(e2 + αr+1ue1)− Frque1 − que1 − Frqu2e0
= (Ar + γr − αr+1 − Fr − 1)que1 + ((r + 1)2 + γrFr − Fr)qu2e0. (8.19)
The coefficients of (8.17), (8.18) and (8.19) yield the following silmultaneous equations.
γr+1 = −Ar (8.20)
Arαr+1 = −(r + 1)2 (8.21)
Fr = −αr + 1 (8.22)
αr+1 −Ar = γr − 1− Fr (8.23)
(γr − 1)Fr = −(r + 1)2 (8.24)
By induction, set αr, γr = −r. Either (8.22) or (8.24) yields Fr = r + 1. The unique
solution to (8.21) and (8.23) is αr+1 = −(r+1) and Ar = r+1. Finally, (8.20) yields
γr+1 = −(r + 1). This proves the induction hypothesis αr+1, γr+1 = −(r + 1) and
hence completes the proof. 
Remark 8.4 (Inverse action). The inverse circle action σ−1 is another Hamiltonian
circle action for which we can compute the equivariant quantum Seidel map. We have
42There is a degree-2 equivariant cohomology class α in the clutching bundle which restricts to
e1 at both poles.
AN INTERTWINING RELATION FOR EQUIVARIANT SEIDEL MAPS 55
EQSσ˜EQSσ˜−1 = EQSσ˜σ˜−1 = Id, so we can deduce the map EQSσ˜−1 by inverting
(8.13). Thus the map EQSσ˜−1 : EQH∗σ−(r+1)(Pn)→ EQH∗−2nσ−r (Pn) is given by
e0 7→ q−1 e1,
ek 7→ −(r + 1)uq−1 ek + q−1 ek+1, 1 ≤ k < n
en 7→ −(r + 1)uq−1 en + e0.
(8.25)
The assignment e0 7→ q−1 e1 may be deduced directly via minimal fixed sections using
Remark 6.4. Here, e1 is the Poincaré dual of the subset {z0 = 0}, which is the minimal
locus of −Kσ. No sections other than these minimal fixed sections can contribute to
EQSσ˜−1(e0) for degree reasons.
8.3. Tautological line bundle on projective space. The total space OPn(−1) of
the tautological line bundle over projective space Pn is one of the negative line bundles
studied by Ritter [Rit14]. The elements of OPn(−1) are of the form ([z],v) = ([z0 :
. . . : zn], (v0, . . . , vn)) ∈ Pn × Cn+1, where z and v are linearly dependent. Denote by
Z the image of the zero section, giving Z = {v = 0} ∼= Pn.
There is a symplectic form ω on OPn(−1) such that (OPn(−1), ω) is a monotone
convex symplectic manifold whose fibres and whose submanifold Z are symplectic
submanifolds [Rit14, Section 7]. Its Novikov ring is Λ = Z[q, q−1], where q is a formal
variable of degree 2n.
Let σ be the linear Hamiltonian circle action given by θ · ([z],v) = ([z], e2piiθv). It
rotates the fibres and its fixed point set is Z. Set σ˜ to be the unique lift of σ which
fixes the points (S1 7→ ([z], 0),D 7→ ([z], 0)). The Maslov index of σ˜ is 2.
The invariant Morse function given by f(([z],v)) =
∑n
k=0 k |zk|2+ |vk|2 has critical
points at each of the unit vectors in Z. Denote the k-th such critical point43 by ek.
It has Morse index ind(ek; f) = 2k. Give OPn(−1) the metric which is the restriction
of the standard metric on Cn+1 × Cn+1, so that we recover the Fubini-Study metric
along the zero section. Thus the Morse cohomology of OPn(−1) is
H∗(OPn(−1)) ∼= Z〈ek〉nk=0, e1 ⌣ ek =
{
ek+1
0
k < n,
k = n.
(8.26)
Since OPn(−1) equivariantly retracts onto Z (with the trivial circle action), its equi-
variant cohomology EH∗σr(OPn(−1)) is ring isomorphic to Z[u]⊗Z H∗(OPn(−1)).
The quantum cohomology is
QH∗(OPn(−1)) ∼= Λ〈ek〉nk=0, e1 ∗ ek =
{
ek+1
−qe1
k < n,
k = n.
(8.27)
The quantum product is deduced via (6.8) from the the quantum Seidel map which
Ritter computed [Rit14, Lemma 60]:
QSσ˜(ek) =
{
−ek+1 k < n,
qe1 k = n.
(8.28)
The equivariant quantum cohomology is Λ⊗̂Z[u]〈ek〉nk=0. The equivariant quantum
product and equivariant quantum Seidel maps are given by the following theorems.
43Orient W u(ek) according to the natural complex structure.
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Theorem 8.5. For r ≥ 0, the equivariant quantum product on EQH∗
σ−r
(OPn(−1)) is
given by
e1 ∗
−r
ek =
{
ek+1 k < n,
−qe1 + ruqe0 k = n.
(8.29)
Theorem 8.6. For r ≥ 0, the equivariant quantum Seidel map
EQSσ˜ : EQH∗σ−r (OPn(−1))→ EQH∗+2σ−(r+1)(OPn(−1)) (8.30)
is given by
ek 7→
{
−ek+1 + (r + 1)uek k < n,
qe1 + (r + 1)uen − (r + 1)uqe0 k = n.
(8.31)
Proof of Theorem 8.5 and Theorem 8.6. We use exactly the same method as that we
used in Section 8.2. Write the equivariant quantum products and equivariant quan-
tum Seidel maps using variables for the unknown coefficients. By using only a small
perturbation of the Morse function, deduce that all coefficients are zero apart from
those which occur above. The coefficients of the uek terms and the uen term in (8.31)
are all (r + 1) because the fibre locally resembles C. Apply the intertwining formula
(7.5) to the elements en−1 and en to deduce the two remaining coefficients. 
8.3.1. Deducing equivariant symplectic cohomology. The symplectic cohomology is the
limit of the quantum Seidel map (8.28). We have QSσ˜(en + qe0) = 0, and QSσ˜ is an
isomorphism after quotienting by en + qe0. Thus we get Λ-algebra and Λ-module
isomorphisms
SH∗(OPn(−1)) ∼=
alg.
Z[q, q−1]〈ek〉nk=0
(en + qe0)
∼=
mod.
n−1⊕
k=0
Z[q, q−1]〈ek〉. (8.32)
In particular, in every even degree it has one copy of Z.
The equivariant quantum Seidel map EQSσ˜ from (8.30) is injective, and its deter-
minant is detEQSσ˜ = (r + 1)n+1un+1. To find the direct limit of the maps EQSσ˜,
we must use a different strategy.
We localise the ring Λ ⊗̂ Z[u] so the determinants are invertible. We denote this
localisation by Λ ⊗̂ Z[u]local. The degree-l elements in Λ ⊗̂ Z[u]local are given as per
the graded completed tensor product (6.14), except finitely-many negative powers of
u are permitted, and we tensor with Q. Denote by EQH∗
σ0
(OPn(−1))local the tensor
product EQH∗
σ0
(OPn(−1)) ⊗
(
Λ ⊗̂ Z[u]local
)
.
Consider the following commutative diagram.
EQH∗
σ0
(OPn(−1)) EQH∗+2σ−1 (OPn(−1)) EQH∗+2σ−2 (OPn(−1))
EQH∗
σ0
(OPn(−1))local
EQSσ˜
EQS−1
σ˜
EQSσ˜
EQS−1
σ˜
◦EQS−1
σ˜
(8.33)
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The direct limit of the maps EQSσ˜ is the image of the (injective) dashed maps above.
This gives
ESH∗σ0(OPn(−1)) ∼=
∞⋃
p=0
{
image
(
(EQS−1
σ˜
)p : EQH∗+2p
σ−p
→ EQH∗σ0, local
)}
. (8.34)
We immediately deduce that ESH∗
σ0
(OPn(−1)) is not a finitely-generated Λ ⊗̂ Z[u]-
module because this is a strictly increasing chain of submodules. Moreover, we can
follow the element en under the maps EQSσ˜ to get
en 7→ qe1 + o(u) 7→ ±qe2 + o(u) 7→ · · · 7→ ±qen + o(u)
7→ ±q2e1 + o(u) 7→ · · · ,
(8.35)
which implies that en is not divisible by u in the direct limit (for none of the images are
divisible by u). Therefore ESH∗
σ0
(OPn(−1)) is a proper submodule of the localisation.
8.3.2. Finding generators. Recall the adjugate (or adjoint) of a nonsingular matrix A
is the unique matrix A∗ such that A∗A = AA∗ = det(A)Id, so that if the inverse of A
exists, it is A−1 = 1det(A)A
∗. Therefore, to find the image of the inverses (EQS−1
σ˜
)p, we
find the image of the adjugates (which is a submodule of EQH∗
σ0
(OPn(−1)) without
localisation), and then divide these elements by the determinants.
We have det(EQSp
σ˜
) =
∏p−1
r=0((r + 1)
n+1
u
n+1). We characterise the image of the
adjugate below.
Using (8.31), we have EQSσ˜(en + qe0) = (r + 1)uen. Thus, with respect to the
ordered basis 〈en + qe0, e1, e2, . . . , en−1, en〉, the map EQSσ˜ is given by the following
matrix.
Ar =

0 0 0 · · · 0 −(r + 1)u
0 (r + 1)u 0 · · · 0 q
0 −1 (r + 1)u 0 0
...
. . . . . . . . .
...
0 0 0
. . . (r + 1)u 0
(r + 1)u 0 0 −1 2(r + 1)u

(8.36)
Note that if we permute the first and last column, the matrix (8.36) becomes lower
triangular. Set xpk = A
∗
0 · · ·A∗p−1ek for k = 1, . . . , n, and set xp0 = A∗0 · · ·A∗p−1(en+qe0).
Thus the image of (EQS∗σ˜)p above is the span of {xp0, . . . , xpn}. Using (8.36), we can
set up a recursive formula for the xpk, which starts like
xp+1n = (p+ 1)nunx
p
0
xp+1n−1 = (p+ 1)
n
u
nxpn−1 + (p + 1)
n−1
u
n−1xp0
. . .
(8.37)
Example 8.7 (n = 1). For OP1(−1), the system (8.37) becomes{
xp+11 = (p + 1)ux
p
0
xp+10 = (q + 2(p+ 1)u)x
p
0 − (p + 1)uxp1
(8.38)
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and has solution xp0 = q
p−1((q+p(p+1)u)e0−ue1)+o(u2). Since xp+11 = (p+1)uxp0, one
copy of (p+1)u cancels upon division by the determinant. This yields the presentation
ESH∗σ0(OP1(−1)) ∼= Λ ⊗̂ Z[u]
〈
xp0
12 · · · p2(p+ 1)u2p+1
〉∞
p=1
. (8.39)
Remark 8.8 (Possible nicer presentation). The author was unable to establish whether
there is an element X ∈ ESH∗
σ0
(OPn(−1)) which is divisible by every power of u, or
indeed by every determinant. If so, this would produce an isomorphism
ESH∗σ0(OP1(−1)) ∼= Λ ⊗̂ Z[u]⊕ Λ ⊗̂ Z[u]local (8.40)
in the n = 1 case, and similar isomorphisms for n > 1.
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