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A HEURISTIC METHOD OF PROJECT SCHEDULING 
UNDER MULTIPLE RESOURCE CONSTRAINTS 
By: David L. Strickland 
Abstract 
The traditional GPM and PERT network scheduling 
methods do not account for resource constraints on per- 
formance of the activities in the network. 
Limited success has been found in accounting for 
these resource constraints by exact mathematical formula- 
tions.  Success so far has come in the area of heuristic 
solution methods. This thesis presents such a heuristic 
method, which consists of developing a criterion, RESSUM, 
for each activity in the network. This criterion is used 
to rank the activities in importance. The Brooks' 
Algorithm, as reported by Bedworth in his book Industrial 
Systems, is then used to schedule the project. The more 
critical activities, as determined by the RESSUM ranking, 
receive the limited resources first. 
A computer program has been written so that the 
criterion can be developed quickly and easily. A search ^ 
procedure has been included in the program so that several 
different RESSUM rankings can be used for scheduling and 
then the shortest project duration found in the search 
retained. 
-1- 
It was found through use of the program on several 
test networks that all the parameters used to develop the 
search are important in finding the minimum project dura- 
tion in at least some cases. 
-2- 
CHAPTER ONE 
NETWORK METHODS FOR PROJECT SCHEDULING 
1.1 Introduction 
Scheduling problems arise in many situations in 
industrial and service organizations.  The most common 
scheduling methods are the familiar PERT (Program Evalu- 
ation and Review Technique) and CPM (Critical Path 
Method).  Both of these are examples of network tech- 
niques, requiring the construction of arrow networks 
defining the activities which make up the project and 
their precedence relationships. 
Some definitions are in order for the purposes of 
this paper.  The overall goal of network methods is to 
schedule the activities and resources necessary for a 
"project," which can be defined as "an extensive, one-of- 
a-kind undertaking leading to a final, well-defined goal 
or product - such as the building of a dam, the develop- 
ment of a space vehicle, or a major maintenance project." 
The project consists of several activities or jobs (the 
terms are used interchangeably) which are represented by 
the arrows in the network.  Activities begin or end at 
nodes.  The activities require some resources, such as 
nWiest, J. D.# "Some Properties of Schedules for 
Large Projects with Limited Resources," Operations 
Research (May-June, 1964), pp. 395-418. 
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labor (possibly of various types), machinery, or capital. 
At times "men" will be referred to, and it is to be under- 
stood that use of this term could represent any type of 
resource. 
1.2 CPM Review 
Standard CPM and PERT calculations are not the major 
emphasis of this paper; in fact, the essence is a problem 
area not addressed by the traditional procedures, namely, 
the lack of consideration given to possible resource 
effects.  Nevertheless, a brief review of these procedures 
is included to facilitate understanding of the remainder 
of the paper. 
The basic network procedure begins with the planning 
of the project in terms of the activities which comprise 
it and their technological dependencies (also known as 
precedence relationships).  These activities are arranged 
into the familiar arrow network. 
The next step or phase in the procedure is to esti- 
mate the time required for each activity. With each time 
estimate are associated the resources necessary to accom- 
plish the activity in this period of time. 
Next comes the basic scheduling, which consists pri- 
marily of Forward-Pass Rules and Backward-Pass Rules. 
These rules when followed give the earliest and latest 
start and finish times for the activities.  Prom these the 
_4_ 
critical path is determined, along with the slack for 
activities not on the critical path.  Critical path activ- 
ities, by definition, have no slack. 
After the network has been "solved," it is important 
to remember that the network model is only a tool for 
project control, and not itself the end product.  Perform- 
ance in the field must be compared to the schedule as 
developed; and the schedule will likely need to be revised 
as the actual work proceeds. 
1.3 Resource Considerations 
Notice that the above procedure has not confronted the 
question of whether there are any resource considerations 
to affect the schedule.  In fact, the CPM and PERT methods 
do not consider resource constraints at all (unless time 
is considered as a resource).  These methods assume that 
unlimited amounts of any needed resources are available. 
But^ we should certainly consider resource effects on 
our network solutions.  As Mbder and Phillips state, 
"Resource allocation is probably receiving more attention 
2 
today than any other aspect of PERT and CPM."  There are 
several good reasons for this.  From a purely monetary 
point of view, resources expended can and must be translated 
2 
Moder, Joseph J. and Cecil R. Phillips, Project 
Management With CPM and PERT, New York, N. Y.: Van Nostrand 
Reinhold Co., 1970. 
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into dollar costs of doing business. On a grander scale, 
"our undertakings depend on our available resource capac- 
ity, and the success of a venture depends on how we use 
our resources.  For that reason, it is vital that we do 
3 
not fritter away our resources."  It is also true that 
labor has become more specialized today and thus more 
resource types are possible.  Labor unions have often 
written clauses into contracts defining narrow job 
classifications in recognition of this fact. 
Given this need for research and having recognized 
it, what have researchers been reporting on in the liter- 
ature? Davis has separated resource considerations into 
three areas in his excellent survey articles: 
(1) Time/Cost Tradeoffs 
(2) Resource Leveling   ARC 
(3) Constrained Resources '* 
The work in these areas will be briefly summarized 
in the next three chapters. 
3 
Martino, R. L., Project: Management and Control; 
Vol. III. Allocating and Scheduling Resources, New York, 
N.Y.: American Management Association, 1965. 
4 Davis, Edward W., "Networks: Resource Allocation," 
Journal of Industrial Engineering (April, 1974), pp. 22-32. 
5 
"Project Scheduling Under Resource 
Constraints—Historical Review and Categorization of 
Procedures," AIIE Transactions (December, 1973), pp. 297-313. 
"Resource Allocation in Project 
Network Models—A Survey," Journal of Industrial Engineering 
(April, 1966), pp. 177-188. 
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CHAPTER TWO 
TIME/COST TRADEOFFS 
2.1 Introduction 
As discussed in the previous chapter, the traditional 
CPM network development includes defining the amount of 
resources applied to each activity and the resultant activ- 
ity duration. After a calculation of the project duration, 
the analyst may want to consider changing the duration of 
the project by allocating more or less resources to one or 
more activities.  This may be necessary because the orig- 
inal schedule does not meet the project due date.  Or 
maybe the analyst is interested in minimizing the total 
project cost. 
Although time/cost tradeoffs could theoretically in- 
volve lengthening the project, in general this is not the 
case. The CPM network is usually based on so-called 
"normal" activity durations. The time/cost tradeoff pro- 
cedures are then used to "crash" the network, i.e. reduce 
the project duration. "Crashing" involves applying more 
resources to certain activities to reduce their duration. 
The notions of direct and indirect cost are needed 
here and are defined in almost any accounting or engin- 
eering economy text.  In particular, when applied to 
project scheduling, the terms could include: 
•7- 
Direct Costs - Materials, equipment, and 
direct labor required to 
perform the activity in 
question.  If the activity 
is being performed in its 
entirety by a subcontractor, 
then the activity direct 
cost is equal to the price 
of the subcontract. 
Indirect Costs - Supervision and other cus- 
tomary overhead costs, the 
interest charges on the 
cumulative project invest- 
ment, penalty costs for 
completing the project 
after a specified date, and 
bonuses for early project 
completion.' 
The strategy of time/cost tradeoffs, then, is to apply 
more resources to one or more activities, increasing their 
direct cost; but reducing the indirect cost of the project 
as a whole by saving time.  Saving time could be very 
valuable in large maintenance projects; for example, 
where there is a desire to make the equipment operative as 
soon as possible.  The cost situation can be.depicted as 
in Figure 1. 
Not just any activity should be considered for extra 
resources, however.  The extra resources should be applied 
to critical path activities.  To see why this is so, imagine 
adding resources to non-critical activities.  Even if all 
such activities were reduced, the project completion date 
would not change and the money expended on extra resources 
7 
Moder, loc. cit. 
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Costs, $ 
Project Duration 
Figure 1.  Typical Costs of a 
Project 
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would be wasted.  Thus the extra resources should be 
applied to critical activities, since they directly reduce 
the project duration.  It is important to remember, though, 
that after one or more critical activities are shortened 
the network may then have two or more critical paths. 
After this, further reductions in the project duration 
will be more costly, since all critical paths must be 
reduced. 
Many different schedules could be developed which 
would result in the same project duration.  All of these 
schedules could have different costs.  In small networks, 
complete enumeration of the schedules is possible and the 
minimum direct cost for each duration can be identified. 
But in larger networks, a systematic procedure is needed. 
2.2  Procedures 
The original CPM paper by Kelley and Walker presented 
a tradeoff procedure based on a linear programming formu- 
lation, the dual of which is solved through a network flow 
algorithm programmed for computers.  This program "will 
automatically produce the minimum cost curve of project 
duration and detailed activity start-finish times associ- 
o 
ated with every point on the curve."  The procedure is 
p 
Davis, Edward W., "Networks: Resource Allocation," 
Journal of Industrial Engineering (April, 1974), pp. 22-32. 
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based on an assumption of linear direct cost.  The two 
points supplied to define the line are the "normal" 
point and its associated cost, and the "crash" point 
(generally considered to be the shortest possible dura- 
tion of the activity) and its associated cost of 
resources.  The linear cost line is assumed to be an 
adequate representation of the true cost function, which 
is thought to be convex, as illustrated in Figure 2. 
9 
Other procedures have been reported by Davis which 
use different cost functions.  One such procedure uses a 
piece-wise linear approximation, instead of the simple 
one line approximation.  Another procedure uses duration 
vs. cost points (no continuous function). 
2.3 Conclusion 
Two points should be made about the time/cost 
tradeoff problem.  First, resources are generally consid- 
ered to be unlimited, albeit at increasing cost as more 
are used.  If this is not the case, the time/cost trade- 
offs should be followed by a constrained resource sched- 
uling method. 
Another point is that time/cost tradeoff procedures 
Q 
Davis, Edward W., "Resource Allocation in Project 
Network Models—A Survey," Journal of Industrial Engineering 
(April, 1966), pp. 177-188. 
10Ibid. 
-11- 
Direct Cost, $ 
"Crash" point 
Normal" point 
Actxvity Duratxon 
Figure 2.  Direct Cost of an 
Activity 
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have not been widely implemented in practice.  This is at 
least partly because of the difficulty of obtaining 
detailed time/cost data for all of the activities.  Also, 
this data, even when collected, typically has a good deal 
of uncertainty in it  and thus the results of the analysis 
are somewhat unreliable. 
T)avis, Edward W., "Networks: Resource Allocation," 
Journal of Industrial Engineering (April, 1974), pp. 22-32 
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CHAPTER THREE 
RESOURCE LEVELING 
3.1 Introduction 
After the "normal" critical path calculations, 
activities are usually scheduled at their earliest start 
time.  Once all activities are thus scheduled, a plot of 
resource usage vs. time can be made for each resource. 
A sample of such a plot is shown in Figure 3. 
Often this resource profile shows sudden changes in 
the amount of resource in use from time to time.  The 
analyst is then interested in adjusting the schedule so 
that the resource usage is as constant as possible, 
which generally results in lower cost.  For example, in 
the case that the resource in question is men, it is 
desirable to avoid changes in the work force level to 
minimize hiring and layoff costs. 
Another way of looking at the resource leveling 
problem is to consider trying to minimize the crew size 
needed to perform all the jobs in a project and finish 
before the due date.  Thus the project duration is set, 
and leveling the resource(s) as much as possible will 
reduce the maximum amount of the resource(s) needed. 
3.2 Procedures 
The basic strategy involved in resource leveling is 
to shift the non-critical activities within their slack 
-14- 
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to make the resource usage smoother.  In the case where 
only one resource is used in the network, this "juggling" 
can usually be done manually, even for relatively large 
networks.  But when more than one resource is involved, 
the process becomes much more complicated, because 
shifting an activity to make one particular resource's 
profile smoother may adversely affect other resources' 
profiles.  In this situation systematic procedures suitable 
to computer use are needed.  Descriptions of some such 
procedures follow. 
Burgess and KiHebrew have developed a step by step 
12 procedure which is summarized in Moder and Phillips. 
The basis of it is comparing alternative schedules.  The 
measure of effectiveness used to choose among these is 
the sum of squares of the resource requirements.  This 
MOE has the property of becoming smaller as the resource 
usage profile becomes more nearly constant. 
The activities are listed in order first by end node, 
with secondary sorting based on the start node.  The 
scheduling adjustments start with the activity having the 
highest end node and highest associated start node.  This 
activity is scheduled to give the lowest sum of squares and 
so on through the other activities in the network.  Once 
this procedure is finished, the entire thing can be 
12 Moder, loc. cxt. 
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repeated, if desired, using a different initial ordering 
of the activities. 
The procedure does not necessarily produce optimum 
results',  therefore, a large number of alternate schedules 
13 
must be computed. 
14 The Levy, Thompson, and Weist  procedure is designed 
to handle more than one project at a time.  It is based 
on "trigger levels," which successively reduce the maxi- 
mum resource demand in each project. 
All activities in all projects are initially scheduled 
at their early start times.  The highest resource demand 
in any project is reduced by one, and this becomes the 
trigger level for all the projects.  Jobs are then re- 
scheduled within their slack to try to reduce all pro- 
jects' resource demands below the trigger level.  When the 
trigger level can no longer be reached, all activities 
which cause the trigger level to be exceeded are listed. 
Those which cannot be shifted are eliminated from further 
consideration.  Of those remaining, one is selected at 
random.  At this point all activities are still at their 
early start time.  The activity selected is moved to a 
13 Davis, Edward W., "Resource Allocation in Project 
Network Models—A Survey," Journal of Industrial Engineering 
(April, 1966), pp. 177-188. 
14 Levy, F. K., G. S. Thompson, and J. D. Wexst, 
"Multi-ship Multi-shop Workload Smoothing Program," Naval 
Research Logistics Quarterly (March, 1963). 
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later time a random number of days between the amount 
needed to reduce the resource peak and the maximum amount 
the activity could be moved. 
' When it is no longer possible to reduce one or more 
projects below the trigger level, the previous trigger 
level is recalled.  Then an attempt is made to reduce the 
trigger level in each project individually. 
The entire process should be repeated as many times 
as possible because of the random elements involved, and 
the best schedule selected. 
Moder and Phillips feel that this procedure has an 
advantage over the Burgess and KiHebrew procedure 
because it tries to keep activities at their early start 
times, whereas the Burgess,/and Killebrew procedure tends 
15 to schedule the activities as late as possible. 
16 Davis  points out that many assembly line balancing 
techniques have been shown to also apply to the resource 
leveling problem.  These methods involve some simplifying 
assumptions and require cumbersome calculations. Davis 
concludes that these methods are "interesting more from 
the conceptual standpoint than from any aspect of prac- 
tical utility." 
15 Moder, loc, cit. j 
16 Davis, Edward,W., "Resource Allocation in Project 
Network Models—A Survey," Journal of Industrial Engineer in? 
(April, 1966), pp. 177-188. 
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3.3 Conclusion 
After any or all of the above procedures are used, 
it may be that the resource demands are simply too high 
when the project due date is met.  In this case either 
more resources must be made available, or else it must be 
conceded that the project duration has to increase.  If 
such a concession is made, then the problem is one of 
constrained resources, and procedures such as discussed 
in subsequent chapters must be used. 
-19- 
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CHAPTER FOUR 
CONSTRAINED RESOURCE SCHEDULING 
4.1 Introduction 
The resource leveling problem discussed in Chapter 
Three involved minimizing the peak number of resources 
used in the project, given a fixed project duration time. 
Though the resources were to be minimized, they were 
still assumed to be unlimited.  However, most real-world 
situations do not have unlimited resources available. 
This leads to the constrained resource problem, which can 
be stated as minimizing the project time, given fixed 
levels of resource(s). 
Two solution methods have been developed for the 
constrained resource problem - optimal procedures and 
heuristic procedures.  A heuristic procedure is one which 
rigorously applies one or more rules of thumb to generate 
a feasible schedule.  A heuristic does not guarantee an 
optimum solution, nor does it have any means of recognizing 
17 
one should one be found.   However, a heuristic is 
designed to find a "good" schedule. 
Optimal procedures have not had much success thus far. 
The most important reason for this is the combinatorial 
17 Wiest, J. D.# "A Heuristic Model for Scheduling 
Large Projects with Limited Resources," Management Science 
(February, 1967), pp. b-359-377. 
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nature of the problem.  In a large network, many activi- 
ties can be shifted, and they can be shifted a small to 
large amount.  In addition, in some projects it would be 
permissable to "split" activities - start an activity, 
then delay it for a while, and then finish it. 
Another reason is the complex interdependence of 
activities which share the same resources.  These complex 
18 functions are hard to define. 
A third reason operating against optimal solutions 
is the feeling that the data from the network are not 
accurate.  For example, time estimates are hard to adjust 
when the amount of resources is changed.  Although this 
reason does not prevent optimal solution procedures from 
being developed, it does question the value of doing so 
19 in lxght of the inaccurate data. 
4.2 Optimal Solution Procedures 
Optimization procedures fall in two categories: 
(A) Linear Programming 
(B) Implicit enumeration (e.g. "branch and 
bound") and other mathematical tech- 
niques, such as disjunctive graphs. 
Linear Programming 
Many linear programming formulations have appeared. 
18 Davis, Edward W., "Networks: Resource Allocation," 
Journal of Industrial Engineering (April, 1974), pp. 22-32 
*     19  . 
*Ibid 
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They suffer from extensive computational difficulties. 
For example, Davis points out that a procedure developed 
by Wiest would require more than 5000 equations and 1600 
20 
variables for a 55 activity network. 
21 Pritsker, Watters, and Wolfe  present a zero-one 
linear programming formulation of the scheduling problem. 
This seems to be the most efficient LP procedure developed 
thus far.  Still the authors do not claim that this pro- 
cedure will be able to handle the size or types of problems 
now routinely handled by heuristics.  They state, "This 
research coupled with the immense research on zero-one 
programming codes should yield practical procedures for 
obtaining optimal solutions to certain types of schedu- 
ling problems" (emphasis added). 
Implicit enumeration 
22 Davis and Heidorn  have presented what seems to be 
the most useful enumeration procedure.  The procedure is 
usable in the multiple resource case; and even allows for 
job splitting and varying of resource requirements over 
20ibid. 
21 Pritsker, A. Alan B. et. al., "Multiproject 
Scheduling with Limited Resources: A Zero-One Programming 
Approach," Management Science (September, 1969), pp. 93^108. 
22 Davis, Edward W. and George E. Heidorn, "An 
Algorithm for Optimal Project Scheduling under Multiple 
Resource Constraints," Management Science (August, 1971), 
pp. B803-816. 
-22- 
the course of a job, without increasing the computational 
effort.  The procedure generates feasible subsets of tasks; 
feasible meaning that if a particular task is included 
then all its predecessors are also included.  Elimination 
techniques are then used to reduce the number of feasible 
subsets.  The authors also propose using certain heuristics 
to eliminate certain apparently non-optimal subsets.  Of 
course then optimality will not be guaranteed but the com- 
putational effort could be reduced significantly.  The 
procedure has been programmed for the computer.  The pro- 
gram has a limitation relative to the number of feasible 
subsets which can be stored at any given time.  If this 
number is exceeded then optimality can no longer be guaran- 
teed.  The program has been tested on 65 artificially con- 
/ structed projects having 30 activities and involving 3 
different resource types per job and project.  Optimal 
solutions were found for 48 of the 65 and approximate solu- 
tions for the other 17. 
Disjuntive Graphs 
23 24 Balas  and Gorenstein  have published articles 
23 Balas, Egon, "Project Scheduling with Resource 
Constraints," Applications of Mathematical Programming 
Techniques, E. M. L. Beale (ed.), London, England: The 
English Universities Press Ltd., 1970. 
Gorenstein, Samuel, "An Algorithm for Project (Job) 
Sequencing with Resource Constraints," Operations Research, 
(July-August, 1972), pp. 835-850. 
-23- 
relating to formation of the problem as a disjunctive 
graph.  Balas presents the means of formulating the pro- 
blem.  Gorenstein provides a solution based on this formu- 
lation. A disjunctive graph is composed of disjunctive 
arcs, which are pairs of arcs between two nodes.  Only one 
of the arcs is allowed in a solution.  Solutions must be 
checked for feasibility. Details of the solution procedure 
will not be discussed here.  Gorenstein presents results 
of the procedure applied to a few networks.  The results 
are interesting in that in some cases the heuristic start 
program produced optimal results, and in other cases the 
optimal solution was obtained relatively quickly, but 
took a long time to prove. 
4.3 Heuristic Solution Procedures 
Heuristic procedures are by far the most used in 
practical applications.  They can handle much larger prob- 
lems than optimal seeking methods.  Dozens of heuristic 
methods have been developed? some of them will be briefly 
25 described below. Davis  lists some of the large commer- 
cially available computer programs and their operating 
characteristics. 
When the decision is made to use a heuristic, the 
analyst may wonder which to use.  The answer is generally 
25 Davis, Edward W., "Networks: Resource Allocation,N 
Journal of Industrial Engineering (April, 1974), pp. 22-32. 
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"several." No heuristic has been established best in all 
cases.  Authors can usually present a network where their 
procedure gives optimum or near optimum results, but other 
networks will not give such satisfactory results.. So far 
there does not seem to have been any completely satisfac- 
tory method devised to "characterize" a network; i.e. 
identify it as a certain type and recommend a particular 
heuristic to schedule it.  Thus an analyst faced with a 
real-world project should plan to try several heuristics 
if possible.  Hopefully this will not be too costly, 
given the decreasing cost of computer time. 
Davis and Patterson  have summarized other compar- 
isons and done a comparison of several heuristics among 
themselves and to optimal solutions.  The authors have 
tried to make £he comparisons meaningful by choosing 
networks "under a procedure which produced problems with 
such characteristics as network structure and resource 
requirements similar to those encountered by the authors 
in practice." This was effected by keeping several ratios 
in certain ranges; such as keeping the ratio of required 
work units to available work units, measured over the 
original critical path duration, between .58 and 1.5. 
96 
Davis, Edward W. and James H. Patterson, "A 
Comparison of Heuristic and Optimum Solutions in Resource 
Constrained Project Scheduling," Management Science 
(August, 1971), pp. 944-955. 
-25- 
Eight different heuristics were tested.  Of these, mini- 
mum gob slack seemed to be generally most effective.  An 
interesting sidelight was that one of the heuristics 
tested was random job selection; and this rule produced 
closer to optimum project durations on the average than 
four of the other rules.  The authors qualify their results 
by noting that small networks had to be used so that the 
optimum solution could be found. 
Two articles have appeared, which, while not actually 
proposing heuristic methods, may be useful in applying 
27 heuristics.  Zaloom  has presented four lemmas which must 
be satisfied to find the minimum duration of a multiple 
resource constrained project.  The lemmas do not provide 
an estimate of the duration equal to that which will 
actually be found by the heuristics applied, but they 
provide a lower bound closer than the critical path dura- 
tion.  In 50 sample networks, the lower bound took up 40% 
of the difference between the critical path length and 
the minimum duration schedule length. 
28 Wiest  has introduced the concept of a "critical 
sequence" in a resource constrained network.  This is 
27 Zaloom, Victor, "On the Resource Constrained Project 
Scheduling Problem," AIIE Transactions (December, 1971). 
28 Wiest, J. D., "Some Properties of Schedules for 
Large Projects with Limited Resources," Operations 
Research (May-June, 1964), pp. 395-418. 
-26- 
analogous to the critical path in networks with unlimited 
resources.  The critical sequence is found by redefining 
slack to allow for the presence of resource constraints. 
29 Wiest has also developed the SPAR-1 model.   Its 
basis is considering jobs listed in order of their early 
start times.  Critical jobs have the highest probability 
of being scheduled first.  This basic program is modified 
by several considerations, themselves heuristic in nature. 
Critical jobs are scheduled at maximum resources if 
possible.  If at least the normal amount of resources are 
not available, an attempt is made to borrow resources from 
active jobs or to reschedule jobs in progress to free some 
resources.  Repeated attempts are made to apply more 
resources to critical activities in progress if they are 
not already at maximum resource levels.  If on any day 
no more activities can be scheduled, but some resources 
remain, these resources are applied to the activities 
having the least slack. 
One of the most often mentioned scheduling techniques 
is RAMPS (Resource Allocation and Multi-Project Sched- 
uling) .  In many respects it is similar to the SPAR-1 
model and several other heuristics. Moder and Phillips 
note some differences between RAMPS and SPAR-1: 
29 Wiest, J. D., "A Heuristic Model for Scheduling 
Large Projects with Limited Resources," Management Science 
(February, 1967), pp. b-359-377. 
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On each day that is scheduled, RAMPS 
schedules resource by resource, starting 
with the one in most critical demand. 
Each resource has a "criticality index," 
which is based on the total man-days 
required over all jobs and all days, and3Q 
the man-days of that resource available. 
Overall, RAMPS spends more time scheduling on each 
given day than does SPAR-1, but RAMPS does not attempt to 
optimize over the entire project duration as much.  Once 
a job is scheduled by RAMPS it remains scheduled; there 
are no reschedule routines as in SPAR-1. 
31 Woodgate  has presented an interesting idea - 
instead of using several heuristics, several decision 
tables could be stored in one program, and then the sched- 
uling would be done according to the logic stored in the 
most suitable table as determined by the particular pro- 
ject involved.  For example, in a project situation where 
meeting the project due date is very important, a decision 
table would be selected which favors scheduling of extra 
resources. 
30 Moder,   loc.   cit. 
Woodgate,  H.   S.,   "Planning Networks and Resource 
Allocation," Datamation   (January,   1968),  pp.   395-418. 
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CHAPTER FIVE 
BROOKS' ALGORITHM 
One of the available heuristic methods is the Brooks' 
32 Algorithm, BAG, as presented by Bedworth.    It is a 
simple process involving only a single pass through the 
network.  The basic algorithm is used only for the single 
resource, single network case. However, Bedworth has 
extended the use of the procedure to the multiple resource 
case. 
Although BAG is simple it still can produce results 
comparable to other resource allocation methods.  Bedworth 
presents a network of a housing project and says that the 
project duration found by BAG was the same as that from a 
33 
commercial resource allocation program. Davis  states 
that BAG is the best one pass method available. 
The steps required to assign a resource or resources 
with BAG are as follows: 
1. Develop the project network as with the critical 
path procedure, identifying activities and their required 
times. 
32 Bedworth, David D., Industrial Systems; Planning, 
Analysis and Control, New York, N. Y.:  The Ronald Press 
Co., 1973. 
33 Davis, Edward W., "Resource Allocation in Project 
Network Models—A Survey," Journal of Industrial Engineering 
(Aprii, 1966), pp. 177-188. 
'~\ 
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2. Determine for each activity the maximum time it 
controls through the network on any one path.  This would 
be like calculating the critical path time through the 
network assuming that the starting node for each activity 
being analyzed is the network starting node.  This 
activity control time is designated ACTIM.  In practice 
ACTIM is easily found by working a backwards path through 
•s. 
the network determining the latest time any node can occur. 
The ACTIM value for any activity is found by adding the 
value thus found for the activity end node to the partic- 
ular activity time. 
3. Rank the activities in decreasing ACTIM sequence. 
Ties can be broken in any manner which the analyst pre- 
34 fers.  Bedworth  suggests giving preference to the 
activity with longer time duration on the assumption that 
shorter duration activities will be easier to assign later 
on. 
4. Proceed with the actual scheduling of activities. 
The process is best understood when self-taught by working 
through an example.  An example network is presented in 
Figure 4, and its solution in Table 1.  The solution table 
will be explained column by column. 
TNOW - This column value is the time at which activi- 
ties are being considered for scheduling.  One advantage 
34 Bedworth, loc. cit. 
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ACTIVITY TIME 
RESOURCES USED 
12  3  4  5 
ACTIM 
VALUE 
A 1 2 3 0 4 1 8 
B 2 3 5 0 0 4 9 
C 2 0 4 1 2 3 4 
D 2 1 2 1 0 0 7 
E 3 2 0 2 0 2 7 
P 1 3 0 3 3 1 2 
G 1 2 5 2 0 4 5 
H 2 1 3 1 0 5 5 
I 1 3 2 1 0 6 4 
J 3 2 0 0 1 4 3 
K 2 1 0 0 3 5 3 
L 1 2 0 0 0 0 1 
*Note:  Ties broken by longest activity first 
Figure 4. Example Network #1 
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RESOURCES RESOURCE 
* 
ACTIV'S FINISH TYPES 
TNOfc 1  ACTIVITY ACTION 1 2 3 4 5 ALLOWED TIME LACKING 
0 _ — 4 7 6 6 9 B,A _ — 
B A 1 2 6 6 5 A 2 - 
A D 1 2 6 6 5 A - 1,2 
2 B F 4 7 6 6 9 A,E _ _ 
A A 2 4 6 2 8 E 3 - 
E A 0 4 4 2 6 - 5 - 
3 A F 2 7 4 6 7 D,C _ _ 
D A 1 5 3 6 7 C 5 - 
C A 1 1 2 4 4 - 5 - 
5 E F 3 1 4 4 6 _ _ _ 
D F 4 3 5 4 6 H,G - - 
C F 4 7 6 6 9 H,G,F - - 
H A 3 4 5 6 4 G,F 7 - 
G D 3 4 5 6 4 G,F - 2 
F A 0 4 2 3 3 G 6 - 
6 F F 3 4 5 6 4 G _ _ 
G D 3 4 5 6 4 G — 2 
7 H F 4 7 6 6 9 G _ _ 
G A 2 2 4 6 5 — 8 — 
8 G F 4 7 6 6 9 I,J _ _ 
I A 1 5 5 6 3 J 9 - 
J D 1 5 5 6 3 J — 1,5 
9 I F 4 7 6 6 9 J,K _ _ 
J A 2 7 6 5 5 K 12 - 
K A 1 7 6 2 0 - 11 - 
11 K F 2 7 6 5 5 L _ _ 
L A 0 7 6 5 5 - 12 — 
12 J F 2 7 6 6 9 _ _ _ 
L F 4 7 6 6 9 "■ *— ■~ 
*A=ASSIGN 
D=DELAY Table ; L. Example ] Network #1 
F=FINISH Solution 
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of BAG is that it considers only those TNOW values when 
an assignment could possibly be made, and not other inter- 
mediate values. 
ACTIVITY - This column lists which activity is 
currently under consideration. 
ACTION - An activity can be considered for three 
reasons:  it is finishing (F), it can be assigned to start, 
because enough resources are available at this time (A), 
or it must be considered at a later time for assignment 
because one or more resources are not available in suffi- 
cient quantities at this time (D for delay). 
RESOURCES - A running tally of each resource type is 
maintained to allow determination of whether activities 
can be scheduled when desired. 
ACTIVITIES ALLOWED - These are the activities which 
are eligible to be scheduled because all their precedence 
requirements have been satisfied.  Initially this is only 
those activities which start at the first node. More 
generally it is all activities whose beginning nodes have 
been released and have not yet been scheduled.  This 
includes activities which had to be delayed. 
FINISH TIME - When an activity is scheduled^ its.^ 
finish time is stored for future use in advancing the TNOW 
"clock." 
I     RESOURCE TYPES LACKING - This column indicates which 
/ 
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\ 
resources forced an activity's scheduling to be delayed 
whenever this occurred.  Scanning this column allows the 
analyst to see which resources are most hurting the schedule 
(and also which have least effect). 
The final TNOW of 12 means that the resource con- 
straints have forced the project duration to be extended 
by three days since the critical path duration would be 
nine days.  It is important to note that all delays in 
activity scheduling do not necessarily result in an increase 
in the project time.  In fact ACTIM is used to give pre- 
ference to critical or near critical activities at any 
point in time for receiving the limited resources.  Thus 
activities which must be delayed are more likely to be 
non-critical and less likely to cause an elongation of 
the project. 
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^ CHAPTER SIX 
THE RESSUM CRITERION 
6.1 Introduction 
The Brooks' Algorithm is independent of the method 
used to rank the activities.  All that is needed is a 
ranking and the solution procedure can begin. The ACTIM 
criterion already discussed was proposed by Brooks. 
35 Bedworth  also suggests ACTRES and TIMRES, which will 
be described in subsequent paragraphs.  A new proposed 
criterion will also be described, RESSUM. 
ACTRES is calculated in exactly the same manner as 
ACTIM, except that for each activity the time and 
resource values are multiplied together instead of 
using the time value alone.  This is done hopefully to 
consider effects of the constrained resource as well 
(in the single resource case). 
Networks can be found in which either ACTIM or 
ACTRES will produce a shorter project duration. TIMRES 
has been suggested as a means of obtaining the benefits 
of both ACTIM and ACTRES for a network. TIMRES is found 
by adding the ACTIM and ACTRES values. To give the two 
equal weight, they are both scaled from 0 to 100.  Other- 
wise ACTRES would tend to outweigh ACTIM in the sum. 
35Ibid. 
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because its unsealed numerical values are larger. 
Although Bedworth suggests that TIMRES should automat- 
ically pick up the better of ACTIM and ACTRES, networks 
can be found where any of the three is best. 
36 Brown  has suggested that it would be better to 
consider other weighted combinations of ACTIM and ACTRES 
i 
in addition to their equally weighted combination in 
TIMRES, a criterion he terms GENRES. This is done by 
successive trials incrementing Alpha in the formula: 
GENRES = (Alpha)(ACTRES) + (1-Alpha)(ACTIM) 
By definition, then, the GENRES model will find a sched- 
ule as good as any of ACTIM, ACTRES, or TIMRES since it 
will be equal to each sometime during the trials. 
While Brown's work was only with single resource 
37 
networks, Yale  has developed a similar criterion, 
SIMTR, for multiresource networks.  The criterion is 
determined by the same formula using an Alpha varying 
froift 0 to 1; the only complication being the calculation 
of the ACTRES value.  ACTRES of each activity is defined 
as "the critical path that an activity controls through 
the network according to: 
36 Brown, James R., "Project Scheduling Under Resource 
Constraints: An Extension of Brooks' Algorithm," 
unpublished Master's Thesis, Lehigh University, Bethlehem, 
Pa., 1976. 
37 Yale, Wilson, "An Analysis of Brooks' Algorithm 
Utilizing Different Selection Criteria," unpublished 
project, Lehigh University, Bethlehem, Pa., 1976. 
-36- 
(Duration of Activity)(£(Resources X Utility Values))" 
Each resource must be assigned a utility value to 
avoid the trap of adding "apples and oranges," since the 
resources could be very different, e.g. men and machines. 
Another possible way to add resources, other than utility 
values, is to add their dollar values. 
6.2  The RESSUM Criterion 
The RESSUM heuristic method was developed to conform 
with two objectives: 
1. Optimal methods of solution being impractical 
for most networks, a heuristic method was desired.  This 
heuristic has a search feature whereby several passes are 
made through the network with possibly different priority 
rankings given to the activities in each pass. 
2. In a network with several constraining resource 
types, it seems reasonable that some of the resources will 
have a more severe restraining effect on the project than 
others. 
The reader should be able to see how these objectives 
are met in the discussion of the RESSUM criterion which 
follows and in the flowchart of the computer program in 
the Appendix. 
The following steps are used to develop the RESSUM 
criterion.  The process will be applied to Example Network 
#2. 
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1. As with any other network method, develop the 
project network representation, along with time and 
resource requirements for each activity, as shown in 
Figure 5. 
2. Find the ACTIM value for each activity in the 
manner described previously.  Figure 6 shows the example 
network with the time estimates written in by each activ- 
ity and the latest possible time for each node.  The ACTIM 
value for each activity is then found by adding the 
activity time and the value associated with its end node. 
The ACTIM values must then be scaled from 0 to 100. 
3. Develop several ACTRES values.  For each activity, 
an ACTRES value must be found for each resource type. 
This would be the same as the ACTRES value assuming the 
resource was the only one in the network.  Thus each 
activity will have a number of ACTRES values equal to the 
number of resources used in the network.  The ACTRES - - 
values are developed in the same manner as the ACTIM value, 
except that the time-resource product is used instead of 
just the time estimate.  The values are then scaled from 
0 to 100.  Figures 7, 8, and 9 show the development of 
the ACTRES values for each activity for Resources Number 
1, 2, and 3 respectively. 
4. Choose an index of criticality to indicate which 
resource is the most important constraining influence on 
the network.  Three different indexes are used in the 
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RESOURCES 
USED 
ACTIVITY 
1 
1 
2 
3 
3 
4 
5 
6 
2 
3 
4 
5 
,6 
7 
7 
7 
TIME 
2 
3 
2 
2 
1 
1 
4 
2 
1 
4 
5 
6 
5 
4 
4 
3 
2 
0 
0 
1 
2 
1 
3 
2 
3 
2 
3 
0 
3 
1 
2 
4 
Maximum Available 
At One Time 
32 11 18 
6 3 4 
Figure 5.  Example Network #2 
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Time Estimate 
j&S Latest 
1     ' x*Possible 
r   Node Time 
0 
ACTIVITY ACTIM VALUE 
SCALED 
ACTIM VALUE 
1   2 5 56 
1   3 9 100 
2   4 3 33 
3   5 6 67 
3   6 3 33 
4  7 1 11 
5   7 4 44 
6   7 2 22 
Figure 6.  ACTIM Values 
Example Network #2 
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ACTIVITY    1TIME)jRESOyRCE^ 
1 
1 
2 
3 
3 
4 
5 
6 
2 
3 
4 
5 
6 
7 
7 
7 
2 
12 
10 
12 
5 
4 
16 
_6 
67 
ACTRES 
VALUE_ 
SCALED 
ACTRES 
VALUE_ 
16 40 
40 100 
14 35 
28 70 
11 28 
4 10 
16 40 
6 15 
Figure 7.  ACTRES Values for Resource 1. 
Example Network #2 
<2> 
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A9?iYi?I    iTIMEll§E§OURCE) 
1 
1 
2 
3 
3 
4 
5 
6 
2 
3 
4 
5 
6 
7 
7 
7 
4 
0 
0 
2 
2 
1 
12 
.A 
25 
ACTRES 
VALUE_ 
SCALED 
ACTRES 
VALUE_ 
5 36 
14 100 
1 7 
14 100 
6 43 
1 7 
12 86 
4 29 
Figure 8.  ACTRES Values for Resource 2, 
Example Network #2 
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d9f?Y5??    (?IME)iRESOURCE) 
1 
1 
2 
3 
3 
4 
5 
6 
2 
3 
4 
5 
6 
7 
7 
7 
6 
6 
6 
0 
3 
1 
8 
__§ 
38 
ACTRES 
VALUE_ 
SCALED 
ACTRES 
VALUE_ 
13 76 
17 100 
7 41 
8 47 
11 74 
1 6 
8 47 
8 47 
Figure 9. ACTRES Values for Resource 3. 
Example Network #2 
/^ 
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computer program: 
A. Total amount of the resource used in the network 
Amount of the resource available 
B. Z( (resource)(time)) fofxall activities 
Amount of the resource available 
v 
C. (fraction of total resources) over all activities 
Figure 10 shows the numerical calculations for indexes A, 
B, and C.  The calculation for index C is by far the most 
involved.  The numerical values have no significance 
except in comparison to each other within one index.  On 
this basis, all three indexes have determined that 
Resource 1 is the most constraining, with Resource 3 the 
second, and Resource 2 the least constraining. 
5.  Find weights for each resource based on the index 
chosen in 4.  The general process is shown in Figure 11. 
The index of criticality chosen will provide the numer- 
ical values for the horizontal axis (abcissa), the highest 
value to the extreme right, the lowest to the extreme left. 
The lines on the graph dictate the weights for the trials. 
Any number of trials (lines) could be used.  Thus the line 
marked "first trial" shows that on the first trial the 
most constraining resource will be weighted 1, while the 
least constraining will be weighted 0.  The process con- 
tinues until on the last trial all the resources are 
weighted 0.5. 
Figure 12 shows the determination of weights for the 
example network for the three different indexes A, B, and 
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INDEX A 
Resource 1 Resource 2 Resource 3 
32 
6 = 5.33 
11 
3 = 3.67 ¥-« .5 
INDEX B 
Resource 1 Resource 2 Resource 3 
67 
6 = 11.17 
25 
3 
= 8.33 38 _ 9 
4   * .5 
INDEX C 
RESOURCES FRACTION OF ' rOTAL 
ACTIVITY ROW FOR THE ACTIVITY 
NODES    1 2 3 TOTAL 1 2 3 
1 
1 
2 
3 
3 
4 
5 
6 
2 1 
3 4 
4 5 
5 6 
6 5 
7 4 
7     4 
7     3 
2 
0 
0 
1 
2 
1 
3 
2 
3 
2 
3 
0 
3 
1 
2 
4 
6 
6 
8 
7 
10 
6 
9 
9 
1/6 
4/6 
5/8 
6/7 
5/10 
4/6 
4/9 
3/9 
2/6 
0 
0 
1/7 
i  2/10 
1/6 
3/9 
2/9 
3/6 
2/6 
3/8 
0 
3/10 
1/6 
2/9 
4/9 
4.26  1.40  2.34 
Figure 10.  Calculation of Criticality Values 
for Resources 1,2, and 3 for 
Indexes A,B, and C. 
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We ight 
; » 
1.0- 
#> 
First Trial   / 
^^^               Last Trial 
0.5' 
^\y/ V 
Lowest Highest 
INDEX VALUES increasing ^ 
Figure 11.  General Determination 
of Resource Weights 
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1.0 
0.5 
1.40 2.34 4.26 
Index Values 
Figure 12, Determination of Resource Weights 
for Example Network #2 
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C.  The figure shows three abscisses, each with its own 
scale. On the first trial, of course, all indexes will 
weight the most important resource 1 and the least impor- 
tant 0. They differ, however, on where the intermediate 
resource falls between them along the scale. 
6. Increment the Alpha value applied to the ACTIM 
value from 0.0 to 1.0. 
7. Calculate the actual RESSUM values for the 
activities for an index of criticality, a trial, and an 
Alpha value.  RESSUM is basically the sura of the ACTIM 
value found in Step 2 and the ACTRES values found in 
Step 3. However, the ACTRES values are each weighted 
according to the weights found in Step 5; and a factor 
called MULTIPLIER is applied to the ACTIM term because 
its numerical value would otherwise be outweighed by 
the ACTRES sum term. MULTIPLIER is simply the sum of all 
the weights applied to the ACTRES values. 
All these definitions can be stated as follows: 
GIVEN: 
I = index of trials 
J = index of activities 
K = index of resources 
NR = number of resource types 
DEFINITIONS: 
NR 
MULTIPLIER(I) = 2I(WEIGHT(I#K)) 
K=l 
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J 
ACTRES(J,K) = TIME(J) X RESOURCE(K) of this and 
succeeding 
activities 
RESSUM(I,J) = ALPHA X MULTIPLIER X ACTIM(J) 
+ (l-ALPHA) x £|(WEIGHT(X,K) x ACTRES(J,K)) 
K=l 
Figure 13 shows calculations of RESSUM for each activ- 
ity for each index of criticality? for the case Alpha =0.5* 
and the first trial set of weights. 
8.  Rank the activities by RESSUM value, highest 
value first.  This priority ranking is then used in the 
Brooks' Algorithm.  In the example, all the indexes of 
criticality would give the same ranking.  This is not 
always true, however, because if it were there would be 
no reason to use more than one index.  The experimentation 
documented in the next chapter will show that one or 
another of the indexes may be most effective in a given 
case. 
-49- 
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CHAPTER SEVEN 
EXPERIMENTATION 
7.1 Introduction 
At this time the reader should turn to the Appendix, 
which provides some of the characteristics of the computer 
program developed to implement the RESSUM heuristic method. 
This program could be used in several ways. First, 
in a real-life situation, the resources available might be 
inflexible both upwards and downwards, and then the analyst 
would simply plug in the resources available and find the 
(hopefully) best schedule. Alternatively, the analyst 
could be faced with a definite project due date (fixed 
project duration) and could use the program to find the 
amounts of resources needed by taking an initial educated 
guess for each resource and then closing in on the actual 
resource requirements in subsequent runs of the program. 
A third way the program could be used would be to generate 
numerous combinations of resource amounts and their result- 
ant project duration. The analyst could then find the 
minimum total cost schedule. This third type of strategy 
is the one used in the experimentation described below. 
7.2 Networks Used 
Five networks were used to test the program. The 
five all together required 198 runs.  The first run for 
each network was one in which only the bare minimum amount 
> 
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of each resource type needed at any one time was provided. 
This results in the longest possible project duration. In 
subsequent runs, the resources available were gradually 
increased until enough resources were provided to complete 
the project in the critical path time. The method used to 
increase the resources available between runs will be 
described in Section 7.3. 
All five networks produced an output similar to 
Figure 14 as determined by the computer program. The 
sample happens to be from a run on Network 3. The sample 
is typical of the experimentation done on Networks 1 
through 4 in that three indexes of criticality were used; 
six trials (sets of ACTRES weights) were used; and Alpha 
was incremented in 0.25 steps.  For Network 5, however, a 
more extensive search was made, utilizing 10 trials and 
an Alpha increment of only 0.20. 
Notice that Alpha is allowed to equal 1.0 only once. 
This is because whenever Alpha equals 1.0, regardless of 
the other parameters, all RESSUM rankings will be the same. 
When Alpha equals 1.0, the ranking achieved by RESSUM is 
the same as that which would result from use of ACTIM. 
The next several pages present the -^results of the 
experimentation performed on the five networks. For each 
network the following is provided: 
A. A brief description of the network and some 
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PROJECT 
JDEX TRIAL ALPHA TIME 
l 1 0.00 28.0 
1 1 .25 29.0 
1 1 .50 29.0 
l 1 .75 29.0 
l 1 1.00 31.0 
l 2 0.00 28.0 
l 2 .25 29.0 
l 2 .50 29.0 
l 2 .75 29 0 
l 3 0.00 28.0 
l 3 .25 29.0 
l 3 ,50 29.0 
l 3 .75 29.0 
l 4 0,00 28.0 
l 4 .25 29.0 
l 4 .50 29.0 
l 4 .75 29 0 
l 5 0.00 28.0 
l 5 25 30.0 
l 5 .50 30.0 
l 5 .75 30.0 
l 6 0.00 28.0 
l 6 .25 30.0 
l 6 .50 30.0 
l 6 75 30.0 
2 1 0.00 30.0 
2 1 
.25 30.0 
2 1 .50. 30.0 
2 1 .75 30.0 
2 2 0.00 30.0 
2 2 .25 30.0 
2 2 .50 30.0 
2 2 .75 30.0 
2 3 0 00 30.0 
2 3 .25 30.0 
2 3 .50 30.0 
2 3 .75 30.0 
(continued on next page) 
Figure 14.  Sample Output Section 
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(continued from preceding page) 
PROJECT 
INDEX TRIAL ALPHA TIME 
2 4 0.00 30.0 
2 4 ,25 30.0 
2 4 .50 30.0 
2 4 .75 30.0 
2 5 0.00 28.0 
2 5 25 30.0 
2 5 50 30.0 
2 5 .75 30.0 
2 6 0.00 28-0 
2 6 .25 30.0 
2 6 .50 30.0 
2 6 ,75 30.0 
3 1 0.00 28.0 
3 1 .25 29.0 
3 1 .50 29.0 
3 1 .75 29.0 
3 2 0.00 28.0 
3 2 .25 29.0 
3 2 .50 29.0 
3 2 .75 29.0 
3 3 0.00 28.0 
3 3 .25 30.0 
3 3 .50 29.0 
3 3 .75 29.0 
3 4 0.00 28.0 
3 4 .25 30.0 
3 4 .50 30.0 
3 4 .75 30.0 
3 5 0.00 28.0 
3 5 .25 30.0 
3 5 50 30.0 
3 5 .75 30.0 
3 6 0.00 28.0 
3 6 .25 30.0 
3 6 . .50 30.0 
3 6 .75 30.0 
Figure 14.  Sample Output Section 
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of its unique characteristics relative to 
the other networks. 
B. A Figure showing the network and listing its 
time and resource requirements. 
C. A Table of Summarized Run Results showing, 
for each run, the level of each resource 
provided, the total resources, the resultant 
project duration, and the resource which was 
increased since the previous run.  The Table 
for Network 1 shows somewhat more information 
and will be used to explain the method of 
increasing resources in Section 7.3. 
D. A Figure showing Project Duration vs. Total 
Resources, these two values being taken from 
the Table in C and presented in graphical 
form for greater clarity. 
-55- 
NETWORK 1 
38 Network 1 was taken from Brown.   He called it 
Network 7 and used only one resource.  Two additional 
resources and their needs were created because RESSUM 
can handle the multiple resource case.  Network 1 con- 
tains two "dummy" activities (zero time duration) and 
demonstrates that the RESSUM program can handle such 
activities. 
38 Brown, loc. cit. 
v I 
-56- 
"1 
ACT IVITY TIME 
RESOURCES 
USED 
12  3 
1 2 2 6 1 4 
1 3 6 2 2 3 
1 4 4 0 3 2 
1 6 2 3 4 1 
1 7 4 4 5 4 
2 3 0 0 0 0 
3 4 3 7 2 2 
3 0
 5 5 2 3 1 
3 6 1 1 4 4 
4 8 3 4 5 3 
5 6 0 0 0 0 
5 8 5 5 2 1 
6 8 8 3 3 4 
7 8 8 1 4 3 
Figure 15.  Network #1 
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Project 
Duration 
C 
26    28   30 
Total Resources 
Figure 16. Project Duration vs. Total Resources 
Network #1 
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NETWORK 2 
39 Network 2 was taken from Bedworth,  where it was 
presented as a case study of a housing project.  This 
project utilized 13 resource types, but three of these 
were not considered here because they were used for only 
one activity and were present in sufficient quantity for 
that activity to proceed.  Thus these resource types 
could not affect the project duration. 
A special run was made duplicating the exact condi- 
tions which Bedworth used to demonstrate ACTIM.  The 
RESSUM program found the same project duration. The 
results of this run are not included here since the 
conditions used do not fit into the structure used in 
the experimentation. 
*-. 
39 Bedworth, loc. crt. 
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ACTIVITY 
1 2 
1 3 
1 4 
2 6 
3 5 
4 6 
5 6 
6 7 
6 8 
6 9 
7 9 
8 9 
9 10 
9 11 
9 12 
10 12 
11 12 
12 13 
13 14 
14 15 
14 16 
14 17 
15 17 
16 17 
TIME 
2 
1 
2 
1 
2 
2 
2 
1 
1 
4 
3 
2 
2 
2 
4 
3 
3 
2 
3 
2 
2 
2 
2 
2 
RESOURCES USED 
1 2 3 4 5 6 7  § 9 10 
1 1 1 1 1 6 
1 
1 
1 
1 
1 
1 
1 
2 
2 
4 
6 
6 
4 
4 
1 1 
1 
1 
1 
1 
1 2 
1 
1 
10 
2 
2 
1 1 1 
1 
2 
2 
8 
4 
1 1 1 2 4 
1 1 1 2 6 
1 1 1 2 6 
1 1 1 2 8 
1 1 2 4 
1 1 1 1 2 6 
1 1 1 2 6 
1 1 
1 
1 
1 
2 
2 
6 
6 
1 1 
1 
1 1 
1 
2 
2 
4 
1 1 1 2 6 
Figure 17. Network #2 
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RUN RES RESOURCE LEVELS TOTAL PROJ. 
NO. INC. 1 2 3 4 5 6 7 8 9 10 RES^S TIME 
1 _ 1 1 1 1 1 1 1 1 2 10 20 50 
2 5 1 1 1 1 2 1 1 1 2 10 21 43 
3 10 1 1 1 1 2 1 1 1 2 11 22 43 
4 10 1 1 1 1 2 1 1 1 2 12 23 43 
5 9 1 1 1 1 2 1 1 1 3 12 24 42 
6 9 1 1 1 1 2 1 1 1 4 12 25 40 
7 3 1 1 2 1 2 1 1 1 4 12 26 36 
8 10 1 1 2 1 2 1 1 1 4 13 27 36 
9 10 1 1 2 1 2 1 1 1 4 14 28 & 35 
10 4 1 1 2 2 2 1 1 1 4 14 29 32 
11 5 1 1 2 2 3 1 1 1 4 14 30 30 
12 10 1 1 2 2 3 1 1 1 4 15 31 30 
13 10 1 1 2 2 3 1 1 1 4 16 32 28 
14 9 1 1 2 2 3 1 1 1 5 16 33 28 
15 9 1 1 2 2 3 1 1 1 6 16 34 26 
16 10 1 1 2 2 3 1 1 1 6 17 35 26 
17 10 1 1 2 2 3 1 1 1 6 18 36 26 
18 10 1 1 2 2 3 1 1 1 6 19 37 26 
19 10 1 1 2 2 3 1 1 1 6 20 38 25 
20 3 1 1 3 2 3 1 1 1 6 20 39 24 
21 4 1 1 3 3 3 1 1 1 6 20 40 23 
Table 3.  Summarized Run Results 
Network #2 
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Project 
Duration 
50 -' 
45 -■ 
40 -- 
35 
30 -- 
25 -- 
35       40 
Total Resources 
Figure 18. Project Duration vs. Total Resources 
Network #2 
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NETWORK 3 
Network 3 utilizes seven different resource types. 
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ACTIVITY 
1 2 
1 3 
2 4 
2 5 
3 5 
3 6 
4 7 
4 8 
5 8 
5 9 
5 12 
6 9 
6 10 
7 11 
8 11 
8 12 
9 12 
9 13 
10 13 
11 14 
12 14 
12 15 
13 15 
14 16 
15 16 
TIME 
1 
5 
4 
5 
1 
3 
5 
1 
1 
5 
2 
1 
3 
2 
3 
5 
1 
5 
1 
1 
4 
1 
3 
2 
4 
RES OUR CES USED 
1 2 3 4 5 6 7 
9 0 1 1 4 1 4 
1 0 1 4 8 4 3 
4 1 2 1 6 4 4 
6 1 1 4 3 3 0 
6 1 0 3 9 1 0 
9 1 1 5 1 0 6 
1 1 1 3 2 3 2 
7 1 2 4 4 4 0 
9 0 1 4 5 3 2 
1 1 2 4 8 1 1 
6 1 1 5 6 4 0 
4 0 1 4 5 0 0 
1 0 1 1 8 3 6 
9 1 2 2 2 4 5 
4 0 1 1 8 2 0 
6 1 1 2 1 3 0 
2 0 0 2 4 4 4 
5 1 2 1 3 3 0 
9 0 2 4 4 4 6 
0 0 1 3 6 1 0 
3 0 2 4 0 4 2 
6 0 2 5 9 1 5 
2 1 0 5 1 1 4 
0 0 2 5 7 2 1 
7 1 2 4 2 1 2 
Figure 19. Network #3 
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RUN RESOURCE LEVELS 
NO. 1 2 3 4 5 6 7 
1 9 1 2 5 9 4 6 
2 9 1 2 5 9 5 6 
3 9 1 2 6 9 5 6 
4 10 1 2 6 9 5 6 
5 10 1 2 6 9 6 6 
6 10 1 3 6 9 6 6 
7 10 1 3 7 9 6 6 
8 11 1 3 7 9 6 6 
9 11 1 3 7 10 6 6 
10 11 1 3 7 10 7 6 
11 12 1 3 7 10 7 6 
12 12 2 3 7 10 7 6 
13 13 2 3 7 10 7 6 
14 13 2 3 7 11 7 6 
15 13 2 3 8 11 7 6 
16 14 2 3 8 11 7 6 
17 15 2 3 8 11 7 6 
18 15 2 3 8 11 7 7 
19 15 2 3 8 12 7 7 
20 15 2 3 8 12 8 7 
21 15 2 4 8 12 8 7 
22 15 2 4 8 13 8 7 
23 15 2 4 9 13 8 7 
24 15 2 4 9 14 8 7 
25 15 2 4 9 14 9 7 
26 v. 15 2 4 9 14 9 8 
27 16 2 4 9 14 9 8 
28 16 2 4 10 14 9 8 
29 17 2 4 10 14 9 8 
30 17 2 4 10 15 9 8 
31 17 2 4 10 15 10 8 
32 17 3 4 10 15 10 8 
33 17 3 4 11 15 10 8 
34 17 3 5 11 15 10 8 
35 18 3 5 11 15 10 8 
36 18 3 5 11 15 11 8 
TOTAL  PROJ. RESOURCE 
RES' S  TIME  INCREASED 
6 
4 
1 
6 
3 
4 
1 
5 
6 
1 
2 
1 
5 
4 
1 
1 
7 
5 
6 
3 
5 
4 
5 
6 
7 
1 
4 
1 
5 
6 
2 
4 
3 
1 
6 
36 69 
37 69 
38 66 
39 65 
40 64 
41 64 
42 61 
43 61 
44 60 
45 59 
46 59 
47 51 
48 51 
49 47 
50 46 
51 46 
52 45 
53 45 
54 44 
55 42 
56 40 
57 39 
58 35 
59 36 
60 34 
61 33 
62 32 
63 32 
64 32 
65 31 
66 31 
67 30 
68 29 
69 29 
70 29 
71 30 
(continued next page) 
Table 4.  Summarized Run Results 
Network #3 
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(continued from preceding page) 
RUN RESOURCE LEVELS TOTAL PROJ. RESOU 
NO. 1 2 3 4 5 6 7 RES^S TIME INCRE. 
37 18 3 5 12 15 11 8 72 29 4 
38 18 3 5 12 16 11 8 73 29 5 
39 18 3 5 12 16 11 9 74 28 7 
40 18 3 5 12 16 11 10 75 28 7 
41 18 3 5 12 17 11 10 76 26 5 
42 18 3 5 12 18 11 10 77 26 5 
43 19 3 5 12 18 11 10 78 26 1 
44 19 3 5 13 18 11 10 79 26 4 
45 19 3 5 13 19 11 10 80 26 5 
46 20 3 5 13 19 11 10 81 * 25 1 
47 20 3 5 13 19 12 10 82 25 6 
48 20 3 5 14 19 12 10 83 25 4 
49 20 3 5 14 19 13 10 84 24 6 
50 20 3 5 14 20 13 10 85 24 5 
51 20 3 6 14 20 13 10 86 24 3 
52 20 3 6 14 21 13 10 87 24 5 
53 20 3 6 14 22 13 10 88 24 5 
54 20 3 6 14 22 13 11 89 23 7 
Table 4.  Summarized Run Results 
Network #3 
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Project Duration 
68 -- 
62 -- 
56 -- 
50 -- 
44 
38 
32 
26 
68      80      92 
Total Resources 
Figure 20. Project Duration vs. Total Resources 
Network #3 
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NETWORK 4 
Network 4 utilizes eight different resource types. 
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ACTIVITY TIME 
RESOURCES USED 
12  3  4  5  6  7 8 
1 2 9 1 0 6 4 6 6 1 1 
1 3 7 2 0 0 1 8 6 0 2 
1 4 5 1 1 0 6 7 0 0 3 
2 7 8 4 1 1 4 6 4 0 3 
2 8 6 2 0 0 3 3 0 1 2 
3 4 2 1 0 6 0 1 6 1 2 
3 5 9 3 1 4 2 7 6 0 2 
3 6 1 4 1 1 2 9 3 1 1 
3 7 6 2 1 2 2 0 5 0 3 
4 6 3 2 1 5 0 0 5 1 1 
5 6 7 4 0 0 0 7 6 0 2 
5 7 9 2 0 2 2 1 3 0 2 
6 7 5 1 1 1 3 9 6 0 3 
6 9 4 3 1 6 4 4 6 0 0 
7 8 6 1 0 0 3 4 2 1 0 
7 9 1 5 0 5 4 5 2 1 3 
8 10 3 1 0 6 1 4 3 1 2 
9 10 4 5 1 5 5 6 6 1 1 
9 11 2 1 1 0 0 8 1 0 0 
10 11 8 4 1 0 2 4 4 1 2 
Figure 21. Network #4 
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RUN RESOURCE LEVELS TOTAL PROJ. RESOURCE 
NO. 1 2 3 4 5 6 7 8 RESTS TIME INCREASED 
1 5 1 6 6 9 6 1 3 37 105 •— 
2 5 1 6 6 9 6 1 4 38 99 8 
3 5 1 6 6 9 7 1 4 39 99 6 
4 5 1 6 6 9 8 1 4 40 99 6 
5 5 1 6 6 9 9 1 4 41 99 6 
6 5 1 6 6 10 9 1 4 42 99 5 
7 5 1 6 6 10 9 1 5 43 92 8 
8 6 1 6 6 10 9 1 5 44 88 1 
9 6 1 6 6 11 9 1 5 45 88 5 
10 6 2 6 6 11 9 1 5 46 86 2 
11 6 2 6 6 12 9 1 5 47 82 5 
12 6 2 6 7 12 9 1 5 48 78 4 
13 6 2 6 7 13 9 1 5 49 78 5 
14 6 2 6 7 13 10 1 5 50 78 6 
15 6 2 7 7 13 10 1 5 51 78 3 
16 6 2 7 7 13 10 1 6 52 75 8 
17 6 2 7 7 13 11 1 6 53 75 6 
18 6 2 7 7 14 11 1 6 54 69 5 
19 7 2 7 7 14 11 1 6 55 71 1 
20 7 2 7 7 14 11 2 6 56 69 7 
21 7 2 7 7 15 11 2 6 57 66 5 
22 7 2 7 7 15 12 2 6 58 60 6 
23 7 2 7 8 15 12 2 6 59 57 4 
24 7 2 8 8 15 12 2 6 60 57 3 
25 7 2 8 8 15 12 2 7 61 54 8 
26 7 2 8 9 15 12 2 7 62 54 4 
27 8 2 8 9 15 12 2 7 63 53 1 
28 8 2 9 9 15 12 2 7 64 53 3 
29 8 2 9 9 15 13 2 7 65 53 6 
30 8 2 10 9 15 13 2 7 66 53 3 
31 8 2 10 9 15 14 2 7 67 51 6 
32 8 2 10 9 16 14 2 7 68 51 5 
33 9 2 10 9 16 14 2 7 69 51 1 
34 9 2 10 9 17 14 2 7 70 51 5 
35 9 2 10 9 18 14 2 7 71 51 5 
36 9 2 10 9 18 14 2 8 72 51 8 
37 9 2 10 10 18 14 2 8 73 51 4 
38 9 2 10 10 18 15 2 8 74 51 6 
39 9 3 10 10 18 15 2 8 75 51 2 
40 10 3 10 10 18 15 2 8 76 48 1 
41 11 3 10 10 18 15 2 8 77 48 1 
42 11 3 10 10 19 15 2 8 78 48 5 
43 11 3 10 10 20 15 2 8 79 48 5 
44 11 3 10 10 20 16 2 8 80 48 6 
45 11 3 10 10 20 16 2 9 81 48 8 
46 12 3 10 10 20 16 2 9 82 45 1 
Table 5. Summarized Run Results 
Network #4 
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'' Project Duration 
100 
90 -• 
80 -' 
70 -' 
60 -■ 
50 "- 
Total Resources 
Figure 22. Project Duration v. Total Resources 
Network #4 
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NETWORK 5 
Network 5 was made up to be the most severe test of 
the RESSUM program.  It involves ten different resource 
types.  It did in fact require the most computer time per 
run and also the greatest number of runs to achieve the 
critical path time.  This was despite the fact that the 
amounts of the resource types available were increased 
more quickly than in the other networks, by a change in 
strategy as explained in Section 7.3. 
-73- 
ACTIVITY TIME 
RESOURCES  USED 
12345678 9  10 
1 2 2 1 1 4 2 2 2 2 4 4 1 
1 3 3 4 7 8 1 1 1 5 1 6 1 
1 7 1 5 6 1 8 2 7 0 5 5 1 
1 8 1 8 3 9 7 6 8 5 6 8 2 
1 11 3 8 8 3 5 3 8 7 9 7 8 
2 4 2 5 2 0 2 2 5 2 7 7 7 
2 5 1 0 3 2 3 0 1 9 6 7 1 
3 6 1 7 0 9 1 8 7 9 1 7 6 
4 9 3 6 9 4 6 9 3 3 4 0 2 
5 10 3 9 7 5 9 2 6 8 8 1 4 
5 11 3 3 2 0 3 9 3 6 9 9 7 
6 11 2 5 1 0 9 2 3 8 1 9 2 
6 12 1 4 4 9 5 9 1 6 5 1 7 
7 9 3 4 6 2 7 5 3 5 4 1 5 
7 13 2 4 8 2 1 5 3 3 4 9 4 
(Continued on next page) 
Figure 23.  Network #5 
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(Continued from preceding page) 
ACTIVITY TIME 
RESOURCES  USED 
1234     56789 10 
8 12 
9 13 
10 13 
10 14 
11 14 
11 15 
12 15 
13 16 
14 16 
15 16 
1 
2 
2 
1 
3 
1 
2 
1 
1 
1 
5 3 4 5 9 7 1 2 9 4 
9 6 8 6 0 2 0 1 3 9 
0 9 1 9 2 6 4 1 1 0 
3 9 8 7 5 9 9 2 6 8 
0 2 9 2 1 6 7 1 5 4 
8 1 0 2 1 3 9 1 6 9 
7 0 4 0 2 2 8 6 7 6 
5 6 7 6 4 6 9 9 7 3 
1422    401480 
6     0480     59883 
Figure 23.    Network #5 
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RUN 
NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
RESOURCE LEVELS 
1  2  3 4  5  6  7  8  9 10 
TOTAL  PROJ. RESOURCE 
RES'S  TIME  INCREASED 
9 
9 
9 
9 
9 
9 12 13 12 
12 12 13 12 
12 12 13 12 
12 12 13 12 
9 
9 
9 
9 
12 
9 
9 
9 
9 
9 
9 
9 
9 
12 
12 
9 9 9  9  9 9 
9 9 9  9 13 9 
9 9 13  9 13 9 
9 9 13  9 13 9 
9 9 13  9 13 9 
9 9 13  9 13 9 
9 9 13  9 13 9 
9 12 13  9 13 9 
9 12 13  9 13 12 
12 12 13 12 12 12 13  9 13 12 
12 12 13 12 12 12 13 12 13 12 
12 12 13 12 12 12 13 12 15 12 
12 12 13 12 12 12 16 12 15 12 
14 12 13 12 12 12 16 12 15 12 
14 12 13 12 12 12 16 12 15 14 
14 12 13 15 12 12 16 12 15 14 
14 15 13 15 12 12 16 12 15 14 
14 15 13 15 12 12 16 14 15 14 
14 15 13 15 12 15 16 14 15 14 
14 15 16 15 12 15 16 14 15 14 
14 15 16 15 12 15 16 14 18 14 
17 15 16 15 12 15 16 14 18 14 
17 15 16 15 12 15 16 14 18 17 
17 15 16 15 12 15 19 14 18 17 
17 18 16 15 12 15 19 14 18 17 
17 18 16 15 15 15 19 14 18 17 
17 18 16 18 15 15 19 14 18 17 
17 18 16 18 15 15 19 17 18 17 
17 18 16 18 18 15 19 17 18 17 
17 18 16 18 18 15 19 17 20 17 
17 18 16 18 18 18 19 17 20 17 
19 18 16 18 18 18 19 17 20 17 
19 18 16 21 18 18 19 17 20 17 
19 20 16 21 18 18 19 17 20 17 
19 20 16 21 18 18 19 20 20 17 
19 20 16 21 18 18 22 20 20 17 
19 20 16 21 21 18 22 20 20 17 
19 20 16 21 21 18 22 20 24 17 
90 
94 
98 
101 
104 
108 
111 
114 
117 
120 
123 
125 
128 
130 
132 
135 
138 
140 
143 
146 
149 
152 
155 
158 
161 
164 
167 
170 
173 
175 
178 
180 
183 
185 
188 
191 
194 
198 
46 
44 
42 
40 
40 
38 
38 
38 
38 
38 
36 
36 
35 
35 
34 
31 
30 
27 
27 
27 
25 
24 
23 
23 
21 
21 
20 
20 
20 
19 
19 
19 
18 
18 
18 
18 
17 
17 
9 
7 
4 
2 
3 
1 
6 
10 
5 
8 
9 
7 
1 
10 
4 
2 
8 
6 
3 
9 
1 
10 
7 
2 
5 
4 
8 
5 
9 
6 
1 
4 
2 
8 
7 
5 
9 
(continued next page) 
Table 6.  Summarized Run Results 
Network #5 
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(continued from preceding page) 
RUN RESOURCE LEVELS TOTAL PROJ. RESOURCE 
NO. 1 2 3 4 5 6 7 8 9 10 RES^S TIME INCREASED 
39 19 23 16 21 21 18 22 20 24 17 201 17 2 
40 19 23 16 21 21 18 22 20 24 19 203 17 10 
41 19 23 19 21 21 18 22 20 24 19 206 16 3 
42 22 23 19 21 21 18 22 20 24 19 209 16 1 
43 22 23 23 21 21 18 22 20 24 19 213 15 3 
44 22 23 23 21 21 21 22 20 24 19 216 15 6 
45 22 23 23 21 21 21 21 25 24 19 219 14 7 
46 22 23 23 21 21 21 25 22 24 19 221 14 8 
47 22 23 23 21 21 21 25 22 27 19 224 14 9 
48 22 23 23 23 21 21 25 22 27 19 226 14 4 
49 22 23 23 23 21 21 25 22 27 22 229 14 10 
50 22 26 23 23 21 21 25 22 27 22 232 14 2 
51 25 26 2 3 23 21 21 25 22 27 22 235 14 1 
52 25 26 23 23 21 21 25 22 27 24 237 13 10 
53 25 26 23 23 21 21 25 22 29 24 239 13 9 
54 25 26 23 23 21 21 28 22 29 24 242 13 7 
55 25 26 23 23 24 21 28 22 29 24 245 13 5 
56 25 26 23 23 24 21 28 25 29 24 248 13 8 
57 25 26 23 26 24 21 28 25 29 24 251 13 4 
58 25 26 23 26 24 24 28 25 29 24 254 13 6 
59 25 26 26 26 27 24 30 27 29 26 266 12 3,5,7,8,10 
60 27 31 28 29 29 25 33 29 34 28 293 11 ALL 
61 29 33 30 31 31 26 35 31 36 30 312 11 ALL 
62 30 34 31 32 32 29 40 32 37 36 333 10 ALL 
Table 6.  Summarized Run Results 
Network #5 
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Project Duration 
126 162  198 234   270  306 333 
Total Resources 
Figure 24. Project Duration vs, 
Network #5 
Total Resources 
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7.3 Means of Increasing Resources 
As was mentioned in Section 7.1, the computer program 
could be used in several ways.  The analyst should be 
encouraged to use it in any way which he feels will help 
schedule his project. For the purpose of testing the 
program some strategy had to be employed, however, and 
this strategy is described next. 
Table 2, the Summarized Run Results for Network 1, 
is repeated here to explain the method used to increase 
the amount of the resources provided between runs to 
eventually reduce the project duration to the critical 
path time. 
Each of the three resource types used in Network 1 
has three columns associated with it in Table 2.  The 
values in these columns were collected from the computer 
print-outs of the runs. Column A is the number of units 
of the resource type available for that run. Column B 
is the total number of delays caused by shortages of the 
resource type. A delay is recognized when an activity 
cannot be started even though its precedent activities 
have all been completed.  Sometimes a delay in starting 
a particular activity will cause the total project dura- 
tion to increase; sometimes it will not. The result is 
generally unpredictable. Column C is the total amount 
of the resource which was lacking over all the delays. 
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This was included to give the analyst a feel for the 
extent of the delays. 
The figure in Column B is used to increase the amount 
of the resources used in the network between runs.  The 
resource type which caused the most delays is increased 
by one before the next run. This explains why the Z!A 
column increases by one on each run. The 2LB and ZTC 
columns show a general tendency to decrease, as might be 
expected. There are exceptions, however.  These excep- 
tions are caused by the complex interactions among all 
the activities and their required resources. When an 
activity can start because the amount of a resource has 
been increased from a previous run, the project will not 
necessarily suffer fewer delays, as starting a particular 
activity on time might lead to several delays in other 
activities later in the project. 
In the case of Network 5 some changes in strategy 
were made.  Instead of increasing the amount of the 
resource causing the most delays by one unit, the amount 
was increased by the largest whole number less than or 
equal to the average delay, C/B.  This amount was chosen 
as a compromise between the desire to increase the 
resources faster and thus reach the critical path duration 
sooner and the realization that too great an increase in 
the amount of any one resource between runs would be 
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wasted as far as reducing the project duration signifi- 
cantly since the other resource types would become more 
constraining.  Since the average value was used, obviously 
some of the delays would have been caused by resource 
shortages greater than the average (and some less). 
As the project duration of Network 5 approached the 
critical path duration, it became obvious that increasing 
only one resource between runs would be very slow in 
reaching the critical path time.  Thus a decision was 
made to increase the amount of several resource types at 
once. On Run 59 five resource types were increased; and 
on Runs 60, 61, and 62 all the resource types were 
increased.  These runs quickly achieved the critical path 
duration. 
7.4 Analysis of the Search Procedure in the Program 
As has been explained, the search involved three 
indexes of criticality, several different weightings of 
the ACTRES values, and incrementation of the Alpha value. 
Because all the runs of all networks could not be included. 
Table! 7 has been compiled. This table is intended to list 
those cases where a particular combination of the search 
parameters was found effective in finding the minimum 
project duration. The actual numerical value of the pro- 
ject durations on any run relative to any other run may 
change of course. But within one run, those combinations 
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of search parameters which achieve the shortest duration 
found in the run are reported in Table 7. 
Some runs had the identical project duration for all 
combinations of the search parameters.  Other runs had 
mixed results where no pattern could be found.  These 
types of runs are not included in Table 7. 
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Runs 
Situations Where Shortest 
Project Duration Is Found 
NETWORK #1 
6,8,10,11,12,14 Low or middle Alpha 
7,9 
NETWORK #2 
Alpha=0 
2,3,4,5 Low trials 
5,7,8,11 Low trials of high Alpha 
13,14 Alpha=0 on high trials 
15,16,17,18 Low trials of low Alpha 
19 Low trials of 12,13 
20 
NETWORK #3 
Everything but low Alpha 
12,13 Low trials 
14 Low trials with high Alpha 
15,16,17,18 Low trials of 11,13 
19 13, low trials 
20,24,34,35 3:1 
22 13 
23 Only I3,T14 ,Alpha=.25 
26,27,29 Non-zero Alpha 
33 12 
37,38 11 or 12 
39,40 Alpha=0 
(Continued on next page) 
Table 7.  Search Procedure Analysis 
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(Continued from preceding page) 
Situations Where Shortest 
Runs Project Duration Is Found 
NETWORK #4 
7,19 Low Alpha 
15 ACTIM & low trials of 12 
16 II, low trials 
18 II and 12, low trials 
20,30 High trials 
21 ACTIM and Alpha=0 
23 ACTIM 
25,26 All but ACTIM 
27,28,29 12 
31,32,36,37,38 13 
NETWORK #5 
2 All but ACTIM 
6,7,8,9,10,11 Tl and T2 of 13 
12,13 High trials 
14,15,18,20,22,24,55 Low Alpha 
21 Only I3,T2,Alpha=.20 
23,45,52,53 II and 12, low trials 
26 All but Alpha=0 
27 II, low trials 
28,39,46 Low trials 
29,30,31,32 13, low trials 
33 Only I3,Tl,Alpha=.20 
34 Only Il,Tl,Alpha=0 
35,37,42 11,13 
41 ACTIM and high trials 
47,48 High Alpha 
56,57,58 Low and middle trials 
Table 7.  Search Procedure Analysis 
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CHAPTER EIGHT 
CONCLUSIONS 
1. In some runs, the combinations in the search 
which produced the minimum project duration were dependent 
only on Alpha, and not on the indexes of criticality or 
the trials (weights). 
2. The combination equivalent to ACTIM was most 
often not the minimum duration in the search.  However, 
in one case it was the only combination to find the 
minimum. 
3. All three indexes of criticality had some cases 
where they were most successful in finding the minimum 
duration, either alone or in pairs.  Thus one index- cannot 
be said to be "best" (or "worst"). 
4. Most of the time combinations with low trial 
numbers (i.e. differently weighted resources) were more 
successful in finding the minimum duration than were high 
trial combinations.  This provides some support for the 
basic idea behind the weights: that some resources were 
more important than others in affecting the schedule.  On 
the other hand, sometimes high numbered trials found the 
minimum duration, which shows the value of having the 
resources get progressively more equal. 
5. Low values of Alpha produced the shortest dura- 
tion more often than did the high values. This may 
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suggest that the second term of the RESSUM expression 
involving the weighted ACTRES values is more valuable than 
the ACTIM term. 
6. The overall conclusion is that the RESSUM program 
is a useful method of determining project schedules.  Also, 
all the elements of the search involved in the program had 
cases where they were shown to be valuable in finding the 
minimum duration schedule. Thus none of the elements of 
the search should be discarded.  In fact, it is probably 
true that any way in which the search could be lengthened 
would probably produce some cases to justify its use. 
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CHAPTER NINE 
AREAS FOR FURTHER STUDY 
9-1 Constrained Resource Networks in General 
A. Develop some ways of classifying networks into 
certain types.  This ability could be used in two ways; 
first, it could be used to look at a network and decide 
what heuristic method would be likely to give the best 
results; second, it could be used to test new heuristics 
by applying such new heuristics to all the types of net- 
works. This may be an impossible task. The only method 
attempted so far seems to be the ratios used by Davis 
and Patterson as reported in Chapter Four.  Extension of 
this approach might prove workable. 
B. Do more comparison studies of heuristics by 
applying several to the same networks and to the optimal 
solutions if possible. Work in this area would be easier 
and possibly more reliable if a classification scheme as 
suggested in A were developed. 
9.2 The RESSUM Computer Program 
A. Allow job splitting, meaning starting an activ- 
ity, then delaying a while before completing it. 
B. Allow variation of the amount of resource(s) 
applied to a job over the course of the job. This would 
require more work during project definition, since the 
-88- 
duration of each activity would have to be specified for 
all the possible resource levels. Alternatively, some 
sort of straight line functional relationship could be 
assumed as is often done in "crashing" a network. 
C. Extend use of the program to the multi-project 
case. 
D. Update the criterion and hence the priority of 
the activities during the use of the algorithm. 
E. Append a resource leveling routine to the pro- 
gram. This would be useful around the critical path 
duration, or also for use after a schedule has been 
generated for any particular desired duration. 
F. Develop and test more indexes of criticality. 
These are easily thought up. For example, just the 
simple sum total of all of a resource type used in the 
project could be used.  However, it is comforting if the 
index has some sort of rationality behind it.  It was 
felt that "normalizing" the total amount of the resource 
used by dividing it by the amount available at any one 
time was somewhat more logical.  But it may be that some 
seemingly illogical index could be tested and found 
effective. 
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APPENDIX 
This Appendix is intended to give the reader a feel 
for the computer program used although the FORTRAN coding 
itself is not included.  It consists of three parts: 
1. A listing of inputs to, and outputs 
from, the program. 
2. A flowchart of the entire program. 
3. A more detailed flowchart of the 
section of the program which is the 
actual use of the Brooks' Algorithm. 
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Part 1 
INPUTS 
Number of nodes in network 
Number of activities in network 
Number of different resource types 
Number of activities which directly precede each node 
Maximum amount of each resource type available 
For each activity: 
Start node 
End node 
Time duration 
Amount of each resource type used 
Alpha increment 
Number of trials desired with each index of criticality 
OUTPUTS 
Number of nodes 
Number of activities 
Number of different resource types 
Alpha increment 
Critical path 
Table of the following for each activity: 
Earliest Start 
Earliest Finish 
Latest Start 
Latest Finish 
Total Float 
Free Float 
ACTIM value 
Table of ACTRES values for each activity 
Table of resources used by each activity 
For each use of BAG: 
Activities in priority order 
Index number 
Trial number 
Alpha value 
Project time 
A schedule for the shortest project duration found 
Information on resources: 
Maximum amount available 
Number of delays caused 
Total number short in all delays 
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Part 2 
Initialize variables I 
Read in characteristics of the network 
like precedence relationships and 
activity resource requirements 
I 
Read in characteristics of the search 
procedure 
I 
Find earliest and latest start and 
finish times for each activity 
Find total and free float for each 
activity 
I 
Find the critical path 
I 
Find ACTIM for each activity 
Find ACTRES for each resource and each 
activity 
I 
Choose the index of criticality and 
calculate it for each resource type 
I 
Calculate weights assigned to each 
resource for this trial 
I 
Increment Alpha 
I 
Calculate RESSUM for each activity 
I 
Use BAG as adapted for the multiple 
resource case 
I 
Output results 
*      
(  End  ) 
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Part 3 
./ 
G> 
Zero-out arrays to be used as files 
for activities; initialize variables 
I 
Establish first node as "released," 
i.e. no more precedent activities 
Put into "Allowable" file all 
activities which start at this node 
NO Hi) 
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0 
Remove from "Delay" file; place 
in "Allowable" file 
Find highest ranked activity in 
"Allowable" file 
All 
Resources 
Activity in 
"Delay" file 
Assign the activity to start at 
TNOW 
I 
Return resources 
I 
Remove the assigned activity from 
from "Allowable" file 
YES 
*© 
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©* 
©■ 
©" 
YES ■© 
Increment time until one or 
more activities ends I 
Return resources from fin- 
ished activities 
I 
Reduce number of releases on 
end nodes of finished activities 
YES 
END 3 
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