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ABSTRACT 
In this short paper, we characterize the upper bound 6* for the parasitic 
parameter e in a singularly perturbed systems, which ensures tability of such a 
system if0 < 6 < ~*. At the same time, a method is established totestify the system 
stability without he slow-fast decomposition required in the existing literature. It will 
be shown that this upper bound is just the minimum positive eigenvalue of a matrix 
pair, which is explicitly constructed from the system matrix. This reveals a direct 
relationship between the stability bound and the system matrix and may be useful in 
the study of robust-control problems for such systems. © 1997 Elsevier Science Inc. 
1. INTRODUCTION 
If  a small positive parameter e multiplies the time derivatives of some of 
the states in the state model, the system is termed a singularly perturbed 
system. When the parameter is neglected, the system becomes a singular 
system, while the presence of it makes the system stiff and unwieldy [1]. The 
robustness of such a system is usually defined as the upper bound 6* such 
that the system remains stable for all e ~ (0, ~*) [2-4]. There are several 
methods to characterize and compute this upper bound e* [4-7]. All these 
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methods are based on the assumption that both the fast and slow subsystems 
[2] are stable. Further, most of the methods are based on frequency-domain 
techniques. In these methods, the state-space model is transformed into an 
equivalent frequency-domain model and the upper bound is determined by 
checking whether or not a set of given conditions is satisfied over a certain 
range. An exact bound can be obtained by the method in [5], but that method 
may be not easy to apply for a higher-order fast model, as pointed out in [6]. 
A Lyapunov-function-based approach is also available [2], in which the 
computation is based on the solutions of two algebraic Lyapunov equations; 
however, the obtainable bound is conservative. State-space methods for 
computing the upper bound are also proposed in [7, 9], but those bounds 
cannot be characterized explicitly in terms of the system matrix. 
This paper is motivated by the fact that the stability of the fast and slow 
subsystems i  only a sufficient condition for the stability of the original 
system. Until now, all stability analysis for singularly perturbed systems has 
been based on slow-fast decomposition. So it is still worthwhile to study the 
stability of the original system without slow-fast decomposition if possible and 
give a characterization for its stability bounds. Thus there are two improve- 
ments in this paper: first, the slow-fast decomposition of the original system 
required in the existing literature is removed; second, the stability bound for 
the parasitic parameter is shown to be the minimum positive eigenvalue of 
the matrix pair (E~, Fa), which can be constructed explicitly from the system 
matrix A. Of course, it is more important o enlarge the upper bound e* by 
feedback control. We believe that the characterization here may be useful for 
this purpose. 
In the following, the results on the stability criteria in [8] are presented 
and applied to obtain necessary and sufficient conditions for stability of the 
original system without slow-fast decomposition. Then, the upper bound ~* 
is proved to be the minimum positive eigenvahie of a matrix pair (E d, F~), 
which can be expressed explicitly in terms of the system matrix. Finally, 
numerical examples and conclusions are given. 
2. PROBLEM FORMULATION AND PRELIMINARY RESULTS 
Consider a linear time-invariant singularly perturbed system described by 
= AllXl(t ) "t- A12x2(t), 
= A2lxl(t)  + A22x2(t), 
(1) 
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where the system possesses n1 slow modes and n 2 fast modes; the constant 
matrices are A n ~.~a~n,x.~, A12 ~.~x.~, A21 ~.~,.~x.,, A22 ~,.~x.~; 
and 6 > 0 is a small parameter. If A22 is nonsingular, then the system (1) is 
usually decomposed into the slow system 
~Co(t ) = Aoxo(t ) (2) 
with 
A o = All - A12 A2zlA21, 
and the fast system 
~cy(t) = A22xf(t ). (3) 
If we further assume that both A 0 and A22 are stable, then we have an 
important result due to Klimushev and Krasovskii [2, 3] as stated in the 
following lemma. 
LEMMA 2.1. I f  both the slow system and fast system are stable, then 
there exists an 6* > 0 such that for every 6 ~ (0, 6"), the full system (1) is 
stable. 
Here we need not assume the stability of the slow and fast subsystems, 
and our objectives are to investigate the stability of the full system (1) directly 
and find the stability upper bound of 6* if it exists. The system equation (1) 
can be written as 
k(t )  = A( 6 )x ( t ) ,  (4) 
where 
= An AlZ ] 
A( 8)  
A21/ 6 A22/ 6 ] (5) 
and we designate ach individual element of the matrix A(8) by av(6), 
i = 1, 2 . . . . .  n, j = 1, 2 . . . . .  n, where n = n 1 + n z. Thus the investigation of
stability of the system (1) is equivalent to studying the stability of the system 
matrix (5) with uncertainty parameter 6. 
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For  investigation of  the stabil ity of system matr ices subject  to a parameter  
variation, the fol lowing theorem is found to be  very useful. 
THEOREM 2.1 [8]. Let A be a real square matrix of dimension . 
1. Let D be the Kronecker sum of A with itself, i.e., let D be the square 
matrix of dimension k = n z defined by 
D =A X I n + I n ×A (6) 
(where x denotes the Kronecker product). Then for the matrix A to be 
stable, it is necessary and sufficient that all the coefficients of h i (i = 
1, 2 . . . . .  1 - 1) of the characteristic polynomial, 
( - 1 )k lO  - xIkl, (7 )  
should be all positive. 
2. Let  G = (gpq, rs) be the Lyapunov matrix of order l = ½n(n + 1) 
constructed from A; see [8] for details. Then for all the characteristic roots of 
A to have negative real parts, it is necessary and sufficient that all the 
coefficients of the characteristic polynomial 
( - 1 ) / IG  - Alll (8)  
should be positive. 
REMARK 2.1. Let  A t, i = 1, 2 . . . . .  n, be the character ist ic roots of  the 
matrix A. Then: 
1. The matrix D has character ist ic roots A t + Aj, i = 1, 2 . . . . .  n, j = 
1,2 . . . . .  n, i.e., 
IDI = (At + +)  (9) 
i , j=l 
2. The matrix G has character ist ic roots A t + Aj, i = 1, 2 . . . . .  n, j = 
1,2 . . . .  , i, i.e., 
IG I= fi(A, + Aj). (10)  
j< i  
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3. STABILITY ANALYSIS 
In order to analyze the stability of the system (1), we can equivalently 
study the stability of the system matrix A(e) with uncertainty parameter e. 
According to the preliminary results in the above section, we investigate the 
matrices D(8) and G(~) first. 
LEMMA 3.1. 
1 
D(8)  = E d + -F  a, (11) 
E 
where 
Ed=( IXA1)  +(A1XI ) ,  Fd=( IXA2)  +(A2XI ) ,  (12) 
and 
I o 01 0 ' = A21 A22 " (13) 
Proof. One can show that 
I XA(E)  = 
I A0.11 A12 --- 0 0 1 
0 ... 0 0 
[; o ... Ax~ ~ 
0 ... 0 
0 0 ..- 0 0 
A21 A22 .-- 0 0 +1li 6 0 ..- 0 0 
0 "-- A21 A22 
1 
= ( I  ×A1)  + -~( I  X A2). 
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a( , )  × I = 
al,11 al,z I ... al, n I  
an~,lI anl,eI "'" anl,nl 
0 0 ... 0 
0 0 0 
1 
+--  
0 0 ... 0 
0 0 "'" 0 
an l+ l , l I  anl+l ,2I  "'" an l+l ,n I  
an , l I  an ,z I  ".. an ,n l  
1 
= (a ,  × I) + ~(a~ × I), 
where a~j, i, j = 1, 2 . . . . .  n, are entries of the matrix A =a A1 + A2" Noting 
that D(e)  = A(8) × I + I X A(e), one can complete the proof. • 
REMARK 3.1. Similarly, one can obtain that 
1 
c( , )  = Eg + ~fg,  
where Eg and Fg can be computed element by element from [8]. 
Let 
det(AE d + Fa) = arAr + ar_ldt r-1 + " ' "  +a o, (14) 
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where 0 ~< r < n 2 and a i, i = 0, 1, 2 . . . . .  r, are real. Before we go further on 
our main topic, we make the following remarks on the matrix pair (E  d, Fd). 
REMARK 3.2. 
1. From the special structure of E d and F d in (12) and (13), it can be 
seen that both of them are singular matrices, since the last row of E d (first 
row of F d) is a zero vector. 
2. I f  
det (6E  d + Fd) = O, 
i.e., a i = 0, i = 0, 1 , . . . ,  r, then it follows from (9) that for every 6, there 
exists at least one eigenvalue of A(6) which equals zero or has positive real 
part. This indicates that in this case the system is always unstable for all 
6 ~ (0, + o~). 
DEFINITION 3.1. In (14), we assume that there exists at least one 
parameter a~0 # 0, 0 ~< i 0 ~< r. Then we define the minimum positive eigen- 
value of (Ed, -F  d) as + oo if the following holds: 
det( AE d + Fd) # 0 VA ~ (0, +o o) 
In other case, define the minimum positive eigenvalue of (E  d, -F  d) as 
min{Aldet ( ; rE d + Fd) = 0, A ~ (0, +oo)}. 
Now, we can obtain the main theorem as follows: 
THEOREM 3.1. 
1. Let the minimum real positive eigenvalue of (E  d, -F  d) be Amd. Then 
the following conclusions are established: 
(i) Suppose Amd = +oo, which implies that det(AE d + F d) ¢: 0 VA 
(0, ~). In this case, one can conclude that: 
(a) I f  A(6o) is stable, then 8* = +oo, which implies that the 
system (1) is stable for all ~ ~ (0, + ~). Here 6 o is any 
element in (0, + Q¢). 
(b) I f  A(6 o) is unstable, then the system (1) /s unstable for all 
6 ~ (0, o0. 
(ii) Suppose 0 < Amd < + ~. In this case, one can conclude that 
(a) I f  A(6 o) is stable, then ~* = 1/Amd, which implies that the 
system (1) is stable for all 6 ~ (0, 6*). 
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. 
(b) I f  A(6 o) is unstable, then system (1) is unstable for all 
6 ~ (0 ,6* ) .  
Let the minimum real positive eigenvalue of ( Eg, -Fg) be )t,,,g. Then 
the following conclusions are established: 
(i) Suppose t~m. = -}-o0 which implies that det(AE~ + F~) ~ 0 VA 
(0, oo). In this case, one can conclude that: 
(a) I f  A(6 o) is stable, then 6" = +~, which implies that the 
system (1) is' stable for all 6 ~ (0, + oo). Here 6 o is any 
element in (0, + oQ. 
(b) I f  A(6 o) is unstable, then system (1) is unstable for all 
6 ~ (0, o~). 
(ii) Suppose 0 < Amg < + oo. In this case, one can conclude that 
(a) I f  A(6 o) is stable, then 6" = 1/Amg, which implies that the 
system (1) is stable for all 6 ~ (0, 6*). 
(b) I f  A(6 o) is unstable, then the system (1) is unstable for all 
6 ~ (0, 6*). 
3. One has 
}~md = Amg" 
Proof. Part 1: For simplicity, we only prove it for the case Amd = 00. In 
this case, one can conclude that 
I1 Ed l 19(6) [  = -~Fd + = --~16Ed + Fdl ~ 0 V6 ~ (0, +~),  
which implies that D(6)  has no characteristic roots in (0, + ~). From (9), one 
can infer that 
A,(6)  q: 0 and A i (e)  + Aj(6)  ¢ 0 Vs ~ (0, +oo), i , j  = 1,2 . . . . .  n, 
where A~(e), i = 1, 2 . . . . .  n, are characteristic roots of the system matrix 
A(e).  Then it can be observed that A(8) has no characteristic roots on the 
imaginary axis for all 0 < c < ~, since A(6) is a real matrix. In this case, if 
there exists 80 such that A(e 0) is stable, then for all 6 ~ (0, +~) ,  A(6) will 
be stable. I f  this is not true, then there exists an 61 such that A(61) is 
unstable. Note that the characteristic roots Ai(s), i = 1, 2 . . . . .  n, of A(e)  
are continuous functions of the parameter 6, so there exists an 6 w between 
60 and 61 such that A(6 w) will have characteristic roots on imaginary axis. 
This is a contradiction to the assumption. So the system (1) must be stable for 
all e ~ (0, ~). 
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Similarly, if there exists e 0 such that A(80) is unstable, then the system 
(1) will be unstable for all 8 ~ (0 + w). 
Part 2 can be proved similarly to part 1. 
Part 3 is a direct result of part 1 and part 2. • 
COROLLARY 3.1. I f  the slow system and fast system are both stable, then 
e*, the largest value of ~ for which the system (1) will remain stable, is as 
follows: 
(i) I f  ~md ~- ~' then ~* = ~. 
(ii) I f  Amd is finite, then ~* = 1/Amd = 1/)tmg. 
REMARK 3.3. It can be seen from the above theorem that: 
1. The stability of the original system can be checked in two steps: the 
first is to obtain the minimum positive eigenvalue of the matrix pair (E d, - Fd); 
the second is to test the stability of a specific system. 
2. The dimension of D(~) is n 2, while the dimension of G(6) is 
½n(n + 1). This indicates that the dimension of D(E) increases more rapidly 
with n than that of G(e). 
3. E d and F d can be expressed explicitly in terms of the system matrix, 
while Eg and Fg must be computed element by element from the system 
matrix. 
4. For computation of both Amd and Amg, it is unnecessary to decom- 
pose the system (1) into fast and slow subsystems. 
4. ILLUSTRATIVE EXAMPLE 
Here we give three illustrative xamples to show the applicability of our 
criterion. Consider three singularly perturbed systems described by 
[ ~,(t) -~1 ] 
• ~(t) ' (is) 
42][ 
x2( t )  ' ,~(t) J ] (16) 
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[ k,(t)  
,~:~3(t) 
o~:~4(t ) 
--3 
0 
1 
0 
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4_3 4 lrxl t, ]
2 -1  -2  [x2(t)  
9, 0 -3  Lx4(t) 
(17) 
In the first example, it is impossible to decompose the system into the 
slow and fast systems, since Az~ = 0 is singular. Here we construct he 
matrices E a and F d as follows: 
E d = 
0 -1  0 2 , 3 0 0 
0 0 -1  F,/= 0 0 " 
0 0 0 3 3 
Thb eigenvalues of the matrix pair (Ed, -F  d) are calculated and given by 
A l=A 2=A a=0,  A 4=~.  
Now we check the stability. For 8 o = 1 ~ (0, oo), the eigenvalues of A are 
AI(A) = -3 ,  A2(A) = 2, 
which indicates that the system with 8 = I is unstable. According to part I of 
Theorem 3.1, the system is unstable for all e ~ (0, oo). 
For the second system, it is easy to testify that both the fast system and 
the slow system are stable. The eigenvalues of (E d, -F  d) are 
A 1 = A 2 =0.25, A a=0,  A 4=~.  
The minimum positive eigenvalue is A m = 0.25, which, according to Theo- 
rem 3.1, indicates that the upper bound of stability is e* = 4. 
The example (17) was considered in [7]. Here we first construct he 
matrix pair (Fa, -Ed),  where 
Ed=( I×A1)  +(A1XI ) ,  Fd=( I×A2)+(A2×I  ) 
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with 
A 1 
34 34] i0000] 
0 2 -1  -2  A~ = 0 0 0 0 
0 0 0 0 ' 1 2 -2  3 " 
0 0 0 0 0 2 0 -3  
One can compute that the minimum positive eigenvalue of (Fd , -E  d) is 
approximately equal to 0.98025. Next we test the stability of the system (17) 
for any real number E 0 ~ (0, 0.98025). Here we choose 8 o = 0.5 and obtain 
the eigenvalues of the system matrix A(0.5) as follows: 
A1 = -1 .0796 + 2.6269i, A2 = -1.0796 - 2.6269i, 
)t 3 = - 3.5866, 2t 4 = - 5.2542, 
which shows that the system (17) is stable for the specific parameter value 
8 = 0.5. According to Theorem 3.1, the system (17) will be stable for all 
8 ~ (0, 0.98025). The upper bound obtained here is nearly the same as the 
result obtained in [7], which equals 0.98. 
REMARK 4.1. From the simulation results, one can observe that: 
1. The stability of singularly perturbed system can be tested directly 
without slow-fast decomposition. Furthermore, the stability bound can be 
obtained if it is stable. 
2. Since E d and F d are Kronecker sum matrices with dimensions n ~ and 
the matrices A 1 and A 2 have zero blocks in their lower parts and upper parts 
respectively, it is important to f ind a way of reducing the dimension of 
matrices. This problem is under current investigation. 
3. The stability test for a specific system is usually not very hard. 
5. CONCLUSION 
In this paper, a time-domain method is developed for computing the 
stability bounds of singularly perturbed systems. The criterion proposed here 
is a necessary and sufficient condition, and the bound for the parameter e 
obtained here is the maximum for the stability of a, singularly perturbed 
system. The advantages of the proposed method are twofold: (i) one need not 
decompose the original system into fast and slow systems; (fi) the matrices E d 
and F d can be constructed explicitly from the system matrix. 
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The major drawback here is the higher dimensions of the matrices E d 
and F d, which are barriers to practical computation, although some progress 
on reducing matrix dimensions has been made in [9]. We believe that our 
method is still very important, for the following reasons: 
1. We do not require the slow-fast decomposition, which is impossible 
for some systems. 
2. Since A 1 and A 2 have zero blocks, we believe it is possible to reduce 
the dimensions of E a and F d directly and find an efficient way to compute 
their minimum positive eigenvalue. 
3. Since E d and F d can be constructed explicitly from the system 
matrix, it is possible to design a controller to enlarge the upper bounds of the 
parameter e for singularly perturbed systems, which is an interesting topic 
for future investigation. 
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