Background {#Sec1}
==========

Genomic interval intersection is a major component of analysis pipelines for Next Generation Sequencing (NGS) technologies such as RNASeq, ChIPSeq, and exome sequencing. There are various existing tools that perform interval intersection \[[@CR1]--[@CR5]\] and many other genomic analyses. UCSC Genome Browser has been continuously improved since its first launch. Lately, the Data Integrator feature is released in UCSC Genome Browser, which allows users to combine and extract data from multiple tracks (up to 5 tracks), simultaneously \[[@CR1]\]. BEDTools is a toolset developed for genomics analysis tasks such as comparison, manipulation, and annotation of genomic features in BAM, BED, GFF and VCF formats \[[@CR2]\]. Pybedtools extends upon BEDTools and provides a Python interface for BEDTools \[[@CR3]\].

BEDOPS is a highly scalable and easily-parallelizable genome analysis toolkit, which enables tasks to be easily split by chromosome for distributing whole-genome analyses across a computational cluster \[[@CR4]\]. BEDOPS requires sorted interval set files before intersection. GROK utilizes region algebra for genomic region operations and provides R, Python, LUA, command line interfaces, and C++ API extension \[[@CR5]\]. NCList uses a novel data structure named Nested Containment List (NCList) for interval databases \[[@CR6]\]. NCList keeps intervals in lists such that intervals in each list have containment relation. However, no list fully contains one another, which implies that if lists are ordered on their start positions, then they are also sorted on their end positions. GLANET stands for genomic loci annotation and enrichment tool and provides joint overlap analysis of 2 to 3 tracks at most \[[@CR7]\].

Layer et al. propose a novel parallel "slice-then-sweep" algorithm for *n*-way interval set intersection. Their algorithm requires the input intervals not to be contained fully in one another \[[@CR8]\]. Tabix indexes tab-delimited files and converts a sequential access file into a random access file \[[@CR9]\].

In this paper, we generalize the problem of genomic interval intersection (finding common overlapping intervals) from 2 or 3 interval sets to *n* interval sets. We implement segment tree based construction and search algorithms in parallel for each interval set and chromosome. We accept *n* interval sets in Browser Extensible Data (BED) format and we apply a divide and conquer algorithm for finding common overlapping intervals. The intervals in a single set may overlap, may contain one another, and may be unsorted. We divide the interval sets into two sets, recursively, until one or two interval sets remain as base cases. In case of two interval sets, we construct a segment tree from one of the interval sets and we then search the intervals of the other interval set as query intervals on the constructed segment tree. In case of one interval set, we return all of its intervals as overlapping intervals. Results coming from the base cases are combined as follows: one of the results is used as query intervals, a segment tree is built on the other result, query intervals are searched on the segment tree, and overlapping intervals are returned. This process is repeated recursively until all of the *n* interval sets are processed.

We also propose a composite data structure, indexed segment tree forest which leverages on natural binning of segment trees and indexing the segment tree nodes at a certain depth. The same divide and conquer algorithm is also applied on the indexed segment tree forest (ISTF). However, this time when a segment tree is constructed, we proceed by converting this segment tree to an indexed segment tree forest by cutting this tree at a certain depth and indexing the segment tree nodes at that cut-off level. Our aim is to reduce the search space and search on the shorter indexed segment tree forest rather than one tall segment tree and eventually to reduce the query time. The overview of the proposed methodology is depicted in Fig. [1](#Fig1){ref-type="fig"}. Fig. 1Work-flow for finding jointly overlapping intervals of *n* interval sets, displays the proposed data structures: segment tree and indexed segment tree forest, and the key steps on them

Results {#Sec2}
=======

Execution time comparison {#Sec3}
-------------------------

We compared JOA with other tools using their latest available versions such as GROK v1.1.1, BEDTools v2.27.1, and BEDOPS 2.4.35. To compare the tools, we have used real and semi-synthetic datasets. As an additional case study, we compared JOA segment tree and JOA indexed segment tree forest using 141 ENCODE Dnase hypersensitive sites. Details of these datasets can be found in Availability of data and material.

During comparisons, JOA is run both with segment tree (ST) and indexed segment tree forest (ISTF) options, GROK is run through its python API and intersectionL method is utilized, BEDTools is called by its intersect -a -b utility, and for BEDOPS, --intersect set operation is used. BEDTools is run with its "multiinter" parameter when there are more than 2 input files. BEDTools gives a number to each input file starting at 1, when run with the "multiinter" parameter and produces a comma separated list of the input file numbers that are jointly overlapping in the fifth column of its output file. Therefore, from BEDTools' output file, we counted the number of rows that has all the file numbers separated by comma in the fifth column and calculated the number of jointly overlapping intervals.

All of the runs are carried out on Centos 6.6, Intel Xeon Gold 6132 (skylake), 2.6GHz ×28 processors (14 cores/socket). All the provided execution times in Tables [1](#Tab1){ref-type="table"}, [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"} and [4](#Tab4){ref-type="table"} are averaged over 50 runs. Table 1Average execution time comparison of the tools for the six benchmarksBenchmarksAverage execution times in seconds(1n,1ppn)(1n,8ppn)GROKBEDOPSBEDToolsJOA STJOA ISTFJOA STJOA ISTF2 small files1.14260.17850.42041.51351.78800.83630.97125 small files2.37570.310412.65092.15042.73961.24701.5531(2.3M, 2.3M)13.51731.865614.467916.161117.02399.57089.7355(6.4M, 6.4M)34.27364.805363.849939.779943.538323.928024.0116(9.2M, 9.2M)54.54527.110265.332456.000155.983831.729032.5613(6.4M, 9.2M)49.20075.466043.110448.004647.981523.204824.3927GROK, JOA, BEDTools and BEDOPS execution times are averaged over 50 runsTable 2Number of interval files are increased by two fold whereas number of intervals in each file is kept constantSimulations 1^*st*^ Scenario (\#ofFiles,\#ofIntervals)Average execution times in seconds(1n,1ppn)(1n,2ppn)GROKBEDOPSBEDToolsJOA STJOA ISTFJOA STJOA ISTF(2,100000)0.69730.03660.23801.08461.28610.66770.7121(4,100000)1.35270.03973.86661.44801.73421.04101.0932(8,100000)2.72320.04478.26202.01752.47201.46861.5197(16,100000)5.73250.056518.94872.84023.63872.02522.3860(32,100000)12.57990.081945.75644.48405.41323.06473.6630(64,100000)30.25840.1283116.77366.92147.99664.57465.4844(128,100000)66.71220.2131312.843812.168213.67407.42858.3240(256,100000)-0.4229891.245422.601024.062815.391516.2595(512,100000)-0.82832887.381642.018745.332126.986828.8161Average execution time comparison of the tools for the first scenario using semi-synthetic datasets. GROK, JOA, BEDTools and BEDOPS execution times are averaged over 50 runs except BEDTools runs for 128, 256 and 512 files which are averaged over 2 runsTable 3Number of intervals in each file is increased by two fold whereas number of interval files is kept constantSimulations 2^*nd*^ Scenario (\#ofFiles,\#ofIntervals)Average execution times in seconds(1n,1ppn)(1n,2ppn)GROKBEDOPSBEDToolsJOA STJOA ISTFJOA STJOA ISTF(2,1M)9.03300.36354.21094.53825.21083.48804.1231(2,2M)19.78270.620211.469511.847512.20807.24788.2213(2,4M)44.95171.814933.137229.943732.512818.419219.3616(2,8M)102.62992.9645108.036073.238274.938255.126256.9878(2,16M)255.63545.7609397.5899190.2903192.3511178.7225185.8660Average execution time comparison of the tools for the second scenario of semi-synthetic datasets. GROK, JOA, BEDTools and BEDOPS execution times are averaged over 50 runsTable 4Average execution time comparison of JOA ST and ISTF for 141 interval sets of Dnase hypersensitive sitesENCODE 141 DHSs filesAverage execution times in seconds(1n,1ppn)(1n,8ppn)JOA ST15.88949.6301JOA ISTF19.000910.6943JOA ST and ISTF execution times are averaged over 50 runs. Average execution times are reduced as number of processors per node is increased from 1 to 8

There exists other tools and formats such as BGT, GQT, SeqArray and BGEN \[[@CR10]--[@CR13]\] that requires joint overlap analysis. BGT is a new, compact file format for efficiently storing and querying whole-genome genotypes of tens to hundreds of thousands of samples. BGT search alleles/variants in the input bgt format file within a given site or list of sites \[[@CR10]\]. Genotype Query Tools (GQT) is a new indexing strategy that expedites analyses of genome variation datasets in VCF format based on sample genotypes, phenotypes and relationships \[[@CR11]\]. SeqArray is a storage-efficient high-performance new data format for WGS variant calls which comes with SeqArray software package including key R functions \[[@CR12]\]. BGEN is another novel binary file format for imputed genotype and haplotype data which are supported by many tools\[[@CR13]\]. BGT, SeqArray and BGEN introduce their own new data format and carry out analysis on their new data formats except GQT, which carries out analysis on the VCF format. However, JOA does not support these data formats but designed for text based formats including ".bed" and ".pk' formats. Therefore, we did not compare JOA against them.

### Execution time comparison of tools using benchmarks datasets {#Sec4}

JOA ST and ISTF are run for both (1 node, 1 processor per node) and (1 node, 8 processors per node) settings. Average execution times are listed in Table [1](#Tab1){ref-type="table"}. Running times are comparable and usage of more processors per node decreased the running time of JOA because of parallel implementation of ST and ISTF algorithms. For "5 small files", BEDTools "multiinter" parameter usage increased its running time as it has a different implementation which is also reflected in its output. Number of overlapping intervals found for each benchmark dataset is listed in Table [5](#Tab5){ref-type="table"}. JOA and BEDTools found exactly the same number of overlapping intervals whereas GROK and BEDOPS found different number of overlapping intervals. This might be because of a different design, implementation or a case which is handled differently such as nested intervals. Table 5Number of overlapping intervals found for each benchmarkBenchmarksNumber of overlapping intervals foundGROKBEDOPSBEDToolsJOA STJOA ISTF2 small files1459251459251459251459251459255 small files9308093080930809308093080(2.3M, 2.3M)2972223753639139036841390368413903684(6.4M, 6.4M)73696081292747479369474793694747936947(9.2M, 9.2M)115533953046101392177733921777339217773(6.4M, 9.2M)4746709424074196456761964567619645676JOA and BEDTools found exactly the same number of overlapping intervals whereas GROK and BEDOPS found different number of overlapping intervals

### Execution time comparison of tools using semi-synthetic datasets {#Sec5}

To compare the tools on a controlled dataset, we uniformly sampled 500bp long intervals from the human genome and generated bed format input. In the first scenario, we kept the number of intervals constant at 100,000 in each file and we increased the number of files by twofold from 2 to 512. In the second scenario, we kept the number of files constant at 2 and we increased the number of intervals in each file by twofold from 1,000,000 to 16,000,000.

In the firs scenario, we could not run GROK for more than 256 input files since calling a python function with more than 256 arguments was not allowed. Also, in the first scenario, BEDTools is called with the "multiinter" parameter when there are more than two input files.

Average execution times for both scenarios are provided in Tables [2](#Tab2){ref-type="table"} and [3](#Tab3){ref-type="table"}. In the first scenario, when the number of input files is greater than 2, BEDTools average execution times are extremely high because of the "multiinter" option usage. In both scenarios, JOA has reduced execution times when 2 processors per node (ppn) is used instead of 1 ppn.

The number of overlapping intervals found for the first scenario and the second scenario are provided in Tables [6](#Tab6){ref-type="table"} and [7](#Tab7){ref-type="table"}, respectively. JOA and BEDTools found the same number of overlapping intervals for the semi-synthetic datasets as in the case of benchmark datasets. However, GROK and BEDOPS found different number of overlapping intervals. Table 6Number of overlapping intervals found by the tools for the first scenario of semi-synthetic datasetsSimulations 1^*st*^ Scenario (\#ofFiles,\#ofIntervals)Number of Overlapping Intervals FoundGROKBEDOPSBEDToolsJOA STJOA ISTF(2,100000)39583761391339133913(4,100000)55555(8,100000)00000(16,100000)00000(32,100000)00000(64,100000)00000(128,100000)00000(256,100000)-0000(512,100000)-0000Table 7Number of overlapping intervals found by the tools for the second scenario of semi-synthetic datasetsSimulations 2^*nd*^ Scenario (\#ofFiles,\#ofIntervals)Number of Overlapping Intervals FoundGROKBEDOPSBEDToolsJOA STJOA ISTF(2,1M)432665280649402931402931402931(2,2M)1741459804859161310716131071613107(2,4M)65094861785275645569064556906455690(2,8M)209367962706065258121902581219025812190(2,16M)553546982336735103245490103245490103245490

### Execution time comparison of JOA ST versus ISTF using ENCODE data {#Sec6}

To show the parallel processing advantage of JOA, we designed and ran an additional case study for JOA using 141 interval sets of Dnase hypersensitive sites. We found and supplied all jointly overlapping intervals for these 141 interval sets in Additional file [1](#MOESM1){ref-type="media"}: Table S1. This additional case study verified that JOA can handle a significantly larger number of interval files and JOA is able to attain better running times with the help of its parallel processing ability as shown in Table [4](#Tab4){ref-type="table"}.

JOA segment tree versus indexed segment tree forest detailed execution time comparison {#Sec7}
--------------------------------------------------------------------------------------

We used the last four benchmarks (2.3M, 2.3M), (6.4M, 6.4M), (9.2M, 9.2M), and (6.4M, 9.2M) from benchmarks datasets in Table [1](#Tab1){ref-type="table"}. We compared JOA ST versus JOA ISTF with respect to read, construction and query running times which are averaged over 50 runs. We show that ST and ISTF perform comparably with respect to read, construction and query running times as it is shown in Fig. [2](#Fig2){ref-type="fig"}. Fig. 2We compare JOA segment tree and indexed segment tree forest w.r.t. read, construction and query time which are averaged over 50 runs. This comparison shows that segment tree and indexed segment tree forest are comparable to each other

JOA memory usage {#Sec8}
----------------
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                \begin{document}$\mathcal {O}(nlog{n})$\end{document}$ storage for *n* given intervals. Since indexed segment tree forest is based on indexing of segment tree nodes at a certain depth, it has similar memory requirements. JOA is implemented in Java with fork/join framework which speeds up parallel processing by using all available processor cores. However, parallel processing requires loading all the data into memory. Also, segment tree and indexed segment tree forest construction requires memory allocation of many temporary data structures which can be only deallocated automatically by the Java garbage collector.

We calculated the memory usage of JOA ST and ISTF for the semi-synthetic datasets. The memory usage in megabytes (MBs) are presented in Additional file [2](#MOESM2){ref-type="media"}: Tables S2 and S3. All the memory usage in the first and second scenarios are as expected; however, for the 2 interval sets of 8M intervals each, and for the 2 interval sets of 16M intervals in the second scenario, JOA's memory consumption is high. This can be the due to the loading all interval sets into memory, the additional temporarily used data structures, or the Java garbage collector. As long as Java Virtual Machine has enough memory, garbage collector may not take action to deallocate memory and follow manually written memory deallocation statements in the code.

Discussion {#Sec9}
==========

Parallel implementation of JOA ST and JOA ISTF algorithms require all the input intervals to be loaded into the memory. Moreover, JAVA garbage collector deallocates memory automatically without taking manually written memory deallocations into account. Therefore, although JOA ST and JOA ISTF have comparable and sometimes lower execution times, their memory footprint may be high.

Regarding JOA ISTF, we analyzed how the percentage parameter affects the cut-off depth and how the cut-off depth affects the execution time (Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}). Depending on these analyses, we set the percentage parameter to 0.5*%*. In addition to that, we provided a detailed analysis on the average height of the binary search trees (BSTs) constructed from hash indexes. We showed that average height of BSTs is always less than or equal the height of the original segment tree. Fig. 3We analyze the effect of percentage parameter on the average cut-off depth and the number of intervals that require extra work. This analysis shows that as we increase the percentage parameter, as expected, the number of intervals that need to be moved increases and average cut-off depth decreasesFig. 4We analyze the effect of percentage parameter on the average runtimes. These runtimes are averaged over 50 runs using 2.3 million intervals files. This analysis shows that as we increase the percentage parameter, as expected, average read time does not change but the construction time and query time are increased

Furthermore, for JOA ISTF, we analyzed the number of hash indexes for varying preset values using human genome, chromosome 1 intervals of the 5 small files' which is provided as the second benchmark dataset in Table [1](#Tab1){ref-type="table"}. The smaller the preset value, the higher the number of different hash indexes, and vice versa (Fig. [5](#Fig5){ref-type="fig"}). Fig. 5Number of hash indexes for varying preset values. Preset values must be multiplied by 10K

Moreover, we computed the mean and standard deviation of the number of segment tree nodes assigned to the same hash index as we vary the preset value. The smaller the preset value, the less the number of segment tree nodes assigned to a hash index (Fig. [6](#Fig6){ref-type="fig"}). This shows that there is a trade off between number of hash indexes and the mean number of segment tree nodes assigned to a hash index as we change the preset value. This is an inherent advantage of the proposed indexed segment tree forest construction algorithm and allows for generalizing to varying preset values. Fig. 6Mean and standard deviation of number of segment tree nodes assigned to hash indexes for varying preset values. Preset values must be multiplied by 10K

Conclusion {#Sec10}
==========

In this paper, we presented efficient methods for parallel joint overlap analysis of *n* interval sets. The proposed segment tree and novel indexed segment tree forest solutions are optimized with a divide and conquer algorithm design and implemented as a tool named JOA. We showed that JOA ST and ISTF have comparable execution times. We compared JOA with other state of the art tools such as GROK, BEDTools, BEDOPS and demonstrated the efficacy of JOA with respect to the execution time. Especially, when the number of processors per node is increased, JOA had less execution time than the other tools. Furthermore, we also verified that JOA is able to identify all the overlapping intervals.

To verify the parallel processing advantage of JOA, we designed and ran an additional case study for JOA in which we found the jointly overlapping intervals of 141 interval sets of ENCODE Dnase hypersensitive sites.

Methods {#Sec11}
=======

Segment tree {#Sec12}
------------
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                \begin{document}$\mathcal {O}(nlog{n})$\end{document}$ time for *n* given intervals. Finding all intervals in the segment tree containing a query point *q*~*x*~ requires $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal {O}(log{n}+k)$\end{document}$ time for *n* given intervals and *k* hits \[[@CR14]\].
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                \begin{document}$I := {[x_{1} : x^{\prime }_{1}], [x_{2} : x^{\prime }_{2} ],..., [x_{n} : x^{\prime }_{n}]}$\end{document}$ be a set of *n* given intervals on the real line. Let *p*~1~,*p*~2~,\...,*p*~*m*~ be the list of distinct interval endpoints (low and high endpoints), sorted from left to right. We simply partition the real line induced by these endpoints *p*~*i*~. We name the regions in this partitioning as elementary intervals. Thus, the elementary intervals from these endpoints *p*~1~, *p*~2~, ..., *p*~*m*−1~, *p*~*m*~ are, from left to right, \[*p*~1~:*p*~1~\],(*p*~1~:*p*~2~),\[*p*~2~:*p*~2~\],\...,(*p*~*m*−1~:*p*~*m*~),\[*p*~*m*~:*p*~*m*~\].

To this end, we build a binary search tree *T* whose leaves correspond to these elementary intervals induced by the endpoints of the intervals in *I* in an ordered way: the leftmost leaf corresponds to the leftmost elementary interval, and so on. We denote the elementary interval corresponding to a leaf *μ* by *Int*(*μ*).

An internal node of *T* represents the intervals that are the union of intervals of its two children: *Int*(*ν*) corresponding to node *ν* is the union of the intervals *Int*(*ν*~*leftChild*~) and *Int*(*ν*~*rightChild*~) in the subtree rooted at *ν*. The interval represented by the parent of leaf nodes, *Int*(*ν*), is the union of the elementary intervals *Int*(*ν*~*leftChild*~) and *Int*(*ν*~*rightChild*~). Note that elementary intervals are different from the input intervals, *I*.

Each internal node *ν* in *T* represents an interval *Int*(*ν*) whereas each leaf node *μ* represents an elementary interval, *Int*(*μ*). Each node stores a subset of input intervals, i.e., the canonical subset, *I*(*ν*), where *I*(*ν*)⊆*I*. This canonical subset of node *ν* stores the intervals \[*x*:*x*^′^\]∈*I* such that *Int*(*ν*)⊆\[*x*:*x*^′^\] and *Int*(*parent*(*ν*))⫅̸\[*x*:*x*^′^\]. This implies that if interval \[*x*:*x*^′^\] is in the canonical subset of node *ν*, *I*(*ν*), then *Int*(*ν*) is completely contained in \[*x*:*x*^′^\] whereas *Int*(*parent*(*ν*)) is not contained in \[*x*:*x*^′^\]. The constructed balanced binary tree *T* is called a segment tree. This way of construction ensures non-overlapping, totally consecutive intervals for the nodes at any depth, from left to right. In other words, it provides a natural binning at any depth of the tree. In Fig. [7](#Fig7){ref-type="fig"}, we exemplify how we store 4 intervals in the segment tree leaves and internal nodes which are constructed from the endpoints of these 4 given intervals. Moreover, in Fig. [7](#Fig7){ref-type="fig"}, the arrows from the nodes point to their canonical subsets. Fig. 7Intervals (*s*~1~,*s*~2~,*s*~3~,*s*~4~) are stored in the nodes. The arrows from the nodes point to their canonical subsets

### Segment tree construction complexity analysis {#Sec13}

To construct a segment tree for *n* given intervals, we proceed as follows: We sort the endpoints of *n* intervals in *O*(*n* log*n*) time and define elementary intervals at each end point and between each consecutive endpoints. We then construct a binary tree on these elementary intervals, where each interval is the union of its left and right child's intervals (or elementary intervals). This process continues until the extent of all of the intervals are represented by the root node. The construction can be done bottom-up in linear time. In the last phase, *n* given intervals are stored in the canonical subset of the nodes, when a node's interval, *Int*(*ν*), is fully contained in an input interval. As a result, an interval can be attached to more than one node and the number of intervals attached to nodes decreases as we go up in the tree; since, a node's interval, *Int*(*ν*), becomes larger as we get closer to the root node.

Segment tree query {#Sec14}
------------------

A query is processed starting at the root node. If the query point *q*~*x*~ overlaps with the node's interval, *Int*(*ν*), the associated intervals stored at that node, *I*(*ν*), are output and the query continues on the left or right child of that node, visiting one node per level of the tree. The time complexity of a segment tree query is *O*(log*n*+*k*) where *n* is the number of intervals and *k* is the number of overlapping intervals in the segment tree for the query point *q*~*x*~ \[[@CR14]\].

Indexed segment tree forest {#Sec15}
---------------------------

After analyzing constructed segment trees for real data sets, we observed that nodes at the top of the segment tree (approximately top two thirds of the segment tree) do not store any intervals or store only a few intervals in their canonical subsets. In other words, input intervals are mostly stored in the bottom nodes of the segment tree.

Keeping the whole segment tree with a significant number of nodes without any or with a few intervals might be unnecessary. Furthermore, passing through all these nodes for each query in order to find overlapping intervals may increase the query time. Instead of having one tall segment tree, we can cut the segment tree at a certain depth close to the bottom of the tree and have as many short segment trees rooted at segment tree nodes present at this cut-off depth plus the segment tree nodes with no children above this cut-off depth.

Indexed segment tree forest parameters {#Sec16}
--------------------------------------

### Cut-off depth {#Sec17}

We decide on the cut-off depth by considering the total number of intervals stored in canonical subsets of nodes at the cut-off depth and above the cut-off depth. We find a depth, *d*, such that the number of intervals stored from root node to the nodes at this depth is greater than 0.5*%* of the total number of intervals stored in the segment tree. We then choose *d*+1 as the cut-off depth. The closer the cut-off depth to the bottom of the tree, the more segment trees there will be in the forest. In other words, cut-off depth determines the number of short segment trees in the forest.

**Moving intervals that were stored in the nodes above the cut-off depth:** All the intervals attached to the nodes that are above the cut-off depth must be distributed to the nodes at the cut-off depth. Specifically, if an interval is attached to a node above the cut-off depth, then this interval must be attached to its offspring nodes at the cut-off depth. If there is no offspring node at the cut-off depth then there can be two cases. Case 1: If the node storing the interval has no offspring, then we directly add this node to our segment tree forest. Case 2: If the node has offspring/s above the cut-off depth, then we attach the interval to its lowest offspring nodes and add these lowest offspring nodes to our segment tree forest, with a higher priority given to the node closer to the cut-off depth in order to keep the order consistent between the intervals of the nodes. Note that we do this extra work for a small number of nodes.

**Linking segment tree nodes at the cut-off depth to each other:** To ensure fast access between consecutive segment tree nodes at the cut-off depth, we connect segment tree nodes to each other through forward and backward pointers. We call these nodes linked nodes (See Fig. [8](#Fig8){ref-type="fig"}). Fig. 8Segment tree nodes (blue) at the cut-off depth and segment tree nodes (red) with no children above the cut-off depth are stored in our segment tree forest. To enhance fast access, these stored segment tree nodes are connected to each other through forward and backward links

As mentioned earlier, we cut the segment tree at the cut-off depth and keep the segment tree nodes at this cut-off depth and the nodes with no children above the cut-off depth in an indexed segment tree forest. Each segment tree node at this cut-off depth is in fact a root of a segment tree in the forest and we compute its hash index using a hash function for each segment tree node and we store \[index,segment tree node\] tuples in a map.

### Cut-off depth decision, percentage parameter {#Sec18}

We make use of percentage parameter in cut-off depth decision. This percentage parameter determines the number of intervals that needs to be moved w.r.t. the total number of intervals stored in the segment tree. As this percentage parameter increases, the number of intervals that we accept to move increases, and we cut the original segment tree closer to the leaves. We analyzed how this percentage parameter affects the cut-off depth and how the cut-off depth affects the construction and query time. For this purpose, we used an input of 2.3 million intervals and varied the percentage parameter from 0.5 to 10.0. We observed that as we increase the percentage parameter, the number of intervals that need extra movement increases and the cut-off depth decreases, as expected (See Fig. [3](#Fig3){ref-type="fig"}). In this context, cut-off depth is defined as depth from the leaf level. However, construction and query time increases slightly, most probably because of more individual nodes are added to the indexed segment tree forest data structure (See Fig. [4](#Fig4){ref-type="fig"}). Based on these results, we decide on cut-off depth by considering movement of 0.5*%* of the total intervals. As a result, we internally set the percentage parameter to 0.5*%*.

### Hash function, preset value {#Sec19}

To index the nodes at the cut-off depth we use one universal hash function as shown in Eq. [1](#Equ1){ref-type=""}. By using this hash function, we index these short segment trees and we access each short segment tree in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal {O}(1)$\end{document}$ time instead of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal {O}(cut-off)$\end{document}$ time. The preset value in the hash function determines the number of different hash indexes that one can have. $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$  hashIndex = (node.interval.low/presetValue)  $$ \end{document}$$

Lower preset values result in many hash indexes with fewer segment trees with the same index, therefore, fewer collisions. But, lower preset values may result in sequential search of more than one segment tree, which is definitely not preferred. Conversely, higher preset values result in fewer hash indexes with more segment tree nodes with the same index, which implies more collisions. To efficiently handle collisions, we construct a binary search tree (BST) from the segment tree nodes with the same index and store the root of this BST in the hash map. Parent nodes of these linked nodes in the BST constitute the artificial nodes as shown in Fig. [9](#Fig9){ref-type="fig"}. Fig. 9Segment tree nodes with the same index are stored in a BST and the root of BST is indexed. Blue and red colored nodes are original segment tree nodes which are linked to each other. Blue colored nodes are in fact the roots of the segment trees below them. Red colored nodes do not have any children. Parents of these blue and red colored nodes are the artificial nodes, if any
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                \begin{document}$\mathcal {O}(height(OriginalSegmentTree))$\end{document}$ time. As long as the height of BST formed from these segment trees with the same index is less than the height of the original segment tree, search in indexed segment tree forest will be still less than search in one tall segment tree.

Theoretically, when all the nodes at the cut-off depth have the same hash index; the same segment tree will be constructed for them. Therefore, the height of the hash BST will be always less than or equal to the height of the original segment tree. To exemplify this situation, we carried out an analysis by using inputs of 2.3 million intervals. We observed that average height of the hash BST is less than the average height of the original segment tree for each chromosome. We also averaged over all chromosomes and showed that the average height of hash BSTs is 12.9 and the average height of the original segment tree is 19.4 for varying percentages from 0.5 to 10 and for the preset value of 1000000 as shown in Table [8](#Tab8){ref-type="table"}. Table 8Average height of hash BSTs and original segment tree for all chromosomes are presentedAverage HeightPercentageHash BSTsOriginal Segment Tree0.512.969519.41.012.98231.512.98422.012.98382.53.012.98423.512.98454.04.55.012.98435.56.012.98456.512.98317.012.98217.58.012.98148.59.09.510.0While preset value of 1000000 is kept constant, percentage parameter used in cut-off depth decision is varied from 0.5 to 10.0, and average height of hash BSTs and original segment tree are found using 2.3 million intervals files. It is observed that average height of hash BSTs are always less than the average height of the original segment tree

Query in indexed segment tree forest {#Sec20}
------------------------------------

For each query interval, we compute its *lowIndex* and *highIndex* using its low and high endpoints, respectively. We start searching on a linked node pointed by the *lowIndex* if it exists, otherwise we find the *lowerIndex* (highest index lower than *lowIndex*) and start searching at the node shown by the *lowerIndex* and continue searching forward. If it is not possible, we start searching on the linked node pointed by the *highIndex* if it exists, if not, we compute *higherIndex* (lowest index higher than *highIndex*) and search the node pointed by *higherIndex* and continue searching backward. If there is no node pointed by *higherIndex*, it means that there is no overlapping interval with the query interval. The pseudocode of the indexed segment tree forest search algorithms are provided in the Additional file [2](#MOESM2){ref-type="media"}.

### How to guarantee that at most two additional index searches are enough? {#Sec21}

As it is shown in Fig. [10](#Fig10){ref-type="fig"}, we first compute *lowIndex*~*i*~ and *highIndex*~*j*~ using query low and high endpoints, respectively. Then we search for the segment trees pointed by one of these indexes in the order of *lowIndex*~*i*~, *lowIndex*~*i*−1~, *highIndex*~*j*~ or *highIndex*~*j*+1~. Fig. 10Searching the nodes pointed by *lowIndex*~*i*~ and *highIndex*~*j*~, the nodes in between them, and plus two more nodes at most is enough

Here we present why we may need to consider only two more segment trees pointed by the indexes *lowIndex*~*i*−1~ and the *highIndex*~*j*+1~ (Fig. [10](#Fig10){ref-type="fig"}). $$\documentclass[12pt]{minimal}
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From the preserved order between intervals of consecutive nodes we know that $$\documentclass[12pt]{minimal}
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Equations [6](#Equ6){ref-type=""} and [7](#Equ7){ref-type=""} imply that $$\documentclass[12pt]{minimal}
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As a result of inequality Eq. [8](#Equ8){ref-type=""}, *lowNode*~*i*−2~.*interval* and query interval can not overlap. Therefore we may need to look at only one more index preceding the *lowIndex*~*i*~ and search for the segment tree pointed by that index and forward. In the same manner, we may need to consider only one more index subsequent to the *highIndex*~*j*~ and search for the segment tree pointed by that index and backward.

Real datasets: benchmarks {#Sec22}
-------------------------

We defined six benchmarks, which are listed in Table [1](#Tab1){ref-type="table"} for execution time comparisons of the tools.

The first two benchmarks include five files containing DNase-Hypersensitivity hotspot peaks from mouse fetal tissues: fAdrenal-DS12528, fAdrenal-DS15123, fAdrenal-DS17319, fAdrenal-DS17677 and fAdrenal-DS20343. They contain 193835, 188966, 137386, 132500, and 195098 intervals, respectively. The first benchmark that is called "2 small files" is a subset containing the first two of the five files, whereas the second benchmark named as "5 small files" is the set of all five files.

The last four benchmarks come from three files consisting of histone modifications from human cell lines: HepG2, Dnd41 and A459 including 2,362,386 (2.3M), 6,473,749 (6.4M), and 9,218,913 (9.2M) intervals, respectively. The last benchmark is a subset containing the last two of these files. Sources of these benchmark datasets are provided in Availability of data and material.

Additional files
================

 {#Sec23}

Additional file 1Supplementary Table S1 contains all jointly overlapping intervals for 141 interval sets of Dnase hypersensitive sites. (XLSX 75 kb)

Additional file 2Supplementary Material includes Supplementary Tables S2 and S3 for memory usage of JOA ST and ISTF for the semi-synthetic datasets. Supplementary Material also provides the pseudocode of the indexed segment tree forest search algorithms. (PDF 135 kb)

NGS

:   Next Generation Sequencing

JOA

:   Joint Overlap Analysis

ST

:   Segment Tree

ISTF

:   Indexed Segment Tree Forest

**Availability of data and materials**

JOA's source code is available at <https://github.com/burcakotlu/JOA/>. You can download JOA executable jar, joa.jar from <http://burcak.ceng.metu.edu.tr/joa/>. A user manual is provided at <https://joa.readthedocs.org>.

Benchmark Datasets: The first two benchmarks "2 small files" and "5 small files" are obtained from five files: fAdrenal-DS12528, fAdrenal-DS15123, fAdrenal-DS17319, fAdrenal-DS17677 and fAdrenal-DS20343. They are all in bed format and available for download from <http://burcak.ceng.metu.edu.tr/joa/>. The last four benchmarks (2.3M,2.3M),(6.4M,6.4M), (9.2M,9.2M) and (6.4M,9.2M) come from three files: 2.3M (wgEncodeBroadHistoneHepg2CtcfStdAlnRep1), 6.4M (wgEncodeBroadHistoneDnd41H3k04me2AlnRep2), 9.2M (wgEncodeBroadHistoneA549H3k04me2Dex100nmAlnRep2). They are downloaded as bam format files from <http://hgdownload.cse.ucsc.edu/goldenpath/hg19/encodeDCC/wgEncodeBroadHistone/> and converted into bed format files.

Semi-Synthetic Dataset: All files are in bed format. Compressed simulated_data.tar.gz file can be downloaded from <http://burcak.ceng.metu.edu.tr/joa/>.

ENCODE Data: For additional case study of JOA, we downloaded 141 interval sets of ENCODE Dnase hypersensitive sites (29 of them are in pk format and 112 of them are in bed format) from <http://hgdownload.cse.ucsc.edu/goldenpath/hg19/encodeDCC/wgEncodeUwDnase/> and <http://hgdownload.cse.ucsc.edu/goldenpath/hg19/encodeDCC/wgEncodeOpenChromDnase/>.

Not applicable.

Funding {#d29e3303}
=======

No funding was received for the study.

BO conceived the idea of indexed segment tree forest, designed and implemented the parallel algorithms for segment tree and indexed segment tree forest, conducted execution time comparison analysis. TC supervised the project and execution time comparison analysis. BO and TC wrote the manuscript. All authors read and approved the final manuscript.

Ethics approval and consent to participate
==========================================

Not applicable.

Consent for publication
=======================

Not applicable.

Competing interests
===================

The authors declare that they have no competing interests.

Publisher's Note
================

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
