In the situation where the sampling units in a study can be easily ranked than quantified, the ranked set sampling methods are found to be more efficient and cost effective as compared to SRS. In this paper we propose an estimator of the population mean using paired ranked set sampling (RSS) method. The proposed estimator is an unbiased estimator of the population mean when the set size is even. In case of odd set size the estimator is unbiased when the underlying distribution is symmetric. It is shown that the proposed estimator is more efficient than its counterpart SRS method for all distributions considered in this study.
Introduction
Ranked set sampling (RSS) enables one to provide more structure for the collected sample items, and use this structure to develop efficient inferential procedures. This approach to data collection was first proposed by McIntyre ( [1] , reprinted in [2] ) for situations where taking the actual measurements for sample observations was difficult (maybe costly, destructive, time-consuming), but mechanisms for either informally or formally ranking a set of sample units was relatively easy and reliable. In RSS one first draws m 2 units at random from the population and partitions them into m sets of m units. The m units in each set are ranked without making actual measurements. From the first set of m units the unit ranked lowest is chosen for actual quantification. From the second set of m units the unit ranked second lowest is measured. This process is continued until the unit ranked largest is measured from the m-th set of m units. If a larger sample size is required then the procedure can be re-peated r times to obtain a sample of size n = rm. These chosen elements are called a ranked set sample.
Dell and Clutter [3] and Takahasi and Wakimoto [4] provided mathematical foundations for RSS. Dell and Clutter [3] also showed that the estimator for population mean based on RSS is at least as efficient as the estimator based on SRS with the same number of measurements even when there were ranking errors. Samawi et al. [5] used extreme ranked set sample (ERSS) in case of even sample size which is easier to use than the usual RSS procedure to estimate the population mean. Muttlak [6] proposed the use of median ranked set sampling (MRSS) method for estimating the population mean. Muttlak [7] investigated quartile ranked set sampling (QRSS) for estimating the population mean. Jemain et al. [8] suggested balanced groups ranked set sampling (BGRSS) for estimating population mean. Biradar and Santosha [9] studied the use of extremes RSS for estimating population mean. Recent summaries of RSS literature appear in two survey articles by Wolfe [10] [11] and a monograph by Chen et al. [12] . These procedures are based on quantification of single unit from each sample. However, more than one order statistics from each sample contain additional information about the unknown parameter. Therefore it is sensible to have more than one quantified observations (order statistics) from each sample to construct an estimator or test of a hypothesis. Recently, Balci et al. [13] introduced two modified RSS by choosing two elements from each sample. They have studied modified maximum likelihood estimator (MMLE) and best linear unbiased estimator (BLUE) when the underlying distribution is normal. The main objective of this paper is to propose a nonparametric estimator using these paired RSS and to compare with estimators based on SRS and extremes RSS (RSS (E)) recently studied by Biradar and Santosha [9] under both perfect and imperfect ranking (with errors in ranking).
Ranked Set Sampling by Choosing Diagonals of Samples (RSS (D))
Balci et al. [13] 
is a RSS (D) of size 2m. Note that the order statistics within the sample are dependent and between the samples are independent. For all 1, 2, ,
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The estimator of the population mean based on RSS (D) can be defined in case of even sample size m as
The mean and variance of D X can be shown to be 
In case of an odd sample size m, the estimator of the population mean can be defined as
And it follows that
If the underlying distribution is symmetric about zero, then ( ) 
Efficiency
The efficiency of D X with respect to X for estimating the population mean is defined as
Similarly, we compare the proposed estimator D X with the estimator based on RSS (E) studied by Biradar and Santosha [9] . Denote Note that if the underlying distribution is symmetric about its mean then E X is an unbiased estimator of the population mean.
The variance of the of E X is given by ( ) 
The efficiency of D X with respect to E X for estimating the population mean is defined as ( )
, .
The relative efficiencies were computed for m = 2(2)10 and are presented in 
Paired Ranked Set Sampling with Errors in Ranking
Dell and Clutter [3] considered the case in which there were errors in ranking; that is the quantified observation from the i-th sample may not be the i-th order statistic rather the i-th judgement order statistic. They showed that sample mean of RSS with errors in ranking was an unbiased estimator of the population mean regardless of the errors in ranking, and has smaller variance than the usual estimator based on SRS with same sample size. But the variance of the estimator with errors in ranking will be larger than the variance of the estimator with perfect ranking and less than or equal to the variance of the estimator based on SRS. 
, when is odd, 2 1 m m
with variance 
To gain some insight of the effect of ranking errors on the efficiencies of the estimators various simulation trails were conducted. We use the simulation method considered by Dell and Clutter [3] and David and Lavine [15] . In the first stage we generate m sets of simple random samples { } Now the RSS (D) and RSS (E) procedures were used to get the values of the estimators for population mean. Based on 10,000 simulated samples estimates of means and varainces or mean squared error (MSE) of estimators were computed. These trails were run with standard deviation set at 0.05, 0.25, 0.5 and 0.75. The results are presented in Table 2 and Table 3 .
The efficieny values in Table 2 suggest that for all the cases (for allvalues of m and distributions considered here) RSS (D) estimator is more efficient than the SRS estimator in the presence of erros in ranking. Table 2 also shows that efficiency values increase with m and decrease with errors in ranking. This indicates that lesser the extent of errors in ranking better the performance of RSS (D) estimator. From Table 3 we can observe that except for uniform distribution RSS (D) estimator performs better than RSS(E) estimator in the presence of errors in ranking. In the case of exponential, normal and logistic distributions the efficency values increase with m and decrease with errors in ranking. For uniform distribution the opposite trend can be observed, i.e., efficency values increase with 2 σ and decrease with set size m. This indicates that RSS (D) estimator for uniform dustribution improves with samller set size m and larger extent of errors in ranking.
