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BASES AND STRUCTURE CONSTANTS OF GENERALIZED
SPLINES WITH INTEGER COEFFICIENTS ON CYCLES
NEALY BOWDEN, SARAH HAGEN, MELANIE KING, AND STEPHANIE REINDERS
Abstract. An integer generalized spline is a set of vertex labels on an edge-
labeled graph that satisfy the condition that if two vertices are joined by an edge,
the vertex labels are congruent modulo the edge label. Foundational work on these
objects comes from Gilbert, Polster, and Tymoczko, who generalize ideas from
geometry/topology (equivariant cohomology rings) and algebra (algebraic splines)
to develop the notion of generalized splines. Gilbert, Polster, and Tymoczko prove
that the ring of splines on a graph can be decomposed in terms of splines on
its subgraphs (in particular, on trees and cycles), and then fully analyze splines
on trees. Following Handschy-Melnick-Reinders and Rose, we analyze splines on
cycles, in our case integer generalized splines.
The primary goal of this paper is to establish two new bases for the module
of integer generalized splines on cycles: the triangulation basis and the King ba-
sis. Unlike bases in previous work, we are able to characterize each basis element
completely in terms of the edge labels of the underlying cycle. As an application
we explicitly construct the multiplication table for the ring of integer generalized
splines in terms of the King basis.
1. Introduction
An integer generalized spline is a set of vertex labels on an edge-labeled graph that
satisfy the condition that if two vertices are joined by an edge, the vertex labels are
congruent modulo the edge label. (See Definition 2.1 for a precise statement.) Figure
1 shows examples of splines on a three-cycle.
The term “spline” comes from the name of the thin strips of wood used by engineers to
model larger constructions like ships or cars. Mathematicians later adopted the term
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Figure 1. The edge labels are t2, 5, 3u and the sets of vertex labels
t1, 1, 1u, t0, 2, 12u, and t0, 0, 15u each form a spline on the cycle.
to refer to piecewise polynomials on polytopes with the property that the polynomials
on the faces agree at their shared edges up to a given degree of smoothness. These
mathematical splines are also used for object-modeling purposes, hence the use of
the name.
Billera pioneered the algebraic study of splines, especially looking into questions
regarding the dimension of the module of splines [2]. Many people continued Billera’s
work, including among others, Rose [12, 13] and Haas [7] who worked on identifying
dimension and bases for the module of splines.
Spline theory developed independently in topology and geometry. Goresky, Kottwitz,
and MacPherson [6], Payne [11], and Bahri, Franz, and Ray [1] constructed equivari-
ant cohomology rings using splines, although they did not use that name.
Gilbert, Polster, and Tymoczko generalize the notion of splines that we use here to
what they call generalized splines [4] . These generalized splines are built on the
dual graph of the polytopes found in classical splines. The work of Billera and Rose
shows that the two constructions (on polytopes or their duals) are equivalent in most
cases, including the cases of classical interest [3].
Cycles turn out to be a particularly important family of graphs to study. Indeed
Gilbert, Polster, and Tymoczko show that the ring of generalized splines on a graph
G can be decomposed in terms of splines on certain trees and cycles in G [4]. They
completely describe splines on trees, while leaving open the investigation of splines
on cycles. Similarly, Rose showed that cycles play a key role in the relations defining
modules of splines [13].
Handschy, Melnick, and Reinders begin analysis of integer generalized splines on
cycles [9]. They prove the existence of a certain flow-up basis (see Definition 2.3),
what we call the smallest-value basis, for splines on cycles, and thus prove that such
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spline modules are free. They define their basis for arbitrary cycles, but only have
formulas for the leading nonzero elements.
In this paper we introduce two new bases for the module of integer generalized splines
on cycles: the triangulation basis and the King basis. Each of these bases is fully
expressible in terms of the edge labels of the cycle, and each has its own strengths.
The triangulation basis, so called because it is constructed from triangulated cycles,
is useful because it exists on arbitrary cycles (Theorem 4.2). The advantage of the
King basis lies in the fact that it is relatively simple to calculate, with the entries
almost constant (Definition 5.1). Although the King basis only exists on cycles with
a pair of relatively prime adjacent edge labels, this restriction is not uncommon in
applications. In fact an even greater restriction that all edge labels be relatively prime
is commonly used [5, 10]. The results of our work naturally generalize to principle
ideal domains, which include classical univariate splines and Pru¨fer domains; see
forthcoming work [8].
As an application we present the multiplication table of splines on cycles where the
products of splines are expressed in terms of the King basis. Finding multiplica-
tion tables of equivariant cohomology rings in terms of Schubert bases is the central
problem of Schubert calculus. We view this work as a step in that geometric direc-
tion.
The rest of this paper is organized as follows. In Section 2 we summarize the im-
portant definitions and theorems that we use in our work. In Section 3 we provide
a criterion for the existence of flow-up bases. Sections 4 and 5 are dedicated to
proving the existence of the triangulation basis and King basis respectively. In the
final section we give the multiplication table for the King basis and end with an open
question.
2. Preliminaries
2.1. Results from Handschy, Melnick, and Reinders. Handschy, Melnick, and
Reinders proved a number of results about splines on cycles [9]. Many of their
propositions and theorems play key roles in our proofs regarding triangulation splines
and King splines. We also use their notation, which we describe in this section.
2.1.1. Basic Definitions. The foundational combinatorial object we study is an edge-
labeled graph, defined here:
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Definition 2.1 (Edge-Labeled Graphs). Let G be a graph with k edges ordered
e1, e2, . . . , ek and n vertices ordered v1, ..., vn. Let ℓi be a positive integer label on
edge ei and let L “ tℓ1, ..., ℓku be the set of edge labels. Then pG,Lq is an edge-
labeled graph.
With this notation for edge-labeled graphs we have the formal definition of splines:
Definition 2.2 (Splines). A spline on the edge-labeled graph pG,Lq is a vertex-
labeling as follows: if two vertices are connected by an edge ei then the two vertex
labels are equivalent modulo ℓi. We denote a spline G “ pg1, ..., gnq where gi is the
label on vertex vi for 1 ď i ď n.
In this paper we assume the labels gi P Z.
2.1.2. Flow-Up Classes and the Smallest-Value Basis. Flow-up classes are a partic-
ularly nice class of splines on cycles. They arise geometrically ([5], [10], [14]) and are
an analogue of upper triangular matrices.
Definition 2.3 (Flow-Up Classes). Fix a cycle with edge labels pCn, Lq and fix k
with 1 ď k ă n. A flow-up class Gk on pCn, Lq is a spline with k leading zeros.
We say that a basis whose elements are flow-up classes is a flow-up basis. The
simplest flow-up class is the trivial spline; It exists on any edge-labeled cycle.
Proposition 2.4 (Trivial Splines [9, Prop 2.5]). Fix a cycle with edge labels pCn, Lq.
The smallest flow-up class on pCn, Lq is G0 “ p1, ..., 1q. Moreover, any multiple of
G0 is also a spline. We call the multiples of G0 trivial splines.
The following theorem establishes that flow-up classes exist on any edge-labeled
cycle.
Theorem 2.5 (Flow-Up Classes on n-cycles [9, Thrm 4.3]). Fix a cycle with edge
labels pCn, Lq. Let n ě 3 and 1 ď k ă n. There exists a flow-up class Gk on pCn, Lq.
The next definition introduces smallest flow-up classes.
Definition 2.6 (Smallest Flow-Up Class). Fix a cycle with edge labels pCn, Lq. The
smallest flow-up class Gk “ p0, ..., 0, gk`1, ..., gnq on pCn, Lq is the flow-up class whose
nonzero entries are positive and if G 1k “ p0, ..., 0, g
1
k`1, ..., g
1
nq is another flow-up class
with positive entries then g1i ě gi for all entries. By convention we consider
G0 “ p1, ..., 1q the smallest flow-up class G0.
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The following theorem gives an explicit formula for the smallest leading element of
flow-up classes.
Theorem 2.7 (Smallest Leading Element of Gk [9, Thrm 4.5]). Fix a cycle with edge
labels pCn, Lq. Fix n ě 3 and k such that 2 ď k ă n. Let Gk´1 “ p0, ..., 0, gk..., gnq be a
flow-up class on pCn, Lq. The leading element gk is a multiple of lcmpℓk´1, gcdpℓk, ..., ℓnqq
and there is a flow-up class Gk´1 with gk “ lcmpℓk´1, gcdpℓk, ..., ℓnqq.
The smallest flow-up classes exist and form a basis for the set of splines given any
edge-labeled cycle.
Theorem 2.8 (Basis for n-Cycles [9, Thrm 4.7]). Fix a cycle with edge labels pCn, Lq.
The smallest flow-up classes G0,G1, . . . ,Gn´1 exist on pCn, Lq and form a basis over
the integers for the Z-module of splines on pCn, Lq.
2.2. Useful Computational Tool. For reasons related to finding an explicit basis
for splines on cycles, we want to find a formula for the value of the variable x in the
following pair of congruences: #
x ” y mod a
x ” 0 mod b
We note the conditions for when such a solution exists and we give an explicit
formulation for x in terms of y, a, and b provided a solution does exist.
Proposition 2.9. Consider the system of congruences#
x ” y mod a
x ” 0 mod b.
If this system has a solution then one solution is given by the following formula:
‚ If a
gcdpa,bq
“ 1 then x “ b is a solution to the system.
‚ If a
gcdpa,bq
‰ 1 then
x “ y
ˆ
b
gcdpa, bq
˙ˆ
b
gcdpa, bq
˙´1
mod p agcdpa,bqq
is a solution to the system.
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Proof. The Chinese Remainder Theorem tells us that this system of congruences is
satisfied if and only if y ” 0 mod gcdpa, bq. In what follows we will assume that a
solution exists, and thus that y ” 0 mod gcdpa, bq.
Case 1: Let’s deal first with the case where a
gcdpa,bq
“ 1. This condition implies
that gcdpa, bq “ a and so b “ an for some n P Z. Because y ” 0 mod gcdpa, bq by
assumption and gcdpa, bq “ a we have y ” 0 mod a. In other words, y “ am for
some m P Z. Then x “ b satisfies the system of congruences because b is congruent
to zero modulo b and b “ an is congruent to y “ am modulo a.
Case 2: Now suppose a
gcdpa,bq
‰ 1. We can rewrite the system of congruences as#
x “ y ` as
x “ bt
Equate both expressions.
bt “ y ` as
Recall that y ” 0 mod gcdpa, bq. This allows us to divide both sides by gcdpa, bq and
get an integer as the result.ˆ
b
gcdpa, bq
˙
t “
y
gcdpa, bq
`
ˆ
a
gcdpa, bq
˙
s
Putting this back into modular form we haveˆ
b
gcdpa, bq
˙
t “
y
gcdpa, bq
mod
ˆ
a
gcdpa, bq
˙
.
The integers
´
b
gcdpa,bq
¯
and
´
a
gcdpa,bq
¯
are relatively prime so we can take the inverse
of the first modulo the second.
t ”
y
gcdpa, bq
ˆ
b
gcdpa, bq
˙´1
mod
ˆ
a
gcdpa, bq
˙
.
Plug this expression for t into the equation x “ bt:
x “ y
ˆ
b
gcdpa, bq
˙ˆ
b
gcdpa, bq
˙´1
mod p agcdpa,bqq
.
This value is a solution to the original system of congruences. 
Notice that this second case simplifies enormously if gcdpa, bq “ 1. In this situation
x reduces to:
x “ ybrb´1smod a
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3. Basis Condition
Let pG,Lq be an arbitrary graph on n vertices with an arbitrary edge-labeling. Con-
sider a set of flow-up classes G0 . . .Gn´1 on pG,Lq. In this section we give a necessary
and sufficient condition for this set to form a basis for the module of the splines on
pG,Lq. Any set G0, . . . ,Gn´1 that meets this basis condition is called a flow-up basis.
Such a basis is useful because linear independence is trivially verified.
Let G0 . . .Gn´1 be a set of flow-up classes and for each i denote
Gi “ p0, . . . , 0, g
piq
i`1, . . . , g
piq
n q.
The subscript of each gpiq indicates the entry-position of gpiq in the spline Gi. The
superscript piq is to keep track of the fact that we are working with the flow-up class
Gi. In much of this paper and in previous work the superscript is suppressed when
the flow-up class in question is obvious.
Theorem 3.1 (Basis Condition). The following are equivalent:
‚ The set tG0, . . . ,Gn´1u forms a flow-up basis.
‚ For each flow-up spline Ai “ p0, . . . , 0, ai`1, . . . , anq the entry ai`1 of Ai is an
integer multiple of the entry g
piq
i`1 of Gi.
Proof. Suppose that G0, . . . ,Gn´1 forms a flow-up basis for the module of splines on
a graph pG,Lq. Suppose that Ai “ p0, . . . , 0, ai`1, . . . , anq is a spline on pG,Lq with
exactly i leading zeros. We will show that ai`1 “ cg
piq
i`1 for some c P Z.
Since G0, . . . ,Gn´1 form a basis, we can write Ai as a linear combination of the
splines G0, . . . ,Gn´1. The fact that Ai has i leading zeros implies that the coeffi-
cients of G0, . . . ,Gi´1 must be 0. Thus we have Ai “ ciGi ` . . . ` cn´1Gn´1 for some
ci, . . . , cn´1 P Z. Consider the pi` 1q
th entry of the splines on the right-hand side of
this equation. Note that Gi is the only element of Gi, . . . ,Gn´1 with a nonzero entry
in this position. Considering the pi`1qth entry on each side of the equation, we have
ai`1 “ cig
piq
i`1 ` ci`10` . . .` cn´10 “ cig
piq
i`1.
Now we prove the converse. Let A “ pa1, . . . , anq be an arbitrary spline on pG,Lq.
We prove by induction that
A “ A1j `
j´1ÿ
k“0
ckGk
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for all 1 ď j ď n where A1j is a spline with (at least) j leading zeros.
For our base case, note that by hypothesis we have
A “
¨
˚˚˚
˝
an ´ c0g
p0q
n
...
a2 ´ c0g
p0q
2
0
˛
‹‹‹‚` c0G0
since a1 “ c0g
p0q
1 . Letting A
1
1 “ p0, a2´c0g
p0q
2 , . . . , an´c0g
p0q
n q gives A “ A11 `
ř0
k“0 ckGk.
Thus our claim holds for j “ 1.
Suppose as our induction hypothesis that we have A “ A1i `
ři´1
k“0 ckGk for some
1 ď i ď n ´ 1. We can write this as
A “
¨
˚˚˚
˚˚˚
˚˝
a1n
...
a1i`1
0
...
0
˛
‹‹‹‹‹‹‹‚
`
i´1ÿ
k“0
ckGk.
By hypothesis we have that a1i`1 “ cig
piq
i`1 for some ci P Z. So we can write
A “
¨
˚˚˚
˚˚˚
˚˚˚
˚˝
a1n ´ cig
piq
n
...
a1i`2 ´ cig
piq
i`2
0
0
...
0
˛
‹‹‹‹‹‹‹‹‹‹‚
`
iÿ
k“0
ckGk.
Letting A1i`1 “ p0, . . . , 0, 0, a
1
i`2´cig
piq
i`2, . . . , a
1
n´cig
piq
n q gives us A “ A1i`1`
ři
k“0 ckGk.
By induction we have A “ A1j `
řj´1
k“0 ckGk for all 1 ď j ď n. In particular we have
A “ A1n `
řn´1
k“0 ckGk. But A
1
n is a spline with n leading zeros. So A
1
n “ p0, . . . , 0q.
Thus A “
řn´1
k“0 ckGk. We conclude that every spline can be written as a linear
combination of G0, . . . ,Gn´1 as desired. 
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One important observation is that the basis condition is only a condition on the first
nonzero entry of each spline in a set of flow-up classes G0, . . . ,Gn´1. This gives us
the following useful corollary:
Corollary 3.2. Suppose the set of flow-up classes tG0, . . . ,Gn´1u forms a basis for
the module of splines. Suppose tG 10, . . . ,G
1
n´1u is a set of flow-up classes for which
for each i the first nonzero entry of G 1i equals the first nonzero entry of Gi. Then the
set tG 10, . . . ,G
1
n´1u also forms a basis for the module of splines.
4. The Triangulation Splines
Triangulation splines form another basis of flow-up classes for cycles. They are similar
to Handschy, Melnick, and Reinders’ smallest-value flow-up classes in that the leading
nonzero elements of both are the same. However we give a formula for every entry
of the triangulation splines, unlike the smallest-value flow-up classes.
Definition 4.1 (Triangulation Splines). Fix an edge-labeled cycle pCn, Lq. For
1 ď k ď n ´ 1 the vector Hk “ p0, ..., 0, hk`1, ..., hnq has entries as follows:
‚ hk`1 “ lcmpℓk, gcdpℓk`1, ..., ℓnqq
‚ For k ` 1 ă i ď n if ℓi´1
gcdpℓi´1,...,ℓnq
“ 1 then hi “ gcdpℓi, ..., ℓnq.
‚ For k ` 1 ă i ď n if ℓi´1
gcdpℓi´1,...,ℓnq
‰ 1 then
hi “ hi´1
ˆ
gcdpℓi, ..., ℓnq
gcdpℓi´1, ..., ℓnq
˙ˆ
gcdpℓi, ..., ℓnq
gcdpℓi´1, ..., ℓnq
˙´1
mod
ℓi´1
gcdpℓi´1,...,ℓnq
The next theorem establishes that triangulation splines exist on any edge-labeled
cycle.
Theorem 4.2 (Existence of Triangulation Splines). Fix an edge-labeled cycle pCn, Lq.
For 1 ď k ď n ´ 1 the vector Hk is a spline on pCn, Lq.
Proof. Start with an edge-labeled cycle pCn, Lq. For 3 ď k ď n ´ 1 add an edge
between vertices v1 and vk as shown in Figure 2. Label the edge between v1 and vk
with gcdpℓk, ..., ℓnq. We will show the vector Hk satisfies all of the edge conditions
represented by this graph, which implies it satisfies the cycle’s edge conditions in
particular.
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(b) Base case
Figure 2. Triangulated Cycle
Label vertices v1, ..., vk zero. Label vertex vk`1 with
hk`1 “ lcmpℓk, gcdpℓk`1, ..., ℓnqq.
The integer hk`1 satisfies the edge conditions on the downward edges (edges with
lower-indexed vertices) at vertex vk`1 by construction:#
hk`1 ” 0 mod ℓk
hk`1 ” 0 mod gcdpℓk`1, ..., ℓnq
This is our base case, and we will label vertices from hk`2 to hn´1 inductively.
Our induction hypothesis is that hk`1, ..., hi for k ` 1 ď i ď n ´ 1 satisfy the edge
conditions for downward edges. Consider the system of congruences at vertex vi`1
represented by the edges labeled ℓi and gcdpℓi`1, ..., ℓnq:#
hi`1 ” hi mod ℓi
hi`1 ” 0 mod gcdpℓi`1, ..., ℓnq
By the Chinese Remainder Theorem a solution hi`1 exists if and only if hi ” 0 mod
gcdpℓi, gcdpℓi`1, ..., ℓnqq. In other words a solution exists if and only if hi ” 0 mod
gcdpℓi, ..., ℓnq. By our induction hypothesis hi satisfies the downward edge conditions
at vertex vi so in particular hi ” 0 mod gcdpℓi, ..., ℓnq. Thus a solution hi`1 exists.
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This means
hi`1 “
$&
%
hi
´
gcdpℓi`1,...,ℓnq
gcdpℓi,...,ℓnq
¯´
gcdpℓi`1,...,ℓnq
gcdpℓi,...,ℓnq
¯´1
mod
ℓi
gcdpℓi`1,...,ℓnq
if ℓi
gcdpℓi,...,ℓnq
‰ 1
gcdpℓi`1, ..., ℓnq if
ℓi
gcdpℓi,...,ℓnq
“ 1
is a solution by Proposition 2.9.
In conclusion we can label each vertex vi for k ` 1 ă i ď n´ 1 with
hi “
$&
%
hi´1
´
gcdpℓi,...,ℓnq
gcdpℓi´1,...,ℓnq
¯´
gcdpℓi,...,ℓnq
gcdpℓi´1,...,ℓnq
¯´1
mod
ℓi´1
gcdpℓi´1,...,ℓnq
if ℓi´1
gcdpℓi´1,...,ℓnq
‰ 1
gcdpℓi, ..., ℓnq if
ℓi´1
gcdpℓi´1,...,ℓnq
“ 1
and hi will satisfy the edge conditions represented by the edges labeled ℓi´1 and
gcdpℓi, ..., ℓnq.
Lastly for an integer hn to satisfy the edge conditions at vertex vn it must satisfy
the following system of congruences:#
hn ” hn´1 mod ℓn´1
hn ” 0 mod ℓn
The Chinese Remainder Theorem tells us that a solution hn exists to this system if
and only if hn´1 ” 0 mod gcdpℓn´1, ℓnq. We showed by induction that our choice of
hn´1 satisfies the edge conditions of the downward edges at the pn´ 1q-th vertex. In
particular this means hn´1 ” 0 mod gcdpℓn´1, ℓnq because this is the edge condition
represented by the edge labeled gcdpℓn´1, ℓnq. Therefore
hn “
$&
%
hn´1
´
ℓn
gcdpℓn´1,ℓnq
¯´
ℓn
gcdpℓn´1,ℓnq
¯´1
mod
ℓn´1
gcdpℓn´1,ℓnq
if ℓn´1
gcdpℓn´1,ℓnq
‰ 1
ℓn if
ℓn´1
gcdpℓn´1,ℓnq
“ 1
satisfies the vertex vn edge conditions by Proposition 2.9. Choose this integer to
label the n-th vertex.
All of the congruences represented by the graph are accounted for so the vector
Hk “ p0, ..., 0, hk`1, ..., hnq is a spline on the graph. In particular Hk is a spline on
the cycle pCn, Lq as desired.

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The Corollary to the Basis Condition Theorem allows us to succinctly conclude that
the set of triangulation splines H0, ...,Hn´1 forms a basis for the set of splines on an
edge-labeled cycle.
Theorem 4.3. Fix an edge-labeled cycle pCn, Lq. The set of triangulation splines
H0, ...,Hn´1 form a basis for the set of splines on pCn, Lq.
Proof. The set of smallest flow-up classes G0, ...,Gn´1 form a basis for the set of splines
on pCn, Lq by Theorem 2.8. The leading entry of Hk equals the leading entry of Gk
by construction for 0 ď k ď n ´ 1. Thus the set of triangulation splines H0, ...,Hk
forms a basis for the set of splines on pCn, Lq by Corollary 3.2. 
As an example, we calculate the triangulation basis for the 4-cycle with edge labels
t2, 6, 10, 15u.
2
6
15
10
The first basis element H0 is, as always, the trivial spline p1, 1, 1, 1q. The nonzero
entries of the second basis element H1 are calculated as follows:
h
p1q
2 “ lcmp2, gcdp6, 10, 15qq “ 2
h
p1q
3 “ 2
ˆ
gcdp15, 10q
gcdp6, 15, 10q
˙ˆ
gcdp15, 10q
gcdp6, 15, 10q
˙´1
mod 6
gcdp6,15,10q
“ 2 ¨ 5 ¨ p5q´1mod 6 “ 50
h
p1q
4 “ 50
ˆ
gcdp10q
gcdp15, 10q
˙ˆ
gcdp10q
gcdp15, 10q
˙´1
mod 15
gcdp15,10q
“ 50 ¨ 2 ¨ p2q´1mod 3 “ 200
The nonzero entries of the third basis element H2 are calculated as follows:
h
p2q
3 “ lcmp6, gcdp10, 15qq “ 30
h
p2q
4 “ 30
ˆ
gcdp10q
gcdp15, 10q
˙ˆ
gcdp10q
gcdp15, 10q
˙´1
mod 15
gcdp15,10q
“ 50 ¨ 2 ¨ p2q´1mod 3 “ 120
The only nonzero element of the final basis element H3 is h
p3q
4 “ lcmp15, 10q “
30. Thus we have the following triangulation basis for the 4-cycle with edge la-
bels t2, 6, 10, 15u: H0 “ p1, 1, 1, 1q, H1 “ p0, 2, 15, 200q, H3 “ p0, 0, 30, 120q, and
H4 “ p0, 0, 0, 30q.
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5. The King Splines
In this section we define King splines on n-cycles and prove that they form a basis
for the set of splines.
Definition 5.1 (King splines). Fix a cycle with edge-labels pCn, Lq and assume ℓn´1
and ℓn relatively prime. The King splines on pCn, Lq are the vectors
K0 “
¨
˚˚˚
˚˚˚
˝
1
1
...
1
1
1
˛
‹‹‹‹‹‹‚
, K1 “
¨
˚˚˚
˚˚˚
˝
k1
ℓ1
...
ℓ1
ℓ1
0
˛
‹‹‹‹‹‹‚
, K2 “
¨
˚˚˚
˚˚˚
˝
k2
ℓ2
...
ℓ2
0
0
˛
‹‹‹‹‹‹‚
, ..., Kn´1 “
¨
˚˚˚
˚˚˚
˝
kn´1
0
...
0
0
0
˛
‹‹‹‹‹‹‚
where
ki “
#
ℓi ¨ ℓnrℓ
´1
n smod ℓn´1 for 1 ď i ď n ´ 2
ℓn´1ℓn for i “ n ´ 1.
By convention, we call K0 the trivial King spline.
As our terminology suggests, the King splines are in fact splines.
Theorem 5.2. Let n ě 3. Fix a cycle with edge-labels pCn, Lq with ℓn´1 and ℓn
relatively prime. The King splines K0, ..., Kn´1 are splines on pCn, Lq.
Proof. First we note that the trivial King spline K0 is the same as the trivial spline
G0 which is indeed a spline on pCn, Lq by Proposition 2.4.
Consider an arbitrary King splineKi “ p0, . . . , 0, ℓi, . . . , ℓi, kn´1qwhere 1 ď i ď n´ 2.
It has zero for its first i entries, ℓi for entries i ` 1 to n ´ 1, and kn´1 for its last
entry. We want to show that Ki is a spline on pCn, Lq. Note that zero is congruent
to itself modulo any integer, so in particular the following congruences are satisfied:
!
0 ” 0 mod ℓj for 1 ď j ď i´ 1 (1)
Also, since the integer ℓi is congruent to zero modulo ℓi we have
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ℓi ” 0 mod ℓi (2)
The integer ℓi is congruent to itself modulo any integer, so in particular the following
congruences are satisfied:
!
ℓi ” ℓi mod ℓj for i` 1 ď j ď n ´ 2 (3)
Finally we know ki “ ℓi ¨ ℓnrℓ
´1
n smod ℓn´1 satisfies the following two congruences#
ki ” ℓi mod ℓn´1
ki ” 0 mod ℓn
(4)
by Proposition 2.9. Collect the congruences in 1, 2, 3, and 4 into a single system of
congruences. This system represents the edge conditions on pCn, Lq. The vector Ki
satisfies all of these congruences so Ki is a spline on pCn, Lq.
Now consider the vector Kn´1 “ p0, ..., 0, kn´1q. Zero is congruent to itself modulo
any integer, so the following system of congruences is satisfied:!
0 ” 0 mod ℓj for 1 ď j ď n´ 2. (5)
Since kn´1 “ ℓn´1ℓn we know #
kn´1 ” 0 mod ℓn´1
kn´1 ” 0 mod ℓn
(6)
Collect the congruences in 5 and 6 into a single system. This system represents the
edge conditions on pCn, Lq. The vector Kn´1 satisfies all of these congruences so
Kn´1 is a spline on pCn, Lq.
Thus we have that Ki is a spline for all 0 ď i ď n´ 1 as desired.

Now that we know the King splines are splines, we confirm that they form a ba-
sis.
Theorem 5.3. Fix a cycle with edge labels pCn, Lq with ℓn´1 and ℓn relatively prime.
The set of King splines K0, ..., Kn´1 forms a basis for the set of splines on pCn, Lq.
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Proof. The set of smallest flow-up classes G0, ...,Gn´1 form a basis for the set of
splines on pCn, Lq by Theorem 2.8. We constructed the King splines so that the
leading entry Ki equals the leading entry of Gi for 0 ď i ď n ´ 1. Thus the set of
King splines K0, ..., Kn´1 forms a basis for the set of splines on pCn, Lq by Corollary
3.2. 
6. Multiplication Tables
The fact that we have simple explicit formulas for the entries of the King basis is
a powerful computational tool. In this section we use the King basis to write the
product of any pair of basis elements as a linear combination of basis elements. This
kind of calculation is important in geometry and topology, which use splines over
polynomial rings to describe cohomology rings.
6.1. Multiplication Tables for n-Cycles on the King Basis. When multiplying
splines the operation is performed component-wise. Consider the King basis on a
given n-cycle.
Since the entries in the trivial spline K0 are all ones, multiplying any spline Ki (with
0 ď i ď n ´ 1) by K0 simply yields Ki. The following theorem gives us the product
of any pair of non-trivial King splines.
Theorem 6.1. For arbitrary Ki, Kj with i, j ‰ 0 and i ď j, we have the product
KiKj “ liKj `
kjpki ´ liq
kn´1
Kn´1.
Proof. We give a proof by construction.
Consider arbitrary basis elements Ki and Kj with i, j ‰ 0 and i ď j. Their product
KiKj has zeros up to the j
th entry. The entries numbered j ` 1 through n ´ 1 are
ℓi ¨ ℓj . The last entry is ki ¨ kj.
Note that ℓi ¨ Kj has zeros for the first j entries, ℓi ¨ ℓj from entries j ` 1 to n ´ 1,
and ℓi ¨ kj for the n
th entry. This is almost exactly the product KiKj . However we
want this last entry to be ki ¨ kj . Adding
kjpki´liq
kn´1
Kn´1 gives the desired result.
Thus for KiKj with i, j ‰ 0 and i ď j we have
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KiKj “ ℓiKj `
kikj´likj
kn´1
Kn´1 “ ℓiKj `
kjpki´liq
kn´1
Kn´1
Since we are working in the integers, our last step is to prove that the coefficient
kjpki ´ ℓiq
kn´1
is indeed an integer. We know ki ” ℓi mod ℓn´1 because Ki is a spline. Say
ki ´ ℓi “ pℓn´1 for some p P Z. Similarly, we know kj ” 0 mod ℓn because Kj is
a spline. Say kj “ qℓn for some q P Z. By definition we have kn´1 “ ℓn´1ℓn.
Plugging these values into the expression
kikj´likj
kn´1
yields the following:
kjpki ´ ℓiq
kn´1
“
pqℓnqppℓn´1q
ℓn´1ℓn
“ pq
Thus
kjpki´ℓiq
kn´1
is always an integer.

Note that the product KiKn´1 for any i ď n ´ 1 simplifies significantly.
Corollary 6.2. Choose any i ‰ 0. Then KiKn´1 “ kiKn´1.
Proof. We apply the formula for the product KiKj to the particular case where
j “ n ´ 1 and simplify:
KiKn´1 “ ℓiKn´1 `
kn´1pki ´ ℓiq
kn´1
Kn´1 “ kiKn´1

For example consider the 5-cycle with edge labels t3, 4, 8, 2, 5u. The King basis on a
5-cycle with these labels looks like the following:
K0
5
3
4
8
2
1
1
1
1
1
K1
5
3
4
8
2
0
3
3
3
15
K2
5
3
4
8
2
0
0
4
4
20
K3
5
3
4
8
2
0
0
0
8
40
K4
5
3
4
8
2
0
0
0
0
10
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Let’s multiply the elements K1 and K3. We obtain
K1K3 “ K1
5
3
4
8
2
0
3
3
3
15
ˆ K3
5
3
4
8
2
0
0
0
8
40
“
5
3
4
8
2
0
0
0
24
600
By the formula given above
K1K3 “ 3K3 `
40p15´ 3q
10
K4 “ 3K3 ` 48K4.
Pictorially this solution is shown below.
3K3 ` 48K4 “ 3 K3
5
3
4
8
2
0
0
0
8
40
` 48 K4
5
3
4
8
2
0
0
0
0
10
“
5
3
4
8
2
0
0
0
24
600
Remark 6.3. The same argument can be used to give the multiplication table for
arbitrarily labeled 3-cycles using the triangulation basis (Def 4.1, Thrm 4.3). Given
the basis elements H0,H1, and H2 we have the following table
H0 “
¨
˝ 11
1
˛
‚,H1 “
¨
˝ hp1q3hp1q2
0
˛
‚,H2 “
¨
˝ hp2q30
0
˛
‚
H0 H1 H2
H0 H0 H1 H2
H1 H1 h
p1q
2 H1 ` ΦH2 h
p1q
3 H2
H2 H2 h
p1q
3 H2 h
p2q
3 H2
where Φ “
h
p1q
3 ph
p1q
3 ´h
p1q
2 q
h
p2q
3
.
Unlike with the King basis, we do not have nice formulas for entries of the triangu-
lation basis. This leads to the following open question.
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Question 6.4. Is there a positive or combinatorial formula for the multiplication
table of general n-cycles (i.e. not alternating sums from successively correcting each
spline entry)?
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