1 Introduction
==============

Rapid technological progress in experimental techniques allows to quantify a multitude of cellular components in ever increasing level of detail. Yet, to gain a mechanistic understanding of the cell requires to map out causal relations between molecular entities. As causality cannot be inferred from observational data alone ([@btaa404-B32]), a common approach is to observe the system's response to a set of localized perturbations ([@btaa404-B36]) and reconstruct a directed interaction network from such data. Examples for such perturbations are ligands and small molecule inhibitors for the study of signaling pathways, or siRNA knockdowns and CRISPR knockouts of targets in gene regulatory networks.

A recurring idea within the large body of according network inference methods ([@btaa404-B28]) is to conceive the system as ordinary differential equations and describe edges in the directed network by the entries of an inferred Jacobian matrix ([@btaa404-B3]; [@btaa404-B7]; [@btaa404-B15]; [@btaa404-B24]; [@btaa404-B39]; [@btaa404-B40]). Such methods have been successfully applied to describe various types of regulatory networks in different organisms ([@btaa404-B2]; [@btaa404-B6]; [@btaa404-B8]; [@btaa404-B26]; [@btaa404-B27]). They are continuously improved, e.g. to reduce the effect of noise, incorporate heterogeneous datasets, or allow for the analysis of single-cell data ([@btaa404-B12]; [@btaa404-B17]; [@btaa404-B23]; [@btaa404-B25]; [@btaa404-B38], [@btaa404-B37]) and have thus become a standard research tool. Nevertheless, identifiability ([@btaa404-B16]; [@btaa404-B20]) of the inferred network parameters within a specific perturbation setup has not yet been rigorously analyzed, even though a limited number of practically feasible perturbations renders many systems underdetermined ([@btaa404-B3]; [@btaa404-B10]; [@btaa404-B29]). Some inference methods do apply different heuristics, such as network sparsity, to justify parameter regularization ([@btaa404-B3]; [@btaa404-B15]; [@btaa404-B39]), or numerically analyze identifiability through an exploration of the parameter space using a profile likelihood approach ([@btaa404-B34]). Yet, neither approach provides a structural understanding on how parameter identifiability relates to network topology and the targets of the perturbations. However, such structural understanding is required to systematically define identifiable effective network models and to optimize the sequence of applied perturbations. The latter is of particular interest because perturbation experiments are often costly and laborious, which demands to determine the minimal set of perturbations that reveals a maximal number of network parameters. To address these challenges, this work derives analytical results that explain the identifiability of network parameters in terms of simple network properties, which allow to optimize the experimental design.

2 Materials and methods
=======================

We consider a network of $n$ interacting nodes whose abundances, ***x***, evolve in time according to a set of (unknown) differential equations $$\overset{˙}{\mathbf{x}} = \mathbf{f}(\mathbf{x},\mathbf{p}).$$

The network can be experimentally manipulated by $p$ different types of perturbations, each represented by one of the $p$ entries of parameter vector ***p***. We only consider binary perturbations that can either be switched on or off. Without loss of generality, we define $\mathbf{f}(\mathbf{x},\mathbf{p})$ such that the *k*-th type of perturbation changes parameter *p~k~* from its unperturbed state *p~k~* = 0 to a perturbed state *p~k~ *=* *1.

The main assumption is that after a perturbation the observed system relaxes into stable steady state, $\varphi(\mathbf{p})$, of [Equation (1)](#E1){ref-type="disp-formula"}. Stability arises when the real parts of the eigenvalue of the $n \times n$ Jacobian matrix, $J_{ij}(\mathbf{x},\mathbf{p}) = \partial f_{i}(\mathbf{x},\mathbf{p})/\partial x_{j}$, evaluated at these fixed points, $\mathbf{x} = \mathbf{\varphi}(\mathbf{p})$, are all negative within the experimentally accessible perturbation space (no bifurcation points). This implies that $J(\mathbf{\varphi}(\mathbf{p}),\mathbf{p})$ is invertible, for which case the implicit function theorem states that $\mathbf{\varphi}(\mathbf{p})$ is unique and continuously differentiable, and $$\frac{\partial\varphi_{k}}{\partial p_{l}} = - \left\lbrack {J^{- 1}S} \right\rbrack_{kl},$$where $n \times p$ Sensitivity matrix entry, $S_{ij} = \partial f_{i}(\mathbf{x},\mathbf{p})/\partial p_{j}$, quantifies the effect of the *j*-th perturbation type on node *i*. Dropping functions' arguments is shorthand for the evaluation at the unperturbed state, $\mathbf{x} = \mathbf{\varphi}(\mathbf{0})$ and $\mathbf{p} = \mathbf{0}$.

2.1 A linear response approximation
-----------------------------------

A perturbation experiment consists of q perturbations, each of which involves a single or a combination of perturbation types, represented by binary vector ***p***, which forms the columns of the $p \times q$ design matrix *P*. The steady states after each perturbation, $\mathbf{\varphi}(\mathbf{p})$, are measured and their differences to the unperturbed steady state form the columns of the $n \times q$ global response matrix *R*. Assuming that perturbations are sufficiently mild, the steady state function becomes nearly linear within the relevant parameter domain $$\varphi_{k}(\mathbf{p}) - \varphi_{k}(\mathbf{0}) \approx \sum\limits_{l = 1}^{p}\frac{\partial\varphi_{k}}{\partial p_{l}}p_{l}.$$

Replacing the partial derivative with the help of [Equation (2)](#E2){ref-type="disp-formula"} and writing the equation for all $q$ perturbations yields $$R \approx - J^{- 1}SP.$$

This equation relates the known experimental design matrix, *P*, and the measured global responses, *R*, to quantities that we wish to infer: the nodes' interaction strengths, *J*, and their sensitivity to perturbations, *S*.

A dynamic system defined by rates $\widetilde{f}(\mathbf{x},\mathbf{p}) = W\mathbf{f}(\mathbf{x},\mathbf{p})$, with any full rank $n \times n$ matrix *W*, has the same steady states but different Jacobian and sensitivity matrices, namely $WJ$ and $WS$, as the original system, defined by [Equation (1)](#E1){ref-type="disp-formula"}. It is thus impossible to uniquely infer *J* or *S* from observations of the global response alone, and prior knowledge in matrices *J* and *S* is required to further constrain the problem. In the following, we assume that prior knowledge exists about the network topology, i.e. about zero entries in *J*, as they correspond to non-existent edges. Likewise, we assume that the targets of the different types of perturbations are known, which implies known zero entries in *S* for non-targeted nodes. In line with prior studies ([@btaa404-B24]), we also fix the diagonal of the Jacobian matrix $$J_{ii} = - 1.$$

Thus, for the *i*-th row of *J*, we can define index lists ${\overline{\mathbf{\mu}}}_{i}$ and ${\hat{\mathbf{\mu}}}_{i}$ to identify its known and unknown entries. The first indicates missing edges or the self loop and the second edges going into node *i*. These lists have $\left| {\overline{\mathbf{\mu}}}_{i} \right|$ and $\left| {\hat{\mathbf{\mu}}}_{i} \right|$ entries, respectively, with $$\left| {\overline{\mathbf{\mu}}}_{i} \middle| + \middle| {\hat{\mathbf{\mu}}}_{i} \middle| = n. \right.$$

Analogously, for the *i*-th row of *S*, we define index lists ${\overline{\mathbf{\nu}}}_{i}$ and ${\hat{\mathbf{\nu}}}_{i}$, with $$\left| {\overline{\mathbf{\nu}}}_{i} \middle| + \middle| {\hat{\mathbf{\nu}}}_{i} \middle| = p, \right.$$to report its unknown and known entries. These describe the perturbations that do not target or, respectively, target node *i*.

We show in [Supplementary Material](#sup1){ref-type="supplementary-material"} S1 that [Equation (4)](#E4){ref-type="disp-formula"} can be repartitioned to obtain a system of linear equations for each row in *J* and *S*, exclusively in the $$\left. u_{i} = \middle| {\hat{\mathbf{\mu}}}_{i} \middle| + \middle| {\hat{\mathbf{\nu}}}_{i} \right|$$unknown parameters, which we collect in vector $\mathbf{x}_{i}$. Thus, there is a $u_{i} \times d_{i}$ matrix *V~i~*, such that $$\mathbf{x}_{i} = V_{i}\mathbf{w} + {\widetilde{\mathbf{x}}}_{i},\quad\forall\mathbf{w} \in \mathbb{R}^{d_{i}},$$where ${\widetilde{\mathbf{x}}}_{i}$ is some specific solution to the equation system. We further show in [Supplementary Material](#sup1){ref-type="supplementary-material"} S1 that *V~i~* is a basis of the kernel of $$\Psi_{i} = \begin{bmatrix}
{{\hat{S}}_{i}{\hat{J}}_{i}^{- 1}} & I_{|{\hat{\nu}}_{i}|} \\
{{\overline{S}}_{i}{\hat{J}}_{i}^{- 1}} & 0_{|{\overline{\nu}}_{i}|,|{\hat{\nu}}_{i}|} \\
\end{bmatrix},$$where $I_{|{\hat{\mathbf{\nu}}}_{i}|}$ and $0_{|{\overline{\mathbf{\nu}}}_{i}|,|{\hat{\mathbf{\nu}}}_{i}|}$ are the identity and zero matrix of annotated dimensionality. The $\left. n \times \middle| {\hat{\mathbf{\mu}}}_{i} \right|$ matrix ${\hat{J}}_{i}^{- 1}$ consists of the columns of ${(J^{- 1})}^{T}$ that are selected by indices in $\mathbf{\mu}_{i}$. Finally, $\left| {\overline{\mathbf{\nu}}}_{i} \middle| \times n \right.$ matrix ${\overline{S}}^{i}$ and ${\hat{\mathbf{\nu}}}_{i} \times n$ matrix ${\hat{S}}^{i}$ shall be formed by taking rows of *S^T^* according to indices in ${\overline{\mathbf{\nu}}}_{i}$ and ${\hat{\mathbf{\nu}}}_{i}$. These matrix partitionings are demonstrated for a toy example in [Supplementary Figure S1](#sup1){ref-type="supplementary-material"}. Furthermore, in [Supplementary Material](#sup1){ref-type="supplementary-material"} S1, we derive the following expression for the solution space dimensionality $$\left. d_{i} = \middle| {\hat{\mathbf{\mu}}}_{i} \middle| - \text{rank}\left( {{\overline{S}}_{i}{\hat{J}}_{i}^{- 1}} \right). \right.$$

![A maximum-flow problem determines the identifiability of interaction strengths and perturbation sensitivities when reconstructing a network from perturbation data. (**A**) Example network with three perturbations (yellow squares) to illustrate the algorithm. (**B**) The corresponding flow network to determine the identifiability of the edges into node 3 and the sensitivity of node 3 to perturbations. The flow passing through any node (besides source and sink) must not exceed one. A path carrying the resulting maximal flow of one is denoted in red (note that it is not unique). (**C**) The interaction strength between a given node and node 3 is identifiable if and only if the maximum flow is reduced after removing that node's edge to the sink node. In this example, there are alternative max-flow paths that re-establish a unit-flow after removal of the according edges. Thus, the respective interaction strengths are non-identifiable. (**D**) Similarly, the sensitivity of node 3 to perturbation 3 is identifiable, if and only if the depicted extension of the flow network does not increase the maximum flow. In this example, the maximum flow is increased by one, again revealing non-identifiability. Note that such flow representations provide an intuitive understanding on how alterations in the network or perturbation setting affect identifiability. For example, it is obvious that if the toy model would not contain an edge from node 3 to 4, the edge from 2 to 3 would become identifiable](btaa404f1){#btaa404-F1}

2.2 Identifiability conditions
------------------------------

The system is underdetermined when $d_{i} > 0$. But independent of $d_{i}$, a parameter is identifiable if the solution space is orthogonal to its according axis direction. This idea can be expressed as algebraic identifiability conditions. Accordingly, we show in [Supplementary Material](#sup1){ref-type="supplementary-material"} S1 that the unknown interaction strength $J_{i{\hat{\mu}}_{ij}}$ is identifiable if and only if $$1 + \text{rank}({\overline{S}}_{i}{\hat{J}}_{i \smallsetminus j}^{- 1}) = \text{rank}({\overline{S}}_{i}{\hat{J}}_{i}^{- 1}),$$where ${\hat{J}}_{i \smallsetminus j}^{- 1}$ is matrix ${\hat{J}}_{i}^{- 1}$ with the *j*-th column removed. Furthermore, the unknown sensitivity $S_{i{\hat{\nu}}_{ij}}$ is identifiable if and only if $$\text{rank}\left( {\begin{bmatrix}
{\overline{S}}_{i} \\
{\hat{\mathbf{S}}}_{i}^{j} \\
\end{bmatrix}{\hat{J}}_{i}^{- 1}} \right) = \text{rank}\left( {\overline{S}}_{i}{\hat{J}}_{i}^{- 1} \right),$$where ${\hat{\mathbf{S}}}_{i}^{j}$ denotes the *j*-th row of matrix ${\hat{S}}_{i}$. However, the ranks depend on the unknown network parameters themselves and can thus not be directly computed. Yet, we can show how a reasonable assumption makes this possible and allows to express the identifiability conditions as an intuitive maximum-flow problem.

First, we rewrite the identity $J^{- 1}J = I_{n}$ as $${\lbrack J^{- 1}\rbrack}_{kl} = \sum\limits_{m \neq l}{}{\lbrack J^{- 1}\rbrack}_{km}{\lbrack J\rbrack}_{ml} - \delta_{kl},$$with *δ~kl~* being the Kronecker delta (recall that $J_{ll} = - 1$). We can view this equation as a recurrence relation and repeatedly replace the ${\lbrack J^{- 1}\rbrack}_{km}$ terms in the sum. The sum contains non-vanishing terms for each edge that leaves node *l*. Therefore, each replacement leads to the next downstream node, so that eventually one arrives at $$\begin{matrix}
\left. {\lbrack J^{- 1}\rbrack}_{kl} = l\,\rightarrowtail\, k\,\,{\lbrack J^{- 1}\rbrack}_{kk},~\text{with} \right. \\
\left. l\rightarrowtail k = {\sum\limits_{\mathbf{\omega}\, \in \,\Omega_{l\rightarrow k}}^{}\prod\limits_{m = 1}^{|\mathbf{\omega}| - 1}{\lbrack J\rbrack}_{\omega_{m + 1}\,\omega_{m}}}, \right. \\
\end{matrix}$$where the set $\Omega_{l\rightarrow k}$ contains elements, $\mathbf{\omega}$, for every path from node *l* to node *k*, each of which lists the nodes along that path. Strictly speaking, these elements are walks rather than paths because some nodes will appear multiple times if loops exist between *l* and *k*. In fact, with loops, $\Omega_{l\rightarrow k}$ contains an infinite number of walks of unbounded lengths. But as the real part of all eigenvalues of *J* is assumed negative, the associated products of interaction strengths converge to zero with increasing walk length.

To simplify our notation, we want to expand the network by considering perturbations ${\overline{\mathbf{\nu}}}_{i}$ as additional nodes, each with edges that are directed toward that perturbation's targets. Furthermore, letting the interaction strength associated with these new edges be given by the appropriate entries in *S* we can rewrite the matrix product $$\left. \left\lbrack {{\overline{S}}_{i}{\hat{J}}_{i}^{- 1}} \right\rbrack_{kl} = {\overline{\nu}}_{ik}\rightarrowtail{\hat{\mu}}_{il}\,{\lbrack J^{- 1}\rbrack}_{{\hat{\mu}}_{il}\,{\hat{\mu}}_{il}} \right.,$$where ${\hat{\mu}}_{il}$ and ${\overline{\nu}}_{il}$ denote the *l*-th entry in ${\hat{\mathbf{\mu}}}_{i}$ and ${\overline{\mathbf{\nu}}}_{i}$, respectively. As every finite-dimensional matrix has a rank decomposition, we can further write $${\overline{S}}_{i}{\hat{J}}_{i}^{- 1} = \mathrm{\Upsilon}_{i}Y_{i},$$where $\left| {\overline{\mathbf{\nu}}}_{i} \middle| \times \text{rank}({\overline{S}}_{i}{\hat{J}}_{i}^{- 1}) \right.$ matrix $\mathrm{\Upsilon}_{i}$ and $\left. \text{rank}({\overline{S}}_{i}{\hat{J}}_{i}^{- 1}) \times \middle| {\hat{\mathbf{\mu}}}_{i} \right|$ matrix *Y~i~* have full rank. Finding such a decomposition therefore reveals the rank of ${\overline{S}}_{i}{\hat{J}}_{i}^{- 1}$. To this end, we propose $$\left. {\lbrack\mathrm{\Upsilon}_{i}\rbrack}_{kn} = {\overline{\nu}}_{ik}\,\rightarrowtail\, y_{in},\,\text{and}~\,{\lbrack Y_{i}\rbrack}_{nl} = y_{in}\,\rightarrowtail\,{\hat{\mu}}_{il}\,{\lbrack J^{- 1}\rbrack}_{{\hat{\mu}}_{il}\,{\hat{\mu}}_{il}}, \right.$$where *y~in~* denotes the *n*-th component of a certain list of nodes $\mathbf{y}_{i}$. In order for [Equation (11)](#E17){ref-type="disp-formula"} to hold, it must be possible to split each path from any perturbation ${\overline{\nu}}_{il}$ to any node ${\hat{\mu}}_{il}$ into a section that leads from the perturbation to a node in $\mathbf{y}_{i}$ and a subsequent section that leads from this node to ${\hat{\mu}}_{il}$. For an extended graph that includes an additional source node, with outgoing edges to each perturbation in ${\overline{\mathbf{\nu}}}_{i}$, and an additional sink node, with incoming edges from all nodes in ${\hat{\mathbf{\mu}}}_{i}$ (see [Fig. 1B](#btaa404-F1){ref-type="fig"}), $\mathbf{y}_{i}$ thus constitutes a vertex cut whose removal disconnects the graph and separates the source and the sink node into distinct connected components. Next, we want to show that if $\mathbf{y}_{i}$ is a minimum vertex cut, the rank of ${\overline{S}}_{i}{\hat{J}}_{i}^{- 1}$ equals the size of $\mathbf{y}_{i}$. Because [Equation (11)](#E17){ref-type="disp-formula"} is a rank decomposition this is equivalent to showing that the according matrices $\mathrm{\Upsilon}_{i}$ and *Y~i~* have full rank. To do so, we apply Menger's theorem ([@btaa404-B30]), which states that the minimal size of $\mathbf{y}_{i}$ equals the maximum number of vertex-disjoint paths from the source to the sink node. This also implies that each of these vertex-disjoint paths goes through a different node of the vertex cut $\mathbf{y}_{i}$. Recall that entries in $\mathrm{\Upsilon}_{i}$ constitute sums over paths from perturbation to vertex cut nodes, so that we could write $$\mathrm{\Upsilon}_{i} = {\overline{\mathrm{\Upsilon}}}_{i} + {\hat{\mathrm{\Upsilon}}}_{i},$$where ${\overline{\mathrm{\Upsilon}}}_{i}$ only contains the vertex-disjoint paths and ${\hat{\mathrm{\Upsilon}}}_{i}$ the sums over the remaining paths. As each of these vertex-disjoint paths ends in a different vertex cut node, any column in ${\overline{\mathrm{\Upsilon}}}_{i}$ can contain no more than a single non-zero entry. Furthermore, as a consequence of Menger's theorem there are exactly $\left| \mathbf{y}_{i} \right|$ non-zero columns. Because these paths are indeed vertex disjoint also no row in ${\overline{\mathrm{\Upsilon}}}_{i}$ has more than a single non-zero entry. Thus, the non-zero columns are independent, showing that ${\overline{\mathrm{\Upsilon}}}_{i}$ has full rank. We further assume that adding ${\hat{\mathrm{\Upsilon}}}_{i}$ does not reduce rank, which also gives $\mathrm{\Upsilon}_{i}$ full rank. In the context of biological networks, there are two different scenarios that could lead to a violation of this non-cancellation assumption. The first is that network parameters are perfectly tuned to lie inside a specific algebraic variety (a manifold in parameter space) such that certain columns (or rows) of $\mathrm{\Upsilon}_{i}$ become linearly dependent or zero. This would e.g. be the case if, for a given vertex-disjoint path, there also is an alternative path whose associated product of interaction strengths has the same magnitude as that of the vertex-disjoint path but opposite sign, making their sum vanish. However, we consider it implausible for biological networks to be fine-tuned to such a degree that they could achieve such perfect self-compensation of perturbations, and rule out this possibility. A more realistic scenario is that network parameters are zero and thereby lead to zero columns or rows in $\mathrm{\Upsilon}_{i}$ or *Y~i~*, which make these matrices rank deficient. In practice, such zero-parameters can occur e.g. if a perturbation is not effective on (one of) its target(s), or if robustness effects ([@btaa404-B14]) obstruct the propagation of the perturbation signal at a certain link. But essentially, this means that our prior knowledge about the network included practically non-existing links or perturbation targets. If the network topology and perturbation targets are correctly stated and take these effects into consideration, there will be no zero-parameters and therefore the non-cancellation assumption holds. We explore the consequences of incomplete or flawed prior knowledge in [Supplementary Material](#sup1){ref-type="supplementary-material"} S5.

Having shown $\mathrm{\Upsilon}_{i}$ to be of full rank, the same line of reasoning will demonstrate a full rank for matrix *Y~i~* as well, which implies that indeed $$\left. \text{rank}({\overline{S}}_{i}{\hat{J}}_{i}^{- 1}) = \middle| \mathbf{y}_{i} \middle| , \right.$$where $\mathbf{y}_{i}$ is a minimum vertex cut between source and sink node. This equation has the crucial benefit that $\left| \mathbf{y}_{i} \right|$ does not depend on any unknown parameters and can be computed as the maximum flow from source to sink node with all nodes having unit capacity ([@btaa404-B1]), as detailed in [Figure 1B](#btaa404-F1){ref-type="fig"}. A flow is defined as a mapping from a network edge to a positive real number that is smaller than the edge's capacity. Additionally, the sum of flows entering a node must equal the sum of the flows exiting a node, except for the source and the sink nodes. The maximum-flow problem is to attribute (permissible) flow values to all edges, such that the sum of flows leaving the source (which is equal to the sum of flows entering the sink) is maximal. In our case, however, we did not define edge but node capacities, meaning that the sum of flows passing through any node must not exceed one. Yet, we can express such unit node capacities as unit edge capacities in an extended flow network. It is defined by replacing every node by an *in*- and an *out*-node, where all incoming edges target the *in*-node, all outgoing edges start from the *out*-node, and the *in*-node has an edge to the *out*-node.

This maximum-flow problem allows to express the algebraic identifiability conditions (9) and (10) in terms of network properties, providing an intuitive relationship between network topology, perturbation targets and identifiability. Specifically, $J_{i{\hat{\mu}}_{ij}}$ is identifiable if and only if the removal of the edge from node ${\hat{\mu}}_{ij}$ to the sink node reduces the maximum flow of the network, see [Figure 1C](#btaa404-F1){ref-type="fig"}, and $S_{i{\hat{\nu}}_{ij}}$ is identifiable if and only if the maximum flow does not increase when an additional edge connects the source node with perturbation node ${\hat{\nu}}_{ij}$, see [Figure 1D](#btaa404-F1){ref-type="fig"}. In [Supplementary Material](#sup1){ref-type="supplementary-material"} S5, we simulate a perturbation experiment to numerically verify these findings.

2.3 Identifiability relationships
---------------------------------

Often, network inference is an underdetermined problem ([@btaa404-B10]; [@btaa404-B18]). Thus, to achieve identifiable effective network models, certain parameters have to be set to constant values, such that the remaining parameters become uniquely determinable. This requires an understanding of the identifiability relationships between parameters, i.e. we need to know which parameter becomes identifiable when other parameters are fixed. Supplementary Equation (18) formally relates these relationships to the ranks of certain linear subspaces of the range of $V_{i}^{T}$ as defined in [Equation (7)](#E9){ref-type="disp-formula"}. It shows that for each network node there is a set of parameters amongst which identifiability relationships can exist. Such a set contains those interaction strengths that quantify the edges, which target the associated node, and the associated node's sensitivities to perturbations. Furthermore, we show in [Supplementary Material](#sup1){ref-type="supplementary-material"} S2 that the identifiability relationships of such parameter groups can be described as a matroid ([@btaa404-B41]). Matroids can be defined in terms of their circuits. Here, a circuit is a set of parameters with the property that any of its parameters becomes identifiable if and only if all others are fixed. Therefore, circuits describe all minimal parameter subsets that could be fixed to obtain an identifiable network.

We enumerated the set of circuits with an incremental polynomial-time algorithm ([@btaa404-B4]). This algorithm requires an independence oracle that indicates linear dependence of subsets of columns of $V_{i}^{T}$. [Supplementary Material](#sup1){ref-type="supplementary-material"} S2 shows that we can construct such an oracle by considering linear dependence within the dual matroid, which amounts to determining $$\text{rank}\left( {\begin{bmatrix}
{{\widetilde{\mathcal{P}}}_{2}^{T}{\hat{S}}_{i}} \\
{\overline{S}}_{i} \\
\end{bmatrix}{\hat{J}}_{i}^{- 1}\mathcal{P}_{1}} \right).$$

Matrices $\mathcal{P}_{2}$ and $\mathcal{P}_{1}$ are truncated identity matrices defined in Supplementary Equations (19) and (20). Yet, the crucial point of this expression is that it has the same form as the left-hand side of [Equation (12)](#E20){ref-type="disp-formula"}. We can therefore conveniently determine it by solving a simple maximum-flow problem.

[Supplementary Material](#sup1){ref-type="supplementary-material"} S2 shows how to transform the circuits into cyclic flats. These provide a more convenient representation of the identifiability relationships, which we clarify at an example in [Figure 2](#btaa404-F2){ref-type="fig"}. Finally, certain scenarios constrain the choice of fixable parameters, e.g. when quantifying multiple isogenic cell lines ([@btaa404-B5]). [Supplementary Material](#sup1){ref-type="supplementary-material"} S2 describes a greedy algorithm that takes such preferences into consideration.

2.4 Experimental design strategies
----------------------------------

We assume that we are given a set of $p$ perturbations, each of which targets a different subset of nodes. In the following, we will define different experimental design strategies that suggest different sequences in which these perturbations should be applied. By means of our understanding of identifiability, we can determine *ξ~i~*, the number of identifiable edges after having performed the first *i* perturbations in such a sequence. Our goal is to find a strategy for which this number of identifiable edges increases fastest. Thus, as a measure of a sequence's optimality, we can define an identifiability area under the curve (AUC) $$\frac{1}{p}\sum\limits_{i = 1}^{p}\frac{\xi_{i}}{\xi},$$where *ξ* is the number of edges in the network. For any network and perturbation sequence, this score ranges between 0 and 1.

Consider a directed graph with $2^{p}$ nodes, each of which represents a different subset of the $p$ perturbations. Each edge in this graph shall connect such a perturbation subset to one of its proper supersets that contains one additional perturbation. Then, we can view perturbation sequences as paths on this graph, starting from the empty perturbation subset. We shall define design strategies as rules that describe which perturbation(s) could be performed next, given the perturbations that have already been applied. These rules thus represent edges on the graph and will therefore determine which perturbation sequences are associated with a given strategy. To enumerate these perturbation sequences, we implemented a depth-first search. The details of our algorithm are described in [Supplementary Material](#sup1){ref-type="supplementary-material"} S3. Here, we provide an overview over the different implemented strategies.

An obvious approach to design an optimal strategy is to simply consider all remaining perturbations as next possible perturbations. This *exhaustive* strategy is therefore associated with the entire set of possible perturbation sequences. We are therefore guaranteed to find those sequences amongst them that maximize the identifiability AUC. On the downside, this strategy quickly becomes computationally intractable when the set of perturbations becomes large (we analyze computational complexity of the different strategies in [Supplementary Material](#sup1){ref-type="supplementary-material"} S3). Therefore, we also implemented strategies with more restrictive rules. A *random* strategy will, at each step, randomly choose one of the remaining perturbations. This will thus result in a single random perturbation sequence. A *naive* strategy is based on the notion that perturbations should be more informative if they cause a response at a large number of nodes. Thus, this strategy considers the perturbed nodes for each of the remaining perturbations and computes the number of network nodes to which these are connected to by a path. It then selects those perturbations as possible next perturbations, which maximize this number. In contrast, the *single-target* strategy makes use of the maximum-flow approach, as it selects perturbations that will, first, maximize the number of identifiable edges, and second, minimize the overall dimensionality of the solution space, $\sum\limits_{i}d_{i}$. Finally, the *multi-target* strategy is similar to the single-target approach, except that it not only considers single but combinations of perturbations. That is, we allow any perturbation combination to be considered as a single perturbation experiment, which will then perturb all targets of the combined perturbations. Clearly, this can open an excessively large search space, when the number of possible perturbations is big. We therefore implemented a tractable, step-wise procedure to build up perturbation combinations, which is described in [Supplementary Material](#sup1){ref-type="supplementary-material"} S3.

As these strategies allow for multiple perturbations to be considered next in the sequence, they are associated not only to a single but to many sequences (which we enumerate by the depth-first search). Amongst them, we can then choose the ones that maximize the optimality score defined in [Equation (13)](#E22){ref-type="disp-formula"}. However, for large systems, the number of these strategy-associated sequences can become too large to be completely enumerated. We therefore also implemented an approach to randomly sample from this sequence set, as follows. For a given strategy, instead of considering the entire set of possible next perturbations, we only randomly pick a single one. The strategy will then be associated with a single sequence. Every time we repeat this procedure, we randomly sample from the (original) strategy-associated sequences.

3 Results
=========

3.1 Identifiability and identifiability relationships
-----------------------------------------------------

Perturbation experiments are frequently used to infer and quantify interactions in biological networks. But whether a given network edge can indeed be uniquely quantified from experimentally observed perturbation responses depends on the specific targets of the perturbations and the topology of the network. In order to build interpretable network models and guide experimental design, we need to elucidate this identifiability status of the network parameters. Here, we view a biological system as a weighted directed network, and assume that perturbations are sufficiently mild to cause a linear steady state response. This allows to relate the interaction strengths between nodes (i.e. the entries in the Jacobian matrix *J*) and the sensitivity to perturbations (i.e. the entries in the sensitivity matrix *S*) to the measured responses \[[Equation (4)\]](#E4){ref-type="disp-formula"}, an approach that is widely known as modular response analysis ([@btaa404-B24]). We derived analytical identifiability conditions \[[Equations (9)](#E12){ref-type="disp-formula"} and [(10)\]](#E13){ref-type="disp-formula"} that describe whether this relation allows to uniquely determine the network parameters for the given network topology and the experimental setting. However, these conditions cannot be directly evaluated, as they depend on the (unknown) network parameters themselves. But instead, they can be reformulated as intuitive maximum-flow problems, if one disregards singular conditions of self-cancelling perturbations.

The derivation and details are given in Section 2 but briefly, to determine the identifiability of either the interaction strength from node *j* to node *i*, or the sensitivity of node *i* to perturbation *p*, the following flow network is considered: The original network is extended by (i) adding a node for each perturbation that does not target node *i* and connecting it to the respective perturbation's target(s), (ii) adding a 'source' node that connects to all those perturbation nodes and (iii) having all nodes that target node *i* connect to an additional 'sink' node, see [Figure 1B](#btaa404-F1){ref-type="fig"}. Furthermore, all nodes (except source and sink) and all edges have a flow capacity of one. To reveal identifiability, we need to determine the network's maximum flow from source to sink. This is a classic problem in computer science, which we solve using the Edmonds--Karp algorithm ([@btaa404-B11]; [@btaa404-B13]) as implemented in the Networkx package ([@btaa404-B19]). Then, the interaction strength from node *j* to node *i* is identifiable if and only if the removal of the edge from node *j* to the sink node reduces the maximum flow, see [Figure 1C](#btaa404-F1){ref-type="fig"}. Similarly, node *i'*s sensitivity to perturbation *p* is identifiable if and only if the maximum flow does not increase after linking the source to an additional node that is in turn connected to all targets of perturbation *p*, see [Figure 1D](#btaa404-F1){ref-type="fig"}.

Often, experimental settings do not allow determining all unknown parameters ([@btaa404-B10]; [@btaa404-B18]). Nevertheless, they constrain the solution space such that after fixing one or multiple parameters, others become identifiable. We found that such identifiability relationships can be described by matroids, which are combinatorial structures that generalize the notion of linear dependence (see Section 2). This is demonstrated for an example perturbation experiment on the network displayed in [Figure 2A](#btaa404-F2){ref-type="fig"}.

![(**A**) An example network with three perturbations (yellow squares), where nodes 4 and 5 are associated with non-identifiable parameters (grey). (**B**) Their identifiability relationships are represented by the lattices of cyclic flats of rank *r*. Each cyclic flat consists of the annotated elements in addition to elements from its preceding cyclic flats. All parameters of a cyclic flat with rank *r* become identifiable if at least *r* independent flat parameters are fixed](btaa404f2){#btaa404-F2}

Each node is associated with a set of parameters amongst which identifiability relationships can exist. Such a set contains those interaction strengths, which quantify the edges that target the associated node, and that node's sensitivities to perturbations. Here, nodes 4 and 5 are associated with sets of non-identifiable parameters. For example, for node 5, these are *J*~56~ and *S*~53~. We represent the matroid for such a parameter set as a hierarchy (lattice) of cyclic flats, as shown in [Figure 2B](#btaa404-F2){ref-type="fig"}. A cyclic flat is a set of parameters with an associated rank *r*. It has the property that all of its parameters become identifiable, if amongst them at least *r* independent parameters are fixed. Parameters are independent if none of them becomes identifiable after fixing the others. For node 5, parameters *J*~56~ and *S*~53~ only form a single cyclic flat with *r *=* *1, and thus fixing either one parameter makes the other identifiable. The identifiability relationships among the six parameters associated with node 4 are more complex. For example, *J*~43~ and *S*~41~ form a cyclic flat with *r *=* *1 and thus fixing one, fixes the other. Yet together with *J*~45~ and *S*~43~, they form a cyclic flat with *r *=* *2, thus fixing e.g. *S*~41~ and *S*~43~ will allow unique determination of *J*~43~ and *J*~45~. In contrast, fixing *J*~43~ and *S*~41~ does not render any other parameter identifiable because they are not independent. This illustrates how the matroid description allows to generate effective models, i.e. models where a minimum number of parameters has to be set to fixed values to allow for a unique estimation of all other parameters. Importantly, the lattice of cyclic flats can be derived without specifying unknown parameters by solving a sequence of maximum-flow problems (see Section 2).

Collectively, our results provide a concise framework to algorithmically determine identifiability of network parameters and to construct identifiable effective networks when the experimental setting does not suffice to uniquely determine the original network structure.

3.2 Experimental design
-----------------------

Next, we applied our identifiability analysis to optimize experimental design, i.e. to minimize the number of perturbation experiments that is required to uniquely determine a network's interaction strengths. For this, we designed the following strategies to determine an optimal sequence from a set of available perturbations: The *exhaustive* strategy considers all possible sequences and selects the best performing amongst them. As this approach entails a prohibitive computational effort for larger networks, we also designed approaches that select perturbation sequences in a step-wise manner: The *single-target* strategy chooses next perturbations such that they increases the number of identifiable edges most. The *multi-target* strategy is similar to the single-target strategy except that it not only considers a single but any combination of perturbations. In contrast, the *naive* strategy does not use our identifiability analysis. Rather, it chooses perturbations first that cause a response at the largest possible number of nodes (see Section 2 for details).

We first scrutinized the proposed experimental design strategies on the example network shown in [Figure 2](#btaa404-F2){ref-type="fig"}. We defined six different types of perturbations, each of which targets a (different) single node, or any combination of such for the multi-target strategy. [Figure 3A](#btaa404-F3){ref-type="fig"} shows how the number of identifiable edges increases with the number of performed perturbations for each strategy. A single strategy is associated with multiple sequences, as described in Section 2. Accordingly, [Figure 3A](#btaa404-F3){ref-type="fig"} shows the performance distribution over all these sequences. In practice, we would only select the best performing sequence amongst them. Nevertheless, the depicted distributions are informative because for larger networks we can no longer enumerate all but only a (random) subset of conforming sequences, as described in Section 2.

![(**A**) The same network topology as in [Figure 2](#btaa404-F2){ref-type="fig"} was subjected to a set of perturbations that target each node individually. Shown are distributions of numbers of identifiable edges for different experimental design strategies and an increasing number of perturbations. (**B**) All perturbation sequences associated with the single-target strategy and (**C**) one sequence associated with the multi-target sequence](btaa404f3){#btaa404-F3}

When comparing the methods, we found that each strategy's average performance is higher than the average performance of all possible sequences.

Moreover, the 'naive' strategy that did not use our framework mostly required all six perturbations to fully identify all parameters, whereas the single-target and exhaustive strategies only needed five, and the multi-target strategy only four perturbations. [Figure 3B and C](#btaa404-F3){ref-type="fig"} display all perturbation sequences associated with the single-target strategy, and one sequence associated with the multi-target strategy, respectively, and illustrate which network edge becomes identifiable at which step in the sequence.

To systematically analyze if and how our approach improves experimental design, we benchmarked the different strategies on all 267 non-trivial human KEGG ([@btaa404-B22]) pathways, ranging from 5 to 120 nodes (see [Supplementary Material](#sup1){ref-type="supplementary-material"} S4 for details). Again, we assumed that perturbations can target (all) single nodes. For each network, we sampled 10 conforming sequences per strategy (as described in Section 2) and compared against the performance of 10 randomly chosen sequences. As a performance measure of each sequence, we considered the number of identifiable edges as a function of the number of perturbations and computed a normalized AUC, as defined in [Equation (13)](#E22){ref-type="disp-formula"}. [Figure 4A](#btaa404-F4){ref-type="fig"} shows the result of this benchmark, and confirms the trend already observed for the example in [Figure 3A:](#btaa404-F3){ref-type="fig"} compared to choosing perturbations randomly, the naive strategy improved identifiability. Performance was further increased when we applied our single-target strategy, yet the multi-target strategy clearly performed best. An exhaustive enumeration of all sequences is not feasible for all KEGG networks. However, we found for a subset of small networks that there is no performance difference between the exhaustive and the single-target strategy, as shown in [Supplementary Figure S5A](#sup1){ref-type="supplementary-material"}.

![Performance of different experimental design strategies on 267 human KEGG pathways. (**A**) Identifiability AUC, defined as area under the number of identified nodes versus number of perturbation curve, see [Equation (13)](#E22){ref-type="disp-formula"}. (**B**) For each network and strategy, the average number of perturbations required for full identifiability is shown relative to the average number required for a random strategy. (**C**) The fraction of required perturbations correlated against the isolation score of a network \[[Equation (14)\]](#E23){ref-type="disp-formula"}, $r$: Spearman's rank correlation. (**D**) The fraction between multi-target perturbations with a specific number of targets and all multi-target perturbations (experiments) in KEGG networks of the annotated size range](btaa404f4){#btaa404-F4}

Furthermore, we determined the number of perturbations that is required for full network identifiability (shown in [Supplementary Fig. S6](#sup1){ref-type="supplementary-material"}) and computed the fraction between a given strategy and the random sequences, see [Figure 4B](#btaa404-F4){ref-type="fig"}. We found that the average number of required perturbations can be reduced to less than one-third or even less than a quarter, when using a single-target or multi-target strategy, respectively. To verify that the performance of the multi-target strategy is not only due to its much larger set of perturbation choices, we also measured the performance of random sequences of perturbation combinations, shown in [Supplementary Figure S7](#sup1){ref-type="supplementary-material"}. While such a multi-random strategy increases the performance compared to the random strategy, it is still inferior to the single- and multi-target approach.

We next investigated which network properties led to a performance increase using our strategies. Intuitively, perturbations might be more informative if their response propagates to large parts of the network. We therefore hypothesized that a careful experimental design is particularly beneficial when networks contain many isolated nodes with little connection to the rest of the network because, in contrast to a random choice, a good strategy could then avoid perturbing such non-informative targets. On the contrary, the sequence of perturbations is irrelevant in the extreme case of a fully connected network. To investigate this hypothesis we defined a network's isolation score as $$1 - \sum\limits_{ij}^{n}\frac{\pi_{ij}}{n(n - 1)},~\text{with}~\pi_{ij} = \left\{ \begin{array}{l}
\left. 1,\,\exists~\text{path}~i\rightarrow j \right. \\
\left. 0,\,\nexists~\text{path}~i\rightarrow j \right. \\
\end{array} \right..$$

[Figure 4C](#btaa404-F4){ref-type="fig"} shows that indeed the isolation score negatively correlates with the previously defined fraction of perturbations required for full network identifiability. Furthermore, we also observed a positive correlation between isolation score and the difference in the identifiability AUC between non-random and random strategies, as shown in [Supplementary Figure S5B](#sup1){ref-type="supplementary-material"}. This suggests that indeed our experimental design strategies increase their performance with increasing network isolation.

When response signals converge at a node, the individual contribution from each incoming edge cannot be distinguished. Thus, the advantage of a multi-target perturbation to potentially track signal propagation through larger parts of the network is counter-balanced if it leads to more convergent signal propagation. This is prevented when the (combined) perturbations target isolated parts of the network. Therefore, the strongest correlation in [Figure 4C](#btaa404-F4){ref-type="fig"} is found for the multi-target strategy because with higher isolation score we can expect to find more such isolated subnetworks. And indeed, [Figure 4D](#btaa404-F4){ref-type="fig"} shows that the multi-target strategy typically suggest combinations of multiple single-target perturbations, especially in larger networks.

In summary, we have developed an algorithmic approach to determine structural identifiability for a given network. This approach allows to derive experimental design strategies that drastically reduce experimental effort in perturbation studies. In particular, the multi-target strategy proved most efficient. Potentially, this finding has practical relevance because in many experimental contexts it easy to combine perturbations, e.g. by multiplexed CRISPR knockouts ([@btaa404-B31]).

4 Discussion
============

We have shown analytically that the identifiability of parameters in linear perturbation networks can be described as a simple maximum-flow problem (summarized in [Fig. 1](#btaa404-F1){ref-type="fig"}). All that is required to perform this analysis is an accurate specification of the (directed) network topology and the targets of the perturbations. This includes the consideration of e.g. robustness or perturbation off-target effects that are specific to the experimental setup and that can influence the wiring of the network. A failure to do so might break the non-cancellation assumption (discussed in Section 2) and thereby lead to flawed identifiability statements, as shown in [Supplementary Material](#sup1){ref-type="supplementary-material"} S5.

Our intuitive description of identifiability not only explains how to achieve fully identifiable effective network models ([Fig. 2](#btaa404-F2){ref-type="fig"}), but also enables us to optimize the design of perturbation experiments ([Fig. 3](#btaa404-F3){ref-type="fig"}). As a test case, we examined all human KEGG pathways and found that our method typically allows to cut down the number of perturbations required for full identifiability to one fourth compared to choosing perturbation targets randomly ([Fig. 4](#btaa404-F4){ref-type="fig"}). We provide a python implementation of our results at github.com/GrossTor/IdentiFlow, which allows to determine identifiability, perform matroid computations that display identifiability relationships between parameters and optimize experimental design. The package relies on standard maximum-flow algorithms from the Networkx package ([@btaa404-B19]).

Technically, it would be possible to cope with non-identifiable parameters numerically, as was done previously ([@btaa404-B3]; [@btaa404-B12]; [@btaa404-B15]; [@btaa404-B39]). Yet, these procedures tend to be computationally expensive, might depend on heuristic thresholds and are thus not guaranteed to work, in general, which makes them inadequate tools for experimental design. Even more importantly, the benefit of the maximum-flow perspective is that identifiability can be intuitively understood in relation to the network topology and the targets of the perturbations. This means that instead of requiring numerical procedures on a case by case basis, our approach uses intuitively understandable flow networks to link identifiability to the network topology and perturbation setup. This provides a comprehensive overview on which edges become identifiable under which perturbations. For one, this permits a straightforward optimization of the experimental design, as shown before. But even in a situation where the set of perturbations is *a priori* fixed because of experimental constraints, our approach concisely reveals which network topologies are in principle amenable to a meaningful analysis. Thereby, it maps out the range of answerable biological questions. For example, for the toy network depicted in [Figure 1A](#btaa404-F1){ref-type="fig"}, we could ask whether node 2 or node 4 activates node 3 more strongly, which would be an important question if the activity of node 3 is associated with a certain phenotype that we try to influence by inhibiting either node 2 or node 4. [Figure 1C](#btaa404-F1){ref-type="fig"} showed that this is not answerable because both edges are non-identifiable. However, the maximum-flow approach makes it obvious that the question could indeed be addressed if there was another edge from node 1 to node 3 (as this creates an additional edge from node 1 to the source node in the flow net in [Figure 1B](#btaa404-F1){ref-type="fig"} that increases the maximum flow to two).

Our analysis describes the identifiability of parameters in a network model whose steady state changes linearly with the magnitude of a perturbation. But clearly, biological systems generally break linearity assumptions in varying degrees, which bears asking how useful our description is. In principle, we could expand the steady state function [Equation (3)](#E3){ref-type="disp-formula"} to higher orders and attempt to also infer non-linear rate terms, which are products of different node and perturbation magnitudes. However such products no longer have any meaningful network interpretation, as they cannot be reasonably assigned to any edge. Therefore we argue that the linearity assumption is essential to derive a useful effective network description, if we choose to interpret the biological systems in terms of ordinary differential equations. On the downside, the biological meaning of interaction strengths becomes increasingly obscure the more the system violates the linearity assumption ([@btaa404-B33]). Even though our method could still correctly reveal which linear network parameters are uniquely determined by the data, it is questionable how useful this information is, if this value no longer holds a biological meaning. In particular, this could diminish the benefit of a multi-target experimental design strategy, as combined perturbations might push the system into saturation. Hence, even though our maximum-flow approach is independent of the actual measured response data, a strongly non-linear behavior of the underlying biological system can render it irrelevant. We therefore need to carefully consider when a linear network model is an adequate description.

Importantly, our approach described in this article solely addresses the problem of structural identifiability. In contrast, problems with so-called practical identifiability arise from insufficient quality of experimental data ([@btaa404-B35]). Thus, even when the structural identifiability condition for a specific parameter holds, it does not necessarily mean that its value can be reliably estimated. The maximum-flow approach can be used before experiments are conducted, and thus is agnostic to information about noise that could potentially render a structurally identifiable parameter practically non-identifiable. Similarly, it cannot cope with missing measurements of a node's steady state response, which is a common challenge in novel single-cell perturbation studies ([@btaa404-B9]; [@btaa404-B21]). Yet, in these scenarios, our approach can provide an experimental strategy to construct a structurally identifiable model. And subsequently, established methods can be used efficiently to handle practical non-identifiability ([@btaa404-B12]; [@btaa404-B34]).
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