Personal identification and using that information is in the heart of many ubiquitous systems. We present two complementary techniques, namely personal identification without directly observing the subject, and using that information for understanding the social relations between the subjects.
Introduction
Ubiquitous systems require many complementary techniques to be used in seamless manner. The very aim of such systems is to be all pervasive but not noticeable. It is -among other things -these two almost contradicting requirements, that dictate the the design of these systems. We concentrate on one very basic requirement of many ubiquitous systems, namely personal identification and the use of that information.
The motivation for our research is following: One can imagine a situation where we have an ubiquitous system, that is not able to directly observe the presence of some individual in a some space, but we know with high certainty, that somebody -somebody, that we can not observe directly -is present in that space. However our system may be able to observe the space itself, i.e. it is able to observe the space in vicinity of that individual. We are interested in predicting person's identity based on the observed space in her vicinity. After we know the identity we are also interested in the relations between different identities.
We view the mobile devices as wearable sensors and the detected Bluetooth neighborhood as the observable space. The huge penetration of Bluetooth enabled devices makes our choice appropriate, since the sales of mobile phones in 2005 was 825 million [1] and the sales of Bluetooth enabled devices in general is predicted to be over 500 million in 2006 [2] .
We argue that given some presumptions, it is possible to predict somebody's identity just by knowing her Bluetooth neighborhood even if this person is not carrying any Bluetooth enabled device herself. The presumptions are:
1. The space is crowded by other people who have Bluetooth enabled devices with them.
2. The space contains several stationary Bluetooth enabled devices.
It is enough if either one of the above is true, but the prediction accuracy may vary. The rationale is that in today's environment one defines her Bluetooth neighborhood through three different ways:
1. Through the personal mobile devices.
2. Through the stationary devices, personal or shared.
3. Through the social relations, i.e. people with whom one spends time.
The case 1 above is trivial as we can simply detect the presence of personal mobile devices, but cases 2 and 3 are more interesting. In those cases we assume that one has a specific Bluetooth fingerprint, that is defined by the combination of turned on devices in that specific space and by the devices of people with whom one spends time. It is obvious that the robustness of this method may vary a lot depending how predictable people's behavior is.
Recently there has been interesting research in using Bluetooth scanning as means for social proximity sensing [11] and understanding complex social systems [7, 8] . The latter is known as Reality Mining. The main emphasis in that research has been on understanding the social relations and group dynamics between and with the participants.
Our research in the first part concentrates on identifying the identity of an unobserved individual, and as such, is different from the research mentioned in previous paragraph even though detecting the Bluetooth devices as a methodology is similar. The second part of our research concerns detecting social relations between different identities, and as such, is quite closely related to the aforementioned research. Our methodology differs though as we use a statistical component model to model the relations.
The very important question of privacy is left out of the scope of this paper, but we acknowledge its importance, and it is one of the questions that have to be further researched.
The rest of this paper is organized as follows: In Section 2 we explain our data set and how it was obtained, in Section 3 we explain our identification models and evaluate them, in Section 4 we explain our component model for social relations and in Section 5 we present our conclusions.
Data
The Bluetooth class 2 radio has a maximum range of 10 meters and therefore provides information of the Bluetooth devices in the proximity of the scanning device. An application was running on the mobile phone, which scanned approximately every thirty seconds for other Bluetooth devices in the proximity. The scanning results were sent via GPRS to a back-end server.
Fourteen mobile phones with this application were distributed to selected users working in an office building. The users were encouraged to carry this Bluetooth scanning phone, additional to their personal phone, with them while being in the building. We also asked the users to leave the phone over night in their office for recharging.
We placed fifteen passive Bluetooth beacons in the building. These beacons can be used for positioning even though in this paper we do not do positioning. We use this information in the explorative part though as we investigate how our component models relate to different locations. The beacons were standard off-the-shelve USB Bluetooth dongles for PCs. Once started up, by connecting to a PC, the Bluetooth adapters were disconnected from the PC without interrupting the power supply (use of a battery pack), and placed at defined locations.
The Bluetooth scanning data of users were collected on the back-end server for approximately two weeks. It was possible for us to monitor the data reception to ensure that all phones and beacons were operating properly. The data set consists of 2 867 167 rows of Even though our test site might not correspond to a typical office environment of today, the trend is obvious: Urban areas are becoming increasingly covered by various uncontrolled short-range radios, such as Bluetooth, WiFi and ZigBee. Table 1 summarizes our data set, collected within around two weeks by fourteen people in one building. One should note especially the remarkable number of unique BT addresses (1299) and the high average number of detected devices (11.6). We see that rich environments like this provide fruitful ground for data-intensive tasks, such as probabilistic modeling.
There are some anomalies in the data, that resulted mainly from the battery running out of charge or a test subject forgetting to carry the phone. Mostly these anomalies appear in the form of missing data and different test subjects producing different amounts of data.
Identification based on one's Bluetooth neighborhood
We have test subjects, that can be thought to form a set of predefined classes. In our setting we consider these classes mutually exclusive, i.e. we are interested in predicting one's identity, and not a group to which one belongs. We have also a set of observations of the classes in the form of one's recorded Bluetooth neighborhood. These observations are time-dependent, i.e. form a time series of vectors containing Bluetooth MAC addresses. Given the classes, we are interested in assigning each observation to one of the classes, i.e. we want to predict one's identity based on her Bluetooth neighborhood. This problem is a typical classification problem.
We use statistical classifiers, namely Bayesian ones. From our training data we are able to estimate a prior probability distribution p(O | C i ) for observation O given the class C i . In our case the observation O is a vector containing MAC addresses and the class C i is the test subject who collected the data.
The Bayes rule states that the posterior probability for test subject i being the one who made the observation O is
where C j is any class of all classes C.
Identification models
We present two models with some simplifications based on the Eq. 1. For the first model we assume that in each observation vector O the individual MAC addresses o are mutually independent. This is not very realistic assumption, but in practice these Naive Bayes models perform well. We also do not consider time in this model, i.e. our model is static.
The static model is as below
where O is the observation, o is a single item in the observation, i.e. a single MAC address, C i is the class, i.e. the test subject whose identity we are predicting and Z is a scaling factor. Our second model is also a Naive Bayes model, but here we also consider the time, hence producing a timedependent dynamic model. The model above (Eq. 2) is modified only so that we learn the probabilities time dependently from our training data, and we get
where the additional variable t is the time of the day and rest of the variables are the same as in Eq. 2. With these models we use MAP (maximum a posteriori) decision rule, which means that the observation is assigned to the class, that gets the highest posterior probability.
Evaluation
We evaluated both of the models using our data set that is explained in Section 2. Due to previously mentioned anomalies, we did not use the whole data set, but only seven test subjects were included. We also restricted the evaluation to working days.
The models were trained using a distinct training set, and test subjects' possible personal phones and other Bluetooth devices were separated from the data set so that we were able to evaluate the models reliably. We used five-fold stratified cross-validation. Table 2 shows the results for both of the models. It can be seen that the accuracy is quite high. Table 2 . Classification accuracy for both the models.
The lowest accuracy with the static model is 84.9% and with the dynamic model 94.8%. This tells us, that our office environment is quite predictable and people seem to have reasonably established daily routines. It can be also seen, that -as one would assume -using a time-dependent dynamic model has an positive effect on the results. That can be seen with all the test subject, but that is especially clear with the test subject 7. The classification accuracy increased 10%.
Another interesting point is shown in Figures 1 and 2 . The classification accuracy during a normal working day is not constant, since people have their own daily routines in the work place. During the office hours, when there are more people around, it is hardest to do the predictions. People are interacting with other people, having meetings etc. This results higher overlap between the Bluetooth neighborhoods of different people, thus the predictions are harder to do. These figures also show very clearly the benefits of time-dependent dynamic model. The overall classification accuracy is higher and the variation is also much lower. were carried only while one was in the office. Our work environment is such that most people work during the normal office hours and occasionally also during the night. There are also some people that have little less conventional working hours staying in the office during the nights. In Table 3 . Classification accuracy for both the models during working hours between 8:00 and 18:00.
Component models of social relations
After we are able to identify persons using the models presented in the previous section, we can go on, and start exploring more about their social relations. We use component models to model the social relations between people. The component model that we are interested in is the MPCA [5] model.
When using component models, one assumes that there are some latent components, that are more characteristic to the data than the observed data itself. In social relations there are many very fine grained variables, that may be hard to detect. Our aim is not to do deep psychological or sociological analysis, but use simple means to collect rather coarse data the hypothesis being: The more one spends time with somebody else the more important the relationship is.
MPCA component model
Suppose that we have n l-dimensional vectors of discrete values each value being a count of some feature. Our data D is then n × l matrix. We want to reduce the dimensionality of the data to k l. The reason for this is two-fold. First the lower dimensional data is computationally cheaper, and second we are interested in the latent structures of the data in the form of latent components. This can be formulated as
where Ω is the component loading matrix, and m contains the latent components of the data. Thus m is n × l and Ω is k × l.
There are many different methods, that could be used. Among those are PCA (principal component analysis), ICA (independent component analysis) [9] . NMF (non-negative matrix factorization) [10] and LDA (latent dirichlet allocation) [3] could also be used.
We use MPCA (multinomial principal component analysis). MPCA is quite recent statistical method, that has been used e.g. in analyzing large corpora of text documents, see e.g. [6] . It suits for all kind discrete data though. MPCA produces exactly that kind of factorization, that is presented in Eq. 4. For the estimation of MPCA model one should consult e.g. [4] or [5] . We use methods presented in [5] .
Experiments
We built several models with different number of components to investigate our data set. In these experiments we were interested in the social relations between 21 individuals, that include the seven individuals, that we used in our classification experiments in Section 3.2, and we wanted also investigate how different known locations relate to the model. Table 4 shows how nine most important locations are distributed in the components. In these experiments we considered 13 locations. Table 5 shows the identifiers of the most important persons within each component. Even though we limited our analysis to 21 persons in this experiment, the models were built from a much larger subset that contained 759 distinct Bluetooth MAC addresses. From the tables 4 and 5 above we can see many interesting details. First we can assume that the social proximity between persons within the same component is higher than between persons in different components. That is because we can think of Adding the number of components adds the resolution of the model up to a certain point. In our data set reasonable number of components seem to be 5 -10.
Conclusions
We have presented two complementary techniques, that are interesting per se, and can be used effectively together in certain ubiquitous systems.
The first model is for identifying one's identity, when we have no direct observations of her, but we know that the person is in some space, and we can observe the Bluetooth neighborhood of that space. Here we have the assumption, that the Bluetooth neighborhood is dependent on the person's presence in the form of turned on devices, and more importantly the company of other people that may carry Bluetooth enabled devices.
We showed that we can achieve high prediction accuracy in our office environment. We presented both static and time-dependent dynamic statistical model for this task. We showed that the time-dependent dynamic model improves the performance considerably. We investigated the prediction accuracy as a function of time, and showed that the predictions are harder to do during the office hours, which is natural.
The second model continues from the point where the first model left. Once we know the identities of subjects, we can explore their social relations. Our experiments support that assumption. We can identify social groups and hubs through which those group connect to each other. We can also estimate how different groups and persons relate to different locations.
