Four notions of regularity for operator algebras are introduced. An algebra A is called 1-regular if for any two linearly independent vectors x, y € H there is an a e A such that ax = 0 and ay f 0. We show that the only weakly closed transitive 1-regular algebra is B(H), thus providing a natural generalization of the Rickart-Yood density theorem. We construct an example of a 1-regular algebra which contains no nonzero compact operators. This example is related to the "thin set" phenomena of classical harmonic analysis.
Let A be a commutative semisimple Banach algebra with maximal ideal space T. The algebra A is called regular if for any closed K c T and any x g K there is a £ A such that a(K) = {0} and d(x) = 1. Regular algebras occupy an important position in the commutative theory as they provide an appropriate context in which to study the relationships between elements of the algebra and their Gelfand transforms and especially general spectral synthesis questions. Operator algebras themselves have frequently and fruitfully been viewed as spaces of "noncommutative" functions, for example, the C* -algebras as noncommutative topology [2] and reflexive operator algebras as noncommutative harmonic analysis [1, 5, 8] . It seems likely therefore that appropriate notions of regularity can provide useful frameworks for the analysis of operator algebras.
In this paper we introduce four notions of regularity and study their logical relations. We prove that the only transitive 1-regular algebra is 5(77), thus providing a natural generalization of the Rickart-Yood transitivity theorem and establishing a surprising connection between these notions and the transitive algebra problem [9] . These notions should also prove useful in studying the interplay between the algebraic structure of an operator algebra and its spatial action.
Throughout the paper we only consider strongly (= weakly) closed algebras of operators on a separable complex Hilbert space 77. An interesting feature of many of the proofs is the decisive role of the Hilbert space geometry. Definition 1. An operator algebra A is called:
(i) regular if for any proper subspace K of 77 and any y £ 7CX there is an a £ A such that aK = {0} and ay ± 0;
(ii) IC-regular if for any proper subspace K of 77 of infinite codimension and any y £ Kx there is an a £ A such that aK = {0} and ay ^ 0;
(iii) T^-regular if for any linearly independent vectors Xx, x2, ... , xn in 77 there is an a £ A such that axx = ax2 = ■ ■ ■ = axn-x = 0 and ax" ^ 0;
(iv) 1-regular if for any pair of linearly independent vectors xx , x2 there is an a £ A such that axx = 0 and ax2 ^ 0.
We will eventually show that (i), (ii) and (iii), (iv) are equivalent. We mention that 5(77), the algebra of all bounded operators on 77, is an example of a regular algebra. Proposition 2. (i) Any of the properties (i)-(iv) is a similarity invariant.
(ii) Any two nonzero invariant linear manifolds of a 1-regular algebra have a nonzero intersection. In particular, a 1-regular algebra is irreducible.
(iii) The weak closure of the restriction of an algebra with any of the properties (i)-(iv) to an invariant subspace has the same property. (ii) The only 1-regular W-algebra is B(H). Proof, (ii) If A is a 1-regular W'-algebra, then A' = C • 7, so A = A" = B(H) by the double commutant theorem. If x, y £ 77 then the operator x <8> y: 77 -► 77 is defined by x® y(z) = (z, y)x . Let K be a subspace of 77. We write K®K C A if x®y £ A for all x, y £ K. This is equivalent to PKB(H)PK C A where PK is the projection onto K . Theorem 4. Let A be F-regular and let K be an atom of Lat(A), the lattice of invariant subspaces of A. Then K <g> K c A . Proof. Let x, y £ K and let yL be the orthogonal complement of y . For each finite-dimensional subspace M of y1-there exists a £ A such that aM = {0} and ay ^ {0}. Consider sp{bay : b £ A}. This is an invariant subspace of A contained in K, so it equals K. Thus we may choose aM £ A such that omM = {0} and \\omy -*|| < l/(dimAf). Consider the net {a\f} ■ On yL it converges strongly to 0 and aMy -+ x. Therefore, Om Str^ x® y/\\y\\2 ■ Since A is strongly closed, x ® y 6 A .
Note that A is regular iff for all y there is an x ^ 0 such that x ®y £ A . Recall that if Sf is a lattice of projections then Alg(^) is the algebra of all operators which leave the subspaces in Sf invariant. Also if {Pi} is a family of projections then V Pi and A Pi denote their l.u.b. and g.l.b., respectively. Lemma 5. Let Jf be a complete nest of subspaces of 77, and suppose that Alg(yf) is regular. Then Jf contains a minimal element. Proof. By [3, Proposition 2.12] we can find y £ 77 such that Py -f 0 for all P £ J^, P f= 0. There exists x f= 0 such that x <g> y £ A . For each Pe/ we must have (1 -P)x <g> Py = 0 since x ® y leaves P invariant. Since Py ^ 0 for P ± 0, this implies that (1 -P)x = 0 for P ± 0 or Px = x. Thus x £ f\PeJr P^0 P which is the minimal element of Jf .
Lemma 6. If A is a regular algebra then Lat(^4) contains an atom. Proof. By Zorn's lemma we may pick a maximal chain ff in Lat(^). Then A C Alg(W) and so ff has a minimal element. By maximality of ff this minimal element is an atom of Lat(A).
Theorem 7. If A is an IC-regular algebra then Lat(A) contains a minimal element. Proof. If A has no (proper) invariant subspace, the result is immediate. Suppose A has a nonzero invariant subspace K of infinite codimension. Pick y 6 K, and let y1-be the complement of y in K . Since yL has infinite codimension in 77, we can find a £ A such that ay1 = {0} and x = ay ± 0. Consider AK , the weak closure of the restriction of A to K . Then a restricted to K is x <8>y/|Lv||2 £ AK . Thus AK is regular. We have Lat^*) = [0, K] C Lat(^). By Lemma 6, Lat^*) contains an atom. This must be an atom in Lat(^).
We will now exclude the case that every nonzero invariant subspace of A has finite codimension. In that case every invariant subspace of A* is finite dimensional. We can find a sequence {P"} C Lat(^*) such that dimT^ < oo and y P" = I. Then A* is contained in a triangular algebra of block matrices Thus Lat(A) contains an atom. Now suppose that M is any invariant subspace of A . Then Am is IC-regular or regular in case M is finite dimensional. Thus M contains an atom of Lat(A).
Let P, Q be atoms of Lat(^l). Then P £ A by Theorem 4, and since Q £ Lat(^4), Q is an invariant subspace for the selfadjoint operator P and so Q reduces P. Therefore P, Q commute. But P /\ Q = 0, so P _L Q. Now Ap@q is IC-regular or regular and reducible. This is a contradiction. Thus there is a unique atom and every invariant subspace contains this atom.
Let ex, e2, ... be an O.N.B. for 77 and let Pk be the projection onto sp^i, e2, ... , ek}. We have that Pk ^> I. Recall that the Grammian of n vectors xx, ... , x" is the determinant of the matrix [(xj, Xj)]. The vectors X\, x2, ... , xn are linearly independent iff G ^ 0.
Lemma 8. Suppose that Xx, x2, ... , x" are linearly independent vectors in 77. Then there is a k such that Pkxx, Pkx2, ... , Pkxn are linearly independent. Proof. The Grammian is a continuous function.
We can now give an example of an F-regular algebra which is not IC-regular. Example 2. There are few classes of operator algebras on 77 which are well understood. The reflexive algebras with a commutative subspace lattice form a broad class of algebras for which considerable information has been obtained [3] . Among these are the nest algebras:
Alg(Z) Standard Z-nest, Alg(Tv) Standard 7v-nest, Alg(F) Volterra nest.
An argument similar to that in the previous example shows each of these algebras is T7-regular but not IC-regular. The algebra of upper triangular matrices is Alg(N), which is regular.
Problem. Let Sf be a commutative subspace lattice. When is Alg(J?) 1-regular?
The following is our main result concerning 1 -regular algebras.
Theorem 11. If A is 1-regular then A is F-regular. Proof. Assume inductively that if n linearly independent vectors Xx, x2, ... , x" are given then there is an a £ A such that ax\ = ■■■ = axn-x = 0 and ax" ^ 0. We will show that given n + 1 linearly independent vectors Xx, x2, ... , xn+x there is a £ A such that axx = ■■■ = ax" = 0 and axn+x ^ 0. Let L = {a £ A : axx = ax2 = ••■ = axn-x = 0}. Then L is a left ideal. If there exists a £ L such that ax" and axn+x are linearly independent then choose b £ A such that baxn = 0 and baxn+l ¥" 0 using 1-regularity. Thus we may assume that for every a £ L the vectors axn and axn+x are linearly dependent. Now if, for some a £ L, axn = 0 and ax"+x ^ 0 then we are done, so we assume that for all a £ A there is a A such that Xaxn = ax"+x.
We will now show that there is a fixed X such that, for all a £ L, axn+x = Xaxn whenever ax" f=-0. Suppose not. Then there exist a ± P such that aax" = axn+x, pbxn = bxn+i.
If ax" and bx" are linearly independent then from a+b £ L and X(a+b)xn = (a + b)xn+x we obtain Xax" + Xbxn = aaxn + pbx" , so X = a = p , which is a contradiction. Therefore we may assume that ax" = ybx" for some scalar y. Now a -yb £ L, (a -yb)xn = 0, and (a -yb)xn+x = aax" -yPbxn = (a -P)axn / 0 since we have assumed that axn # 0. Thus a-yb satisfies a previously excluded case in the proof. Therefore there is a 2 such that, for all a £ L, axn+x -Xaxn = 0, so a(xn+x -Xx") = 0. Since xn+\ -Xxn & sp{xi, x2, ... , x"_\}, this contradicts the inductive hypothesis.
Theorem 12. The only transitive 1-regular algebra is B(H). Proof. By Theorem 11 the algebra A is F-regular and Lat(A) contains the atom 77. Therefore, 77 ® 77 C A by Theorem 4. Since A is strongly closed, this implies that A = B(H).
Theorem 11 holds for general algebras (real or complex). We now show how to deduce some well-known results. Recall that a subalgebra A of B(H) is called «-fold strictly transitive if for each set {x,}"=, of linearly independent vectors and each set {y;}"=1 of vectors in 77 there exists a £ A such that ax,■ = y, for i = 1, 2, ... , n .
We can deduce the following important result [9, Theorem 8.2].
Corollary 13. If A is a 2-fold strictly transitive subalgebra of B(H) then A is n-fold strictly transitive for all n . Proof. A is clearly 1-regular. Thus A is T^-regular. We can find a, £ A such that OiXi # 0 and ajXj = 0 for j ^ i. Then we find bj £ A such that bjOiXj = yi. It follows that zjl=x ^'ai aas lae reQuired property. Now suppose that A is weakly closed and strictly transitive. We then follow the proofs of [9, Lemma 8.3 and Theorem 8.4] to conclude that A is 2-fold strictly transitive. Therefore, A is 1-regular, so A = B(H) by Theorem 12 (instead of [9, Theorem 8.2] ). This is the Rickart-Yood density theorem. Corollary 14 [9, Theorem 8.4] . If A is a uniformly closed strictly transitive subalgebra of 7? (77) then A is strictly dense.
In view of previous results it is of interest to ask whether a 1-regular algebra need contain any nonzero compact operators. Interestingly enough, the answer is negative. Example 3. We will construct a reflexive operator algebra with a commutative subspace lattice which is 1 -regular but which contains no nonzero compact operators. To effect the construction we make use of Arveson's theory [1, 3] . This example is related to the "thin set" phenomena in classical harmonic analysis [5, 6] . .f2n(x)l lg2"(x).
for some an: [0, 1/2"] -> C. We may assume that a"(x) = 0 for x g *\n \]k=x suPf>(fk/gk) ■ Then we have that ||a"||oo < M/e . It follows that f(x) = X"(x)g(x) for some periodic Xn £ L°°[0, 1] with period 1/2" and satisfying X" = a"(x) for x £ [0, 1/2"]. Now H^Hoo < M/e in L°° , so we may extract a subsequence {X"k} which converges to some X in the w*-topology that L°° obtains as the dual of L1 . It is clear that X must be orthogonal to the nonconstant functions of the Haar system [4, p. 27] and thus must be constant. We have that X"k g^-> Xg. But since / = X"kg, we conclude that f = Xg for some constant X. This is a contradiction. -/2»J L£2"-which is a contradiction. Thus X^JLi ^ Mi?*: M ¥" 0.
To prove that Alg(7J) is 1-regular let /, g £ L2[0, 1] be linearly independent. Choose a dyadic decomposition and functions <px, tp2, ... , <p2-as above such that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Problem. If a 1-regular algebra contains a nonzero compact operator must it contain a nonzero finite rank operator?
