Abstract This paper proposes a general method for dealing with the problem of recovering the low-rank structure, in which the data can be deformed by some unknown transformations and corrupted by sparse or nonsparse noises. Nonconvex penalization method is used to remedy the drawbacks of existing convex penalization method and a quadratic penalty is further used to better tackle the nonsparse noises in the data. We exploits the local linear approximation (LLA) method for turning the resulting nonconvex penalization problem into a series of weighted convex penalization problems and these subproblems are efficiently solved via the augmented Lagrange multiplier (ALM). Besides comparing with the method of robust alignment by sparse and low-rank decomposition for linearly correlated images (RASL), we also propose a nonconvex penalized lowrank and sparse decomposition (NLSD) model as comparison. Numerical experiments are conducted on both controlled and uncontrolled data to demonstrate the outperformance of the proposed method over RASL and NLSD.
Introduction
In recent years, with the development of Internet technology, massive amounts of image and video data are available to us. All these high-dimensional data pose steep challenges to existing vision algorithms in automatically extracting the hidden low-dimensional structures despite changing of viewpoints, illuminations, occlusions, nonsparse noises, or even no alignment. Undone these nuisance factors in the processing stage is of great importance in obtaining the true intrinsic structures of the data.
The classical Principal Component Analysis (PCA) [1, 2] is the most widely used statistical tool for high-dimensional data analysis and dimensionality reduction today. But it also has been shown that PCA technique only works well when the perturbation is i.i.d Gaussian, which means that it is not robust to gross errors or outliers. The recent proposed Robust PCA [3] method utilizes a convex program that 1 -norm, the folded-concave penalty has been proposed and shown nice nearly unbiased property through numerous numerical and theoretical studies [8, [11] [12] [13] . Moreover, the relationship between the 1 -norm and the nuclear norm also implies that the nuclear norm over-penalizes large singular values, and thus the modeling bias phenomenon also exists in low rank structure estimation with nuclear norm penalty [14] . As such, it is natural to apply the folded-concave penalization technique to deal with various low-rank structure learning applications. Several studies have demonstrated the superiority of folded-concave penalty based approaches over nuclear norm based approaches [15] [16] [17] . And then by combining the LLA algorithm and the ALM method, we present an efficient algorithm for solving the nonconvex problem.
Although Ref. [18] has shown that the sparse and low-rank matrix decomposition (without transformations) by the convex optimization is also stable to additive Gaussian noise of small magnitude in addition to sparse errors, it loses efficacy when dealing with the real applications whose observations are often corrupted by non-sparse noises, which may be stochastic or deterministic, affecting every entry of the data matrix. The existing methods simply assume that the noises either obey a Gaussian distribution (PCA) or obey a Laplacian distribution, while in many real applications, the noises are often mixed with both sparse and nonsparse noises. Therefore, for the wider applicability of the model, it would be of great significance to simultaneously estimate the sparse and non-sparse errors in order to guarantee the stable and accurate recovery in the presence of entry-wise noise. In this paper, we proposed to simultaneously use the 1 -norm and the F -norm to model the noises which can thus model a wider range of noise distributions.
The main purpose of this paper is to propose a general nonconvex plus quadratic penalized low-rank and sparse matrices decomposition model, combining the folded-concave penalties and an advanced quadratic F -norm penalty, for dealing with the non-sparse noisy image problems. The main contributions of our work are summarized as: (1) To reduce the modeling bias of 1 -norm, folded-concave penalization technique is employed to achieve better alignment results; (2) An additional F -norm penalty is used to estimate non-sparse noise in real applications; (3) An efficient LLA-ALM algorithm is derived for finding a good local solution of the resulting nonconvex optimization problem.
The remainder of this paper is organized as follows. In Section 2, by stating the related work, we describe the batch image alignment problem. Section 3 presents a generalized low-rank decomposition model with advanced penalties. Section 4 provides a novel algorithm for the solution of the proposed model. Section 5 conducts a series of simulation with controlled and natural data sets to demonstrate the efficiency of the nonconvex based model over RASL for dealing with the problem. Concluding remarks are given in Section 6.
Related work
In real data, the images are often contaminated by occlusion, noise, illumination and even misalignment. Therefore, dealing with image alignment with robustness is a challenging work to the existing image processing methods. Peng et al. [19] proposed RASL to robustly align linearly correlated images by sparse and low-rank decomposition via Principal Component Pursuit based on the assumption that a batch of aligned images should form a low-rank matrix. Suppose I 
should be approximately low-rank. This kind of assumption is very common. For instance, Ref. [20] assumes that a rank-9 approximation suffices, when the images I 0 i , i = 1, . . . , n are obtained from some Lambertian objects under varying illumination.
However, in practice, the object in image i is often partially occluded or corrupted by some noises ε i . So it may be more appropriate to assume that we observe
Here, S is the noise matrix and is generally regarded sparse. The above model explicitly requires the original data to be well aligned. For real data, in order to compensate for the misalignments, certain transformation
p×n has been applied to act on the original data. Then Eq. (2) can be changed to
where D • τ means applying the transformation τ i to each misaligned image I i . When taking both the corruption and misalignment into consideration, the Lagrange form of the batch image alignment model can be formulated as follows:
Here, the 0 -norm · 0 counts the number of nonzero entries in the sparse error matrix S. The above optimization problem (4) is NP hard and thus cannot be directly tractable. Based on the Robust PCA, the highly nonconvex objective function in (4) is relaxed to its convex surrogate, i.e. replace the rank and 0 -norm with the nuclear norm and 1 -norm, respectively. Then the model can be modified as follows: min
In [21] , the model of (5) is successfully extended for unsupervised subspace discovery. The main goal is to deal with a much less constrained problem, in which the common pattern (object) observes large-scale differences at unknown locations in the images. It is a learning and matching algorithm, but has nothing to do with the image alignment. Ref. [22] proposes a new method for face alignment and recognition by integrating sparse representation based classification (SRC) [23] to the model of (5), which have equivalently good performance on the recognition rate. Ref. [24] proposes coupling alignments with recognition for still-to-video face recognition based on the theory of sparse representation and subspace segmentation. From a different aspect, Ref. [25] applies the form of model (5) to generate transformation invariant low-rank textures (TILT), in which the rectified image(s) is a single image instead of image sequences based on the assumption that the textures of the rectified image are usually symmetric patterns and consequently form low-rank matrices.
In these studies, the low-rank component is required to be exactly low-rank and the sparse component are required to be exactly sparse as in [18] . What is more, though solving (5) could obtain good image alignment results in many situations, there are some specific applications in which convex relaxation based approach (5) cannot provide desirable results. Therefore, it would be better to replace the convex nuclear norm and 1 norm with folded-concave penalties to remedy the drawbacks of convex penalization method.
A generalized low-rank decomposition model with advanced penalties
In this section, we first present the nonconvex relaxation form of the problem (4) (Subsection 3.1). Then we add a quadratic penalty to the model for estimating non-sparse noise (Subsection 3.2). The corresponding iterative optimization method for solving the new model will be proposed in the next section (Section 4).
Nonconvex relaxation
As we have already mentioned, the 1 -norm and the nuclear norm usually provide biased estimators. Over the past few years, several studies [8, 11, 13] have shown that a folded-concave penalty, such as SCAD and MCP, could yield an asymptotically unbiased estimator in high-dimensional sparse learning problems. As such, one can use the folded-concave penalty to reduce the bias of convex penalty based methods in low structure matrix learning problems. Following [13] , a penalty P λ (|t|) is called a folded concave penalty function on t ∈ (−∞, +∞) if it satisfies the following properties:
with a pre-specified constant a > a 2 ; where a 1 and a 2 are two fixed positive constants.
We define the matrix folded-concave penalty and the matrix γ-norm as follows:
Here A is an m × n matrix. It is worth noting that both the matrix folded-concave norm and the matrix γ-norm are not real norms for the reason that they do not satisfy the triangle inequality of a norm. It is not hard to verify that when a 1 = a 2 = 1, P λ (|t|) degenerates to SCAD; when
and a 2 = 1, P λ (|t|) degenerates to MCP. Because the MCP usually performs better than any other folded-concave penalty, for simplicity, we only employ the MCP into our formulation. As shown in [11] , given a vector
where
Here (z) + = max {z, 0}. With this definition (6), Wang and Zhang [15] presented two new matrix norm based on the definition of MCP function (6) . We state the definition of them as follows:
where A is an m × n matrix, and σ i (A) is the ith singular value of A. As a specific example of the matrix folded-concave norm, the matrix MCP norm M λ,γ (·) is also not a real norm. Here, we simultaneously replace the matrix rank and the 0 -norm with the γ-norm and the matrix MCP norm, respectively. As a result, the original model (4) can be transformed to
where L γ1 and M γ2 (S) are characterized by parameters γ 1 and γ 2 , respectively. It is obvious that the resulting problem (7) is a nonconvex optimization problem. Nevertheless, as we will show later, one can find a specific local optimal solution which usually outperforms the global optimal solution of the convex optimization problem (5).
Quadratic penalty for non-sparse noise
As shown above in (2), the errors in original data D are assumed to be approximately sparse, which can be well dealt with by RASL and NLSD. However, this assumption can be easily violated by the non-sparse errors, i.e. errors may be stochastic or deterministic and affect every entry of the original data matrix. For the wide application of the model, the more general measurement model here assumes that we observe
where s i is the sparse error as mentioned above and e i represents the non-sparse error appearing on image i. Then the original data D we obtained can be represented as follows:
m×n is a low-rank matrix that models the common linear structure in
m×n is a matrix of large-but-sparse errors that models corruption, occlusion, shadows, etc., and E = [vec(e 1 )| · · · |vec(e n )] ∈ R m×n represents the noise with a non-sparse distribution. It is worth noting that the Gaussian distribution is not the only form of non-sparse noises. However, for more generality, according to the central limit theorem, we can adopt the Gaussian distribution to approximately depict non-sparse noises, especially the cases with large numbers of identically distributed noises with unknown distributions. Under such condition, we choose the quadratic penalty to constrain the non-sparse errors E, and it leads to the following nonconvex optimization problem when the new observation model is applied to problem (7):
The highly nonlinearity caused by the domain transformations τ ∈ G n in the equality constraint
represents the Jacobian of the ith image with respect to the transformation parameters τ i , and {ε i } denotes the standard basis for R n . Accordingly, the first-order approximation to the above problem is as follows:
The solution τ + Δτ from (10) could not exactly solve (9) because of the only locally holding linearization. We repeatedly linearize the current estimate of τ and solve a sequence programs of the form (10) in order to find the minimum of (9). As we will see in the experiment section, the iteration effectively recovers the aligned low-rank structure as long as the initial misalignment is not too large.
Algorithm
In this part, we provide an efficient algorithm for solving the problem of noisy image alignment. This complete optimization procedure is summarized as Algorithm 1. It includes an outer loop and an inner loop. The outer loop iteratively provides preprocessing before the inner loop solving the linearized concave optimization. The inner loop is derived from the LLA and ALM algorithms which can turn the original problem into a series of weighted convex penalization problems and then solves each subproblem.
Algorithm 1 Outer loop
Input: Images I 1 , . . . , I n ∈ R w×h , initial transformations τ 1 , . . . ,τn in a certain parametric group G, weight λ 1 , λ 2 > 0; Output: Solution L * , S * , E * , τ * to problem; 1: while not converged do 2:
Compute Jacobian matrices w.r.t. transformation:
. . , n;
3:
Warp and normalize the images:
Solve the linearized nonconvex optimization(inner loop): 5:
Update transformations: τ ← τ + Δτ * ; 7: end while
Outer loop of noisy image alignment
Upon obtaining the image region of interest, the outer loop iteratively updates the Jacobian matrices and normalize the images by vec( 2 , which is designed to rule out trivial solutions such as zooming in on a single dark pixel or a dark region in the images. The whole iterative procedure in Algorithm 1 is stopped when the relative change in the value of the cost function L γ1 + λ 1 M γ2 (S) + λ 2 E F between two consecutive iterations is smaller than a pre-determined threshold.
Inner loop of noisy image alignment
In order to solve the nonconvex optimization problem in Algorithm 1, we first introduce the generalized singular value shrinkage operator which will be useful in deriving the inner algorithm. After that, we present the efficient solution to the nonconvex optimization problem by our new designed LLA-ALM algorithm which first turns the concave penalization problem into a series of weighted convex penalization problems and then solves each subproblem.
The generalized singular value shrinkage operator
The Singular Value Threshold (SVT) algorithm is proposed in [26] for solving the nuclear norm penalized problems. For δ 0, the singular value shrinkage operator S δ is defined by
where X = U X X V T X is the singular value decomposition (SVD) of X and
Similarly, the generalized singular value shrinkage operator S δ,Λ and generalized shrinkage operator D δ,W are defined as
Here Λ and W are arbitrary elementwise nonnegative matrices. 
old . Proof. The proof can be obtained directly following the proof of Theorem 3.1 in [17] .
Efficient solution by modified LLA-ALM algorithm
Our modified LLA-ALM for solving the nonconvex problem in Algorithm 1 is summarized as Algorithm 2. It also consists of an outer loop and an inner loop. The outer loop which is derived from the LLA algorithm is aimed to turn the concave penalization problem into a series of weighted convex penalization problems and the inner loop makes use of idear of the ALM algorithm to solve each subproblem.
The LLA algorithm is one of the majorization-minimization (MM) method which can solve many optimization problems with nonconvex penalties. MM proceeds by iteratively solving a convex problem which locally approximates the original nonconvex problem in each step. The basic idea is shown in the following proposition which indicates that the LLA majorizes the original problem.
Proposition 1. Let f (x) be a concave function on (0, ∞). Then
In fact, the LLA is the best convex majorization of a nonconvex function as stated in the above proposition. Based on this idea, the problem (10) can be relaxed to the following convex problem:
which majorizes the nonconvex problem (10) . In literature, it has proved that the ALM algorithm can solve the convex problem very well. Therefore we modify the original ALM algorithm and apply it to the problem (11) . The augmented Lagrange function can be defined as follows:
and Y is the Lagrange multiplier. It is difficult to solve the above function directly, so we choose to minimize the augmented Lagrange function approximately by adopting an alternating strategy: minimize the function against only one of the four unknowns L, S, E, Δτ at a time: 
In detail, the solutions of each term are obtained as follows.
For term L (j+1) k+1 and S (j+1) k+1 , apply the generalized singular value threshold to the above equation and then we can obtain
For term E (j+1) k+1 , we estimate E 2 F instead of E F in the model for the simplicity of computation:
. 
For term Δτ
All the above updates constitute the inner loop of the redefined LLA-ALM algorithm which has been summarized as Algorithm 2 for the completeness.
Algorithm 2 Inner loop
Δτ
After each step of the redefined LLA procedure, Algorithm 2 repeatedly calls the modified ALM algorithm in the inner loop. Then the computation costs can be many times more than the ALM algorithm solving RPCA. To alleviate the computations, in our experiments we just call the inner loop three times instead of waiting to converge. Except estimating L and S, we also modify the original RPCA to estimate E at the same time for initialization.
Experiments
In this section, we compare the new proposed NLSD and NQLSD with RASL. The reasons why we make the comparison are that: (1) RASL represents the latest work that solves the similar problem as our new approach; (2) The effectiveness of our algorithm for recovery of low-rank for noisy image alignment can be conspicuously proved and shown via the comparisons. All the experiments are tested on both the natural images and the controlled datasets to demonstrate the superiority of the folded-concave penalization over the nuclear norm penalization. Here, the folded-concave penalization takes MCP for an example.
Implementation details
Here we provide a group of parameters for NQLSD which can therefore obtain a relatively better result. Through a set of parameters tuning experiments, we find that the parameters λ 1 and λ 2 are the most significant among the four parameters and should be carefully chosen. As for γ 1 , γ 2 , experiments have also shown that the results are insensitive to them in a large range but neither of them should be too large or too small. Here we choose λ 1 = 0.1 × log m, λ 2 = 0.8 × log m and γ 1 = γ 2 = 4 throughout our experiments.
Results on natural images
In this part, we first verify the effectiveness of the three algorithms by applying them to two simple real world datasets. In each experiment, the average image of the low-rank images is given for the purpose of explicitly demonstrating the differences between the low-rank images recovered by the three algorithms.
The first data set contains 16 images of the side of a building, taken from various viewpoints by a perspective camera, and with various occlusions due to tree branches. Figure 1(a) illustrates the lowrank recovery results on these window images added with Gaussian noise. Six out of 16 images are chosen for explicitly illustration in Figure 1(b) and details of the recovered low-rank window images are shown in Figure 1(c) .
The second data set contains 100 diverse images of the handwritten number "3". Three kinds of noise (poisson, salt & pepper, and Gaussian) are added to this dataset in turn and the corresponding recovered low-rank images, 10 out of 100 selected images and average low-rank images are given below.
Both NLSD and NQLSD perform much better than RASL for both of the experiments. This can be observed from the effects of alignment and denoising in both the individual and average results as shown in Figure 2 , Figure 3 and Figure 4 respectively. To be noted, the advantage of NQLSD over NLSD exists but not that obvious in these two examples. The next group of experiments will give a more conspicuous comparison.
Results on controlled images
In this part, the algorithms are tested on the controlled dataset of dummy faces with various noises. The examples with salt & pepper and Gaussian noises are shown in Figure 5 and Figure 6 respectively.
Compared with RASL, our two algorithms not only give better alignment results than RASL, but also recover the low-rank image sharper, especially in the area of the white of the eyes, which can be easily perceived from the average low-rank image. For more obviously comparing the alignment effects by the three algorithms, we mark out the rectangle areas of four images as an example, which precisely enclose the blank spaces between the face bottom edges and the image borders. It reflects the symmetry of the aligned effects. The closer the sizes of the left and right rectangles in one image are, the more symmetric the image is, which indicates better alignment effects. Apparently, NQLSD gives the best results compared with RASL and NLSD.
Quantitative evaluation
For better perceiving the differences of the three algorithm quantitatively, we demonstrate the final ranks of the results by the three algorithms. From Table 1 , we can see that RASL reaches much larger ranks compared to NLSD and NQLSD, which are unreasonably large based on the prior knowledge of these datasets. The ranks got by NLSD and NQLSD are basically on the same level, however, the advantage of NQLSD is that it gets more stable estimations of ranks from the same dataset, which means it is more robust for different noises.
Conclusion
In this paper, we propose a more general low-rank recovery framework for batch image alignment, which can realize alignment in spite of sparse or nonsparse noises. Inspired by the idea of the LLA and ALM algorithms, an efficient algorithm is proposed to solve this nonconvex optimization problem. Compared to the existing image alignment methods being optimal for Gaussian or Laplacian noises, our method performs better (on average) in experiments when dealing with complex noises composed of sparse and nonsparse noise. In [27] , their work is under the framework of low-rank tensor modeling, i.e., the target data are treated as tensors, but not matrices as considered in our work. To improve the alignment and robustness in the future work, we will also try the tensor form for its merit in preserving the spatial coherency of each image.
