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Framework for distinguishability of orthogonal bipartite states by one-way local
operations and classical communication
Tanmay Singal∗
Optics & Quantum Information Group, The Institute of Mathematical Sciences,
CIT Campus, Taramani, Chennai, 600 113, India
In the topic of perfect local distinguishability of orthogonal multipartite quantum states, most
results obtained so far pertain to bipartite systems whose subsystems are of specific dimensions. In
contrast very few results for bipartite systems whose subsystems are of arbitrary dimensions, are
known. This is because a rich variety of (algebraic or geometric) structure is exhibited by different
sets of orthogonal states owing to which it is difficult to associate some common property underlying
them all, i.e., a common property that would play a crucial role in the local distinguishability of these
states. In this paper, I propose a framework for the distinguishability by one-way LOCC (1-LOCC)
of sets of orthogonal bipartite states in a dA⊗dB bipartite system, where dA, dB are the dimensions
of both subsytems, labelled as A and B. I show that if the i-th party (where i = A,B) can initiate
a 1-LOCC protocol to perfectly distinguish among a set of orthogonal bipartite states, then the
information of the existence of such a 1-LOCC protocol lies in a subspace of di × di hermitian
matrices, denoted by T (i)
⊥
, and that the method to extract this information (of the existence of
this 1-LOCC protocol) from T (i)
⊥
depends on the value of dimT (i)
⊥
. In this way one can give
sweeping results for the 1-LOCC (in)distinguishability of all sets of orthogonal bipartite states
corresponding to certain values of dimT (i)
⊥
. Thus I propose that the value of dimT (i)
⊥
gives the
common underlying property based on which sweeping results for the 1-LOCC (in)distinguishability
of orthogonal bipartite quantum states can be made.
PACS numbers: 03.67.Hk, 03.67.Mn
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Introduction: The scenario in local distinguishabil-
ity of bipartite orthogonal quantum states is as follows:
Alice and Bob are given one of many possible orthogonal
bipartite states and they have to figure out which one
they’ve been given using only local operations and clas-
sical communication (LOCC). Some prominent results
which apply to joint systems, whose subsystems are of
arbitrary dimension, are Bennet et al’s result [1], which
established that members from an unextendible product
basis cannot be perfectly distinguished by LOCC, Wal-
gate et al’s result [2], which establishes that any two mul-
tipartite orthogonal quantum states can be perfectly dis-
tinguished using only LOCC, Badziag et al’s [3] result,
which obtained a Holevo-like upper bound for the locally
accessible information for an ensemble of states from a
bipartite system, and Cohen’s result [4], which estab-
lished that almost all sets of d+1 orthogonal states from
N d-dimensional multipartite systems are not perfectly
distinguishable by LOCC. Very few such generic results
are known. In this paper I propose a framework for the
one-way LOCC distinguishability of orthogonal bipartite
states, and this proposition is made as an aforementioned
generic result.
Framework: Inspired by work done in [5] and [6], I
show that for a given set of orthogonal bipartite mixed
states from a dA ⊗ dB bipartite system, the i-th party
(where i = A,B) can be associated with a subspace of
∗ stanmay@imsc.res.in
di × di hermitian matrices, T (i)⊥ (defined after equation
(3)) which contains all information of one-way LOCC (1-
LOCC) protocols which this i-th party can initiate to
perfectly distinguish among said given set of orthogonal
bipartite states. In this paper I obtain results to extract
this 1-LOCC related information from T (i)⊥ .
For simplifying notation, I make two assumptions,
which won’t reduce the generality of results obtained: (1)
Alice always initiates the protocol. This allows for simpli-
fying the notation: T (A)⊥ −→ T⊥. Note that to establish
distinguishability by 1-LOCC (1-LOCC distinguishabil-
ity), one has to extract relevant information from T (A)⊥
(for Alice starting protocol) and/or T (B)⊥ (for Bob start-
ing protocol), separately. (2) If dA < dB, one can always
extend Alice’s subsystem A to a larger local system A′
so that dA′ = dB . Similarly, vice versa. Thus, there’s no
loss of generality in assuming that dA = dB = d.
Let Alice and Bob have d dimensional quantum sys-
tems whose Hilbert spaces are denoted by HA and HB
respectively. Let them share one of n orthogonal bipar-
tite states, whose density matrices ρ(1)AB, ρ
(2)
AB, · · · , ρ(n)AB are
observables on HA ⊗ HB. They wish to establish which
state they share using a 1-LOCC protocol which Alice
commences. Let spectral decomposition of ρ(i)AB be
ρ(i)
AB
=
ri∑
j=1
λij |ψij〉〈ψij |, (1)
where ri = rank
(
ρ(i)AB
)
, {λij}rij=1 are non-zero eigen-
2values of ρ(i)AB and 〈ψij |ψi′j′ 〉 = δii′δjj′ , ∀ 1 ≤ i ≤ i′ ≤ n,
1 ≤ j ≤ ri and 1 ≤ j′ ≤ ri′ . Let {| sj〉A}dj=1 and
{| sj〉B}dj=1 be standard orthonormal bases (ONB) for
HA and HB respectively. For any 1 ≤ i ≤ n, and any
1 ≤ j ≤ ri, define d × d complex matrices Wij by ex-
panding |ψij〉AB in the basis {| sj〉A| sk〉B}dj,k=1
|ψij〉AB =
d∑
k,l=1
(Wij)kl | sl〉A| sk〉B. (2)
Thus 〈ψij |ψi′j′〉 = Tr(W †ijWi′j′) = δii′δjj′, ∀ 1 ≤ i ≤
i′ ≤ n, 1 ≤ j ≤ ri and 1 ≤ j′ ≤ ri′ . Define the index set I
≡ {(i, i′, j, j′), | 1 ≤ i < i′ ≤ n, 1 ≤ j ≤ ri, 1 ≤ j′ ≤ ri′}.
Let i = (i, i′, j, j′) ∈ I. Define Wi ≡ Wij†Wi′j′ . Then
Wi’s are d × d complex matrices with trace zero. Let
Hi ≡ 12
(
Wi + (Wi)
†
)
and Ai ≡ 12i
(
Wi − (Wi)†
)
. Let S
be the real vector space of all d × d hermitian matrices.
dimS = d2. Let T be a subspace of S, defined by
T ≡
{∑
i∈I
aiHi + biAi, ∀ ai, bi ∈ R
}
. (3)
Let T⊥ be the orthogonal complement of T in S. Note
that 1d ∈ T⊥, where 1d is the d× d identity matrix.
Now consider theorem 1.
Theorem 1 (Nathanson [6]). Alice can commence a 1-
LOCC protocol to distinguish among ρ(1)AB, ρ
(2)
AB, · · · , ρ(n)AB
if and only if an orthogonality preserving (OP) rank-one
POVM exists on her side to start protocol with.
The set of POVMs acting on a quantum system A (or
B) is convex, and a rank-one POVM {| l˜〉〈l˜ |}ml=1 in that
set isn’t necessarily extremal (check supplemental mate-
rial [7] for more information).
∑n
l=1 | l˜〉〈l˜ | = 1A, where
1A is the identity operator on HA. Let {| l˜〉〈l˜ |}ml=1 have
a convex decomposition into two distinct extremal rank-
one POVMs: | l˜〉〈l˜ | = p| l˜′〉〈l˜′ |+(1−p)| l˜′′〉〈l˜′′ |, ∀ 1 ≤ l ≤
m, and where p ∈ (0, 1), ∑ml=1 | l˜′〉〈l˜′ | =∑ml=1 | l˜′′〉〈l˜′′ | =
1A. This is possible if and only if | l˜′〉A and | l˜′′〉A are
both scalar multiples of | l˜〉A. Thus if {| l˜〉〈l˜ |}ml=1 is OP,
then so are {| l˜′〉〈l˜′ |}ml=1 and {| l˜′′〉〈l˜′′ |}ml=1. Theorem
1 implies that since { projl˜′}ml=1 (and {| l˜′′〉〈l˜′′ |}ml=1) is
OP, Alice can commence protocol with {| l˜′〉〈l˜′ |}ml=1 (or
{| l˜′′〉〈l˜′′ |}ml=1). Thus, if ρ(1)AB, ρ(2)AB, · · · , ρ(n)AB are 1-LOCC
distinguishable, Alice can always choose her starting mea-
surement to be an extremal rank-one POVM.
Theorem 2. ρ(1)AB, ρ
(2)
AB, · · · , ρ(n)AB are 1-LOCC distinguish-
able if and only if T⊥ contains all elements of an extremal
rank-one POVM.
Proof. ONLY IF: Assume that ρ(i)AB’s are 1-LOCC dis-
tinguishable. Thus there exists an OP extremal rank-one
POVM {| l˜〉〈l˜ |}ml=1 on Alice’s side. Let Kraus operators
of this measurement be {|φl〉〈l˜|}ml=1, where |φl〉A are nor-
malized. If the measurement outcome is k, the (unnor-
malized) i-th post-measurement state is
(
|φk〉〈k˜| ⊗ 1B
)
ρ(i)AB
(
|k˜〉〈φk| ⊗ 1B
)
, where 1B is the identity operator
acting on HB. Since the k-th POVM element is OP,
we get the following equations for all 1 ≤ i < i′ ≤ n,
1 ≤ j ≤ ri and 1 ≤ j′ ≤ ri′ .
Tr
((
| k˜〉〈k˜ | ⊗ 1B
)
ρ
(i)
AB
(
| k˜〉〈k˜ | ⊗ 1B
)
ρ
(i′)
AB
)
= 0, (4)
=⇒ (ρ(i)AB) 12
(
| k˜〉〈k˜ | ⊗ 1B
)(
ρ
(i′)
AB
) 1
2
= 0,
=⇒
AB
〈ψij |
(
| k˜〉〈k˜ | ⊗ 1B
)
|ψi′j′〉AB = 0. (5)
Substituting expressions for |ψij〉AB from equation (2)
in equation (5) we get
m∑
b,b′=1
〈sb|k˜〉 (Wi)bb′ 〈k˜|sb′〉 = 0. (6)
Since {| l˜〉〈l˜ |}ml=1 is a POVM, there exists an m × d
isometry matrix U such that | l˜〉A =
∑d
l′=1 Ull′ | sl′〉A.
Using U , define the following m vectors in Cd: | l˜∗〉 ≡
(U ∗
l1
, U ∗
l2
, · · · , U ∗
ld
)T . Then 〈k˜|sb′〉 = U ∗kb′ . Using this in
equation (6) implies that 〈k˜∗ |Wi |k˜∗〉 = 0 which implies
that 〈k˜∗ |Hi |k˜∗〉 = 〈k˜∗ |Ai |k˜∗〉 = 0, ∀ i ∈ I. Thus
| k˜∗〉〈k˜∗ | ∈ T⊥. Similarly, {| l˜∗〉〈l˜∗ |}ml=1 is an extremal
rank-one POVM contained in T⊥. IF Let {| l˜∗〉〈l˜∗ |}ml=1 ⊂T⊥ be an extremal rank-one POVM. It is readily seen that
arguments presented in the ONLY IF part can be traced
backwards to conclude that Alice has a corresponding ex-
tremal rank-one OP POVM of the form {| l˜〉〈l˜ |}ml=1.
If Bob were to start protocol, one would have to check
if T (B)⊥ contains all elements of some rank-one POVM,
instead of T (A)⊥ (denoted by T⊥ here). Note that T (B)⊥ is
defined to be the complement of T (B) in S, where T (B)
is defined just such as T was in equation (3), with the
difference that Wi ≡WijW †i′j′ , not W †ijWi′j′ .
Any d dimensional subspace of S is called a maximally
abelian subspace (MAS) if all matrices in it commute.
Any MAS can be associated with a unique common eigen-
basis such that all hermitian matrices, which are diagonal
in said common eigenbasis, lie in the MAS.
Corollary 2.1. ρ(1)AB, ρ
(2)
AB, · · · , ρ(n)AB are 1-LOCC distin-
guishable using only projective measurements on HA and
HB, if and only if T⊥ contains a MAS.
Proof. ONLY IF: Let ρ(i)AB’s be 1-LOCC distinguish-
able using only projective measurements on HA and HB.
Thus Alice can initiate protocol by an OP rank-one
projective measurement {| k〉〈k |}dk=1. Then theorem 2
(ONLY IF part) implies that T⊥ contains all projectors
of a rank-one projective measurement {| k∗〉〈k∗ |}dk=1.
span
({| k∗〉〈k∗ |}dk=1) is a MAS in T⊥. IF: Assume
that T⊥ contains a MAS of S. This MAS contains all
3matrices which are diagonal in MAS’s common eigen-
basis {| k∗〉}dk=1. Thus this MAS contains the subset{| k∗〉〈k∗ |}dk=1, which is a rank-one projective measure-
ment. Then theorem (IF part) 2 implies that ρ(i)AB ’s are 1-
LOCC distinguishable by projective measurements.
The significance of corollary 2.1 is that for certain val-
ues of dimT⊥, it is easy to check if T⊥ contains a MAS
or not, which immediately indicates the existence or non-
existence of a 1-LOCC protocol (using only rank-one pro-
jective measurements).
Non-existence of a MAS in T⊥ does not rule out the
existence of a non-projective extremal rank-one POVM
{| l˜∗〉〈l˜∗ |}ml=1 in T⊥, where m > d. Theorem 2 im-
plies that if T⊥ contains {| l˜∗〉〈l˜∗ |}ml=1, then there ex-
ists a 1-LOCC distinguishability protocol which com-
mences with an OP non-projective extremal rank-one
POVM {| l˜〉〈l˜ |}ml=1. Then one can consider HA to be
a d-dimensional subspace of an extended m-dimensional
space HA′ , so that |ψij〉AB −→ |ψij〉A′B lie in HA′ ⊗HB.
Then S ′, T ′ and T ′⊥ are spaces ofm×m hermitian matri-
ces corresponding to Alice’s extended space HA′ , and T ′⊥
will contain an m-dimensional MAS, which corresponds
to an m-element rank one projective measurement on
HA′ . This m-element projective measurement reduces to
{| l˜∗〉〈l˜∗ |}ml=1 when HA′ is limited to HA. Note that since
POVM elements of any extremal rank-one POVM are
linearly independent (LI) [8], m ≤ d2. It is sensible to
search for an m-dimensional MAS in T ′⊥ after confirm-
ing that T⊥ doesn’t contain a d-dimensional MAS. Often
the value of dimT⊥ itself gives information about OP
rank-one POVMs which Alice can perform, e.g., Walgate
et al’s result [2], that any two orthogonal bipartite pure
states are 1-LOCC distinguishable, which corresponds to
the cases dimT⊥ ≥ d2 − 2. I give an alternative proof of
Walgate et al’s result in the supplemental material [7].
Another example: when dimT⊥ = 1, ρ(i)AB’s aren’t distin-
guishable by LOCC at all [4, 5]. For 1-LOCC, corollary
2.2 makes a stronger statement.
Corollary 2.2. If dimT⊥ ≤ d − 1, there is no 1-LOCC
protocol which Alice can initiate to distinguish the states.
Proof. If dimT⊥ ≤ d− 1, T⊥ can’t contain all m (≥ d) LI
elements of an extremal rank-one POVM. Then theorem
2 implies that there is no such protocol.
Corollary 2.3. When dimT⊥ = d, states are 1-LOCC
distinguishable if and only if T⊥ is a MAS of S.
Proof. IF: Already covered in corollary 2.1. ONLY IF:
Given that dimT⊥ = d and the states are 1-LOCC distin-
guishable. Theorem 2 implies that T⊥ contains all POVM
elements of an extremal rank-one POVM {| k˜∗〉〈k˜∗ |}mk=1.
Since dimT⊥ = d, elements of an extremal rank-one
POVM being LI [9] implies thatm = d. Thus the isomet-
ric matrix relating {| k˜∗〉}dk=1 to an ONB of Cd has to be
a d×d unitary matrix, which implies that {| k˜∗〉〈k˜∗ |}dk=1−→ {| k∗〉〈k∗ |}dk=1 is a rank-one projective measurement.
Since span
({| k∗〉〈k∗ |}dk=1) = T⊥, T⊥ is a MAS of S.
Consider the case when n = d and the states are
pure: ρ(i)AB −→ |ψi〉AB. Then the index set I is
{(i, i′), ∀ 1 ≤ i < i′ ≤ d}. The cardinality of I now is
d(d−1)
2 . One can generally expect {Hi, Ai}i∈I to be a LI
set, which implies that dimT = d(d− 1) and dimT⊥ = d
for almost all sets of d orthogonal states in HA ⊗ HB.
This is indeed true; proof for this was essentiallygiven
by Cohen in [4], where he showed that almost all sets of
n ≥ d + 1 orthogonal multipartite qudit states in d⊗N
systems (N ≥ 2) are locally indistinguishable, but for
the sake of completeness I give a rigorous proof for this
case in the supplemental material [7]. Thus corollary
2.3 gives the necessary and sufficient condition for the 1-
LOCC distinguishability of almost all sets of d orthogonal
pure states from HA⊗HB. Next, consider an example of
this.
Example 1. Define the following states in C4 ⊗ C4:
|ψnm〉AB ≡
3∑
j,k=0
(Wnm)kj | sj〉A| sk〉B, (7)
where (Wnm)kj ≡ e
iπjn
2
2 δj⊕4m,k, ∀ j, k = 0, 1, 2, 3.
Note that any two Wnm matrices are pairwise orthog-
onal. For 1-LOCC of the states {|ψ00〉AB, |ψ01〉AB,
|ψ10〉AB , |ψ33〉AB}, T is spanned by the hermitian ma-
trices: W01+W03
2
, W01−W03
2i
, W10+W30
2
, W10−W30
2i
, W33+iW11
2
,
W01−W03
2i
, W13−iW31
2
, W13+iW31
2i
, iW32+W12
2
, W32−W12
2
,
W23−W21
2
,W23+W21
2i
. Hence dimT = 12. Thus dimT⊥ =
4, where T⊥ is spanned by the hermitian matrices
14, W22, W02, and W20. Note that all these matri-
ces commute with each other. Thus T⊥ is a MAS.
The common eigenbasis, which diagonalizes any matrix
in T⊥ is
{
1√
2
(1, 0, 1, 0)T , 1√
2
(1, 0,−1, 0)T , 1√
2
(0, 1, 0, 1)T ,
1√
2
(0, 1, 0,−1)T}. It’s then seen that Alice can initiate
a 1-LOCC protocol to distinguish the given set of states
by performing rank-one projective measurement in the
ONB
{ | 0〉A+| 2〉A√
2
, | 0〉A−| 2〉A√
2
, | 1〉A+| 3〉A√
2
, | 1〉A−| 3〉A√
2
}
.
So when dimT⊥ ≤ d or dimT⊥ ≥ d2 − 2, one can
conclude if T⊥ contains a MAS or not. When d + 1 ≤
dimT⊥ ≤ d2 − 3, it is difficult to establish the same,
but one can give partial results. Let dimT⊥ = d + t,
where t ≥ 1. Let {Ti}d+ti=1 be an ONB for T⊥. Let C be
the real vector space, spanned by matrices in {i[Tj, Tk]
| 1 ≤ j < k ≤ d+ t}, where [Tj , Tk] ≡ TjTk − TkTj .
Theorem 3. When 1 ≤ t ≤
√
3d2 − 3d+ 14 − (d − 32 ) ,
T⊥ contains no MAS if dimC > td+ t(t−3)2 .
Proof. If T⊥ contains a MAS, choose {Ti}d+ti=1 such that{Ti}di=1 is an ONB for this MAS. Then number of non-
zero commutators in {i[Tj, Tk] | 1 ≤ j < k ≤ d + t}
is at most td + t(t−3)2 , implying that dimC can be
at most Min
{
td+ t(t−3)2 , d
2 − 1
}
. When 1 ≤ t ≤√
3d2 − 3d+ 14 − (d − 32 ) then d ≤ td+ t(t−3)2 ≤ d2 − 1.
Then if dimC > td+ t(t−3)2 , T⊥ contains no MAS.
1For dimT⊥ = d + 1, I give necessary and sufficient
conditions for T⊥ to contain a MAS. Let {Gi}dimCi=1 be
an ONB for C. For each j ∈ {1, 2, · · · , dimC}, define
d+1×d+1 real antisymmetric matrix Γj, whose matrix
elements are given by (Γj)kl = iT r(Gj [Tk, Tl]). Let G be
the real vector space spanned by the Γj ’s. Let {Ωj}dimGj=1
be an ONB for G. Theorem 3 allows us to assume that
dimC ≤ d− 1, which implies dimG ≤ d− 1.
Theorem 4. When dimT⊥ = d+1, T⊥ contains a MAS
if and only if Ωj is rank 2 for all j = 1, 2, · · · , dimG and
∩dimGj=1 Supp(Ωj) is one dimensional.
Proof. IF Assume that Ωj is rank 2, ∀ 1 ≤ j ≤ dimG, and
∩dimGj=1 Supp(Ωj) is one dimensional, spanned by the real
(d + 1)-tuple
~
ed+1 ≡ (e1 d+1, e2 d+1, · · · , ed+1 d+1)T . Since
Ωj is anti-symmetric and real, and since it is rank 2,
there exists a real (d+1)-tuple
~
ej ≡ (e1j, e2j, · · · , ed+1 j)T
so that Ωj =
~
ed+1
~
eT
j
−
~
ej
~
ed+1
T . Since Ωj is invari-
ant for any arbitrary value of inner product
~
ej
T .
~
ed+1,
choose
~
ej to be orthogonal to
~
ed+1. Then, for Ωj to
be orthogonal to Ωj′ , it is required that
~
ej
T .
~
ej′ = 0.
Let Γj =
∑
dimG
k=1 αkjΩk =
~
ed+1
~
gT
j
−
~
gj
~
ed+1
T , where
~
gj ≡∑
dimG
k=1 αkj
~
ek. Hence Γj are also rank 2 matrices. Com-
plete the ONB {
~
e1,
~
e2, · · · ,
~
edimG
~
edimG+1, · · · ,
~
ed+1}. One
can normalize Ωj so that {
~
ej}d+1j=1 is an ONB for Cd+1.
Arrange
~
ej
T as rows of a d + 1 × d + 1 orthogonal ma-
trix O in ascending order of j from 0 to d + 1. Then
O
~
e1 = (1, 0, 0, · · · , 0)T , O
~
e2 = (0, 1, 0, · · · , 0)T , · · · ,
O
~
ed+1 = (0, 0, 0, · · · , 1)T . For all 1 ≤ j ≤ dimC and
for 1 ≤ k, l ≤ d
(
OΓjO
T
)
kl
= 0 =⇒ Tr (Gj [T ′k, T ′l ]) = 0, (8)
where T ′k ≡
∑d+1
l=1 OklTl. Since T
′
k ∈ T⊥, [T ′k, T ′l ] ∈ C. But
since {Gj}dimCj=1 is an ONB for C, equation (8) implies that
[T ′k, T
′
l ] = 0. Thus {T ′j}dj=1 spans a MAS in T⊥. ONLY IF
Assume T⊥ contains a MAS and let {Tj}dj=1 be an ONB for
this MAS. Then Tr(Gj [Tk, Tl]) = 0 when 1 ≤ k, l ≤ d. Thus
the d × d upper diagonal block of Γj is zero, which makes it
a rank 2 matrix. The same is true for {Ωj}dimGj=1 . For Ωj and
Ωj′ to be orthogonal one requires their corresponding d+1-th
columns (and d + 1-th rows) to be orthogonal as well. This
implies ∩dimGj=1 Supp(Ωj) is spanned by only one vector which
is (0, 0, · · · , 0, 1)T .
Next, I give an example of theorem (4).
Example 2. For {|ψ00〉AB, |ψ01〉AB, |ψ12〉AB, |ψ30〉AB},
T⊥ is spanned by {T1 = 14, T2 = W02, T3 = W21−W232 ,
T4 =
W21+W23
2i , T5 = W20}. C is spanned by
G1 =
1
2
√
2


0 1 0 1
−1 0 −1 0
0 1 0 1
−1 0 −1 0

 , G2 = i2√2


0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

 . (9)
G is spanned by
Ω1 ∝ Γ1 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 −1 0 0

 ,Ω2 ∝ Γ2 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 −1 0

 .
(10)
Ω1 and Ω2 are rank 2 and Supp(Ω1) ∩ Supp(Ω2) is
spanned by (0, 0, 0, 0, 1)T . Since (Γj)kl = iT r(Gj [Tk, Tl]),
that the 4 × 4 upper diagonal block of Γj’s are zero im-
plies that {Ti}4i=1 span a MAS in T⊥. Upon comput-
ing the common eigenbasis of this MAS, we obtained
the ONB:
{
| 0〉A+| 1〉A+| 2〉A+| 3〉A
2 ,
| 0〉A−| 1〉A−| 2〉A+| 3〉A
2 ,
| 0〉A+| 1〉A−| 2〉A−| 3〉A
2 ,
| 0〉A−| 1〉A+| 2〉A−| 3〉A
2
}
. Then the
states can be distinguish when Alice starts by measur-
ing in this ONB.
Remarks and Summary: Early in the paper, I made
two assumptions to simplify notation. Results derived
under these assumptions actually hold for the more gen-
eral scenarios: when either Alice or Bob can start the
1-LOCC protocol and when dimHA and dimHB are un-
equal. A broad summary of results in this paper can then
be given as follows: for the i-th party of the dA ⊗ dB
dimensional bipartite system, the set of all sets of or-
thogonal bipartite states can be partitioned into differ-
ent classes, based on value of dimT (i)⊥ of each set of or-
thogonal bipartite states. In one sweep, results about
existence of 1-LOCC distinguishability protocols, which
the i-th party can initiate, can be made about all sets of
orthogonal bipartite states, which lie in certain classes.
To add a final comment on the usefulness of this frame-
work: note that in [4], Cohen used the same structure to
show that almost all sets of ≥ d+ 1 orthogonal N -qudit
multipartite states (in (C)⊗N ) are not distinguishable by
LOCC. Hence, I argue that a deeper study of this struc-
ture will be a rewarding experience for studying problems
of distinguishability of orthogonal states by LOCC.
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Supplemental Material
I. EXTREMALITY OF POVMS
Consider two POVMs with elements {M (1)j }m1j=1 and
{M (2)j }m2j=1, where
∑mi
j=1M
(i)
j = 1A (where 1A is the iden-
tity operator acting on HA), for i = 1, 2. Define E(1)
to be an ordered (m1 +m2)-tuple of observables acting
on HA, such that the k-th component of E(1), i.e., E(1)k
2is either a POVM element M (1)j or is the null observ-
able 0 acting on HA, and also let E(1) be such that each
POVM element from {M (1)j }m1j=1 appears once as some
component of E(1). Depending on the arrangement of
M (1)j ’s as components of E
(1), there are (m1+m2)!
m2!
such
distinct ordered tuples E(1) corresponding to the POVM
{M (1)j }m1j=1. Define E(2) similarly for the second POVM.
Choosing some two outcome probability (p, 1−p), (where
0 ≤ p leq1), one can obtain a new POVM by point
wise addition of components of E(1) and E(2), i.e., the
set {pE(1)k + (1 − p)E(2)k , ∀ 1 ≤ k ≤ m1 + m2 :
pE(1)k +(1−p)E(2)k 6= 0} contains all elements of a POVM
which is obtained from the convex sum of the original
POVMs. In this way, the set of all POVMs is a convex
set. An extremal POVM in this set is one which can-
not be written as a convex sum (in the aforementioned
fashion) of two or more distinct POVMs.
It is also not necessary for a rank-one POVM
to be an extremal rank-one POVM. For example,
for d = 2, consider the following POVM elements:
{ 12 | 0〉〈0 |, 12 | 1〉〈1 |, 12 |+〉〈+ |, 12 | −〉〈− |}, where |+〉 ≡
1√
2
(| 0〉+ | 1〉) and | −〉 ≡ 1√
2
(| 0〉 − | 1〉). This POVM is
non-extremal because it can be written as a convex sum
of two POVMs, {| 0〉〈0 |, | 1〉〈1 |} and {|+〉〈+ |, | −〉〈− |}.
The POVMs {| 0〉〈0 |, | 1〉〈1 |} and {|+〉〈+ |, | −〉〈− |} are
extremal because they cannot be written as convex sums
of other POVMs. Also, an extremal rank-one POVM
need not be a rank-one projective POVM. For instance
let | v˜1〉 ≡ 1√2 | 0〉, | v˜2〉 ≡ 12 | 0〉 + 1√2 | 1〉 and | v˜3〉 ≡
1
2 | 0〉 − 1√2 | 1〉; then the set {| v˜1〉〈v˜1 |, | v˜2〉〈v˜2 |, | v˜3〉〈v˜3 |}
is an extremal but non-projective POVM. That said all
rank-one projective measurements are extremal. A nec-
essary and sufficient condition for extremality of POVMs
in terms of the Kraus operators of said measurement
was first given by Choi [S10]; it can be easily checked
that the aforementioned POVM whose elements were
{| v˜i〉〈v˜i |}3i=1, satisfy these necessary and sufficient con-
ditions for be an extremal POVM.
II. AN ALTERNATIVE PROOF TO WALGATE
ET AL’S RESULT [S2]
Walgate et al’s result [S2] states that any two mul-
tipartite orthogonal pure states are always locally dis-
tinguishable. Their paper shows that the result for the
multipartite case follows straightforwardly from the re-
sult for the bipartite case. Their proof for the bipartite
case is constructive, i.e., they show that for any two or-
thogonal bipartite states there exists a 1-LOCC protocol
which Alice and Bob can perform to distinguish the two
states. That said their protocol is complicated by the fact
that the starting party (assumed here to always be Al-
ice) has to perform SWAPPING operations onto a bigger
subsystem.
This result by Walgate corresponds to the case where
n = 2, i.e., all sets of two orthogonal bipartites states
come within the classes corresponding to dimT⊥ ≥ d2 −
2. Here I show that when dimT⊥ ≥ d2 − 2, T⊥ always
contains a MAS, implying the Alice can initiate the 1-
LOCC protocol by performing an OP rank-one projective
measurement. Such a protocol is devoid of requiring any
SWAPPING operations onto a bigger system.
Theorem 5. When dimT⊥ ≥ d2−2, T⊥ always contains
a MAS.
Proof. This proof is by induction. Assume that dimT⊥ =
d2 − 2. This implies that dimT = 2. Let A and H be
two linearly independent d × d matrices in T . Propo-
sition P (d): For any two d × d hermitian matrices H
and A, there exists a d × d unitary U , so that the di-
agonals of U †HU and U †AU are multiples of 1d. It’s
known that P (2) is true [S2]. The goal is to prove that
P (d + 1) is true assuming that P (d) is true. Let H
and A be two d + 1 × d + 1 traceless hermitian matri-
ces. Let Hd and Ad be their d× d upper diagonal block
matrices. Since P (d) is true, there is a d × d unitary
Vd, so that diagonals of V
†
dHdVd and V
†
dAdVd are mul-
tiples of 1d. Embedd Vd as the d × d upper diagonal
block of a d + 1 × d + 1 unitary V whose d + 1-th di-
agonal element is 1. Then it is easy to see that the
diagonals of the d × d upper diagonal block of V †HV
and V †AV are scalar multiples of 1d. Since V †HV and
V †AV are traceless, their diagonals are scalar multiples
of matrix Dλ ≡ 1√
d(d+1)
Diag(1, 1, · · · , 1,−d), which is
traceless. Let V †HV and V †AV have components α
and β ∈ R along Dλ. Then A′ ≡ 1√
α2+β2
(−βV †HV +
αV †AV ) has a zero diagonal, and component of Dλ
along H ′ ≡ 1√
α2+β2
(αV †HV + βV †AV ) is 1. Let the
(d, d + 1)-th matrix element of A′ be ae−iφ. Define
Du ≡ Diag(1, 1, · · · , 1, e−i(π+2φ)4 , e i(π+2φ)4 ), then the 2× 2
lower diagonal block of A′′ ≡ D†uA′Du is a scalar multiple
of σy. The diagonal of H
′′ ≡ D†uH ′Du remains invariant.
Let the real part of the (d, d+1)-th matrix element of H ′′
be h. Using an SO(2) transformation, rotate between the
d-th and d+ 1-th matrix elements of H ′′ to obtain H ′′′,
while keeping all other elements fixed. A′′ will remain
invariant. Thus the real part of the 2× 2 lower diagonal
block of H ′′′ will undergo the transformation
(
1 h
h −d
)
−→
(
cos θ
2
sin θ
2
−sin θ
2
cos θ
2
)(
1 h
h −d
)(
cos θ
2
−sin θ
2
sin θ
2
cos θ
2
)
=
(
1−d
2
+ 1+d
2
cosθ + hsinθ hcosθ − 1+d
2
sinθ
hcosθ − 1+d
2
sinθ 1−d
2
− 1+d
2
cosθ − hsinθ
)
I want to solve for θ in the equation: 1−d2 − 1+d2 cosθ −
hsinθ = 0. When θ = 0, the LHS is −d and when θ = π,
the LHS is 1. Since the LHS is a continuous function of
θ, there must be some θ ∈ (0, π) for which the LHS is
zero. Choose θ to be this value. Then H ′′′ and A′′ are
matrices whose d+1-th diagonal elements are both zero.
Using P (d) on the d×d upper diagonal blocks of H ′′′ and
A′′, H ′′′ and A′′ can be rotated to obtain corresponding
matrices whose diagonals are zero and which span the
correspondingly rotated T . Then the correspondingly
3rotated T⊥ contains all diagonal matrices which span a
MAS.
III. ALMOST ALL SETS OF d ORTHOGONAL
BIPARTITE PURE STATES IN HA ⊗HB
CORRESPOND TO THE CASE dimT⊥ = d
This proof is similar to the Cohen’s proof of theorem
1 in [S4].
Denote G(n, d) as the manifold of all sets of n orthogo-
nal bipartite pure states {|ψi〉AB}ni=1 ⊂ HA⊗HB, where
〈ψi|ψi′〉 = δii′ , ∀ 1 ≤ i < i′ ≤ n. Hence every point
in G(n, d) is associated with a set of d × d orthonor-
mal complex matrices {Wi}ni=1 (see equation (2) in main
text), i.e., Tr(W †i Wi′ ) = δii′ , ∀ 1 ≤ i < i′ ≤ n. Let’s
represent the rows of Wi as
~
wi1,
~
wi2, · · · ,
~
wid. Vector-
ize the Wi matrices by arranging these rows {
~
wij}dj=1 as
complex d2-tuples, i.e., (
~
wi1,
~
wi2, · · · ,
~
wid) ∈ Cd2 , and ar-
range these vectorized Wi’s as the first upper n rows of
a d2 × d2 unitary matrix U , whose remaining rows are
arbitary (insofar as the matrix remains unitary). Hence
any point of G(n, d) can be associated with the first up-
per n columns of a d2 × d2 unitary matrix U ∈ U(d2).
In fact, since the overall phases of these n columns, the
permutation of the order of their appearance in the set
of first d columns of U and the rest of the d2−n columns
in U are insignificant to describe the corresponding set
of orthogonal pure states from HA ⊗ HB, the manifold
G(n, d) is given by U(d2)/(U(1)×n × Sn × U(d2 − n)).
This is a real manifold.
Let u(d2) be the space of all d2 × d2 hermitian matri-
ces, then it is the space of generators for d2 × d2 uni-
tary matrices, i.e., if G ∈ u(d2), then e−iG is a d2 × d2
unitary matrix. Associate the ordered set of the first n
rows of e−iG with the set of n vectorized Wi’s. Then
the set {Wi}ni=1 corresponds to some set of n orthonor-
mal states {|ψi〉AB}ni=1. This maps any G ∈ u(d2) to a
point in G(n, d) unambiguously. Let’s denote this map
by R : u(d2) −→ G(n, d). So R(G) is a point in G(n, d)
corresponding to {|ψi〉AB}ni=1. In the following I specify
norm-induced-metric for various spaces.
1. Metric for all d2× d2 matrices is given by the stan-
dard Hilbert Schmidt norm.
2. Let {Ai}ni=1 be an arbitary set of n complex d× d
matrices, then ||{Ai}ni=1|| =
(∑n
i=1 Tr(A
†
iAi)
) 1
2
.
3. Let {| ηi〉AB}ni=1 be a set of n arbitrary vec-
tors in HA ⊗ HB , then ||{| ηi〉AB}ni=1|| = (
∑n
i=1
AB
〈ηi|ηi〉AB) 12 .
Then G −→ e−iG is continuous, e−iG −→ {Wi}ni=1 is
continuous and {Wi}ni=1 −→ {|ψi〉AB}ni=1 is continuous.
This implies that R is continuous. It is easy to see that
R is onto but not one-to-one.
For any set of n orthonormal states {|ψi〉AB}ni=1, one
can obtain the d(d − 1) matrices {Hi, Ai}i∈I. Vectorize
each of these matrices and arrange them as rows of a
n(n − 1) × d2 matrix M . Define D : G(n, d) −→ R by
D({|ψi〉AB}ni=1) ≡ Det(MM †). The goal is to establish
that for no point in G(n, d) is there an open neighbour-
hood N containing said point such that D vanishes en-
tirely in N . Since D is continuous on G(n, d) and R is
continuous on u(d2), D◦R is continuous on u(d2). Hence,
if D vanishes entirely in some open neighbourhood N of
{|ψi〉AB}ni=1 in G(n, d), and if R(G) = {|ψi〉AB}ni=1, then
there is some open neighrboorhood n of G ∈ u(d2) where
D◦R vanishes entirely too. Hence one needs to show that
D◦R doesn’t vanish entirely in any open neighrbourhood
of any point G in u(d2).
Let {λi}d2i=1 be an ONB for u(d2). Let G =
~
α.
~
λ be
a point in u(d2) which has an open neighbourhood n in
which D ◦ R vanishes entirely. Then there exists some
ǫs ∈ R be such that (
~
α+ ǫsnˆ).
~
λ ∈ n for all unit vectors nˆ
lying on Sd
2−1.
Then
e−i(~
α+ǫnˆ).
~
λ =e−i~
α.
~
λ
+ǫ (−inˆ.
~
λ− (nˆ.~λ)(~α.~λ) + (~α.~λ)(nˆ.~λ)
2!
+ i
(
~
α.
~
λ)2(nˆ.
~
λ) + (
~
α.
~
λ)(nˆ.
~
λ)(
~
α.
~
λ) + (nˆ.
~
λ)(
~
α.
~
λ)2
3!
+ · · · )
+ǫ2 (− (nˆ.~λ)
2
2
+ i
(nˆ.
~
λ)2(
~
α.
~
λ) + (nˆ.
~
λ)(
~
α.
~
λ)(nˆ.
~
λ) + (
~
α.
~
λ)(nˆ.
~
λ)2
3!
+ · · · )
+O(ǫ3).
(S1)
Hence it is easy to see that as G −→ G+ ǫnˆ.
~
λ, the Wi
matrices transform asWi −→Wi+ǫW (1)i (nˆ)+ǫ2W (2)i (nˆ)+
O(ǫ3), where ǫW (1)i (nˆ) is the first order change in ǫ,
ǫ2W (2)i (nˆ) is the second order change in ǫ and so on.
Since equation (S1) gives the Taylor series expansion
of e−i(~α+ǫnˆ).~λ about ǫ = 0, Wi +
∑∞
k=1 ǫ
kW (k)i (nˆ) is the
Taylor series expansion of about ǫ = 0. In fact the ra-
dius of convergence for the latter is determined by the
former, and since the expression in (S1) converges for
all ǫ ∈ R for the former, it does so too for the lat-
ter. Now D({|ψi〉AB}ni=1) ≡ Det(MM †) is a polyno-
mial of the matrix elements of Wi. So when Wi goes
4to Wi +
∑∞
k=1 ǫ
kW (k)i (nˆ), (D ◦ R)(G) −→ (D ◦ R)(G)
+ ǫ(D ◦ R)(1)(nˆ) + ǫ2(D ◦ R)(2)(nˆ) + O(ǫ3), where
ǫ(D◦R)(1)(nˆ) is the first order change in ǫ, ǫ2(D◦R)(2)(nˆ)
is the second order change in ǫ and so on. Note that
(D ◦R)(G) + ∑∞k=1 ǫk(D ◦R)(k)(nˆ) is the Taylor series
of D ◦ R about G in the direction nˆ. Since the Taylor
series Wi +
∑∞
k=1 ǫ
kW (k)i (nˆ) convergences for all ǫ ∈ R,
and since D is a polynomial in the matrix elements of
Wi, the radius of convergence for the Taylor expansion
(D ◦R)(G) + ∑∞k=1 ǫk(D ◦R)(k)(nˆ) is ǫ =∞.
Now let D ◦ R vanish in n. This implies that (D ◦
R)(G + ǫnˆ) = 0, for all nˆ ∈ Sd2−1 and ǫ ∈ [0, ǫs],
where ǫs was chosen so that (
~
α + ǫsnˆ).
~
λ ∈ n. The Tay-
lor series of D ◦ R about G is a summation of mono-
mials in ǫ, i.e., (D ◦ R)(k)ǫk, which are linearly inde-
pendent in the range ǫ ∈ [0, ǫs]. Hence the only way
that such a summation vanishes for all ǫ ∈ [0, ǫs] is
if D (k)(nˆ) = 0 for all k ∈ N and nˆ ∈ Sd2−1, and if
(D ◦ R)(G) = 0. But note that the radius of conver-
gence for ǫ in this Taylor series is ∞. Hence D ◦R van-
ishes all over u(d2). And that implies that D vanishes
all over G(n, d). The following counter-example will dis-
prove this: let |ψi〉AB ≡ | si〉A| 0〉B, where | 0〉B ∈ HB.
Then TrB(|ψi〉〈ψi′ |) = |si〉〈si′ | when i 6= i′, so T is
spanned by the complex congugate of matrices represent-
ing 12 (|si〉〈si′ |+ |si′ 〉〈si|) and 12i (|si〉〈si′ | − |si′〉〈si|), for
all 1 ≤ i < i′ ≤ d, in the standard basis. All these
matrices are linearly independent, so dimT⊥ = d and
D({| si〉A| 0〉B}ni=1) 6= 0. Hence it is not possible for D to
vanish entirely in any open neighbourhood of any point
in G(n, d). This also holds true for the particular case
when n = d.
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