Abstract-Fuzzy clustering plays an important role in data-mining, especially in decision making, pattern recognition, etc. There have been many approaches to improve fuzzy clustering performance and quality when it was first introduced by Bezdek. Recently, an approach related to data with sub-information has been most concerned. The idea of this approach combines the advantages of fuzzy C-means method with the benefits of additional information so-called the semi-supervised fuzzy clustering algorithms (SSFC). Through this report, a series of typical SSFC algorithms are presented in brief to give an overview of this approach.
I. INTRODUCTION
Fuzzy clustering is a group of algorithms for clustering analysis, in which the data elements are distributed to the cluster is not "clear" (elements belong to only one cluster) that are "fuzzy" in the sense of similarity in fuzzy logic where each data element has a membership degree on a cluster. Fuzzy clustering is an important tool in pattern recognition and knowledge discovery from databases and it has been applied in many practical applications such as image segmentation [1] - [3] , face recognition [4] , [5] , risk assessment [6] , geographic demographic analysis [7] , intrusion detection [8] , [9] , bankruptcy prediction [10] , etc. In recent studies, some additional information provided by users is engaged in the input of fuzzy clustering to guide, monitor and control the process of clustering [6] - [10] . A group of fuzzy clustering algorithms that combine the advantages of fuzzy logic and the benefits of additional information is called the semi-supervised fuzzy clustering algorithm (SSFC).
There are several additional information in SSFC. The first one is the must-link and cannot-link constraints [11] . The former requires that two elements must be in the same cluster. On the contrary, the latter shows that a couple of elements cannot be in a cluster. The second one is the class labels when a part of data label is known and the rest of them are not [12] , [13] . The last one is the dependence of the data [18], [19] where membership degrees are given to support fuzzy clustering algorithms to achieve better clustering quality and to focus on the object that user need to orientate. Consequently, the additional information consists of three categories:
1) The must-link and cannot-link constraints [11] ; 2) Class labels of a part of data [12] , [13] ; 3) Pre-defined membership degrees [18] , [19] . The rest of this paper is organized as follows. In Section II, we recall the FCM algorithm. From Sections III to Section VII, we give an overview of semi-supervised fuzzy clustering algorithms such as the active semi-supervised fuzzy clustering, the semi-supervised standard fuzzy clustering, the semi-supervised entropy regularized fuzzy clustering, the semi-supervised kernel fuzzy c-mean clustering and semi-supervised kernel fuzzy clustering. Section VIII draws the conclusion and further works.
II. FUZZY C-MEANS
The best well-known fuzzy clustering algorithm is Fuzzy C-means method. Bezdek [16] proposed the fuzzy clustering problem where the membership degree of a data element k X to cluster th j denoted by the term kj u was appended to the objective function in equation (3) . A data element could belong to some clusters depending on the membership degree.
 m is fuzzy number.  C is the number of clusters, N is the number of data elements, r is the number of dimensions of data.
The constraints for (1) are,
By using the Lagranian method, the membership degrees and centers of the problem (1-1) are calculated as follows. 
The fuzzy C-means algorithm is as follow (see Table I ): 
O:
Matrices u and centers V ; FCM:
Repeat
Calculate
or maxSteps has reached III. ACTIVE SEMI-SUPERVISED FUZZY CLUSTERING Class (1): The additional information is must-link and cannot-link constraints.
Grira et al. [11] used this sub-information to support the clustering with constraints in pair. Suppose that M is a set of must-link constraints The objective function of AFCC is as follows:
Within condition (2) combining with (5) we have:
where:
M is the sum of must-link and cannot-link constraints. The Active Semi-Supervised Fuzzy Clustering Algorithm (AFCC) is presented as follows (see Table III):   TABLE II: 
Matrices u and centers V ; AFCC:
Calculate  by equation (10) 6: Calculate
) by equation (7) 8:
Until
or maxSteps has reached IV. SEMI-SUPERVISED STANDARD FUZZY CLUSTERING Class (3): The additional information is the pre-defined membership degree of data.
Yasunori et al. [14] presented a semi-supervised fuzzy clustering algorithm by integrating membership degree kj u in objective function of FCM to improve the clustering performance of the algorithm.
The objective function in [14] is as follows:
Within condition (2), where
C and it is given as below:
Solving the problem within equations (2) and (11) we have: 
The Semi-Supervised Standard Fuzzy Clustering algorithm (SSSFC) is as follows (see Table III):   TABLE III 
Matrices u and centers V ; SSSFC:
) by equation (13) 
The Semi-Supervised Entropy Regularized Fuzzy Clustering algorithm (eSFCM) is described below (see Table  IV ). 
Matrices u and centers V ; eSFCM:
) by equation (17) 7:
or maxSteps has reached VI. SEMI-SUPERVISED KERNEL FUZZY C-MEAN CLUSTERING Class (2): The additional information is class label of data. Zhang et al. [12] presented fuzzy clustering algorithm using Kernel methods with the combination of learning labeled and unlabeled data to obtain best clusters. The idea of this algorithm is to use  function to map data elements in the original space into a feature space with high dimension.
through  function then the objective function of FCM algorithm is modified as follows:
The distance between  
The kernel function   
Integrating sub-information into the objective function (19) we have the objective function for Semi-Supervised Kernel Fuzzy c-mean Clustering: (21), (22) we have the membership degree equation for labeled data as follows:
And for unlabeled data:
The  parameter is calculated as follows:
The Semi-Supervised Kernel Fuzzy Clustering algorithm (SSKFCM) is as follows (see Table V ): 
 , maximum iteration maxSteps > 0 and number of changing object function ( p ).
Matrices u and centers V ; 
) by equation (23) for labeled data and equation (24) for unlabeled data. Choose the best objective function which has minimum e .
VII. SEMI-SUPERVISED KERNEL FUZZY CLUSTERING ALGORITHM
Class (1): The additional information is the must-link and cannot-link constraints. Maraziotis [17] proposed an algorithm for Semi-supervised fuzzy clustering through must-link pair-constraints. The objective function is as follows: 
O:
Matrices u and centers V ; SSKFCM:
Repeat Beside the advantages of these algorithms, they still remain some limitations related to fuzzy logic such as the uncertainty and vagueness that prevent reaching to the best clustering quality.
In the future, we will develop the semi-supervised fuzzy clustering algorithms on some advanced fuzzy sets to overcome the mentioned limitations. Moreover, some applications based on them are also our targets.
