This paper informs the debate on the existence of agglomeration effects in Africa. It uses a structural estimation approach to investigate the impact of agglomeration economies and forward linkages on the localization of French affiliates in Africa. Using a sample of French subsidiaries in Africa, we compare the theoretically derived measure of market potential with the standard form used by geographers and with a measure of local demand. Our results show that market potential matters for location choice. However, the semi-elasticity estimates suggest that the intensity of demand linkages in Africa is lower than what has been observed in the European Union. Moreover, their effects seem to be insignificant when we consider the spillover variables. These spillover effects have a positive and significant impact on location which suggests that agglomerations effects are at play throughout Africa.
Introduction
Foreign direct investments (FDI), one of the most powerful expression of the globalization process, have dramatically impacted the World economy in the last twenty years. While described as the poorest continent of the globe and representing from 1990 to 2017 only 1.39 to 2.92% of the total FDI inflows, Africa has not been set aside in these dynamics as the continent has experienced a substantial increase of the volume of FDI inflows: from US 2,845 millions in 1990 to US 41,772 millions of dollars in 2017.
1 There is a strong appeal throughout the World and even within Africa for capturing a significant share of these FDI inflows.
There is an extensive literature on what determines the ability to attract FDI inflows. Among several factors, the focus has been put on agglomerations effects. This is particularly true in the empirical literature based on the New Economic Geography (NEG) which has acquired quite a preferential space in the global FDI literature (Head and Mayer, 2004a,b; Amiti and Javorcik, 2008; Debaere et al., 2010) . This paper pertains to this NEG strand of the FDI literature.
Through this paper, we use the framework proposed by Head and Mayer (2004a) to explain location choices of French firms in Africa. To inform the debate about the existence and the intensity of agglomeration economies in Africa, there is a need for empirical studies providing new evidence on agglomeration effects in the African region. In this research, we aim to contribute to bridging this gap by investigating, through a structural estimation approach, the impact of agglomeration economies on the localization of French affiliates in Africa.
Consequently, we follow closely the approach of Head and Mayer (2004a) to perform an empirical investigation to determine whether these firms tend to locate "where the markets are".
Hence, we resort to two different explanations to account for the location choices of French firms in the African continent. Forward linkages represent the first factor that we consider in our analysis. Hence, consistently with the New Economic Geography (NEG) literature, we assume that firms locate in sites where the demand is the highest and provide for smaller markets through exports (Head and Mayer, 2004a) . The second factor that we put forward is the presence of other French firms in African regions. The economic geography literature has evidenced a statistical tendency of firms to make the same location decisions as previous firms with similar characteristics (such as national origin and industry).
The observation that, in the case of FDI, investors often agglomerate around investments from the same country (agglomeration effects) is well documented in the literature (Debaere et al., 2010) . In their analysis of the location decision of US firms in Ireland, Barry et al. (2003) state that investors may show up a tendency to imitate each other's location choice due to uncertainty.
Since foreign investors face greater uncertainty in the host country than local firms, they may interpret the presence of firms from their home country as a positive signal of the location's attractiveness. The fact that investors often agglomerate close to other investors from the same country of origin is one manifestation of the learning effects. Firms also cluster for sharing and matching purposes, i.e. to take advantage of the increasing availability of specialized labor and a growing pool of input providers (Duranton and Puga, 2004; Debaere et al., 2010) .
This highlights the role of backward and forward linkages which underline the complementarities between firms of related production stages (Debaere et al., 2010; Head and Mayer, 2004b) .
The concentration of upstream firms indicates the accessibility to component suppliers in the region, whereas the concentration of downstream firms and final goods consumers shows the accessibility to markets (Du et al., 2012) . As several of these different types of agglomeration economies might be simultaneously at play to incite a firm to opt for a specific location, it might be challenging to identify their separate effects. We will try to identify them by setting up an estimation strategy where we exclude the region of the affiliate from the calculation of the market potential variables. Tackling endogeneity is also a daunting task. Two causes of endogeneity may be at play here: simultaneous causality and omitted variables. Excluding the region where the affiliate is located from the computation of the market potential is also a way to alleviate the simultaneous causality bias. We further address this bias by using lagged information on French FDI and trade flows to compute the variables capturing agglomeration effects and the market potential variables. To reduce the omitted variable bias we include a range of country and firms fixed effects in our Linear Probability Models (LPM).
Through this paper we intend to contribute to the NEG literature on the determinants of firms' locations choice. While most of the insights of the NEG seem to have been well accounted for after the contribution of Amiti and Javorcik (2008) , 2 and are well integrated in the empirical analysis of FDI determinants (Debaere et al., 2010) , one can complain about the geographical bias of the empirical studies based on the NEG.
As correctly pointed by Hayakawa and Tsubota (2014) , most existing studies consider de-2 While Head and Mayer (2004a) brought a significant contribution at that time, since then some studies have extended the existing literature. They consider the importance of supplier access in addition to market access (Amiti and Javorcik, 2008) , and/or they design their measures of market and supplier access in order to take into account the varying degrees of inter-industry linkages (Debaere et al., 2010) . The challenge with these contributions is that they used comprehensive data sets that cover a comprehensive set of manufacturing industries at a highly disaggregated level. Such a procedure cannot be replicated for an African continent characterized by the paucity of disaggregated data at a sector or industrial level. Moreover, computing supplier access would require to compile an input-output matrix which is quite challenging at the level of the African continent. Considering supplier access would only make sense if one considers a single country. But, we do not have enough data in our database to do so. veloped countries, particularly European countries (Head and Mayer, 2004a,b; Crozet, 2004) , and USA (Hanson, 2005; Redding and Venables, 2004) . Nevertheless, thanks to the increasing availability of high quality firm-level data, a rising number of contributions have focused on Asia (with a strong concentration on China (Amiti and Javorcik, 2008; Debaere et al., 2010; Tokunaga and Jin, 2011) and with Hayakawa and Tsubota (2014) examining location choices in East Asian developing countries). Africa has been left aside by the empirical FDI literature based on the NEG; but not quite from the overall FDI literature. Since 2002, when Asiedu (2002) noticed that there is no published empirical study on FDI that focuses on Africa, there has been new developments in the empirical FDI literature concerning the African continent (Asiedu, 2002 (Asiedu, , 2004 (Asiedu, , 2006 Fedderke and Romm, 2006; Kandiero and Chitiga, 2014; Lederman et al., 2013; Naudé and Krugell, 2007; Sanfilippo, 2010) . Most of these studies analyze the determinants of FDI with aggregated data by using the ratio of net FDI flows to GDP (Asiedu, 2002 (Asiedu, , 2004 (Asiedu, , 2006 Kandiero and Chitiga, 2014; Naudé and Krugell, 2007) .
Other contributions use aggregate data on the stock of FDI. Fedderke and Romm (2006) performed structural analysis of the growth impact of foreign direct investment, as well as its determinants. To check the predictions of their model, they use data on real foreign direct investment liabilities (stock) in a VECM model. Sanfilippo (2010) Some contributions investigate the impact of agglomeration on FDI: Anyanwu (2012) tests for agglomeration effects by checking how FDI inflows relates to past FDI inflows. However, they do so by using an ad-hoc specification and aggregate data that may not help to identify agglomeration economies at a regional level.
Finally, our contribution departs from most of the papers about FDI in Africa as they consider the impact of the endowment of natural resources on FDI inflows (Asiedu, 2002 (Asiedu, , 2004 (Asiedu, , 2006 Kandiero and Chitiga, 2014; Naudé and Krugell, 2007; Sanfilippo, 2010) . Naudé and Krugell (2007) investigate the impact of geographical factors (climate, endowments of natural resources, disease burden etc.) on the level of FDI in Africa. These factors point to exogenously given characteristics of different locations, such as the type of climate, the presence of raw materials, the vicinity to natural ways of communication, etc. This is the 'first nature' mentioned in the geographical economics literature. Consistently with the NEG literature, we mainly focus on 'second nature'. 'Second nature' emerges as the outcome of human beings' actions to improve on the uneven distribution of natural resources (Ottaviano and Thisse, 2004) .
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This paper is the first attempt to provide empirical evidence of forward linkages and agglomeration economies in Africa through a structural approach. To capture forward linkages, we use three measures of the market potential. The first is the Krugman Market Potential which is derived from theory (Krugman, 1992) and takes into account market accessibility and competition among firms located in the same region; the second is the Harris Market Potential which uses the inverse the physical distance between regions as a weight of the regional demand (Harris, 1954) . The third measure is the regional GDP. As Head and Mayer (2004a) , we use data on bilateral trade flow across Africa to estimate trade equations by industries. Based on the estimated set of parameters, we compute, for each industry, the Krugman Market Potential of the regions (Krugman, 1992) . We then use data on French manufacturing firms extracted from the 2006 Survey of French Affiliates ("Enquêtes Filiales") to construct for each region the following proxies of agglomeration effects: the count of French firms from the same industry, the count of French firms having the same parent company, the total count of French firms located in the same region.
Our results show that the market potential of a given region affects the probability of firm to locate there. A 10% increase of the regional GDP yields an increase of the location probability from 1.6 to 1.8% , while the effect of a 10% increase of the Krugman (respectively Harris) Market
Potential ranges from about 0.2 to 1.7% (respectively 1.1 to 2.1%). While significant, these effects are however weaker than those prevailing in the Europe Union where the marginal effects of the demand linkages varies from 3 to 11% according to Head and Mayer (2004a) . Still, demand matters for the location choice of French firms in Africa. This paper is organized as follows: in the next section we present the model. We start this section by deriving the profit equation of foreign affiliates from the consumer optimization problem. Through this derivation, we present the formal definition of the Krugman Market Potential. We derive our econometric specification by performing a monotone transformation of the profit equation. Then, we present the cross-country trade equation that we use to estimate the unknown parameters in the expression of the Market Potential. We describe the data and 3 While 'first nature' is crucial to explain the location of heavy industries during the Industrial Revolution, because the proximity of raw materials was a critical factor, or why Cape Town remains attractive for so many tourists, it fails to provide a convincing explanation of many other clusters of activities, which are much less dependent on natural advantage (like the Silicon Valley) (Ottaviano and Thisse, 2004) . 'Second nature' rather refers to the economic forces that determine the distribution of economic activities. It captures the cumulative causation process arising from the interaction between increasing returns and transport costs.
finally we present and discuss the empirical results afterwards.
Model and estimation strategy
The presentation of the model in subsection 2.1 follows Head and Mayer (2004a) closely. Then, in subsection 2.2 we present a modified version of the trade equation which is used in Head and Mayer (2004a) to estimate the unknown parameters that are present in the expression of the Market Potential.
The Profit equation for foreign affiliates
To derive the profit equation for foreign affiliates, Head and Mayer (2004a) assume a utility function "à la Dixit Stiglitz", with a CES specification. After maximizing such an utility function subject to budget constraint, they obtain a demand curve with a functional form similar to the following:
where Y j denotes the expenditure in a representative industry in region j and q ij represents the quantity of goods from region i consumed by a customer located in region j. They assume that each region produces unique product varieties and that each region r = 1, . . . , R produces n r products. Yet, they also make the simplifying assumption of symmetric varieties k; as a consequence all products exported from region i sell for the same price p ij in region j, p ij = p i τ ij .
The trade cost factor τ ij includes all transaction costs associated with moving goods across space and national borders, while p i = c i σ σ−1 represents the mill price.
Substituting the expression of the mill price into equation (1), we obtain the quantity that a firm producing in region i will deliver to each destination j:
. The gross profit earned in each importing region j for a firm producing in region i is
Summing the gross profits earned in each market and subtracting the fixed costs F r necessary to establish an affiliate k in region r, we obtain the aggregate net profit Π r :
with
MP r is the Krugman Market Potential (KMP) (Krugman, 1992) . The KMP aggregates the expenditures of all regions while adjusting for region r's access φ rj and for competition from firms located in other regions, P σ−1 j
. HMP, Harris Market Potential (Harris, 1954) , can be derived from MP r by setting P
The aggregate profit equation
suggests that firms face a tradeoff between low production costs and high market potential. When a firm chooses its location, the only relevant information is the ordering of the profits. Invariant fixed costs do not affect the profit ordering of regions and can therefore be omitted. Thus, we suppose that fixed costs do not differ across locations (F r = F ∀ r)
We make the following transformation of the profit function:
and we formalize the cost term as a Cobb-Douglas function with constant returns, using labor at cost w r and other inputs (such as land and intermediates) at cost υ r . Labor's share is α, and A r represents total factor productivity. Therefore, log marginal costs are given by
Substituting (6) into (5), we get
We observe wages w r and will calculate MP r using a trade equation. We do not observe υ r and A r , and they may be captured with several proxies. Therefore, we rather consider the following specification
where ν r (k) and Φ r (k) represent observable proxies of other inputs and of TFP and ε r (k) is a random term capturing the effect of unobserved components of operating profits.
An implication of this set-up is that firms will choose to locate in the region r that offers the highest profit among the set Ω of all possible locations:
where aff r (k) is a dummy variable equal to 1 if the Multinational Entreprise (MNE) chooses to locate the affiliate k in region r and 0 otherwise.
We first estimate Equation (8) using a discrete choice model with a univariate extreme value marginal distribution of the ε r (k) errors. Decisions to implant an affiliate in a region are supposed to be independent from one another in this setting. Therefore, we can use a conditional logit model (CLM) to find out the probability for each region to host a French affiliate. The conditional logit model will assess how the features of the regions affect affiliates' likelihood of choosing them as a location. It is more appropriate than the multinomial logit which rather focuses on the role of individual characteristics in matching with certain categories of a dependent variable (Delbecque et al., 2014) . In computing the likelihood though, the CLM will not take into account regions that do not host any French affiliates.
Then, we estimate Equation (8) with a mixed logit model. Unlike the CLM, the mixed logit uses the entire sample and is a highly flexible model that can approximate any random utility model (Train, 2009 ). The mixed logit avoids the limitations of the conditional logit by allowing for random taste variation, unrestricted substitution patterns (relaxation of the Independence of Irrelevant Alternatives (IIA) assumption), and correlation of unobserved factors over time.
While the mixed logit model has been known for many years, it has only become fully applicable since the advent of simulation. Improvements in computer speed and in the understanding of simulation methods have allowed the full power of mixed logits to be utilized.
Finally, we will also estimate Equation (8) using a linear probability model (LPM). The major advantage of the linear probability model is its interpretability as opposed to the previous models. In the linear probability model the coefficients of regression represent the marginal effects of the regressors on the probability of a French subsidiary to locate in a African region.
Over the logit models, and especially the mixed logit the LPM has also the advantage of the computing speed. Moreover, as the mixed logit, the LPM model uses the entire sample. The LPM model has the disadvantage that the predicted values may be less than zero or greater than one. However, we are less interested in this predicated probability than in the estimated effect of independent variables. This estimated effect from LPM is similar to the computed marginal effect obtained from a non linear estimated model. 4 Eventually, the LPM allows to control for country's observable and unobservable characteristics (with a country fixed effect) which capture the quality of institutions, common to all regions belonging to the same country. 
The Trade Equation
While, comparatively to the atheoretical Harris measure, the KMP has the advantage of being rigorously derived from theory, its use is quite challenging. Indeed, its calculation requires estimates of the unknown parameters φ rj and P σ−1 j
. The problem is that we generally do not observe trade flows between regions. Inter-regional trade flows are only observed for a few countries. Statistics Canada provides estimates of shipments for each Canadian province to
another Canadian province as well as shipments between each province and the rest of the World (imports and exports). Statistics Canada also provide estimates of exports from each province to each state, as well as imports into each province from each state (McCallum, 1995; Helliwell, 1996; Anderson and van Wincoop, 2003) . The US Commodity Flow Survey (CFS) provides the total tonnage and value of commodity flows within the United States, within-state and cross-state shipments (Hillberry, 1998; Anderson and van Wincoop, 2003) . Finally, the French Ministry of Transports' database on commodity flows includes both inter-and intra-regional flows and is originally available at a very detailed industry level. Its source and construction is similar to the US CFS (Combes et al., 2005) .
This kind of detailed data of interregional trade flows is not available for the African continent.
Thus, we follow Head and Mayer (2004a) by relying instead upon trade between nations to estimate the parameters that determine trade costs. Hence, we reinterpret equation (2) as giving the quantity exported by a representative firm in country I to country J. The aggregate value of country I's exports to country J, X IJ , is given by the quantity exported by a representative variety firm from I multiplied by the price and the number of varieties from I:
Taking natural logs and grouping variables according to subscripts,
we estimate the first two terms using exporter and importer fixed effects, EX I and IM J . Bilateral market access (φ IJ ) is modeled with the following function:
.
We extend the specification of the market access function adopted by Head and Mayer (2004a) by accounting for social and cultural links that are relevant to explain trade connections within Africa. Hence, besides L ij which takes the value of one for pairs of countries that share a common official language, and zero otherwise, we extend the expression : ETH IJ takes the value of 1 when a language is spoken by at least 9% of the population in both countries I and J (ethnic language), C ij = 1 if countries I and J are contiguous and COL ij = 1 if they had a common colonizer.
Thus, the estimated equation will be
The estimated parameters on trade costs and importers' fixed effects are then used to construct the market potential variable
. The expressions of inter-and intraregional access arê
when i ∈ I, j ∈ J, and I = Jφ
when i and j belong to the same country, and
The other component of market potential calculation is regional-level competition-weighted expenditure. We set Y J /P σ−1 J = exp (IM J ) as per equations (12) and (13). We compute Y j /P σ−1 j for each region j of country J by allocating Y J /P σ−1 J to the different regions in proportion to their 
expenditure is calculated using apparent consumption, in the considered industry.
Estimation strategy and data
As previously mentioned, we estimate equation (8) This survey lists more than 4,232 establishments with details on the date of creation, the postal and the physical address, the NAF ("Nomenclature d'activités française") code of the affiliate activity. With these data on French manufacturing firms, we construct for each region the following proxies to try to capture agglomeration effects: the count of french firms from the same industry, the count of French firms having the same parent company, the total count of French firms located in the same region.
We compute the market potential for 8 two digits industrial sectors in the ISIC classification Tradeprod's information on trade flows is based on bilateral trade data and methods from BACI, the international trade database of Gaulier and Zignago (2010) . BACI builds on the United Nations' COMTRADE data, and benefits from mirror trade flows (reports for both exporting and importing countries) in order to improve the coverage and accuracy of trade data at the most disaggregated international product-level, the 6-digit Harmonized System (HS6) classification.
Tradeprod uses the UNIDO (United Nations Industrial Development Organization) database as its main source of manufacturing production data. UNIDO data sets provide worldwide information for the industrial production at the three and four digits levels. Tradeprod also uses STAN production data to fill some missing data. Extensive details on the Tradeprod database can be found in de Sousa et al. (2012) .
To estimate trade equations we also rely on bilateral information on the prevalence of common languages, 8 contiguity and distances. These variables are obtained from CEPII's GeoDist database. A noteworthy contribution of the GeoDist database is that it provides internal and international bilateral distances computed in a totally consistent way (Mayer and Zignago, 2011) .
Indeed, Mayer and Zignago (2011) have computed the weighted distances using city-level data to assess the geographic distribution of population inside each nation.
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As for the market potential variable, we use 1-year lags for all the covariates to avoid any simultaneity issues. This is specially true for the spillover variables. Indeed, using contemporaneous information for them would imply explaining one particular investment by a variable that has been constructed using information on that investment (Delbecque et al., 2014) . It is challenging to obtain data on GDP at a regional level. Only Nigeria and South Africa report such statistics.
Therefore, we use regional GDP estimated with nighttime lights data archived by the National Geophysical Data Center (NGDC) (Ghosh et al., 2010; Henderson et al., 2012 by Head and Mayer (2004a) for Europe. Because of the higher transaction costs due to poor infrastructure and landlockedness, one might have indeed expected higher border effects for intraAfrican trade. Distance effects average -0.56; which has the expected sign but is quite low if one refers to the -0.9 average obtained by Disdier and Head (2008) in their meta-analysis of the effect of distance in bilateral trade. Among the two language effects, the official language effect is the weakest; it is even negative for the Food, Beverage and Tobacco industry. The ethnic language effect is stronger and has always the expected sign. The average of the ethnic language effect is 0.2297 which implies that countries sharing an ethnic language would trade 1.26 more. The contiguity and the common colonizer effects have the expected sign and suggest that contiguous countries trade 2.32 more while countries which had the same colonizer trade 1.36 more.
Location choice results

Conditional logit results
In line with most of the literature, we first estimate CLMs of location choice. CLMs are appropriate when the choice among alternatives is modeled as a function of the characteristics of the alternative. In addition, it is often used, as in our case with 506 regions, when the number of possible choices is large. It however relies on two restrictive assumptions: (1) IIA and (2) that firm preferences depend on firm's observable characteristics. We then turn to the estimation of a set of mixed logit models. The mixed logit model relaxes the IIA assumption and extends the CLM by allowing some of the parameters in the model to be randomly distributed across firms.
Finally, we present results from LPMs. The LPM also relaxes the IIA assumption and has the advantage to provide an immediate indication of the marginal effects of the explanatory variables on the location choice . Table 2 provides results for nine different conditional logit estimations of the location choice of French affiliates. In the first three columns we consider only demand variables and real wage as regressors. The real wage coefficient is positive: this seems to contradict the expectation that multinationals might seek low-wage regions. Yet, such a result is not uncommon in the literature. It may suggest that the wage also picks up the quality/education level of the labor force (Debaere et al., 2010) . From columns (1) to (3) we use successively different measures of demand: regional GDP, Harris and Krugman Market Potentials. The explanatory power of the model with local demand (regional GDP) is the highest, while it seems weaker for the theoretically derived market potential (KMP). At first sight, this might indicate that "theory does not pay".
In columns (4) to (9) we use unemployment rate, property rights and corporate tax rate and two count variables, capturing the spillover effects arising from the proximity to French affiliates, as additional regressors. From columns (4) to (6), we consider the count of french firms from the same industry and the count of French firms having the same parent company as spillover variables while in columns (7) to (9), we use the count of french firms from the same industry and the total count of French firms located in the same region as proxies of agglomeration effects.
Results for the unemployment rate seem barely significant: positive but insignificant with the regional GDP, positive and significant at 10% significance for Harris and Krugman MP. Property rights coefficients are positive as expected and strongly significant. Results for the corporate tax rate are always insignificant, yet they have a positive sign when we consider regional GDP as the demand variable and a negative sign when we use Harris or Krugman MP. Therefore, even though the model with KMP has the lowest explanatory power, it has the advantage of providing a negative sign for the coefficient of the corporate tax rate that is consistent with intuition. As the reader will notice in the rest of the paper, this pattern will even be confirmed with different estimation strategies.
The coefficients of the count variables capturing the spillover effects are positive and significant in all the different specifications; which seem to provide a robust evidence of agglomeration effects.
However, they have an adverse effect on other variables of interest: Harris and Krugman market potentials are no longer significant; the regional GDP coefficient is the only one that remains marginally significant. This can be explained by a correlation between these spillover effects and the market potential variables.
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10 Table 9 in Appendix A reports the pairwise correlation between all the variables. It shows that while the correlation coefficients between the spillover variables and the market potential variables are moderate, they are all strongly significant. Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
Mixed logit results
In Table 3 , we consider a mixed logit model which has the advantage to relax the assumption of Independence of Irrelevant Alternatives (IIA) implied by the conditional logit model. The results arising from this model are not qualitatively different from Table 2 . The first three columns of Table 3 seem to suggest once more that "theory does not pay". The coefficient of the measure of demand indeed decreases when we move from column (1) to column (3). It is higher when we use the purely local measure of demand; it reaches its lowest value when we use the measure derived from theory. Hence, once more atheoretical measures seem to convey a higher explanatory power.
The last six columns of Table 3 yield results that are quite similar to Table 2 . Once more, the incorporation of the spillover variables reduces the impact of the demand measures which lose their significance. With the two measures of market potential we get insignificant but negative coefficients for the corporate tax rate. Finally, for these columns we notice that the sign of the coefficient of the logarithm of the land area changes to positive. However, this coefficient is only significant for the last column when we use the KMP as the proxy for forward linkages. This is the expected result as we may presume that larger regions host more firms. We will discuss the intuition involved more in-depth with the results of the LPM model with countries FE. 198 318,198 330,270 318,198 318,198 Standard errors in parentheses *** Significant at 1% level. ** Significant at 5% level. * Significant at 10% level.
Linear probability models' results
We now turn to the LPM estimations. Table 4 presents LPM estimation results for specifications without countries fixed effects. However, it systematically includes firm fixed effects. Columns
(1) to (3) show the results with only a small set of regressors: logarithms of the regional area, the demand measure, and the real wage. These results are somewhat in line with previous findings: among all the measures of demand, the KMP has the lowest impact on the probability of localization of French subsidiaries. Moreover, the specification with the 'atheoretical' Harris measure has a better fit than the one with KMP.
More generally the marginal effects are more precisely estimated in the LPM: a 10% increase in the regional GDP implies an increase in the location probability of 1.63%. The marginal effects of the Market Potential variables are even lower: for the Harris (respectively Krugman)
Market Potential a 10% augmentation entails an increase in the probability of location of 1.09%
(respectively 0.24%). This confirms the previous results where the KMP had the lowest impact of the probability of location. Moreover, once more the results confirm that these demand linkages are much lower than those prevailing in the European Union.
Including logarithms of the property rights index, the unemployment rate, the corporate tax rate and of the count of French affiliates from the same industry, as in columns (4) to (6), induces a boost in the explanatory power of the model as indicated by the increased R 2 values.
Moreover, there are similarities with previous findings: as before the model with the Harris market potential has a better fit than the one with KMP. We get a positive and significant coefficient for the spillover variable, but again this comes at a price: due to multicollinearity, the coefficient of the logarithm of the demand variable becomes negative.
Eventually with columns (5) and (6), we get now negative and significant coefficients for the logarithm of the corporate tax rate for the two non-local measures of Market Potential. Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1 Table 5 displays results of the LMP model with country fixed effects. Columns (1) to (3) of Table 5 provide results of the LMP without spillover variables. The inclusion of country fixed effects prevents the identification of the coefficient of the variables defined at the country level.
Comparatively to Table 4 , the inclusion of country FE induces an increase in the demand and Market Potential variables. The Harris MP has now the highest marginal effect: around 2% increase in probability for a 10% increase. The marginal effect arising from the regional GDP is very close to that figure, while with around 1.4% for a 10% increase, the Krugman MP has the lowest marginal effect. Columns (4) to (6) present results with the aforementioned spillover variable and countries fixed effect. In these three specifications the negative marginal effects of the local demand and of the market potential variables persist. In Table 4 and Table 5 , we can notice that the semi-elasticity of the spillover effects range from 2.3 to 2.4%.
However, we find a result in columns (4) and (5) of Table 5 that is noteworthy. After controlling for country fixed and agglomeration effects, we find that the probability for a French affiliate to locate in an African region increases with the size of the region. That suggests that for a similar institutional and macroeconomic context, French firms have the tendency to locate in larger regions. This is consistent with earlier empirical results (Head and Mayer, 2004a) and consistent with intuition: we expect larger regions to host more affiliates even in the case where the location of subsidiaries would be purely random (Ellison and Glaeser, 1997) . This result is not confirmed in column (6) with the KMP as a measure of demand while with the specification with spillover variables and KMP we have also obtained a positive coefficient (marginally significant) for the logarithm of the regional area through the conditional and mixed logit models (last columns of tables 2 and 3). However, that coefficient is systematically and significantly negative in most of the specifications without spillover variables.
The rationale behind this 'counterintuitive' result might be that, when we do not control for the agglomeration effects and for country fixed effects, that coefficient picks the adverse effect of poor infrastructure and lack of public services. Indeed, we might suspect that conversely to small capital regions that are favored in terms of infrastructure and public spending, large African regions struggle to get the funding needed to have proper public services and good infrastructure. 
A further attempt to address endogeneity concerns
As discussed in subsection 2.3 to avoid any simultaneity issue between the contemporaneous location of French firms and the current demand linkages, we construct lagged market potential.
In this subsection we go a step further to address these endogeneity concerns by excluding the actual region of a firm from the calculation of the MP variables. This strategy also allows us to address another concern: the Tunisian law does not allow wholesale or retail marketing by foreign businesses (USA Department of Commerce, 2014). As FDI located in Tunisia represent more than half of the FDI of the whole sample, it is crucial to account for this specificity of FDI in that country. Tables 6, 7 and 8 provide results for respectively the conditional logit model, and the LPM without and with country FE. The results are qualitatively similar with the previous ones.
From Table 8 , we notice that the marginal effect of a 10% increase in the HMP (respectively KMP) is an increase of 2.1% (respectively 1.7%) of the probability that a firm locates in a given region. Finally, when we control for both the country FE and the agglomeration effects we get a positive coefficient for the logarithm of the regional area, which supports the intuition that in a similar institutional and macroeconomic framework, larger regions are likely to host more affiliates. 198 318,198 318,198 318,198 Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1 Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
Conclusion
In their review of the literature on firms location choices, Combes and Gobillon (2015) assert that this literature can be considered as mostly descriptive. They also emphasize that a safer avenue for assessing the role of agglomeration effects on firm location choices would probably be to consider more structural approaches. This statement and this recommendation are particularly relevant for the literature on firm location choices throughout Africa, which has been so far dominated by contributions based on ad-hoc econometric specifications. In this contribution, we follow Combes and Gobillon (2015) recommendation by adopting a structural approach based on the methodology proposed by Head and Mayer (2004a) .
Our results suggest that demand matters for the choice of location. However, the marginal effects of the demand and Market Potential strongly suggest demand linkages in Africa are weaker than the effects observed in the European Union. Furthermore, the measure of demand inspired by the theory seems to underperform comparatively to the ad-hoc Harris measure of Market potential and even with comparison to local GDP. Yet, estimations with the Krugman MP are noteworthy as they yield a nice result: the coefficient of the corporate tax rate has a negative sign which is consistent with intuition. The effects of the spillover variables are strong, positive and significant. This tends to support the idea that agglomeration effects are a strong driver for the location of French firms throughout African regions. Nevertheless, with the inclusion of these agglomeration effects, the effects of the demand and market potential variables seem to wane, possibly because of multicollinearity.
This multicollinearity problem is possibly caused by the way we modeled the spillover variables. Hence, these spillover effects might capture omitted exogenous location attributes. Improving the modeling of agglomeration effects would be the way forward; yet this strategy would face a daunting challenge: the dearth of reliable data at the micro-geographical level. Moreover, as pointed out by Head and Mayer (2004a) the spillover variables results might suggest that the forward linkages outlined by Krugman (1991) are not the only drivers of agglomeration. Including both forward and backward linkages as in Amiti and Javorcik (2008) would be an interesting way to reduce the impact of omitted exogenous location characteristic. This would imply reducing the scale of the analysis from a continent to a country level, as we would need for that to rely on a input-output matrix: South-Africa would be a natural candidate in this regard as this is one of the African countries with the most reliable regional data.
Eventually, estimations from the linear probability models outline an interesting result: if we control for country fixed and agglomeration effects, the probability that a french subsidiary locates in an African region increases with the geographical size of the region. This may indicate that for a similar institutional and geographical environment, French affiliates tend to locate in larger regions. This is in line with intuition: we would indeed expect larger regions to host more affiliates.
Appendix A: Descriptive statistics Pairwise correlation matrix 
