Abstract. We study the dimensions of the higher secant varieties to the tangent varieties of Veronese varieties. Our approach, generalizing that of Terracini, concerns 0-dimensional schemes which are the union of second infinitesimal neighbourhoods of generic points, each intersected with a generic double line.
Introduction
The outstanding work by Zak [Z] has rekindled interest in the classical study of higher secant varieties to projective varieties (see e.g. [K] , [CJ] ). In this paper we study the secant varieties of tangent varieties to Veronesean varieties.
The Veronesean varieties V n,j , n ≥ 1, j ≥ 2 (e.g. see [Hr] ), are the embeddings of P n into P N , N = j+n n − 1, via the complete linear system S j , where S = k[x 0 , ..., x n ]. Some of them (the first is actually the Veronese surface) have secant varieties which "do not have the expected dimension". E.g. the closure of the union of the secant lines to the Veronese surface V 2,2 ⊂ P 5 should, by a dimension count, fill up P 5 , while the dimension of the secant variety is actually 4. For a variety V ⊆ P N , let S s−1 (V ) be the variety which is the closure in P N of P1,...,Ps∈V P 1 , ..., P s . If dim V = d, the "expected dimension" of S s−1 (V ) is sd + s − 1 whenever this value is ≤ N , otherwise we expect S s−1 (V ) = P N . The "exceptional behaviour" of the dimension of secant varieties can be found among other varieties S s−1 (V n,j ). The problem of determining which of them has a "defective" dimension is related (via the theory of inverse systems or, equivalently, apolarity; e.g. see [IK] , [Ge] ) to determining the Hilbert Function of a 0-dimensional scheme X ⊂ P n made by the first infinitesimal neighbourhoods of s generic points (this is equivalent to what is classically known as Terracini's Lemma).
In this paper we look for other varieties that have this kind of peculiarity with respect to the dimension of their secant varieties. We investigate the tangential varieties T n,j of the Veronesean varieties V n,j and relate the dimension of their ssecant varieties with the Hilbert Function of certain 0-dimensional schemes Z ⊂ P n , supported at s generic points and whose structure is given by the intersection of their second infinitesimal neighbourhood with a double line (in a sense this is a generalization of Terracini's Lemma). More precisely, we will prove that dim S s−1 (T n,j ) = dim k (L In the first two sections we introduce the topics and describe the relationship between the secant varieties we want to study and the 0-dimensional schemes Z.
In the third section we determine several cases in which our secant varieties do not have the expected dimension; we describe completely what happens for s = 2, i.e. for the varieties of secant lines, and for j = 2 (tangential varieties to quadratic embeddings of P n ). The geometry of the exceptions that we have found in the third section lead us to conjecture that they are the only ones. The conjecture is stated in section 4, where we prove it in several cases. A complete answer is achieved (see Proposition 4.6) for the varieties S s−1 (T n,j ) of secant (s − 1)-spaces, when s ≤ 5.
A first look at tangential varieties
We will always work over an algebraically closed field of characteristic zero. Denote by T n,j the "tangential variety" of V n,j , i.e. the variety which is the closure in P N of P ∈Vn,j T P (V n,j ). We will study the varieties S s−1 (T n,j ). We consider the Veronesean V n,j as given by the embedding of (P n )
With this point of view it is not hard to determine T L j (V n,j ), the tangent space to V n,j at the point L j . We pass to the affine (so we view ν j : S 1 → S j ) and consider the differential map dν j :
Then, since V n,j is smooth, we have an isomorphism
}. Now define (again we are looking at the affine situation) φ :
. From what we have seen, we get that the closure of the image of φ is the affine cone over T n,j . Hence, if we want to compute dim T n,j , it is enough to determine rank dφ = dim k (im dφ) at a generic point (L, M ). Proceeding as before, we can consider a line (
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
. From this we obtain the (classically well known) result that:
Since it is well known (and easy to check using the parameterization of V n,j ) that V n,j ⊆ Sing T n,j , we are done.
Inverse systems and secant varieties
Now we consider in detail the space
S, and consider the action of R on S, defined by (see [IK] , [Ge] for details) y i • x j = (∂/∂x i )(x j ). We use the standard properties of differentiation to extend this action of R 1 on S 1 to R i × S j → S j−i . Note that if i = j the resulting map to k is a perfect pairing.
If I is a homogeneous ideal in R, we define the inverse system of I, denoted I −1 , as the R-submodule of S consisting of all elements of S annihilated by I (note: I 
Definition. A (2, 3)-point in P
n is a 0-dimensional scheme in P n with support at one point P , and whose ideal is of type p 3 + I 2 l , where l ⊂ P n is a line through P with defining ideal I l and p is the ideal of P . (Z, j) , where H (Z, .) is the Hilbert function of Z. Thus, Z is a degree 2n + 1 structure on the point [1 : 0 : ... : 0].
If we want to consider S s−1 (T n,j ), which we will indicate more compactly by S s−1 n,j , we can study the map φ s :
the dimension of im dφ s will tell us the dimension of S s−1 n,j . Using the same procedure as above, we get that the (affine) space W 
n,j reduces to determining H (Z, j) . The expected value for H (Z, j) is min{ n+j n , s(2n + 1)} (if all the q i impose independent conditions on hypersurfaces of degree j), so we expect this value for dim k W s n,j . This gives the following expected dimension for dim S
This is (of course) also what we expect by geometric intuition: s(2n + 1) − 1 correspond to ∞ 2ns choices of s points on T n,j , plus ∞ s−1 choices of a point on the P s−1 spanned by the s points. When this number is too big, we expect S
The exceptions
We look for cases where Z fails to impose independent conditions on hypersurfaces of degree j.
3.1. The case n = 1. In this case there are no exceptions, i.e. 
Proof. In this case
if j ≥ 3s − 1, and the conclusion follows.
3.2. The case s = 2. This case is geometrically interesting since it is, in a sense, the "simplest". So, in this case, we are considering the varieties S 1 n,j of all the secant lines to T n,j (notice that we obviously have S 1 n,j ⊆ S s−1 n,j , ∀s ≥ 2). Let us first consider n = 2 (since n = 1 has been checked). For j = 2 (i.e. for the tangential variety of the Veronese surface) we get
, and the dimension is the expected one. For j = 3, things get more interesting. In fact, W
, where I = q 1 ∩ q 2 , which, for an appropriate choice of the coordinates, can be written as (y This is not what was expected, since degZ = 10 and dim k R 3 = 10, so one would expect that I 3 = 0. Consequently, we have dim k W 2 2,3 = dim k R 3 − dim k I 3 = 9, and so dim S 1 2,3 = 8, while one would expect that it would fill P 9 .
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, and, by choosing appropriate coordinates, we can suppose
Hence we can easily check that When
2 +4+2+6(n−3) and an easy computation shows that H(Z, 3) = 4n+2, as expected. This also implies that H(Z, j) = 4n + 2, ∀j ≥ 4.
We have proved the following proposition, which completely describes the case s = 2: 
Proceeding as before, we will get that (I Z ) 2 = (y 2s , ..., y 2s+k ) 2 and hence that dim k (I Z ) 2 = k+2 2 , while degZ = s(2n + 1) = 4s 2 + (2k + 1)s. Thus, ∀s ≥ 2,
as we just saw in Proposition 3.2 in case s = 2, while the expected value for H (Z, 2) is min n+2 2 , deg Z . Notice also that if we have n < 2s, then (I Z ) 2 = 0. In fact, let s < s be maximum such that 2s ≤ n, i.e. s = n 2 or s = n−1 the first s (multiple) points of Z, will be contained in either one or three quadrics ((I Z ) 2 = (y 2 2s ) 2 or I Z = ((y 2s , y 2s +1 )
2 ) 2 ), and it is immediate to see that the other s − s multiple points which form Z are not contained in those quadrics (since they are generic).
Hence we have proved the following (which completely describes the case j = 2):
Proposition 3.3. ∀s ≥ 2, we have that: i) for n < 2s, S s−1 n,2 = P N , as expected; ≤ s(2n + 1).
Other cases.
The exception we determined in Proposition 3.2 i) can be generalized. We can consider schemes Z which are the union of n (2,3)-points in P n . Clearly such a Z is contained in the triple hyperplane passing through the simple points which are the support of Z. Since any (2,3)-point in P n has degree 2n + 1, we have that degZ = 2n 2 + n. Since the space of degree 3 forms in P n has dimension
, we see that whenever
is not what is expected (the triple hyperplane should not be there, and it is not hard to check, e.g. using CoCoA, that it is the only hypersurface of degree three through Z). An immediate computation shows that this happens for 2 ≤ n ≤ 4, thus proving: 
A conjecture and some evidence for it
Examples, and lack of other geometric reasons, lead us to conjecture that the cases where the dimension of S s−1 n,j is not as expected are only those that we have found in the previous section. More precisely, Conjecture 4.1. The secant variety S s−1 n,j has the expected dimension, except when: i) j = 2, n ≥ 2s; ii) j = 3, s = n = 2, 3, 4.
In the previous sections we proved the conjecture for j = 2 and for s = 2.
In what follows we are going to prove Conjecture 4.1 in some other cases. The main other tool that we will use in order to compute H(Z, j) is "la methode d'Horace" (see [H] or [Gi] for an expository survey).
4.1. The case n ≥ s + 1. In this case, since we already studied the case j = 2, we need only consider j ≥ 3. 
Since H(Z, 3) ≤ s(2n + 1), we need only prove that dim k (J/I) 3 ≥ 2n + 1, i.e., that there exist 2n+1 forms in (J) 3 linearly independent modulo (I) 3 . By choosing appropriate coordinates we may assume that 
, while all the other ones are in p Proof. We have to prove that H(Z, 4) = s(2n + 1), hence also H(Z, j) = s(2n + 1), ∀j ≥ 4.
Since n = s, the points P 1 , ..., P s will be contained in one hyperplane H ⊂ P n , and, by genericity, we can suppose that the lines l 1 , ..., l s are NOT contained in H. Let Z = res H Z be the scheme defined by the ideal I Z : I H , and let us call an "m-fat point" the 0-dimensional scheme in P n defined by the ideal p m , where p is the ideal of a point (classically, the (m − 1) th infinitesimal neighbourhood of the point).
Claim. We have that: a) Z is given by s 2-fat points in P n , i.e.
n−1 is given by s 2-fat points in P n−1 .
Proof. We can check this fact at one of the points, say P 1 = [1 : 0 : ... : 0], with q 1 = (y 1 , y 2 , ..., y s ) 3 + (y 2 , ..., y s ) 2 , and we can assume H = {y 1 = 0}. Then a) follows since the ideal of the residue is q 1 : (y 1 ) = (y 1 , y 2 , ..., y s ) 2 . For b), we have that the ideal of the intersection in
We now consider the following exact sequence of ideal sheaves:
Recall that H(Z, 4) = s(2n + 1) is equivalent to h 1 (I Z (4)) = 0, so this will be what we want to prove. Now we can use the following powerful theorem of Alexander and Hirschowitz (see [AH] ), which describes the Hilbert function for a generic set of 2-fat points in any P n :
except when a) j = 2 and 2 ≤ s ≤ n; b) (n, j, s) ∈ {(2, 4, 5), (3, 4, 9), (4, 4, 14), (4, 3, 7)}.
(Aside: Point a) is actually not in [AH] , but was classically known (for a reference see e.g. [Ge] , page 98). The exceptions in b) were known, but as statements about secant varieties of Veroneseans (see e.g. [Pa] , [Te] , or [RS] for other references), and it was not known that they are the only exceptions.) So, since I Z (3) and I Z∩H,H (4) are never in the classes of the exceptions listed above, we can use this result to show that their ideal sheaves have h 1 = 0 (i.e. that their Hilbert functions have reached its maximum in those degrees), as soon as degZ ≤
, respectively. Since those two conditions are easily implied by our assumption that n = s, equation ( * ) gives that h 1 (I Z (4)) = 0. That is enough to finish the proof. Proof. We specialize the scheme Z so that P 1 , ..., P s lie on a hyperplane H (but they are generic as points of H), while l i / ∈ H, ∀i. Then, as in the previous section, Z = res H Z is given by s 2-fat points in P n , while Z ∩ H is given by s 2-fat points in H ∼ = P n−1 . Consider the exact sequence
We want to show that, with our hypotheses, h 1 (I Z (j)) = 0.
As soon as (n, j, s) / ∈ A, with A = {(3, 4, 5), (4, 4, 9), (5, 4, 14) , (5, 3, 7)}, Z ∩ H is not in any of the "exceptional cases" of Theorem AH. So, assuming (n, j, s) / ∈ A, in order to get that Z ∩ H imposes independent conditions to forms of degree j in P n−1 , we need only check that deg(
. To show that Z also imposes independent conditions to forms of degree j − 1 in P n is more delicate, since in this case the points are not generic, but contained in a hyperplane H. Hence the condition (n, j, s) / ∈ A is no longer sufficient. For n = 2, the s 2-fat points lie on a line. In this case (see e.g. [Gi] ) it is well known that in order to get h
follows. Now let n > 2. Consider Z = res H Z (it is given by the simple points P 1 , ..., P s ) and Z ∩ H = Z ∩ H, given by the s 2-fat points in H. We have the exact sequence
First assume that (n, j, s) / ∈ B, with B = {(3, 5, 5), (4, 5, 9), (5, 5, 14) , (5, 4, 7)}, otherwise Z ∩ H is one of the exceptions in Theorem AH. With this assumption we have that H (Z ∩ H, j − 1) has maximum value.
In order to also have h
, which is exactly our initial condition.
What about Z ? Its Hilbert function is the same as that of Z viewed as a subscheme of H ∼ = P n−1 (the number of conditions imposed by Z is the same). Since P 1 , ..., P s are generic in H, we will be done if s ≤ (n−1)+j−2 j−2
. So, we have to show that
which, with easy computations, amounts to saying that n ≥ n+j−2 j−1 , which is always true.
So we have obtained h
Now we want h 1 (I Z∩H (j)) = 0 too, and with this we will be done, since then we get h 1 (I Z (j)) = 0 by sequence ( †). In order to get h 1 (I Z∩H (j)) = 0 we must have
, but we already checked that deg(
n−1 , so this condition is satisfied and we are done. Now we check what happens when (n, j, s) ∈ A ∪ B, i.e. the exceptions given by Theorem AH. Cases (3, 4, 5) , (4,4,9), (5,4,14), (5,3,7), (4,5,9) are ruled out by the condition on s.
Cases (3,5,5), (5, 5, 14) , and (5,4,7) can be dealt with by direct computation (which we did using CoCoA), and they are not exceptions.
4.4.
More on j = 3. Since for j = 2 everything is known, j = 3 is the next interesting case, offering a few other exceptions described by Conjecture 4. , which is exactly our bound on s. We can deal with the case (n, s) = (5, 8) by a direct computation (which we did using CoCoA) and this gives us h 0 (I Z (3)) = 0. Hence in this particular case we are already done.
We want h 0 (I Z (2)) = 0. Let X be the scheme defined by the ideal p 1 2 ∩...∩p 2 s−1 , and X = res H X, i.e., X consists of the simple points P 1 , ..., P s−1 . Now consider the exact sequence 0 → I X (1) → I X (2) → I X∩H,H (2) → 0.
We have h 0 (I X (1)) = 1, and h 0 (I X∩H,H (2)) = 0, as soon as (s − 1)n ≥ n+1 2 , which is true by our assumption on s. Therefore h 0 (I X (2)) = 1. So the double hyperplane H, which does not contain P s , is the only hypersurface of degree two through X, and hence h 0 (I Z (2)) = 0 follows.
4.5.
The cases s = 3, 4, 5. We can complete the analysis for some small values of s by "brute force", i.e. checking with direct calculations those cases which are not covered by our previous results. This is of some interest because it confirms that the only exceptions are those of Conjecture 4.1 (e.g. for s = 5 one could have expected that S Proof. For s = 2 and j = 2 this is already known. So, we may suppose that j ≥ 3. If s = 3, then for n ≥ 4 we are done by Proposition 4.2. When n = 3 we have that S 2 3,3 is one of the known exceptions, while dim S 2 3,j = 21, for j ≥ 4, by Proposition 4.3. For n = 2, S 2 2,3 = P 9 , as expected. It is an easy exercise to check that there are no cubics through Z in this case, so H(Z, j) = 10 also for j ≥ 3.
Let s = 4; for n ≥ 5 we are done by Proposition 4.2. When n = 4 we have that S 3 4,3 is one of the known exceptions, while dim S 3 4,j = 36, for j ≥ 4, by Proposition 4.3. In the cases n = 2, 3 it is an easy excercise to show that S 3 3,3 , S 3 2,4 fill up the whole space P N , by Proposition 4.5 we have S 3 2,3 = P N , while in the other cases using CoCoA we can show that dim S 3 n,j = 4(2n + 1). Similarly, when s = 5, we have that Proposition 4.2 takes care of n ≥ 6, while cases n = 5, 4, 3, 2 are done by CoCoA; in particular, in the case n = 5, CoCoA shows that S 4 5,3 is no exception.
