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ON THE ∞-STACK OF COMPLEXES OVER A SCHEME
A. DHILLON AND P. ZSA´MBOKI
Abstract. We study fppf descent for enhanced derived categories. We revisit the work of [HS]
and [TV08] in a lax context. More precisely, we construct a Cartesian and coCartesian fibration
opD+
S
→ N(SchS) whose fibre over an S-scheme T is the opposite D
+(T)op of the quasi-category of
bounded below complexes of OT-modules. We show that this fibration satisfies fppf-descent for
schemes. The main components in the proof are limit formulas for the mapping spaces in the section
quasi-category Γ(K,X ) and its subcategory of Cartesian sections ΓCart(K,X ) of a Cartesian fibration
over a quasi-category X → K. These formulas are of independent interest. Since our construction
gives a functor of quasi-categories of complexes, it yieldsRH om∞-stacks with natural composition
maps. The final section gives an explicit description of the ∞-group structure of the automorphism
∞-group of a complex.
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1
1. Introduction
In this article we study gluing of complexes up to quasi-isomorphism over fppf covers of
schemes. In trying to do so, we find that homotopies and higher homotopies between quasi-
isomorphisms naturally enter into the picture and we find ourselves in the world of higher cate-
gories.
Descent for quasi-coherent sheaves has its origins in [Gro71]. The stack of quasi-coherent
sheaves was first constructed here. It is important to note that we do not naturally have a functor
of quasi-coherent sheaves, but rather a psuedo-functor. In other words, for a pair of composable
morphisms of schemes
U
f
−→ T
g
−→ S,
the functors (g ◦ f )∗ and f ∗ ◦ g∗ are not the same but are canonically isomorphic. The canonical
isomorphisms satisfy certain other compatibilities. For this reason it is easier to state descent in
terms of fibred categories QCoh → Sch.
The first descent statements in derived categories appeared in [AGV72, Exp. Vbis]. In this
article, given a fppf morphism f : T → S one expands it to its Cech nerve T•/S. One can then
consider the Grothendieck category of abelian sheaves on the nerve, and form its derived category.
A descent statement for sheaves and cohomology to S can be proved in this context. Note that
one could consider the diagram of derived categories associated to the Cech nerve. This category,
lacks enough information to prove descent and is markedly different from the category considered
in [AGV72]. It is this gap, by suitably enhancing the derived category, that this paper seeks to
address. Furthermore, it is not shown in loc. cit. that the collection of derived categories forms a
stack.
This question was taken up in [HS]. This work introduces the notion of a Quillen presheaf. A
strictification theorem is proved in the context of Quillen preseaves. The final section of this paper
proves descent in a very general setting for derived categories. These methods were applied and
extended in [TV08].
These results described above consider various enhanced derived categories. What if we work
with ordinary derived categories? A gluable complex is a complex whose negative self extensions
vanish. These negative extensiongroups are precisely the homotopygroups of themapping spaces
in the stack that we consider below, see 5.4. Descent for universally gluable complexes was first
proved in [Beı˘82], building upon the theory of cohomological descent in [AGV72]. Using this
result, Lieblich has shown that universally gluable complexes form an algebraic stack, see [Lie06].
In this article wewill construct a fibration of enhanced derived categories in the form of a relative
dg-nerve, see 5. We will prove some basic properties of it, such as, it is a presentable fibration
(5.10), and it satisfies descent (6.6). In a nutshell we carry out the constructions of [Gro71] for
suitably enhanced derived categories.
It has been long known that the category perfect complexes is a well behaved generalisation of
the category of vector bundles, see for instance [Tho90]. A first step towards studying moduli of
perfect complexes is to define and prove descent for this category, in otherwords show that it forms
a (higher) stack. To do so, we need to construct a sheaf of perfect complexes. The difficulty, just
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as in the case of quasi-coherent sheaves, is that naturally we can only construct a pseudofunctor
as we will now explain. Let T be an S-scheme. Then the category of perfect complexes on T
is a homotopical category, that is it can be equipped with a notion of weak equivalence, the
quasi-isomorphisms. Then one can take the simplicial localization Perf(T). Let V
h
−→ U
g
−→ T be
morphisms of S-schemes. We then have derived pullback functors giving a diagram of simplicial
sets
Perf(V)
Perf(U) Perf(T).
Lh∗ Lg
∗
L(hg)∗
But this diagram is only commutative up to a homotopy (Lh∗)(Lg∗) → L(hg)∗. Therefore, to get an
actual presheaf of simplicial sets
SchS
Perf
−−→ Set∆,
one needs to take a strictification. This is a strict functor, which is only equivalent to the natural
lax functor. Usually this construction is only made for affine S, from which the stack of perfect
complexes on a general scheme is obtained by taking the homotopy limit along an affine open
cover. This makes the structure even more inexplicit.
Weget anatural explicit descriptionusing thequasi-categorical generalizationof theGrothendieck
construction, which is recalled in §2.3. On fibres, we can take the dg-nerve, the simplices of which
are by construction diagrams in the dg-category of complexes. This is recalled in §3.1. Then using
functorial dg-flat resolutions, we get derived pullback maps with a functorial choice of homo-
topies making the diagrams as above commutative (§3.2). Homotopy limits and the statement of
descent in a higher categorical setting is recalled in §2.4. Descent for a Cartesian fibration over
the nerve of a site can be formulated using the quasi-category of Cartesian sections. In §4, we
describe mapping spaces in section quasi-categories and their subcategories on Cartesian sections
as homotopy limits of certain diagrams. These formulas can be thought of as an extension of the
description in [GHN17]. This section is of independent interest and it is likely that these homotopy
limit descriptions will have other applications. The main object of study is introduced in §5. We
construct a presentable fibration
op
DS
p
−→ N(Sch)S
with simplices explicitly given as diagrams in the dg-category of complexes (§5). We can then
formulate and check fppf descent in this setting (§6). The main theorem is proved in 6.6. The
theorem has various applications, for example we obtain a description of QC(T) for an ordinary
scheme. This object plays the role of the category of quasi-coherent sheaves in derived algebraic
geometry, see [BZFN10]. The final section gives an explicit description of the ∞-group structure
of the automorphism∞-group of a complex. This topic will be expanded upon in future work.
Notation 1.1. In this paper, every scheme will be assumed to be quasi-compact and quasi-
separated. Let’s fix once and for all a morphism of schemes X
f
−→ S.
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Wewill workwith quasi-categories and largely follow the notation of [Lur09]. By an∞-category
we will mean a quasi-category. See 2.1 for a brief introduction. By an ordinary category we will
mean a small quasi-category that is equivalent to the nerve of an ordinary category, that is a set of
objects and morphisms subject to the usual conditions.
We might suppress the nerve of a 1-category from notation. That is, for example SchS as a
simplicial set is N(SchS).
The∞-category of spaceswill be denoted byS . This is just the simplicial nerve of the simplicial
category of Kan complexes.
2. Background on quasi-categories
2.1. Quasi-categories as ∞-categories. For a more detailed exposition, we refer the reader to
[Lur09, §1]. A quasi-category X is a type of simplicial set which can model an ∞-category. Its
vertices ∆0 → X are objects, and its edges ∆1 → X are 1-morphisms. The 2-simplices
y
x z.
f g
h
we can to think of as composition diagrams. By abuse of notation, we will write g f = h if X has a
2-simplex as above. Note that this means that we can have g f = h1 and g f = h2 with h1 , h2, that
is composition is not unique. But one can check that if X is a quasi-category, then we get h1 ≃ h2
in this case.
For example, in the main example of the quasi-category D(T) which is recalled in §3.1, a 2-
simplex ∆2 → D(T) is given by
(1) 3 complexes of injective OT-modules I0, I1, I2,
(2) 3 morphisms of complexes I0
f01
−−→ I1, I1
f12
−−→ I2, I0
f02
−−→ I2,
(3) and a homotopy I0
f012
−−→ I2[−1] such that d f012 = f12 f01 − f02.
Note that an inner horn Λ2
1
→ X given by f01 and f12 can be completed to a 2-simplex in many
ways.
For a simplicial set X to be a quasi-category, we need to be able to composes morphisms, and
higher morphisms also. The relative notion is that of an inner fibration. A map of simplicial sets
X
p
−→ S is an inner fibration, if it satisfies the right lifting property with respect to all inner horn
inclusions Λn
k
⊂ ∆n for n ≥ 2 and 0 < k < n. A simplicial set X is a quasi-category, if the canonical
map X → ∗ is an inner fibration. If X is a quasi-category, then by x ∈ X we mean that x is a vertex:
x ∈ X0. Let x
f
−→ y
g
−→ be a Λ2
1
-diagram in X. Then by the lifting property, it can be complexes to a
2-simplex. We will write x
g f
−→ z for some composite we get this way.
Aswe said, composition is not unique in a quasi-category. But there are still ways to getmapping
spaces and composition maps. Let K and L be simplicial sets. Then their join K ⋆ L has as set of
n-simplices
(K ⋆ L)n =
⊔
−1≤i≤n
(K[0,i] × L[i+1,n]),
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where we set K∅ = L∅ = ∗. Let K be a simplicial set, X a quasi-category, and K
k
−→ X a diagram.
Then the overcategory X/p has as set of n-simplices
(X/p)n = {∆
n ⋆ K
σ
−→ X : σ|K = k}.
Let y ∈ X be an object and ∆0
k
−→ X be its inclusion map. Then we denote X/y = X/k. Let x ∈ X be
another object. Then we define the right Hom space HomRX(x, y) = {x} ×X X/y. Note that its set of
n-simplices is
HomRX(x, y)n = {∆
n+1 σ−→ X : σ|∆[0,n] = {x}, σ|∆{n+1} = {y}}.
One can check that HomRX(x, y) is a Kan complex. It is one of the ways to define a mapping space
in a quasi-category.
Let ∆1
y
f
−→z
−−−→ X be a morphism, and x ∈ X another object. Then one can check that the restriction
map X/ f → X/y is a trivial fibration. Therefore, its pullback {x} ×X X/ f
r
−→ {x} ×X X/y is also a trivial
fibration. Thus, it has a section {x} ×X X/y
s
−→ {x} ×X X/ f . We can get a postcomposition by f map
as the composite
f◦ : HomRX(x, y) = {x} ×X X/y
s
−→ {x} ×X X/ f → {x} ×X X/z = Hom
R
X(x, z).
Note that this map is not unique as it depends on the choice of the section s. Dually, we can define
undercategoriesXk/, left Hom spaces Hom
L
X(x, y), and precomposition by f maps. There is a third
version HomX(x, y) of the mapping space, with set of n-simplices
HomX(x, y)n = {∆
1 × ∆n
σ
−→ X : σ|∆{0} × ∆n = {x}, σ|∆{1} × ∆n = {y}}.
One can show that the natural inclusions
HomLX(x, y)→ HomX(x, y)← Hom
R
X(x, y)
are homotopy equivalences of Kan complexes [Lur09, Corollary 4.2.1.8]. Because of these equiva-
lences, we write MapX(x, y) to mean any Kan complex homotopy equivalent to any of these.
Let C be a category. Then its categorical nerve N(C) is the simplicial set with set of n-simplices
composable chains of morphisms of length n:
N(C)n = {c0
f0
−→ c1
f1
−→ · · ·
fn−1
−−→ cn},
the face maps are given by composition, and the degeneracy maps are given by identity maps.
One can show that this gives a fully faithful functor
Cat
N
−→ Set∆ .
We denote its left adjoint by τ1. LetX be a quasi-category. Thenwe can describe the category τ1(X)
as follows. The objects of τ1(X) are the objects of X. Let f, g : x⇒ y be two morphisms. Then we
say that f and g are homotopic, if there exists a 2-simplex in X of the form
y
x y.
f idy
g
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One can show that this relation is an equivalence, and that letting Homτ1(X)(x, y) be the set of
morphisms modulo this relation, we can give a category structure to π1(X) using composition
diagrams [Lur09, Proposition 1.2.3.8].
Let X
f
−→ Y be a map of simplicial sets. Then f is essentially surjective, if τ1( f ) is an essentially
surjective functor of categories. The map f is fully faithful, if for all x, y ∈ X, the induced map
MapX(x, y)
fx,y
−−→MapY( f (x), f (y)) is a homotopy equivalence. The map f is a categorical equivalence,
if it is both essentially surjective and fully faithful.
Using this notion, we can define the Joyal model structure on the category Set∆. In it,
(1) cofibrations are monomorphisms, and
(2) weak equivalences are categorical equivalences.
One can show that the fibrant objects in the Joyal model structure are precisely the quasi-
categories [Lur09, Theorem 2.4.6.1].
We have seen that we can get compositionmaps in a quasi-category, even if they are not unique.
One can go further with strictification, and from a quasi-category X get a simplicial category C[X]
with the same object set, and equivalent mapping spaces and composition maps. The statement
uses the Bergner model structure on the category Cat∆ on simplicial categories [Ber07, Theorem 1.1].
In it,
(1) Weak equivalences are DK-equivalences, that is maps of simplicial categories C
F
−→ D such
that
(a) for all x, y ∈ C, the induced map MapC(x, y)
Fxy
−−→ MapD(Fx, Fy) is a weak equivalence,
and
(b) the induced map on the underlying categories π0C
π0F
−−→ π0D is an equivalence of
categories.
(2) Fibrations are local fibrations, that is maps of simplicial categories C
F
−→ D such that
(a) for all x, y ∈ C, the induced map MapC(x, y)
Fxy
−−→MapD(Fx, Fy) is a Kan fibrations, and
(b) for all x ∈ C and homotopy equivalence Fx
f
−→ y′ in D there exists a homotopy
equivalence x
f
−→ y in C such that F f = f ′.
Then there exists a Quillen equivalence Set∆
C
,,
⊥ Cat∆
N∆
ll [Lur09, Theorem 2.2.5.1]. See [Lur09,
§1.1.5] for the construction of C. Let C be a simplicial category. We call N∆(C) its homotopy coherent
nerve. Let X be a quasi-category. Then for all x, y ∈ X, we have a weak equivalence of simplicial
sets HomRX(x, y) ≃MapC[X](x, y) [Lur09, Corollary 2.2.2.10, Proposition 2.2.4.1].
2.2. Straightening-unstraighteningbetween rightfibrations andpresheavesof spaces. LetKan ⊆
Set∆ denote the full simplicial subcategory on Kan complexes. Then the quasi-category of spaces
S is its coherent nerve: S = N∆Kan. Thus, a presheaf of Kan complexes on a quasi-category
C can be given as a map of simplicial sets C op → S . As this includes pseudofunctors, it is very
difficult to define presheaves like this. Therefore, we employ the quasi-categorical generalization
of the Grothendieck construction. The quasi-categorical generalization of the notion of a fibred
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category is the notion of a right fibration. A morphism of simplicial sets X → S is a right fibration,
if it satisfies the right lifting property with respect to the horn inclusions Λn
k
⊂ ∆n for n ≥ 1 and
0 < k ≤ n.
Let S be a simplicial set. The overcategory (Set∆)/S can be equipped with the contravariant model
structure. This is a left proper, combinatorial, simplicial model category [Lur09, Propositions 2.1.4.7
and 2.1.4.8] in which
(1) A cofibration is a monomorphism.
(2) An S-morphism of simplicial sets X → Y is a contravariant equivalence, if the induced map
S ⊔X X
⊲ → S ⊔Y Y
⊲
is a categorical equivalence.
One can show that every contravariant fibration is a right fibration, and moreover the fibrant
objects of (Set∆)/S are precisely the right fibrations over S, see [Lur09, Proposition 2.1.4.9].
The main result [Lur09, 2.2.1.2] is that equipping (Set∆)
C[S] with the projective model structure
induced by the Quillen model structure, we obtain a Quillen equivalence
(Set∆)/S
St
--
⊥ (Set∆)
C[Sop]
Un
mm .
The functors St and Un are called the straightening and unstraightening functors. Let X
p
−→ S be
a right fibration, and Sop
f
−→ S a presheaf. Then by the (C,N∆)-adjunction, f corresponds to a
simplicial functor C[Sop]
f ♯
−→ Set∆. We say that p is classified by f , if p ≃ Un( f
♯).
2.3. Marked simplicial sets, simplicial localization, and straightening-unstraightening. Let K
be a simplicial set and C a quasi-category. Then the Hom simplicial set Fun(K,C ) with n-simplices
given by
Fun(K,C )n = HomSet∆(K × ∆
n,C )
is a quasi-category [Lur09, Proposition 1.2.7.3].
The simplicial category Cat∆∞ is formed as follows.
(1) Its objects are small quasi-categories.
(2) For quasi-categories C ,D , the mapping space MapCat∆∞(C ,D) is the largest Kan complex in
Fun(C ,D).
We letCat∞ be the coherent nerveN∆(Cat
∆
∞). Wewould like to get unstraightenings ofpresheaves
of quasi-categories C op → Cat∞. These will be the Cartesian fibrations. Let X
p
−→ S be an inner
fibration. Let x
e
−→ y be an edge in X. We say that e is a p-Cartesian edge, if the canonical map
X/e → X/y ×S/p(y) S/p(e)
is a trivial fibration. This definition makes sense because of the following. As described in
§2.1, we can get postcomposition maps HomRX(z, x)
e◦
−→ HomRX(x, y) and Hom
R
S (p(z), p(x))
p(e)◦
−−−→
HomRS (p(z), p(y)). Then e is p-Cartesian if and only if for all z ∈ X, the diagram
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HomRX(z, x) Hom
R
X(z, y)
HomRS (p(z), p(x)) Hom
R
S (p(z), p(y)).
e◦
p p
p(e)◦
is homotopy Cartesian [Lur09, Proposition 2.4.4.3]. Note that if S = ∗, then e is a p-Cartesian edge
if and only if it is an equivalence. The inner fibration X
p
−→ S is a Cartesian fibration, if for all vertices
y ∈ X and edges x¯
e¯
−→ p(y) in S, there exists a p-Cartesian edge e such that p(e) = e¯.
To get a straightening-unstraightening constructionbetweenCartesianfibrations andpresheaves
in quasi-categories, we need to keep track of where morphisms take Cartesian edges. Therefore, it
needs to be formulated using marked simplicial sets. A marked simplicial set is a pair (X,E ) where
(1) X is a simplicial set, and
(2) E is a collection of edges of X containing the degenerate edges.
For a simplicial set X, we have the two extreme cases.
(1) The marked edges in the marked simplicial set X♭ are only the degenerate edges.
(2) In the marked simplicial set X♯, every edge is marked.
Let Set+
∆
denote the category with
(1) objects the marked simplicial sets, and
(2) morphisms the morphisms of simplicial sets which take marked edges to marked edges.
Let X,Y ∈ Set+
∆
be marked simplicial sets. Then we denote by Map♭(X,Y) and Map♯(X,Y) the
simplicial sets with
HomSet∆(∆
n,Map♭(X,Y)) = HomSet+
∆
(X × (∆n)♭,Y), and
HomSet∆(∆
n,Map♯(X,Y)) = HomSet+
∆
(X × (∆n)♯,Y).
Let S be a simplicial set. Then amarked S-simplicial set is a marked simplicial set with amorphism
to S♯. We denote their category by (Set+
∆
)/S. Let X,Y ∈ (Set
+
∆
)/S be marked S-simplicial sets.
Then Map♭S(X,Y) ⊆ Map
♭(X,Y) is the simplicial subset on simplices X × (∆n)♭ → Y such that the
postcomposite with the structure map Y → S is the composite of the projection map and the
structure map X × (∆n)♭ → X → S♯. We define Map
♯
S
(X,Y) similarly.
Let Z
p
−→ S be a Cartesian fibration. Then the marked S-simplicial set Z♮ has as marked edges
the p-Cartesian edges. Let X be a marked S-simplicial set. Then Map♭S(X,Z
♮) is a quasi-category,
and Map♯
S
(X,Z♮) is its interior. Let X
f
−→ Y be a morphism of marked S-simplicial sets. Then the
following are equivalent [Lur09, Proposition 3.1.3.3].
(1) For every Cartesian fibration Z→ S, the precomposition map
Map♭S(Y,Z
♮)
◦ f
−→Map♭S(X,Z
♮)
is an equivalence of quasi-categories.
(2) For every Cartesian fibration Z→ S, the precomposition map
Map
♯
S
(Y,Z♮)
◦ f
−→Map
♯
S
(X,Z♮)
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is a homotopy equivalence of Kan complexes.
If these equivalent conditions are satisfied, then we say that f is a Cartesian equivalence. Now using
the Map
♯
S
as mapping spaces, we can equip (Set+
∆
)/S with a left proper, combinatorial, simplicial
model structure as follows [Lur09, Proposition 3.1.3.7, Corollary 3.1.4.4].
(1) The cofibrations are themapswhich aremonomorphisms on the underlying simplicial sets.
(2) The weak equivalences are the Cartesian equivalences.
This is called the Cartesian model structure. Let X → S be a marked S-simplicial set. Then it is a
fibrant object if and only if X ≃ Y♮ for some Cartesian fibration Y → S [Lur09, Proposition 3.1.4.1].
Let X
f
−→ Y be a morphism of Cartesian fibrations over S. Then f is a Cartesian equivalence if and
only if the fibres Xs
fs
−→ YS are categorical equivalences for all s ∈ S [Lur09, Proposition 3.1.3.5].
Let C be a quasi-category. Let E be a collection of edges containing the degenerate edges. Then
(C ,E ) is a marked simplicial set. Let (C ,E ) → D ♮ be a fibrant replacement. Then we call D the
simplicial localization of C with respect to S, and write D = C [E −1].
Note that the full simplicial subcategory of fibrant objects of Set+
∆
is precisely Cat∆∞. Equipping
(Set+
∆
)C[S] with the projective model structure induced by the Cartesian model structure, we get a
Quillen equivalence [Lur09, Theorem 3.2.0.1]
(Set+
∆
)/S
St+
--
⊥ (Set+
∆
)C[S
op]
Un+
mm .
We refer to the functors St+ andUn+ as the straightening and unstraightening functors. LetX
p
−→ S be
a Cartesian fibration, and Sop
f
−→ Cat∞ a presheaf. Then by the (C,N∆)-adjunction, f corresponds
to a simplicial functor C[Sop]
f ♯
−→ Cat∆∞ ⊆ Set
+
∆
. We say that p is classified by f , if p ≃ Un+( f ♯).
2.4. Homotopy limits and descent. Let I andC be 1-categories. Consider the category of diagrams
Fun(I,C). There is a constant functor
const : C→ Fun(I,C).
The right adjoint of the constant functor is the limit functor, when it exists. IfC is a model category,
we may take its right derived functor. In order to do this, we need to equip Fun(I,C) with a model
structure. We would like to do this so that the adjunction const ⊣ lim becomes a Quillen pair. This
requires that the constant functor preserves cofibrations and acyclic cofibrations. With this inmind
we can try to put a model structure on Fun(I,C) where the cofibrations and weak equivalences are
defined objectwise on I. The fibrations are then determined. When it exists this is the injective
model structure on the functor category and we may use it define a right derived functor of the
limit which is known as the homotopy limit, written holim.
We will be interested in the case where C is Set∆ with its Quillen model structure.
Definition 2.1. Let C be a Grothendieck site with products. Given a cover U → T we may form
the Cech nerve U• → T. A simplicial presheaf F is a sheaf if for every cover U → T we have
F (T)  holimF (U•).
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Remark 2.2. This reduces to the ordinary definition in the case of a presheaf of sets. To reconcile
this with the notion of stack, see [Hol, 6.5].
Warning 2.3. Note that this notion does not include stacks, since it only includes functors, not
pseudofunctors.
We want to study descent conditions for presheaves of∞-categories, which in our case will be
maps N(C)op
F
−→ Cat∞. As above, they can be formulated via homotopy limits. In the language of
quasi-categories, it is easy to define these. Let X be a quasi-category. Then x ∈ X is a final object,
if for all y ∈ X, the mapping space MapX(y, x) is contractible. This happens if and only if x ∈ X is
strongly final, that is the restriction map X/x → X is a trivial fibration [Lur09, Corollary 1.2.12.5].
Now let K be a simplicial set, and K
k
−→ X a diagram. Then the limit lim k is simply a final object
in the overcategoryX/k. Note that these are automatically homotopy limits. Dually, we can define
initial objects and colimits.
Following the straightening-unstraightening construction recalled in §2.3, a presheafN(C)op
F
−→
Cat∞ classifies a Cartesian fibration X
p
−→ N(C). More generally, we can replace N(C) with some
simplicial set K. In this case, there is a generalization of the description of the homotopy limit of a
fibrant cosimplicial space [BK72, X,§3] in terms of the quasi-category of Cartesian sections which
we will define now.
Notation 2.4. Let X
p
−→ K be an inner fibration. The quasi-category of sections, denoted Γ(K,X ),
is the pullback
Γ(K,X ) Fun(K,X )
{idK} Fun(K,K).
p◦
Wewill say that a section σ, that is a 0-simplex σ ∈ Γ(K,X ), is Cartesian if σ(e) is Cartesian for each
edge e ∈ K1.
Let us denote by ΓCart(K,X ) ⊂ Γ(K,X ) the full subcategory on Cartesian sections. Then the
limit result is the following. Let X
p
−→ K be a Cartesian fibration classified by a map Kop
k
−→ Cat∞.
Then we have [Lur09, Corollary 3.3.3.2]
lim k = ΓCart(K,X ).
Let L
k
−→ K be a map of simplicial sets. Then we write the pullback L ×K X as p|k, and we write
Γ(k,X ) = Γ(L, p|k) and ΓCart(k,X ) = ΓCart(L, p|k).
Suppose that S ∈ L is a final object. We will usually notation such as L
X•
−→ X to denote sections
so that we can let XS = X.
Recall [Lur09, 4.1.1.1] that a morphism L
k
−→ K of simplicial sets is cofinal if for any right fibration
X → K we have a homotopy equivalence
Γ(K,X)
◦k
−→ Γ(L,X|k).
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An example of a cofinal morphism is the inclusion {S} ֒→ C of a final object of a quasi-category.
This follows from the quasi-categorical version of Quillen’s theorem A, see loc. cit 4.1.3.1.
Lemma 2.5. Let X → K be a Cartesian fibration over a quasi-category. Let S ∈ K be a final object. Then
the natural restriction
ΓCart(K,X)→ XS
is a homotopy equivalence.
Proof. Let XCart ⊆ X be the subcategory generated by Cartesian edges. In other words XCart and X
have the same 0-simplicies. For n > 0, the n-simplices of XCart are those n-simplicies of X whose
edges are Cartesian. Then
XCart → K
is a right fibration by [Lur09, 2.4.2.5]. The result follows from definitions now. 
Definition 2.6. LetX
p
−→ K be a Cartesian fibration, and ∆
op
+
k+
−→ K an augmented simplicial object.
Let us denote the restriction k+|∆
op by k. The restriction map ΓCart(k+,X ) → Γ(k+(−1),X ) is a
trivial fibration by Lemma 2.5. Therefore the zigzag
Γ(k+(−1),X )
≃
←− ΓCart(k+,X )→ ΓCart(k,X )
gives a map Γ(k+(−1),X )
La∗
−−→ ΓCart(k,X ). We say that p satisfies descent along k+, if the functor La∗ is
an equivalence of quasi-categories. Let U
g
−→ T be an edge in K. Then we say that p satisfies descent
along g, if p satisfies descent along the augmented Cˇech nerve Cˇ(g)+.
We will reconcile this definition with Definition 2.1 in Remark 2.7 below. Note also, that as per
our conventions, we have omitted the nerve in our notation in various places, for exampleN(∆op).
Remark 2.7. Let∆
op
+
k+
−→ K be an augmented simplicial object. Let∆
St(p|k)
−−−−→ Cat∞ be the straightening
of p|k. Then the straightening∆+
St(p|k+)
−−−−−→ of p|k+ is a cone over St(p|k), that is a point of (Cat∞)/ St(p|k).
We obtain a functor of quasi-categories
Γ(k+(−1),X )
(La∗)′
−−−→ holim St(p|k).
Descent is usually phrased by asserting that (La∗)′ is a weak equivalence. It is equivalent to
Definition 2.6 as holim St(p|k) ≃ ΓCart(k, p) [Lur09, Corollary 3.3.3.2].
3. Background on quasi-categories of complexes
3.1. Thedg-nerveand theboundedbelowderived category. This construction is from[Lur16, Ch.
1]. We will work exclusively with complexes whose differential has degree +1, so it is worth
recalling the definition in our context here. One can pass from a cohomological complex C• to a
homological complex C• by setting Cn = C
−n.
Given a dg-category C we will denote the (cohomological) mapping complex between a pair
of objects by Hom•(x, y). We may apply our reindexing construction to C to obtain a dg-category
with homological mapping complexes. Lurie’s dg-nerve construction may then be applied to
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this category to obtain a quasi-category. Lets unwind definitions to see what we obtain. The
n-simplicies are pairs ((Xi)0≤i≤n, { fI}I∈str([n])) where
• Xi are objects of C
• str([n]) is the collection of subsets of [n] length at least 2
• fI ∈ Hom
2−|I|(Xmin(I),Xmax(I)).
This data is subject to the condition that for each I ∈ str[n] of the form I = {imin < i1 < . . . im < imax}
we have
d fI =
∑
1≤ j≤m
(−1) j( fI−{i j} − f{i j<...<im<imax} ◦ f{imin<i1...<i j}).
These collections acquire the structure of a simplicial set by defining
α∗(((Xi)0≤i≤n, { fI}I∈str([n]))) = (Xα( j))0≤ j≤m, (gI)I∈str[m])
for an order preserving function α : [m]→ [n] where
gI =

fα(I) if α|I is injective
1Xi |I| = 2 and α(I) = {i}
0 otherwise.
Consider now a Grothendieck abelian category A. We may consider the dg-category Ch+(A)
whose objects are bounded below chain complexes.
For a pair of chain complexes A and B let’s write Homdg(A,B) for the chain complex of maps
between them. In degree p it is
Homdg(A,B)
p =
∏
n
Hom(An,Bn+p).
Given f ∈ Hom(An,Bn+p), the differential is given by the formula d( f ) = dB ◦ f − (−1)p f ◦ dA. The
choice of sign insures that the 0-cycles are chain maps.
Applying the dg-nerve we obtain a quasi-categoryNdg(Ch
+(A)). Wewill be interested in the full
subcategory on complexes of injectives,D+(A) = Ndg(Ch
+(A− inj)) Let’s recall what this simplicial
set looks like.
The n-simplicies consist of pairs ({Ki}, { fI}) where
(1) for 0 ≤ i ≤ nwe have a bounded below chain complex Ii of injectives
(2) for each subset I ⊆ {0, . . . , n} of the form I = {i− < i1 < · · · < im < i+} where m > 0 we have
fI ∈ Homdg(Ii− , Ii+)
2−|I| satisfying the equation
d fI =
∑
1≤ j≤m
(−1) j( fI−{i j} − fi j<···<im<i+ ◦ fi−<i1<···<i j ).
Now the homotopy category of this simplicial set, [Lur09, page 29], is exactly the homotopy
category of bounded below complexes of injectives. This is the ordinary derived category. For this
reason we call D+(A) the bounded below derived quasi-category.
There is a useful description ofmapping spaces in a dg-nerve usingDold–Kan complexes, which
we recall now. LetA be a simplicial abelian group. Then itsMoore complex is the strictly connective
chain complexwith (CA)n = An and d
CA
n =
∑n
k=0(−1)
kdA
k
forn ≥ 0. The normalized chain complex is the
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subcomplexwith (NA)n = ∩
n
k=1
ker dA
k
An ⊆ CAn for n ≥ 0. It turns out that the functor Ab
∆op A 7→NA−−−−−→
Ch≥0(Z) is an equivalence of categories [GJ99, Corollary III.2.3]. It has a canonical quasi-inverse,
the Dold–Kan complex functor. One of its descriptions1 is to make (DKA)n = HomCh(Z)(N∆
n,A),
and let the structure come from the cosimplicial structure of N∆•. It turns out that there exists an
isomorphism of simplicial abelian groups (DKA)n
Ψn
−−→
⊕
[n]։[k] Ak [GJ99, Proposition III.2.2], but
its inverse needs to be constructed via a recursive process, not explicitly. We propose the following
alternative description, based on the fact that, letting (DA)n ⊂ (CA)n denote the subcomplex on
degenerate simplices, the inclusion map induces an isomorphism NA → CA/DA [GJ99, Theorem
III.2.1].
Definition 3.1. For n ≥ 0, the Koszul complex K∆n is the subcomplex K∆n ⊆ C∆n on nondegenerate
simplices.
Remark 3.2. We call this the Koszul complex, since K∆n is the naı¨ve truncation and shift to the
positive part of the Koszul complex K(Zn).
Proposition 3.3. (1) The inclusion map induces an isomorphism K∆n → C∆n/D∆n.
(2) Let A be a strictly connective chain complex. Then for any n ≥ 0, restriction to simplices of the form
{0} ∪ σ for σ ∈ {1, . . . , n} gives an isomorphism HomCh(Z)(K∆n,A)→
⊕
σ∈{1,...,n}A|σ|.
Lemma 3.4. (1) Let C be a dg-category and X and Y objects of C. Then πn(MapNdg(C)(X,Y)) =
H−n(Hom•(X,Y)).
(2) We denote by D≥0(A) the full subcategory on complexes that are acyclic in negative degrees. Let
K ∈ D≥0(A) and J ∈ D+(A). The the canonical morphism to the good truncation
J → τ≥0 J
induces a weak equivalence
Map(τ≥0 J,K)→ Map(J,K)
Proof. The proof of [Lur16, Proposition 1.3.1.17] shows that
πn(MapNdg(C)(X,Y)) = πn(DK τ≥0Hom
−•(X,Y)).
Here DK is the Dold–Kan functor. The result follows from the fact that the Dold–Kan functor
identifies cohomology with homotopy groups.
For the second part, as the mapping space is invariant under equivalence, we may assume that
K is concentrated in non-negative degrees. The result follows easily from the previous part. 
Themost important feature of the quasi-categoryD+(A) is that it is in fact a stable quasi-category,
[Lur16, 1.3].
1By abuse of notation, for a simplicial set K, we will also denote the free simplicial abelian group Z[K] by K.
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3.2. Cotorsion pairs and unbounded complexes. We want to get a presentable fibration opDS →
SchS, because they have a nice theory which we want to use. That is, we want the fibres D(T)
op
to be presentable quasi-categories. Presentable quasi-categories have all small limits and colimits.
Therefore, we will need to consider unbounded complexes. For a morphism of S-schemesU
g
−→ T,
we will also want to get an adjoint pair D(T)
Lg∗
,,
⊥ D(U)
Rg∗
ll . To define these functors, we will
need to restrict to complexes on which the functors g∗ resp. g∗ are homotopical, that is they take
equivalences (which in this setting are exactly the quasi-isomorphisms) to equivalences. That is,
we will need to get functorial dg-flat resp. dg-injective resolutions. To get these, we will employ
two model structures given in [Gil07].
Let G be an abelian category. Let A ,B ⊆ G . Let
A
⊥ = {X ∈ G : Ext1(A,X) = 0 for all A ∈ A }, and ⊥B = {X ∈ G : Ext1(X,B) = 0 for all B ∈ B}.
Then (A ,B) is a cotorsion pair, if A ⊥ = B, and A = ⊥B.
Let T be an S-scheme and let G = OT-Mod. Then we have two important cotorsion pairs:
• (OT-Mod,I ), where I is the class of injective OT-modules, and
• (F ,C ), whereF is the class of flatOT-modules, and C is the class of cotorsionOT-modules.
Let X be a cochain complex in G . Then
(1) X is an A -complex, if it is exact, and ZnX ∈ A for all n. The collection of A -complexes is
denoted by ˜A .
(2) X is a B-complex, if it is exact, and ZnX ∈ B for all n. The collection of B-complexes is
denoted by B˜.
(3) X is a dg-A -complex, if Xn ∈ A for all n, and for every map X
f
−→ B, if B is a B-complex,
then f is nullhomotopic. The collection of dg-A -complexes is denoted by dg ˜A .
(4) X is a dg-B-complex, if Xn ∈ B for all n, and for every map A
f
−→ X, if A is a A -complex,
then f is nullhomotopic. The collection of dg-B-complexes is denoted by dgB˜.
A complex I of OT-modules is called dg-injective, if it is a dg-I -complex. A complex P of
OT-modules is called dg-flat, if it is a dg-F -complex.
If certain conditions are satisfied [Gil07, Theorem 4.12], then we get a model structure on ChG
such that
• the weak equivalences are the quasi-isomorphisms,
• the cofibrations (resp. trivial cofibrations) are the monomorphisms whose cokernels are in
dg ˜A (resp. ˜A ), and
• the fibrations (resp. trivial fibrations) are the epimorphisms whose kernels are in dgB˜
(resp. B˜).
In the case G = OT-Mod, the cotorsion pairs (OT-Mod,I ) and (F ,C ) satisfy these conditions
[Gil07, Corollaries 7.1 and 7.8]. The model structures on Ch(T) we get we call the injective model
structure, and the flat model structure, respectively.
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Notation 3.5. Let T be an S-scheme. We denote by Chqc(T) ⊆ Ch(T) the full sub-dg-category on
complexes of OT-modules with quasi-coherent cohomology. Let Chqc,inj(T),Chqc,fl(T) be the full
sub-dg-categories of dg-injective and dg-flat complexes respectively. Let’s denote their dg-nerves
by D(T) and Dfl(T), respectively. Let’s denote NdgChqc(T) by C h(T).
A pair of functors U : C → D and F : D → C between quasi-categories are adjoint, if there is a
unit transformation u : idD → U ◦ F such that the composition
Map
C
(Fx, y)→Map
D
(U(Fx),U(y))
u
−→ Map
D
(x,U(y))
is a weak equivalence, see [Lur09, 5.2.2.7,5.2.2.8].
The dg-injective resolution functor C h(T)
IT
−→ D(T) will be a left adjoint to the inclusion D(T)→
C h(T). That is, IT will be a localization functor. To show that such a functor exists, it is enough to
show [Lur09, Proposition 5.2.7.8] that every complex E ∈ C h(T) admits a D(T)-localization, that is
there exists a dg-injective complex I ∈ D(T) and a morphism E
q
−→ I such that for all dg-injective
complexes J ∈ D(T), the precomposition map
MapT(I, J)
◦q
−→MapT(E, J)
is a weak equivalence.
Similarly, the dg-flat resolution functor C h(T)
PT
−→ Dfl(T) will be a right adjoint to the inclusion
Dfl(T) → C h(T). To get it, we will need to show that every complex E ∈ C h(T) admits a Dfl(T)-
colocalization, that is there exists a dg-flat complex P ∈ Dfl(T) and a morphism P
r
−→ E such that for
all dg-flat complexes Q ∈ Dfl(T), the postcomposition map
MapT(Q,P)
q◦
−→ MapT(Q,E)
is a weak equivalence.
Proposition 3.6. Let T be an S-scheme. Let E ∈ C h(T). Then E admits a D(T)-localization, and a
Dfl(T)-colocalization.
Proof. Applying Lemma 3.7 in the situation of [Gil07, Corollary 7.8] gives a Dfl(T)-colocalization.
Applying the dual argument of Lemma 3.7 in the situation of [Gil07, Corollary 7.1] gives a D(T)-
localization.

Lemma 3.7. Let A be a class of objects in a Grothendieck category G satisfying the conditions of [Gil07,
Theorem 4.12]. Let B = A ⊥. Let E ∈ Ch(G ). Then there exists a fibrant resolution P
r
−→ E. For any
dg- ˜A complex Q, the postcomposition map between the derived Hom complexes
RHom(Q,P)→ RHom(Q,E)
is a quasi-isomorphism.
Proof. Let K be the kernel of r. Then we get a distinguished triangle K → P → E → in D(T)
[Wei94, Example 10.4.9]. Therefore, we get a long exact sequence
· · · → Extn(Q,K)→ Extn(Q,P)→ Extn(Q,E)→ Extn+1(Q,K)→ · · ·
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By construction, K is a B˜-complex. Therefore, every map Q → K is nullhomotopic. This implies
that Extm(Q,K) = 0 for all m. This proves the claim.

Notation 3.8. Let T be an S-scheme. By Proposition 3.6, we get an injective resolution functor
C h(T)
IT
−→ D(T) with unit map C h(T) × ∆1
qT
−→ C h(T), and a flat resolution functor C h(T)
PT
−→ Dfl(T)
with counit map C h(T) × ∆1
rT
−→ C h(T). We will often drop the subscript T from the notation.
LetU
g
−→ T be a morphism of S-schemes. Then we get a derived pullback functorD(T)
Lg∗=g∗◦PT
−−−−−−−→
D(U) and a derived pushforward functor D(U)
Rg∗=g∗◦IU
−−−−−−−→ D(T).
Proposition 3.9. Let U
g
−→ T be a morphism of schemes.
(1) The derived pullback functor D(T)
Lg∗
−−→ D(U) is left adjoint to the derived pushforward functor
D(U)
Rg∗
−−→ D(T).
(2) The functor Rg∗ restricts to a funtor D
≥n(U)→ D≥n(T).
Proof. (1)We have a natural quasi-isomorphismRHomU(Lg
∗I, J)
α
−→ RHomV(I,Rg∗ J) [Lip09, Propo-
sition 3.2.3], which gives a natural equivalence MapU(Lg
∗I, J)
DK τ≤0α
−−−−−−→ MapV(I,Rg∗ J) [SS03, §4.1].
This shows that (L f ∗,Rg∗) gives an adjoint pair of simplicial categories CD(U)
CL f ∗
--
⊥ CD(T)
CRg∗
mm
[Lur16, Proposition 1.3.1.17]. Therefore, a functor equivalent to L f ∗ is left adjoint to a functor
equivalent to Rg∗ [Lur09, Corollary 5.2.4.5], and that is enough [Lur09, Proposition 5.2.1.4].
(2) Let I ∈ D≥n(U). Then I ≃ τ≥nI. By the Cartan–Eilenberg resolution, we get an injective
complex J such that J ≃ τ≥nI, and Jm = 0 for m < n. Since we have I(I) ≃ J, a zigzag of quasi-
isomorphisms between dg-injective complexes, we get Rg∗I = g∗I(I) ≃ g∗ J. Here, g∗ J ∈ D
≥n(T) by
construction. Therefore, we get Rg∗I ∈ D
≥n(T).

4. Twisted arrow categories and mapping spaces
Let C be an ordinary category. The twisted arrow category of C is the category denoted Tw(C),
whose objects are arrows in C. A morphism in Tw(C) from m′
α′
−→ n′ to m
α
−→ n amounts to a
commutative diagram in C of the form
m′ m
n′ n.
µ
α′ α
ν
Notice that morphisms µ and ν are in opposite directions, so that we have a functor Tw(C) →
C × Cop.
This construction has been made for quasi-categories, see [Lur16, 5.2]. Let us briefly recall it. If
I and J are finite ordered sets we can form the ordered set I ⋆ J. The underlying set of I ⋆ J is the
disjoint union of I and J and the elements of I are placed before those of J in the ordering. If S is
16
a simplicial set, the n simplices of Tw(S) are S([n] ⋆ [n]op). The op is important for the simplicial
structure.
The main application of the twisted arrow category is that it is a right fibration classified by the
mapping space functor. Let C be a quasi-category. Then the canonical map TwC
λ
−→ C × C op is
a right fibration [Lur16, Proposition 5.2.1.3]. That is, it is classified by a presheaf C op × C → S .
Then the corresponding map C → P(C ) is equivalent to the Yoneda embedding [Lur16, 5.2.1.11].
Therefore, we will denote the map C op × C → S by Map
C
.
This can be used to give formulas for mapping spaces in functor categories. Let F,G : K ⇒ X
be functors of quasi-categories. Then we have
MapFun(K,C )(F,G) = lim((TwK)
op λ
op
−−→ Kop × K
Fop×G
−−−−→ X op ×X
Map
X
−−−−−→ S )
[GHN17, Definition 2.5, Proposition 5.1]. Here, by the limit of the functor wemean the limit of the
diagram of spaces (TwX )op
(m
α
−→n)7→Map
X
(Fm,Gm)
−−−−−−−−−−−−−−−−−−→ S .
Based on this result, wewill give formulas for mapping spaces in section categories, Proposition
4.4:
MapΓ(K,X )(F,G) = lim((TwK)
op (m
α
−→n)7→Mapα(Fm,Gn)
−−−−−−−−−−−−−−−−→ S ),
and Cartesian section categories, Proposition 4.12:
MapΓCart(K,X )(F,G) = lim(K
op m 7→Mapm(Fm,Gm)−−−−−−−−−−−−−→ S ).
4.1. Mapping spaces in the section quasi-category.
Remark 4.1. Let L
k
−→ K be a morphism of simplicial sets, and X → K an inner fibration. In the
notation of [Lur09], we have Γ(k,X ) = MapK(L,X ).
Lemma 4.2. Let X
p
−→ K be an inner fibration and F,G ∈ Γ(K,X ) two sections. Then we can form the
fibre product of the maps
TwK
λK
−→ K × Kop
F×Gop
−−−−→ X ×X op and TwX
λX
−−→ X ×X op.
Then the induced map
TwK ×X ×X op TwX
TwK×X ×X opTw p
−−−−−−−−−−−−−−→ TwK ×X ×X op TwK = TwK ×K×Kop TwK
is a right fibration.
Proof. Let n ≥ 1 and 0 < k ≤ n. Let ∆2n+1
mir
−−→ (∆2n+1)op denote the mirror map j 7→ 2n + 1 − j. We
need to solve the lifting problem
Λn
k TwK ×X ×X op TwX
∆n TwK ×K×Kop TwK,
(τ|Λn
k
, σ)
(τ, σ¯)
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that is we need to find∆n
σ˜
−→ TwX such that σ˜|Λn
k
= σ, Tw p◦ σ˜ = σ¯ and λX ◦ σ˜ = (F×Gop)◦λK ◦τ =
(F × Gop) ◦ λK ◦ σ¯. Let’s rephrase this as a lifting problem
P X
∆2n+1 K,
that is let’s find the simplicial subset P ⊆ ∆2n+1 on which the value in X has been fixed. The map
Λn
k
σ
−→ TwX corresponds by construction to a map (Λn
k
) ⋆ (Λn
k
)op → X . The map ∆n
(F×Gop)◦λK◦σ¯
−−−−−−−−−−→
X ×X op corresponds to a map ∆[0,n] ∪∆[n+1,2n+1] → X . Therefore, we have P = ((Λn
k
)⋆ (Λn
k
)op)∪
∆[0,n] ∪ ∆[n+1,2n+1]. Let T be the vertex set of a face of P. Then it is one of the following two types.
(1) We have ([0, n] \ {k}) * T and ([n + 1, 2n + 1] \ {2n + 1 − k}) * T.
(2) We have T ⊆ [0, n] or T ⊆ [n + 1, 2n + 1].
That is, P ⊂ ∆2n+1 is the largest simplicial subset which does not have any of the following faces.
• Faces with vertex set ([0, n] − {k}) ∪ S′ for a nonempty subset S′ ⊆ [n + 1, 2n + 1].
• Faces with vertex set S′′ ∪ ([n + 1, 2n + 1] − {2n + 1 − k}) for a nonempty subset S′′ ⊆ [0, n].
Consider the chain of inclusions
P = P0 ⊂ P1 ⊂ · · · ⊂ Pn+1 = ∆
2n+1,
where Pℓ ⊆ ∆
2n+1 is the largest sub-simplicial set which does not have any of the following faces.
• Faces with vertex set ([0, n] − {k}) ∪ S′ for a subset S′ ⊆ [n + 1, 2n + 1] of size larger than ℓ.
• Faces with vertex set S′′ ∪ ([n+ 1, 2n+ 1]− {2n+ 1− k}) for a subset S′′ ⊆ [0, n] of size larger
than ℓ.
We will solve the lifting problem by ascending this chain one by one. Suppose that we have
already lifted to a map Pℓ → X for some 0 ≤ ℓ ≤ n. Let
{S′ ⊆ [n + 1, 2n + 1] : |S′| = ℓ + 1} = {S′1, . . . , S
′
(n+1ℓ+1)
} and {S′′ ⊆ [0, n] : |S′′| = ℓ + 1} = {S′′1 , . . . , S
′′
(n+1ℓ+1)
}.
Consider the chain of inclusions
Pℓ = P
′
ℓ,0 ⊂ P
′
ℓ,1 ⊂ · · · ⊂ P
′
ℓ,(n+1ℓ+1)
= P′′ℓ,0 ⊂ P
′′
ℓ,1 ⊂ · · · ⊂ P
′′
ℓ,(n+1ℓ+1)
= Pℓ+1,
where P′ℓ,i ⊆ ∆
2n+1 is the largest sub-simplicial set which does not have any of the following faces.
• Faces with vertex set ([0, n] − {k}) ∪ S′
j
for i < j ≤
(n+1
ℓ+1
)
.
• Faces with vertex set ([0, n]− {k})∪S′ for a subset S′ ⊆ [n+ 1, 2n+ 1] of size larger than ℓ+ 1.
• Faces with vertex set S′′ ∪ ([n+ 1, 2n+ 1]− {2n+ 1− k}) for a subset S′′ ⊆ [0, n] of size larger
than ℓ,
and P′′ℓ,i ⊆ ∆
2n+1 is the largest sub-simplicial set which does not have any of the following faces.
• Faces with vertex set ([0, n]− {k})∪S′ for a subset S′ ⊆ [n+ 1, 2n+ 1] of size larger than ℓ+ 1.
• Faces with vertex set S′′
j
∪ ([n + 1, 2n + 1] − {2n + 1 − k}) for i < j ≤
( n
ℓ+1
)
.
• Faces with vertex set S′′ ∪ ([n+ 1, 2n+ 1]− {2n+ 1− k}) for a subset S′′ ⊆ [0, n] of size larger
than ℓ + 1.
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Since the inclusions
P′ℓ,i ⊂ P
′
ℓ,i+1 = P
′
ℓ,i ⊔Λ[0,n]
k
⋆∆
S′
i+1
(∆[0,n] ⋆ ∆S
′
i+1) and P′′ℓ,i ⊂ P
′′
ℓ,i+1 = P
′′
ℓ,i ⊔∆S
′′
i+1⋆Λ[n+1,2n+1]
2n+1−k
(∆S
′′
i+1 ⋆ ∆[n+1,2n+1])
are inner anodyne, the induction step is proven.

Lemma 4.3. Let Y → T be a right fibration. Then Γ(T,Y ) is a Kan complex.
Proof. It is easy to see that Y T → TT is a right fibration. Hence, Γ(T,Y ) is a right fibration over a
point. Hence a Kan complex, [Lur09, Lemma 2.1.3.3]. 
Proposition 4.4. Let X
p
−→ K be an inner fibration between quasi-categories. Let F,G ∈ Γ(K,X ) be two
sections. Then by Lemma 4.2, the induced map TwK ×X ×X op TwX → TwK ×K×Kop TwK is a right
fibration. Therefore, its pullback Z
q
−→ TwK along the diagonal TwK
∆TwK
−−−→ TwK ×K×Kop TwK is also a
right fibration. The right fibration q is classified by the diagram
(TwK)op
(m
α
−→n)7→Mapα(F(m),G(n))
−−−−−−−−−−−−−−−−−−−→ S .
Then the (homotopy) limit of this diagram isMapΓ(K,X )(F,G).
Proof. First, we claim that the induced map HomLFun(K,X )(F,G)
pL
F,G
−−→ HomLFun(K,K)(idK, idK) is a
right fibration. That is, for 0 < k ≤ n, any lifting problem
Λn
k Hom
L
Fun(K,X )(F,G)
∆n HomLFun(K,K)(idK, idK)
pL
F,G
needs to have a solution. But this corresponds to a lifting problem
(Λn
k
⋆ ∆0) ∪ (∆n ⋆ ∅) Fun(K,X )
∆n+1 Fun(K,K).
p◦
As the inclusion (Λn
k
⋆ ∆0) ∪ (∆n ⋆ ∅) = Λn+1
k
⊂ ∆n+1 is inner anodyne, the lifting problems have
solutions.
Thus, the map pL
F,G is a right fibration between Kan complexes and therefore a Kan fibration
[Lur09, Lemma 2.1.3.3op]. Therefore the strict Cartesian square
HomLΓ(K,X )(F,G) HomLFun(K,X )(F,G)
{ididK} Hom
L
Fun(K,K)(idK, idK).
pL
F,G
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is moreover homotopy Cartesian. We have
MapFun(K,X )(F,G) = lim((TwK)
op → Kop × K
Fop×G
−−−−→ X op ×X
Map
X
−−−−−→ S )
[GHN17, Definition 2.1, Proposition 5.1]. By construction, the presheaf (TwK)op → Kop ×K
Fop×G
−−−−→
X op ×X
Map
X
−−−−−→ S classifies the right fibration TwX ×X ×X op TwK → TwK where the pullback
is taken along the composite TwK → K × Kop
F×Gop
−−−−→ X ×X op. Therefore, we get
MapFun(K,X )(F,G) = Γ(TwK,TwX ×X ×X op TwK)
[Lur09, Corollary 3.3.3.4op]. This combines to produce an equivalence
HomLFun(K,X )(F,G) ≃ Γ(TwK,TwX ×X ×X op TwK).
We may apply the same argument with p replaced with idK to produce an equivalence
HomLFun(K,K)(idK, idK) ≃ Γ(TwK,TwK ×K×Kop TwK).
Hence we have a homotopy pullback diagram
MapΓ(K,X )(F,G) Γ(TwK,TwK ×X ×X op TwX )
{∆TwK} Γ(TwK,TwK ×K×Kop TwK).
But we also have the strict pullback diagram
Γ(TwK,Z) Γ(TwK,TwK ×X ×X op TwX )
{∆TwK} Γ(TwK,TwK ×K×Kop TwK).
It sufficess to show that the map
Γ(TwK,TwK ×X ×X op TwX )→ Γ(TwK,TwK ×K×Kop TwK)
is a right fibration. This is because the section categories are Kan complexes by the previous lemma
and [Lur09, 2.1.3.3].
The fact that it is a right fibration follow from follows from Lemma 4.2 and that for 0 < k ≤ n,
the inclusion Λn
k
× TwK → ∆n × TwK is right anodyne [Lur09, Corollary 2.1.2.7].

Corollary 4.5. Let X
p
−→ K be an inner fibration between quasi-categories. Let F,G ∈ ΓCart(K,X ) be two
Cartesian sections. Suppose that Map
Xk
(F(k),G(k)) is contractible for all k ∈ K. Then MapΓ(K,X )(F,G) is
contractible too.
Proof. Let k
e
−→ ℓ be an edge of K. By assumption, Ge is a p-Cartesian edge. Therefore, postcom-
position with it gives an equivalence Mapk(F(k),G(k)) → Mape(F(k),G(ℓ)). Then by the formula of
Proposition 4.4, MapΓ(K,X )(F,G) is a limit of contractible spaces, thus contractible itself.

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4.2. Mapping spaces in the Cartesian section quasi-category. Let X → S be a coCartesian fibra-
tion. In this subsection,X♮will denote themarked simplicial setwithmarked edges the coCartesian
edges.
Lemma 4.6. Let k
e
−→ ℓ be an edge in a quasi-category K. Then e is an equivalence if and only if it is an
initial object of Kk/.
Proof. An n-simplex of (Kk/)e/ is by definition a morphism ∆
n+2 = ∆0 ⋆ ∆0 ⋆ ∆n → K whose
restriction to ∆1 = ∆0 ⋆ ∆0 is e. Hence we have a commutative triangle
(Kk/)e/ Ke/
Kk/,

r s
The vertical maps are obtained by restricting to ∆[n+2]\{1}. The map e is an initial object of Kk/ if and
only if it is a strongly initial object [Lur09, Corollary 1.2.12.5], that is the map r is a trivial fibration.
Unwinding the definitions, the map s has the right lifting property with respect to ∂∆n ⊂ ∆n if and
only if every diagram Λn+2
0
σ
−→ K with σ|∆[0,1] = e extends to ∆n+2. The latter lifting property is
equivalent to e being an equivalence by [Lur09, Proposition 1.2.4.3].

Lemma 4.7. Let X be a quasi-category. Let X♯
q
−→ Y♮ be a coCartesian trivial cofibration in Set+∆. Then Y
is a Kan complex.
Proof. It is automatic that Y is a quasi-category hence it suffices to show that all its edges are
equvialences. First note that the coCartesian edges in Y (over a point), are exactly the equivalences.
It follows thatMap♯(X♯, (Y≃)♯) =Map♯(X♯,Y♮). Therefore, since q ∈Map♯(X♯,Y♮) =Map♯(X♯, (Y≃)♯),
and the precompositionmapMap♯(Y♮, (Y≃)♯)
◦q
−→Map♯(X♯, (Y≃)♯) is a homotopy equivalence of Kan
complexes, there exists Y
f
−→ Y≃ together with a homotopy f q ∼ q. Since the precomposition map
Map♯(Y♮,Y)
◦q
−→ Map♯(X♯,Y♮) is a homotopy equivalence, this implies that there exists a homotopy
f
H
−→ idY in Map
♯(Y♮,Y♮). But then for all edges x
e
−→ y in Y, we get a homotopy commutative
square in Y:
x f (x)
y f (y)
Hx
≃
e f (e)≃
Hy
≃
showing that e is an equivalence.

Lemma 4.8. Let y ∈ Y be a vertex in a Kan complex. Then the undercategory Yy/ is contractible.
Proof. Consider a lifting problem
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∂∆n Yy/
∆n.
It corresponds to a lifting problem
Λn+1
0 Y
∆n+1,
which has a solution as Y is a Kan complex.

Lemma 4.9. Let X be a quasi-category. Suppose that it has an initial object x ∈ X. Let X♯
q
−→ Y♮ be a
coCartesian trivial cofibration in Set+
∆
. Then q(x) ∈ Y is an initial object.
Proof. Since x ∈ X is initial, it is strongly initial [Lur09, Corollary 1.2.15.5], that is the restriction
mapXx/
rX
−→ X is a trivial fibration. Therefore, it has a sectionX
sX
−→ Xx/ such that idXx/ ∼ sXrX. Since
the quasi-category Y is a Kan complex by Lemma 4.7, so is the undercategory Yq(x)/. Therefore,
the induced map Xx/
qx/
−−→ Yq(x)/ takes all edges into equivalences, and therefore it induces a map
(Xx/)
♯ qx/−−→ (Yq(x)/)
♮. Therefore, as the postcompositionmapMap♯(Y♮, (Yq(x)/)♮)
◦q
−→Map♯(X♯, (Yq(x)/)♮)
is a homotopy equivalence, there exists a map Y
sY
−→ Yq(x)/ and a homotopy sYq ∼ qx/(sX)
♯. Since
we have
rYsYq ∼ rYqx/(sX)
♯ = q(rX)
♯(sX)
♯ = q,
we get a homotopy rYsY ∼ idY. Moreover, as the space Yq(x)/ is contractible by Lemma 4.8, the
canonical map Yq(x)/
p
−→ ∗ has a section ∗
i
−→ Yq(x)/ together with a homotopy idYq(x)/ ∼ ip. Therefore,
we have a homotopy
sYrY ∼ ipsYrY = ip ∼ idYq(x)/ .
Therefore, rY is a homotopy equivalence, and thus it is a weak equivalence. Since it is moreover
a left fibration, it is a trivial fibration. This shows that q(x) ∈ Y is strongly initial, and thus it is an
initial object.

Lemma 4.10. Let K be a quasi-category. Let ν˜ denote the collection of edges of (TwK)op given by diagrams
in K of the form
m m
n′ n.
idm
α′ α
ν
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Let ((TwK)op, ν˜)
q
−→ H be a coCartesian trivial cofibration in (Set+
∆
)/Kop with source the restriction map
((TwK)op, ν˜)
r
−→ (Kop)♯ and target a coCartesian fibration H♮
p
−→ (Kop)♯. Then H♮
p
−→ (Kop)♯ is a trivial
coCartesian fibration.
Proof. It will be enough to show that the fibres of H
p
−→ Kop are contractible [Lur09, Proposition
3.1.3.5]. Fix m ∈ Kop. Note that the fibre r−1(m) = ((TwK)op, ν˜)m = (Km/)♯ by construction. The
fibre (Km/)
♯ qm−→ Hm is a trivial coCartesian cofibration in Set
+
∆. By Lemma 4.6, idm ∈ Km/ is an
initial object. Then by Lemma 4.9, Hm has an initial object y ∈ Hm. That is, the restriction map
(Hm)y/ → Hm is a trivial fibration. But by Lemma 4.7,Hm is a Kan complex. Therefore, so is (Hm)y/.
Then by Lemma 4.8, (Hm)y/ is contractible. Therefore, Hm is contractible as claimed.

Lemma 4.11. Let X
p
−→ K be an inner fibration over a quasi-category. Let F,G ∈ Γ(K,X ) be two sections.
Suppose that G is a Cartesian section. Then the map (TwK)op
f :α 7→Mapα(Fm,Gn)
−−−−−−−−−−−−−→ S takes a diagram ν′ ∈ ν˜:
m m
n′ n.
idm
α′ α
ν
to an equivalence.
Proof. As shown in the Proof of Proposition 4.4, the map f classifies the right fibration Z → TwK
that is the pullback of TwK ×X ×X op TwX
q
−→ TwK ×K×Kop TwK along TwK
∆
−→ TwK ×K×Kop TwK,
where q itself is the pullback of TwX
λ
−→ X ×X op along TwK
λ
−→ K×Kop
(F,Gop)
−−−−→ X ×X op. Since λ
corresponds toX op
h•
−→ Fun(X ,S ) [Lur16, Proposition 5.2.1.11], themap (TwK)op
α 7→Map
X
(Fm,Gn)
−−−−−−−−−−−−−→
S takes ν′ to the postcomposition map Map
X
(Fm,Gn)
Gν◦
−−→ Map
X
(Fm,Gn′). Therefore, its re-
striction f takes ν′ to the postcomposition map Mapα(Fm,Gn)
Gν◦
−−→ Mapα◦ν(Fm,Gn′), which is an
equivalence as G is a Cartesian fibration.

Proposition 4.12. Let X
p
−→ K be an inner fibration over a quasi-category. Let F,G ∈ ΓCart(K,X ) be two
Cartesian sections. Then we have
MapΓCart(K,X )(F,G) ≃ lim(K
op m 7→Mapm(Fm,Gm)−−−−−−−−−−−−−→ S ).
Proof. Consider the diagram
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(TwK)op ((TwK)op, ν˜) S
H
Kop. S × Kop
i f
′
f : (m
α
−→ n) 7→Mapα(Fm,Gn)
q
qi
t
( f ′, r)
(g′, p)
(g, id)
pr
p
Here, i is the map given by the identity, and q is a coCartesian trivial cofibration in (Set+∆)/Kop
between the restriction map ((TwK)op, ν˜)
r
−→ (Kop)♯ and a coCartesian fibration H
p
−→ (Kop)♯. Since
by Lemma 4.11, f takes the ν′ ∈ ν˜ to equivalences, we have f = i f ′. Since p is a coCartesian
trivial fibration by Lemma 4.10, it has a section t. This shows that t is co-marked anodyne, and
thus left anodyne. We claim that qi is also left anodyne. Let X
π
−→ S be a left fibration. Then it
is a coCartesian fibration. Therefore, X♯ = X♮
π♯
−→ S♯ is a coCartesian fibration. Consider a lifting
diagram
(TwK)op X♯
(TwK)op[ν˜]
H S♯.
a
a′
q
i
π♯c
b
Since every edge of X♮ is marked, a gives a′. Since q is co-marked anodyne, we get c such that
cq = a′ and π♯c = b. But then cqi = a and π♯c = b shows that qi has the left lifting property with
respect to π.
Since the precomposition map Map♯(H♮, (S × Kop)♮)
◦q
−→ Map♯(((TwK)op, ν˜), (S × Kop)♮) is a
homotopy equivalence, there exists a map H
(g′,p)
−−−→ S × Kop together with a homotopy (g′, p)q ∼
( f ′, r). Let g = g′t. We know that a map is left anodyne if and only if it is final [Lur09, Proposition
4.1.1.3 (4)]. That is, the maps qi and t are final. Then, using Proposition 4.4, we get
MapΓ(K,X )(F,G) = lim( f ) = lim( f
′i) = lim(g′qi) = lim(g′) = lim(g).

Remark 4.13. Let m ∈ Kop. Then the homotopy ( f ′,pr) ∼ (g′, p)q gives a homotopy f ′ ∼ g′q.
Moreover, as t is a section of the coCartesian trivial fibration p, we get a homotopy pt ∼ idH.
Therefore, from m = r(idm) = p(q(idm)), we get a homotopy t(m) ∼ q(idm). This gives
g(m) = g′(t(m)) ≃ g′(q(idm)) ≃ f
′(idm) =Mapm(Fm,Gm).
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5. The construction of opDS
In this section, we relativize the dg-nerve construction [Lur16, Construction 1.3.1.6] to give a
presentable fibration over SchS, which is classified by the functor Sch
op
S
T 7→D(T)op
−−−−−−−→ Cat∞.
Construction 5.1. Let opDS denote the simplicial set with n-simplices tuples (σ, (Ki)i∈[n], ( fI)I⊆[n]),
where
(1) σ = (Ti, ti j) is an n-simplex in the nerve of the category SchS. That is, for each 0 ≤ i ≤ n, Ti
is an S-scheme, and for each 0 ≤ i < j ≤ n, ti j is a morphism of S-schemes Ti → T j such that
for each 0 ≤ i < j < k ≤ n, we have ti j = t jkti j.
(2) For each 0 ≤ i ≤ n,Ki is a complex of injectiveOTi-moduleswith quasi-coherent cohomology
sheaves.
(3) For each I = {i− < i1 < · · · < im < i+} ⊆ [n] with m ≥ 0, we have fI ∈ RHom
m
Ti−
(Lt∗
i−i+
Ki+ ,Ki−)
such that
d fI =
∑
1≤ j≤m
(−1) j( fI−{i j} ◦ (t
∗
i−i+
rLt∗
i ji+
Ki+
) − f{i−,...,i j} ◦ (Lt
∗
i−i j
f{i j,...,i+})).
Let [m]
α
−→ [n] be a morphism in ∆. Then the corresponding map (opDS)n
α∗
−→ (opDS)m is defined
as
(σ, (Ki)i∈[n], ( fI)I⊆[n]) 7→ (σ ◦ α, (Kα( j)) j∈[m], (gJ)J⊆[m]),
where
gJ =

fα(J) α|J is injective,
idIi |J| = 2 and α(J) = {i},
0 else.
We need to check that this makes sense, in other words the third condition in the constructions
holds. To see this, observe that any α can be factored into coface and codegeneracy maps, hence
it suffices to check the condition for those. In the case, of a coface map, we will always be in the
situation where α|J is injective, hence the condition for gJ boils down to the same condition for fJ .
Now consider the case where α : [n + 1] → [n] is a degeneracy with α(i) = α(i + 1). We may
assume that both i, i+ 1 ∈ J otherwise we will be in the injective situation. Then gJ = 0. In the sum,
all terms of the form
g{i−,...,i j} ◦ (Lt
∗
i−i j
g{i j ,...,i+})
will vanish due to non-injectivity of the restricted morphism. Exactly two of the terms gJ−i j will
not vanish but will occur with opposite sign.
Let opDS
p
−→ SchS denote the forgetful map.
Remark 5.2. We put the op in the notation to avoid confusion as the fibres opD(T) are indeed
the opposite categories of the derived category D(T). To see this, note that the dg-nerve functor
[Lur16, Proposition 1.3.1.20] commutes with opposites. We will write DS = (
opDS)
op.
Notation 5.3. For each integer n we can consider full subcategories opD≤n
S
(resp. opD≥n
S
) of opDS
on complexes with cohomology in degrees at most (resp. at least) n.
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Given a simplicial set S and a pair of 0-simplicies s, t ∈ S0 recall the definition of the right
mapping space HomR(s, t) from [Lur09, page 27]
Proposition 5.4. Let (U, J), (T, I) ∈ opDS be 0-simplices. Then we have
HomRopDS ((U, J), (T, I)) 
⊔
U
g
−→T
DK τ≤0 RHomU(Lg
∗I, J).
Proof. This is a direct generalization of [Lur16, Remark 1.3.1.12]. Let ∆n+1
λ
−→ opDS be an n-simplex
of HomRopDS ((U, J), (T, I)).
Given a pair of integers 0 ≤ i < j ≤ n + 1 there is an induced morphism δi j : ∆1 ֒→ ∆n+1 induced
by the inclusion [1] ֒→ [n+ 1] with image {i, j}. Let g = p ◦λ ◦ δn,n+1, a morphism of schemes. Then
by construction, for 0 ≤ i < j ≤ n + 1, we have
p ◦ λ ◦ δi j =

idU j < n + 1
g j = n + 1.
This shows that by construction we have
HomSet∆(∆
n,HomRopDS ((U, J), (T, I))) 
⊔
U
g
−→T
HomCh(Z)(NZ∆
n,RHomU(Lg
∗I, J))
=
⊔
U
g
−→T
HomAb∆(Z∆
n,DK τ≤0 RHomU(Lg
∗I, J))

⊔
U
g
−→T
HomSet∆(∆
n,DK τ≤0 RHomU(Lg
∗I, J)).

Notation 5.5. Let U
g
−→ T be a morphism of schemes, I ∈ D(T), and J ∈ D(U). Then we let
HomRopDS,g(J, I) = Hom
R
opDS
(J, I) ×HomRSchS (U,T)
{g}.
If C is an ∞-category, the largest sub-Kan complex of C , denoted C ≃ is called the interior of C .
If C is the nerve of an ordinary category, then its interior is the nerve of the largest subgroupoid
in C . In the case of a Cartesian fibration D → N we may take the subcategory on Cartesian edges
DCart → N and obtain a right fibration. The fibers are now Kan complexes, see [Lur09, 2.1.3].
Corollary 5.6. Let X
f
−→ S be a flat morphism of schemes. Then by construction, the 1-category D♭pug(X/S)
[Lie06, §2.1] is equivalent to the 1-truncation of the interior of the full subcategory of f∗DX on universally
gluable S-perfect complexes.
Wewill call amap f : X → Y of simplicial sets a presentable fibration if it is an inner fibration that is
both Cartesian and coCartesian, see [Lur09, Ch. 2], and its fibres are presentable quasi-categories.
Lemma 5.7. The map opDS
p
−→ SchS is an inner fibration.
Proof. For n ≥ 2 and 0 < k < n, consider a lifting problem
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Λn
k
opDS
∆n SchS.
(σ|Λn
k
, (Ki)i∈[n], ( fI)∆I⊆Λn
i
)
σ = ((Ti)i∈[n], ( fi j)0≤i< j≤n)
Note that an n-simplex of SchS amounts to a sequence of schemes and maps
T0
f01
−−→ T1
f12
−−→ T2
f23
−−→ · · · → Tn.
The dotted arrow in the diagram amounts to giving the data of fI for I = {i− < i1 < . . . < i+} as
in (5.1). There are two possibilities, either i− = 0 or otherwise. When i− , 0 then the data of fI is
determined by the factorisation ∆{1,2,...,n} ⊆ Λn
k
⊆ ∆n as the horn is inner.
The upshot is that the original lifting problem reduces to problem of the form
Λn
k
Ndg(Ch(T0)).
∆n,
((L f ∗
0i
Ii)i∈[n], (L f ∗0i− fI)∆I⊆Λni
)
Such a problem has a solution by [Lur16, Proposition 1.3.1.10].

Lemma 5.8. Let U
g
−→ T be a morphism of S-schemes, and I a complex of injective OT-modules. Then an
edge in opDS corresponding corresponding to a morphism Lg
∗I
q
−→ J is Cartesian precisely when τ≤0q is a
quasi-isomorphism.
Proof. Let V
h
−→ U be a morphism of schemes and K ∈ D(V). Then as the precomposition map
RHomV(Lh
∗Lg∗I,K)
◦h∗rLg∗I
←−−−−− RHomV(L(gh)
∗I,K) is a quasi-isomorphism between dg-injective com-
plexes, it has a section s. Let us define a section t of the restriction map
HomRopDS ,h(K, J) = (
op
DS)/J ×opDS×(SchS)/U {(K, h)} ← (
op
DS)/q ×opDS×(SchS)/g {(K, (V
h
−→ U
g
−→ T))}
by mapping ∆n → HomRopDS ,h(K, J) defined by ∆
n+1 (σ,(Ki),( fI))−−−−−−−→ opDS to ∆
n+2 (σ¯,(K¯i),( f¯I))−−−−−−−→ opDS, which is
defined as follows.
(1) We have σ¯ = (V
id
−→ V → · · · → V
h
−→ U
g
−→ T).
(2) We have K¯0 = · · · = K¯n = K, K¯n+1 = J, and K¯n+2 = I.
(3) (a) If I ⊆ [0, n + 1], then f¯I = fI.
(b) We have f¯{n+1,n+2} = q.
(c) If [n, n + 2] ⊆ I, then f¯I = 0.
(d) If {n + 2} ⊂ I ⊆ [0, n] ∪ {n + 2}, then f¯ = s( fI∪{n+1}\{n+2} ◦ Lh∗q).
Then we get a commutative diagram
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MapV(Lh
∗ J,K) MapV(Lh
∗Lg∗I,K) MapV(L(gh)
∗I,K)
HomRopDS,h(K, J) (
opDS)/q ×opDS×(SchS)/g {(K, (V
h
−→ U
g
−→ T))} Hom
R
opDS,gh
(K, I)
◦Lh∗q DK τ≤0s
≃
 
t
≃
res
where the vertical maps are components of the isomorphisms of Proposition 5.4.
If τ≤0q is a quasi-isomorphism, then so is RHomV(Lh∗ J,K)
◦Lh∗q
−−−→ RHomV(Lh
∗Lg∗I,K). Thus
the map MapV(Lh
∗ J,K)
◦DK τ≤0Lh∗q
−−−−−−−−−→ MapV(Lh
∗Lg∗I,K) is an equivalence [SS03, §4.1]. This in turn
implies that the restriction map (opDS)/q ×opDS×(SchS)/g {(K, (V
h
−→ U
g
−→ T))} → HomRopDS ,gh(K, I) is an
equivalence too. This shows that q gives a p-Cartesian edge of opDS [Lur09, Proposition 2.4.4.3].
On the other hand, suppose that q gives a p-Cartesian edge of opDS. Then for all K ∈ D(U), the
map MapV(J,K)
◦DK τ≤0q
−−−−−−−→ MapV(Lg
∗I,K) is an equivalence. Therefore, DK τ≤0q is an equivalence.
This implies that τ≤0q is a quasi-isomorphism.

LetU
g
−→ T be amorphismof S-schemes. Since opDS
p
−→ SchS is a Cartesian fibration, its restriction
opDS|g→ ∆
1 is classified by a functor of quasi-categories D(T)op
g∗op
DS
−−−−→ D(U)op. We want to show
that this functor is equivalent to the oppositeD(T)op
(Lg∗)op
−−−−→ D(U)op of the derived pullback functor
we have constructed in Notation 3.8. We will show this by showing that the Cartesian fibration
p|g is equivalent to the opposite of the relative nerve of (Lg∗)op. That is a Cartesian fibration over
∆1, which is classified by g∗opDS
[Lur09, Corollary 3.2.5.20].
Let C be a 1-category. Let’s recall the construction of the opposite NF(C)
op of the relative nerve
of a functor Cop
F
−→ Set∆. For a finite linearly ordered set J, a simplex ∆
J → NF(C)
op is given by the
following data.
(1) A diagram J
σ
−→ C,
(2) and for each ∅ , J′ ⊆ J with min J′ = j′, a map of simplicial sets ∆J
′ τ(J′)
−−−→ F(σ( j′)), such that
(3) for each ∅ , J′′ ⊆ J′ ⊆ J with min J′ = j′ and min J′′ = j′′, the diagram
∆J
′′ F(σ( j′′))
∆J
′ F(σ( j′)
τ(J′′)
F(σ( j′ → j′′))
τ(J′)
is commutative.
The face and degeneracy maps can be given by precomposition.
Lemma 5.9. Let U
g
−→ T be a morphism of S-schemes. Then the restriction opDS|g is classified by
D(T)op
(Lg∗)op
−−−−→ D(U)op.
Proof. Let’s write down the opposite relative nerve of F : (∆1)op
D(T)op
(Lg∗)op
−−−−−→D(U)op
−−−−−−−−−−−−−−−−→ Set∆. A simplex
∆J → (NF∆
1)op is given by the following.
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(1) A map J
σ
−→ [1],
(2) and for ∅ , J′ ⊆ J,
(2a) a simplex ∆J
′ τ(J′)
−−−→ D(U)op if 0 ∈ σ(J′), and
(2b) a simplex ∆J
′ τ(J′)
−−−→ D(T)op if 0 < σ(J′), such that
(3) for ∅ , J′′ ⊆ J′ ⊆ J,
(3a) if 0 ∈ σ(J′′) or 0 < σ(J′), then we have τ(J′′) = τ(J′)|∆J
′′
, and
(3b) if 0 ∈ σ(J′) \ σ(J′′), then we have Lg∗ ◦ τ(J′′) = τ(J′)|∆J
′′
.
For ∅ , J′ ⊆ J, let τ(J′) = (σ|J′, (Ii), ( fJ′′). One can check that (σ, (Ii), ( fJ′)) gives a J-simplex of
opDop|g, and that this assignment gives an isomorphism (NF∆
1)op  opDS|g.

Proposition 5.10. The map opDS
p
−→ N(SchS) is a presentable fibration.
Proof. ByLemma5.7, p is an inner fibration. Moreover, by Lemma5.8, it is a Cartesian fibration. Let
U
g
−→ T be a morphism of S-schemes. Then by Lemma 5.9, the pullback map over g is equivalent
to Lg∗. This functor admits a right adjoint by Proposition 3.9. Moreover, the fibres are indeed
presentable [Lur16, Proposition 1.3.5.21]. Therefore, p is a presentable fibration [Lur09, Proposition
5.5.3.3].

Corollary 5.11. The simplicial set opDS is a quasi-category.
Proof. We know that N(SchS) is a quasi-category, indeed it is a category. The relevant lifting
problem is then solved by first lifting to schemes then applying the proposition. 
6. Descent and the stack RH om
Proposition 6.1. Let K be a small simplicial set. Let K
k
−→ SchS be a diagram of S-schemes. Then Γ(k, opDS)
and ΓCart(k, opDS) are presentable stable quasi-categories.
Proof. These section categories are in fact quasi-categories via 5.11.
Recall that opDS
p
−→ N(SchS) is a presentable fibration, see Proposition 5.10. If follows that the
category of functors Fun(K, opDS) is presentable by [Lur09, 5.5.3.6], for any small simplicial set K.
It follows that the category of sections Γ(k, opDS) is presentable by [Lur09, 5.5.3.17]. The subquasi-
category ΓCart(k, opDS) ⊂ Γ(k, opDS) is an accessible localization of a presentable quasi-category
[Lur09, Proposition 5.5.3.17].
It remains to show that the categories are in fact stable.
Firstly observe that there is a 0-section, denoted 0 ∈ Γ(k, opDS) It sends a simplex σ = (Ti, ti j) ∈
N(SchS) to the data (σ, 0i, (0I)I⊆[n]) where 0i is the zero complex on Ti and 0I is the zero morphism
of degree |I| − 2.
It follows from 5.8 that this section lies inside ΓCart(k, opDS). The zero section is a zero object by
Corollary 4.5.
As these section categoires are presentable they have small colimits. By [Lur09, 5.5.2.5] these
quasi-categories have small limits. It follows that these section categories have fibers and cofibers.
We need to show that these two concepts agree, see [Lur16, Ch. 1].
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The fibers of p : opDS → N(SchS) are the usual derived quasi-categories, see 1.3 loc. cit, which
are known to be stable. As fibers and cofibers agree pointwise they agree in the section categories
by [Lur09, 5.1.2.2].
The looping and delooping functors amount to shifts. Hence Cartesian sections are closed under
delooping and looping.

IfX is a stable quasi-category then a t-structure onX amounts to a t-structure on its homotopy
category. In other words a t-structure on X amounts to two full subcategories X≥0 and X≤0 that
produce t-structures on τ1X .
Recall in (5.3)we introduced subcategories opD≤0
S
and opD≥0
S
of opDS. Wewould like to show that
taking Cartesian sections into these subcategories indeed produces a t-structure on ΓCart(k, opDS)
for appropriate choice of diagram k. As we do not have a good description of the homotopy
category of ΓCart(k, opDS) we need some other tools to obtain a t-structure on it.
The subcategories X≥n are localisations of X . Localisations are characterised by sets of mor-
phisms with respect to which we are localising, see [Lur09, 5.5.4.2, 5.5.4.15]. Lets briefly recall
some of these ideas.
Let A ⊆ X be a set of morphisms (i.e edges). An object Z ∈ X0 is said to be A-local if for each
a : X → Y in Z the induced morphism
Map
X
(Y,Z)→ Map
X
(X,Z)
is a weak equivalence. Let X ′ be the full subcategory on the A-local object. Then X ′ is a
localisation of X , in other words the inclusion X ′ ֒→ X has a left adjoint.
For each S-scheme T, the fiber of opDS over T is the opposite of the usual derived ∞-category
which has a t-structure. Let A be the collection of edges of the form I → τ≥0I as I and T vary.
Recall that opD≥0
S
is the full subcategory of opDS spanned by those complexes whose negative
cohomology vanishes.
Lemma 6.2. In the notation above, a complex K• is A-local if and only if K ∈ opD≥0
S
. Hence the inclusion
opD
≥0
S
֒→ opDS has a left adjoint.
Proof. Lets start by assuming that K ∈ opD≥0
S
is complex of injectives on a scheme U. We need to
show K is A-local.
In view of this, fix the truncation map I → τ≥0I of a complex of injective OT-modules with
quasi-coherent cohomology on a scheme T and a morphism g : U → T. Then
Map(Lg∗τ≥0I,K) ≃Map(τ≥0I,Rg∗K) see (3.9)
≃Map(I,Rg∗K)
≃Map(Lg∗I,K).
To complete the proof we need to show that every complex with a negative cohomology sheaf
is not A-local . Suppose that I ∈ D(T) has HiI , 0 for some i < 0. Let J be an injective resolution of
OT. Then the map
HiI = π0Map(J[i], I)
π0(◦τ≥0)
−−−−−−→ π0Map(τ
≥0 J[i], I) = 0
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is not a bijection, thus I is not A-local. 
We are now in a position to equip the category of Cartesian sections with a t-structure. As we
do not have a good handle on the homotopy category of the category of Cartesian sections, we
will make use of the following proposition from [Lur16].
Proposition 6.3. Let C be a stable ∞-category. Let i : C ′ ֒→ C be a full subcategory with localisation
functor L : C → C ′. Then the following conditions are equivalent.
(1) C ′ is closed under extensions.
(2) For each A,B ∈ C0, the natural map
Ext1(LA,B)→ Ext1(A,B)
is injective.
(3) The full subcategories C ≥0 = {A|LA ≃ 0} and C ≤−1 = {A|LA ≃ A} determine a t-structure on C .
Proof. This is proposition 1.2.1.16 of loc. cit. 
Proposition 6.4. Let K
k
−→ SchS be a diagram of S-schemes. Then ΓCart(k, opDS) is a presentable stable
category. Furthermore (ΓCart(k, opD
≥0
S
), ΓCart(k, opD
≤0
S
)) is an accessible left complete t-structure.
Proof. First note that Γ(k, opDS) ⊇ ΓCart(k, opDS) is a localisation by [Lur09, 5.5.3.17]. We claim
that the localization map Γ(k, opDS) → ΓCart(k, opDS) is left exact. It will be enough to show
that ΓCart(k, opDS) ⊂ Γ(k, opDS) is closed under delooping [Lur16, Lemma 1.1.3.3 and Proposition
1.4.4.9]. But as we have seen in 5.8, an edge in opDS is Cartesian precisely when if it is given by a
quasi-isomorphism Lg∗I → J. This is stable under translation, which proves the claim.
Given I ∈ ΓCart(k, opD
≥0
S
) there is an edge I → τ≥0I which we can complete to a fiber sequence
I′ → I
τ≥0
−−→ I′′.
as the Cartesian section category is stable, (6.1). Now by Corollary 4.5, MapΓCart(k,opDS)(I
′, I′′) is
contractible. The second criterion of (6.3) is now verified. We thus have a t-structure.
To show left completeness, it is enough to show that ∩nΓCart(k, opD
≥n
S
) only has zero objects. It
only contains Cartesian diagrams of cohomologically trivial sheaves, thus pointwise zero objects,
which proves the claim.

Given a stable infinity category with a t-structure (D ,D≥0,D≤0) we can form its heart, D♥ =
D≥0 ∩ D≤0. It is equivalent to the nerve of an ordinary abelian category. In the case where our
diagram k is in fact the Cech nerve of a cover U → T, so k : N(U•/T) → SchS, it is in fact the
category of descent data for a quasi-coherent sheaf on T. Hence it is equivalent to the category of
quasi-coherent sheaves on T, denoted QCoh(T).
In the situation where the heart is Grothendieck abelian category, we can now ask if the original
stable quasi-category is the derived quasi-category of this abelian category. This is answered by
the following result:
31
Proposition 6.5. Let (D ,D≥0,D≤0) be a stable ∞-category with a right complete t-structure. Suppose
further that D♥ is a Grothendieck abelian category. Then there is a functor F : D+(D♥)→ D extending the
inclusion of the heart inside D , which is unique up to a contractible space of equivalences. Moreover, the
following are equivalent.
(1) The functor F is fully faithful.
(2) For every pair of objects X, I ∈ D♥, if I is injective, then Exti
D
(X, I) = 0 for i > 0.
Further, if these conditions are satisfied the essential image of F is the full subcategory ∪n∈ZD≥−n.
Proof. This is [Lur16, 1.3.3.7]. 
For a cosimplicial abelian group A•, we let πs(A) = Hs(A,
∑
(−1)idi).
Theorem 6.6. The Cartesian fibration opD+
S
→ SchS satisfies fppf descent.
Proof. Let U
g
−→ T be an fppf covering over S. Let N(∆op)
k
−→ SchS denote its Cˇech nerve. Let
C = ΓCart(k, opDS). By Proposition 6.4, we can apply Proposition 6.5. By descent for quasi-coherent
sheaves, we have (C op)♥ ≃ QCoh(T). By applying Proposition 6.5 to C op, it is enough to show
that for M, I ∈ QCoh(T) with I injective, we have Exti
C op
(M, I) = 0 for i > 0. By Proposition 4.12,
Map
C op
(M, I) is the total complex of a cosimplicial space m 7→ MapUm(MUm , IUm). Therefore, we
can apply the Bousfield–Kan spectral sequence to calculate Exti
C op
(M, I) = π0MapC op(M, I[i]). We
have [GJ99, VIII, Proposition 1.15]
Es,t
2
= πsπtMapU•(MU• , IU•[i]) = π
s Ext0U•(MU• , IU•[i − t]).
We can see that these terms vanish for i , t. Therefore, we have
Es,t
2
=

πs Ext0U•(MU• , IU•) t = i
0 t , i.
ButwehaveEs,t
2
⇒ πt−sTotMapU•(MU• , IU•[i]). Therefore, Ext
i
C op
(M, I) = π0TotMapU•(MU• , IU•[i]) =
0 as we wanted.

Corollary 6.7. For any S-scheme T, we have a natural equivalence D+(T)→ QC+(T) [BZFN10, §3.1]
We refer the reader to loc. cit. for a definition of QC+(T).
Construction 6.8. Let X → K be a Cartesian fibration. Suppose that K is a quasi-category with a
final object S ∈ K. Let I, J ∈ X (S). Then by Lemma 2.5, there exists a Cartesian section K
I•
−→ X
with IS = I. We can then form themapping prestack as the left vertical arrow in the pullback diagram
M ap
X
(I, J) X /J
K X .
I•
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Note that as M ap
X
(I, J)→ K is a right fibration, it can be straightened to the presheaf
T 7→ Map
X
(IT, J) ≃MapX (T)(IT, JT).
In the case of the Cartesian fibration opDS → SchS, we write
opRH omS(J, I) = M apopDS(I, J). By
Theorem 6.6, it is a stack.
Remark 6.9. Note that by Lemma 2.5, the restrict to Smap ΓCart(K,X )→ X (S) is a trivial fibration.
Therefore, M ap
X
(I, J) does not depend on the choice of I• up to equivalence.
7. An explicit construction of loop groups in∞-topoi
Let E ∈ D(S)+ be a bounded below complex of OS-modules. In this subsection, we give a
description of the loop groupΩ(E, (D+
S
)≃). We will give a general construction for a pointed object
∗
x
−→ X in an∞-topos X .
By definition, an∞-topos is a left exact localization of a presheaf categoryP(C ) of a small quasi-
category C [Lur09, §6.1]. We will use the following equivalent description [Lur09, Proposition
5.1.1.1]. The simplicial overcategory (Set∆)/C can be equipped with the contravariant model
structure, the fibrant objects of which are exactly the right fibrations [Lur09, Corollary 2.2.3.12].
Then the presheaf quasi-category P(C ) = Fun(C op,S ) is equivalent to the categorical nerve
P′(C ) of the full simplicial subcategory of (Set∆)/C on fibrant objects. Therefore, we will represent
the objects in the ∞-topos X as right fibrations X → C . In this description, a pointed object is a
section C
x
−→ X.
The loop group Ω(x,X ) is the Cˇech nerve of C
x
−→ X [Lur09, below Proposition 6.1.2.11]. Let’s
recall this notion. A groupoid object in X is a simplicial object ∆op
G
−→ X such that for all n ≥ 0 and
all partitions [n] = S ∪ S′ such that S ∩ S′ = {s}, the square
Gn GS′
GS G{s}
is homotopy Cartesian. Let x
f
−→ y be a morphism in X . Then its Cˇech nerve is a groupoid object
G such that there exists an augmented simplicial object ∆
op
+
G˜
−→ X , such that
(1) G˜|∆op = G, and
(2) the square
G˜1 G˜{1}
G˜{0} G˜−1
is homotopy Cartesian.
As this involves a lot of homotopy fibre products, the loop group structure is highly inexplicit.
Our construction makes the composition, associativity, etc. diagrams explicit in one bisimplicial
set.
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Construction 7.1. Let G be the following simplicial object of simplicial sets over C . Let G0 = C . If
m > 0, then the (m, n)-simplices are the maps ∆m×∆n → X such that their restriction to sk0 ∆m ×∆n
factors through x. Both the horizontal and vertical face and degeneracy maps can be given by
restriction. Unless we state otherwise, we will think of G as a vertical bisimplicial set, that is as a
simplicial object ∆op
m 7→Gm
−−−−−→ X .
Theorem 7.2. The bisimplicial set G is a simplicial right fibration over C , and it is the Cˇech nerve of the
classifying map C
x
−→ X.
Proof. Since P′(C ) → X is a left exact localization, that is it commutes with finite limits, it is
enough to show that G is the Cˇech nerve of x in P′(C ). First of all, let’s prove that the Gm are right
fibrations. Since G0 = C , let’s assume m > 0. Then we need to show that for all 0 < k ≤ m, any
lifting problem
Λn
k Gm
∆n C
σ
has a solution. Since σ|(sk0 ∆m × ∆n) needs to factor through x, we don’t have to worry about the
projection toC . Therefore, it is enough to show that the inclusion (sk0∆
m×∆n)∪(∆m×Λn
k
) ⊂ ∆m×∆n
is right anodyne. That in turn holds by [Lur09, Corollary 2.1.2.7].
We next claim that the square
G1 C
C X
x
x
is homotopy Cartesian. The square
G1 X/x
C X
res
x
is strict Cartesian, and as the restriction map X/x → X is a right fibration, it is morever homotopy
Cartesian. Therefore, it is enough to show that the projection X/x → C is a trivial fibration, since
that will imply thatX/x → X is a right fibrant resolution ofC
x
−→ X, and thereforeG1 = C ×
h
X
C . The
projection X/x → C is a right fibration, since it’s a composite of such [Lur09, Proposition 4.2.1.6],
therefore it is enough to show that it’s a contravariant equivalence. That can be checked fibrewise
[Lur09, Corollary 2.2.3.13], that is, assuming that X is a Kan complex and x ∈ X, we need to show
thatX/x is contractible. The restrictionmapX/x → X is a right fibration [Lur09, Proposition 4.2.1.6],
therefore as X is a Kan complex, X/x is one too. We have a categorical equivalence X/x → X
/x
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[Lur09, Proposition 4.2.1.5] between Kan complexes, therefore it is a weak homotopy equivalence
[Lur09, Lemma 3.1.3.2]. Finally, X/x is contractible: for all n ≥ 0, a lifting problem
∂∆n X/x
∆n ∗
is a lifting problem
Λn+1
n+1 X
∆n+1 ∗,
therefore it has a solution.
Let us finally show that G is a groupoid object of right fibrations over C . That is, we need to
show that for all m ≥ 2 and all partitions I ∪ J = [m] such that I ∩ J = {i}, the diagram
Gm GJ
GI G{i}
is homotopy Cartesian, or equivalently, the canonical map Gm
f
−→ GI ×
h
G{i}
GJ is a contravariant
equivalence. Since GJ → G{i} = C is a right fibration, we have GI ×
h
G{i}
GJ = GI ×G{i} GJ. Therefore, it
is enough to show that for all c ∈ C , the fibre fc is a weak homotopy equivalence [Lur09, Corollary
2.2.3.13]. That is, we can assume that C = {c}. We claim that in this case f is a trivial fibration.
That is, we need to show that for every n ≥ 1, every lifting problem
∂∆n Gm
∆n GI ×G{i} GJ
has a solution. Unwinding the construction, it is enough to show that the inclusion
(sk0 ∆
m × ∆n) ∪ ((∆I ∪ ∆J) × ∆n) ∪ (∆m × ∂∆n) ⊂ ∆m × ∆n
is anodyne. Since I∪ J = [m], we have sk0 ∆
m ⊆ ∆I ∪∆J, therefore we can drop the first component
of the union. Then we are done by Lemma 7.3 [GJ99, Corollary I.4.6].

Lemma 7.3. Let m ≥ 2 and consider a partition I ∪ J = [m] such that I ∩ J , ∅. Then the inclusion
∆I ∪ ∆J ⊆ ∆m is anodyne.
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Proof. We can assume neither I or J is [m]. Let us use induction on k = |(I∪ J) \ (I∩ J)| ≥ 2. The k = 2
case is proven by Lemma 7.4. Suppose that there are i , j ∈ I \ J. Then as we have a pushforward
diagram
∆I ∪ ∆J∪{i} ∆I\{ j} ∪ ∆J∪{i}
∆I ∪ ∆J ∆I\{ j} ∪ ∆J,
y
the statement is proven by the induction hypothesis [GJ99, Proposition 4.2]. The i , j ∈ J \ I case
can be proven the same way.

Lemma 7.4. Let S
i
−→ ∆n be the inclusion of the union of a proper subset of the set of facets of ∆n. Then i is
anodyne.
Proof. Let us use induction on n ≥ 1, the n = 1 case being satisfied by definition. Suppose n > 1.
Let us use induction on the number m ≥ 1 of facets missing from S. If m = 1, then S is a horn,
so i is anodyne by definition. Suppose that m > 1, and that the facet ∆[n]\{i} is missing from S. By
the induction hypothesis on n, the inclusion S ∩ ∆[n]\{i} ⊂ ∆[n]\{i} is anodyne, thus so is its pushout
S ⊂ S ∪ ∆[n]\{i}. By the induction hypothesis on m, this in turn shows that i is the composite of
anodyne maps S ⊂ S ∪ ∆[n]\{i} ⊂ ∆n.

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