ABSTRACT Unsupervised feature learning via auto-encoders results in low-dimensional representations in latent space that capture the patterns of input data. The auto-encoders with robust regularization learn qualified features that are less sensitive to small perturbations of inputs. However, the previous robust auto-encoders highly depend on pre-defined structure settings and often learn full-connected networks that are easily prone to over-fitting. To solve the above limitations, we propose in this paper an explicitly regularized framework which improves the sparsity and flexibility of robust auto-encoders. First, our model encourages the activation functions to automatically adjust themselves between linear and non-linear ones. Second, the mapping functions of the encoder are constrained by group sparsity and exclusive sparsity to reduce the redundancy of parameters. The proximal gradient method is used to optimize our model since the objective function contains non-smooth components. We conduct experiments in single-layer and multiplelayer auto-encoders in the classification task. The numerical results show that our model achieves better accuracy than baseline models. Our method also shows better performance in denoising task.
I. INTRODUCTION
Representation learning via auto-encoder paradigm is a promising topic which is beneficial for many downstream machine learning tasks such as classification [1] and clustering [2] . The auto-encoder framework is trained to copy the inputs to the outputs [3] . The hidden codes describe the latent information of the data and are often used as features to represent the inputs.
Since the basic auto-encoders are required to make a trade-off between model capacity and representation capacity, regularized auto-encoders [1] , [2] , [4] are proposed as a more general framework that imposes additional constraints besides the reconstruction task of the basic autoencoders. The advantages of regularized auto-encoders are two-fold. First, the regularized auto-encoders introduce
The associate editor coordinating the review of this manuscript and approving it for publication was Taufik Abrao. additional information such as the geometric proximity among data points in the original manifold [2] . Second, the regularized auto-encoders encourage additional properties in the framework. For example, the sparse auto-encoders constrain the hidden codes to be sparse [5] , [6] .
The goal of the auto-encoder framework and its regularized variants is to learn good representations which capture the salient information of the inputs. One general idea of the good representations is that the learned features should be robust [1] , [4] , [7] . Basically, robust feature learning trains the model on a harder task so that the learned model can handle more challenging inputs. According to different strategies used during the training process, the robust feature extractors can be categorized as models with a data perspective and models with a model perspective. The data perspective focuses on increasing the training difficulty by adding noises to the input data manually. In the denoising auto-encoder [1] , the model is trained under the inputs contaminated by binary or Gaussian noises. The learned model discovers useful patterns in the original inputs and is able to distinguish the inputs from the noises. Unlike the models with a data perspective where the regularization is implicit, the model perspective introduces explicit regularization terms. The first derivative measures the sensitivity of the hidden units with respect to the alterations of input units. The contractive auto-encoder [4] directly constrains the first derivatives of the encoder mappings so that the learning features are robust to small changes of the inputs.
The robust feature learning models have two main limitations. First, the implicitly regularized auto-encoders depend on manually added noises which usually come from prior knowledge. The quality of learned features is susceptible to the noise type and corruption level. Second, the general robust feature learning models generate full-connected networks. The dense connections between the input layer and hidden layer are redundant and lack of flexibility. The previous models fail in introducing proper regularization terms to the auto-encoder paradigm to improve the model flexibility.
To solve the above shortcomings, we propose MRAE as an explicitly regularized feature learning framework which learns Mixed linearity and sparsity Robust Auto-Encoders. The MRAE is able to learn robust features while keeping the neural network structure light and flexible. First, MRAE introduces a linear and non-linear flexibility regularizer which enables the model to automatically adjust the type of activation functions of the encoder. In traditional auto-encoders, the non-linearity is directly imposed. In some scenarios, the linear functions are good enough to capture useful information. MRAE incorporates the selection of linear and non-linear functions during the training process, which improves the model flexibility. Second, MRAE introduces a structured sparsity induced regularizer which improves the model performance by lightweight connections. Specifically, the 1,2 norm and 2,1 norm are used as regularization terms in addition to the auto-encoder framework. The full-connected auto-encoders easily lead to over-fitting, especially when the data is insufficient. The sparse regularizer can be seen as a feature selection process which only considers significant information of the inputs.
The contributions of this paper can be summarized as follows,
• We present a new regularized auto-encoder framework for feature learning. The proposed model is capable of learning robust features with a flexible and light structure.
• We propose two different strategies to learn a flexible auto-encoder structure. The linearity regularizer selects proper activation functions and the sparsity regularizer encourages lightweight connections.
• We use the proximal gradient method to optimize our objective function which includes non-smooth components. The proposed model can be efficiently solved in a two-stage update procedure.
• We conduct experiments in denoising task and classification tasks with respect to single-layer setting and multiple-layer setting. The results show that our method outperforms baselines. The remainder of the paper is organized as follows. Section 2 reviews some unsupervised feature learning methods and briefly introduces some structured sparsity methods. In Section 3, we give our model after introducing the regularizer for linearity and the regularizer for sparsity. This leads us to Section 4 which presents the proximal gradient algorithm to optimize the proposed model. The experiments in three tasks are shown in Section 5. We conclude our work in Section 6.
II. RELATED WORK A. UNSUPERVISED FEATURE LEARNING
Unsupervised feature learning attempts to learn meaningful features from unlabeled data [8] - [10] . It can be applied in many research fields such as computer vision [11] , [12] , speech recognition [6] , [13] and network analysis [14] , [15] . There is a bunch of unsupervised feature methods which focus on reconstructing the distribution of the original data [16] . The key challenge of those methods is to define proper measurement in the unsupervised settings. For example, the auto-encoders minimize the reconstruction error, which corresponds to maximizing the mutual information of input and features [17] . The reconstruction measurement lacks the ability to balance the model capacity and the performance. As modifications, the regularized auto-encoders introduce additional properties such as sparsity [18] , [19] , manifold proximity [2] and robustness [1] , [4] , [20] into basic auto-encoders. The success of convolutional neural networks [21] in extracting features also inspires several works that combine the convolutional operations with autoencoders [22] - [24] .
There are plenty of generative models which also attempt to learn the representations of data such as deep neural networks based on Restricted Boltzmann Machines [25] - [27] . Recently proposed models such as variational autoencoders [28] , [29] and generative adversarial networks [30] , [31] are efficient in recovering the distribution of the data. The idea of generative models can also be incorporated into auto-encoders to learn qualified representations [32] - [34] .
B. THE STRUCTURED SPARSITY AND DEEP NEURAL NETWORKS
In statistic learning, the sparsity induced regularization learns sparse models described by fewer parameters [35] . The notion is to predict the output variables by a reduced number of input variables [36] , [37] . For example, The Least Absolute Shrinkage and Selection Operator (LASSO) [38] uses 1 regularization to enforce the parameters to be sparse. However, the 1 regularizer considers the variables as individual ones and consequently ignores the structures between the variables [35] , [39] . The structured sparsity induced norms consider the structures of variables. The group LASSO [36] regularizer with the combination of 1 norm and 2 norm extends LASSO regularizer and sets groups of variables to be zero. For groups with overlaps, the latent group LASSO [37] modifies the norm to deal with variables that not only belong to one group. Unlike the group LASSO, the exclusive LASSO [40] through 1,2 norm encourages the competition within the group and only sets some elements in the group to be zero.
The structured sparsity induced norms have been used in deep neural networks. For deep models with a large amount of parameters, the sparsity enforces the models to be more compact and makes them interpretable [41] . Recent works such as [42] and [43] apply the group LASSO to deep networks and attempt to remove part of the neural connections by regularization. The work [41] uses the group sparsity and exclusive sparsity in convolutional neural networks to learn compact structures. Moreover, solving the non-smooth objective usually resorts to proximal methods [44] which have been used in many machine learning tasks [45] , [46] .
III. THE MODEL
We first illustrate the notations used in this paper. The matrices are denoted as boldface uppercase letters and the vectors are denoted as boldface lowercase letters. The elements of the matrix are represented as lowercase letters. The 1 -norm and 2 -norm of the vector v are denoted as v 1 and v 2 respectively. For a matrix M ∈ R m×n , denote m i as its i-th row vector, the Frobenius norm is represented as:
(1)
The 1,2 -norm of M [48] is
The basic auto-encoder contains an encoder and a decoder. The encoder function f maps the inputs X ∈ R d x ×n to hidden representations Y ∈ R d h ×n . The decoder function g maps the hidden representations to reconstructions Z ∈ R d x ×n . The weight matrix of the encoder is denoted as W ∈ R d x ×d h . Based on f and g, the learning objective of a basic autoencoder is expressed as,
where L is the reconstruction loss with respect to X and Z.
The regularized auto-encoders extend the basic autoencoder and encourage other properties by adding additional regularization terms. The general form of regularized autoencoders is represented as,
where L is the reconstruction loss and R is the regularization term.
The regularized auto-encoders are powerful in learning useful information from the data. Following the regularized auto-encoder form, we present a robust and flexible autoencoder framework. The proposed model is regularized by two explicit terms and is able to automatically adjust the network structures during the training process. In summary, we introduce two flexibility regularization terms which also correspond to two strategies used in previous robust autoencoders. The regularizer for linearity attempts to adjust the first derivatives of the encoder, which is similar to contractive auto-encoders. The regularizer for sparsity attempts to adjust the connections of the encoder, which can be seen as the binary noise driven denoising auto-encoder with a model perspective. Notice that both regularization terms are explicitly revealed in the training process. The detailed description of the model is introduced in the following subsections.
A. REGULARIZER FOR LINEARITY
The under-complete auto-encoder is considered as a nonlinear version of Principal Component Analysis [3] . The nonlinearity of the encoder is set in advance in order to better approximate the transformation functions. The selection of activation functions will affect the optimization process of the model. For example, the Rectified Linear Unit (ReLU) is proposed to solve the vanishing gradient problem in deep neural networks [49] . The introducing of linearity in ReLU reduces the dependence on non-linearity and has achieved good performance. Notice that the piecewise linear activation function is an all-vs-nothing process which imposes linearity or non-linearity to all neural units. In order to improve the model flexibility, we propose a self-adjust regularizer incorporated in the model that selects the linear and nonlinear functions during the training process.
Recall that the contractive auto-encoder (CAE) [4] aims to learn features that are robust to tiny perturbations of the inputs. Generally, the CAE attempts to optimize the objective over all data points,
where
is the Frobenius norm of the Jacobian matrix.
For auto-encoders, the Jacobian matrix describes the firstorder partial derivatives of the non-linear transformations from the input layer to the hidden layer. Since the Jacobian matrix is an indicator of non-linearity and linearity, the intuitive method to introduce mixed linearity is imposing the sparsity to the Jacobian matrix and minimizing the VOLUME 7, 2019 following function,
where R(J f (x)) is the regularization term that introduces sparsity to the Jacobean matrix J f (x). Solving the sparsity regularization R(J f (x)) is not an easy task since the sparsity norms bring non-smoothness to the loss function. Optimizing the objective function is computationally inefficient, especially when the sparsity regularization is a complex function form of the parameter matrix W. Instead of directly endowing sparsity to the Jacobian matrix by sparsity norms, we consider an alternative method to approximate the regularization term. Since the goal is to replace some nonlinear activation functions with linear functions, we minimize the loss between the first-order derivative ∂hj ∂xi and the weight w i,j . The objective in (7) can be modified as follows:
The Jacobian matrix J f (X) describes the first-order derivatives and indicates the linearity and non-linearity of the activation functions. When the activation function is linear, the corresponding first-order derivative
F can consequently control the linearity of the model. In (8) , the trade-off should be made between the approximation ability revealed by L and the flexibility of activation functions revealed by R. The model is more flexible since it adjusts the type of mappings and combines both linear and non-linear transformations.
We illustrate our derivations in a three-layer auto-encoder with the input size d x and the hidden size d h . Consider an input vector x and a hidden vector h with a sigmoid nonlinearity φ. The ji-th element of the Jacobian matrix is:
Then we further derive J f (X) − W T 2 F following the contractive auto-encoder [4] ,
B. REGULARIZER FOR SPARSITY
The full-connected networks describe the relationships between the inputs and outputs in a complicated manner.
However, the precise relationships also describe the sampling noises of inputs and lead to over-fitting [50] . The Dropout can relief the problem by randomly removing units in neural networks. Notice that Dropout also depends on advanced parameter settings. In order to further improve the model flexibility, we use a regularization based method that can also be treated as a feature selection process. The proposed regularizer brings sparsity to the connections and thus reduces the redundancy. Generally, for the regularization purpose, the ridge penalty of the coefficients is the 2 -norm which shrinks the parameters to small values with the same scale to avoid over-fitting. On the other hand, the LASSO penalty of the coefficients selects important coefficients and shrinks less important coefficients to zeros to introduce sparsity. For the weight matrices in neural networks, the structured sparsity induced norms that combine 1 -norm and 2 -norm are appropriate to learn robust and lightweight network structures. We mainly use two kinds of sparsity induced regularization terms in this paper, which are group LASSO [47] and exclusive LASSO [48] .
Given a weight matrix W, the group LASSO is defined as the 2,1 norm of the matrix:
The 2,1 norm induced regularizer for the matrix introduces row-wise sparsity where the rows are seen as groups. The elements in the same group will be all zeros or all non-zeros. For the weight matrix W, the row-wise sparsity removes part of the input neurons [41] . It is natural to find that the effect of group sparsity is to mask the inputs by a regularizer, which is similar to the binary denoising auto-encoder that brings binary noises to the inputs. In this way, we can treat the auto-encoder with 2,1 norm as a robust feature extractor in which the masking process is imposed in the weights rather than the inputs. However, the group sparsity regularizer is more flexible since the masking process is automatically determined during the learning process. Similarly, the exclusive sparsity is defined as the 1,2 norm of the matrix:
The way that 1,2 norm generates sparsity is different from the 2,1 norm which eliminates the entire rows of a matrix. The 1,2 norm firstly applies the 1 -norm in each row or group, which leads to sparsity within each row. Then the 2 -norm is applied with respect to the vector of 1 -norms for all groups to avoid entire rows going to zeros [51] . The exclusive LASSO encourages each row or group to have a certain amount of sparse values [40] . For input neurons, the 1,2 norm only removes part of the connections to the hidden neurons.
The 1,2 regularizer and 2,1 regularizer both attempt to describe the hidden layer with fewer neurons. The group LASSO yields sparsity between groups rather than within groups [52] . The competition is between different groups for group LASSO while the competition is between variables within the group for exclusive LASSO [48] , [51] . We illustrate in Figure 1 the two kinds of regularization strategies used in the model. In summary, we can represent the model, MRAE, as the following objective problem,
where the first term is the auto-encoder loss, the second term is the regularizer which controls the linearity and nonlinearity of our model, the last two terms are the regularizers for structured sparsity. λ 1 , λ 2 and λ 3 are positive hyperparameters.
There is a balance between the sparsity norms and the autoencoder loss since the model removes weights that contribute little to the improvement of approximation. On the other hand, there is a balance between the sparsity norms and the linearity regularization term since the zeros of the weight matrix also affect the values of the Jacobian matrix.
IV. OPTIMIZATION
As mentioned before, the objective function required to be solved is formulated as follows:
This optimization function can not be optimized by standard gradient descend method since it is not differentiable everywhere. Fortunately, there have been methods proposed to handle with such problems, among which the proximal gradient method draws our attention owning to its ability to deal with the non-smoothness and its remarkable convergent performance [44] . The basic operator of proximal methods is to compute the proximal operator of function, which itself involves solving a small convex optimization problem [44] .
In details, when a minimization problem
is required to be settled, where F(W) is L-smooth (namely, gradient Lipschitz continuous) and convex, (W) is convex and non-smooth, and λ > 0 is the hyper-parameter. The proximal gradient method iteratively minimizes it through the following formula:
where η is the step size and W t represents the variable obtained after the last iteration. The solution of the above problem is written as W t+1 and will be used in the next iteration. Therefore, solving (15) turns to iteratively dealing with the optimization problem (16) . The solution of (16) is called the proximal operator of function (W) at point W t − η∇F(W t ), which is represented as prox λη (W t −η∇F(W t )). Then, the iterative process can be written as,
In this paper, considering the non-smoothness of objective function (13), we propose to employ the proximal gradient method to solve it. We notice that the objective function is a composite model which can be separately considered as two parts,
where 
The gradient
∂W can be calculated by standard back propagation with chain rules.
Next, we calculate the proximal operator of (W) at point W m t , i.e. prox ηH 2 (W m t ). The H 2 (W) is the combination of two separate regularizers. Due to the special property of proximal operator, the proximal operator of H 2 (W) can be obtained by computing the proximal operator for each single regularizer and applying them in a row. That is to say,
Solving 2,1 : According to (16) , to obtain the proximal operator of 2,1 at a point W 0 , the following problem is required to be solved:
The above function can be expanded as:
Then the optimization process is executed for each row. In details, the (22) can be optimized by solving the following problem for each i:
Since
the sub-gradient of the objective function in (23) can be formulated as:
Let 0 belong to this sub-gradient. When w i = 0, we can get the following equation:
By computing the 2 norm of vectors on both sides, we get
Therefore, the following equation can be obtained:
Since a norm is always non-negative, the above equation is tenable only when w 0 i 2 − λ 2 η ≥ 0. By replacing w i 2 in (26) with w 0 i 2 − λ 2 η, we can obtain:
Considering the restriction w 0 i 2 − λ 2 η ≥ 0, the proximal operator for 2,1 is expressed as,
otherwise.
(30)
Similarly, the proximal operator for 1,2 can be obtained by optimizing the following problem:
The above function can be rewritten as:
It can be optimized for each row. Thus, the optimization problem above turns into solving
After computing the sub-gradient of this function and let 0 belong to the sub-gradient, we can get
This equation is equivalent to
Since the aim of (31) is to find the point closer to W 0 whose 1,2 norm is lower simultaneously, we can use w 0 i,j to approximate w i,j for each i and j when solving (35) . Therefore, (35) can be approximated as,
where x + = max(x, 0). Thus, the proximal operator of 1,2 can be expressed as,
To sum up, the optimization procedure of (13) (20) and repeats the process until convergence.
The complete algorithm is listed in Algorithm 1. MNIST [53] . This dataset is a famous hand-written digit dataset which contains 50,000 training samples, 10,000 validation samples and 10,000 test samples. The MNIST is a gray-scale dataset with a size of 28 × 28 for each digit image.
Algorithm 1 Training Algorithm for MRAE
MNIST-variants [4] . The MNIST-variants contain 5 datasets transformed from MNIST dataset. The MNISTvariants are more difficult than original MNIST. The MNIST-basic is the basic MNIST dataset without any transformation. The MNIST-bg-rand and MNIST-bg-img transform the MNIST by inserting random backgrounds or background images. The MNIST-rot rotates the MNIST with an angle between 0 to 2π. The MNIST-bg-img-rot is the combination of MNIST-bg-img and MNIST-rot. [54] . This dataset is a fashion product dataset designed to replace MNIST. The MNIST-fashion follows the data organization of MNIST. It contains 70,000 grayscale product images with the same train-valid-test split of MNIST. Each product can be classified into one of ten classes.
MNIST-fashion
COIL-20 [55] . This is a gray-scale dataset that contains 1440 images from 20 different objects. Each object contains 72 32 × 32 images. The objects are rotated in every 5-degree interval with a fixed camera to obtain the images. CIFAR10-bw [56] . The CIFAR-10 dataset is composed of 60,000 32 × 32 real-world images. Each image can be categorized into one of ten classes. The CIFAR10-bw is a gray-scale dataset transformed form CIFAR10. SVHN-bw [57] . The SVHN is a digit dataset collected from real-world house numbers by Google Street View. It contains 73,257 training images and 26,032 test images. Each 32 × 32 image belongs to one of ten categories. Similar to CIFAR10-bw, all images in SVHN are transformed to grayscale ones to formulate SVHN-bw.
B. SINGLE-LAYER MRAE
The single-layer auto-encoders only contain one hidden layer. They can also be seen as basic blocks for deeper neural networks. In this subsection, we test the performance of singlelayer MRAE on MNIST dataset, MNIST-fashion dataset and COIL-20 dataset. Several classic auto-encoder frameworks are used as our baseline models.
• AE: Basic Auto-encoder without any regularization [58] ;
• w-AE: Weight-decay Auto-encoder [4] ;
• b-DAE: Binary Denoising Auto-encoder [17] ;
• CAE: Contractive Auto-encoder [4] ;
• RBM: Restricted Boltzmann Machine with binary hidden units. First, we evaluate the proposed model by classification task in three datasets. Our model and all baseline models are initialized with d h hidden units. After the unsupervised pretraining, the decoder layer is removed and a softmax layer is added for supervised fine tuning. The hyper-parameters that achieve best classification performance in the validation set are selected. The test errors of classification are then calculated in the test set.
In addition, the dimension of hidden units d h reflects the representation capacity of the models. To demonstrate the stability and performance of MRAE, all models are tested with respect to different values of d h . For each d h , we run the training and test process mentioned above. The test errors for MNIST, MNIST-fashion and COIL-20 are drawn in Figure 2 , Figure 3 and Figure 4 respectively. Since the input sizes of the three datasets are different, the hidden dimension has different vales in order to cover both over-complete and undercomplete settings. For MNIST and MNIST-fashion, d h varies among [32, 100, 200 , 400, 600, 800, 1000]. For COIL-20, d h varies among [32, 100, 200 , 400, 600, 800, 1000, 1200].
MNIST. The results of MNIST are shown in Figure 2 . It can be observed that the MRAE has achieved the best in low hidden dimensions. When training an over-complete auto-encoder, the weight decay regularizer is not capable to control the model capacity and the performance at the same time. Similarly, the RBM can achieve close results with MRAE in some dimensions of hidden units. However, in some dimensions of hidden units (e.g.d h = 32), the MRAE is more efficient than RBM.
MNIST-fashion. The MRAE has obtained the best performance among all dimensions of hidden units as shown in Figure 3 . The test errors of basic AE increase when the dimension of hidden units exceeds the dimension of data inputs. The DAE and CAE have achieved good performance in high dimensions of hidden units, which proves the effectiveness of regularized auto-encoders. The MRAE is able to learn stable features in both over-complete and under-complete settings.
COIL20. The results of COIL20 are drawn in Figure 4 . The MRAE has achieved the best performance among all dimensions of hidden units. The test errors of DAE and CAE in some dimensions of hidden units are competitive compared with MRAE. The results of DAE, CAE and our model tend to be stable when d h exceeds 600.
Second, we visualize the update of the weight matrix in MNIST dataset during the training process. We compare our method with CAE which also calculates the Jacobian matrix. We select the first 20 training epoches for illustration. By recording in every 5 epoches, the filters of the encoder are reported in Figure 5 . It is obvious that the MRAE reduces the redundancy of the weights in a few training epoches. Consequently, the unsupervised training of MRAE is more likely to converge without over-fitting.
C. MULTIPLE-LAYER MRAE
In this part, we test the classification performance of multiplelayer MRAE in CIFAR-bw, SVHN-bw and 5 MNIST variant datasets. All comparative methods are built by their corresponding single-layer auto-encoder blocks.
• SAE-3: The three-layer stacked auto-encoder built by basic auto-encoders.
• b-DAE-3: The three-layer stacked auto-encoder built by binary denoising auto-encoders.
• DBN-3: The three-layer deep belief network built by Restricted Boltzmann Machines.
• CAE-2: The two-layer stacked auto-encoder built by contractive auto-encoders.
• R-Linearity-AE-2: The two-layer stacked auto-encoder built by auto-encoders with regularizer for linearity.
• R-Sparsity-AE-2: The two-layer stacked auto-encoder built by auto-encoders with regularizer for sparsity.
All models are pre-trained layer by layer. The test errors of classification are reported in Table 1 . The best results are marked in bold. As shown in Table 1 , the MRAE achieves lowest test errors among all 7 datasets. The MRAE can obtain competitive results even when the layers of the auto-encoder are not as deep as DBN, DAE and SAE. The results show that the MRAE is capable of capturing useful information of the inputs.
Notice that the auto-encoder only with sparsity regularizer has limited ability to extract features. The two-layer autoencoders with the regularizer for sparsity achieve similar results as the three-layer stacked auto-encoders. On the other hand, the auto-encoders with regularizer for linearity achieve better performance than most baselines with fewer layers. The reason behind the results may come from the property of the regularizers. The sparsity regularizer describes a feature selection process which only decides the status of neuron connections. However, the linearity regularizer shapes the types of mapping functions and is more powerful to extract features. 
D. DENOISING TASK
We test the denoising ability of MRAE blocks and AE blocks with one hidden layer. The single hidden layer auto-encoders are limited in capturing higher features. The denoising task gives us insights into the representation abilities of MRAE and AE. This experiment uses the MNIST digits for corruption. First, the original digits are corrupted with Gaussian noise. A random generator is used to generate noise that is subject to Gaussian distribution with mean µ and standard deviation δ. To avoid the overflow, the values of corrupted digits are clipped between 1 to 255. Second, following the procedure in [46] , we introduce the binary corruption. For each digit image, n corrupt pixels are randomly selected as the corruption targets. The pixel value is set to be 0 if the original value is larger than 0.5. The pixel value is set to be 1 otherwise.
For MRAE and AE, the number of hidden layer units is set to be 1000. Both models are trained with corrupted images in an unsupervised way. The reconstruction results of Gaussian noise and binary noise are displayed in Figure 6 , Figure 7 , and Figure 8 .
In Figure 6 and Figure 7 , the denoising results under Gaussian noise (µ = 0, δ = 0.2) and binary noise (n corrupt = 50) are reported. One hundred digits in the test set are randomly selected after the unsupervised training is completed. It can be observed that the MRAE converges and achieves better denoising results in a few training epoches. Moreover, in both noise settings, the MRAE always attempts to capture the salient information in the digits while the AE only attempts to copy the inputs.
In Figure 8 , the different levels of corruption are presented in the Gaussian noise setting. As the δ changes among [0.1, 0.2, 0.3, 0.4, 0.5, 0.8], four digits are selected for each δ. After δ exceeds 0.5, the single hidden layer auto-encoder can hardly denoise the inputs. It can be observed that the AE recovers the noises in the digits and the background. In other words, the AE augments the information in the inputs, no matter the original digits or the later added noises. On the contrary, the MRAE eliminates the unnecessary information in the background and recovers meaningful information. The training of MRAE is a process of feature selection and linear and non-linear adjustment, which makes the model more sensitive to the salient information.
VI. CONCLUSION
In this paper, we present a novel regularized auto-encoder framework MRAE. In the perspective of representation learning, the proposed model has several advantages. First, the basic MRAE block is a robust feature extractor which learns useful information from the original inputs. The experiments in the denoising task show that the MRAE attempts to capture the salient structures of the inputs instead of purely reconstruct the inputs. Second, the single hidden layer MRAE can be used as a pre-train tool for multiple-layer neural networks. The classification tasks in both single hidden layer and multiple hidden layers networks have shown the efficiency of the MRAE. Lastly, the MRAE is a structure flexible framework which contains fewer parameters than traditional auto-encoders. As shown in the visualization results of the weight matrix, most redundant parameters are removed in a few training epoches. Only mappings that are useful in capturing salient information are kept. The training of MRAE is consequently a process of feature selection, which makes the network more robust and flexible.
The idea of model robustness is not a trivial task, our future working directions focus on introducing the idea of mixed linear and non-linear activation functions in other neural network structures. In addition, the linearity of mappings in our model only works in two adjacent and connected layers. The MRAE can be extended to deeper networks and applied to handle unconnected layers. Finally, the sparsity induced norms in our model can be replaced by more coherent norms in the future works.
