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Abstract— We propose an iterative method to safely learn
the unmodeled dynamics of a nonlinear system using Bayesian
Gaussian process (GP) models with polynomial kernel func-
tions. The method maintains safety by ensuring that the system
state stays within the region of attraction (ROA) of a stabilizing
control policy while collecting data. A quadratic programming
based exploration control policy is computed to keep the ex-
ploration trajectory inside an inner-approximation of the ROA
and to maximize the information gained from the trajectory. A
prior GP model, which incorporates prior information about
the unknown dynamics, is used to construct an initial stabilizing
policy. As the GP model is updated with data, it is used to
synthesize a new policy and a larger ROA, which increases
the range of safe exploration. The use of polynomial kernels
allows us to compute ROA inner-approximations and stabilizing
control laws for the model using sum-of-squares programming.
We also provide a probabilistic guarantee of safety which
ensures that the policy computed using the learned model
stabilizes the true dynamics with high confidence.
I. INTRODUCTION
Learning-based methods allow for the control of systems
for which accurate or analytically tractable models are not
available. The learning method constructs a model using
data collected from the system; however, for safety-critical
systems this data must be collected in such a way that the
system is not put in danger.
The practice of collecting data from a dynamical system
for a learning model while keeping the system safe is
called safe learning, and has been investigated both from the
perspective of both robust control [1], [2] and reinforcement
learning [3]–[6]. Several control-theoretic guarantees may
be used to certify safety. These include Lyapunov functions
for the learned model [7]–[13] to ensure stability, barrier
functions to guarantee that the states remain in an invariant
set [14]–[17], and reachability methods such as Hamilton-
Jacobi analysis to ensure that the states can reach a target
set and avoid unsafe sets despite model inaccuracies [5], [18].
Gaussian processes (GPs) are a popular model for incor-
porating learning-based methods into the analysis of control
systems, in particular for safe learning. Unlike many learning
models, GP models have a closed-form expression for pre-
dictions, as well as a quantification of prediction uncertainty.
This allows for control-theoretic guarantees to be applied to
models learned by a GP. For example, [7], [8] use a Lyapunov
approach to guarantee that a partially unknown system with
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a fixed policy is stable with high probability, and to compute
a region of attraction. This approach works by verifying that
the Lyapunov condition holds with high probability for the
GP model over a grid of points in the state space. A theorem
in [19] implies under certain conditions that this guarantee on
the GP model holds for the true dynamics as well. While this
approach is effective for verifying the stability of the learned
model, it requires a base stabilizing policy and Lyapunov
function. The policy and Lyapunov function stay fixed, and
cannot be improved as a more accurate model is learned.
To lift the fixed Lyapunov function restriction, [20] learns
a GP state space model for a globally stable system, as
well as a sum-of-squares (SOS) Lyapunov function. Since
the learned GP model is not necessarily stable, the learned
Lyapunov function is used to further stabilize the GP model.
However, safe exploration is not considered, and the Lya-
punov condition is only loosely enforced on a finite set
of states, rather than being guaranteed. To lift the fixed
policy restriction, several recent works use reinforcement
learning. In this approach, an iterative reinforcement learning
algorithm like policy gradient [9] or imitation learning [11],
[15] is verified at each iteration by Lyapunov analysis. While
this approach allows for policy optimization, it still relies on
a given, fixed Lyapunov function to verify safety.
In this paper, we propose an algorithm that avoids both
restrictions by using a GP model with polynomial kernel
functions to model the unknown dynamics. Polynomial ker-
nel functions allows us to use SOS techniques [21] to synthe-
size a stabilizing control policy and an inner-approximation
to the region of attraction (ROA). The algorithm uses the
GP model in a Bayesian framework for learning: this allows
us to incorporate information about the dynamics into a
prior model, which we update using data to form a posterior
model. Since the prior and posterior models are both GPs,
we can use the same SOS techniques to provide a safety
guarantee for both the prior model and the posterior model.
We also propose an exploration policy which allows for safe
exploration inside the ROA inner-approximation to increase
the information gained from system trajectories.
We also provide the following theoretical results. First,
we establish a probabilistic safety guarantee, which under
appropriate system conditions ensures that the stabilizing
policy computed for the learned GP model also stabilizes
the true system, and that the ROA computed for the learned
system is an inner-approximation of the true ROA, with high
probability. This result is described in Theorem 1. Second,
we construct a polynomial kernel function suitable for mod-
eling uncertain dynamics around a known equilibrium.
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Notation
The subscript xi denotes the ith element of the vector x.
The superscript x(i) with parentheses denotes the data point
in the data set D with index i. The superscript xi without
parentheses denotes an object associated with the ith iteration
of an algorithm.
When applied to vectors, the orders >, ≤ are applied
elementwise. The operator E[·] denotes expectation with
respect to a probability distribution.
For ξ ∈ Rn, R[ξ] represents the set of polynomials in
ξ with real coefficients, and Rm[ξ] and Rm×p[ξ] denote all
vector- and matrix-valued polynomial functions. The subset
Σ[ξ] := {pi = ∑Mi=1 pi2i : pi1, ..., piM ∈ R[ξ]} of R[ξ] is the
set of SOS polynomials in ξ.
II. PRELIMINARIES
Consider a continuous-time nonlinear system of the form
x˙(t) = f(x(t)) + g(x(t))u(t) + w(x(t)), (1)
with state x(t) ∈ Rnx and input u(t) ∈ Rnu . The system
dynamics comprise a known control-affine part, f and g,
and an unknown term w which must be learned.
We will assume the true model has a known equilibrium at
the origin, so that a stabilizing policy and region of attraction
(ROA) can be constructed.
Assumption 1. The origin (x = 0, u = 0) is an equilibrium
of (1), that is f(0) = w(0) = 0.
To allow for sum-of-squares (SOS) analysis, we make the
following assumption:
Assumption 2. The known dynamics are polynomials:
f(x) ∈ Rnx [x] and g(x) ∈ Rnx×nu [x].
The true dynamics need not be polynomial, as the non-
polynomial terms can be absorbed into w(x). We also assume
that the unknown term can be approximated by a polynomial-
kernel Gaussian process (GP).
Assumption 3. The term w(x) can be approximated by a
polynomial in a region X ∈ Rnx containing the origin.
Specifically, for a given  > 0 there is a polynomial q(x)
such that ‖w(x)− q(x)‖ ≤  for all x ∈ X .
For example, if w is analytic in a ball B containing the
origin, then Taylor’s theorem ensures that Assumption 3
holds in B.
Aside from any prior knowledge, our information about
the system will come from measurements of the form
(x(i), u(i), x˙(i)). Typically x˙ itself is not directly measurable,
and is estimated using a finite-difference approximation from
measurements of x. The finite-difference approximation will
be a noisy estimate of x˙, and the measurements of x may in
practice be noisy as well.
Assumption 4. We have access to measurements of x˙ which
are corrupted by noise which is uniformly bounded by σn.
Our analysis has three goals. The first is to use data
collected from system trajectories to model the unknown part
of the dynamics. The second is to use the learned model
to synthesize a stabilizing controller for the system and a
ROA inner-approximation which holds for the true dynamics
with high probability. The third is to design an exploration
controller to maximize the information collected during the
exploration trajectory while maintaining it inside the ROA.
Remark. In (1), we assume w depends only on x. If it
depends both on x and u, we introduce an auxiliary input
state xu(t) ∈ Rnu for u, and design the new input v(t) ∈
Rnu for xu. This leads to the augmented system
x˙(t) = f(x(t)) + g(x(t))xu(t) + w(x(t), xu(t))
x˙u(t) = v(t),
which recovers the form in (1). This formulation is demon-
strated in Section VII.
III. ESTIMATING THE UNMODELED DYNAMICS
To estimate the unknown term in a Bayesian framework,
we must choose a prior distribution for the system dynamics.
The prior model is a probability distribution of candidate
functions for w, which represents what we know about the
system prior to seeing any data. From Assumption 3 we know
that the system can be approximated by a polynomial in
a region about the equilibrium, so we will choose a prior
over polynomial functions. Assumption 2 implies that f(x)+
g(x)u is an estimate for the true dynamics: assuming this is
the best estimate we can make without data, we will take the
prior mean for w to be zero.
We will use a GP as our prior distribution. A GP h is a
probability distribution over functions which is completely
characterized by its mean m(x) = E[h(x)] and covariance
k(x, y) = E[(h(x) −m(x))(h(y) −m(y))]. The covariance
of a GP prior is also called the kernel function of the process.
The kernel function determines the class of functions over
which the distribution is defined. When k(x, y) is polyno-
mial in x and y, the distribution will be over a space of
polynomial functions. We will therefore choose k(x, y) to
be a polynomial.
Typically, GPs are presented as distributions of scalar-
valued functions. Since the unknown term w is vector-valued,
we will model each entry wi with a separate scalar-valued
GP of functions with domain Rnx . We write our prior
distribution for the dynamics as
x˙(t) = f(x(t)) + g(x(t))u(t) + wˆ(x(t)), (2)
where wˆ(x) is a vector of GPs wˆi, each with mean zero and
kernel ki.
As we collect data from a system trajectory, we condition
the prior distribution on the data to obtain the posterior
distribution. Like the prior, the posterior is a distribution
over functions. For a GP prior, the posterior will also be a
GP, but with a different mean and covariance which more
accurately represent the ground truth than the prior.
A. GPs with polynomial kernels
Consider a scalar GP prior h with mean zero and kernel
k(x, y), and a data set D = {(x(i), y(i))}Ni=1 of states x(i) ∈
Rnx and labels y(i) ∈ R. Then the posterior distribution, that
is the prior conditioned on the data, is also a GP, whose mean
and variance have closed-form solutions [22]. The posterior
mean has the form
m(x) = E[h(x)|D] = y>(K + σnI)−1k∗ (3)
where K is the kernel Gramian matrix with elements
(K)ij = k(x
(i), x(j)), k∗ is the vector with elements (k∗)i =
k(x, x(i)), and y is the vector with yi = y(i). Letting
c = y>(K + σnI)−1, we can re-express the mean as
m(x) =
N∑
i=1
cik(x, x
(i)). (4)
When k(x, y) is a polynomial in x and y, (4) shows that
m(x) is also a polynomial, of the same degree as the kernel.
The posterior variance has the form
V ar(x) = E[(h(x)−m(x))2|D]
= k(x, x)− k>∗ (K + σnI)−1k∗,
(5)
which is a polynomial when k(x, y) is a polynomial. The
degree of V ar(x) will be twice the degree of m(x).
B. Choice of polynomial kernel
The spaces of polynomials from which the mean and vari-
ance are drawn depend on the specific choice of polynomial
kernel. In particular, the mean is drawn from the reproducing
kernel Hilbert space (RKHS) H(k) of the kernel k. The
kernel must be chosen so that the functions in H(k) satisfy
Assumption 1. To construct a suitable kernel, we use two
classic results which follow from [23]:
Proposition 1. The RKHS H(k) of the homogeneous poly-
nomial kernel k(x, y) = α2(x>y)p is spanned by the
monomials of degree p, that is by monomials
∏d
i=1 x
pi
i such
that
∑
i pi = p.
Here, α2 and p are hyperparameters: α2 is a scaling factor,
and p sets the polynomial degree.
Proposition 2. Let k1 and k2 be two kernels of finite-
dimensional RKHSs. Then k1 + k2 is also a kernel, and
H(k1 + k2) is spanned by the concatenation of the spans
of H(k1) and H(k2).
For example, the function (x>y)2 + (x>y)3 is a kernel
function whose RKHS is spanned by the monomials of
degrees 2 and 3. This motivates the following choice of
kernel:
k(x, y) = α21(x
>y) + α22(x
>y)2 + . . .+ α2p(x
>y)p. (6)
By Propositions 1 and 2, the RKHS of this kernel is spanned
by all monomials of degree ≤ p except for degree zero. In
other words, the RKHS spans all polynomials q of degree
≤ p that satisfy q(0) = 0.
In Section III-C we will see that the range of possible
unknown terms admitted by the prior model is bounded
with high probability by a multiple of
√
V ar(x), so that
a higher variance admits a larger class of functions for the
unknown term. Therefore, any prior knowledge about the
general form of the unknown term or the range of values
it can take on should be used to select the kernel. While
keeping the form (6), this information can be used to choose
the hyperparameters α2i . For instance, if the baseline f and
g are known to be accurate up to degree 2, then α21 and
α22 can be set to small values, while the other αi are set to
high values. Another example is if the dynamics are known
a priori to be even (or odd); then, the prior kernel need only
contain terms of even (or odd) degree.
C. Probabilistic Bounds on the GP Model
The following inequality from [19] provides a probabilistic
bound on the values that the functions in the distribution of
a GP can take over its domain.
Lemma 1 (Theorem 6 of [19]). Suppose we have data
{x(i), y(i)}Ni=1 from a function h ∈ H(k) that satisfies
‖h‖k ≤ ∞, where ‖·‖k is the norm of H(k). The data
may be corrupted with noise uniformly bounded by σn. Let
βN = 2‖h‖2k+300γN log3(N/δ), where γN is the maximum
mutual information that can be obtained for the GP prior
with N samples corrupted with noise bounded by σn. Let
δ ∈ (0, 1). Then the inequality
|h(x)−mhˆ(x)| ≤
√
βNσhˆ(x) (7)
holds with probability ≥ 1− δ, where mhˆ(x) and σhˆ(x) =√
V arhˆ(x) are the mean and standard deviation of the GP
hˆ with kernel function k conditioned on the data.
The inequality (7) transforms the problem of providing
a probabilistic guarantee for a GP into the problem of
providing a guarantee over functions with a given upper and
lower bound. In Section IV, we will show that for GPs with
polynomial kernels, this further transforms into a problem
that may be solved with SOS programming.
The assumptions we have made on the system allow us to
use this inequality in our analysis.
Proposition 3. For a kernel k(x, y) of the form (6) with
sufficiently high degree p, measurements of w can be used
to construct a GP model which satisfies the inequality in
Lemma 1.
Proposition 3 is proved in Appendix A.
The quantity γN is difficult to compute exactly for most
kernels, and differs for each data set size N . However, for
many commonly-used kernels it has a sublinear dependence
on N , and can be effectively approximated up to a constant
[19]. We will assume through the rest of the paper that the
quantity
√
βN can be bounded by a constant parameter η.
The parameter η is higher for smaller values of δ, i.e. for
probabilistic bounds of higher confidence.
IV. ESTIMATING THE REGION OF ATTRACTION
For safe learning with a GP model we must ensure that
there is a region of state space which we are confident can be
explored safely. To do this, we will synthesize a memoryless,
state feedback control policy κ and a Lyapunov function V
which guarantee that the closed-loop system
x˙(t) = f(x(t)) + g(x(t))κ(x(t)) + w(x(t)) (8)
is stable around the origin with high confidence according
to our model. By this, we mean that the closed-loop system
satisfies the inequality
∂V (x)
∂x · (f(x) + g(x)κ(x) + w(x)) < 0 (9)
with probability ≥ 1− δ, with δ ∈ (0, 1), for all points in a
set R\0, where
R = {x ∈ Rnx |V (x) ≤ γ}, for some γ > 0. (10)
This set is an inner-approximation of the origin’s ROA,
which we will make as large as possible.
We can ensure that the inequality (9) holds with high
probability on the true dynamics by ensuring it holds for
the deterministic bounds |wi(x) − mi(x)| ≤ ησi(x), i =
1, . . . , nx, which are derived from Lemma 1. The link
between the deterministic bound on the GP model and the
probabilistic guarantee of stability for the true dynamics is
stated in the following theorem.
Theorem 1. Suppose the true dynamics satisfy the as-
sumptions outlined in Section II. Let η be a bound on
the parameter
√
βN such that Lemma 1 holds for each
wi with a given δ ∈ (0, 1). Let σ(x) be the vector of
standard deviations σi(x) =
√
V ari(x), where V ari(x) is
the variance of the GP wˆi. Given f, g defined in (1), and
γ > 0, if there exists a control law κ : Rnx → Rnu , and
a C1 function V : Rnx → R, such that V (0) = 0 and
V (x) > 0 for all x ∈ Rnx\0, and
∂V (x)
∂x · (f(x) + g(x)κ(x) +m(x) + d(x)) < 0 (11)
holds in a bounded region R\0 ⊂ Rnx for all vector
functions d bounded by −ησ(x) ≤ d(x) ≤ ησ(x), then R is
an inner-approximation to the ROA of (1) with probability
≥ 1− δ over the GP distribution.
Proof. Proposition 3 establishes that Lemma 1 holds for the
true dynamics and the GP model. Therefore, the bounds
|wi(x) − mi(x)| ≤ ησi(x), and equivalently the bound
−ησ(x) ≤ d(x) ≤ ησ(x), hold with probability ≥ 1 − δ.
Since V guarantees that (11) holds for −ησ(x) ≤ d(x) ≤
ησ(x), it follows by Lemma 1 that the same V ensures that
(9) holds with probability ≥ 1−δ for x ∈ R\0. This ensures
that R is a ROA inner-approximation for the true dynamics
with probability ≥ 1− δ.
We restrict decision variables V and κ to be polynomials
in order to use SOS analysis [21] to synthesize them such
that the condition (11) holds. The condition (11) is a set
containment constraint, and the generalized S-procedure [24]
can be used to derive the corresponding SOS constraint for
it. To do this, we must express the bound −ησ(x) ≤ d(x) ≤
ησ(x) as a semi-algebraic set. The bound can be described
by a number of nx quadratic constraints: for i = 1, ..., nx,
η2σi(x)
2 − d2i (x) = η2V ari(x)− d2i (x) ≥ 0 ∀x, (12)
which use the polynomial V ar directly. Define polynomials
pd,i(x, d) = η
2V ari(x) − d2i for i = 1, ..., nx. By choosing
the volume ofR as the reward function to be maximized, and
applying the generalized S-procedure to (11), we obtain the
following SOS optimization problem (dropping dependence
on x and t for compactness of notation):
sup
V,κ,s
Volume(R)
s.t. sV , sd,i ∈ Σ[(x, d)],
V − 1x>x ∈ Σ[x], κ ∈ Rnu [x], (13a)
− (∂V∂x · (f + gκ+m+ d) + 2[x; d]>[x; d])
+ (V − γ)sV −
nx∑
i=1
sd,ipd,i ∈ Σ[(x, d)], (13b)
where 1 and 2 are small positive numbers. The optimiza-
tion (13) is a non-convex problem, since it is bilinear in two
sets of decision variables V and (sV , κ). It can be handled
by alternating the search over these two sets of decision
variables, since holding one set fixed while optimizing over
the other results in a convex problem. The procedure is
summarized in Algorithm 2 in Appendix B.
V. EXPLORING THE REGION OF ATTRACTION
In order to increase the information gained from the
trajectory data, we would like for each trajectory to explore
a different region of the state space while remaining in the
ROA inner-approximation. While the policy κ synthesized
from SOS programming ensures that system stays in the
inner-approximation, it does not ensure that new areas of
the state space will be explored. Therefore, as an alternative
to the the control policy κ(x), we propose an exploration
policy κe(x) which guides the system to areas of the state
space with little data.
The posterior variances V ari(x) of the GPs wˆi can be used
to track which areas of the state space have not been visited.
In regions close to a data point, V ari(x) will be close to the
noise level σn; in regions far from any data, V ari(x) will
be close to the prior variance k(x, x). Therefore, guiding the
system to areas of high variance will lead it to areas which
have not been explored. We can ensure this by choosing κe to
increase V ari(x(t)), the variance of wˆi at the current state,
over time. To account for each wˆi, we will try to increase
the sum
∑
i V ari(x(t)).
The exploration policy will choose a control action by
solving an optimization problem. The problem will be to
maximize the time derivative of
∑
i V ari(x(t)), the sum
of the variances at the present system state. The derivative
is (dropping dependence on x and t for compactness of
notation)
d
dt
nx∑
i=1
V ari =
nx∑
i=1
∂V ari
∂x x˙
=
(
nx∑
i=1
∂V ari
∂x
)
(f + gκe + wˆ).
(14)
To maximize this expression using κe(x) as a decision
variable, we need only consider the (
∑
i
∂V ari
∂x )gκe term.
At the same time, κe(x) must not take the system outside
of the ROA. Therefore, κe must satisfy
V˙low =
∂V
∂x · (f + gκe +m− ησ) ≤ 0 (15)
V˙up =
∂V
∂x · (f + gκe +m+ ησ) ≤ 0. (16)
To ensure a unique solution, we will also include a quadratic
regularizing term on κe in the objective. The form of the
exploration policy κe is then
κe(x) = arg max
u
(
nx∑
i=1
∂V ari
∂x
)
gu− λu>u
s.t. ∂V∂x · (f + gu+m− ησ) ≤ 0
∂V
∂x · (f + gu+m+ ησ) ≤ 0,
(17)
where λ > 0 is a regularization parameter. The policy (17)
is a quadratic program, since for a fixed x the objective is
quadratic and the constraints linear in u. Since quadratic pro-
grams can be efficiently solved in real time, the exploration
policy is suitable for online use.
When the policy κ from (13) exists, u = κ(x) is a feasible
solution to (17). This means that (17) is feasible when (13)
is feasible.
VI. AN ALGORITHM FOR SAFE LEARNING
Algorithm 1 below shows how the results of sections III,
IV, and V can be combined to perform safe exploration and
robust policy synthesis.
The first step is to establish the prior information available
for the system dynamics and encode it into a prior model.
This comprises choosing the terms f and g in the control-
affine base model, and selecting a prior kernel k(x, y) for
the unknown term. The base model f and g may come, for
example, from a linearized model of the system. The kernel
should be chosen so as to capture any further knowledge
about the unknown part of the dynamics.
With the prior model in place, the next step is to synthesize
a prior control policy κ0, a prior Lyapunov function V 0 and a
prior γ0 by solving the SOS program (13) using Algorithm 2.
The prior Lyapunov function acts as a certificate that κ0
stabilizes the equilibrium with high probability, that is for
a large probability mass of candidates for w admitted by
the prior model. Sublevel sets of V 0 also act as inner-
approximations of the ROA created by κ0. We take the prior
ROA as the sublevel set R0 = {x ∈ Rnx |V 0(x) ≤ γ0}.
After synthesizing the prior ROA inner-approximation, the
next step is to collect data to form the posterior model.
This data will come from a system trajectory whose initial
condition we may choose. In order to collect data safely,
we choose an initial condition inside the prior ROA estimate
(step 4), so that the system is guaranteed to eventually return
to the origin. Rather than use the prior policy κ0, we will
use the exploration policy κe to guide the trajectory of the
system during data collection (step 5). This will ensure that
the system trajectory visits regions where model variance
(i.e. uncertainty) is high.
After collecting data, the next step (step 6) is to compute
the posterior model using (3) and (5). With the posterior
model, we can solve the SOS program (13) using the
posterior model (step 7) to synthesize a posterior policy κ1
and posterior Lyapunov function V 1, and compute an inner-
approximation of the ROA for the posterior policy. Since
κ1 and V 1 are computed using a more accurate model of
the dynamics, the posterior ROA estimate will generally be
larger than the one for the prior policy.
With the posterior policy in place, we can repeat steps 4
through 7 to update the posterior model any number of times
before stopping. Supposing that we perform T iterations of
this process, the final output of the algorithm will be the
posterior model, the posterior policy κT , and the posterior
ROA estimate RT .
Algorithm 1: Bayesian Safe ROA Learning with a
polynomial GP model
Input: Base model f(x) + g(x)u; prior kernel degree p
and hyperparameters {α2i }pi=1; GP regression
noise parameter σ2n; number T of iterations.
Output: Posterior control policy κT ; posterior
Lyapunov function V T ; posterior ROA
RT = {x ∈ Rnx |V T (x) ≤ γT }
1 Construct the prior model x˙ = f(x) + g(x)u+ wˆ(x),
where wˆ(x) is a GP with mean zero and kernel
k(x, y) = α21(x
>y) + . . .+ α2p(x
>y)p. Construct an
empty data set D0 = {} ;
2 Solve the SOS program described in (13) using the
prior model to compute the prior policy κ0, prior
Lyapunov function V 0, and prior ROA R0 ;
3 for i ∈ {1, . . . , T} do
4 Select an initial condition xi−10 ∈ Ri−1 ;
5 Collect data {x(j)}Nij=1 and {x˙(j)}N
i
j=1 of N
i points
from a trajectory on the true dynamics with initial
condition xi−10 , using the exploration policy κ
i
e
defined in (17). Add this to the data set, setting
Di = Di−1 ∪ {(x(j), x˙(j))}Nij=1 ;
6 Use (3) and (5) to compute the mean and variance
of the GP with the data set Di ;
7 Solve the SOS program described in (13) using the
posterior model to compute the posterior policy
κi, posterior Lyapunov function V i, and posterior
ROA Ri ;
VII. EXAMPLE: INVERTED PENDULUM WITH INPUT
SATURATION
In this section, we demonstrate Algorithm 1 by using it
to investigate the dynamics near the unstable equilibrium of
a two-state inverted pendulum model. The pendulum model,
adapted from [7], includes an input saturation which prevents
the system from being globally stabilized. Reference [7]
analyzes the stability of this system for a fixed policy and
Lyapunov function determined from a linearized model, and
uses a GP with a non-polynomial kernel to verify a sublevel
set of the fixed Lyapunov function as a ROA estimate.
For our analysis, we do not need a prior safe policy and
Lyapunov function to be given: we instead take a prior model
(also based on a linearization) and a kernel function, and
use it to synthesize a prior controller and a ROA inner-
approximation. We then collect a trajectory inside the prior
ROA using the exploration policy, and use this data to
compute a posterior model and synthesize a new policy and
ROA.
The true system dynamics for the pendulum are
x˙1 = x2
x˙2 =
g
` sin(x1)− µM`2x2 + 1M`2 Sat(u),
(18)
where M is the mass of the pendulum, ` is its length, and
g is gravitational acceleration. The coordinates are chosen
so that x1 = 0, x2 = 0 is the unstable equilibrium. The
Sat(·) function limits the input action to stay within the range
[−Mg` sin(30◦),Mg` sin(30◦)]. With this input saturation
in place, the inverted pendulum cannot return to the upright
position once it deviates from upright by more than 30
degrees.
The input saturation also means that this system is not
input-affine. To remedy this, we use the formulation from
the Remark in Section II: we introduce an auxiliary input
state xu and augment (18) to
x˙1 = x2
x˙2 =
g
` sin(x1)− µM`2x2 + 1M`2 Sat(xu)
x˙u = v.
(19)
We start the algorithm with the linearization of (19); that
is, we take
f(x) =
 x2g
`x1 − µM`2x2 + 1M`2xu
0
 , g(x) =
00
1
 (20)
as the inputs f and g to Algorithm 1. For the prior kernel,
we use the degree 3 kernel
k(x, y) = α21(x
>y) + α22(x
>y)2 + α23(x
>y)3. (21)
Since the dynamics of x1 are purely kinematic, we can
assume that the given model is accurate. Similarly, since
xu is a constructed state, we can assume its dynamics are
accurate. Therefore, we assume that the vector of unknown
dynamics has the form w(x) = [0 w2(x) 0]>, requiring
only one GP model for the unknown dynamics of x2.
To complete the prior model, we select kernel hyperpa-
rameters for w2(x). We will take as prior knowledge that our
linearization is accurate, and that the nonlinear terms contain
a strong odd component. We incorporate this knowledge into
the prior model by setting α21 and α
2
2 to a small value, namely
α21 = α
2
2 = 0.075. Since we have no further prior knowledge
of the third-order term, we will set α23 to be larger than α1
and α2, namely α23 = 1.5. We will also assume that our x˙
measurements, taken from a finite-difference approximation
on the observed states, are reasonably accurate, and use this
knowledge by setting the GP regression noise parameter σ2n
to a low value value, namely σ2n = 0.01.
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Fig. 1. The prior ROA computed using the prior system (20) and prior
kernel (21), projected onto x1 and x2. Two trajectories are also shown using
the two prior control policies, the base SOS policy v(t) = κ(x(t)) and the
exploration policy v(t) = κe(x(t)). The exploration policy visits more of
the state space than the base policy.
Figure 1 shows the results of lines 2, 4, and 5 of Algorithm
1 using the selected f , g, and k. The decision variables in
the SOS analysis—V 0, κ0, and the S-procedure certificates—
sV , sd,i, sγ are degree 4 polynomials, and we take η = 3.
The prior ROA certifies that the prior policy κ0 can restore
angle deviations in the range of about ±4.5 degrees, starting
from rest, in the presence of any w2 that is bounded above
and below by −ησ2(x) ≤ w2(x) ≤ ησ2(x), where σ2(x) =√
k(x, x) is the prior variance.
For step 4, we select an initial condition which starts
from rest with an initial angle deviation of 3◦; that is, we
take x1 = 3pi/180, x2 = xu = 0. Figure 1 shows data
from two trajectories on the true dynamics with this initial
condition. One trajectory, following step 5 of Algorithm 1,
uses the exploration policy v(t) = κe(x(t)). This trajectory
will be used as the data set D0 for the next step. The other
trajectory uses the prior policy κ0, from the same initial
condition chosen in step 4. The exploration policy provides
data from a wider area of the prior ROA before settling to
the equilibrium, by allowing more transients to remain than
the prior policy.
Figure 2 shows the posterior ROA R1 computed by step
7 of Algorithm 1. The posterior model was computed using
the data set D0 comprising the x data points from the prior
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Fig. 2. The posterior ROA, projected onto x1 and x2. The posterior model
incorporates the data collected by the exploration trajectory from iteration
i = 1 of Algorithm 1.
trajectory with the exploration policy and finite-difference
approximations for x˙. With T = 1, this is the final step
of the algorithm. By incorporating the trajectory data, the
posterior analysis successfully extends the size of the ROA.
In particular, the range of safe angle deviations from rest is
extended to ±16.5 degrees.
There are two mechanisms which allow the posterior ROA
to be larger. First, the posterior model more closely matches
the true dynamics than the prior, since it includes higher-
order terms that are fit from data. Second, the posterior
variance is less than the prior variance at all points in the
state space. Since the variance determines the constraints on
w in the SOS problem, the posterior controller can be robust
against a smaller class of unknowns than the prior model
while upholding the same probabilistic guarantee.
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Fig. 3. The exploration trajectory from iteration i = 2 of Algorithm 1,
projected onto x1 and x2. The objective of (17) encourages the exploration
policy to avoid the data from previous trajectories.
Though only one trajectory is needed to complete one
iteration of Algorithm 1, we demonstrate how the explo-
ration policy responds to data from previous iterations by
simulating an exploration trajectory for the i = 2 iteration.
To that end, we pick an initial condition in the posterior
ROA, starting from rest with an initial angle deviation of
14◦, and simulate a trajectory on the true dynamics using
the exploration policy guided by the posterior variance.
The resulting trajectory is shown in Figure 3. Recall
that, by maximizing the objective in (17), the exploration
policy is encouraged to increase the total variance of states
that the system visits. The exploration policy increases the
information gained by the i = 2 trajectory in two ways. First,
it avoids the i = 1 trajectory as much as possible, so that
it does not collect data in parts of the state space that have
already been visited. Second, it adds several excitations into
the trajectory—once at the start of the trajectory, and again
near (x1 = .075, x2 = 0)– where it briefly reverses direction,
increasing the amount of time the system can explore before
settling into the equilibrium.
VIII. CONCLUSION
The proposed method can take an initial prior model for
the dynamics of a system and improve the model using data,
while ensuring that the process of collecting takes place
in a safe ROA. Since the GP model learns an estimate
for the system dynamics in closed-form with quantified
uncertainty, the learned model can be guaranteed safe with
high confidence. The proposed method lifts two limitations
faced by earlier work in safe learning with GPs. First, we
are not restricted to a fixed, given policy and Lyapunov
function: using polynomial kernel functions allows for poli-
cies and Lyapunov functions to be synthesized by SOS
analysis. Second, we do not need to assume the existence
of an a priori safe controller to initialize the safe learning
process: by establishing prior information into a Bayesian
prior model, we can compute an exploration controller which
is guaranteed to be safe on the prior model dynamics.
However, the restriction to polynomial kernels places a
limit on the types of unknown dynamics the system can
learn. In particular, the condition that the unknown dynamics
be well-approximated by a polynomial prohibits the method
from learning dynamics with discrete transitions or discon-
tinuities. Extending the method to work on a larger class of
dynamics would increase the utility of the method. Another
useful extension would be to allow for the synthesis of other
types of safety guarantees than ROAs for learned systems,
for instance barrier certificates or reachable sets.
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APPENDIX
A. Proof for Proposition 3
Proof. By Assumption 3, we know that in a region X
containing the origin, each wi can be approximated by a
polynomial qi with uniform error . The measurements of
wi are effectively measurements of qi corrupted by this
uniformly-bounded noise. Let pqi be the degree of this
polynomial, and let ki(x, y) be a kernel of the form (6)
with p ≥ pqi . Then qi ∈ H(ki), by Propositions 1 and 2.
Since H(ki) is finite-dimensional, the norm ‖qi‖ki is finite.
By assumption 4, the measurements of wi are also subject
to an additional noise uniformly bounded by σn. Since the
measurements of wi act as measurements of qi with noise
uniformly bounded by σn+ , and ‖qi‖ki ≤ ∞, the function
qi and the kernel ki satisfy the assumptions of Lemma 1.
B. Iterative algorithm for solving the SOS problem (13)
Algorithm 2: Iterative method for solving (13)
Input: function V¯ such that constraints (13) are
feasible by proper choice of sV , sd,i, κ, γ.
Output: (κ, γ, V ) such that with the volume of R
having been enlarged.
1 for j ∈ {1, ..., Niter} do
2 γ-step: decision variables (sV , sd,i, κ, γ). Maximize
γ subject to (13) using V = V¯ . This yields (s¯V , κ¯)
and optimal reward γ¯.
3 V -step: decision variables (sγ , sd,i, V ); Maximize
the feasibility subject to (13) as well as sγ ∈ Σ[x],
and
(γ¯ − V ) + (V¯ − γ¯)sγ ∈ Σ[x], (22)
using γ = γ¯, sV = s¯V , κ = κ¯. This yields V¯ .
A linear state feedback for the linearization of f and g
about the origin is used to compute the initial iterate, V¯ .
