Ramanujan sums have been studied and generalized by several authors. For example, Nowak [8] studied these sums over quadratic number fields, and Grytczuk [4] defined that on semigroups. In this note, we deduce some properties on sums of generalized Ramanujan sums and give examples on number fields. In particular, we have a relational expression between Ramanujan sums and residues of Dedekind zeta functions.
Introduction
For positive integers m and k the Ramanujan sum c k (m) is defined as
where µ is the Möbius function. This sum was generalized by several authors.
(For example, see [1] , [5] , [8] , [4] , and so on.) In this paper, we define generalized Ramanujan sums in another way and show some properties on them. Suppose that X is a non-empty set and F X is the set of all mappings A : X → Z such that there are only finitely many points x ∈ X such that A(x) = 0. We see that F X is an abelian group with respect to addition. For A, B ∈ F X , we denote A ≤ B if A(x) ≤ B(x) for every x ∈ X. Let I X = {A ∈ F X : A ≥ 0}. When X is the set of all prime ideals of some Dedekind domain O, we regard I X as the set of all non-zero ideals of O. Now fix a real-valued function N : I X → Z >0 such that N (0) = 1, N (A) > 1 if A = 0, and N (A + B) = N (A)N (B) for all A, B ∈ I X . The Möbius function µ on I X is defined as µ(A) = (−1) x∈X A(x) when A(X) ⊂ {0, 1} and µ(A) = 0 otherwise. For M, K ∈ I X , we put
There are many expressions on Ramanujan sums. For example,
where the product is over all prime divisors p of k, and
It is also known that
where Λ is the von Mangoldt function. Firstly, we shall show these analogues.
Put [x] = ♯{A ∈ I X : N (A) ≤ x} for a real number x > 0 when X is at most countable. We shall show the next theorem.
where the product is over points p ∈ X such that K(p) = 0 and A p is the map such that A p (p) = 1 and A p (q) = 0 if p = q.
(2) For M, N ∈ I X , we have
where
Chan and Kumchev [2] studied the sums
where n is a positive integer, x and y are large real numbers. In particular, they obtain m≤x k≤y
We shall show an analogue of this expression. (1) If we fix K ∈ I X , then
Preliminary
In this section, we review or construct some basic facts of arithmetical functions in a generalized situation. (See [1] , [3] , or [9] .) Put A := {f : I X → R} where R is a commutative ring. When X is the set of prime numbers and R ⊂ C, we may regard an elements of A as an arithmetical function in the usual case. Let f and g ∈ A. The Dirichelet convolution f * g is defined as
for A ∈ I X . The operator * on A is commutative, and associative. The identity element is the function δ such that δ(0) = 1 and δ(A) = 0 when A = 0. A function f ∈ A is invertible if and only if f (0) ∈ R × . For simplicity, we suppose that R = R or C. The function µ is the inverse of the function 1 such that 1(A) = 1 for all A ∈ I X , that is, µ * 1 = δ. One can see that f = g * 1 if and only if g = f * µ.
The partial summation formula is generalized as follows.
This lemma is shown by the ordinary partial summation formula. So we omit the proof.
For a complex number s = σ + it, set
for some c > 0 and α ∈ [0, 1). For
x > 0 and σ > 1, using Lemma 3, we see that
By our assumption, the above expression is
Considering x → ∞, we have
Therefore, the series Z(s) is absolutely convergent for σ > 1. Moreover, we can see Z(s) has an analytic continuation to σ > α, and the residue of Z(s) at s = 1 is the constant c.
Proof of Theorem 1
For f, g ∈ A and M, K ∈ I X , define the sum S f,g (M, K) as
For A ∈ I X , the function χ A ∈ A is defined as χ A (B) = 1 when B ≤ A and
Thus, we have that
which is an analogue of Theorem 1 and 2 in [1] . When f (A) = N (A), g(A) = µ(A), and h(A) = 1 for all A ∈ I X , the above equation is
where the product is over points p ∈ X such that K(p) = 0 and A p is the map A p (p) = 1 and A p (q) = 0 if p = q. Hence (1) of Theorem 1 is proved.
Next, in order to show (2), fix M ∈ I X . Then we see
Thus we obtain
which is an analogue of Theorem 3 and 4 in [1] . When f (A) = N (A), g(A) = µ(A), and h(A) = 1 for all A ∈ I X , the above equation is
Hence (2) is proved. To show (3) we use Z(s) which is defined in the previous section. By an argument similar to that of Titchmarsh [9] p.10, we obtain that
Thus, we have
The expression (3) is proved from this and lim s→1 (s − 1)Z(s) = c.
Proof of Theorem 2
Firstly, we fix K ∈ I X . Then,
where R(x) = O(x α ). By the assumption, the above expression is
Hence, (1) is shown.
Next, we shall show (2) . We have
.
By the assumption,
we obtain S(x, y) = cx + T (x, y) where
Note that
Therefore, Theorem 2 is proved.
Examples
Let 
for a ∈ I. By (2) of Theorem 1, we have
The following fact is well-known.
Lemma 4. (cf. Lang [6] , Chap.VI Theorem 3, or Murty and Order [7] .) The number of ideals of O F whose norms are less than or equal to x is
where c F is the residue of the Dedekind zeta function ζ F (s) of F at s = 1 and
It is well-known that the invariant c F in the above lemma is given by
where r 1 is the number of real primes, r 2 is the number of complex primes, R is the regulator, h is the class number, W is the number of roots of unity, and D is the absolute value of the discriminant of by Theorem 2.
