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Abstrat
We onsider the Jaobi operator (Jf)n = an−1fn−1 + anfn+1 + bnfn on Z with a
real ompatly supported sequenes (an − 1)n∈Z and (bn)n∈Z. We give the solution
of two inverse problems (inluding haraterization): (a, b) → {zeros of the reetion
oeient} and (a, b) → {bound states and resonanes}. We desribe the set of "iso-
resonane operators J", i.e., all operators J with the same resonanes and bound states.
Keywords: Jaobi operator, resonaes, inverse problem
AMS Subjet lassiation: 81Q10 (34L40 47E05 47N50)
1 Introdution
We onsider the Jaobi operator J ating on ℓ2 and given by
(Jf)n = an−1fn−1 + anfn+1 + bnfn, n ∈ Z, f = (fn)∞−∞ ∈ ℓ2(Z),
where a real ompatly supported sequene q = (qn)n∈Z, q2n−1 = bn, q2n = 1− an satises
q = (qn)n∈Z ∈ Xτν = Xτν(p) = ℓ1+ν,2p−τ , for some ν, τ ∈ {0, 1}, p ∈ N,
ℓm,k =
{
(qn)n∈Z ∈ ℓ2(Z) : qm 6= 0, qk 6= 0, q2s < 1, qn = 0, all s ∈ Z, n ∈ Z \ [m, k]
}
, (1.1)
for some m, k ∈ Z. For xed p > 1 the sequene q ∈ X00 has the max support and q ∈ X11
has the min support and q 6= 0. It is well known that the spetrum of J has the form
σ(J) = σac(J) ∪ σd(J), σac(J) = [−2, 2], σd(J) ⊂ R \ [−2, 2]. (1.2)
Dene the new variable z ∈ D1 = {z ∈ C : |z| < 1} by λ = λ(z) = z + 1z . Here λ(z) is a
onformal mapping from D1 onto C \ [−2, 2]. Denote by ψ± = (ψ±n (z))∞−∞ the fundamental
solutions to
an−1ψ
±
n−1 + anψ
±
n+1 + bnψ
±
n = (z +
1
z
)ψ±n , n ∈ Z, (1.3)
∗
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ψ+n (z) = z
n, n > p, and ψ−n (z) = z
−n, n 6 0, |z| 6 1. (1.4)
Dene the Wronskian {f, u}n = an(fnun+1−unfn+1) for sequenes u = (un)∞−∞, f = (fn)∞−∞.
If f, u are some solutions of (1.3), then {f, u}n does not depend on n. The following identities
hold true:
ψ+ = Aψ˜− +Bψ−, on S10 = S
1 \ {±1}, ψ˜± = ψ±(z−1), (1.5)
where S1 = {z ∈ C : |z| = 1}, and v˜ = v(z−1) for a funtion v(z) and
A =
w
1− z2 , w = z{ψ
+, ψ−}n, B = z
2s
η
, s =
{ψ+, ψ˜−}n
z2
, η = z − 1
z
. (1.6)
Note that if q = 0, then w = 1− z2, A = 1, B = 0. The S-matrix is given by
SM(z) =
(
A(z)−1 R−(z)
R+(z) A(z)
−1
)
, z ∈ S1, R− = B
A
= −z
3s
w
, R+ = −B˜
A
=
s˜
zw
, (1.7)
where
1
A
is the transmission oeient and R± is the reetion oeient. For eah z ∈ S10
the sattering matrix SM is unitary and satises
|A(z)|2 = 1 + |B(z)|2 ⇔ w(z)w(z−1) + η2(z) = s(z)s(z−1), (1.8)
detSM(z) = A(z)
A(z)
= −z2w(z)
w(z)
= −z2w(z
−1)
w(z)
. (1.9)
In the ase of ompatly supported q it is onvenient to work with the polynomials w, s.
Thus SM is meromorphi in the omplex plane C and the poles of SM are the zeros of w.
Let λj, j ∈ ZN = {n−, ..,−1, 1, ..., n+}, N = n+ − n− > 0 be the bound states of J and
λj = zj + z
−1
j , where zj are all zeros of w in D1 and the sequene EN = (zj)j∈ZN satises
− 1 < zn− < ... < z−1 < 0 < z1 < ... < zn+ < 1 for some ± n± > 0. (1.10)
Reall that w has only these real zeros in D1 (otherwise J has a non-real eigenvalue).
The main goal of this paper is to prove the following results:
i) the mapping (a, b)→ {bound states, zeros of the reetion oeient} is 1-to-1 and onto,
ii) the mapping (a, b)→ {bound states, resonanes and some sequene σ = (σn)m0 , σn = ±1, }
is 1-to-1 and onto,
iii) we haraterize "iso-resonane Jaobi operators J", i.e., all operators J with the same
resonanes and bound states.
The inverse spetral problem onsists of the following parts:
i) Uniqueness. Prove that the spetral data uniquely determine the potential.
ii) Charaterization. Give onditions for some data to be the spetral data of some potential.
iii) Reonstrution. Give an algorithm for reovering the potential from the spetral data.
iv) A priori estimates. Obtain estimates of the potential in terms of the spetral data.
We dene the lass of sattering data (s, EN), where s(z) is a polynomial assoiated with
the zeros of the reetion oeient and EN = (zj)j∈ZN is a sequene of all zeros of w in D1.
2
Denition S. By Sτν = Sτν (p), ν, τ ∈ {0, 1}, p ∈ N we will denote the lass of (f,KNf ), for
some N > 0, where f is a real polynomial (i.e., a polynomial with real oeients) given by
f = Czν
m∏
1
(z − ζn), where C ∈ R \ {0}, ζn ∈ C \ {0}, m = 2p− 1− τ − ν,
KNf = (zj)j∈ZN is a sequene of zeros of the funtion f(z)f(z
−1)− η2(z), whih satisfy
− 1 < zn− < ... < z−1 < 0 < z1 < ... < zn+ < 1, ±n± > 0, N = n+ − n−, (1.11)
(−1)jzjf(z±1j ) > 0, j ∈ ZN , and (−1)n±f(±1) > 0 . (1.12)
Remark. i) Below we will show that if q ∈ Xτν , then (s, EN) ∈ Sτν , where EN = KNs is
a sequene of all zeros of w in D1. Note that K
0
s = ∅. ii) It is possible that the funtion
s(z)s(z−1) − η2(z) has N1 > N zeros on (−1, 1), and it is important that we take some of
them with the needed properties (1.12). In partiular, we emphasize that EN is not uniquely
determined by s.
Theorem 1.1. Let τ, ν ∈ {0, 1} and m > 3. The mapping J : Xτν → Sτν given by J(q) =
(s, EN) is one-to-one and onto.
Remark. 1) In the proof of Theorem 1.1 we present algorithm for reovering the potential
q from the spetral data (s, EN). The potential q is uniquely determined by the Marhenko
equations (2.12)-(2.16) (in terms of (s, EN)). Here we use the results about the Marhenko
equation from [Te℄. Standard spetral data for the inverse problem for the Jaobi operator
J are (s, zj, m
±
j , j ∈ ZN), where m±j is so-alled norming onstant given by
m±j =
∑
n∈Z
ψ±n (zj)
2, j ∈ ZN , (1.13)
see [Te℄. In Theorem 1.1 instead of the norming onstants we need the ondition (1.12).
2) In Setion 3 we show simple examples of the sattering data for the ase p = 1, 2.
3) We briey indiate how to prove Theorem 1.1. Firstly, we show that if q ∈ Xντ , then
(s, EN) ∈ Sτν . Here we hek ondition (1.12). Seondly, we onsider the inverse mapping.
Suppose (s,KNs ) ∈ Sντ . Then in order to determine w we solve the funtional equation (1.8)
in some lass of polynomials (see Theorem 3.2) and this gives the reetion oeient R±.
Thirdly, (1.17), (1.18) yield the norming onstants m±j . Then we hek that R±, zj, m
±
j , j ∈
ZN satisfy onditions from Theorem 2.3 of Teshl [Te℄, whih we reall for the sake of the
reader in Set.3. Then we obtain a bijetion of our mapping.
4) Assume that s(·) = 0 for some q ∈ Xτν . Then (1.8) yields w(z)w(z−1) = −τ(z)2, z ∈ C\{0}.
It is impossible sine w is a polynomial and we have a ontradition. In fat we dedue that
if s(·) = 0 for some ompatly supported "potential" q, then q = 0.
Let #(f, I) denote the number of zeros of a funtion f on the set I.
Denition W. By Wτν =Wτν (p), ν, τ ∈ {0, 1}, p ∈ N we will denote the lass of polynomials
w = Cw
m∏
1
(z − ρn), Cw ∈ R \ {0}, m = 2p− 1− τ − ν, ρn ∈ C, w(0) > 0, (1.14)
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i) w is real on R and |w(z)| > |η(z)| for any |z| = 1, where η = z − 1
z
,
ii) w has only real simple zeros zj , j ∈ ZN in D1, and the sequene EN = (zj)j∈ZN and the
funtion F (z) = w(z)w(z−1) + η2(z) satises
− 1 < zn− < ... < z−1 < 0 < z1 < ... < zn+ < 1, for some ±n± > 0, N = n+−n− > 0,
1
2
#(F, (zn±, z
−1
n±
)) = even > 0, #(F, Ij) = even > 2,
I0 = (z−1, z1), Ij = (zj , zj+1), j ∈ ZN \ {−1, nn+} = {n−, ...,−2, 1, 2, .., n+ − 1}. (1.15)
We desribe the properties of s, w and the sequene of zeros EN = (zj)j∈ZN ⊂ (−1, 1)N .
Proposition 1.2. Let q ∈ Xτν for some τ, ν ∈ {0, 1}. Then (s, EN) ∈ Sτν , w ∈ Wτν and for
eah j ∈ ZN the following identities hold true
ψ+(zj) = B(zj)ψ
−(zj), B(z
−1
j )B(zj) = −1, s(z−1j )s(zj) = η2(zj), (1.16)
m+j = −zjA′(zj)B(zj) =
z2j
η2(zj)
w′(zj)s(zj), (1.17)
m+j = m
−
j B
2(zj), (1.18)
zj(−1)js(z±1j ) > 0, (−1)jzjw′(zj) > 0, (1.19)
(−1)n±w(±1) > 0, s(±1) = ±w(±1). (1.20)
Moreover, let w(z) =
∑2p
1 wˇnz
n−1, s(z) =
∑2p
1 sˇnz
n−1, wˇ = (wˇn)
2p
1 , sˇ = (sˇn)
2p
1 ∈ R2p and
let V h = (0, h1, .., h2p−1), h = (hn)
2p
1 . Then
2 + (sˇ, sˇ) = (wˇ, wˇ), (V 2sˇ, sˇ) = 1 + (V 2wˇ, wˇ) (V 2k−1sˇ, sˇ) = (V 2k−1wˇ, wˇ), k = 1, .... (1.21)
Below we will sometimes write w(z, q), s(z, q), .., instead of w(z), s(z), .., when several
potentials are being dealt with. For q ∈ Xτν the iso-resonane set of potentials is given by
Iso(q) = {r ∈ Xτν : w(·, q) = w(·, r)} . (1.22)
We will desribe Iso(q). Assume that we know w and we need to reover the polynomial
s. Due to Theorem 1.1 the funtion F (z) = w(z)w(z−1) + η2(z) = s(z)s(z−1) has the zeros
tn, tn+m = t
−1
n , n = 1, .., m ounted with multipliity and given by
0 < |t1| 6 ... 6 |tm| 6 1, (tn)m1 ⊂ U = D1 ∪ S
1
+, S
1
+ = C+ ∩ S1,
arg tn ∈ [0, 2π), and if |tn| = |tk|, arg tn 6 arg tk ⇒ n 6 k. (1.23)
Note that if |tn| = 1, then Im tn > 0. Hene (tn)m1 is a uniquely dened sequene of all zeros
6= 0 of F in the set U . Thus tn, t−1n , n = 1, .., m are all zeros of F and tn or t−1n is a zero of s.
If q ∈ Xντ , then s = Cszν
∏m
1 (z − ζn), where eah ζn 6= 0, n = 1, .., m and reall that
ν ∈ {0, 1}. The sequene σ = (σn)m0 is dened by
σ = (σn)
m
0 ∈ {±1}m+1, σ0 = signCs, and ζn = tσnn , n = 1, .., m. (1.24)
4
For eah w ∈ Wντ we dene a set Ξw of all possible sequenes σ = (σn)m0 by
Ξg =
{
σ = (σn)
m
0 ⊂ {−1, 1}m+1 : (s, EN) ∈ Sτν , where s = Czν
m∏
1
(z − tσnn ), σ0 = signC
}
.
In partiular we have:
I) If w(1) = w(−1) = 0 = N , then (σn)m0 is any sequene from {−1, 1}m+1, under the
ondition that f is real.
II) If w(1) 6= 0 (or w(−1) 6= 0), then (−1)n+s(1) > 0 (or (−1)n−s(1) < 0 ) gives σ0 = signCs.
III) If N > 1, then ondition (−1)jzjs(zj) > 0 for some j ∈ ZN gives σ0 = signCs.
IV) If N > 2, then the funtion s has an odd number > 1 of zeros on eah of the intervals
(zn−, zn−+1), ..., (z−2, z−1) (z−1, z1) and (z1, z2), ..., (zn+−1, zn+).
Our goal is to show that the spetral data Ξw give the "proper" parametrization of the set
Iso(q). Our main Theorem 1.3 shows that σ ∈ Ξw are almost free parameters. Namely,
we prove that if the funtion w(z, q) is xed, then eah σn an be hanged in an almost
arbitrary way.
Theorem 1.3. Let τ, ν ∈ {0, 1} and m > 3.
i) The mapping JR : X
τ
ν → {(w,Ξw), w ∈ Wτν } given by q → (w, (σn)m0 ) is one-to-one and
onto.
ii) Let q ∈ Xτν. Then the mapping Ψ : Iso(q) → Ξw, given by r → σ(r) (see (1.24)) is a
bijetion between the set of potentials r ∈ Iso(q) and the set of sequenes σ(r) ∈ Ξw, w =
w(·, q).
A great number of papers are devoted to the inverse problem for the Shrodinger operator,
(see a book [M℄ , papers [Fa℄, [DT℄, [Me℄ and ref. therein).
A lot of papers are devoted to the resonanes for the 1D Shrodinger operator, see [F℄,
[K1℄, [K2℄, [K3℄, [S℄,[Z℄, [Z1℄. We reall that Zworski [Z℄ obtained the rst results about the
distribution of resonanes for the Shrodinger operator with ompatly supported potentials
on the real line. Korotyaev obtained the haraterization (plus uniqueness and reovering)
of S-matrix for the Shrodinger operator with a ompatly supported potential on the real
line [K1℄ and on the half-line [K2℄. In [K3℄ for the Shrodinger operator on the half line the
stability result was given: if κ0 = {κ0}∞1 is a sequene of zeros (eigenvalues and resonanes)
of the Jost funtion for some real ompatly supported potential q0 and κ−κ0 ∈ ℓ2ε for some
ε > 1, then κ is the sequene of zeros of the Jost funtion for some unique real ompatly
supported potential.
There are a lot of papers and books devoted to the sattering for Jaobi operators, see
[C1℄, [C2℄, [CC℄, [CK℄, [G1℄, [G2℄, [NMPZ℄, [Te℄, [T1℄, [T2℄. In the ase of Jaobi operators
also there are papers about the inverse resonane problem, see [BNW℄, [MW℄, [DS1℄, [DS2℄.
In partiular, some progress was made by Damanik and Simon in [DS1℄, [DS2℄, where they
desribed the S-matrix for Jaobi operators on the half-lattie both for nite-support and
exponentially deay perturbations.
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2 Proof of main Theorems
We reall well-known fats from [Te℄.
Lemma 2.1. Let q ∈ ℓ21,2p. Then eah funtion ψ+p−n(z), n = 1, 2, .., p is a real polynomial
and satises
ψ+p (z) =
zp
ap
, ψ+p−n(z) =
zp+n
ηn
(
cp −
cpβp−n+1 + bpa
2
p
z
+
O(1)
z2
)
)
, cn = 1− a2n, (2.1)
ψ+2 (z) =
z2p−2
η2
(
cp −
cpβ3 + bpa
2
p
z
+
O(1)
z2
)
, (2.2)
ψ+1 (z) =
z2p−1
η1
(
cp −
cpβ2 + bpa
2
p
z
+
O(1)
z2
)
(2.3)
as z →∞, where βn = bn + bn+1 + ...+ bp and ηn = anan+1 · ·ap. Moreover,
ψ+p−n(z) =
zp−n
ηp−n
(1− zβp−n+1 +O(z2)), ψ+1 (z) = z
1 − zβ2 +O(z2)
η1
as z → 0, (2.4)
ψ−1 (z) = z
−1, ψ−2 (z) =
1− zb1
a1z2
. (2.5)
Lemma 2.2. Let q ∈ ℓ21,2p. Then
w(z) = −(b1 − z−1)ψ+1 (z)− a1ψ+2 (z), z 6= 0, (2.6)
s(z) = (1− b1z−1)ψ+1 (z)− z−1a1ψ+2 (z), (2.7)
w(z) =
z2p−1
η1
(
− b1cp +
cp(c1 + β2b1) + b1bpa
2
p
z
+
O(1)
z2
)
as z →∞
w(z) =
1− zβ1 +O(z2)
η1
as z → 0, (2.8)
s(z) =
z2p−1
η1
(
cp −
cpβ1 + bpa
2
p
z
+
O(1)
z2
)
as z →∞
s(z) =
1
η1
(
− b1 + z(c1 + b1β2) +O(z2)
)
as z → 0. (2.9)
Furhermore, if b1 = cp = 0, then
w(z) = −z
2p−3
η1
(c1bp +O(1/z)) as z →∞. (2.10)
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Proof. Using (1.6) and Lemma 2.1, we obtain (2.6), (2.7). Then asymptotis from Lemma
2.1 imply (2.8), (2.9). If b1 = cp = 0, then (2.2), (2.3) imply
w = −a1ψ+2 +
ψ+1
z
=
a21z
2p−3
η1
(bp +O(z
−1))− z
2p−3
η1
(bp +O(z
−1)) = −z
2p−3
η1
(c1bp +O(z
−1)).
Proof Proposition 1.2. Identities (1.16) follow from (1.5), (1.8). Reall the following
identity
A′(zj) = − 1
zj
∑
n∈Z
ψ+n (zj)ψ
−
n (zj), j ∈ ZN , (2.11)
see (10.34) in [Te℄. Then using (1.16) we obtain (1.17). Similar arguments give (1.18).
Using w(0) > 0 and (1.17), we obtain w′(z1) < 0 and w
′(z2) > 0, .... Moreover, due to
(1.16), (1.17) we have (1.19). Identity (2.6), (2.7) give (1.20).
Substituting w =
∑2p
1 wˇnz
n−1
and s =
∑2p
1 sˇnz
n−1
into (1.8) we obtain (1.21).
We need some results about the inverse problems from [Te℄ for q ∈ ℓ11 = {h = (hn)n∈Z :∑
(1 + |n|)|hn| <∞}. Dene the Marhenko operator Fn : ℓ2(Z+)→ ℓ2(Z+) by
(Fnf)k =
∑
m>0
F (2n+m+ k)fm, f = (fn)
∞
0 ∈ ℓ2(Z+), Z+ = Z ∩ [0,∞), (2.12)
n, k > 0 where
F (n) = R̂+n +
N∑
j=1
znj
mj
, R̂±n =
1
2πi
∫
|z|=1
R±(z)z
n−1dz, n ∈ Z, (2.13)
and R̂±n are the Fourier oeients of R±. The Marhenko equation is given by
(I + Fn)Kn(·) = η2ne0, where Kn = (Kn(m))∞0 , en = (δn,k)∞0 ∈ ℓ2(Z+), (2.14)
i.e.,
Kn(k) + F (2n+ k) +
∑
m>1
F (2n+ k +m)Kn(m) = η2nδ0,k. (2.15)
For eah n ∈ Z these equations have unique "dereasing" solutions (Kn(k))∞k=0. The se-
quenes an, bn, n ∈ Z have the forms
a2n =
Ψ0n
Ψ0n+1
, bn =
Ψ1n
Ψ0n
− Ψ
1
n−1
Ψ0n−1
, Ψkn = 〈ek, (I + Fn)e0〉, k = 0, 1, n ∈ Z, (2.16)
where 〈·, ·〉 is the salar produt in ℓ2(Z+). Reall the inverse spetral theorem from [Te℄.
Theorem 2.3. The Faddeev mapping
ℓ11(Z)⊕ ℓ11(Z)→ S = {R+, (zj , m+j , j ∈ ZN ) ∈ (−1, 1)N × RN+ , zj 6= 0, N > 0} (2.17)
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given by (an − 1, bn)n∈Z → {R+(z), z ∈ S1, (zj , m+j , j ∈ ZN)} is one-to-one and onto,
where the funtion R+, the eigenvalues zj and the norming onstants m
+
j , j ∈ ZN satisfy the
onditions
1) R+(z) = R+(z) = − s(z)zw(z) , z ∈ S0 = S1 \ {±1}, and the funtion R+(z) is ontinuous in
z ∈ S0 and satises
C|1− z2|2 + |R+(z)|2 6 1, all z ∈ S0, for some C > 0. (2.18)
2) The eigenvalues zj , j ∈ ZN are distint and m−j m+j = w′(zj)2.
3) The sequenes R̂± = (R̂±n )
∞
1 dened in (2.13) with R−(z) = −R+(z)A(z)A(z) satisfy∑
n>1
n|R̂±n − R̂±n+2| <∞. (2.19)
We are ready to prove the rst result.
Proof of Theorem 1.1. We onsider the ase q ∈ X00 and m = 2p− 1, the proof of other
ases is similar. If q ∈ X00, then Lemma 1.2 gives that (s, EN) ∈ S00 , whih yields a mapping
q → (s, EN) from X00 into S00 .
We will show uniqueness. Let q ∈ X00. Then Lemma 1.2 gives that (s, EN) ∈ S00 , and
Theorem 3.2 gives a unique w. Moreover, Proposition 1.2 yields the norming onstants
m±j , j ∈ ZN . These data determine the ompatly supported potential uniquely by Theorem
2.3. Then we dedue that the mapping q → (s, EN) is an injetion.
We will show surjetion of the mapping q → (s, EN). If (s, EN) ∈ S00 , then Theorem 3.2
gives unique w ∈ W00 and we have R+ = −s(z
−1)
zw(z)
. If n > 2p+ 1, then we have
R̂+n =
1
2πi
∫
|z|=1
R+(z)z
n−1dz = − 1
2πi
∫
|z|=1
zn−2s˜(z)
w(z)
dz = −
N∑
j=1
Res
zn−2s˜(z)
w(z)
∣∣∣∣
zj
= −
N∑
j=1
znj
mj
,
sine n− 2 = (2p− 1) + (n− 2p− 1) and the funtion z2p−1s˜ is a polynomial. Thus
F (n) = 0 if n > 2p+ 1, (2.20)
and using (2.16) we obtain
Ψ0n = 1 + F (2n), and a
2
n =
1 + F (2n)
1 + F (2n+ 2)
(2.21)
thus a2n = 1 if n > p. Similar arguments yield bn = 0 if n > p. Then we dedue that
an = 1, bn = 0 if n > p+ 1.
Moreover, similar arguments yield bn = 0, an = if n 6 0. Then the asymptotis from
Lemma 2.2 give that q ∈ X00, whih yields surjetion.
Proof of Theorem 1.3. i) We onsider the ase q ∈ X00, the proof of other ases is
similar. Let q ∈ X00. Then Proposition 1.2 yield w(·, q) ∈ W00 and we have the mapping
q → (w, σ), where the sequene σ ∈ Ξw is given by (1.24), sine (s, EN) ∈ S00 .
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By Theorem 3.3, for eah (w, σ) ∈ (w,Ξw) there exists a unique (s, EN) ∈ S00 , then due
to Theorem 1.1 the mapping q → (w, σ) is an injetion.
We will prove that JR is a surjetion. Let w ∈ W00 have zeros EN = (zj)j∈ZN from
(−1, 1), N > 0 and let a sequene σ = (σn)m0 ∈ Ξw be dened by (1.24). By Theorem 3.2,
there exists a unique (s, EN) ∈ S00 suh that (1.12) with EN hold true. Then (s, EN) ∈ S00
and, by Theorem 1.1, there exists a unique potential q ∈ X00 with the sattering funtion s(·).
Thus the mapping Jres : X
τ
ν → ((w, σ) ∈ Wτν × Ξw) given by q → (w, (σn)m0 ) is one-to-one
and onto, where m = 2p− 1.
ii) Furthermore, using similar arguments we dedue that if we x q ∈ Xτν , then the
mapping Ψ : r → σ(s(r)) is a bijetion between the iso-resonane set of potentials Iso(q)
and the set of sequenes Ξw, w = w(·, q).
3 Properties of polynomials s, w
In this setion we will get the needed results about polynomials s, w. In order to solve the
inverse problems (a, b)→ (spetral data) we need the following results.
Lemma 3.1. Let g = Cg
∏m
1 (z − ρn) and f = Cf
∏m
1 (z − ζn) satisfy
g(z)g(z−1) + η2 = f(z)f(z−1), η = z − z−1, all z 6= 0, (3.1)
for some m > 3 and g(0) 6= 0, f(0) 6= 0. Then
m∏
1
(λ− µn) = λ
2 − 4
C
+
m∏
1
(λ− λn), µn = ζn + 1
ζn
, λn = ρn +
1
ρn
, (3.2)
C = C2sCζ = C
2
wCρ,
Cρ
Cζ
> 0, Cρ =
m∏
1
(−ρn), Cζ =
m∏
1
(−ζn), (3.3)
m∑
1
µn =
m∑
1
λn, ...,
m∏
1
(−µn) + 4
C
=
m∏
1
(−λn). (3.4)
Proof. Using f = Cf
∏m
1 (z − ζn) and g = Cg
∏m
1 (z − ρn), we obtain
C2s
m∏
1
(z − ζn)(z−1 − ζn) = η2 + C2w
m∏
1
(z − ρn)(z−1 − ρn).
Thus the identities −ζn(λ−µn) = (z− ζn)(z−1− ζn) and −ρn(λ− λn) = (z− ρn)(z−1− ρn),
give
C2sCζ
m∏
1
(λ− µn) = λ2 − 4 + C2wCρ
m∏
1
(λ− λn),
and C2sCζ = C
2
wCρ = C, whih yields
Cζ
Cρ
= C
2
w
C2s
> 0.
Assume that we know only the polynomial f in the equation (3.1) and we have to deter-
mine g. In order to do this we have to solve the equation (3.1) in some lass of polynomials.
The following Theorem will be used to determine the polynomial w if we know s.
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Theorem 3.2. i) Let funtions f, g be analyti in C \ {0} and satisfy (3.1) and be real on
R\{0}. Then f 2(±1) = g2(±1). Moreover, if f(±1) = 0 then (f ′)2(±1) = 8+(g′)2(±1) > 8.
ii) Let (f,KNf ) ∈ Sτν , for some (ν, τ) ∈ {0, 1}, N > 0, m > 3. Then there exists a unique
polynomial g ∈ Wτν satisfying (3.1).
Remark. It is possible that the funtion f(z)f(z−1)−η2(z) has more zeros on (−1, 1)\{0},
and it is important that we make a speial hoie whih, however, has to satisfy ondition
(1.15).
Proof. The statement i) is very simple and dierentiating (3.1) we obtain (f ′)2(±1) =
8 + (f ′)2(±1) at z = ±1.
ii) Reall that f = zνC
∏m
1 (z − ζn), where
C ∈ R \ {0}, 0 < |ζ1| 6 |ζ2| 6 .. 6 |ζm|, m = 2p− 1− τ − ν,
and KNf = (zj)j∈ZN is some sequene of zeros of the funtion f(z)f(z
−1)− η2(z) suh that
− 1< zn−< ... <z−1<0<z1< ... <zn+<1, (−1)n±f(±1) > 0, zj(−1)jf(z±1j ) > 0, (3.5)
j ∈ ZN . Then
f(z)f(z−1) = C2
m∏
1
(z − ζn)(z−1 − ζn) = C0
zm
m∏
1
(z − ζn)(z − ζ−1n ),
where C0 = C
2Cζ , Cζ =
∏m
1 (−ζn). Then G(z) = f(z)f(z−1)− η2(z) satises
G(z) =
{
C0z
m(1 +O(z−1)) as z →∞
C0z
−m(1 +O(z)) as z → 0 , (3.6)
and thus
G(z) = −η2(z) + C0
zm
m∏
1
(z − ζn)(z − ζ−1n ) =
C0
zm
m∏
1
(z − ρn)(z − ρ−1n ), (3.7)
where ρn 6= 0, ρ−1n are the zeros of G ounted with multipliity and satisfying
0 < |ρ1| 6 |ρ2| 6 .. 6 |ρN | < 1 6 |ρN+1| 6 .. 6 |ρm|,
the set {ρ1, ρ2, ..., ρN} = {zj , j ∈ ZN} ⊂ (−1, 1) \ {0}, (3.8)
and Conditions i)-iv) in Denition W, sine f satises Denition S and G(z) = G(1/z) for
all z 6= 0. Moreover, using g0(z) =
∏m
1 (z − ρn) we have
G(z) = Cg0(z)g0(z
−1), where C =
C0
g0(0)
, (3.9)
Note that Lemma 3.1 gives C > 0, then g = C∗g0 and g(0) > 0, where C∗ satises C∗g0(0) >
0, C2∗ = C > 0. By the onstrution of g, this funtion is unique.
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In order to solve the inverse problems Xτν → Wτν we need the following results. Assume
that we have (w, σ), where the funtion w ∈ Wτν and the sequene σ ∈ Ξw, then we have
to determine s uniquely. In order to do this we have to solve the equation (3.1) in lass of
polynomials s ∈ Sτν . The sequene σ will give uniqueness. The following Theorem will be
used to determine the funtion s if we know (w, σ).
Theorem 3.3. Let g ∈ Wτν , for some ν, τ ∈ {0, 1}, m > 3. Then for eah σ ∈ Ξg dened in
(1.24) there exists a unique (f,KNf ) ∈ Sτν satisfying (3.1).
Proof. Reall that g = Cg
∏m
1 (z − ρn), m = 2p − 1 − τ − ν for some Cg ∈ R \ {0} and
ρn ∈ C \ {0} suh that:
i) g is real on R and if +1 and /or −1 are zeros, they are simple, and g(0) > 0,
ii) |g(z)| > |η(z)| for any |z| = 1, where η = z − 1
z
,
iii) g has only simple zeros zn−, .., z−1, z1, .., zn+ in D1 for some ±n± > 0 suh that −1 <
zn− < ... < z−1 < 0 < z1 < ... < zn+ < 1.
Then we obtain
g(z)g(z−1) = C2g
m∏
1
(z − ρn)(z−1 − ρn) = C0
zm
m∏
1
(z − ρn)(z − ρ−1n ),
where C0 = C
2
g
∏m
1 (−ρn). Then F (z) = η2(z) + g(z)g(z−1) satises
F (z) =
{
C0z
m(1 +O(z−1)) as z →∞
C0z
−m(1 +O(z)) as z → 0 , (3.10)
and thus
F (z) =
C0
zm
2m∏
1
(z − tn) = C0
zm
m∏
1
(z − tn)(z − t−1n ), (3.11)
where tn 6= 0 are the zeros of F ounted with multipliity and satisfying
0 < |t1| 6 |t2| 6 .. 6 |tm|, tn+m = 1/tn, all n = 1, 2, .., m, arg tn ∈ [0, 2π),
where if |tn| = |tk|, arg tn 6 arg tk ⇒ n 6 k and if |tn| = 1, then Im tn > 0, sine
F (z) = F (1/z) for all z 6= 0. Moreover, we have
F (z) =
C0
zm
m∏
1
(z − ζn)(z − ζ−1n ) =
C0
f0(0)
f0(z)f0(z
−1), f0(z) =
m∏
1
(z − ζn), (3.12)
where ζn = t
σn
n , (σn)
m
1 ∈ Ξg. Note that Lemma 3.1 gives E = C0f0(0) > 0, then f = C∗f0 and
g(0) > 0, where C∗ =
√
E. We need to hose the sign of C∗. By the onstrution of g, this
funtion is unique.
Example p=1. In this ase we have
w =
1
a1
(1− b1z − a21z2), s =
1
a1
(−b1 + c1z). (3.13)
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1) If we know s = s0 + 2s1z, then
a1 = −s1 +
√
s21 + 1, b1 = −
s0
s1
. (3.14)
2) If we know w, then
−a1w = z2+ b1
a21
z− 1
a21
, ρ1 =
−b1 −
√
b21 + 4a
2
1
4a21
< 0, ρ2 =
−b1 +
√
b21 + 4a
2
1
4a21
> 0, (3.15)
where ρ1, ρ2 ∈ R. Then
ρ1ρ2 = − 1
a21
, b1 =
ρ1 + ρ2
ρ1ρ2
.
Example p=2. In this spei ase we have
ψ+2 =
z2
a2
, ψ+1 =
c2z
3 − b2z2 + z
a1a2
, (3.16)
and
w =
1
a1a2
(
− z3c2b1 + z2(c2 − a21 + b1b2)− z(b1 + b2) + 1
)
, (3.17)
s =
1
a1a2
(
z3c2 − z2(b2 + b1c2) + z(c1 + b1b2)− b1
)
. (3.18)
We obtain 4 ases:
1) The ase a2 6= 1, b1 6= 0 have been onsidered sine m = 3.
2) Let a2 = 1, b2 6= 1, b1 = 0, a1 6= 1. Then it is similar to the ase p = 1 and we have:
w =
−a21z2 − zb2 + 1
a1
, s = z
−zb2 + c1
a1
. (3.19)
3) If a2 = 1, b2 6= 0, b1 6= 0, then
w =
z2(b1b2 − a21)− z(b1 + b2) + 1
a1
, s =
−z2b2 + z(c1 + b1b2)− b1
a1
. (3.20)
4) If a2 6= 1, b1 = 0, a1 6= 1, then
w =
z2(c2 − a21)− zb2 + 1
a1a2
, s = z
z2c2 − zb2 + c1
a1a2
. (3.21)
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