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SUR LA CLASSIFICATION DES SCHE´MAS EN
GROUPES SEMI-SIMPLES
par
Philippe Gille
Re´sume´. — Nous abordons la classification des sche´mas en groupes semi-
simples du point de vue cohomologique et immobilier a` la Bruhat-Tits afin
de ge´ne´raliser les techniques galoisiennes sur un corps a` des anneaux plus
ge´ne´raux. Cela ame`ne a` e´tudier la notion de re´ductibilite´ pour les sche´mas
en groupes re´ductifs en lien avec les sous–groupes a` un parame`tre. De plus,
on travaille avec des sche´mas en groupes affines lisses G non ne´cessairement
connexes mais a` composante neutre re´ductive, ce qui nous conduit a` e´tudier les
normalisateurs de sous-groupes paraboliques de G0 et leurs espaces principaux
homoge`nes. Enfin, l’expose´ contient en appendice des analogies pour les
sche´mas en groupes de Weyl et les donne´es radicielles tordues.
Abstract. — We deal with the classification of semisimple group schemes
via the Bruhat-Tits’ presentation of non-abelian cohomology. The goal is to
generalize Galois techniques to more general rings. It leads us to investigate the
concept of reducibility for reductive group schemes with special attention to
one parameter subgroups. It requires also the study of parabolic subgroups and
their normalizers of a not-necessarily connected affine smooth group scheme G
whose neutral component G0 is reductive. The text discusses in an appendix
also certain analogies for Weyl group schemes and twisted root data.
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1. Introduction
Soit k un corps. La the´orie de Borel-Tits [3, 35] produit une classification
des groupes alge´briques semi-simples sur le corps k, a` partir d’invariants
discrets (le type absolu, l’indice de Tits) et d’invariants « arithme´tiques » qui
sont des classes de cohomologie galoisienne du corps k.
Donnons un exemple pour illustrer ce propos. Si (q,V) de´signe un espace
quadratique non de´ge´ne´re´ (k de caracte´ristique impaire pour simplifier) avec
V de dimension 2n, le groupe spe´cial orthogonal G = SO(q) admet comme
premier invariant son type absolu, i.e. Dn. Un second invariant est le dis-
criminant de q, c’est une classe de k×/(k×)2 qui correspond a` la ∗-action du
groupe de Galois sur le diagramme de Dynkin Dn et qui de´termine la forme
quasi-de´ploye´e de G. Le the´ore`me de Witt est la de´composition (essentielle-
ment unique) q = q0 ⊥ Hν(q), ou` q0 est une forme quadratique anisotrope,
H le plan hyperbolique et ν(q) l’indice de Witt de q. Par exemple, dans le
cas d’une forme interne (i.e. de discriminant trivial), l’indice de Tits de G est
alors
(1D
(1)
n,ν(q))
✞
✝
. . .r r r r r r r r rr✐ ✐ ✐ ✐
α1 α2 αν(q) αn−1
αn
Cela signifie que G admet un sous–groupe parabolique minimal de type
Dn \ {α1, . . . , αν(q)}; pour les autres cas, voir les tables de [35]. La forme
quadratique q0 donne lieu au k–groupe anisotrope SO(q0), qui est un sous–
groupe de Levi d’un tel parabolique minimal et qui est appele´e le noyau
anisotrope de G. La de´composition de Witt-Tits donne la forme ge´ne´rale
de cette construction.
Soit S un sche´ma. Notre objectif principal est de revenir sur le §XXVI de
[SGA3], portant sur les sous–sche´mas en groupes paraboliques, en tentant
de se rapprocher du point de vue de Borel-Tits. Nous abordons ainsi la
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classification des groupes semi-simples avec la cohomologie e´tale et revenons
sur la re´ductibilite´ principalement dans le cas d’une base semi-locale connexe
pour laquelle on dispose du the´ore`me de conjugaison pour les sous–groupes
paraboliques minimaux de Demazure (XXVI.5.2).
Cet objectif est atteint au § 4: pour un sche´ma semi-local connexe (non
vide), on a une de´composition de Witt-Tits de l’ensemble de cohomologie
e´tale H1(S,Autgr(G)) classifiant les S-formes d’un S-sche´ma en groupes semi-
simples G. Cette de´composition est semblable au cas des corps [35] et formule´e
de fac¸on analogue a` la de´composition de Bruhat-Tits de la cohomologie galoisi-
enne des groupes de´finis sur le corps des fractions d’un anneau de valuation
discre`te hense´lien [8].
Ceci demande des pre´paratifs, inte´ressants pour eux-meˆmes. La classifica-
tion des S-sche´mas en groupes semi-simples du point de vue de la cohomologie
e´tale fait intervenir les sche´mas en groupes d’automorphismes Autgr(G). Un
tel sche´ma en groupes n’est en ge´ne´ral pas a` fibres connexes et il est commode
d’e´tendre la the´orie des sche´mas en groupes paraboliques pour des sche´mas en
groupes lisses dont la composante neutre est re´ductive (§ 3).
La notion principale dans les de´compositions de Witt-Tits est celle de re´-
ductibilite´. Un S–sche´ma en groupes re´ductifs G est re´ductible s’il admet un
couple (P,L) ou` P est un S–sche´ma en groupes paraboliques partout propres
de G et L un sous–groupe de Levi de P. On e´tudie cette notion pour elle-
meˆme, notamment son comportement par extension centrale et son lien avec
la notion d’isotropie.
On montre (sur S connexe ou affine) qu’un tel couple (P,L) provient par la
construction de sous–groupes limites associe´s a` un homomorphisme λ : Gm,S →
G (Th. 7.3.1) ge´ne´ralisant le cas des corps [33, § 15.1]. En particulier, le sous–
groupe de Levi L est le centralisateur de λ.
Passons en revue le plan de l’article. La section 2 est l’occasion de revenir
sur des ge´ne´ralite´s pour la cohomologie non abe´lienne, en faisant un compro-
mis entre les techniques galoisiennes omnipre´sentes en pratique et le cadre
tre`s ge´ne´ral du livre de Giraud [18]. Dans la section 3, on revient sur les
sous–groupes paraboliques d’un S-sche´ma en groupes re´ductifs G et sur leurs
groupes de Levi. On s’inte´resse notamment aux normalisateurs d’un sous–
sche´ma en groupes paraboliques dans d’autres sche´mas en groupes, comme
Autgr(G).
La de´composition de Witt-Tits est l’objet de la section 4 et on l’applique
au cas du groupe des automorphismes d’un groupe de Chevalley au § 5.
L’objet principal du § 7 est la de´monstration du re´sultat mentionne´ sur la
description des couples (P,L) pour un S–sche´ma en groupes re´ductifs G avec
des homomorphismes Gm → G. Ce de´veloppement requiert une e´tude de
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nature combinatoire de cohomologie des groupes faite en appendice (§ 9) ainsi
que des rappels sur les donne´es radicielles tordues (§ 6).
A la fin, on montre comment deux invariants classiques des groupes al-
ge´briques semi-simples (∗-action, classe de Tits) se ge´ne´ralisent pour des sche´-
mas en groupes semi-simples sur une base arbitraire.
En appendice, on e´tudie la cohomologie des sche´mas en groupes de Weyl
du point de vue pre´ce´dent, c’est-a`-dire « immobilier ». L’analogie groupes
alge´briques/groupes de Weyl et immeubles sphe´riques/complexes de Coxeter
est en effet remarquable.
Les notations XXII.4.1, VIB.10.2, etc... renvoient au se´minaire sur les
sche´mas en groupes de Demazure-Grothendieck [SGA3].
Remerciements. En premier lieu, je remercie vivement Brian Conrad pour
ses nombreuses pre´cisions, ame´liorations et suggestions apporte´es au manuscrit
(par exemple le § 2.8, le Lemme 4.4.1, la De´finition 6.1.2.(2),...) qui contenaient
en germe la caracte´risation des couples (P,L).
La de´monstration des assertions (1) et (2) de la Proposition 3.4.5 est due a`
Bas Edixhoven, je le remercie chaleureusement.
Je tiens a` remercier aussi Vladimir Chernousov, Cyril Demarche, Cristian
Gonzales-Aviles, Ting-Yu Lee, Arturo Pianzola, ainsi que les rapporteurs pour
leurs commentaires bienvenus.
2. Pre´liminaires
Soit S un sche´ma.
2.1. Faisceaux principaux homoge`nes, produits contracte´s et coho-
mologie non-abe´lienne. — Les quelques faits ci-dessous sont bien connus
en cohomologie galoisienne (e.g. [32, § 2.2, lemme 1]), on se propose de les
ge´ne´raliser pour la cohomologie fppf (i.e. plate) sur le sche´ma de base S en
utilisant principalement le livre de Giraud [18].
On travaille avec des faisceaux d’ensembles et de groupes sur le grand site
plat (i.e. fppf) de S pour lequel on renvoie a` l’expose´ [6, § 1.2] et a` [37, § 2].
Les recouvrements pour la (pre´)-topologie fppf sur la cate´gorie des S–sche´mas
sont les familles de morphismes (Ui → U)∈I tel quel le morphisme
⊔
i∈I
Ui → U
est fide`lement plat localement de pre´sentation finie.
On note e le S-faisceau singleton, c’est-a`-dire de´fini par e(T) = {•}
pour tout T → S. C’est l’objet final de la cate´gorie des S–faisceaux fppf
d’ensembles. De plus, si F est un S–faisceau, on a une bijection naturelle
HomS−faisc(e,F)
∼
−→ F(S). Dans un sens elle associe a` un morphisme u : e→ F
l’image du point par uS : e(S)→ F(S); dans l’autre, elle associe a` une section
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f ∈ F(S) le morphisme constant associe´ a` f , e→ F, qui pour tout T au-dessus
de S applique e(S) sur l’image de f par la restriction F(S)→ F(T).
Si E,F sont des S–faisceaux fppf d’ensembles, on note Hom(E,F) le S–
foncteur des homomorphismes de S–foncteurs de E dans F (I.7), c’est un S–
faisceau fppf (IV.4.5.13). On de´finit le sous–objet Isom(E,F) de Hom(E,F)
par Hom(E,F)(S′) = Isom(ES′ ,FS′) ⊆ Hom(E,F)(S
′); c’est un S-sous-faisceau.
On note Aut(E) = Isom(E,E), c’est un S–faisceau en groupes.
Si E, F ont des structures supple´mentaires(1) (par exemple groupes, etc...),
on peut conside`rer les sous–faisceaux Hom(E,F) et Isom(E,F) qui pre´servent
cette structure; dans le cas des groupes, on note Homgr(E,F).
Soit G un S-faisceau fppf en groupes. On note Autgr(G) ⊆ Aut(G) le S–
faisceau fppf des automorphismes de groupes. L’action de conjugaison de G
sur lui-meˆme de´finit un morphisme de S–faisceaux fppf
int : G −→ Autgr(G).
Le noyau de int est le S–faisceau centre Centr(G) de G et le S–faisceau image de
int est un S–sous-faisceau distingue´ de Autgr(G) appele´ le sous S–faisceau des
automorphismes inte´rieurs. Le S–faisceau conoyau de int est note´ Autextgr(G);
ce S-faisceau est appele´ le S–faisceau en groupes des automorphismes exte´rieurs
de G. Si X (resp. Y) est un S–faisceau muni d’une action a` droite (resp. de
G), le produit contracte´ de X et Y selon G est le S–faisceau quotient X × Y
pour l’action a` droite de G selon (x, y) . g) = (x . g , g−1 . y), voir [18, III.1.3].
On le note X ∧G Y ou parfois aussi X×G Y.
Un S-faisceau E e´quipe´ d’une action a` droite de G est principal homoge`ne
sous G s’il satisfait aux deux conditions suivantes (IV.5.1.5):
(a) Le morphisme de S-faisceaux E × G → E × E, (e, g) 7→ (e, e.g), est un
isomorphisme.
(b) Il existe une famille couvrante (Si)i∈I de S pour la topologie fppf telle
que E(Si) 6= ∅ pour tout i ∈ I.
Le S-faisceau G muni de la translation a` gauche est un S–faisceau principal
homoge`ne sous G, c’est le S-faisceau principal homoge`ne trivial sous G. Un
morphisme de S–faisceaux principaux homoge`nes sous G est un isomorphisme;
en particulier, un S–faisceau principal homoge`ne E sous G est isomorphe au
S-faisceau principal homoge`ne trivial sous G si et seulement si E(S) 6= ∅. La
seconde condition (b) est donc une condition de trivialite´ locale.
Remarque 2.1.1. — Il est tautologique de signaler que si E est un S-faisceau
principal homoge`ne sous G, le quotient E/G est isomorphe au faisceau e. Il
suffit en effet de le ve´rifier pour le S-faisceau principal homoge`ne G.
(1)Voir [9, 2.1] pour des sorites dans cette direction.
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Etant donne´ un S–faisceau principal homoge`ne E sous G, et un S–faisceau
Y muni d’une action a` gauche de G, le produit contracte´ E ∧G Y est appele´
le S–faisceau tordu de Y par E. On le note YE. Sauf mention expresse du
contraire, la notation GE de´signe le tordu de G par E par automorphismes
inte´rieurs, c’est-a`-dire suivant l’action de G sur lui-meˆme via g . u = int(g) . u =
g u g−1. Par construction, le S–faisceau GE est un S–faisceau en groupes, il
est canoniquement isomorphe au S-faisceau AutG(E) des automorphismes G-
e´quivariants de E. Le S–faisceau pre´ce´dent YE est muni d’une action naturelle
(a` gauche) de GE.
Si f : G → H de´signe un S–morphisme de S–faisceaux en groupes, cela
de´finit une action a` gauche de G sur H suivant g . h = f(g) . h. Ainsi si E est
un S–faisceau principal homoge`ne sous G, alors le produit contracte´ E∧GH est
un H–espace principal homoge`ne. On le note aussi f∗E, c’est la « poussette »
(ou push-out) de E selon f .
2.2. Cocycles et H1. — On de´signe par H1fppf(S,G) l’ensemble des classes
d’isomorphie d’espaces principaux homoge`nes sous G. Cet ensemble admet
une description en cocycles pour laquelle il existe plusieurs conventions. Nous
prenons celle du livre de Giraud [18, I.3.6] et nous nous proposons de donner
une pre´sentation quelque peu diffe´rente de celle donne´e au paragraphe I.3.6.2
de ce livre.
Soit S′ → S un morphisme fide`lement plat et localement de pre´sentation
finie. On note pi : S
′×S S
′ → S′ les projections (i = 1, 2) et qi : S
′×S S
′×S S
′
les projections, qi,j : S
′×S S
′×S S
′ → S′×S S
′ les projections partielles (i < j).
On garde en me´moire les relations utiles q1 = p1◦q1,2 = p1◦q1,3, q2 = p1◦q2,3 =
p2 ◦ p1,2, et q3 = p2 ◦ q1,3 = p2 ◦ p2,3.
Un 1-cocycle de S′ a` valeurs dans G est un e´le´ment g ∈ G
(
S′×S S
′
)
satis-
faisant
q∗1,2(g) q
∗
2,3(g) = q
∗
1,3(g) ∈ G
(
S′×
S
S′×
S
S′
)
.
On note Z1(S′/S,G) l’ensemble pointe´ des 1-cocycles de S a` valeurs dans G
(pointe´ par le 1–cocycle trivial).
Etant donne´ un 1–cocycle g de S′ a` valeurs dans G, on lui associe le S-
faisceau Eg sous G de´fini pour chaque S–sche´ma T par
Eg(T) =
{
h ∈ G
(
T×
S
S′
)
| p∗2(h) = gT p
∗
1(h) ∈ G
(
T×
S
S′×
S
S′
)}
.
On a une action naturelle a` droite de G sur Eg: e´tant donne´s un S–sche´ma T
et des sections [h] ∈ Eg(T), g♯ ∈ G(T), alors h g♯ de´finit un e´le´ment de Eg(T).
On note aussi que l’on dispose d’un point privile´gie´ eg ∈ Eg(S
′) de´fini par
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l’e´le´ment g ∈ G
(
S′×S S
′
)
. En effet, en faisant T = S′ et h = g, on a
gT p
∗
1(h) = q
∗
1,2(g) q
∗
2,3(g) = q
∗
1,3(g) = p
∗
1(h).
Lemme 2.2.1. — (1) Pour chaque 1-cocycle g de S′ a` valeurs dans G, le
S–faisceau Eg est principal homoge`ne sous G.
(2) Si E de´signe un S–faisceau principal homoge`ne muni d’un point e ∈ E(S′),
il existe un unique 1-cocycle g de S′ a` valeurs dans G tel que (E, e)
∼
−→ (Eg, eg).
En outre un tel isomorphisme est unique.
De´monstration. (1) Comme Eg(S
′) est non vide, il suffit de montrer que G(T)
agit de fac¸on simplement transitive sur Eg(T) pour tout S–sche´ma T. Soient
[h], [h♯] deux e´le´ments de Eg(T) avec h, h♯ ∈ G
(
T×S S
′
)
. De la de´finition
de Eg, il vient p
∗
1
(
h−1♯ h
)
= p∗2
(
h−1♯ h
)
d’ou` par descente fide`lement plate de
T×S S
′ a` T on tire que h−1♯ h ∈ G(T) ⊆ G
(
T×S S
′
)
. Posant g0 = h
−1
♯ h, on
a [h] = [h♯] g0. Ceci montre que G(T) agit transitivement sur Eg(T) et il est
alors e´vident que cette action est simplement transitive.
(2) L’action de G
(
S′×S S
′
)
sur E
(
S′×S S
′
)
e´tant simplement transitive, il
existe un unique g ∈ G
(
S′×S S
′
)
tel que p∗2(e) = p
∗
1(e) . g. Nous affirmons
que g est un 1-cocycle de S′ a` valeurs dans G. Dans ce but, on utilise la
trivialisation te : G×S S
′ ∼−→ E×S S
′, h 7→ e h . Alors le compose´
p1(te)
−1 ◦ p2(te) : G×
S
S′
∼
−→ G×
S
S′
est un isomorphisme du S–faisceau principal homoge`ne trivial G, c’est donc la
translation a` gauche Lg d’un (unique) e´le´ment g ∈ G
(
S′×S S
′
)
. En utilisant
les relations q1,3 ◦ p1 = q1, q1,3 ◦ p2 = q3, etc..., on ve´rifie alors que
q∗1,3
(
Lg
)
= q∗1,3
(
p∗1(te)
−1
)
◦ q∗1,3
(
p∗2(te)
)
= q∗1
(
t−1e
)
◦ q∗3
(
te
)
= q∗1
(
t−1e
)
◦ q∗2
(
te
)
◦ q∗2
(
t−1e
)
◦ q∗3
(
te
)
= q∗1,2
(
p∗1(te)
−1
)
◦ q∗1,2
(
p∗2(te)
)
◦ q∗2,3
(
p∗1(te)
−1
)
◦ q∗2,3
(
p∗2(te)
)
= q∗1,2
(
Lg
)
◦ q∗2,3
(
Lg
)
.
On conclut que q∗1,3(g) = q
∗
1,2(g) q
∗
2,3(g). Nous allons maintenant construire un
isomorphisme entre Eg et E. Etant donne´s un S–sche´ma T et [h] ∈ Eg(T) avec
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h ∈ G
(
T×S S
′
)
, nous affirmons que e . h ∈ E(T) ⊆ G
(
T×S S
′
)
. En effet, on a
p∗1
(
e . h
)
= p∗1(e) . p
∗
1(h)
= p∗2(e) . g . p
∗
1(h)
[
p∗1(e) = p
∗
2(e).g
]
= p∗2(e) . p
∗
2(h)
[
p∗2(h) = g . p
∗
1(h)
]
= p∗2(e .h).
Ainsi e . h ∈ E(T), ce qui permet de de´finir un morphisme de S–faisceaux
u : Eg → E, [h] 7→ e .h . Ce morphisme est G–e´quivariant, c’est donc un
isomorphisme. En outre u(eg) est donne´ dans E
(
S′×S S
′
)
par p∗2(e) . g = p
∗
1(e),
c’est-a`-dire le point e ∈ E(S′). La ve´rification de l’unicite´ est imme´diate et
laisse´e au lecteur.
Ainsi Z1(S′/S,G) de´crit les classes d’isomorphies de couples (E, e) ou` E est
un S–faisceau principal homoge`ne muni d’un point e ∈ E(S′). Si E est un tel
objet, le groupe G(S′) agit a` droite de fac¸on simplement transitive sur E(S′),
ceci induit une action a` droite de G(S′) sur Z1(S′/S,G). On pose
H1fppf(S
′/S,G) = Z1(S′/S,G) /G(S′) .
Alors l’ensemble pointe´ H1fppf(S
′/S,G) classifie les S–faisceaux principaux ho-
moge`nes trivialise´s par le recouvrement S′ → S. On a donc une application
injective naturelle H1fppf(S
′/S,G) → H1fppf(S,G) et chaque S-espace principal
homoge`ne sous G e´tant trivialise´ par un recouvrement fppf, on obtient par
passage a` la limite une bijection
lim
−→
T/S
H1fppf(T/S,G)
∼
−→ H1fppf(S,G),
ou` T parcourt les recouvrements fppf de S.
Remarque 2.2.2. — (a) L’action de G(S′) se traduit bien entendu au niveau
des cocycles. Etant donne´ g ∈ Z1(S′/S,G) et g0 ∈ G(S
′), on a alors g . g0 =
p∗1(g
−1
0 ) g p
∗
2(g0).
(b) Dans [18, I.3.6], on conside`re la situation en apparence plus ge´ne´rale de
recouvrements (Si)i∈I mais cela revient au meˆme en prenant la somme disjointe
des Si. Ceci e´tant, il est parfois commode de travailler avec des Si, ce que l’on
fait d’ailleurs plus loin en 2.6.
Le cas particulier ou` S est non vide et S′ → S est un ΓS–torseur pour
un groupe fini Γ (i.e. le S–faisceau hS′ est un S-espace principal homoge`ne
sous ΓS, voir § 2.7 ci-apre`s) est fondamental et nous allons faire le lien avec
la cohomologie galoisienne. L’isomorphisme d’action a : S′×S ΓS
∼
−→ S′×S S
′,
(x, g) 7→ (x, x.g) produit la de´composition φ : S′×S S
′ ∼−→
⊔
σ∈Γ S
′. Celle-ci
donne lieu a` un isomorphisme de groupes φ∗ : G(S′)(Γ) =
∏
σ∈ΓG(S
′)
∼
−→
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G
(
S′×S S
′
)
. L’action a` droite de ΓS sur S
′ produit une action a` gauche du
groupe fini Γ ⊆ H0(S,ΓS) sur G(S
′) note´e σ . g = σ(g).
Lemme 2.2.3. — Un Γ-uplet z = (zσ)σ∈Γ de G(S
′) de´finit un 1–cocycle de
S′/S a` valeurs dans G si et seulement si
zστ = zσ σ(zτ )
pour tous σ, τ ∈ Γ.
De´monstration. On utilise l’isomorphisme b : S′×S ΓS×S ΓS
∼
−→
S′×S S
′×S S
′, (x, γ, τ) 7→
(
x, x.γ, x.(γτ)
)
qui donne lieu a` un isomophisme
ψ : S′×S S
′×S S
′ ∼−→
⊔
(σ,τ)∈Γ×Γ S
′.
On va identifier les morphismes q∗i,j : G
(
S′×S S
′
)
→ G
(
S′×S S
′×S S
′
)
via
les isomorphismes φ∗ et ψ∗. Notant a0 : S
′×S ΓS → S
′ l’action, on conside`re
les diagrammes commutatifs
S′×S ΓS×S ΓS
b
∼
//
p1,2

S′×S S
′×S S
′
p1,2

S′×S ΓS
a
∼
// S′×S S
′,
S′×S ΓS×S ΓS
b
∼
//
a0×idS′

S′×S S
′×S S
′
p2,3

S′×S ΓS
a
∼
// S′×S S
′,
et
S′×S ΓS×S ΓS
b
∼
//
idS′×
∏

S′×S S
′×S S
′
p1,3

S′×S ΓS
a
∼
// S′×S S
′.
Ces diagrammes indiquent que le morphisme (ψ∗)−1 ◦ q∗i,j ◦ φ
∗ : G(S′)(Γ) →
G(S′)(Γ×Γ) applique un Γ-uplet (zσ) sur
(
uσ,τ
)
(σ,τ)∈Γ2
ou`
uσ,τ =


zσ si i = 1 et j = 2;
σ(zτ ) si i = 2 et j = 3;
zστ si i = 1 et j = 3.
Il ressort que (zσ) de´finit un 1–cocycle de S
′ a` valeurs dans G si et seulement
on a zσ σ(zτ ) = zστ pour tous σ, τ ∈ Γ.
Cette description des 1–cocycles est celle de la cohomologie galoisienne [32].
Deux 1–cocycles z = (zσ) et t = (tσ) sont alors cohomologues s’il existe
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a ∈ G(S′) satisfaisant zσ = a
−1 tσ σ(a) pour tout σ ∈ Γ. L’ensemble pointe´
de cohomologie des groupes H1(Γ,G(S′)) := Z1(Γ,G(S′)) /G(S′) est donc en
bijection naturelle avec H1fppf(S
′/S,G). En particulier, on a une suite exacte
d’ensembles pointe´s
1 −→ H1(Γ,G(S′)) −→ H1fppf(S,G) −→ H
1
fppf(S
′,G).
2.3. Transporteurs stricts, stabilisateurs. — On se donne une action
de G sur un S–faisceau fppf X. On rappelle les de´finitions des expose´s I et
VIB.6 dans le cadre des S–foncteurs. Soient Z,Z
′ deux sous S–faisceaux de X.
Le transporteur strict Transpstr
G
(Z,Z′) de Z a` Z′ est le S–sous–foncteur de G
de´fini par
Transpstr
G
(Z,Z′)(T) =
{
g ∈ G(T) | g
T˜
(
Z(T˜)
)
= Z′(T˜) | ∀ T˜ −→ T
}
pour chaque T au-dessus de S.
Lemme 2.3.1. — Le S–foncteur Transpstr
G
(Z,Z′) est S–sous–faisceau fppf
de G.
De´monstration. Soit T un S–sche´ma et (Ti)i∈I une famille couvrante de T.
On conside`re le diagramme commutatif de suites d’ensembles
Transpstr
G
(Z,Z′)(T) u //
∏
i∈I
Transpstr
G
(Z,Z′)(Ti) ////
∏
i∈I
Transpstr
G
(Z,Z′)(Ti×STj)
G(T)
v //
⋂
∏
i∈I
G(Ti)
⋂
////
∏
i∈I
G
(
Ti×STj
)
⋂
Comme G est un faisceau, la suite du bas est exacte, donc Transpstr
G
(Z,Z′)(T)→∏
i∈I
Transpstr
G
(Z,Z′)(Ti) est injective. On se donne une famille de sections
(gi)i∈I ∈
∏
i∈I
Transpstr
G
(Z,Z′)(Ti) appartenant au noyau de la double fle`che.
Alors il existe un unique g ∈ G(T) tel que gi = g|Ti et on doit ve´rifier que g
appartient a` Transpstr
G
(Z,Z′)(T). Il suffit de ve´rfier que g
(
Z(T)
)
⊆ Z′(T),
en utilisant la syme´trie et en remarquant que le cas d’un sche´ma T˜ au dessus
de T est analogue. Soit z ∈ Z(T). Par hypothe`se, on a a gi
(
Z(Ti)
)
= Z′(Ti),
donc gi . z|Ti ∈ Z
′(Ti). L’e´le´ment gi . z|Ui appartient au noyau de la double
fle`che, donc provient d’un unique e´le´ment z′ ∈ Z′(T). De plus g.z et z′ ont
meˆmes restrictions sur le recouvrement (Ti)i∈I, donc g.z = z
′ ∈ Z′(T).
Si Z = Z′, on note StabG(Z) = TranspstrG(Z,Z), c’est le stabilisateur du
sous S–faisceau Z. Si x ∈ X(S) de´signe un point, on note abusivement StabG(x)
le stabilisateur du sous-faisceau constant de X de´fini par x.
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Soit H un S-sous–faisceau en groupes de G. Le normalisateur NG(H) de H
dans G est le stabilisateur de H pour l’action adjointe de G, i.e.
NG(H)(T) = StabG(H)(T) =
{
g ∈ G(T) | gT′ H(T
′) g−1T′ = H(T
′) ∀T′ −→ T
}
pour chaque T au-dessus de S. De meˆme, le centralisateur CentrG(H) de H
dans G est le S-sous–faisceau de G de´fini par
CentrG(H)(T) =
{
g ∈ G(T) | gT′ ∈ CentG(T′)
(
H(T′)
)
∀T′ −→ T
}
pour chaque T au-dessus de S. On a une suite exacte naturelle de S–faisceaux
en groupes 1 → CentrG(H) → NG(H) → Autgr(H) ou` Autgr(H) de´signe le
S–faisceau des automorphismes de groupes de H. Dans le cas ou` H = G, on
retrouve la suite exacte 1→ Centr(G)→ G→ Autgr(G) du §2.1.
2.4. Sections du quotient G/H et application caracte´ristique. — On
note Y = G/H le faisceau quotient et p : G→ Y le morphisme quotient. Nous
nous proposons d’e´tudier l’application caracte´ristique sous-jacente en de´mon-
trant un cas particulier de la proposition III.3.1.1 de [18] sur la description de
Y(S). L’ide´e directrice est de travailler avec les espaces principaux homoge`nes
en e´vitant dans une certaine mesure les cocycles.
Etant donne´ un point y ∈ H0(S,Y), on conside`re le sous-faisceau fibre en
y, c’est-a`-dire l’image re´ciproque par p du S-sous–faisceau constant attache´ a`
y. On le note Fy = p
−1(y); c’est un H–faisceau principal homoge`ne muni
du H-monomorphisme iy : Fy → G (pour l’action a` droite de H sur G).
On dispose d’un isomorphisme canonique d’espaces principaux G–homoge`nes
cany : p
−1(y) ∧H G
∼
−→ G de´fini par passage au quotient du morphisme de
S-faisceaux fppf p−1(y)×G→ G, (u, g) 7→ iy(u) g.
Cette construction donne lieu a` l’application caracte´ristique ϕ : H0(S,Y) =
Y(S)→ H1fppf(S,H) qui associe a` un point y la classe de [Fy].
Remarque 2.4.1. — Profitons de cette discussion pour signaler la compat-
ibilite´ suivante. Pour chaque y ∈ H0(S,Y), on a un isomorphisme canonique
de S–faisceaux en groupes
Hp
−1(y) ∼−→ StabG(y)
ou` le S-faisceau en groupes de gauche signifie le tordu de H par automorphismes
inte´rieurs suivant le H-faisceau principal homoge`ne p−1(y) et le terme de droite
le faisceau stabilisateur de y dans G [12, lemme 4.2.33].
Lemme 2.4.2. — Soit E un S-faisceau principal homoge`ne sous H. On note
J = E ∧H G l’espace principal homoge`ne sous G donne´ par le changement de
groupes i : H→ G. On note iE : E
id×1
−−−→ E×G→ J.
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(1) Soit q : E→ G un H–monomorphisme (pour l’action a` droite de H sur G).
Alors le morphisme E×G→ G, (e, g) 7→ q(y) g donne lieu a` un isomorphisme
uq : J
∼
−→ G, qui est une trivialisation de l’espace principal homoge`ne J.
(2) Etant donne´ une trivialisation u : J
∼
−→ G, on de´finit qu : E → G comme
le compose´ de E
iE
→ J
u
→ G. Alors qu est un H–monomorphisme et u = uqu.
(3) Soit q : E→ G un H–monomorphisme (pour l’action a` droite de H sur G).
Alors il existe un unique point y = y(E, q) ∈ Y(S) tel que le faisceau image
du compose´ p ◦ q : E → Y soit le S–sous–faisceau constant Y associe´ a` y. De
plus, il existe un unique H–isomorphisme l : E
∼
−→ Fy de sorte que q = iy ◦ l.
De´monstration. (1) Cela re´sulte du fait qu’un morphisme d’espaces principaux
homoge`nes sous G est un isomorphisme.
(2) E´vident.
(3) D’apre`s la remarque 2.1.1, on a un isomorphisme E/H ∼= e. Par passage
au quotient par H de q, on obtient un morphisme e → Y. C’est une section
du morphisme structural Y → e, elle de´finit donc un point y de sorte que
l’image de q est le sous-faisceau constant associe´ a` y. En outre, q induit un
isomorphisme l : E
∼
−→ Fy de H-faisceaux principaux homoge`nes; celui-ci est
unique.
On conside`re maintenant les couples (E, q) ou` E est un H-faisceau principal
homoge`ne (a` droite) et q : E → G un H–monomorphisme de faisceaux. Deux
tels couples (E, q), (E′, q′) sont dits e´quivalents s’il existe un H–isomorphisme
f : E
∼
−→ E′ satisfaisant q = q′ ◦ f . On note alors P l’ensemble des classes
d’e´quivalence de couples (E, q). Le Lemme 2.4.2.(3) montre que l’assignation
y 7→ (Fy, iy) induit une bijection
Y(S)
∼
−→ P.
Proposition 2.4.3. — [18, III.3.2.3]. L’application caracte´ristique
ϕ : Y(S) → H1fppf(S,H) induit une bijection
G(S) \Y(S)
∼
−→ ker
(
H1fppf(S,H) −→ H
1
fppf(S,G)
)
.
De´monstration. Soient E un S-faisceau principal homoge`ne sous H et q :
E → G un H–monomorphisme. D’apre`s le Lemme 2.4.2.(3), (E, q) de´finit un
e´le´ment y de Y(S) dont l’image caracte´ristique est [E] ∈ H1fppf(S,H); cette
classe appartient bien au noyau de i∗ : H
1
fppf(S,H) → H
1
fppf(S,G) d’apre`s le
Lemme 2.4.2.(1). En outre, d’apre`s le Lemme 2.4.2.(2), tout e´le´ment du noyau
ker(i∗) provient de cette construction. Il reste a` montrer que les fibres de ϕ
correspondent aux G(S)–orbites sur Y(S). Soient y, y′ ∈ Y(S) deux points
satisfaisant ϕ(y) = ϕ(y′). On repre´sente y (resp y′) par un couple (E, q)
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(resp. (E′, q′)). Alors les espaces principaux H-homoge`nes sous E et E′ sont
isomorphes et on peut donc supposer que E = E′. Dans cette situation, nous
affirmons qu’il existe un unique g ∈ G(S) tel que q′ = g q. Cette question est
alors locale pour la topologie plate, ce qui rame`ne au cas e´vident ou` E
∼
−→ H.
Ceci montre que y′ = g y.
2.5. Conjugaison locale de sous-faisceaux en groupes, I. — On fixe un
entier d > 1 et on conside`re des S-sous-faisceaux en groupes fppf H1, . . . ,Hd de
G. Posons N = NG(H1,H2, . . .Hd) = NG(H1)∩NG(H2) · · ·∩NG(Hd), X = G/N
le faisceau fppf associe´ et r : G→ X le morphisme quotient.
Soient H′1, . . . , H
′
d des S–sous-faisceaux en groupes de G localement G-
conjugue´s a` H1, . . .Hd, c’est-a`-dire qu’il existe un recouvrement fppf (Ui)i∈I de
S et des sections gi ∈ G(Ui) tels que H
′
j×SUi = gi (Hj×SUi) g
−1
i pour tous i ∈
I, j = 1, . . . , d. Le transporteur strict Transpstr
G
(
(H1, . . . ,Hd), (H
′
1, . . . ,H
′
d)
)
,
qui associe a` un morphisme T→ S
Transpstr
G
(
(H1, . . . ,Hd), (H
′
1, . . . ,H
′
d)
)
(T) ={
g ∈ G(T) | gHj(T˜) g
−1 = H′j(T˜) ∀ T˜ −→ T, ∀ j = 1, . . . , d
}
,
est un N-faisceau principal homoge`ne plonge´ dans G. Il de´finit donc un point
γ(H′1, . . . ,H
′
d) dans H
0(S,X) d’apre`s le § 2.4.
Lemme 2.5.1. — La fle`che (H′1, . . .H
′
d) 7→ γ(H
′
1, . . . ,H
′
d) induit une corre-
spondance bijective entre l’ensemble des sous-faisceaux (H′1, . . . ,H
′
d) localement
G-conjugue´s a` (H1, . . . ,Hd) et X(S). L’application inverse applique un point
x ∈ H0(S,X) sur les tordus (H
r−1(x)
1 , · · · ,H
r−1(x)
d ) qui sont chacun des S–sous–
faisceaux en groupes de Gr
−1(x) canx−−−→
∼
G selon l’action naturelle de N sur H.
De´monstration. Nous commenc¸ons par construire un candidat pour
l’application inverse γ en voyant X(S) comme l’ensemble des classes (E, q)
(pour la relation d’e´quivalence de´crite au § 2.4) ou` E est un N-faisceau prin-
cipal homoge`ne et q : E → G un monomorphisme de N–faisceaux. Si (E, q)
est un tel objet, on dispose alors d’une trivialisation q∗ : E ∧
N G
∼
−→ G,
(e, g) 7→ q(e).g. On conside`re les S-faisceaux en groupes tordus H
E
j pour
l’action naturelle de N sur Hj pour j = 1, . . . , d. Le compose´
uj : H
E
j −→ G
E
q∗
∼
−→ G
est un monomorphisme, le faisceau image note´ Hj(E, q) est bien un S-sous-
faisceau en groupes de sorte que le d–uplet
(
H1(E, q), . . . ,Hd(E, q)
)
est locale-
ment G–conjugue´ a` (H1, . . . ,Hd).
14 PHILIPPE GILLE
Il reste a` montrer que les deux constructions sont inverses l’une de l’autre.
Dans un sens, e´tant donne´ un couple (E, q) comme pre´ce´demment, on observe
que q : E→ G induit un morphisme
E −→ Transpstr
G
(
(H1, . . . ,Hd),
(
H1(E, q), . . . ,Hd(E, q)
))
.
Comme c’est un morphisme de N–espaces principaux homoge`nes, c’est un
isomorphisme.
Dans l’autre sens, si on part d’un d–uplet (H′1, . . . ,H
′
d) localement G–
conjugue´ a` (H1, . . . ,Hd), on lui associe le couple(
Transpstr
G
(
(H1, . . .Hd), (H
′
1, . . .H
′
d)
)
, i
)
.
On a bien H′j = Hj
(
Transpstr
G
(
(H1, . . .Hd), (H
′
1, . . .H
′
d)
)
, i
)
pour chaque j.
D’apre`s la Proposition 2.4.3, l’application caracte´ristique ϕ : X(S) →
H1fppf(S,N) induit une bijection
G(S) \X(S)
∼
−→ ker
(
H1fppf(S,N) −→ H
1
fppf(S,G)
)
.
Le membre de gauche de´crit alors les G(S)-classes de conjugaisons de d–uplets
(H′1, . . . ,H
′
d) de sous S–faisceaux en groupes de G qui sont localement G–
conjugue´s a` (H1, . . . ,Hd) pour la topologie fppf.
2.6. Conjugaison locale de sous-faisceaux en groupes, II. —
De´finition 2.6.1. — Soit E un faisceau principal homoge`ne sous G (pour
fppf). Soit X un S-faisceau sur lequel G agit a` gauche et posons X′ = E∧GX.
Soit Y (resp. Y′) un S-sous-faisceau de X (resp. X′). On dit que Y et Y′ sont
localement G-conjugue´s s’il existe un recouvrement (Ui)i∈I de S trivialisant
E, des trivialisations φi : E×SUi ∼= G×SUi et g = (gi) ∈
∏
G(Ui) tels que
φi,∗ : G
E×SUi
∼
−→ G×SUi induise un isomorphisme Y
′×SUi
∼
−→
gi
(
Y×SUi
)
g−1i pour tout i ∈ I.
En particulier, si (H1, . . . ,Hd) (resp. (H
′
1, . . . ,H
′
d)) de´signe un d-uplet
de S-sous-faisceaux en groupes de G (resp. de G′ = GE), on dit que
(H1, . . . ,Hd) et (H
′
1, . . .H
′
d) sont localement G-conjugue´s s’il existe un recou-
vrement (Ui)i∈I de S trivialisant E, des trivialisations φi : E×SUi ∼= G×SUi
et g = (gi) ∈
∏
G(Ui) tels que φi,∗ : G
E×SUi
∼
−→ G×SUi induise un isomor-
phisme H′j ×SUi
∼
−→ gi
(
Hj ×SUi
)
g−1i pour tout i ∈ I et tout j = 1, .., d.
Lemme 2.6.2. — Soit E un S–faisceau principal homoge`ne sous G (pour
fppf). On pose G′ = GE. Soit (H1, . . .Hd) un d–uplet de S-sous-faisceaux
en groupes de G. On de´signe par N = NG(H1, . . . ,Hd) et on note i : N→ G.
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(1) Soit (H′1, . . .H
′
d) un d–uplet de S–sous-faisceaux en groupes fppf de G
′ qui
est localement G–conjugue´ pour fppf au d–uplet (H1, . . . ,Hd). Alors il existe un
S-faisceau principal homoge`ne F sous N et un G-isomorphisme q : F∧NG
∼
−→
E de sorte que l’isomorphisme de S–groupes q∗ : G
i∗ F ∼−→ G′ = GE applique le
d–uplet (H
F
1 , . . . ,H
F
d ) de S–sous-faisceaux en groupes tordus sur (H
′
1, . . . ,H
′
d).
(2) Les assertions suivantes sont e´quivalentes:
(a) E admet une re´duction a` N, i.e. la classe de E appartient a` l’image de
i∗ : H
1
fppf(S,N)→ H
1
fppf(S,G).
(b) Le faisceau en groupes tordus G′ admet un d–uplet de sous-faisceaux
en groupes (H′1, . . .H
′
d) qui est localement G-conjugue´ a` (H1, . . . ,Hd) pour la
topologie fppf.
De´monstration. (1) On suppose que G′ := GE admet un d-uplet (H′1, · · · ,H
′
d)
de S–sous-faisceaux en groupes qui est localement G-conjugue´ a` (H1, . . . ,Hd)
pour la topologie fppf. Il existe donc un recouvrement fppf (Ui)i∈I de S
trivialisant E, des trivialisations φi : E×SUi ∼= G×SUi et une section g =
(gi) ∈
∏
G(Ui) tels que φi,∗ : G
E×SUi ∼= G×SUi applique H
′
k×SUi sur
gi
(
Hk×SUi
)
g−1i pour tout i ∈ I et pour tout k = 1, . . . , d.
On pose Lgi,j = φi ◦φ
−1
j : G×S
(
Ui×SUj
) ∼
−→ G×S
(
Ui×SUj
)
pour i, j ∈ I
ou` L de´signe la translation a` gauche. Alors (gi,j)i,j∈J est le 1-cocycle associe´
a` E et a` la trivialisation φ. On va montrer que l’on peut supposer g trivial.
Dans ce but, on conside`re la trivialisation suivante de E
φ˜i := Lgi ◦ φi : E×
S
Ui
φi
−−→
∼
G×
S
Ui
Lgi−−−→
∼
G×
S
Ui
ou` Lgi de´signe la translation a` gauche par gi. Alors le 1-cocycle (g˜i,j) associe´
a` E et a` la trivialisation φ˜ satisfait g˜i,j = gi gi,j g
−1
j pour i, j ∈ I. On ve´rifie
imme´diatement que φ˜i,∗ : G
E×SUi
∼
−→ G×SUi induit un automorphisme
H′×SUi
∼
−→ H×SUi pour tout i ∈ I. On s’est donc ramene´ a` ce cas,
ce qui permet de supposer que int(gi,j) : G×SUi,j
∼
−→ G×SUi,j induit un
automorphisme Hk×SUi,j pour k = 1, .., d, d’ou` gi,j ∈ N(Ui,j) pour tous
i, j ∈ I. Par suite, E admet un S-sous-faisceau F qui est principal homoge`ne
sous N et qui est de´fini par le carre´ carte´sien
F×SUi ∼
//
_

N×SUi
_

E×SUi
φi
∼
//// G×SUi .
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L’application F×G → E, (f, g) 7→ f g induit un isomorphisme q : F∧NG
∼
−→
E. Par construction, l’isomorphisme de S–groupes q∗ : G
i∗ F ∼−→ G′ = GE
applique le d–uplet (H
F
1 , . . . ,H
F
d ) sur (H
′
1, · · ·H
′
d).
(2) (a) =⇒ (b) : On suppose que E ∼= F∧NG ou` F est un S-faisceau principal
homoge`ne sous N. Alors GE ∼= Gi∗ F admet le d-uplet de S-sous-faisceaux
(H
F
1 , . . .H
F
d ), qui est localement G–conjugue´ a` (H1, . . . ,Hd).
(b) =⇒ (a) : ceci re´sulte de la premie`re assertion.
Lemme 2.6.3. — Soit G = G1⋊SG2 un produit semi-direct de faisceaux fppf
en groupes. On note i : G1 → G, p : G→ G2 et h : G2 → G le scindage.
1. Soit P2 un G2-faisceau principal homoge`ne au-dessus de S. Alors on a
une suite exacte de faisceaux fppf
1 −→ G
h∗ P2
1
ih∗ P2
−−−−→
∼
Gh∗ P2
ph∗ P2
−−−−−→
∼
G
P2
2 −→ 1
et donc une action a` droite de H0(S,G
P2
2 ) sur H
1
fppf(S,G
h∗ P2
1 ).
2. Pour chaque P2, on conside`re l’application
H1fppf(S,G
h∗ P2
1 ) −→ H
1
fppf(S,G
h∗ P2)
τh∗ P2−−−−−→
∼
H1fppf(S,G)
ou` τh∗ P2 de´signe de la bijection de torsion [18, III.2.6]. Alors les fle`ches
pre´ce´dentes induisent une bijection⊔
P2
H1fppf(S,G
h∗ P2
1 ))/H
0(S,G
P2
2 )
∼
−→ H1fppf(S,G)
ou` P2 parcourt les classes d’isomorphie de G2-faisceaux principaux ho-
moge`nes au-dessus de S.
De´monstration. (1) Voir [18, III.3.3], en particulier 3.3.4.
(2) Cette de´composition provient de la description des fibres de l’application
scinde´e
p∗ : H
1
fppf(S,G) −→ H
1
fppf(S,G2).
Si P2 est un S-faisceau principal homoge`ne sous G2, on a p
∗h∗ P2 = P2. Ainsi,
la fibre de p∗ en [P2] est de´crite par la torsion [18, III.3.3.4]
H1fppf(S,G)
p∗ //
τh∗ P2≀

H1fppf(S,G2)
τP2≀

H1fppf(S,G
P2
1 )
ih∗ P2 // H1fppf(S,G
P2)
ph∗ P2 // H1fppf(S,G
P2
2 )
c’est-a`-dire
ker(p
h∗ P2
∗ )
∼
−→ (p∗)
−1([h∗ P2]).
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Ainsi on a une bijection⊔
P2
ker(p
h∗ P2
∗ )
∼
−→
⊔
P2
(p∗)
−1([h∗ P2])
∼
−→ H1fppf(S,G).
Mais H1fppf(S,G
h∗ P2
1 )/H
0(S,G
P2
2 )
∼
−→ ker(p
h∗ P2
∗ ) [18, III.3.3.4] d’ou` la bijec-
tion souhaite´e.
Remarque 2.6.4. — Des e´nonce´s analogues valent pour la topologie fpqc
mais demanderaient des pre´cautions de the´orie des ensembles; les faisceaux
fppf sont amplement suffisants pour les applications en vue.
2.7. Cas repre´sentable. — Si G de´signe un S-sche´ma en groupes, un G-
torseur au-dessus de S est un S–sche´ma E muni d’une action a` droite de G
de sorte que le faisceau fppf sous-jacent E a` E soit un S–faisceau principal
homoge`ne sous le S–faisceau en groupes G sous–jacent a` G. Si G est affine
au-dessus de S, on rappelle que tout S–faisceau principal homoge`ne sous G
est repre´sentable, c’est-a`-dire est le S-faisceau sous-jacent a` un G-torseur au-
dessus de S.
Si G est affine et lisse au-dessus de S, tout G–torseur sur S est lisse et
est trivialise´ par un recouvrement e´tale de S (XXIV.8.1). En particulier, les
e´nonce´s pre´ce´dents (Proposition 2.4.3, Lemme 2.6.3, etc..) valent pour la
cohomologie e´tale en prenant garde de ne conside´rer que des faisceaux de
groupes qui soient des sche´mas en groupes S-affines et S–lisses.
Remarque 2.7.1. — Le cas ou` le S–sche´ma en groupes G est S–affine est le
seul essentiellement utilise´ dans la suite. Au dela`, on renvoie au chapitres XI.1
et XIII du livre du Raynaud [31] qui traitent respectivement du cas lisse et du
cas d’un sche´ma abe´lien, voir aussi [26, th. III.4.3]. D’une fac¸on ge´ne´rale, si G
est S-plat, la repre´sentabilite´ des S-espaces principaux homoge`nes vaut dans
le cadre de la the´orie des espaces alge´briques par application du the´ore`me de
descente fppf effective d’Artin, voir [2, § 6] et [22, §10].
2.8. Limites. — Le but de ce paragraphe est de justifier des passages a`
la limite sur la base pour les sche´mas en groupes, leurs espaces principaux
homoge`nes et les torseurs. L’e´nonce´ suivant est un avatar de VIB.10.2.
Proposition 2.8.1. — Soit S0 un sche´ma quasi-compact et quasi-se´pare´.
Soit (Sλ)λ∈Λ un syste`me projectif de S0-sche´mas affines au sens de [EGA,
IV3.8.2]; on pose S = lim←−
λ∈Λ
Sλ. Soit G0 un S0–sche´ma en groupes de pre´senta-
tion finie. On pose Gλ = G0×S0 Sλ pour chaque λ ∈ Λ et G = G0×S0 S.
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(1) Si X est un G–torseur sur S, alors il existe un indice λ et un Gλ–torseur
Xλ sur S tel que X ∼= Xλ×Sλ S.
(2) Soient λ ∈ Λ et Xλ,X
′
λ deux Gλ–torseurs au-dessus de Sλ qui deviennent
isomorphes apre`s changement de base a` S. Alors il existe un indice µ > λ
tel que les Gλ–torseurs Xλ et X
′
λ deviennent isomorphes apre`s changement de
base a` Sµ.
(3) Si G est affine au-dessus de S, alors la fle`che
lim
−→
λ∈Λ
H1fppf(Sλ,Gλ) −→ H
1(S,G)
est bijective.
De´monstration. (1) D’apre`s [EGA, IV3.8.2.2.(ii)], il existe un indice λ1, un
Sλ1–sche´ma Xλ1 de pre´sentation finie et un S–isomorphisme X
∼
−→ Xλ1 ×Sλ1 S.
Pour tout λ > λ1, on pose Xλ = Xλ1 ×Sλ1 Sλ. D’apre`s [EGA, IV3.8.2.3], il
existe un indice λ2 > λ1 et un morphisme aλ2 : Xλ2 ×Sλ2 Gλ2 → Xλ2 induisant
le morphisme d’action a : X×SG→ X par changement de base de Sλ2 a` S. La
meˆme re´fe´rence (ou VIB.10.0) indique qu’il existe un indice λ3 > λ2 tel que
aλ3 = aλ2 ×Sλ3 Sλ2 : Xλ3 ×Sλ3 Gλ3 → Xλ3 de´finisse une action du Sλ3–sche´ma
en groupes Gλ3 sur Xλ3 . On utilise maintenant que X est un G-torseur sur S.
D’apre`s VIB.10.16, il existe un indice λ4 > λ3 tel que Xλ4 est un Gλ4-torseur.
(2) On commence par le cas ou` X′λ est le Gλ–torseur trivial. L’hypothe`se
est alors que Xλ×Sλ S est le G–torseur trivial. Cela signifie que Xλ(S) 6= ∅.
Soit f : S → Xλ une telle Sλ-section. Comme S est la limite projective des
(Sµ)µ>λ [EGA, IV3.8.2.5] et que Xλ est de pre´sentation finie sur Sλ, il existe
µ > λ telle que f provient par changement de base de Sµ a` S d’une section
fµ : Sµ → Xλ×Sλ Sµ en vertu de [EGA, IV3.8.8.2]. Ainsi Xλ(Sµ) 6= ∅ et le
Gλ–torseur Xλ devient trivial apre`s changement de base a` Sµ.
Pour le cas ge´ne´ral, on utilise l’argument de torsion habituel. Quitte
a` remplacer S0 par Sλ et G0 par le Sλ-sche´ma en groupes tordu G
X′λ
λ , le
cas pre´ce´dent indique qu’il existe un indice µ > λ tel que le G
X′λ
λ –torseur
Xλ ∧
Gλ (X′λ)
op devienne trivial apre`s changement de base a` Sµ. Ainsi les
Gλ–torseurs Xλ et X
′
λ deviennent isomorphe apre`s changement de base a` Sµ.
(3) Cela re´sulte de (1) et (2) puisque les H1 classifient alors les torseurs.
La Proposition 2.8.1.(3) apparaˆıt comme le cas repre´sentable de la remarque
suivante de Grothendieck [SGA4, VII.5.14.(a)] re´dige´e par Margaux [25].
The´ore`me 2.8.2. — Soit S0 un sche´ma quasi-compact et quasi-se´pare´. Soit
(Sλ)λ∈Λ un syste`me projectif de S0-sche´mas affines au sens de [EGA, IV3.8.2];
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on pose S = lim
←−
λ∈Λ
Sλ. Soit G0 un S–sche´ma en groupes localement de pre´sen-
tation finie. On pose Gλ = G0×S0 Sλ pour chaque λ ∈ Λ et G = G0×S0 S.
Alors la fle`che
lim
−→
λ∈Λ
H1fppf(Sλ,Gλ) −→ H
1
fppf(S,G)
est bijective.
2.9. Calculs galoisiens. — On suppose que S est connexe (non vide) muni
d’un point ge´ome´tique a : Spec(Ω) → S ou` Ω de´signe un corps se´parable-
ment clos. Selon la convention de [SGA1, V.4], un morphisme fini e´tale
f : P→ S est appele´ un reveˆtement galoisien si P est connexe et si le groupe
fini AutS(P) agit de fac¸on simplement transitive sur l’ensemble fini Pa(Ω) avec
Pa = P×S Spec(Ω) (cette proprie´te´ ne de´pend pas du choix du point base).
Le groupe fini oppose´
(
AutS(P)
)opp
est appele´ le groupe de Galois du reveˆte-
ment galoisien f et est note´ Gal(P/S). Le S–sche´ma en groupe fini constant
Gal(P/S)S agit a` droite sur le S–sche´ma P et cette action fait de P un S–torseur
sous Gal(P/S).
Soit S˜ → S un reveˆtement galoisien et notons Γ = Gal(S˜/S). Si G est un
S–faisceau fppf en groupes, on a une bijection naturelle (fin de la section 2.2
ou [18, § III.3.7, prop. 3.7.6])
H1
(
Γ,G(S˜)
) ∼
−→ ker
(
H1fppf(S,G) −→ H
1
fppf(S˜,G)
)
,
ou` H1
(
Γ,G(S˜)
)
de´signe l’ensemble de cohomologie des groupes de´finis par des
cocycles [32]. Cette construction ge´ne´ralise celle de la cohomologie galoisienne.
Elle associe a` un 1-cocycle z : Γ→ G(S˜) l’espace principal homoge`ne Ez de´fini
par
Ez(T) =
{
g ∈ G
(
T×
S
S˜
)
| σ(g) . z
σ,T×S S˜
= g ∀σ ∈ Γ
}
pour tout T → S. Dans cette expression σ(g) de´signe le transforme´ de g
suivant l’action a` gauche de Γ sur G
(
T×S S˜
)
et z
σ,T×S S˜
l’image de zσ par la
restriction p∗2 : G
(
S˜
)
→ G
(
T×S S˜
)
.
On note (Ssc, ssc) le reveˆtement universel de (S, a) [SGA1, §V.7]. La
re´fe´rence originelle impose a` S d’eˆtre localement noethe´rien, le cas ge´ne´ral
se trouve dans le livre [34, § 5.4]. Par construction le reveˆtement universel Ssc
est une limite projective de reveˆtements galoisiens (Sλ)λ∈Λ de S. Le groupe
fondamental π1(S, a) est le groupe profini de´fini comme la limite projective
des groupes finis Gal(Sλ |S). Pour chaque λ, on dispose de la bijection
H1
(
Gal(Sλ |S),G(Sλ)
) ∼
−→ ker
(
H1fppf(S,G) −→ H
1
fppf(Sλ,G)
)
.
20 PHILIPPE GILLE
Le passage a` la limite formel produit la bijection
lim
−→
λ∈Λ
H1
(
Gal(Sλ |S),G(Sλ)
) ∼
−→ ker
(
H1fppf(S,G) −→ lim−→
λ∈Λ
H1fppf(Sλ,G)
)
.
La limite inductive lim
−→λ∈Λ
G(Sλ) est un π1(S, a)-groupe discret et pour chaque
λ ∈ Λ, on a G(Sλ) =
(
lim
−→µ>λ
G(Sµ)
)ker(π1(S,a)→Gal(Sµ|S))
. Par de´finition de
la cohomologie des groupes profinis [32], l’expression pre´ce´dente donne lieu a`
la bijection
(⋆) H1
(
π1(S, a), lim−→λ∈Λ
G(Sλ)
)
∼
−→ ker
(
H1fppf(S,G)→ lim−→λ∈Λ
H1fppf(Sλ,G)
)
.
Remarque 2.9.1. — Il faut prendre garde que, dans cette ge´ne´ralite´, le mor-
phisme de groupes lim
−→λ∈Λ
G(Sλ) → G(S
sc) n’est pas en ge´ne´ral bijectif. Soit
p un nombre premier et donnons l’exemple de S = Spec(Fp), muni du point
base a : Spec(Fp) → Spec(Fp). Alors a est le reveˆtement universel de S et
Ssc := Spec(Fp) est la limite projective des Sn = Spec(Fpn+1) pour n ∈ N. On
conside`re le S-sche´ma en groupes vectoriel G = V(E) associe´ au Fp–espace vec-
toriel E = F(N)p , de´fini par G(A) = HomA
(
E ⊗Fp A,A
)
= HomA
(
A(N),A
) ∼
−→
AN pour toute Fp-alge`bre A (I.4.6). Soit (xn)n∈N une suite d’e´le´ments de
Fp telle que xn 6∈ Fpn pour tout n ∈ N. Alors x = (xn)n∈N de´finit un e´le´-
ment de G(Ssc) = (Fp)N qui n’est pas dans l’image de lim−→n∈N(Fpn+1)
N =
lim
−→n∈N
G(Fpn+1).
Corollaire 2.9.2. — Sous les hypothe`ses pre´ce´dentes, on suppose de plus que
S est quasi-compact et quasi-se´pare´, et que G est repre´sentable par un S-sche´ma
G localement de pre´sentation finie au-dessus de S.
(1) La fle`che lim
−→λ∈Λ
G(Sλ)→ G(S
sc) est un isomorphisme de sorte que G(Ssc)
est un π1(S, s
sc)-groupe discret.
(2) On a une bijection naturelle
H1
(
π1(S, a),G(S
sc)
) ∼
−→ ker
(
H1fppf(S,G) −→ H
1
fppf(S
sc,G)
)
.
(3) On suppose que G est fini constant tordu. Alors H1(Ssc,G) = 1 et la fle`che
naturelle
H1
(
π1(S, s),G(S
sc)
)
−→ H1e´t(S,G)
est bijective.
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De´monstration. (1) Comme G est localement de pre´sentation finie, la fle`che
lim
−→λ∈Λ
G(Sλ)→ G(S
sc) est bijective [EGA, IV3.8.8.2].
(2) Le The´ore`me 2.8.2 montre que l’application lim
−→λ∈Λ
H1fppf(Sλ,G) →
H1fppf(S
sc,G) est bijective. C’est donc un cas particulier de la bijection (⋆).
(3) Comme G est lisse, on peut remplacer la cohomologie fppf par la coho-
mologie e´tale. Soit X un G–torseur au-dessus de Ssc. D’apre`s la Proposition
2.8.1.(1), il existe un indice λ tel que X provient d’un G–torseur Xλ au-dessus
de Sλ. Alors Xλ est fini e´tale au-dessus de Sλ. Or S
sc est aussi le reveˆtement
universel de Sλ, donc Xλ(S) 6= ∅. Par suite X(S) 6= ∅ et X est le G–torseur
trivial. Ceci montre la trivialite´ de H1fppf(S
sc,G) et l’assertion (2) produit la
bijection souhaite´e H1(π1(S, s),G(S
sc))
∼
−→ H1e´t(S,G).
Remarque 2.9.3. — Pour la de´monstration de (2) pour G affine au-dessus
de S, notons que la Proposition 2.8.1.(3) suffit en lieu et place du The´ore`me
2.8.2.
3. Sous-groupes paraboliques
Soit S un sche´ma. Soit H un S–sche´ma en groupes re´ductifs, c’est-a`-dire
un S–sche´ma en groupes S–affine, S–lisse, dont les fibres ge´ome´triques sont
re´ductives (connexes), voir XIX.1. On rappelle qu’un S–sous-sche´ma en
groupes P de H est parabolique s’il est ferme´ dans H, lisse sur S et tel que Ps
est un κ(s)–sous–groupe parabolique de Hs pour tout s ∈ S (XXVI.1.1). On
sait alors que le quotient fppf H/P est repre´sentable par un S–sche´ma projectif
et cette proprie´te´ caracte´rise d’ailleurs les sous-groupes paraboliques parmi les
sous-sche´mas en groupes ferme´s de H lisses sur S (XXII.5.8.5).
3.1. Liens entres paraboliques et leurs radicaux unipotents. — Soit
P un S-sous-groupe parabolique du S-sche´ma en groupes re´ductifs H. On note
radu(P) son radical unipotent, Pre´d = P/ radu(P) son quotient re´ductif et
p : P → Pre´d le morphisme canonique (XXVI.1.21). Le fait suivant est bien
connu dans le cas d’un corps alge´briquement clos [3, prop. 4.4.(c)].
Proposition 3.1.1. — Soit Q un S-sous–groupe parabolique de H inclus dans
P.
(1) On a radu(P) ⊆ radu(Q) et radu(P) est distingue´ dans radu(Q) et dans Q.
smallskip
(2) P = Q ⇐⇒ radu(P) = radu(Q) ⇐⇒ Lie(Q) = Lie(P).
(3) Si P admet un sous-groupe de Levi L, alors Q ∩ L est un S–sous–groupe
parabolique de L et Q = radu(P)⋊ (L ∩Q).
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De´monstration. (1) L’assertion a` de´montrer est locale pour la topologie
e´tale sur S si bien que le lemme XXVI.1.13 permet de supposer que le
couple (G,Q) est e´pingle´. Cela signifie que H admet un e´pinglage E =
(T,M,R,∆, (Xα)α∈∆) adapte´ a` Q, i.e. Q est l’unique S–groupe de type (R)
d’alge`bre de Lie Lie(Q/S) = t ⊕
∐
α∈R′Q
hα ou` R′Q est une partie de R con-
tenant R+ (XXVI.1.11). En d’autres mots, avec les notations de XXII.5.4, on
a Q = HR′P . On pose ∆(Q) = ∆ ∩ (−R
′
Q), alors on a la de´composition
(♣) rad
u(Q) = UR′′Q =
∏
α∈R′′Q
Uα,
ou` R′′Q de´signe l’ensemble des racines positives qui dans leur de´composition
sur ∆, contiennent au moins un e´le´ment de ∆−∆(Q) avec un coefficient non
nul (XXVI.1.12). Le sous-S–groupe
Z∆(Q) = CentrG(T∆(Q)),
(ou` T∆(Q) est le tore maximal du noyau commun des α ∈ ∆(Q)) est l’unique
S–sous-groupe de Levi de Q contenant T; on a Q = radu(Q)⋊ Z∆(Q).
Passons maintenant a` P. Selon XXII.5.2.3, c’est un sous-groupe de type
(R) contenant T, P est donc e´pingle´ par E (XXII.5.4.1). On peut ainsi de´finir
les sous-ensembles de racines ∆(P), RP, R
′′
P, etc... L’inclusion Q ⊆ P produit
des inclusions Lie(Q/S) ⊆ Lie(P/S), R′Q ⊆ R
′
P, ∆(Q) ⊆ ∆(P), R
′′
P ⊆ R
′′
Q,
Z∆(Q) ⊆ Z∆(P) et rad
u(P) ⊆ radu(Q).
Montrons que radu(Q) normalise radu(P). On se donne un S-sche´ma S˜,
et des e´le´ments g ∈ radu(Q)(S˜), h ∈ radu(Q)(S˜) dans le but d’e´tablir que
le commutateur [g, h] appartient a` radu(Q)(S˜). La de´composition (♣) pour
radu(Q) et radu(P) nous rame`ne au cas g = exp(xXα), h = exp(yXβ) pour
x, y ∈ H0(S˜,O
S˜
), α ∈ R′′Q et β ∈ R
′′
P. En vertu de XXII.5.5.2, on a[
expα(xXα), expβ(yXβ)
]
=
∏
i,j∈N∗
iα+jβ∈R
expiα+jβ
(
Ci,j,α,β x
i yj Xiα+jβ
)
,
ou` les Ci,j,α,β ∈ H
0(S˜,O
S˜
) sont des constantes uniques. Etant donne´s i, j ∈ N∗
tels que iα+ jβ ∈ R, on observe que iα+ jβ > β et que la de´composition de
iα+ jβ sur ∆ admet au moins un e´le´ment de ∆ \∆(P) apparaissant avec un
coefficient non nul. Ainsi iα+ jβ ∈ R′′P pour chaque couple (i, j) apparaissant
dans le produit ci-dessus et on conclut que [g, h] ∈ radu(P)(S˜).
On a montre´ que radu(Q) normalise radu(P). Vu que Q = radu(Q)⋊Z∆(Q)
et que Z∆(Q) ⊆ Z∆(P), on conclut que P normalise rad
u(Q).
(2) L’assertion est locale pour la topologie e´tale, ce qui permet de localiser
comme pre´ce´demment. Alors P et Q contiennent le tore maximal de´ploye´ T
SUR LA CLASSIFICATION DES SCHE´MAS EN GROUPES SEMI-SIMPLES 23
et on a Lie(P) = Lie(Q) si et seulement Q = P en vertu de XXII.5.3.5 (ou
XXVI.1.4).
Par ailleurs, si radu(P) = radu(Q), on obtient R′′Q = R
′′
P et partant
Lie(Z∆(Q)) = Lie(Z∆(P)), d’ou` Lie(P) = Lie(Q) et Q = P.
(3) Soit L un S–sous–groupe de Levi de P. Une nouvelle fois, l’assertion a`
de´montrer est locale pour la topologie e´tale sur S ce qui permet de travailler
dans le cadre pre´ce´dent. En vertu de XXVI.1.8, il existe un (unique) u ∈
radu(P)(S) tel que L = uZ∆(P)u
−1. Vu que radu(P) ⊆ Q on peut donc
supposer, sans perte de ge´ne´ralite´, que L = Z∆(P). Le S–sous-groupe Z∆(P) de
H est de type (R) (XXII.5.2.5) et son alge`bre de Lie est
Lie(Z∆(P)/S) = t⊕
∐
α∈R′P∩(−R
′
P)
hα.
En d’autres mots, Z∆(P) = HR′P∩(−R
′
P)
, toujours avec les notations de XXII.5.4.
En vertu de XXII.5.4.5, Z∆(P) ∩ Q est lisse en tout point de la section unite´.
En tenant compte du cas des corps, on sait que (Z∆(P) ∩ Q)s est un sous-
groupe parabolique de Qs pour tout s ∈ S, en particulier est connexe. Ainsi
Z∆(P) ∩ Q = (Z∆(P) ∩ Q)
0 est un S–groupe lisse, ferme´ dans Q et ses fibres
ge´ome´triques sont paraboliques, c’est donc un S-sous-groupe parabolique de
Q.
En tenant compte une nouvelle fois du cas des corps, le S–morphisme
j : radu(P) ⋊ (L ∩ Q) → Q est tel que js est un isomorphisme pour tout
s ∈ S. Vu que radu(P) ⋊ (L ∩ Q) est lisse sur S, on conclut que j est un
isomorphisme [EGA, IV4.17.9.5].
Proposition 3.1.2. — (1) (XXVI.1.20) On suppose que P admet un S-
groupe de Levi L. Les applications
Q 7→ Q ∩ L = Q′, Q′ 7→ radu(P)⋊Q′
sont des bijections re´ciproques l’une de l’autre entre l’ensemble des S–sous–
groupes paraboliques de H contenus dans P et l’ensemble des S–sous-groupes
paraboliques de L. De plus, les sous-groupes de Levi de Q′ sont les sous–groupes
de Levi de Q contenus dans L.
(2) Les applications
Q 7→ Q/ radu(P), M 7→ p−1(M)
sont des bijections re´ciproques l’une de l’autre entre l’ensemble des S–sous-
groupes paraboliques de H contenus dans P et l’ensemble des S-sous-groupes
paraboliques de Pre´d.
De´monstration. (1) Cette de´monstration ayant e´te´ laisse´e au lecteur, nous la
re´digeons ici a` partir du cas connu des corps alge´briquement clos [3, proposition
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4.4.(c)]. On montre d’abord que les fle`ches sont bien de´finies. D’apre`s la
Proposition 3.1.1.(3), si Q est un S–sous-sche´ma en groupes paraboliques de
H contenu dans P, on a un isomorphisme de S–groupes radu(P)⋊ (Q∩L) ∼−→
Q. Par suite, le quotient fppf Q/ radu(P) est repre´sentable par le S–sche´ma
Q′ = Q ∩ L qui est un S–sous–groupe parabolique de L. Ceci montre que la
premie`re fle`che est bien de´finie.
Pour de´finir la seconde fle`che, c’est-a`-dire M 7→ p−1(M), on conside`re un
S-sous–groupe parabolique M de Pre´d et on pose M˜ = p−1(M). Comme M
et radu(P) sont lisses sur S, M˜ est lisse sur S (VIB.9.2.(xii)). Les fibres
ge´ome´triques de M˜ e´tant des sous–groupes paraboliques, M˜ est un S–sous-
groupe parabolique de H inclus dans P. Par contruction, les deux fle`ches sont
inverses l’une de l’autre, ce qui ache`ve la preuve de ce fait.
(2) On suppose tout d’abord que P admet un S–sous–groupe de Levi L. On
observe que q := p|L : L → P/ rad
u(P) est un isomorphisme, donc (1) induit
une correspondance bijective entre les sous-groupes paraboliques de L et ceux
de P/ radu(P) qui est donne´e par Q′ 7→ q(Q′) = (radu(P) ⋊ Q′)/ radu(P) et
M 7→ q−1(M) = M ∩ L. Suivant XXVI.1.9; le S–foncteur Lev(P) des sous–
groupes de Levi de P est repre´sentable par un radu(P)–torseur sur S. En
particulier, P admet un sous–groupe de Levi localement sur S pour la topologie
fppf, ceci entraˆıne la correspondance souhaite´e.
Proposition 3.1.3. — (1) Le S-faisceau fppf en groupes normalisateur
NH
(
radu(P)
)
est repre´sentable par un S-sous-sche´ma en groupes NH
(
radu(P)
)
ferme´ de H.
(2) On suppose que S est un Q–sche´ma. Alors P = NH
(
radu(P)
)
.
De´monstration. (1) On pose U = radu(P), c’est un S-sche´ma en groupes lisse
a` fibres ge´ome´triques connexes (et re´solubles) de sorte que le normalisateur
NH(U) est repre´sentable par un sous-sche´ma ferme´ NH(U) de H puisque U est
lisse a` fibres connexes (VIB.6.5.5 ou XI.6.1 ou [6, th. 3.8.2]).
(2) Rappelons d’abord le cas S = Spec(k), k corps alge´briquement clos de
caracte´ristique nulle. Cette hypothe`se intervient pour identifier le normalisa-
teur sche´matique a` celui des k–varie´te´s intervenant dans les deux re´fe´rences a`
suivre. On a P ⊆ NH(U) et on veut montrer l’inclusion re´ciproque. D’apre`s
une construction de Platonov [29] (voir aussi [20, § 30.3]), on associe a` U un k–
groupe parabolique canonique Q = P(U) tel que Q = NH(V) ou` V = rad
u(Q).
Comme U est un sous-groupe lisse unipotent connexe distingue´ de Q, on a
U ⊆ V = radu(Q). On souhaite montrer que U = V et que P = Q.
Comme P normalise U, P normalise Q, donc P ⊆ Q = NH(Q). Soit M un
k–sous-groupe de Levi de Q. Alors suivant [3, prop. 4.4.c], P se de´compose
en P = V ⋊ (M ∩ P) et M ∩ P est un sous–groupe parabolique de M; en
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particulier V ⊆ P. Or P ⊆ Q = NH(V), donc V est distingue´ dans P d’ou`
V ⊆ U = radu(P). On a donc U = V et le radical unipotent de M ∩ P est
trivial. On se souvient alors que M ∩ P est un k–sous–groupe parabolique de
M, d’ou` l’on conclut que M = M ∩ P et partant que Q = V ⋊M = P.
Pour le cas d’une base arbitraire S de caracte´ristique nulle, P est un sous-
sche´ma ferme´ de NH(U) tel que Ps = NH(P)s pour tout s ∈ S. On conclut que
P = NH(P).
Remarque 3.1.4. — Il faut prendre garde que la Proposition 3.1.3.(2) est
fausse sans l’hypothe`se de caracte´ristique nulle. Soit k un corps alge´brique-
ment clos de caracte´ristique 2. On conside`re le k-groupe semi-simple G =
PGL2 = GL2/Gm sur k ou` GL2 est muni des coordonne´es standard
(
a b
c d
)
.
L’e´quation c = 0 de´finit le sous–groupe de Borel standard B de G dont on note
U le radical unipotent. L’e´quation c2 = 0 de´finit un k–sous–groupe J de G
de sorte que B est le k–sche´ma re´duit associe´. Nous affirmons que J est un
sous-sche´ma de NG(U) et donc que B $ NG(U). En d’autres mots, le re´sultat
classique « P = NG(U) » ([20, § 30.4, exercice 4]) ne vaut que dans le cadre
des k–sche´mas re´duits.
On note u± : Ga → G les sous–groupes radiciels standard de G et α2 le
noyau de l’homomorphisme de groupes Ga → Ga, t 7→ t2. En vertu de [38,
prop. 4], le morphisme de k-sche´mas
α2×
k
B −→ J, (x, b) 7→ u−(x) b
est un isomorphisme. On est ramene´ a` ve´rifier que u−(α2) ⊆ NG(U). Soient
A une k–alge`bre, x ∈ α2(A) et b ∈ A; on calcule dans GL2(A)(
1 0
x 0
)(
1 b
0 1
)(
1 0
x 0
)
=
(
1 + bx b
2b+ b x2 1 + bx
)
= (1+bx)
(
1 b(1 + bx)
0 1
)
.
Ceci montre que u−(α2) ⊆ NG(U) et partant que J ⊆ NG(U).
3.2. Comportement par extension centrale. — Le foncteur Par(H) des
sous-groupes paraboliques de H est repre´sentable par un S-sche´ma note´ Par(H)
appele´ le S–sche´ma des sous-sche´mas en groupes paraboliques de H (XXVI.3).
Le S–sche´ma Par(H) est un S–sche´ma projectif et est muni d’une action
naturelle a` gauche de H. En outre, on dispose d’une application type tH :
Par(H)→ Of(Dyn(H)) dont le but est le sche´ma fini e´tale des parties ouvertes
et ferme´es du S–sche´ma fini de Dynkin Dyn(H) (XXIV.3). Par construction
l’application tH(S) : Par(H)(S)→ Of(Dyn(H)) est invariante pour l’action de
H(S). Ces constructions se comportent bien par extension centrale.
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Lemme 3.2.1. — Soit H′ un S–sche´ma en groupes re´ductif et f : H′ → H un
S-homomorphisme surjectif dont le noyau est un S-groupe de type multiplicatif
central.
(1) L’image inverse de´finit un isomorphisme f∗ : Par(H)
∼
−→ Par(H′) entre le
S-sche´ma des paraboliques de H et celui de H′.
(2) L’image inverse produit une bijection entre l’ensemble des couples (P,L)
ou` P est un S–groupe parabolique de H, L un S-sous–groupe de Levi de P et
les couples (P′,L′) similaires pour H′. En outre, l’application re´ciproque est le
passage au quotient par ker(f).
(3) Si P de´signe un S-sous-groupe parabolique de H d’image inverse P′, alors le
normalisateur NH(P
′) de P′ pour l’action adjointe de H sur H′ est repre´sentable
par P.
(4) Il y a un isomorphisme naturel f∗ : Dyn(H)
∼
−→ Dyn(H′) et le diagramme
Par(H)
f∗
∼
//
tH(♠)

Par(H′)
tH′

Of(Dyn(H))
f∗
∼
// Of(Dyn(H′)).
commute.
De´monstration. Tout d’abord, nous affirmons que f est un quotient fppf. Dans
ce but, on conside`re le quotient fppf H′/ ker(f) qui est repre´sentable par un S–
sche´ma en groupes re´ductifs H˜ (XXIII.4.3.2). Le morphisme f se factorise alors
en un monomorphisme surjectif f˜ : H˜→ H. Vu que H est de pre´sentation finie
et se´pare´ sur S, que H˜ est re´ductif, ceci entraˆıne que f˜ est une S–immersion
ferme´e surjective (XVI.4.5.(a)). Pour chaque s ∈ S, f˜s est une immersion
ferme´e surjective entre κ(s)–sche´mas lisses, donc f˜s est un isomorphisme.
Vu que H˜ est plat sur S, on conclut que f˜ est un S–isomorphisme [EGA,
IV4.17.9.5]. Ainsi le morphisme f est un quotient fppf.
(1) Si P est un S–groupe parabolique de H, nous affirmons que P′ = f−1(P)
est un S-sous-groupe parabolique de H′. En effet, on a un isomorphisme de S-
faisceaux fppf H′/P′
∼
−→ H/P. Comme H/P est repre´sentable par un S-sche´ma
projectif lisse, il en est de meˆme de H′/P′, d’ou` l’on conclut que P′ est un S–
sous-sche´ma parabolique de H′. Dans l’autre sens, on part d’un sous–groupe
parabolique P′ de H′. Comme P contient localement pour la topologie e´tale un
sous–groupe de Borel, on sait que Z(H′) ⊆ P′, d’ou` ker(f) ⊆ P′. Le quotient
fppf P = P′/ ker(f) est repre´sentable par un S–sche´ma en groupes ferme´ de
H = H′/ ker(f) (IX.2.5), qui est S–lisse (VIB.9.2.(xii)) et H/P est repre´sentable
par le S–sche´ma projectif lisse H′/P′. Ainsi P est un S–sous-sche´ma en groupes
paraboliques de G.
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(2) Ici aussi, il suffit de voir que les applications en jeu sont bien de´finies.
Soit (P,L) un couple ou` P est un S–sous-groupe parabolique et L un S–sous–
groupe de Levi de P. On doit montrer que L′ = f−1(L) est un S–sous-groupe
de Levi du S–sous-groupe parabolique P′ de H′ (suivant (1)). D’apre`s le
the´ore`me XXVI.4.3.2, il existe un unique S–sous-groupe parabolique Q de
H tel que L = P ∩ Q. Posant Q′ = f−1(Q), on a L′ = P′ ∩ Q′. Nous
pre´tendons que L′ est un sous–groupe de Levi de P′ et pour cela on va
utiliser le crite`re XXVI.4.3.2.(b).(v). En d’autres mots, il suffit de montrer
que radu(P′) ∩ Q′ = 1 et que radu(Q′) ∩ P′ = 1. Les fibres ge´ome´triques du
S–groupe affine radu(P′)∩ ker(f) sont unipotentes et en meˆme temps de type
multiplicatif; elle sont donc triviales en vertu de [13, cor. IV.2.2.4]. On en
de´duit que radu(P′) ∩ ker(f) = 1 (par [EGA, IV4.17.9.5]) et la restriction de
f : radu(P′) ∩ Q′ → H est un monomorphisme. Or radu(P) ∩ Q = 1, d’ou`
aussitoˆt radu(P′) ∩ Q′ = 1. De la meˆme fac¸on, on a radu(Q′) ∩ P = 1 et on
conclut que L′ est un S-sous–groupe de Levi de P′.
Dans l’autre sens, si P′ est un S–sous-groupe parabolique de H′ et L′ est
un S–groupe de Levi de H′, on e´crit de meˆme L′ = P′ ∩ Q′ ou` Q′ est oppose´
a` P′. On pose L = L′/ ker(f) (XXII.4.3.3), alors L = P ∩ Q ou` P = f(P′)
et Q = f(Q′). Alors L est a` fibres ge´ome´triques re´ductives, donc L est un
S–groupe de Levi de P en vertu de la caracte´risation XXVI.4.3.2(b).(i).
(3) On a un monomorphisme P → NH(P
′) de S-faisceaux fppf en groupes.
Par ailleurs, on a un monomorphisme NH(P
′) → NH(P). Or NH(P) est
repre´sentable par P (XXII.5.8.5), d’ou` l’on conclut que le S–faisceau fppf
NH(P
′) est repre´sentable par P.
(4) On commence par le cas ou` H′ est de´ployable, c’est-a`-dire muni d’un tore
maximal T′ = DS(M
′) et d’un syste`me de racines R ⊆ M′ satisfaisant les
conditions de XXII.1.12 qui font de (H′,T′,M′,R) un de´ploiement de H′. On
applique alors XXII.4.3.1 en posant T = T′/ ker(f); on sait que T = DS(M)
est un S–tore de´ploye´ maximal de H, que R est un syste`me de racines de H
par rapport a` T et que (H,T,M,R) est un de´ploiement de H. On munit R
d’un ordre, on note alors R+ le sous-ensemble des racines positives. On note
B (resp. B′) le sous–groupe de Borel de H (resp. H′) associe´ a` cet ordre
(XXII.5.1). Ceci donne lieu a` un morphisme de donne´es radicielles e´pingle´es
Φ(H,B,T) → Φ(H′,B′,T′) d’ou` un isomorphisme de groupes finis entre leurs
diagrammes de Dynkin respectifs ∆ := ∆(H′,B′,T′) ∼= ∆′ := ∆(H,B,T)
(XXI.6.1.3) et partant des S-sche´mas finis constants f∗ : Dyn(H) ∼= Dyn(H′).
Ce morphisme ne de´pend pas du choix d’un de´ploiement de H. Montrons la
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commutativite´ du diagramme
Par(H)(S)
f∗
∼
//
tH

Par(H′)(S)
tH′

Of(Dyn(H))(S)
f∗
∼
// Of(Dyn(H′))(S).
E´tant donne´ un S–sous–groupe parabolique Q de H d’image inverse Q′ dans
H′, on souhaite e´tablir que f∗(tH(Q)) = tH′(Q
′). On sait qu’il existe un
unique S–sous–groupe parabolique P de H tel que B ⊆ Q et tH(Q) = tH(P)
(XXVI.3.6). Alors Q et P sont localement H–conjugue´s pour la topologie fpqc
sur S (XXVI.3.3) de sorte qu’il suffit de ve´rifier la commutativite´ souhaite´e
pour P et son image inverse P′ dans H′. Le S-sous–groupe P est un sous–
groupe de type (R) de H (XXII.5.2.3) qui contient le S–tore de´ploye´ maximal
T; en vertu de XXII.5.2.1, quitte a` localiser sur S pour la topologie de Zariski,
l’alge`bre de Lie de P est de la forme Lie(P/S) = t⊕
∐
α∈RP
hα pour une partie
RP de l’ensemble des racines R de T sur h = Lie(H/S). Par de´finition, tH(P)
est la partie ∆(P)S de ∆S associe´ au sous-ensemble ∆(P) = ∆∩ (−RP) de ∆.
On va utiliser l’interpre´tation classique de ∆(P) en terme du sous-S-groupe de
Levi associe´ Z∆(P) = CentrH(T∆(P)) de P, ou` T∆(P) de´signe le tore maximal
de l’intersection des ker(α) pour α parcourant ∆(P) (XXVI.1.12). Comme
dans le cas des groupes alge´briques [33, § 8.4.1], on a la de´composition
Lie(Z∆(P)/S) = t⊕
⊕
α∈[∆(P)]
hα
ou` [∆(P)] de´signe le sous-syste`me de racines de R engendre´ par ∆(P). Alors
∆(P) est le diagramme de Dynkin du syste`me de racines Φ(Z∆(P),T) re-
latif au sous–groupe de Borel B ∩ L de L. L’assertion (2) indique que
Z′∆(P) = f
−1(Z∆(P)). Comme la restriction f : Z
′
∆(P) → Z∆(P) est un mor-
phisme de S–groupes re´ductifs de´ploye´s a` noyau central de type multipli-
catif, XXII.4.3.1 montre que le morphisme de donne´es radicielles e´pingle´es
Φ(Z∆(P),B∩T,T)→ Φ(Z
′
∆(P),B
′ ∩T′,T′) induit une bijection sur les racines,
d’ou` un un isomorphisme ∆(P)
∼
−→ ∆(P′).
Passons maintenant au cas ge´ne´ral en reprenant la construction de Dyn(H)
de XXIV.4.3. Soit S˜ → S un morphisme e´tale couvrant tel que H×S S˜ soit
de´ployable. Alors Dyn
(
H×S S˜
)
est muni d’une donne´e de descente canonique,
c’est-a`-dire d’un S˜×S S˜-isomorphisme canonique c : p
∗
1
(
Dyn
(
H×S S˜
)) ∼
−→
p∗2
(
Dyn
(
H×S S˜
))
tel que pr∗3,1(c) = pr
∗
3,2(c) ◦ pr
∗
2,1(c) (IV.2.1) ou` pri,j :
S˜×S S˜×S S˜ → S˜×S S˜ de´signe la projection sur le facteur (i, j) . Par de´fi-
nition Dyn(H) est le S-sche´ma descendu de S˜ a` S de Dyn
(
H×S S˜
)
; il est de´fini
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pour tout S–sche´ma S♯ par
Dyn(H)(S♯) =
{
x ∈ Dyn
(
H×
S
S♯×
S
S˜
)
| c ◦ pr∗1(x) = pr
∗
2(x) ∈ Dyn
(
H×
S
S♯×
S
S˜×
S
S˜
)}
.
Le S˜–groupe H′×S S˜ est aussi de´ployable et on dispose e´galement d’un
S˜×S S˜-isomorphisme canonique c
′ : p∗1
(
Dyn
(
H′×S S˜
)) ∼
−→ p∗2
(
Dyn
(
H′×S S˜
))
L’isomorphisme f˜∗ : Dyn
(
H×S S˜
) ∼
−→ Dyn
(
H′×S S˜
)
de´fini pre´ce´dement est
compatible aux donne´es de descente, c’est-a`-dire que le carre´ suivant
p∗1
(
Dyn
(
H×S S˜
)) c
∼
//
p∗1(f˜
∗)

p∗2
(
Dyn
(
H×S S˜
))
p∗2(f˜
∗)

p∗1
(
Dyn
(
H′×S S˜
)) c′
∼
// p∗2
(
Dyn
(
H′×S S˜
))
commute. Ainsi f˜∗ se descend en un S–isomorphisme f∗ : Dyn(H)
∼
−→
Dyn(H′). La commutativite´ du diagramme (♠) sur les types suit par descente.
Par exemple, ce type de de´vissage peut eˆtre employe´ pour travailler avec
des groupes adjoints, notamment lorsque l’on travaille avec les alge`bres de Lie
(e.g. XXIV.3).
Proposition 3.2.2. — Soient H un S–groupe re´ductif et P un S–sous–groupe
parabolique de H.
(1) Si H/S est adjoint, alors P = NH(Lie(H)).
(2) Si le quotient adjoint π : H→ Had est lisse, alors P = NH(Lie(P)).
Le S–groupe NH(Lie(H)) de´signe le normalisateur pour l’action adjointe de
H dont on sait qu’il est repre´sentable par un sous S-sche´ma en groupes ferme´
de H de pre´sentation finie sur S (XX.5.3.0)
De´monstration. (1) Le S–groupe H est de type (RA) (XXII.5.1.7.a) si bien que
P est un S-sous–groupe de type (RA) de H (XXII.5.2.6). Alors le normalisateur
NH(Lie(P)) est lisse le long de la section unite´ et on a H = NH(Lie(P))
0
(XXII.5.3.1). Ainsi NH(Lie(P)) normalise H et le the´ore`me de Chevalley
P = NH(P) (XXII.5.8.5) permet de conclure que H = NH(Lie(P)).
(2) On note π : H → Had le quotient adjoint de H. Le Lemme 3.2.1.(1)
montre que ker(π) ⊂ P, que Pad = P/ ker(π) est un S-parabolique de H
satisfaisant P = π−1(Pad). Le morphisme π e´tant lisse, l’application tan-
gente en l’origine Lie(π) : Lie(P) → Lie(Pad) est surjective. On a donc
NH(Lie(P)) ⊆ NH(Lie(P
ad)). Ainsi la restriction π : NH(Lie(P)) → H
ad fac-
torise par NH(Lie(P
ad)) = Pad d’apre`s le premier cas. Par suite, NH(Lie(P)) ⊆
π−1(Pad) = P, d’ou` l’on conclut que P = NH(Lie(P)).
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Remarque 3.2.3. — (a) Le noyau du quotient adjoint π : H → Had est un
S–groupe de type multiplicatif, il est donc lisse si S un Q–sche´ma. Ainsi si S
est un Q–sche´ma, on a P = NH(Lie(P)) pour tout S-parabolique de H.
(b) Soit k un corps alge´briquement clos de caracte´ristique 2 et notons B le
sous–groupe de Borel standard de G = SL2. Il existe sur R = k[t]/t
2 un
R–sous–groupe de Borel B′ 6= BR tel que Lie(B) ⊗k R = Lie(B
′) [11, ex.
2.4.8.(iii)]. Ainsi, dans ce cas on a B 6= NG(Lie(B)) et ceci produit un contre-
exemple a` la Proposition 3.2.2.(1) dans le cas non adjoint. En outre, on sait
que B = NG(Lie(B))re´d [11, ex. 2.4.8.(iii)], donc NG(Lie(B)) n’est pas re´duit.
3.3. Sous-groupes paraboliques minimaux. — On rappelle qu’un S-
sous–groupe parabolique P de H estminimal si pour tout S–sche´ma en groupes
paraboliques Q de H, Q ⊆ P implique Q = P (XXVI.5.6). On s’inte´resse a`
l’existence de sous–groupes paraboliques minimaux.
Lemme 3.3.1. — On suppose que que S est connexe ou bien satisfait les
deux proprie´te´s suivantes: quasi-compact et localement connexe. Soit H un
S–sche´ma en groupes re´ductifs.
(1) Soit (Pλ)λ∈Λ un syste`me projectif de sous–sche´mas en groupes paraboliques
de H au sens de [EGA, IV3.8.2]. Alors il existe un indice λ0 tel que Pλ = Pλ0
pour tout λ > λ0.
(2) Si P de´signe un S–sous-groupe parabolique de H, alors il existe un S–sous-
groupe parabolique minimal Q de H satisfaisant Q ⊆ P.
(3) Le S–groupe re´ductif H admet un S–groupe parabolique minimal.
De´monstration. (1) Sans perte de ge´ne´ralite´, on peut supposer dans les deux
cas que S est connexe. Alors H est de type constant, est une S–forme d’un
S–groupe re´ductif de Chevalley H0 dont on note ∆0 le diagramme de Dynkin.
Premier cas: le S-sche´ma fini Dyn(H) est constant: on a alors un isomor-
phisme Dyn(H) ∼= ∆0,S, et l’application type s’interpre`te de la fac¸on suivante:
t : Par(H) → Of(Dyn(H)) ∼= Of(∆0,S). Comme S est connexe, Of(∆0,S)(S)
est l’ensemble fini des parties de ∆0; la famille de´croissante t([Pλ]) est donc
stationnaire a` partir d’un indice λ0. Pour tout λ > λ0, on a Pλ ⊆ Pλ0 et
t([Pλ]) = t([Pλ0 ]), donc Pλ = Pλ0 en vertu de XXVI.3.8.
Cas ge´ne´ral. Le S–sche´ma fini Dyn(H) est une S–forme de ∆0,S, ainsi il existe
un reveˆtement fini galoisien S′ → S tel que Dyn(H)×S′ S
∼
−→ ∆0,S′ . D’apre`s le
premier cas, il existe λ0 ∈ Λ tel que Pλ×S S
′ ∼−→ Pλ0 ×S S
′ pour tout λ > λ0.
Par descente fide`lement plate, on conclut que Pλ = Pλ0 pour tout λ > λ0.
(2) Le sous–ensemble P de Par(H)(S) consistant en les Q ⊆ P est non vide et
est muni de l’ordre inverse de l’inclusion, i.e. Q1 6 Q2 si Q2 ⊆ Q1. L’assertion
(1) entraˆıne que toute famille totalement ordonne´e de P est majore´e et le
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lemme de Zorn montre que P admet un e´le´ment maximal Q. Par construction,
Q est un S-sous-groupe parabolique minimal inclus dans P.
(3) Vu que H est un S–sous–groupe parabolique de H, l’assertion (2) implique
aussitoˆt que H admet un S–groupe parabolique minimal.
Remarque 3.3.2. — Si la base S est quasi-compacte et quasi-se´pare´e, il est
naturel de se demander sous quelles conditions la limite d’un syste`me projectif
(Pλ)λ∈Λ de sous–sche´mas en groupes paraboliques d’un S–sche´ma en groupes
re´ductif H est un S–sous–groupe parabolique. Le Lemme 3.3.1.(1) indique que
pour tout point s ∈ S, il existe un indice λs tel que P×S OS,s
∼
−→ Pλs ×S OS,s.
Soit U ⊆ S le plus grand ouvert sur lequel P est de pre´sentation finie. Alors
le crite`re de lissite´ par fibres indique que P×SU est lisse [EGA, IV4.17.8.2];
les fibres ge´ome´triques de P×SU e´tant des sous–groupes paraboliques, il suit
que P×SU est un S–sous–groupe parabolique de H. Nous affirmons que les
assertions suivantes sont e´quivalentes:
(i) U = S,
(ii) P est un S–parabolique de H,
(iii) Il existe un indice λ0 tel que P = Pλ0 .
Les implications (iii) =⇒ (ii) =⇒ (i) sont triviales et on a de´ja´ e´tabli
l’implication (i) =⇒ (ii). Montrons l’implication (ii) =⇒ (iii). On pose
Sλ = S, Qλ = P pour tout λ. La limite projective des Sλ–morphismes Qλ → Pλ
est un isomorphisme, donc il existe un indice λ0 tel quel P = Qλ0 → Pλ0 est
un isomorphisme [EGA, IV3.8.10.5.(i)].
Les conditions e´quivalentes ci-dessus ne sont pas toujours satisfaites meˆme
dans le cas de SL2 sur une base affine. Donnons l’exemple de l’anneau produit
R =
∏
n∈N
k ou` k de´signe un corps commutatif. E´tant donne´ N > 0, on de´-
compose R =
∏
06n6N
k ×
∏
n>N+1
k, d’ou` une de´composition en ouverts disjoints
S = Spec(R) = UN ⊔ VN. On de´finit le R–sous–groupe parabolique PN de
SL2,R par PN×SUN = B×SUN et PN×SVN = SL2,R×SVN, ou` B ⊆ SL2,R
de´signe le sous–groupe de Borel standard. Alors la suite (PN)N>0 est une suite
de´croissante de S–paraboliques de SL2 qui n’est pas stationnaire. L’e´quivalence
ci-dessus montre que P n’est pas de pre´sentation finie sur S et a fortiori pas
un S–parabolique de SL2,R. En conclusion, la me´thode du Lemme 3.3.1 ne
permet pas de construire des sous–groupes paraboliques minimaux au dela` du
cas localement connexe.
3.4. Normalisateurs de sche´mas en groupes paraboliques. — Soit
S un sche´ma. On conside`re maintenant la situation plus ge´ne´rale d’un S-
sche´ma en groupes G lisse et se´pare´, non ne´cessairement a` fibres connexes.
32 PHILIPPE GILLE
On note G0 la composante neutre de G, c’est un sous-sche´ma en groupes
ouvert caracte´ristique de G (VIB.3.10) tel que G
0
s soit la composante connexe
de 1s dans Gs pour tout point s ∈ S.
Remarque 3.4.1. — Si le faisceau G/G0 est repre´sentable par un S–sche´ma
en groupes, alors celui-ci est e´tale sur S. En effet, G/G0 est lisse sur S
(VIB.9.2.(xii)) et le cas des corps indique que (G/G
0)s est e´tale sur κ(s) pour
tout point s de S [13, II.5.1.1]. Le crite`re « fibres par fibres » s’applique et
montre que G/G0 est e´tale sur S [EGA, IV4.17.8.2].
On suppose que G0 est un S-groupe re´ductif. Le morphisme G0 → G est
un monomorphisme et le the´ore`me 5.3.5 de [11] montre que G0 est ferme´ dans
G. Le prototype d’une telle situation est le S-groupe orthogonal O2n de la
forme quadratique hyperbolique de dimension 2n (n > 2). Le S–groupe O2n
est affine lisse et sa composante neutre est S–groupe spe´cial orthogonal SO2n
[11, theorem C.2.10].
Si H est un S–sche´ma en groupes semi-simples, on rappelle que le S–faisceau
fppf Autgr(H) des automorphismes de H est repre´sentable par un S-sche´ma en
groupes Autgr(H); Autgr(H) est S–affine, S–lisse et admet le groupe adjoint
de H comme composante neutre (XXIV.1). Dans cet article, nous sommes
surtout inte´resse´s par de tels S–groupes Autgr(H) parce qu’ils interviennent
dans la classification des S-sche´mas en groupes semi-simples.
Remarque 3.4.2. — Au dela` du cas ou` S est le spectre d’un corps, on note
que l’hypothe`se de re´ductivite´ est essentielle pour garantir le fait que G0 soit
ferme´ dans G. En effet la the´orie de Bruhat-Tits donne lieu a` des sche´mas en
groupes affines et lisses sur un anneau de valuation discre`te hense´lien dont la
fibre ge´ne´rique est re´ductive et la fibre spe´ciale n’est pas connexe [7, § 4.6].
Proposition 3.4.3. — Sous les hypothe`ses du §3.4, soit P1 ⊆ · · · ⊆ Pd une
chaˆıne de S–sous-sche´mas en groupes paraboliques de G0.
1. Le normalisateur NG(P1, . . . ,Pd) est repre´sentable par un S-sous-sche´ma
en groupes ferme´ NG(P1, . . . ,Pd) de G.
2. Le sche´ma en groupes NG(P1, . . . ,Pd) est lisse sur S et P1 =
NG(P1, · · · ,Pd) ∩G
0 = NG(P1, · · · ,Pd)
0.
3. Le quotient G/NG(P1, . . . ,Pd) est repre´sentable par un S–sche´ma locale-
ment de pre´sentation finie sur S.
4. Le quotient NG(P1)/ rad
u(P1) est repre´sentable par un S-sche´ma en
groupes H1 S–lisse et S-se´pare´. De plus, (H1)
0 est isomorphe a` Pre´d1 .
En outre, si G est S–affine, alors H1 est S–affine.
5. Si le faisceau fppf en groupes G/G0 est repre´sentable par un S–sche´ma
en groupes, alors le faisceau fppf NG(P1, . . . ,Pd)/P1 est repre´sentable par
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un S–sche´ma en groupes S–lisse. En outre, NG(P1, . . . ,Pd)/P1 → G/G
0
est une immersion ouverte.
De´monstration. (1) Le sche´ma des S–sous–groupes paraboliques Par(G0) est
lisse et projectif sur S (XXVI.3.5). Il est en particulier se´pare´ et de pre´sentation
finie sur S et est muni d’une application « type » t : Par(G0)→ Of(Dyn(G0))
vers le S-sche´ma fini e´tale des parties ouvertes et ferme´es du S-sche´ma fini
e´tale « diagramme de Dynkin de G0 ».
On note xPi : S → Par(G
0) le point correspondant au S–parabolique Pi
pour i = 1, . . . , d, ce morphisme est localement de pre´sentation finie. Vu que
NG(Pi) est le fixateur du point xPi pour l’action de G sur le S–sche´ma se´pare´
Par(G0), il est donc repre´sentable par un S-sous–sche´ma ferme´ de G qui est
localement de pre´sentation finie sur S (on peut aussi invoquer le fait ge´ne´ral
XI.6.3). Ainsi NG(P1, . . . ,Pd) = NG(P1) ∩ · · · ∩NG(Pd) est repre´sentable par
un S-sous-sche´ma ferme´ qui est de pre´sentation finie sur S.
(2)(2) Pour e´tablir la lissite´ du S-sche´ma localement de pre´sentation finie
NG(P1, . . . ,Pd), il suffit donc par de´finition de montrer que NG(P1, . . . ,Pd)
est formellement lisse [EGA, IV4.17.3.1]. Soient T un S–sche´ma affine et
T0 un S–sous-sche´ma ferme´ de´fini par un ide´al de carre´ nul. Soit n0 ∈
NG(P1, . . . ,Pd)(T0). Comme G est S-lisse, il existe g ∈ G(T) relevant n0.
On pose xQ1 = g . (xP1 ×ST) ∈ Par(G
0)(T). Alors xQ1 a meˆme type t1 ∈
Of(Dyn(G0))(T) que xP1 ×ST car c’est le cas pour leurs changements de base
a` T0. On note Par(G
0)t1 le T-sche´ma de´fini par le produit fibre´
Par(G0)t1
//

Par(G0)
t

T
t1 // Of(Dyn(G0)) .
En vertu de XXVI.3.6, le morphisme G0 → Par(G0)t1 , g 7→ g . xP1 est cou-
vrant pour fpqc donc aussi pour fppf puisque ce morphisme est localement
de pre´sentation finie. En d’autres mots, le S–sche´ma Par(G0)t1 repre´sente le
quotient fppf G0/P1. Ainsi le transporteur strict TranspstrG0T
(
xQ1 , xP1 ×ST
)
qui associe a` un morphisme T′ → T
Transpstr
G0T
(
xQ1 , xP1 ×
S
T
)
(T′) =
{
h ∈ G0(T′) | h . xQ1 ×
T
T′ = xP1 ×
S
T′
}
est repre´sentable par un T–torseur E sous le T–sche´ma en groupes
NG0(P1)×ST = P1×ST. Vu que P1×ST est T-lisse, il en est de meˆme
de E par descente [EGA, IV4.17.7.3]. Par construction on a 1T0 ∈ G
0(T0)
(2)Noter que VIB.6.5.5 (ou XII.7.9) ne s’applique pas ici pour (2) car les fibres ge´ome´triques
de G ne sont pas connexes.
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appartient a` E(T0). Il existe donc un e´le´ment h ∈ ker
(
G0(T) → G0(T0)
)
satisfaisant hxQ1 = xP1 ×ST. On conclut que l’e´le´ment n = h g ∈ NG(P1)(T)
rele`ve n0. Pour i = 2, . . . , d, nPi,Tn
−1 est de meˆme type que Pi,T et con-
tient P1,T, on a donc nPi,Tn
−i = Pi,T d’apre`s le lemme XXVI.3.8. Ainsi
n ∈ NG(P1, . . . ,Pd)(T). Ceci e´tablit la lissite´ formelle de NG(P1, . . . ,Pd) et
donc sa lissite´.
Le S-sous-sche´ma P1 = NG(P1, . . . ,Pd)∩G
0 est un sous-sche´ma ouvert lisse
a` fibres connexes de NG(P1, . . . ,Pd). On a donc P1 = NG(P1, . . . ,Pd)
0.
(3) Comme le S–sche´ma Par(G0)d est localement de type fini sur S, le the´ore`me
XVI.2.2 montre que G/NG(P1, . . . ,Pd) est repre´sentable par un S–sche´ma
localement de pre´sentation finie sur S.
(4) La question est locale pour la topologie de Zariski et on peut donc supposer
que P admet un sous–groupe de Levi L1 (XXVI.2.3). Le Lemme 3.4.5.(2) ci-
dessous produit un isomorphisme radu(P1) ⋊ NG(P1,L1)
∼
−→ NG(P1). Ainsi
NG(P1)/ rad
u(P1) est repre´sentable par un S–sche´ma en groupes H1 isomorphe
a` NG(P1,L1). Le Lemme 3.4.5.(3) indique que H1 est S-lisse, S–se´pare´ et que
H01
∼
−→ Pre´d1 . Si G est S–affine, comme NG(P1,L1) est S–ferme´ dans G, alors
NG(P1,L1) est S-affine et H1 aussi.
(5) On suppose que le faisceau fppf quotient G/G0 est repre´sentable, on sait
alors que G/G0 est e´tale au-dessus de S (Remarque 3.4.1.(a)). On pose
N = NG(P1, · · · ,Pd). Le S–groupe N e´tant lisse, il est de pre´sentation finie,
et on observe que P1 = N
0 est le noyau du morphisme de S–groupes N →
G → G/G0. Le S–groupe N0 e´tant lisse et a fortiori plat, l’application de
de XVI.2.3 montre que le quotient fppf N/N0 est repre´sentable par un S–
sche´ma en groupes qui est S–e´tale (Remarque 3.4.1.(a)). On conside`re le
S–monomorphisme i : N/N0 → G/G0. Pour chaque point s, is : (N/N
0)s →
(G/G0)s est une immersion ferme´e (VIA.2.5.2.(c)) et donc aussi une immersion
ouverte. Comme N/N0 est plat sur S, on peut appliquer le crite`re d’immersion
fibres par fibres [EGA, IV4.17.9.5] qui e´tablit que i est une immersion ouverte.
Remarque 3.4.4. — Dans le cas ou` G/G0 est fini e´tale, un raffinement de
l’assertion (5) de la Proposition 3.4.3 figure a` la Proposition 4.5.5.(3).
Lemme 3.4.5. — Soit P un S-sous-sche´ma en groupes paraboliques de G0
admettant un S-sous–groupe de Levi L.
1. Le normalisateur NG(L) est repre´sentable par un S-sous-sche´ma en
groupes NG(L) ferme´ de G, qui est localement de pre´sentation finie sur
S.
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2. Le faisceau fppf NG(P,L) := NG(P) ∩ NG(L) est repre´sentable par un
sous–sche´ma ferme´ de G qui est localement de pre´sentation finie sur S.
En outre, on a NG(P) = rad
u(P)⋊NG(P,L).
3. NG(P,L) est un S–sous-sche´ma ferme´ de G, S-se´pare´ et S–lisse. De plus
L = NG(P,L)
0.
4. Le quotient G/NG(P,L) est repre´sentable par un S–sche´ma qui est S–
lisse.
De´monstration. (1) Vu que L est S-lisse de pre´sentation finie a` fibres connexes,
le corollaire XI.6.11 montre que NG(L) est repre´sentable par un S–sous-sche´ma
ferme´ de G, qui est de pre´sentation finie sur G. Comme G est localement de
pre´sentation finie sur S, il en est de meˆme de NG(L).
(2) Ainsi NG(P,L) = NG(P) ∩NG(L) est repre´sentable par un S–sous-sche´ma
ferme´ en groupes de G et est localement de pre´sentation finie sur S. On va
montrer que le morphisme de faisceaux fppf radu(P)⋊NG(P,L)→ NG(P) est
un isomorphisme. On peut supposer S = Spec(A) affine non vide. C’est un
monomorphisme puisque
NG(P,L) ∩ rad
u(P) = NG0(P,L) ∩ rad
u(P) = L ∩ radu(P) = 1
suivant XXVI.1.21.ii. Pour e´tablir que c’est un e´pimorphisme de faisceaux,
on se donne S′ = Spec(A′) au-dessus de S avec A′ fide`lement plat sur A
et g ∈ NG(P)(S
′). Il faut montrer que l’on peut raffiner par un recouvre-
ment fppf S′′ au-dessus de S′ de sorte que g|S′′ ∈ rad
u(P)(S′′) .NG(P,L)(S
′′).
Alors gLg−1 est un sous–groupe de Levi de P. Suivant XXVI.1.9, il ex-
iste un recouvrement affine e´tale S′′ de S′ et h ∈ radu(P)(S′′) tel que
g (L×S S
′′) g−1 = h (L×S S
′′)h−1. Alors h−1 g ∈ NG(P,L)(S
′′) et comme
h ∈ P(S′′) = radu(P)(S′′) .L(S′′), on conclut que g = hh−1 g appartient a`
radu(P)(S′′) .NG(P,L)(S
′′).
(3) On a une suite exacte (scinde´e) de S–groupes
1 −→ radu(P) −→ NG(P) −→ NG(P,L) −→ 1.
Ainsi, le S–sche´ma en groupes NG(P,L) est un S–sous-sche´ma ferme´ de NG(P),
lui-meˆme S-sous-sche´ma ferme´ de G donc NG(P,L) est un S–sous-sche´ma ferme´
de G. Par hypothe`se, G est S-se´pare´ donc NG(P,L) est S-se´pare´ [EGA,
I.5.5.2]. Par ailleurs, NG(P) est lisse, il en est de meˆme de son quotient
NG(P,L) (VIB.9.2.(xii). On a l’inclusion NG(P,L)
0 ⊆ NG(P)
0 = P, donc
NG(P,L)
0 ⊆ NG(P,L) ∩ P = NP(L) = L d’apre`s la discussion pre´ce´dent le
corollaire XXVI.1.8. Comme L ⊆ NG(P,L)
0, on conclut que L = NG(P,L)
0.
(4) On conside`re le S-foncteur suivant:
PL(S′) = {couples Q ⊃ M, Q parabolique de GS′ , M sous-groupe de Levi de Q};
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il est repre´sentable par un S-sche´ma PL lisse (XXVI.3.16.(i)). Le S–sche´ma en
groupes G agit de fac¸on naturelle sur PL et le S-sche´ma en groupes NG(P,L)
est le stabilisateur du S–point x = [(P,L)] de PL. Comme NG(P,L) est plat sur
S, le the´ore`me XVI.2.2 s’applique et montre que le quotient fppf G/NG(P,L)
est repre´sentable par un S–sche´ma. La S-lissite´ de G entraˆıne alors celle de
G/NG(P,L) (VIB.9.2.(xii)).
Lemme 3.4.6. — Soit G un S-sche´ma en groupes S–affine et S-lisse tel que
G0 est re´ductif. Soit P1 ⊆ · · · ⊆ Pd une chaˆıne de sous S–sche´mas en groupes
paraboliques de G0. Alors l’image de l’application
H1
(
S,NG(P1, . . . ,Pd)
)
−→ H1(S,G)
consiste en les classes de S-torseurs E sous G tels que le S-sche´ma en groupes
tordu (G0)E admette une chaˆıne (P′1, . . . ,P
′
d) de S–sous-sche´mas en groupes
qui est localement G-conjugue´e a` (P1, . . . ,Pd) pour la topologie e´tale (au sens
de la De´finition 2.6.1).
Rappelons que G0 est ferme´ dans G.
De´monstration. Le S–groupe G est S–affine et S-lisse et la Proposition
3.4.3.(2) indique qu’il en est de meˆme de NG(P1, . . . ,Pd). Suivant la sec-
tion 2.7, la variante e´tale du Lemme 2.6.2 est le´gitime. Ainsi l’image de
i∗ : H
1(S,NG(P1, . . . ,Pd)) → H
1(S,G) consiste en les classes de S–espaces
principaux homoge`nes E sous G tels que le S-sche´ma en groupes tordu GE
admette un n-uplet (P′1, . . . ,P
′
d) de S–sous-faisceaux localement G-conjugue´ a`
(P1, · · · ,Pd) pour la topologie e´tale.
Comme les Pi sont affines au-dessus de S, ces S-faisceaux sont repre´sentables
respectivement par P′1, . . . , P
′
d et par descente ils forment une chaˆıne de S–
sous-groupes ferme´s P′1 ⊆ · · · ⊆ P
′
d.
3.5. Irre´ductibilite´. —
De´finition 3.5.1. — Un S-sche´ma en groupes re´ductifs H est re´ductible s’il
admet un S–sous–groupe parabolique partout propre P (i.e. Ps 6= Hs pour
tout point ge´ome´trique s de S) qui admet un sous-groupe de Levi L. On dit
que H est irre´ductible dans le cas contraire.
Remarque 3.5.2. — (1) La re´ductibilite´ est une notion stable par change-
ment de base arbitraire.
(2) Si S est affine, l’existence d’un sous-groupe de Levi XXVI.2.3 indique alors
que H est re´ductible si et seulement si H admet un S–sous–groupe parabolique
partout propre P, i.e Ps ( Hs pour tout s ∈ S.
On ve´rifie que cette notion se comporte bien par extension centrale.
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Lemme 3.5.3. — Soit H un S–groupe re´ductif. On note DH son S–groupe
de´rive´, Had son S-groupe adjoint et Hss = H/ rad(H) son quotient semi-simple
maximal.
(a) Soit H′ un S–sche´ma en groupes re´ductifs et f : H′ → H un S–
homomorphisme surjectif dont le noyau est un S-groupe de type multiplicatif
central dans H′.
(1) Si P de´signe un S-sous-groupe parabolique de H muni d’un sous-groupe
de Levi L d’images inverses respectives P′ et L′, alors le S-faisceau normalisa-
teur NH(P
′,L′) de P′ pour l’action adjointe de H sur H′ est repre´sentable par
L.
(2) H est re´ductible si et seulement si H′ est re´ductible.
(b) Les assertions suivantes sont e´quivalentes:
(i) H est re´ductible;
(ii) Hss est re´ductible;
(iii) Had est re´ductible;
(iv) DH est re´ductible.
De´monstration. Le de´but de la preuve du Lemme 3.2.1 indique que f est un
quotient fppf.
(a)(1) On a un monomorphisme L → NH(P
′,L′) de S-faisceaux fppf en
groupes. Par ailleurs, on a un monomorphisme NH(P
′,L′) → NH(P,L). Vu
que P = NH(P), on a NP(L) = NH(P,L) d’ou` une suite de morphismes
L→ NH(P
′,L′)→ NP(L). Or on sait que le S–faisceau NP(L) est repre´sentable
par L (discussion avant le corollaire XXVI.1.8). Ainsi le monomorphisme
L→ NH(P
′,L′) admet une re´traction qui est un monomorphisme, ce qui per-
met de conclure que le S–faisceau fppf NH(P
′,L′) est repre´sentable par L.
(a)(2) C’est une conse´quence imme´diate de (1).
(b) Cela suit de l’application successive de (1) aux morphismes H → Had,
H → Hss et DH → Hss qui sont des S-homomorphismes surjectifs de noyau
central de type multiplicatif (XXIV.4.3.5 et 6.2.3).
3.6. Classes de cohomologie irre´ductibles. — On se place de nouveau
dans la situation ou` G est un S-groupe lisse tel que G0 est un S-sous-sche´ma
en groupes re´ductifs (ferme´ dans G). Soit P un S-sous–groupe parabolique
de G0. On dit qu’un S-faisceau e´tale principal homoge`ne E sous NG(P) est
irre´ductible si le S-sche´ma en groupes tordu (PE)re´d est irre´ductible. Ceci
passe aux classes et on note alors
H1
(
S,NG(P)
)
irr
⊆ H1
(
S,NG(P)
)
le sous-ensemble forme´ des classes de S-faisceaux e´tales E principaux ho-
moge`nes sous NG(P) qui sont irre´ductibles.
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Lemme 3.6.1. — On suppose que S = Spec(A) est affine localement con-
nexe.
(a) Soit E un S–faisceau principal homoge`ne sous NG(P) pour la topologie e´tale
au-dessus de S. Les conditions suivantes sont e´quivalentes:
1. [E] ∈ H1
(
S,NG(P)
)
irr
;
2. PE est un sous–groupe parabolique minimal de (G0)E.
(b) Si de plus les S–groupes paraboliques minimaux de (G0)E sont G(S)–
conjugue´s, alors les assertions ci-dessus sont aussi e´quivalentes a` l’assertion
suivante:
3. le S-sche´ma en groupes (G0)E admet un sous-groupe parabolique minimal
qui est localement G–conjugue´ a` P pour la topologie e´tale.
(c) Soit L un sous-groupe de Levi de P (cela existe en vertu de XXVI.2.3).
La fle`che H1
(
S,NG(P,L)
)
→ H1
(
S,NG(P)
)
est bijective et induit une bijection
H1
(
S,NG(P,L))
)
irr
∼
−→ H1
(
S,NG(P)
)
irr
.
De´monstration. a) Il s’agit principalement de l’application de la Proposition
3.1.2 au S-sche´ma en groupes re´ductifs (G0)E, a` son S-sous–groupe parabolique
PE et a` la projection p : PE → (PE)re´d : les applications
Q 7→
(
radu(PE)⋊Q
)
/ radu(PE), M 7→ p−1(M)
sont des bijections re´ciproques l’une de l’autre entre l’ensemble des sous-
groupes paraboliques de (G0)E contenus dans PE et l’ensemble des sous-
groupes paraboliques de PE/ radu(PE) = (PE)re´d.
(1) =⇒ (2): On suppose que [E] ∈ H1
(
S,NG(P)
)
irr
c’est-a`-dire que le S–sche´ma
en groupes re´ductifs (PE)re´d est irre´ductible. Comme la base est affine, ceci est
e´quivalent a` dire que (PE)re´d n’admet pas de S-parabolique partout propre. La
remarque ci-dessus indique que PE est un S–sous-groupe parabolique minimal
de (G0)E.
(2) =⇒ (1): e´vident.
b) L’implication (2) =⇒ (3) est e´vidente. Re´ciproquement, on suppose que
le S–groupe re´ductif (G0)E admet un sous-groupe parabolique minimal P′ qui
est localement G–conjugue´ a` P pour la topologie e´tale.
D’apre`s le Lemme 3.3.1.(2), il existe un S-groupe parabolique minimal P′0
de (G0)E tel que P′0 ⊆ P
E. Par hypothe`se, il existe g ∈ GE(S) tel que
P′0 = gP
E g−1. Pour des raisons de dimension, on a gPE g−1 = P′0. Ainsi P
E
est un S–sous-groupe parabolique minimal de (G0)E.
(c) Selon le Lemme 3.4.5.(3), on a une de´composition NG(P) = rad
u(P)⋊NG(P,L)
et le fait L = NG(P,L)
0. Le meˆme argument qu’en XXVI.2.3 pour le cas
P = radu(P) ⋊ L fonde´ sur la structure de radu(P) (XXVI.2.1) fonctionne
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et montre la bijectivite´ de la fle`che H1
(
S,NG(P,L))
)
→ H1
(
S,NG(P)
)
. Soit
F un S–faisceau principal homoge`ne sous NG(P) pour la topologie e´tale
au-dessus de S et on pose E = F×NG(P,L)NG(P) qui est S–faisceau principal
homoge`ne sous NG(P). Le point est que le S-homomorphisme L → P
re´d est
un isomorphisme et induit un isomorphisme de S–groupes LF
∼
−→ (Pre´d)E.
Ainsi le S–faisceau principal homoge`ne F sous NG(P,L) est irre´ductible si et
seulement si le S–faisceau principal homoge`ne E sous NG(P) est irre´ductible.
4. La de´composition de Witt-Tits
Soit S un sche´ma.
4.1. Localisation semi-locale. — C’est l’occasion de rappeler la technique
de semi-localisation [4, II.3.5, prop. 17]. On se donne un ensemble fini
de points s1, . . . , sn de S inclus dans un ouvert affine Spec(A). Les points
s1, . . . , sn correspondent respectivement a` des ide´aux premiers p1, . . . , pn de
A. La partie Σ = A \
⋃
i pi =
⋂
i(A \ pi) est une intersection de parties
multiplicatives de A; Σ est donc une partie multiplicative de A et le localise´
A′ = AΣ est un anneau semi-local dont les ide´aux maximaux sont p1 .A
′, . . . ,
pn .A
′. En pratique, on travaille avec de tels anneaux.
4.2. Un morceau de la de´composition. — Enonc¸ons maintenant dans ce
contexte un premier corollaire du the´ore`me de conjugaison des sous–groupes
paraboliques minimaux XXVI.5.7.(ii).
Lemme 4.2.1. — On suppose que S est semi-local. Soit G un S-sche´ma en
groupes S-affine et S–lisse tel que G0 est S–re´ductif (G0 est ferme´ dans G).
Soient P un S–sous-groupe parabolique de G0.
(1) Si P est un S–sous-groupe parabolique minimal de G0, alors G(S)/NG(P)(S)
∼
−→
(G/NG(P))(S) et la fle`che H
1
(
S,NG(P)
)
→ H1(S,G) a un noyau trivial.
(2) La fle`che
H1
(
S,NG(P)
)
irr
−→ H1(S,G)
est injective.
De´monstration. On note i : NG(P)→ G.
(1) On pose X = G/NG(P), p : G→ X la projection et on conside`re un point
x ∈ X(S). Soit E = p−1(x) le S-torseur sous NG(P) associe´. Il est muni d’une
trivialisation naturelle φ : E ∧NG(P) G ∼= G, (e, g) 7→ e g. Celle-ci induit une
trivialisation φ∗ : G
E ∼−→ G. Alors φ∗(P
E) est un S–sous-groupes parabolique
de G0 localement G–conjugue´ a` P. Suivant le the´ore`me de conjugaison de
Demazure XXVI.5.7.(ii), il existe g ∈ G0(S) satisfaisant φ∗(P
E) = gP g−1 pour
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i = 1, . . . , n. Le Lemme 2.5.1 indique que x est G(S)–conjugue´ a` l’origine de
(G/NG(P))(S). Ceci montre que G(S)/NG(P)(S) ∼= (G/NG(P))(S). Puisque
NG(P) est lisse sur S (Proposition 3.4.3.(2)), le morphisme G→ G/NG(P) est
lisse (VIB.9.2.(xii)) et on a une suite exacte d’ensembles pointe´s [18, III.3.2.2]
1 −→ NG(P)(S) −→ G(S) −→ (G/NG(P))(S) −→ H
1(S,NG(P))
i∗−→ H1(S,G).
Ainsi la fle`che H1(S,NG(P))→ H
1(S,G) a un noyau trivial.
(2) On va montrer que les fibres de H1(S,NG(P))irr → H
1(S,G) sont re´duites
a` un e´le´ment par un argument de torsion. On se donne un faisceau F principal
homoge`ne sous NG(P) sur Se´t tel que [F] ∈ H
1(S,NG(P))irr. Selon le Lemme
3.6.1, le tordu PF est un S-sous-sche´ma en groupes parabolique minimal de
(G0)i∗ F. Le S-sche´ma en groupes tordu NG(P)
F est repre´sente´ par NGF(P
F).
On dispose alors du diagramme commutatif d’ensembles pointe´s
H1(S,NG(P))
i∗ //
τF≀

H1(S,G)
τF≀

H1
(
S,NGF(P
F)
) (iF)∗ // H1(S,Gi∗F)
ou` τF de´signe la bijection de torsion. D’apre`s (1), on a ker(i
F
∗ ) = 1, on en
de´duit que i−1∗
(
[F]
)
= {[F]}.
4.3. De´composition dans le cas e´pingle´. —
The´ore`me 4.3.1. — On suppose que S = Spec(A) est connexe (non vide)
semi-local. Soit G un S-sche´ma en groupes S–affine et S-lisse tel que le S-
sche´ma en groupes G0 est re´ductif e´pingle´. Soit B (resp. T) le sous–groupe
de Borel (resp. le tore maximal) de G0 donne´ par cet e´pinglage et soient P1,
... Pl des S-sous–sche´mas en groupes paraboliques de G
0 contenant B tels que
P1,...,Pl repre´sentent les classes d’e´quivalence de S–sous-groupes paraboliques
de G pour la relation d’e´quivalence P ∼ Q si P et Q sont localement G–
conjugue´s pour la topologie e´tale. On note Lj l’unique sous–groupe de Levi de
Pj contenant T pour j = 1, .., l. Alors on a la de´composition⊔
j=1,...,l
H1
(
S,NG(Pj ,Lj)
)
irr
∼
−→
⊔
j=1,...,l
H1
(
S,NG(Pj)
)
irr
∼
−→ H1(S,G).
La de´monstration est une variation sur un the`me de Bruhat-Tits [8, section
3].
De´monstration. La premie`re bijection est le regroupement des bijections
H1(S,NG(Pj ,Lj))irr
∼
−→ H1(S,NG(Pj))irr e´tablies dans le Lemme 3.6.1.(c).
Montrons la surjectivite´ de la seconde fle`che. Soit E un S–faisceau e´tale
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homoge`ne sous G. Alors le S–sche´ma en groupes tordu (G0)E admet un
S-sous–groupe parabolique minimal Q, unique a` (G0)E(S)–conjugaison pre`s
(XXVI.5.7.ii). Comme S est connexe, Q est de type constant et Q est locale-
ment G–conjugue´ pour la topologie e´tale sur S a` un des Pj (XXVI.3.3, 3.8).
Le Lemme 2.6.2 montre que [E] provient d’une classe [F] ∈ H1(S,NG(Pj)), Le
Lemme 3.6.1 montre que [F] ∈ H1(S,NG(Pj))irr.
Le Lemme 4.2.1 indique que chaque facteur H1(S,NG(Pj))irr se plonge dans
H1(S,G). L’unicite´ de Q a` G(S)–conjugaison pre`s garantit que ces facteurs ne
se rencontrent pas.
4.4. De´composition dans le cas quasi-e´pingle´. — La ge´ne´ralisation au
cas quasi-e´pingle´ ne´cessite deux lemmes pre´liminaires.
Lemme 4.4.1. — Soit f : S′ → S un morphisme fini e´tale surjectif et soit
h : X → S un morphisme lisse se´pare´ surjectif dont les fibres ge´ome´triques
sont ge´ome´triquement connexes. Alors HomS(S, S
′)
∼
−→ HomS(X, S
′).
De´monstration. Cet e´nonce´ est local pour la topologie e´tale sur S. Il est
donc loisible de supposer que S est local strictement hense´lien. En particulier
S′ ∼= S ⊔ · · · ⊔ S (n > 1 copies de S). Le morphisme h e´tant lisse, il est
donc ouvert. De plus, le morphisme h e´tant a` fibres ge´ome´triques connexes, le
lemme de connexite´ par fibres [EGA, IV.2.4.4.2] montre que X est connexe.
Pour i = 1, ..., n, on de´signe par hi le compose´ hi : X
h
→ S
ci→ S′, ci appliquant
S sur la i-e`me composante.
Soit f : X→ S un S-morphisme. Pour chaque i, on conside`re « l’e´galisateur»
Xi =
{
x ∈ X | f(x) = hi(x)
}
, c’est un sous-sche´ma ferme´ de X puisque X est
se´pare´ sur S. On a X1 ⊔ · · · ⊔ Xn = X, donc les Xi sont aussi ouverts. Or X
est connexe donc il existe un unique indice i tel que X = Xi. Ainsi f = hi et
on conclut que l’application HomS(S, S
′)→ HomS(X, S
′) est bijective.
Proposition 4.4.2. — Soit G un S-groupe re´ductif admettant un S–groupe
de Borel B. Soient E un G–torseur au-dessus de S et P un S-sous-groupe
parabolique du S-sche´ma en groupes tordu GE. Alors P est localement G–
conjugue´ pour la topologie e´tale a` un S-sous-groupe parabolique de G.
De´monstration. On note Par(G) le S-sche´ma des sous–groupes paraboliques
du S-groupe re´ductif G (XXVI.3). L’isomorphisme GE×S E ∼= G×S E produit
des fle`ches
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Par(GE)(S) //
t

Par(GE)(E)
∼ //
t

Par(G)(E)
t

Par(G)(S)oo
t

Of(Dyn(GE))(S)
∼ // Of(Dyn(GE))(E)
∼ // Of(Dyn(G))(E) Of(Dyn(G))(S).
∼oo
En effet, selon le Lemme 4.4.1 applique´ au S-sche´ma E a` fibres ge´ome´triques
ge´ome´triquement connexes, on a Of(Dyn(G))(S)
∼
−→ Of(Dyn(G))(E) et de
meˆme pour Dyn(GE). Ceci montre que le type de P dans Of(Dyn(GE))(S)
de´finit un e´le´ment de t0 ∈ Of(Dyn(G))(S). Puisque G contient un sous–groupe
de Borel B, le lemme XXVI.3.8 montre que tous les types Of(Dyn(G))(S)
sont repre´sente´s par des S–sous–groupes paraboliques de G. On note Q le
S–sous–groupe parabolique de G de type t0. Pour montrer que P et Q sont
localement G–conjugue´s pour la topologie e´tale, il est loisible de supposer S
local strictement hense´lien. En particulier, le G–torseur E est alors trivial et
il est loisible de supposer que GE = G. Comme P et Q ont meˆme type, P
est localement G-conjugue´ pour la topologie fpqc a` P (XXVI.3.3), mais aussi
donc localement pour la topologie e´tale en vertu de XXVI.1.3.
La de´composition suivante ge´ne´ralise celle de Tits dans le cas des corps [35].
The´ore`me 4.4.3. — On suppose que S = Spec(A) est connexe (non vide)
semi-local. Soit G un S-groupe re´ductif quasi-e´pingle´, i.e. muni d’un quasi-
e´pinglage (B,T,X) ou` (B,T) est un couple de Killing de G et X une section
partout non nulle de H0
(
Dyn(G),Lie(G)Dyn(G))
)
, Lie(G)Dyn(G) de´signant le
ODyn(G)-module canonique (XXIV.3.9). Soient P1, ... , Pl les S-sous–sche´mas
en groupes paraboliques de G contenant B et soient L1,..., Ll les sous–groupes
de Levi (uniques) respectifs contenant T. Alors on a les bijections⊔
j=1,...,l
H1(S,Lj)irr
∼
−→
⊔
j=1,...,l
H1(S,Pj)irr
∼
−→ H1(S,G).
De´monstration. Pour chaque j, on a Lj = NG(Pj ,Lj) (discussion pre´ce´dent le
corollaire XXVI.1.8); l’application H1(S,Lj)irr → H
1(S,Pj)irr est donc bijec-
tive en vertu du Lemme 3.6.1.(c). En prenant la somme disjointe, on obtient
le premier isomorphisme.
L’injectivite´ de la seconde application suit du meˆme argument que pour le
The´ore`me 4.3.1, a` savoir que chaque morceau H1(S,Pj)irr se plonge H
1(S,G)
et que les morceaux ne se rencontrent pas. Pour la surjectivite´, on se donne
un S-faisceau e´tale E principal homoge`ne sous G. Suivant XXVI.5.7 (ou le
Lemme 3.3.1.(2), le S-sche´ma en groupes tordu GE admet un S-sous-groupe
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parabolique minimal Q. La Proposition 4.4.2 montre que Q est localement
G-conjugue´ pour la topologie e´tale a` un S-sous-groupe parabolique P de G.
Le Lemme 3.4.6 montre alors que E admet une re´duction a` P, c’est-a`-
dire il existe un S–faisceau principal homoge`ne F sous P et un isomorphisme
φ : F∧PG
∼
−→ E de S–espaces principaux homoge`nes sous G. Cettre triv-
ialisation donne lieu a` un isomorphisme φ∗ : G
F ∼−→ GE et φ∗(P
F) est un
S–parabolique de GE de meˆme type que Q. En vertu du the´ore`me de conju-
gaison XXVI.5.5.(i). φ∗(P
F) est GE(S)–conjugue´ a` Q. En particulier φ∗(P
F)
est un S–groupe parabolique minimal de GE et la re´duction F est bien irre´-
ductible suivant le Lemme 3.6.1.(a).
4.5. Questions d’isotrivialite´. — Nous rappelons les de´finitions
XXIV.4.1.1 et XXIV.4.1.2 dans le cas particulier localement de pre´senta-
tion finie qui nous concerne ici (XXIV.4.1.3).
De´finition 4.5.1. — Soient H un S-sche´ma en groupes localement de pre´sen-
tation finie.
(1) Si E est un H–torseur sur S, on dit que E est isotrivial si E est trivialise´ par
un morphisme fini e´tale surjectif. On dit que E est localement isotrivial (resp.
semi-localement isotrivial) si et seulement si pour tout morphisme S′ → S, S′
local (resp. semi-local), ES′ est isotrivial, c’est-a`-dire s’il existe S
′′ → S′ e´tale
fini surjectif tel que ES′′ soit trivial.
(2) On suppose H re´ductif. On dit que H est isotrivial si H est de´ploye´ par
un morphisme fini e´tale surjectif. On dit que H est localement trivial (resp.
semi-localement isotrivial) si et seulement si pour tout morphisme S′ → S, S′
local (resp. semi-local), HS′ est isotrivial, c’est-a`-dire s’il existe S
′′ → S′ e´tale
fini surjectif tel que HS′′ est de´ploye´.
On dit que H ve´rifie la proprie´te´ (I), (resp. (LI), (SLI)) si pour tout S–
sche´ma T et tout T-torseur E sous HT, alors E est isotrivial (resp. localement
trivial, semi-localement isotrivial). On a les implications e´videntes (I) =⇒
(SLI) =⇒ (LI). Voici deux exemples, l’un tautologique, l’autre de´montre´
seulement dans l’expose´ XXIV.
Exemples 4.5.2. — (1) Si H est un S-sche´ma en groupes fini S-e´tale, alors
H satisfait la proprie´te´ (I). En effet, tout S-torseur E sous H est isotrivial fini
e´tale sur S et donc E est fini e´tale et trivialise´ par E→ S.
(2) Si H est un S-sche´ma en groupes re´ductifs de type constant, alors H
est semi-localement isotrivial (resp. semi-localement quasi-isotrivial) si et
seulement si le S–tore rad(H) est isotrivial (resp. semi-localement quasi-
isotrivial), voir le the´ore`me XXIV.4.1.5. Sous cette condition H satisfait la
la proprie´te´ (LI) (resp. (SLI)) en vertu de XXIV.4.1.6.
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Le lemme suivant est une variante de l’argument de XXIV.4.2.4.
Lemme 4.5.3. — Soit 1→ H1 → H2 → H3 → 1 une suite exacte (pour fppf)
de S-sche´mas en groupes S–affines. Si H1 et H3 satisfont la proprie´te´ (SLI),
alors H2 satisfait la proprie´te´ (SLI).
De´monstration. Soient T un S–sche´ma, E un T–torseur sous H2 et T
′ → T,
T′ semi-local. On conside`re le produit contracte´ E3 := E ∧
H2,T H3,T qui est
un T-torseur sous H3. Comme H3 satisfait la proprie´te´ (SLI), il existe un
morphisme T′′ → T′ e´tale fini surjectif tel que E3,T′′ soit isomorphe au T
′′-
torseur trivial sous H3,T′′ . En vertu de [18, III.3.2.1.2], le T
′′-torseur E sous
H2 admet une re´duction a` H1, c’est-a`-dire qu’il existe un T
′′–torseur E1 et
un H2–isomorphisme E1 ∧
H1,T′ H2,T′′
∼
−→ ET′′ . Le point est que T
′′ e´tant fini
sur T′ semi-local, T′′ est aussi semi-local d’apre`s [EGA, II.6.1.4 et 1.7]. Par
hypothe`se il existe un morphisme T′′′ → T′′ e´tale fini surjectif qui trivialise
E1 et partant ET′′′ . On a donc construit un morphisme T
′′′ → T′ e´tale fini
surjectif qui trivialise E.
Lemme 4.5.4. — Soit H un S–sche´ma en groupes re´ductifs de type constant
suppose´ semi-localement isotrivial. Soit P un S–sous-groupe parabolique de
G de type constant. Alors le quotient re´ductif Pre´d de P est semi-localement
isotrivial. En outre, si P admet un S–sous–groupe de Levi, alors L est semi-
localement isotrivial.
De´monstration. Soit S′ → S un morphisme tel que S′ est semi-local. Puisque
G est suppose´ semi-localement isotrivial, il existe un morphisme S′′ → S′ fini
e´tale surjectif tel que GS′′ est de´ploye´, c’est-a`-dire muni d’un tore maximal
T′′ = DS′′(M) et d’un syste`me de racines R ⊆ M satisfaisant les conditions
de XXII.1.12 qui font de (GS′′ ,T
′′,M,R) un de´ploiement de GS′′ . On choisit
alors un syste`me de racines positives R+ de R, il de´finit un S
′′–groupe de Borel
B′′ de GS′′ selon XXII.5.1. Notant ∆ le diagramme de Dynkin de R, on note
∆(P) ⊆ ∆ le type du S′′–parabolique de type constant PS′′ . On note Q
′′ le
S′′–sous–groupe parabolique de GS′′ contenant B
′′ et de type ∆(P) de´fini en
XXVI.1.4.
Comme S′′ est semi-local, il existe g ∈ G(S′′) tel que PS′′ = gQ
′′ g−1
en vertu de XXVI.5.5. Le S′′–groupe re´ductif (Q′′)re´d est isomorphe a`
l’unique S′′–groupe de de Levi Q′′ contenant T′′, a` savoir le S′′–groupe
L′′ := CentrG′′(T
′′
∆(P)) de´fini en XXVI.1.12.ii. Celui-ci est un S
′′–sche´ma en
groupes re´ductifs contenant un S′′–tore de´ploye´ maximal, il est donc locale-
ment de´ployable en vertu de XXII.2.2. Ceci e´tant, L′′ est de type constant, il
est donc de´ploye´. En remontant, il vient que (Q′′)re´d et (Pre´d)S′′ sont de´ploye´s.
On ge´ne´ralise alors au cas non connexe les re´sultats d’isotrivialite´ de
XXIV.4.
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Proposition 4.5.5. — Soit G un S-sche´ma en groupes S-lisse et S–affine.
On suppose que la composante neutre G0 (qui est ferme´e dans G) est un S–
sche´ma en groupes re´ductifs et que le quotient fppf G/G0 est repre´sentable
par un S-sche´ma fini e´tale sur S. On suppose que G0 est semi-localement
isotrivial.(3)
1. Le S-groupe G satisfait la proprie´te´ (SLI).
2. Soit P un S–sche´ma en groupes paraboliques de G0. Alors P satisfait la
proprie´te´ (SLI).
3. Le S-sche´ma en groupes NG(P)/P est repre´sentable par un S-sche´ma en
groupes S-fini et S-e´tale et NG(P)/P→ G/G
0 est une immersion ouverte
et ferme´e. De plus, NG(P) satisfait la proprie´te´ (SLI).
De´monstration. La proprie´te´ (SLI) est locale pour la topologie de Zariski, ce
qui permet de supposer G0 de type constant et P de type constant.
(1) Par de´vissage, le Lemme 4.5.3 rame`ne au cas de G0 et G/G0 de´crit dans
les exemples 4.5.2.
(2) On note q : P → Pre´d le quotient re´ductif maximal de P. Soient T un
S–sche´ma, E un T–torseur sous P et T′ → T, T′ semi-local. On conside`re le S–
torseur Ere´d = E∧PPre´d sous Pre´d. Le Lemme 4.5.4 indique que Pre´d est semi-
localement isotrivial donc il existe un morphisme T′′ → T′ fini e´tale surjectif
tel que (Ere´d)T′′ est isomorphe au T
′′–torseur trivial sous Pre´d. Comme T′′
est affine, l’application q∗ : H
1(T′′,P)→ H1(T′′,Pre´d) est bijective (XXVI.2.8)
d’ou` l’on conclut que ET′′ soit isomorphe au T
′′–torseur trivial sous P. Ceci
montre que P satisfait la proprie´te´ (SLI).
(3) D’apre`s la Proposition 3.4.3.(5), NG(P)/P est repre´sentable par un S–
sche´ma e´tale et i : NG(P)/P → G/G
0 est une immersion ouverte. Pour
montrer que NG(P)/P est S–fini, nous allons montrer que NG(P)/P est propre.
On pose X = G/G0 et on conside`re le G0X–torseur q : G → X = G/G
0.
Nous affirmons que le produit contracte´ Y = G ∧G
0
G0/P au dessus de X
est repre´sentable. Par hypothe`se, G0 satisfait la proprie´te´ (SLI), il existe
donc un recouvrement ouvert (Xi)i∈I de X et des morphismes finis e´tales
f : X′i → Xi qui trivialisent q. En particulier, pour chaque i, le X
′
i–faisceau
Y|X′i
est repre´sentable par un X′i-sche´ma projectif, donc par descente effective
de X′i a` Xi [SGA1, VIII.5.6], Y|Xi est repre´sentable par un S-sche´ma. Par
recollement, Y est donc repre´sentable par un X–sche´ma Y qui est X–propre
en vertu des proprie´te´s de permanence de la descente fide`lement plate [EGA,
IV2.2.7.1.(vii)]. Le S–sche´ma Y → X → S est aussi propre et repre´sente
G/P. Par descente fide`lement plate, N/P → G/P est une immersion ferme´e,
(3)Ce qui e´quivaut a` la meˆme condition pour le tore rad(G0) (XXIV.4.1.5.(i)).
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d’ou` N/P est propre sur S. On conclut que N/P est fini e´tale sur S et que
l’immersion ouverte i : NG(P)/P→ G/G
0 est aussi ferme´e.
Pour e´tablir la proprie´te´ (SLI), le passage de P a` NG(P) se fait de la meˆme
fac¸on qu’en (1).
5. Le cas du sche´ma en groupes des automorphismes d’un sche´ma
de Chevalley
Soit Ψ = (M,M∨,R,R∨) une donne´e radicielle e´pingle´e (XXIII.1.5), i.e.
munie d’un syste`me de racines simples ∆ ⊆ R. On note R+ l’ensemble des
racines positives associe´es. On note G = E´pZ(Φ) le Z–sche´ma en groupes de
Chevalley correspondant (XXV). Il est muni d’un Z–sous–groupe de Borel B
contenant un Z-tore maximal de´ploye´ T de groupe des caracte`res M. On a
une suite exacte (scinde´e) de Z-sche´mas en groupes
1 −→ Gad −→ Autgr(G)
p
−→ Autext(G) −→ 1
ou` Gad = G/Centr(G) de´signe le quotient adjoint de G et Autext(G) est un
groupe constant a` engendrement fini (§XXIV.1.3) de groupe abstrait sous-
jacent note´ encore Autext(G). La section h : Autext(G) → Autgr(G) de
cette suite exacte est de´finie en prenant la re´ciproque de l’isomorphisme
EZ
∼
−→ Autext(G) ou` EZ de´signe le sche´ma en groupes constant associe´ au
groupe abstrait E ⊆ Autgr(G)(Z) des Z-automorphismes de G qui pre´servent
l’e´pinglage.
5.1. Normalisateurs des sous-groupes paraboliques standards. —
On note g (resp. t) l’alge`bre de Lie de G (celle de T) et on rappelle que l’on
a une de´composition g = t ⊕
⊕
α∈R g
α ou` les gα sont libres de rang 1. Pour
chaque partie I ⊆ ∆, [I] de´signe l’ensemble des racines qui sont combinaisons
line´aires a` coefficients entiers d’e´le´ments de I et RI = R+ ∪ −[I] est la partie
parabolique de R attache´e a` I (voir §9.1 ci-dessous). On dispose du Z–groupe
parabolique « standard » PI qui est de´termine´ (parmi les paraboliques) par son
alge`bre de Lie (XXVI.1.4)
Lie(PI) = t⊕
⊕
α∈RI
gα
On de´finit le re´seau
MI =
(
M /⊕r∈I Z.r
)
/ torsion
et on note TI son Z-tore dual, c’est le tore maximal du noyau commun des
α ∈ I. Suivant XXVI.1.12, LI := CentrG(TI) est l’unique sous–groupe de
Levi de PI qui contient T. Le S–groupe LI est un S–sous–groupe de type (R)
de G; cela se ve´rifie sur la de´finition XXII.5.2.1: le S–groupe LI est lisse de
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pre´sentation finie sur S, et pour tout s ∈ S, (LI)s est connexe et contient
un tore maximal de Gs. En vertu de XXII.5.3.5, le S–groupe LI est donc
caracte´rise´ parmi les S–sous–groupes de G de type (R) contenant T par son
alge`bre de Lie
Lie(LI) = t⊕
⊕
α∈[I]
gα .
On note UI = rad
u(PI).
Lemme 5.1.1. — Soient I, J ⊆ ∆. Soit S un sche´ma non vide. Alors les
assertions suivantes sont e´quivalentes:
1. Il existe e ∈ E tel que J = e I.
2. les Z–sous–groupes Autgr(G,PI) et Autgr(G,PJ) de Autgr(G) sont
Autgr(G)(Z)–conjugue´s;
3. les S–sous–groupes Autgr(G,PI) et Autgr(G,PJ) de Autgr(G)S sont
Autgr(G)(S)–conjugue´s.
4. les S–sous–groupes Autgr(G,PI) et Autgr(G,PJ) de Autgr(G)S sont lo-
calement Autgr(G)S–conjugue´s pour la topologie fppf.
De´monstration. Les implications (1) =⇒ (2) =⇒ (3) =⇒ (4) sont triv-
iales. On suppose (4). Il existe alors un point Spec(k) → S ou` k est
un corps alge´briquement clos tel que Autgr(G,PI)k et Autgr(G,PJ)k sont
Aut(G)(k)–conjugue´s. Il existe donc un automorphisme f de Gk tel que
f
(
Autgr(G,PI)k
)
= Autgr(G,PJ)k. En prenant les composantes neutres, il
vient f(PI,k) = PJ,k. Quitte a` modifier f par un e´le´ment convenable de
Ad(PI)(k), il est loisible de supposer que f pre´serve Bk et Tk. Suivant
XXIV.2.1 (dernie`re ligne), on a f = e ad(t) avec e ∈ E et t ∈ T(k). Ainsi
f(PI,k) = Pe I,k = PJ,k et J = e I.
Pour I ⊆ ∆, nous allons de´crire suivant [33, 16.3.9.(4)] le normalisateur
Autgr,I(G) := Autgr(G,PI,LI) de PI et LI.
Lemme 5.1.2. — On note EI ⊆ E le sous–groupe qui pre´serve I ⊆ ∆. Alors
Autgr,I(G) =
(
LI/C(G)
)
⋊ EI,Z
et on a une suite exacte scinde´e de Z–groupes
1 −→
(
LI/C(G)
)
−→ Autgr,I(G) −→ AutextI(G) −→ 1,
ou` AutextI(G) = p(EI,Z). En outre on a un isomorphisme
UI ⋊Autgr,I(G)
∼
−→ Autgr(G,PI).
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De´monstration. On e´tudie le morphisme fI : Autgr,I(G) → Autgr(G) →
Autext(G). On a ker(fI) = G
ad ∩ Autgr(G,PI,LI) = NGad(PI,LI). Suiv-
ant le Lemme 3.5.3.(a) applique´ au quotient adjoint G → Gad et au cou-
ple (PI/C(G),LI/C(G)), on a LI/C(G) = NGad(PI,LI). On conclut que
LI/C(G) = ker(fI). Par ailleurs, le morphisme fI est a` valeurs dans EI et la
section E→ Autgr(G) induit une section EI → Autgr,I(G). On a bien montre´
l’existence de la suite exacte annonce´e. Le morphisme int : G→ Aut(G) induit
des inclusions UI ⊆ PI ⊆ Autgr(G,PI) et Autgr,I(G) normalise UI et PI, d’ou`
un morphisme naturel hI : UI⋊Autgr,I(G) → Autgr(G,PI). Nous allons mon-
trer que hI est un isomorphisme. Soit A un anneau et soit (u, v) ∈ ker(hI)(A).
Alors int(u) = v−1 et u normalise PI et LI. Comme LI = NG(PI,LI), il vient
NG(PI,LI) ∩UI = 1, d’ou` u = 1. Ainsi ker(hI) = 1.
Soit v ∈ Autgr(G,PI)(A). Alors v(LI,A) est un A–groupe de Levi de PI,A =
v(PI,A) donc il existe un (unique) u ∈ UI(A) tel que v(LI,A) = uLI,A u
−1
(XXVI.1.9). Ainsi v = int(u)
(
int(u)−1v
)
avec u ∈ UI(A) et int(u)
−1v ∈
Autgr,I(G)(A). Ceci montre que UI(A)⋊Autgr,I(G)(A)→ Autgr(G,PI)(A) est
un isomorphisme.
5.2. De´composition de Witt-Tits. —
Corollaire 5.2.1. — Soit G un Z–groupe de Chevalley semi-simple comme
dans le §5.1. Soit S = Spec(A) un sche´ma affine connexe (non vide) semi-
local. Alors on a la de´composition⊔
[I]⊆∆/E
H1
(
S,Autgr,I(G)
)
irr
∼
−→
⊔
[I]⊆∆/E
H1
(
S,Autgr(G,PI)
)
irr
∼
−→ H1(S,Autgr(G)).
De´monstration. L’hypothe`se G semi-simple garantit que le S–groupe H =
Autgr(G) est S-affine (et S–lisse) suivant XXIV.1.9. En outre H
0 est le
S–groupe adjoint Gad. Le Lemme 5.1.1 indique que deux S-sous–groupes
Autgr(G,PI) = NH(PI/C(G)) et Autgr(G,PJ) = NH(PJ/C(G)) sont locale-
ment Autgr(G)–conjugue´s pour la topologie e´tale si et seulement si I et J sont
E–conjugue´s. Le The´ore`me 4.3.1 applique´ a` H = Autgr(G) produit la de´com-
position souhaite´e.
5.3. Le cas adjoint. — On suppose ici que le Z-sche´ma en groupes G
de Chevalley est adjoint. Alors Autgr(G) est affine au-dessus de Spec(Z)
et Autext(G) est le Z–sche´ma en groupes constant associe´ au groupe fini
Aut(∆). Le the´ore`me d’isotrivialite´ semi-locale XXIV.4.1.6 indique que dans
la de´composition 5.2.1, les ensembles de cohomologie conside´re´s ne contiennent
que des classes isotriviales.
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Les racines simples induisent un isomorphisme (XXIV.3.13)∏
α∈∆
α : T
∼
−→ (Gm)∆.
De plus, si I ⊆ ∆, cet isomorphisme induit TI
∼
−→ (Gm)∆\I. Suivant XII.4.1.6,
on a Centr(LI) = TI, en particulier, le quotient LI/TI est adjoint. On peut
alors passer au quotient par le tore TI
1

1

1 // TI //
≀

LI //

LI/TI //

1
1 // TI // Autgr,I(G) //

Autgr,I(G)/TI //

1.
AutextI(G)
∼ //

AutextI(G)

1 1
Lemme 5.3.1. — On suppose que Pic(S′) = 0 pour tout EI–reveˆtement S
′ →
S (e.g. S semi-local). L’application H1(S,Autgr,I(G))→ H
1
(
S,Autgr,I(G)/TI
)
est injective.
De´monstration. Par l’argument habituel de torsion (comme dans la preuve du
Lemme 4.2.1.(2)), on doit ve´rifier que l’application
H1(S,Autgr,I(G)
F) −→ H1
(
S, (Autgr,I(G)/TI)
F
)
a un noyau trivial pour tout Autgr,I(G)-espace principal homoge`ne F. Ce noyau
est l’image de H1(S,T
F
I ) dans H
1
(
S,AutI(G)
F
)
. Or le groupe fini AutextI agit
sur TI = (Gm)∆\I en permutant les racines; ainsi T
F
I est un S–tore quasi–
trivial, i.e. T
F
I =
∏
S′|SGm,S′ (XXIV.3.13) ou` S
′ est un EI-torseur au-dessus
de S. Alors H1
(
S,T
F
I
)
= H1(S′,Gm) = 0 par hypothe`se, d’ou` le re´sultat.
Ainsi, sous l’hypothe`se du lemme, l’ensemble H1(S,Autgr,I(G)) s’identifie
a` un sous–ensemble de H1
(
S,Autgr,I(G)/TI
)
. On conside`re alors la fle`che
naturelle Autgr,I(G)/TI → Aut(L
ad
I ) et on s’inte´resse au compose´
H1(S,Autgr,I(G)) −→ H
1
(
S,Autgr,I(G)/TI
)
−→ H1
(
S,Aut(LadI )
)
qui s’inse`re dans le diagramme suivant
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H1(S,Autgr,I(G)) //

H1(S,Aut(LadI )).
H1(S,Autgr(G))
Dans le cas ou` S est semi-local connexe, si on se donne un S–torseur F sous
Autgr,I(G) qui est irre´ductible, alors le S-sche´ma en groupes (L
ad
I )
F est appele´
le noyau anisotrope du sche´ma en groupes GF. Une question naturelle est de
savoir si ce noyau anisotrope de´termine GF. Au vu du Lemme 5.3.1, c’est le
cas lorsque le morphisme Autgr,I(G)/TI → Autgr(L
ad
I ) est un isomorphisme
(ce qui n’est pas toujours le cas, voir la remarque ci-dessous). Dans le cas
ge´ne´ral, une re´ponse pre´cise a` cette question ne nous semble pas connue, voir
toutefois [28, § 4] pour une version oriente´e qui ge´ne´ralise le cas des corps duˆ
a` Tits [35].
Remarque 5.3.2. — Si G est de type A3, on va conside`rer les cas I = {α2},
J = {α2, α3}, avec les conventions de Bourbaki [5, Planche I].
On a Autextgr,I(G) = Z/2Z, LadI = PGL2 donc le morphisme
(LI/TI)⋊S Z/2Z→ Autgr,I(G)/TI → Autgr(LadI ) = PGL2 n’est pas injectif.
Par ailleurs, on a Autextgr,J(G) = 1, L
ad
J = PGL2×S PGL2 et
Autextgr(L
ad
J ) = Z/2Z. Ainsi le morphisme LJ/TJ = Autgr,J(G)/TJ →
Autextgr(L
ad
J ) =
(
PGL2×S PGL2
)
⋊ Z/2Z n’est pas surjectif.
6. Sous-sche´mas paraboliques des donne´es radicielles tordues
Soit S un sche´ma.
6.1. Donne´es radicielles tordues. — On rappelle la de´finition de donne´es
radicielles au-dessus de S appele´es « Donne´es radicielles tordues » en XXII.1.9
et que l’on appelle librement aussi S-donne´es radicielles.
De´finition 6.1.1. — Soit T un S-tore. On appelle donne´e radicielle tordue
dans T la donne´e:
(i) d’un sous-sche´ma fini R de HomS-gr.(T,Gm, S),
(ii) d’un sous-sche´ma fini R∨ de HomS-gr.(Gm, S,T),
(iii) d’un isomorphisme R
∼
−→ R∨ note´ α 7→ α∨,
ve´rifiant les conditions suivantes:
(DR 1) Pour tout S′ → S et tout α ∈ R(S′), on a α ◦ α∨ = 2.
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(DR 2) Pour tout S′ → S et tous α, β ∈ R(S′), on a
α− 〈β∨, α〉β ∈ R(S′), α∨ − 〈α∨, β〉β∨ ∈ R(S′).
De plus, si α ∈ R(S′) (S′ 6= ∅) entraˆıne 2α 6∈ R(S′), on dit que la donne´e
radicielle est re´duite.
Le S-faisceau fppf T̂ := HomS-gr.(T,Gm, S) (resp. (T̂)
0 := HomS-gr.(Gm, S,T))
est appele´ le S–faisceau des caracte`res (resp. cocaracte`res) du S-tore T; ils
sont repre´sentables par des S–sche´mas en groupes constants tordus localement
isotriviaux (X.4.5 et X.5.6).
Si un S–groupe re´ductif H admet un S–tore maximal T, on lui associe la
donne´e radicielle tordue Ψ(H,T) = (R,R∨) ou` R (resp. R∨) est le S-sche´ma
des racines (resp. des coracines) par rapport a` T (XXVI.1.20).
Le lien avec la notion classique est aussi donne´ en associant a` une donne´e
radicielle abstraite (M,R,M∨,R∨) une S-donne´e radicielle tordue (R,R∨) rel-
ative au tore de´ploye´ T = DS(M) (oir § 6.2 ci-apre`s). On a des isomorphismes
canoniques (VIII.1.5)
HomS-gr.(T,Gm,S)
∼
−→ MS, HomS-gr.(Gm,S,T)
∼
−→ (M∨)S
ou` MS de´signe le S–groupe constant de base M. Alors le sous-sche´ma constant
R = RS (resp. R
∨ = (R∨)S) est un S–sous-sche´ma fini de MS (resp. de
(M∨)S)) et la bijection R
∼
−→ R∨ induit un isomorphisme de S-sche´mas R
∼
−→
R∨, α→ α∨, qui satisfait les proprie´te´s suivantes pour tout S′ → S
• 〈α∨, α〉 = 2 pour tout α ∈ R(S′);
• α − 〈α∨ ◦ β〉β ∈ R(S′) pour tous α, β ∈ R(S′).
Ainsi (R,R∨) est une donne´e radicielle tordue relative au tore T = DS(M).
En outre, si (M,R,M∨,R∨) est une donne´e radicielle re´duite, alors (R,R∨)
est une donne´ radicielle tordue re´duite.
Un S-isomorphisme f : Ψ1 = (T1,R1,R
∨
1 )
∼
−→ Ψ2(T2,R2,R
∨
2 ) est la
donne´e d’un isomorphisme de S–tores f : T1
∼
−→ T2 tel que tels que R1 =
f̂(R2) et (f̂)
0
(
R1
)
= R2.
En particulier, on peut de´finir le S–foncteur des automorphismes Aut(Ψ)
d’un triplet Ψ = (T,R,R∨).
De´finition 6.1.2. — Soit Ψ = (T,R,R∨) un triplet ou` T est un S-tore et
(R,R∨) une donne´e radicielle tordue.
(1) Pour chaque point s ∈ S, le type de Ψ en s est la classe d’isomorphie de la
donne´e radicielle (T̂s,Rs, (T̂s)
0,R∨s ).
(2) Un S-sous-sche´ma Q de R est parabolique s’il est ferme´, fini e´tale au dessus
de S, et si pour tout s ∈ S, Qs est une partie parabolique de Rs.
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On met en valeur maintenant le fait que localement pour la topologie e´tale
sur S, les donne´es radicielles sont constantes.
Proposition 6.1.3. — Soit Ψ = (T,R,R∨) un triplet ou` T est un S-tore et
(R,R∨) une donne´e radicielle tordue par rapport a` T.
(1) Il existe un recouvrement e´tale (Si)i∈I de S, des donne´es radi-
cielles (Mi,Ri,M
∨
i ,R
∨
i ) et des isomorphismes fi : (T,R,R
∨)Si
∼
−→(
DUi(Mi),Ri,Si , (R
∨
i )Si
)
pour tout i ∈ I.
(2) La fonction s 7→ type de Ψ en s est localement constante.
(3) Soit Q un S–sous-sche´ma de R. Alors Q est un S-sous-sche´ma parabolique
de R si et seulement s’il existe une trivialisation comme en (1) telle que pour
chaque i ∈ I, Ri admet une partie parabolique Qi telle que f̂i(Qi,Ui) = Qi.
De´monstration. (1) Let tore T est de pre´sentation finie sur S (IX.2.1.b) et
le S–tore T est quasi-isotrivial (X.4.5), c’est-a`-dire il existe un recouvrement
e´tale S′/S tel que T×S S
′ est un S′–tore localement de´ploye´. Il existe donc
un recouvrement ouvert (S′i) de S
′ et un Z–module libre Mi de type fini tel
que T×S S
′ ∼= DS′i(Mi). Les (S
′
i) forment un recouvrement e´tale de S que
nous allons raffiner. Comme R et R∨ sont finis e´tales sur S, il existe un
recouvrement e´tale (Uj) de S tels que R et R
∨ sont des S–sche´mas finis
constants.
Les S′i×SUj forment un recouvrement e´tale de S et que l’e´nonce´ est local
pour la topologie e´tale sur S, il est loisible de supposer que T = DS(M) et queR
et R∨ sont des S–sche´mas finis constants, i.e. R = ES et R
∨ = FS ou` E,F sont
des ensembles finis. On utilise maintenant le fait que l’on dispose d’immersions
ferme´es j : R = ES → T̂ = MS et j
∨ : R∨ = JS → (T̂)
0 = (M∨)S. On a un
dictionnaire [27, § 3.1]
HomS(ES,MS)
∼
−→
{
h : E× S→ M localement constante en la seconde variable
}
;
les immersions ferme´es correspondent aux applications h : E × S → M telles
que hs est injective pour tout s. Comme E est fini, on obtient donc une
partition de S en ensembles ouverts sur lesquels j est constante. On fait de
meˆme pour R∨, d’ou` une partition de S en ouverts Si sur lesquels j et j
∨ sont
des applications constantes.
Par localisation, on est donc ramene´ au cas ou` T = DS(M), RS = RS
et RS = (R
∨)S pour un sous–ensemble R de M (resp. R
∨ de M∨). En
e´valuant sur une fibre ge´ome´trique, on constate que la S–donne´e radicielle
tordue (T,R,R∨) est S-isomorphe a` (DS(M),RS,R
∨
S ).
(2) C’est un corollaire imme´diat de (1) puisque un morphisme e´tale est ouvert.
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(3) La notion de S–sous-sche´mas paraboliques de R est locale pour la topologie
e´tale (et fppf) sur S. La re´ciproque de l’assertion a` de´montrer est donc e´vi-
dente. Pour le sens direct, on suppose que Q est un S-sous-sche´ma parabolique
de R. Reprenant la trame de la de´monstration de (2), on est ramene´ au cas
Ψ = (DS(M),RS, (R
∨)S). Comme Q est fini e´tale sur S, on peut supposer
par localisation e´tale que Q
∼
−→ ES pour un ensemble fini E. Alors la S–
immersion ferme´e ES → RS est donne´e par une application localement con-
stante h : S→ Inj(E,R) a` valeurs dans l’ensemble des applications injectives de
E dans R. Ceci produit une partition de S en ouverts (Si) ou` QSi
∼= Ei → RSi
est constante, donne´e par une application injective hi : Ei → R. On pose alors
Qi = hi(Ei). Par e´valuation a` une fibre ge´ome´trique de Si, on constate que Qi
est une partie parabolique de R. De plus, QSi = QSi dans RSi .
Etant donne´ un triplet Ψ = (T,R,R∨) comme pre´ce´demment, on peut
alors lui associer par descente e´tale son S-groupe de Weyl W(Ψ) qui est un S–
groupe fini e´tale. De meˆme, on peut associer a` Ψ son S-diagramme de Dynkin
Dyn(Ψ) qui est un S–sche´ma fini e´tale.
On note Par(Ψ) le S–sche´ma fini des sous-sche´mas paraboliques de Ψ. De
meˆme que pour de´finir le type des sous–sche´mas en groupes paraboliques
d’un groupe re´ductif (XVI. 3.2), la Proposition 6.1.3.(3) permet de de´finir
le morphisme type
t : Par(Ψ) −→ Of
(
Dyn(Ψ)
)
qui dans le cas de (DS(M),R,R
∨) et de AS pour une partie parabolique de R
associe le type de A comme partie du diagramme de Dynkin de (DS(M),R,R
∨).
En utilisant le fait que la topologie fppf (et a fortiori e´tale) est « de descente
effective » pour la cate´gorie fibre´s des morphismes constants tordus (X.5.5), il
suit que le S–foncteur Aut(Ψ) est repre´sentable par un S–sche´ma en groupes
note´ Aut(Ψ), qui est constant tordu(4). De plus, le S-groupe de Weyl W(Ψ)
est un S–sous-groupe distingue´ de Aut(Ψ) et le quotient fppf Aut(Ψ)/W(Ψ)
est repre´sentable par un S–sche´ma en groupes note´ Autext(Ψ) qui est constant
tordu.
Lemme 6.1.4. — Soit Ψ = (T,R,R∨) un triplet semi-simple.
(1) Le S–sche´ma en groupes Aut(Ψ) (resp. Autext(Ψ)) est fini constant
tordu.
(2) On suppose que S est connexe. Soit s ∈ S. Soit Ψ0 = (DS(M),R,R
∨) le
type de Ψ en s. Il existe un reveˆtement galoisien S′ → S tel que Ψ0,S′
∼
−→ ΨS′.
(4)Pour la meˆme raison, les S–faisceaux principaux homoge`nes sous Aut(Ψ) sont repre´senta-
bles.
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De´monstration. (1) La Proposition 6.1.3.(1) rame`ne au cas constant qui est
trivial.
(2) Comme S est connexe, son type est constant en vertu de la Proposition
6.1.3.(3). Ainsi Ψ0 = (DS(M),RS,R
∨
S ) est localement isomorphe pour la
topologie e´tale a` Ψ. On conside`re le S-faisceau (e´tale) principal homoge`ne
Isom(Ψ0,Ψ) pour le S–groupe fini constant Aut(Ψ0)S, il est repre´sentable par
un Aut(Ψ0)-reveˆtement S
′′ → S. En prenant le point universel de S′′, on
obtient un isomorphisme Ψ0,S′′
∼
−→ ΨS′′ . Soit S
′ une composante connexe de
S′, alors S′ est un reveˆtement galoisien de S et par restriction, on obtient une
trivialisation ψ : Ψ0,S′
∼
−→ ΨS′ .
Un autre avatar du fait que les donne´es radicielles tordues sont localement
constantes pour la topologie e´tale est que l’on peut associer a` un triplet
Ψ : (T,R,R∨) son triplet de´rive´ Ψde´r, son triplet simplement connexe Ψsc
et son triplet adjoint Ψad a` partir du cas classique (XXI.6.5.5).
Exemples 6.1.5. — (a) Soit Ψ = (T,R,R∨) un triplet comme ci-dessus.
Soit λ : Gm,S → T un S-cocaracte`re. On conside`re le S–foncteur R(λ) de´fini
par
R(λ)(S′) :=
{
α ∈ R(S′) | α ◦ λ : Gm,S′ −→ Gm,S′ se prolonge
en un S–morphisme A1S′ −→ A
1
S′
}
.
Nous affirmons que R(λ) est repre´sentable par un S-sous-sche´ma parabolique
de R. Cette question e´tant locale pour la topologie e´tale, la Proposition
6.1.3.(3) permet de supposer que T = DS(M) et que la donne´e radicielle
tordue (R,R∨) est associe´e a` une donne´e radicielle (M,R,M∨,R∨). Dans
ce cas, R(λ) est repre´sentable par le S–sous-sche´ma ferme´ R(λ)S qui est bien
un S–sous–sche´ma parabolique de R.
(b) De plus, la meˆme me´thode indique que R(λ) = R(nλ) pour tout entier
n > 1.
(c) Si S est connexe, on verra plus loin que ce sont les seuls S–sous-sche´mas
paraboliques de R (Proposition 6.3.2).
6.2. Lien avec les sche´mas en groupes re´ductifs. —
Lemme 6.2.1. — Soit (G,T,M,R) un S–sche´ma en groupes re´ductifs de´-
ploye´. Alors il y a une correspondance{
S–sous–groupes paraboliques de G de type constant contenant T
}
←→{
parties paraboliques de R
}
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qui associe a` un S–sous–groupe parabolique P contenant T les S–racines de P
relativement a` T.
Rappelons qu’un caracte`re α : T→ Gm,S est une S–racine P relativement a`
T si pour tout point s ∈ S, αs est une racine de Ps par rapport a` Ts.
De´monstration. On note g (resp. t) l’alge`bre de Lie de G (celle de T)
et on rappelle que par de´finition (XXII.1.13) on a une de´composition g =
t⊕
⊕
α∈R g
α ou` les gα sont libres de rang 1 .
On commence par construire la re´ciproque de la correspondance. Si A est
une partie parabolique de R, on note PA l’unique
(5) sous–groupe parabolique
de G dont l’alge`bre de Lie est gA = t ⊕
⊕
α∈R g
α (XXVI.1.4.(i)). On associe
donc a` A ce S–groupe PA et on note que A est l’ensemble des poids de la
repre´sentation adjointe de T sur gA.
Il reste a` montrer que cette construction produit tous les S–sous-groupes
paraboliques de G de type constant contenant T. Soit donc P un S–sous–
groupe parabolique de G contenant T et de type constant. Par construction,
AP est l’ensemble des poids de la repre´sentation adjointe de T sur l’alge`bre de
Lie de P. Alors l’alge`bre de Lie de P co¨ıncide avec celle de PAP donc P = PAP .
Proposition 6.2.2. — Soit G un S-sche´ma en groupes re´ductifs muni d’un
S–tore maximal T. On conside`re la donne´e radicielle tordue (XXII.1.9).
Ψ(G,T) =
(
T,R,R∨).
(1) Le foncteur
S′ 7→ ParT(G)(S
′) =
{
S′–sous–groupes paraboliques de G contenant T
}
est repre´sentable par un S–sche´ma note´ ParT(G). Le sche´ma ParT(G) est fini
e´tale au-dessus de S.
(2) Soit P un S–sous–groupe parabolique de G contenant T. On note QP le
S–foncteur des racines de P par rapport a` T (XIX.3.2). Alors QP est un
S–sous–sche´ma parabolique de Ψ(G,T).
(3) L’assignation P 7→ QP de´finit un S–isomorphisme ParT(G)
∼
−→ Par(Ψ).
(4) Cette correspondance commute au type suivant l’isomorphisme canonique
Dyn(Ψ(G,T)) ∼= Dyn(G).
De´monstration. (1) On conside`re le S–foncteur PT tel que PT(S′) est
l’ensemble des couples (Q,E) ou` E est un S′–groupe parabolique de G×S S
′
et E un S′–tore maximal de Q (XXVI.3.15). D’apre`s le the´ore`me XXVI.3.16,
(5)En effet, les sous–sche´mas en groupes paraboliques sont des sous–groupes de type (R)
(XXII.5.2.3.(b)), ils sont donc de´termine´s parmi les sous–groupes de type (R) contenant T
par leur alge`bre de Lie (XXII.5.3.5).
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PT est repre´sentable par un S–sche´ma PT. En outre on dispose d’un S-
morphisme naturel h : PT→ Tor(G), (Q,E) 7→ E, vers le S–sche´ma des tores
maximaux Tor(G) de G. On note t = [T] ∈ Tor(G)(S) le point de´fini par le
S–tore maximal T de G. Ainsi le S–foncteur ParT(G) est repre´sentable par
le S–sche´ma h−1(t). Comme h est fini e´tale (XXVI.3.16.(iii)), on conclut que
h−1(t) est fini e´tale sur S.
(2) Dans le cas ou` G est de´ploye´ et P est de type constant, le Lemme 6.2.1
indique que QP est repre´sentable par un S–sche´ma fini constant et est un
S–sous–sche´ma parabolique de Ψ.
Localement pour la topologie e´tale sur S, G est de´ployable relativement a`
T (XXII.2.3) et P est de type constant. Par descente e´tale, il suit que le S–
foncteur QP est repre´sentable par un S–sche´ma fini e´tale et que QP est un
S–sous-sche´ma parabolique de Ψ.
(3) L’assignation P 7→ QP de´finit un S–morphisme u : ParT(G) → Par(Ψ).
Pour montrer que c’est un isomorphisme, on peut raisonner localement pour
la topologie e´tale de sorte que l’on peut supposer G de´ploye´ relativement a` T.
Montrons que u est un monomorphisme. Soient S′ un S–sche´ma et P1,P2 des
S′–sous–sche´mas paraboliques de G×S S
′ tels que u(P1) = u(P2) ∈ Par(Ψ)(S
′).
Comme les types de P1 et P2 sont localement constants, le Lemme 6.2.1 montre
que P1 = P2. Ceci montre que u est un monomorphisme. Le meˆme e´nonce´
montre que u est un morphisme surjectif de faisceaux fppf sur S, ce qui permet
de conclure que u est un S–isomorphisme de sche´mas.
(4) Cela se ve´rifie e´galement dans le cas de´ploye´.
6.3. Indice de Tits. — Cette partie utilise l’appendice de combinatoire et
de cohomologie des groupes.
Proposition 6.3.1. — On suppose que S est connexe. Soit Ψ = (T,R,R∨)
un triplet ou` T est un S–tore et (R,R∨) une donne´e radicielle tordue par
rapport a` T.
(1) Le faisceau R admet un sous–sche´ma parabolique minimal et les sous-
sche´mas paraboliques minimaux de R ont meˆme type dans Dyn(Ψ)(S).
(2) Si Q un S-sous-sche´ma parabolique de R, alors il existe un cocaracte`re
λ : Gm,S → T tel que R(λ) = Q.
De´monstration. Pour les deux e´nonce´s, on peut remplacer Ψ par le triplet
de´rive´ Ψde´r. En particulier, il est loisible de supposer Ψ semi-simple.
(1) D’apre`s le Lemme 6.1.4.(2), il existe une donne´e radicielle constante
Φ = (M,R,M∨,R∨) Ψ0 = (DS(M),RS,R
∨
S ), un reveˆtement galoisien (connexe)
S′ → S et un isomorphisme ψ : Ψ0,S′
∼
−→ ΨS′ . On de´signe par Γ le groupe
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de Galois de S′ → S et on conside`re l’homomorphisme f : Γ → Aut(Φ) =
Aut(Ψ0)(S
′), γ 7→ ψ−1 γ(ψ).
On peut ainsi supposer que la S–donne´e radicielle tordue Ψ est la tordue
de Ψ0 par le 1–cocycle f : Γ → Aut(Ψ0)(S) relatif au reveˆtement galoisien
S′ → S de groupe Γ. Par descente galoisienne, les sous-faisceaux paraboliques
de R correspondent aux parties paraboliques de R stables par l’action de Γ
suivant f . Par application de la partie combinatoire §9.4, on obtient ainsi
l’existence d’un sous–faisceau parabolique minimal de E et l’unicite´ du type
des sous-faisceaux paraboliques minimaux de R.
(2) Soit Q un S-sous-sche´ma parabolique de R. Alors ψ(Q) est une partie
parabolique de RS′ . Comme S
′ est connexe, on a ψ(Q) = AS′ pour une unique
partie parabolique A de R. Il existe une base ∆ de R telle que A = RI pour
un sous-ensemble I de ∆. De plus, l’image de f est incluse dans le groupe
Aut(Φ,RI). Le Lemme 9.2.2 produit un e´le´ment θ ∈ M
∨ qui est Aut(Φ,RI)–
invariant et tel que RI = R(θ). Alors ψ ◦λ;Gm,S′ → DS′(M)→ TS′ se descend
en un S-homomorphisme λ : Gm,S → T. Comme RI = R(θ), on conclut que
Q = R(λ).
Ceci permet de de´finir l’indice de Tits ∆0(Ψ) ⊆ Dyn(Ψ)(S) comme le type
d’un sous-sche´ma parabolique minimal de R. Faisons de`s a` pre´sent le lien avec
l’indice de Tits usuel.
Proposition 6.3.2. — On suppose que S est semi-local connexe. Soit G un
S–sche´ma en groupes re´ductifs et soit ∆0(G) ⊆ Dyn(G)(S) l’indice de Tits de
G, i.e. le type d’un S-sous–groupe parabolique minimal de G (XXVI.7). Soit T
un S-sous-tore maximal de G et u : Dyn(Ψ(G,T))
∼
−→ Dyn(G) l’isomorphisme
canonique associe´.
(1) ∆0(G) ⊆ u
(
∆0(Ψ(G,T))
)
.
(2) On a ∆0(G) = u
(
∆0(Ψ(G,T))
)
si et seulement si le sous S–tore maxi-
mal de´ploye´ Tde´p de T est un S–tore de´ploye´ maximal de G.
De´monstration. Soit A un sous S-faisceau parabolique de R(G,T) de type
∆0(Ψ(G,T)).
(1) Le S-sous-groupe parabolique PA est de type u
(
∆0(Ψ(G,T))
)
⊆
Dyn(G)(S). Vu que ∆0(G) est le type des S–sous-groupes paraboliques
minimaux de G, il suit que ∆0(G) ⊆ u
(
∆0(Ψ(G,T))
)
.
(2) Si ∆0(G) = u
(
∆0(Ψ(G,T))
)
, alors PA est un S–sous–groupe parabolique
minimal de G. Notant L le sous–groupe de Levi contenant T, on sait que L =
Centr(Tde´p) et que la minimalite´ de PA entraˆıne la maximalite´ de Tde´p parmi
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les sous-tores de´ploye´s de G (XXVI.6.8 et 6.16). Re´ciproquement, on suppose
que Tde´p est un tore maximal de´ploye´ de G. On sait alors que L = Centr(Tde´p)
est le sous–groupe de Levi d’un S–sous-groupe parabolique minimal P de
G. Par suite R(P,T) est un sous-faisceau parabolique de R(G,T) de type
u−1(∆0(G)). Par de´finition de ∆0(Ψ(G,T)), on a ∆0(Ψ(G,T)) ⊆ u−1(∆0(G)),
d’ou` u
(
∆0(Ψ(G,T))
)
⊆ ∆0(G). En tenant compte de (1), on conclut que
u
(
∆0(Ψ(G,T))
)
= ∆0(G).
7. Isotropie et irre´ductibilite´
7.1. De´finition, groupes limites. —
De´finition 7.1.1. — Un S-sche´ma en groupes re´ductifs H est isotrope s’il
admet un S–sous–sche´ma en groupes isomorphe a` Gm,S. On dit que H est
anisotrope dans le cas contraire.
L’isotropie est une notion stable par changement de base arbitraire.
L’isotropie et la re´ductibilite´ sont lie´es notamment par la construction suiv-
ante. Soit H un S–sche´ma en groupes re´ductifs. Si λ : Gm,S → H de´signe un
homomorphisme de S-groupes, on lui associe le S–sche´ma en groupes « limite »
PH(λ) [11, § 5.2] de´fini par son foncteur des points
PH(λ)(T) =
{
h ∈ H(T) | λ(t)hGm,T λ(t)
−1 ∈ H(Ga,T) ⊆ H(Gm,T)
}
pour tout T → S. On sait que PH(λ) est un S–sous-sche´ma en groupes
paraboliques de H et que le centralisateur CentrH(λ) de λ est un sous-groupe
de Levi de PG(λ). En outre, si l’on diagonalise l’action adjointe de Gm,S sur
le OS–module Lie(H), on a
Lie(PG(λ)) = Lie(H)>0 et Lie(CentrG(λ)) = Lie(H)0.
Etant donne´ un entier n > 1, on a PG(λ) ⊆ PG(nλ) et Lie(PG(nλ)) =
Lie(PG(λ)): la Proposition 3.1.1.(2) montre que PG(λ) = PG(nλ), d’ou`
CentrG(λ) = CentrG(nλ)). La correspondance 6.2.2.(2) entre sous-sche´mas
en groupes paraboliques et sous-sche´mas paraboliques admet le comple´ment
suivant.
Lemme 7.1.2. — Soit G un S-sche´ma en groupes re´ductifs muni d’un S–tore
maximal T. On conside`re la donne´e radicielle tordue Ψ(G,T) =
(
T,R,R∨)
(XXII.1.9). Soit λ : Gm → T un S–homomorphisme. Alors dans la corre-
spondance de la Proposition 6.2.2.(2), le sous-S-sche´ma parabolique R(λ) de
R correspond au S-sous–sche´ma en groupes paraboliques PG(λ) de G.
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De´monstration. Une nouvelle fois, il suffit de conside´rer le cas de´ploye´ qui est
traite´ en [11, Remark §5.2.6].
Ainsi par localisation e´tale, on a PG(λ) = PG(nλ) pour tout S–groupe
re´ductif G, tout S-homomorphisme λ : Gm,S → G et tout entier n > 1.
Exemple 7.2. — Soit G un S–groupe adjoint de´ploye´. On reprend les nota-
tions du § 5.3 en conside´rant une partie I ⊆ ∆ et le couple (PI,LI). On sait
que ∆ est une base du re´seau M et on note (α∗)α∈∆ la base duale. On pose
λI =
∑
β∈∆\I
β∗ ∈ (T̂)0(S). Nous pre´tendons que
(PI,LI) =
(
PG(λI),Centr(λI)
)
.
Comme ces S–groupes sont de´termine´s entre eux par leurs alge`bres de Lie
(XXII.5.3.5), il suffit de montrer que PG(λI) (resp. Centr(λI)) a meˆme alge`bre
de Lie que PI (resp. LI). Or
Lie(PG(λI)) = g>0 = t⊕
⊕
α∈R | 〈λI,α〉>0
gα
Suivant la remarque 9.2.3, on a R(λI) = RI, d’ou` Lie(PG(λI)) = Lie(PI).
De meˆme, on a Lie(CentrG(λI)) = Lie(LI). Le choix de λI n’est pas ar-
bitraire du point de vue du S–groupe Autgr,I(G) = LI ⋊ AutextI(G). En
effet, le groupe fini AutextI(G) agit par permutation sur I et l’e´le´ment
λI ∈ (T̂)
0 est fixe´ par AutextI(G). En particulier, l’homomorphisme
λI : Gm,S → Autgr,I(G) est central.
7.3. Caracte´risation des groupes limites. — Si S est semi-local connexe,
suivant XXVI.6.14, H est isotrope si et seulement si H est re´ductible ou rad(H)
est isotrope; en particulier si H est semi-simple, H est re´ductible si et seulement
si H est isotrope. En outre, cela implique alors que tous les S–sous-groupes
paraboliques sont des S-sous-groupes de limites (voir [17, prop. 15.5]). Notre
propos est de ge´ne´raliser ce fait pour une base S connexe arbitraire.
The´ore`me 7.3.1. — On suppose S connexe (non vide). Soit H un S-sche´ma
en groupes re´ductifs.
(1) Soit P un S–sous-groupe parabolique de H muni d’un S–sous-groupe
de Levi L. Alors il existe un homomorphisme central λ : Gm → L tel que
L = CentrH(λ) et P = PH(λ).
(2) Le S-sche´ma en groupes H est isotrope si et seulement si H est re´ductible
ou rad(H) est isotrope (ou de fac¸on e´quivalente corad(H) est isotrope).
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De´monstration. Soit s ∈ S.
(1) Le Lemme de de´vissage 3.2.1.(2) nous ame`ne a` supposer d’abord H semi-
simple adjoint. Comme S est connexe, H est une S-forme d’un S-groupe G de
Chevalley adjoint attache´ a` une donne´e radicielle re´duite Φ = (M,R,M∨,R∨).
On utilise librement les notations de la section 5, par exemple une base ∆
de R. On note E = Isomgr(G,H) le S-faisceau e´tale principal homoge`ne sous
Autgr(G) (de´fini au § 2.1). On a alors H = G
E, c’est-a`-dire H est le tordu de
G selon E. On note I ⊆ ∆ le type du parabolique Ps et I est le type de Ps′
pour tout point s′ ∈ S par connexite´ de S.
Nous pre´tendons que (P,L) est localement Autgr(G)–conjugue´ pour la
topologie e´tale a` (PI,LI). Cet e´nonce´ e´tant local pour la topologie e´tale (et
e´tant stable par limite inductive d’anneaux), on peut supposer S local stricte-
ment hense´lien. En particulier E est trivial et on peut supposer que H = G. Vu
que P et PI ont meˆme type en s, la Proposition XXVI.1.3, (ii) =⇒ (i), montre
que PI et P sont G(S)-conjugue´s. Les S-sous–groupes de Levi de PI (resp. P)
sont conjugue´s par PI(S) (resp. P(S)) en vertu de XXVI.1.8, on conclut que
(PI,LI) et (P,L) sont G(S)-conjugue´s et a fortiori Autgr(G)(S)–conjugue´s.
Nous retournons maintenant au cas d’un sche´ma de base S ge´ne´ral.
Le Lemme 2.6.2.(1) montre qu’il existe un S–espace principal ho-
moge`ne F sous Autgr,I(G) = NAutgr(G)(PI,LI) et un isomorphisme
q : F∧Autgr,I(G)Autgr(G)
∼
−→ E tels que l’isomorphisme de S–groupes
q∗ : G
F ∼−→ GE = H applique le couple (P
F
I ,L
F
I ) sur (P,L). Le point est que
l’homomorphisme λI : Gm,S → Autgr,I(G) construit dans l’exemple 7.2 est
central, il de´finit donc un homomorphisme λ : Gm,S → GF et par descente il
vient (P
F
I ,L
F
I ) =
(
PGF(λ),CentrGF(λ)
)
. On conclut que (P,L) est de la forme
souhaite´e.
On conside`re maintenant le cas ou` H est semi-simple. On note (P′,L′)
l’image de (P,L) par le quotient adjoint p : H→ H′ = Had (Lemme 3.2.1.(2)).
Suivant le premier cas, il existe λ′ : Gm,S → H′ tel que P′ = PH′(λ′) et
L′ = CentrH′(λ
′). On pose J = p−1(rad(L)), c’est un S-groupe de type
multiplicatif extension de rad(L) par ker(p). Soit n un entier strictement
positif annulant le S–groupe fini de type multiplicatif Ker(p). Nous pre´tendons
que le cocaracte`re nλ′ : Gm,S → rad(L′) se rele`ve de fac¸on unique en un
cocaracte`re λ : Gm,S → J. En effet, par descente fide`lement plate, il suffit
de le ve´rifier dans le cas ou` J est diagonalisable, ce qui est alors imme´diat.
L’isoge´nie p induit des homomorphismes PH(λ) → PH′(nλ
′) = PH′(λ
′) = P′,
CentrH(λ) → CentrH′(nλ
′) = CentrH′(λ
′) = L′; ils sont surjectifs et plats
[11, prop. 4.1.10.(2)]. Or CentrH(λ) contient ker(p), on obtient que PH(λ) =
p−1(P′) (resp. CentrH(λ) = p
−1(L′)). La correspondance du Lemme 3.2.1.(2)
permet de conclure que PH(λ) = P et CentrH(λ) = L.
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Pour le cas ge´ne´ral on utilise le S–sous–groupe de´rive´ i : H♭ = DH → H.
La trace de (P,L) sur H♭ de´finit un couple (P♭,L♭) pour H♭ (XXVI.1.19).
Suivant le cas pre´ce´dent, il existe un S-homomorphisme λ : Gm,S → H♭
tel que (P♭,L♭) =
(
PH♭(λ),CentrH♭(λ)
)
. Or la trace sur H♭ du couple(
PH(λ),CentrH(λ)
)
est la meˆme que celle de (P,L), d’ou` l’on conclut par
XXVI.1.19 que (P,L) =
(
PH(λ),CentrH(λ)
)
.
(2) Traitons tout de suite le dernier point, a` savoir l’e´quivalence entre
l’isotropie de rad(H) et celle de corad(H). On a une suite exacte de S–tores
1→ µ→ rad(H)→ corad(H)→ 1 ou` µ est un S–groupe fini de type multipli-
catif (XXII.6.2.1). Comme S est connexe, il existe un groupe abe´lien fini A
tel que µ soit localement isomorphe pour la topologie e´tale a` DS(A). La suite
exacte des S–faisceaux de caracte`res 0 → ̂corad(H) → r̂ad(H) → µ̂(S) → 0
induit une suite exacte
0 −→ ̂corad(H)(S) −→ r̂ad(H)(S) −→ µ̂(S)
Comme le groupe abe´lien µ̂(S) est de torsion (il est annihile´ par le cardinal de
A) et puisque ̂corad(H)(S) et r̂ad(H)(S) sont des groupes abe´liens libres, il suit
que ̂corad(H)(S) 6= 0 si et seulement si r̂ad(H)(S) 6= 0. Ainsi rad(H) isotrope
e´quivaut a` corad(H) isotrope.
Montrons le sens direct de (2). On suppose que H est isotrope. On dispose
alors d’un S-monomorphisme λ : Gm,S → H et on conside`re l’homomorphisme
de S-groupes
int ◦ λ : Gm −→ Autgr(H), t 7→ int(λ(t)) .
Si int ◦ λ est trivial, alors int ◦ λ factorise par rad(H) et rad(H) est isotrope.
Si int ◦ λ est non trivial, il est partout non trivial par rigidite´ (IX.5.3). Par
suite, le S-groupe PH(λ) est alors un S-sous–groupe parabolique muni du S-
sous-groupe de Levi CentrH(λ) qui est partout propre dans H. Ainsi H est
re´ductible.
Montrons la re´ciproque. On suppose que H est re´ductible ou que rad(H)
est isotrope. Si rad(H) est isotrope, alors H est isotrope et il n’y a rien a` faire.
On se place donc dans le cas H est re´ductible, c’est-a`-dire H admet un couple
(P,L) ou` P est un S-sous–groupe parabolique partout propre de H, L e´tant
un sous–groupe de Levi de P. D’apre`s le (1), il existe un homomorphisme
λ : Gm,S → H tel que (P,L) = (PH(λ),CentrH(λ)). Cet homomorphisme
est partout non central, donc partout non nul. Comme S est connexe, son
noyau ker(λ) est donc un sous–groupe diagonalisable µn de Gm (IX.2.11) et
par passage au quotient, on obtient un monomorphisme λ′ : Gm → H partout
non trivial. C’est une immersion ferme´e (IX.6.8), donc H est isotrope.
Corollaire 7.3.2. — On suppose S affine. Soit H un S-sche´ma en groupes
re´ductifs.
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(1) Soit P un S–sous–groupe parabolique de H. Alors il existe un homomor-
phisme λ : Gm,S → H tel que P = PH(λ).
(2) Le sche´ma en groupes H est isotrope si et seulement si H admet un S-
sous–groupe parabolique partout propre ou rad(H) est isotrope (ou de fac¸on
e´quivalente corad(H) est isotrope).
De´monstration. (1) On pose S = Spec(A) que l’on peut supposer non vide. On
sait que P admet un sous–groupe de Levi L (XXVI.3.2). Si S est connexe, le
the´ore`me 7.3.1 montre que P est un S–groupe limite. Ceci vaut de fac¸on plus
ge´ne´rale si S n’a qu’un nombre fini de composantes connexes, en particulier
si A est noethe´rien. Pour passer au cas ge´ne´ral, on e´crit A = lim
−→
α∈I
Aα comme
limite inductive de ses sous-alge`bres de type fini sur Z. On pose Sα = Spec(Aα)
pour tout α ∈ I.
Comme H est un S–sche´ma en groupes S–affine de pre´sentation finie, il
existe un indice α et un Sα–sche´ma en groupes Hα tel que Hα×S Sα
∼
−→ H
[EGA, IV4.8.8.3]. De plus, il existe alors un indice β > α tel que Hβ :=
Hα×Sα Sβ est S–re´ductif [11, cor. 3.1.11]. En particulier on a un isomorphisme
Par(Hβ)×Sβ S
∼
−→ Par(H). Comme le Sj–sche´ma Par(Hβ) est de pre´sentation
finie, on a Par(H)(A)
∼
←− Par(Hβ)(A)
∼
−→ lim
−→γ>β
Par(Hβ)(Aγ). En appli-
quant ce fait au A–point [Q] ∈ Par(H)(A), il suit qu’il existe γ > β et un
Sγ–parabolique P de Hγ := Hβ ×Sβ Sγ tel que P×Sγ S
∼
−→ Q dans H. Alors P
est un S–groupe limite de Hγ et on conclut que Q est un S–groupe limite de
H.
L’assertion (2) se de´montre de la meˆme fac¸on a` partir de (1) que pour le
The´ore`me 7.3.2.
Corollaire 7.3.3. — On suppose S connexe et soit s ∈ S. Soit H un S-
sche´ma en groupes re´ductifs. Alors les assertions suivantes sont e´quivalentes:
(1) H est re´ductible;
(2) H admet un S-tore de´ploye´ T tel que Tx est non central dans Hx pour
tout x ∈ S;
(3) H admet un S-tore de´ploye´ T tel que Ts est non central dans Hs.
De´monstration. (1) =⇒ (2): On suppose que H admet un S–sous-groupe
parabolique propre P muni d’un sous-groupe de Levi L. D’apre`s le The´ore`me
7.3.1, il existe un S-homomorphisme λ : Gm,S → H tel que P = PG(λ). Quitte
a` quotienter par ker(λ), on peut supposer que λ est un monomorphisme. Pour
tout x ∈ S, Px est propre dans Gx donc λx est non central.
(2) =⇒ (3): e´vident.
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(3) =⇒ (1): Soit i : T→ G un S-tore de´ploye´ de H tel que Ts est non central
dans Hs. Il existe un cocaracte`re λ : Gm → T tel que λs soit non central.
Par suite, le S-groupe PH(λ) « limite associe´ a` λ » est alors un S-sous-groupe
parabolique muni du S-sous-groupe de Levi CentrH(λ). Comme CentrH(λ)s
est propre dans Hs, Ps est propre dans Hs et P est partout propre dans H
puisque S est connexe. On conclut que H est re´ductible.
7.4. Lien avec les sous-tores de´ploye´s maximaux. —
Proposition 7.4.1. — On suppose que S est connexe. Soit H un S-sche´ma
en groupes re´ductifs. Soient T0 un S-sous-tore de´ploye´ de H et P un S-sous-
groupe parabolique de G ayant CentrG(T0) comme sous-groupe de Levi (ceci
existe d’apre`s XXVI.6.2). On conside`re les assertions suivantes:
(1) T0 est un sous-tore de´ploye´ maximal de G;
(2) T0 est un sous-tore de´ploye´ maximal de CentrG(T0);
(3) Le S–groupe re´ductif CentrG(T0)/T0 est anisotrope;
(4) Le S–groupe re´ductif CentrG(T0)/T0 est irre´ductible;
(4’) Le S–groupe re´ductif CentrG(T0) est irre´ductible;
(5) P est un sous-groupe parabolique minimal de G.
a) On a les implications (1)⇐⇒ (2)⇐= (3) =⇒ (4)⇐⇒ (4′)⇐⇒ (5).
b) Si S est localement noethe´rien et ge´ome´triquement unibranche, alors on a
l’e´quivalence (2)⇐⇒ (3).
De´monstration. a) On observe tout d’abord que l’e´quivalence (4)⇐⇒ (4′) est
un cas particulier du Lemme 3.2.1.(1), celui du quotient central CentrG(T0)→
CentrG(T0)/T0.
(1) =⇒ (2): Cette implication est triviale.
(2) =⇒ (1): Soit T1 un sous-tore de´ploye´ de G contenant T0. On a alors
T0 ⊆ T1 ⊆ CentrG(T0), d’ou` T0 = T1.
(3) =⇒ (2): On suppose que T0 n’est pas un S-tore de´ploye´ maximal, de
CentrG(T0). En d’autres mots, il existe un sous-tore de´ploye´ T1 de CentrG(T0)
contenant strictement T0. Le monomorphisme de S–groupes diagonalisables
T1 = DS(M1) → T0 = DS(M0) est adjoint par dualite´ de Cartier a` un
morphisme surjectif M0 → M1 de groupes abe´liens libres de type finis. On
a T1/T0 = DS
(
ker(M0 → M1)
)
, c’est un S–tore de´ploye´ non trivial. Ainsi
T1/T0 est un tore de´ploye´ non trivial du sche´ma en groupes CentrG(T0)/T0
qui est donc isotrope.
(3) =⇒ (4). Si CentrG(T0)/T0 est anisotrope, il est a fortiori irre´ductible
d’apre`s le The´ore`me 7.3.1.(2).
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(4)⇐⇒ (5). Suivant XXVI.1.20, on dispose d’une bijection{
paraboliques Q de G inclus dans P
}
←→
{
paraboliques M de CentrG(T0)
}
.
L’ensemble de gauche est re´duit a` un e´le´ment si et seulement si l’ensemble de
droite est re´duit a` un e´le´ment. Ceci montre que les assertions (4) et (5) sont
e´quivalentes.
b) (2) =⇒ (3): Soit T1 un sous–tore de´ploye´ de CentrG(T0)/T0. Alors sa
pre´image dans CentrG(T0) est un sous–tore E de CentrG(T0) qui est une
extension de T0 par T1. L’hypothe`se sur la base S intervient ici. En effet, on
sait que alors que E est isotrivial (X.5.15). Ainsi Ê est un faisceau constant et
E est un S-tore de´ploye´. Vu que E contient T0, il suit que T0 = E. Par suite
T1 est trivial et on conclut que CentrG(T0)/T0 est anisotrope.
8. Invariants cohomologiques des groupes semi-simples
Selon XXIV.1, la classification des sche´mas en groupes semi-simples sur une
base S se re´duit essentiellement a` celle des sche´mas en groupes semi-simples
adjoints (ou de fac¸on e´quivalente simplement connexe). En d’autres mots, cela
passe par l’ensemble pointe´
H1(S,Autgr(G)).
ou` G est toujours suppose´ S–de´ploye´, e´pingle´, et adjoint. On note comme
pre´ce´demment E le S–groupe constant des automorphismes de G qui pre´serve
l’e´pinglage ainsi que h : Autgr(G)→ Autext(G) de´finie par E.
On associe a` une S-forme G′ de G la classe du S-faisceau Isomgr(G,G
′)
(de´fini au §2.1) qui est principal homoge`ne sous Autgr(G). Vu que
Autgr(G) est affine au-dessus de S, il est repre´sentable par un S–torseur
sous Autgr(G) que l’on note Isomgr(G,G
′). Suivant XXI.1.10, on note
Isomextgr(G,G
′) = Isomgr(G,G
′)/Gad = Isomextgr(G,G
′)∧Autgr(G)Autext(G)
le Autext(G)–espace principal homoge`ne obtenu par le changement de groupes
Autgr(G)→ Autext(G). Il est repre´sentable par un S-torseur sous Autext(G)
note´ Isomext(G,G′).
8.1. Une de´composition. — Si S′ est un E-torseur au-dessus de S,
le the´ore`me XXIV.3.11 associe le S-sche´ma en groupes quasi–e´pingle´
qe´p(S′) qui est le tordu de G par le E-torseur S′ suivant le changement
de groupes E → Autgr(G). Notons que Autgr(qe´p(S
′)) = qe´p(S′)⋊ ES
′ ∼
−→
qe´p(S′)⋊Autext(qe´p(S′)). On de´finit alors la fle`che
H1(S, qe´p(S′)) −→ H1(S,Autgr(qe´p(S
′)))
θ
∼
−→ H1(S,Autgr(G))
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ou` θ de´signe la bijection de torsion pour le Autgr(G)-torseur S
′ ∧E Autgr(G)
[18, III.2.6]. De plus, le groupe fini Autext(qe´p(S′))(S) agit a` droite sur
H1(S, qe´p(S′)), [18, III.3.3]. Par application du Lemme 2.6.3, on obtient la
de´composition suivante.
Proposition 8.1.1. — Les fle`ches pre´ce´dentes induisent une bijection⊔
S′|S
H1(S, qe´p(S′))/Autext(qe´p(S′))(S)
∼
−→ H1(S,Autgr(G))
ou` S′ parcourt les classes d’isomorphie de E-torseurs au-dessus de S.
Le premier invariant des S-formes de G est donc de´fini par l’application
H1(S,Autgr(G))
p∗
−→ H1(S,Autext(G)).
En termes de torseurs, elle applique une S–forme G′ sur Isomext(G,G′).
Puisque Autext(G) = Aut(Dyn(G)) = Aut(∆)S, cet invariant est aussi
donne´ par la classe d’isomorphie du S-sche´ma de Dynkin Dyn(G′) de G′, voir
XXIV.3.6.
On conside`re maintenant le Autgr(G)-torseur h∗Dyn(G
′) au-dessus de S
dont la S-forme tordue correspondante est note´e
G′q,e´p := G
h∗ Isomext(G,G′).
Sa classe d’isomorphisme ne de´pend pas bien suˆr du choix de l’e´pinglage pris
sur G.
Comme dans le cas des corps (voir [21, Prop. 31.6]), nous avons le fait
suivant dont la de´monstration est semblable.
Lemme 8.1.2. — On note F′ = Isomgr(G
′,G′q,e´p). Alors le S–torseur F
′ sous
Autgr(G
′) admet une re´duction a` G′. En d’autres mots, il existe un G′-torseur
D′ au-dessus de S tel que Gq,e´p
∼
−→ G′F
′
= G′int∗(D
′). De plus, la classe de
[D′] constitue la fibre de l’application
int∗ : H
1(S,G′) −→ H1(S,Autgr(G
′))
en [Gq,e´p].
De´monstration. On a vu que le Autgr(G
′
q,e´p)-torseur Isomgr(G
′
q,e´p,G
′) admet
une re´duction a` G′q,e´p. En conside´rant les torseurs oppose´s, on obtient que le
Autgr(G
′)–torseur F′ au-dessus de S admet une re´duction a` G′ et on note D′
une telle re´duction.
La fibre de H1(S,Autgr(G
′)) → H1(S,Autext(G′)) en [F′] est de´crite par le
diagramme exact d’ensemble pointe´s [18, III.3.3.4]
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H1(S,G′)
int∗ // H1(S,Autgr(G
′))
p∗ // H1(S,Autext(G′))
H1(S,G′D
′
) // H1(S,Autgr(G
′)D
′
) //
τD′ ≀
OO
H1
(
S,Autext(G′F
′
)
)τF′ ≀
OO
H1(S,G′q,e´p) //
≀
OO
H1(S,Autgr(G
′
q,e´p))
≀
OO
H1(S,Autext(G′q,e´p));
≀
OO
ou` les applications verticales du haut sont les bijections « de torsion ». On en
tire une bijection
ker
(
H1(S,G′q,e´p) −→ H
1(S,Autgr(G
′
q,e´p))
)
∼
−→ p−1∗ ([F
′]).
Vu que Autgr(G
′
q,e´p) = qe´p(G
′
q,e´p)⋊Autext(G
′
q,e´p), il suit que l’application
H0
(
S,Autgr(G
′
q,e´p)
)
−→ H0(S,Autext(G′q,e´p))
est surjective. Ainsi ker
(
H1(S,G′q,e´p) → H
1(S,Autgr(G
′
q,e´p))
)
= {1}, ce qui
ache`ve la de´monstration.
8.2. Classe de Tits. — On note alors νG′ = [D
′] ∈ H1(S,G′) cette classe
remarquable qui va donner lieu a` la classe de Tits de G′. On note
1 −→ µ −→ G˜ −→ G −→ 1
le reveˆtement universel de G. Le S–groupe Autgr(G) agit sur cette suite ce qui
permet de la tordre par le Aut(G)-torseur Isomgr(G,G
′) pour obtenir la suite
exacte de S–groupes
1 −→ µ′ −→ G˜′ −→ G′ −→ 1.
Vu que G agit trivialement sur µ, il suit que µ′ est le tordu de µ par le
Autext(G)–torseur Isomext(G,G′); notons que µ′ de´pend seulement du sche´ma
de Dynkin de G′. En particulier, µ′ est un S–sche´ma en groupes de type
multiplicatif de´ploye´ par S′. On conside`re le bord de cohomologie plate [18,
IV.4.2]
∂G′ : H
1(S,G) = H1fppf(S,G) −→ H
2
fppf(S
′, µ′).
La classe de Tits de G′ est de´finie par la formule suivante
tG′ = −∂G′(νG′) ∈ H
2
fppf(S, µ
′).
C’est le second invariant cohomologique de G′. On conside`re maintenant le
G′q,e´p–torseur au-dessus de S oppose´ D
′op a` D′. Puisque Gq,e´p
∼
−→ G′F
′
=
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G′int∗(D
′), on a un isomorphisme G
int∗(D′
op)
q,e´p
∼
−→ G. Suivant la compatibilite´
du bord avec la bijection de torsion τD′ [18, IV.4.2]
H1(S,G′)
∂G′ //
τD′≀

H2fppf(S, µ
′)
id− ∂G′ ([D
′])≀

H1(S,G′q,e´p)
∂G′ // H2fppf(S, µ
′),
on tire que
(⋆) ∂G′q,e´p([D
′op]) = 0 + ∂G′q,e´p([D
′op]) = −∂G′([D
′]) = tG′ .
Sous une hypothe`se d’annulation cohomologique, les deux invariants permet-
tent de classifier les sche´mas en groupes.
Proposition 8.2.1. — Supposons que H1(S, G˜′) = 1.
1. Le bord H1(S,G′)→ H2fppf(S, µ
′) a un noyau trivial.
2. Soit G′′ une S–forme de G telle qu’il existe u ∈ Isomext(G′,G′′)(S).
Alors les S-sche´mas en groupes G′ et G′′ sont isomorphes si et seulement
si u∗(tG′) = tG′′.
Dans (2), l’hypothe`se Isomext(G′,G′′)(S) 6= ∅ signifie que G′′ est une
forme inte´rieure de G′ (remarque XXIV.1.11). Notant µ′′ le tordu de µ par
Autext(G,G′′), l’e´le´ment u de´finit un isomorphisme u∗ : µ
′ → µ′′ de S–groupes.
De´monstration. (1) C’est une conse´quence imme´diate de la suite exacte
d’ensembles pointe´s [18, § IV.4]
1 −→ µ′(S) −→ G˜′(S) −→ G′(S)
ϕG′−−−→ . . .
H1fppf(S, µ
′) −→ H1fppf(S
′, G˜′) −→ H2fppf(S,G
′)
∂G′−−→ H2fppf(S, µ
′).
(2) L’e´le´ment u induit un isomorphisme u∗ : Isomext(G,G
′)
∼
−→
Isomext(G,G′′) et partant un isomorphisme u∗ : G
′
q,e´p
∼
−→ G′′q,e´p. Si G
′
et G′′ sont S–isomorphes, alors les classes νG′ et νG′′ se correspondent
suivant la bijection H1(S,G′q,e´p)
∼
−→ H1(S,G′′q,e´p) d’ou` aussitoˆt l’identite´
u∗(tG′) = tG′′ . Re´ciproquement, on suppose que u∗(tG′) = tG′′ . On e´crit alors
G′ =
(
G′q,e´p
)D′
(resp. G′′ =
(
G′q,e´p
)D′′
) ou` D′ est un G′q,e´p-torseur (resp. D
′′
est un G′′q,e´p-torseur). En vertu de la compatibilite´ (⋆) ci-dessus, l’hypothe`se
u∗(tG′) = tG′′ s’exprime alors par
u∗
(
δG′q,e´p([D
′])
)
= δG′′q,e´p([D
′′]) ∈ H2fppf(S, µ
′′).
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On introduit alors le G′q,e´p-torseur E
′ = u−1∗ (D
′′). Alors δG′q,e´p([D
′]) =
δG′q,e´p([E
′]). On utilise de nouveau le diagramme commutatif
H1(S,G′)
∂G′ //
τD′≀

H2fppf(S, µ
′)
?− ∂G′ ([D
′])≀

H1(S,G′q,e´p)
∂G′ // H2fppf(S, µ
′).
La classe τ−1D′ ([E
′]) appartient au noyau de ∂G′ donc est triviale suivant (1).
On conclut que [E′] = [D′], d’ou` u∗[D
′] = [D′′]. Les sche´mas en groupes G′ et
G′′ sont S–isomorphes.
9. Appendice : cohomologie des groupes a` valeurs dans des
groupes de Weyl
Cet appendice est de nature combinatoire et immobilie`re, il apparaˆıt comme
un pre´liminaire pour les sections 6 et 7.
On se donne une donne´e radicielle Φ = (M,R,M∨,R∨) munie de l’action
d’un groupe fini Γ. Le but est d’exprimer la 1-cohomologie du groupe Γ a`
valeurs dans le groupe de Weyl (resp. des automorphismes) de cette donne´e
radicielle. Le lien avec nos pre´occupations pre´ce´dentes se voit par exemple si
l’on prend pour groupe Γ le groupe de Galois d’une extension galoisienne finie
L d’un corps k. On sait alors que la cohomologie galoisienne des groupes de
Weyl est un sujet d’e´tude en soi [15, VII], [14]).
9.1. Donne´es radicielles. — Soit Φ = (M,R,M∨,R∨) une donne´e
radicielle. Soit W = W(Φ) son groupe de Weyl et Aut(Φ) son groupe
d’automorphismes (XXI.6.7). Soit ∆ une base de R. On de´signe par
Aut(Φ,∆) le sous-groupe de Aut(Φ) forme´ des automorphismes f de Φ satis-
faisant f(∆) ⊆ ∆. Comme W agit simplement transitivement sur l’ensemble
des chambres de Weyl, on a une de´composition en produit semi-direct
Aut(Φ) = W ⋊Aut(Φ,∆).
Si I est une partie de ∆, on note WI le sous–groupe de W engendre´ par les
re´flexions sα pour α ∈ I. On dit qu’un sous-groupe de W est parabolique s’il
est conjugue´ a` un WI.
On rappelle qu’une partie A de R est parabolique si elle est close et si
R = A ∪ (−A) [5, VI.1.7].
Si I est une partie de ∆, on note RI = R
+ ∪ −[I] ou` [I] de´signe les racines
qui sont combinaisons line´aires a` coefficients entiers d’e´le´ments de I. Alors
RI est une partie parabolique de R et toute partie parabolique A de R est
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W–conjugue´e a` un unique RI en vertu des propositions 20 et 21 de [5, VI.1].
Le sous-ensemble I(A) attache´ a` A est appele´ le type de A.
Si λ ∈ M∨, l’ensemble
R(λ) :=
{
α ∈ R | 〈λ, α〉 > 0
}
est une partie parabolique de R. En effet, on a R = R(λ) ∪ −R(λ), il est clos
puisque stable par addition et satisfaisant N.R(λ)∩R ⊆ R(λ) (XXI.3.1.3). En
outre, il est bien connu que les R(λ) pour λ parcourant M∨ fournissent tous les
sous-ensembles paraboliques de R [23, 11.1]; nous reprenons d’ailleurs cette
preuve dans le cas d’un RI plus loin (Lemme 9.2.2).
9.2. Immeuble d’une donne´e radicielle. — On pose V = M⊗Z Q.
On note Φde´r = (Mde´r,R, (Mde´r)∨,R∨) la donne´e radicielle de´rive´e associe´e
(XXI.6.5), on a un morphisme de donne´es radicielles u : Φ → Φde´r. Alors
Vde´r = Mde´r ⊗Z Q est un quotient de V. La base (α)α∈∆ de R est une
base du Q–espace vectoriel Mde´r ⊗Z Q et on note (α∗)α∈∆ la base duale de
(Mde´r)∨ ⊗Z Q associe´e.
Chaque racine α ∈ R de´finit l’hyperplan Hα = ker(α) de V
∨ et on note Σ le
complexe cellulaire de Coxeter de´fini par l’arrangement d’hyperplans (Hα)α∈R
([36, § 2] ou [1, § 1.5]). On a un isomorphisme Σ
∼
−→ Σde´r qui nous permet de
nous ramener le cas e´che´ant au cas d’une donne´e radicielle semi-simple. Si F
est une telle cellule (ou facette), on note Supp(F) son support. Rappelons que
Supp(F) =
⋂
α(F)=0
Hα
pour α parcourant R; c’est aussi le sous-espace vectoriel de V∨ engendre´ par
F. On rappelle qu’il y a une correspondance bijective [23, prop. 15.9]{
Parties paraboliques de R
}
←→
{
Facettes de V∨
}
.
Dans un sens, on associe a` une partie parabolique A ⊆ R la facette F(A) qui
est l’inte´rieur du coˆne dual
D∨(A) =
{
φ ∈ V∨ | 〈φ, α〉 > 0 ∀ α ∈ A
}
.
Dans l’autre sens, on associe a` une facette F la partie parabolique
R(F) =
{
α ∈ R | 〈φ, α〉 > 0 ∀ φ ∈ F
}
.
Cette correspondance permet de de´finir le type d’une facette comme le type
de la partie parabolique correspondante (§9.1).
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Soit I une partie de ∆. On note FI := F(RI); on a
FI =
⋂
i∈I
Hαi ∩
⋂
i∈∆\I
αi
−1(Q>0).
On a Supp(FI) =
⋂
α∈I
Hα. On note C = F∅ la chambre de Weyl de V
∨ associe´e
a` ∆. Toute facette F de Σ est W–conjugue´e a` une unique facette FJ pour un
unique J ⊆ ∆ qui le type de F. On conside`re le fixateur (resp. le stabilisateur)
de FI pour l’action de W sur V de´finis par
FixW(FI) =
{
w ∈W | w.x = x ∀x ∈ FI
}
,
StabW(FI) =
{
w ∈W | w .FI = FI
}
.
On a les inclusions e´videntes WI ⊆ FixW(FI) ⊆ StabW(FI) et on sait (en se
ramenant au cas semi-simple) que
WI = FixW(FI) = StabW(FI),
voir [5, re´sume´, 19)] ou [23, prop. 15.10]. Ces faits font le lien entre parties
paraboliques et sous–groupes paraboliques. De plus, on a une de´composition
en produit semi-direct NW(WI) = WI ⋊WI ou`
WI =
{
w ∈W | w.α = α ∀ α ∈ I
}
,
voir [24, §5.1] ou [19, cor. 3 page 63].
On conside`re un groupe « interme´diaire» Ŵ, i.e. satisfaisant W ⊆ Ŵ ⊆ Aut(Φ);
un tel spus–groupe s’e´crit Ŵ = W ⋊ E ou` E ⊆ Aut(Φ,∆).
Les sous–groupes paraboliques de W e´tant les stabilisateurs des facettes,
on e´tend de cette fac¸on la de´finition des sous-groupes paraboliques a` Ŵ. On
de´signe par ŴI = StabŴ(FI) le stabilisateur de FI pour l’action de F̂ sur
V∨, on l’appelle le sous-groupe parabolique « standard » de Ŵ attache´ a` I.
Par la correspondance paraboliques/facettes, ce sous-groupe de Ŵ est aussi le
stabilisateur de RI.
Le lemme suivant est une variante du Lemme 5.1.2 ou` Aut(Φ,∆, I) (resp.
Aut(Φ,∆,FI)) de´signe le sous-groupe des automorphismes f de Φ satisfaisant
f(∆) = ∆ et f(I) = I (resp. f(FI) = FI).
Lemme 9.2.1. — (1) Aut(Φ,∆, I) = Aut(Φ,∆,FI).
(1) ŴI = WI ⋊ (E ∩Aut(Φ,∆, I));
De´monstration. (1) L’inclusion Aut(Φ,∆, I) ⊆ Aut(Φ,∆,FI) est e´vidente.
Re´ciproquement si h ∈ Aut(Φ,∆,FI), alors h(FI) = Fh(I) = FI. Or h(I) ⊆ ∆,
d’ou` h(I) = I par de´finition des FJ.
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(2) Il suffit de traiter le cas Ŵ = Aut(Φ). Suivant la correspondance par-
ties paraboliques/facettes, on a StabAut(Φ)(FI) = StabAut(Φ)(RI). Le groupe
Aut(Φ,∆, I) normalise WI, on peut former le morphisme WI⋊Aut(Φ,∆, I)→
ŴI; il est injectif puisque W ∩ Aut(Φ,∆) = 1. Pour la surjectivite´, on se
donne h ∈ StabAut(Φ)(RI). On e´crit h = w f
−1 avec w ∈W et f ∈ Aut(Φ,∆).
Comme h(RI) = RI, on a w(RI) = f(RI) = Rf(I). Par unicite´ du type
d’une partie parabolique, on a I = f(I). Par suite, f ∈ Aut(Φ,∆,RI) et
w ∈WI = StabW(RI).
Lemme 9.2.2. — Soit I ⊆ ∆. On pose
λI =
∑
β∈∆\I
β∗ ∈ (Mde´r ⊗Z Q)∨ ⊆ M∨ ⊗Z Q.
(1) λI est fixe´ par le sous-groupe Aut(Φ,RI) forme´ des automorphismes f de
Φ satisfaisant f(RI) = RI.
(2) Pour tout entier n > 1 satisfaisant nλI ∈ (M
de´r)∨ ⊆ M∨, on a RI =
R(nλI).
De´monstration. (1) D’apre`s le Lemme 9.2.1.(2), le sous–groupe Aut(Φ,RI)
de Aut(Φ) est engendre´ par WI et par Aut(Φ,∆, I). Le groupe Aut(Φ,∆, I)
permute ∆\I et fixe donc λI. Il reste a` voir que WI fixe λI, ce qui est e´quivalent
au fait que chaque sα (α ∈ I) fixe λI. On peut supposer que Φ est semi-simple,
et alors λI est caracte´rise´ par la proprie´te´ 〈λI, γ〉 = 0 si γ ∈ I et 1 si γ ∈ ∆ \ I.
On se donne donc α ∈ I, γ ∈ ∆ et on conside`re 〈sαλI, γ〉 = 〈λI, sαγ〉. Si γ ∈ I,
alors sαγ ∈ [I] et 〈λI, sαγ〉 = 0 = 〈λI, γ〉. Si γ ∈ ∆\I, on e´crit sαγ = γ−nα,γα.
Alors 〈λI, sαγ〉 = 〈λI, γ〉 aussi dans ce cas. On conclut que λI = sαλI.
(2) Sans perte de ge´ne´ralite´, on peut supposer Φ semi-simple. L’ensemble
R(nλI) est une partie parabolique de R contenant R+. On note J l’ensemble
des racines α de ∆ telles que −α ∈ R(nλI). D’apre`s [5, §VI.1.7, Lemme 3 et
Proposition 20], on a R(nλI) = R
+ ∪ −[J] = RJ. Il reste a` de´terminer J. Si
α ∈ ∆, on a
〈nλI, α〉 = n
∑
β∈∆\I
〈β∗, α〉 =
{
0 si α ∈ I
n si α 6∈ I.
Ainsi −α ∈ R(nλI) si et seulement si α ∈ I. On conclut que I = J.
Remarque 9.2.3. — L’expression de λI est la meˆme que dans l’exemple 7.2.
Si Φ est une donne´e radicielle adjointe, on peut prendre n = 1 dans l’assertion
(2).
Lemme 9.2.4. — Soit I une partie de ∆.
(1) N
Ŵ
(ŴI) = StabŴ(Supp(FI)).
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(2) On pose ŴI =
{
h ∈ Ŵ | h(I) = I
}
. Le morphisme
WI ⋊ ŴI −→ NŴ(WI), (w, g) 7→ w g
est un isomorphisme. En outre, on a N
Ŵ
(ŴI) = NŴ(WI).
De´monstration. (1) Il suffit de montrer que l’inclusion N
Ŵ
(WI) ⊆
Stab
Ŵ
(
Supp(FI)
)
est une e´galite´. Si h ∈ Stab
Ŵ
(Supp(FI)), on a
hWI h
−1 = h StabW
(
Supp(FI)
)
h−1 = FixW
(
h . Supp(FI)
)
= WI, donc
h ∈ N
Ŵ
(WI).
(2) Le groupe ŴI stabilise Supp(FI) donc d’apre`s (1) normalise NŴ(WI). Le
morphisme WI ⋊ ŴI → NŴ(WI) est donc bien de´fini. On observe en premier
lieu que WI∩ŴI = 1, l’inclusion WI⋊ŴI ⊆ NŴ(WI) est e´vidente. Pour e´tablir
l’inclusion inverse, on se donne un e´le´ment h ∈ N
Ŵ
(WI). Alors h normalise
Supp(FI) et le syste`me de racines R ∩ Supp(FI). De plus, I est une base de
R∩Supp(FI) et le groupe de Weyl de R∩Supp(FI) est WI. Alors h(I) est une
base de R ∩ Supp(FI) donc il existe un unique w ∈ WI tel que h(I) = w(I).
Ainsi h = ww−1h avec w−1h ∈ ŴI. On a bien e´tabli que WI⋊ŴI
∼
−→ N
Ŵ
(WI).
De plus, on a une inclusion e´vidente N
Ŵ
(ŴI) ⊂ NŴ(WI) = WI ⋊ ŴI. Si
g ∈ ŴI, alors g(I) = I donc g(FI) = FI, d’ou` g ∈ NŴ
(
ŴI
)
= N
Ŵ
(
Stab
Ŵ
(FI)
)
.
Ainsi ŴI ⊆ NŴ(ŴI) et on conclut que NŴ(ŴI) = WI ⋊ ŴI.
Lemme 9.2.5. — Soient A,B des facettes de Σ. Alors les assertions suiv-
antes sont e´quivalentes:
(a) Aut(Φ,A) = Aut(Φ,B);
(b) WA = WB;
(c) Supp(A) = Supp(B).
De´monstration. L’implication (a) =⇒ (b) est e´vidente. Pour montrer (b) =⇒
(c), on utilise la projection D = projA(B) de A sur B [36, 2.30]; elle contient
A dans son adhe´rence. De plus, WA ∩WB = WD (ibid, prop. 12.5) d’ou`
WD = WA = WB avec notre hypothe`se. Or A = projA(B) e´quivaut a`
Supp(B) ⊆ Supp(A) [1, 1.41.(1)]. De meˆme, Supp(A) ⊆ Supp(B), d’ou` l’on
conclut que Supp(B) = Supp(A).
Montrons (c) =⇒ (a); par syme´trie, il suffit d’e´tablir une inclusion entre les
groupes Aut(Φ,A) et Aut(Φ,B). Sans perte de ge´ne´ralite´, on peut supposer
que A = FI de stabilisateur Aut(Φ,FI) = WI ⋊ Aut(Φ,∆, I). Vu que WI =
FixW(Supp(FI)) = FixW(Supp(FI)) ⊆ FixW(B), on est ramene´ a` montrer que
Aut(Φ,∆, I) stabilise B. Or la facette B ⊆ V∨ est de´finie par des e´quations
α(ϕ) = 0 ∀ α ∈ I et ǫαα(ϕ) > 0 ∀α ∈ ∆ \ I,
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ou` les ǫα sont des signes. Un e´le´ment de Aut(Φ,∆, I) pre´serve ces e´quations,
donc pre´serve B. On conclut que Aut(Φ,A) ⊆ Aut(Φ,B).
9.3. Donne´es radicielles tordues sous une action de groupes. — Soit
Γ un groupe fini. Soit f : Γ→ Ŵ un morphisme de groupes ou autrement dit
une action de Γ sur la donne´e radicielle Φ = (M,R,M∨,R∨) factorisant par le
sous–groupe Ŵ ⊆ Aut(Φ). Une telle donne´e est appele´e une donne´e radicielle
tordue. On note Wf ,Rf , Σf , etc.. pour distinguer ces objets de ceux avec
action triviale; le groupe Wf est alors un Γ–groupe. On dit qu’un sous-groupe
de Ŵf est parabolique s’il est le stabilisateur dans Ŵ d’une partie parabolique
de R pre´serve´e par l’action f .
Etant donne´ une partie I ⊆ ∆, on dit que f est I–re´ductible si R admet une
partie parabolique A de type I qui est Γ-stable suivant l’action f .
On dit que f est re´ductible s’il existe une partie I propre de ∆ tel que f est
I–re´ductible.
Lemme 9.3.1. — (1) Soit I une partie de ∆. Les assertions suivantes sont
e´quivalentes:
(a) f est I–re´ductible;
(b) (Σf )
Γ contient une facette de type I.
(2) Les assertions suivantes sont e´quivalentes:
(c) f est re´ductible;
(d) (Σf )
Γ 6= {0}.
De´monstration. (1) a) =⇒ b) : Par de´finition, il existe une partie parabolique
A de R qui Γ–stable pour l’action f et de type I. Alors la facette F(A) est
aussi Γ–stable pour l’action f et est de type I.
b) =⇒ a) : Etant donne´ une facette F stable par Γ agissant par f , alors
la partie parabolique R(F) de R est Γ–stable pour l’action f et de type I,
c’est-a`-dire f est I-re´ductible.
(2) Chaque assertion s’obtient du (1) en ajoutant le quantificateur « il existe
une partie propre I de ∆ telle que ».
Lemme 9.3.2. — (1) Toutes les facettes de Σf Γ–invariantes et maximales
pour cette proprie´te´ ont meˆme support, meˆme dimension et meˆme stabilisateur
dans Aut(Φ).
(2) Soient A, B des facettes de Σf Γ–invariantes. On suppose A maximale
pour cette proprie´te´. Si WA = WB, alors B est aussi maximale.
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De´monstration. On peut supposer que Φ est semi-simple pour la de´monstra-
tion.
(1) Soient A, B des facettes de (Σf )
Γ maximales. On conside`re la projection
projA(B) [36, 2.30] de A sur B, elle appartient a` (Σf )
Γ et contient A dans
son adhe´rence, donc A = projA(B) par maximalite´ de A. Or A = projA(B)
e´quivaut a` Supp(B) ⊆ Supp(A) [1, 1.41.(1)]. Par syme´trie, il vient Supp(A) =
Supp(B). Ainsi A et B ont meˆme dimension et le Lemme 9.2.5 montre que
Aut(Φ,A) = Aut(Φ,B).
(2) Le Lemme 9.2.5 montre que Supp(A) = Supp(B). Le (1) permet de
conclure que B est maximale dans (Σf )
Γ.
Le Lemme 9.3.2.(1) associe donc a` l’action f un sous–groupe parabolique
canonique Pmin de Wf (resp. P̂min de Ŵf ) qui est le stabilisateur d’une facette
maximale (arbitraire) de (Σf )
Γ; c’est aussi le stabilisateur de (Σf )
Γ dans Σf .
La notation se justifie par le fait que ce groupe joue le roˆle d’un sous–groupe
parabolique minimal dans la the´orie de Borel-Tits.
Cet invariant satisfait de fac¸on e´vidente la compatibilite´ suivante lorsque
l’on remplace l’action f par un conjugue´ f ′ = h f h−1 pour h ∈ Ŵ: P′min =
hPminh
−1 (resp. P̂′min = h P̂min h
−1).
Remarque 9.3.3. — L’analogie avec l’immeuble sphe´rique d’un groupe re´-
ductif est dangereuse ici. En effet, si le stabilisateur d’une facette de (Σf )
Γ
donne lieu a` un sous–groupe parabolique de Ŵf , il n’est pas vrai en ge´ne´ral
que les sous-groupes paraboliques de Ŵ stables par f proviennent tous de cette
fac¸on. Donnons l’exemple de la donne´e radicielle de PGL4 de groupe de Weyl
W = S4 ou` l’on conside`re l’action de Γ = Z/4Z donne´e par la conjugaison
par le cycle (1324). Alors (Σf )
Γ = 0, c’est-a`-dire l’action est irre´ductible mais
S2 × S2 est un parabolique de S4 qui est pre´serve´ par l’action.
Etant donne´ un 1-cocycle z : Γ→ Ŵ (pour l’action f) on dispose de l’action
tordue par z de´finie par (zf)(γ) . v = zγ .
(
f(γ)(v)
)
(γ ∈ Γ, v ∈ V); cela de´finit
la donne´e radicielle tordue associe´ a` zf .
Remarque 9.3.4. — Remplac¸ons z par un 1-cocycle cohomologue z′, i.e. il
existe h ∈ Ŵ satisfaisant
z′γ = h
−1 zγ (f(γ)h f(γ)
−1).
Alors
(z′f)(γ) = z
′
γ f(γ) = h
−1 zγ (f(γ)h f(γ)
−1) f(γ) = h−1 (zf)(γ)h.
En d’autres mots, les deux actions zf et z′f de Γ sur V sont conjugue´es.
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De´finition 9.3.5. — Soit P̂f un sous-groupe parabolique de Ŵf . E´tant
donne´e une classe γ ∈ H1(Γ, P̂f ), on dit que γ est re´ductible s’il
existe un sous-groupe parabolique Q̂f de Ŵf tel que Q̂f ( P̂f et
γ ∈ Im
(
H1(Γ, Q̂f ) → H
1(Γ, P̂f )
)
. On dit que γ est irre´ductible dans
le cas contraire. On de´finit le sous-ensemble des classes de cohomologie
irre´ductibles H1(Γ, P̂f )irr ⊆ H
1(Γ, P̂f ).
Lemme 9.3.6. — Soit F ∈ (Σf )
Γ et P̂f = StabŴf
(F) le sous-groupe
parabolique de Ŵf associe´. Soit [z] ∈ H
1(Γ, Ŵ).
(1) Les conditions suivantes sont e´quivalentes:
(a) [z] admet une re´duction a` P̂f ;
(b) l’action zf stabilise une partie parabolique de R qui est Ŵ–conjugue´e a`
R(F);
(c) le sous-groupe parabolique P̂min de Ŵ relatif a` l’action zf est Ŵ–
conjugue´ a` un sous-groupe parabolique de P̂f .
(2) Les conditions suivantes sont e´quivalentes:
(a’) [z] appartient a` l’image de H1(Γ, P̂f )irr → H
1(Γ, Ŵf ),
(b’) le sous-groupe parabolique P̂min de Ŵf relatif a` l’action zf est Ŵ–
conjugue´ a` P̂f .
(c’) L’action zf stabilise une partie parabolique Ŵ–conjugue´e a` R(F) et
celle-ci est minimale parmi les parties paraboliques Γ-stables de R relativement
a` l’action zf .
De´monstration. On a P̂f = StabŴ(F) = StabŴ(RF).
(1) a) =⇒ b) : On suppose que [z] admet une re´duction a` P̂f . Il existe un
1–cocycle z′ cohomologue a` z a` valeurs dans P̂f , i.e. il existe h ∈ Ŵ tel que
z′γ = h
−1 zγ fγhf
−1
γ ∈ P̂f .
L’action z′f stabilise donc R(F). Suivant la remarque 9.3.4, on a z′f =
h−1 zf h, donc l’action zf stabilise la partie parabolique h
−1R(F).
b) =⇒ c) : On se donne une partie parabolique A stabilise´e par zf telle
qu’il existe h ∈ Ŵ satisfaisant A = h−1 .R(F). Alors l’homomorphisme zf
est a` valeurs dans Stab
Ŵ
(A) = h Stab Ŵ(RF)h
−1 = h P̂f h
−1. Il suit que
P̂min ⊆ hP̂fh
−1 ou` P̂min est relatif a` l’action zf .
c) =⇒ a) : Commenc¸ons par le cas particulier ou` z est a` valeurs dans
P̂f = Stab(F). Alors la facette F est stabilise´e par zf , d’ou` P̂min ⊆ P̂f .
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Dans le cas ge´ne´ral, il existe un 1–cocycle z′ cohomologue a` z a` valeurs dans
P̂f ou` h ∈ Ŵ. Il existe h ∈ Ŵ tel que
z′γ = h
−1 zγ fγhf
−1
γ ∈ P̂f .
Suivant la remarque 9.3.4, on a z′f = h
−1
zf h, d’ou` P̂min = h P̂
′
min h
−1. Ainsi
P̂min contient h P̂f h
−1 par le premier cas.
(2) Cela correspond au cas d’e´galite´ dans (1).
9.4. Indice de Tits. — On de´finit l’indice de Tits ∆0(f) ⊆ ∆ d’un homo-
morphisme f : Γ→ Ŵ comme le type d’une facette Γ–invariante maximale de
Σf ou de fac¸on e´quivalente comme le type d’une partie parabolique invariante
par Γ (agissant par f) de R et minimale pour cette proprie´te´.
Pour tout h ∈ Ŵ, on a ∆0(h f h−1) = h .∆0(f). En particulier, vu que
∆0(f) ne de´pend que de l’image de f , on note que ∆0(f) est stabilise´ par
NAut(Φ)
(
Im
(
Γ→ Aut(Φ)
))
.
9.5. De´compositions de Tits. — On commence par le cas de l’action
triviale. Dans ce cas, pour tout groupe H, on a une bijection Hom(Γ,H)/H =
Z1(Γ,H)/H
∼
−→ H1(Γ,H).
Si P̂ est un sous–groupe parabolique de Ŵ, on dit qu’un homomorphisme
u : Γ→ P̂ est re´ductible s’il existe un sous-groupe parabolique Q̂ de Ŵ tel que
Im(u) ⊆ Q̂ ( P̂. On dit que u est irre´ductible dans le cas contraire et on note
Homirr(Γ, P̂) l’ensemble des morphismes de groupes irre´ductible de Γ dans P̂.
Lemme 9.5.1. — (1) Soient P̂ un sous–groupe parabolique de Ŵ et
u : Γ→ P̂ un homomorphisme. Alors les conditions suivantes sont e´quiv-
alentes:
(a) u : Γ→ P̂ est un morphisme re´ductible;
(b) [u] ∈ H1(Γ, P̂) est re´ductible.
(c) P̂min(u) ( P̂.
(2) Soient ŴI1 , ..., ŴIl un ensemble de repre´sentants des classes de Ŵ–
conjugaison de sous–groupes paraboliques de Ŵ. Alors on a la de´composition⊔
j=1,...,l
Homirr(Γ, ŴIj )/N̂Ij
∼
−→ H1(Γ, Ŵ).
ou` N̂Ij = NŴ(ŴIj ) pour chaque j.
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La structure des groupes N̂I intervenant dans (2) est de´crite au §9.2.4.
De´monstration. (1) a) =⇒ (b): Si le morphisme u est re´ductible, il factorise
a` travers un sous–groupe parabolique Q̂ ( P̂ et [u] ∈ H1(Γ, P̂) provient de
H1(Γ, Q̂). Ainsi [u] est une classe re´ductible.
b) =⇒ (c): On suppose que [u] ∈ H1(Γ, P̂) provient d’une classe [v] ∈ H1(Γ, Q̂)
pour un sous–groupe parabolique Q̂ de Ŵ qui est un sous–groupe strict de P̂.
Alors il existe h ∈ P̂ tel que v = huh−1. Quitte a` remplacer Q̂ par hQ̂h−1, on
peut supposer que u est a` valeurs dans Q̂. Soit E une facette stabilise´e par Q̂.
Ainsi u(Γ) ⊆ Q̂ et E ∈ (Σ)u(Γ). Soit E′ une facette contenant E, stabilise´e par
u(Γ) et maximale pour cette proprie´te´. Alors on a P̂min(u) = StabŴ(E
′) et ce
groupe est un sous-groupe de Q̂ et donc a fortiori un sous–groupe strict de P̂.
c) =⇒ (a) : Soit E une facette stabilise´e par u(Γ) et maximale pour cette
proprie´te´. Par de´finition, on a P̂min(u) = StabŴ(E) et on a u(Γ) ⊆ P̂min(u).
Par hypothe`se, on a P̂min(u) ( P̂, donc le morphisme u : Γ→ P̂ est re´ductible.
(2) Montrons d’abord la surjectivite´. Soit u : Γ → Ŵ un homomorphisme.
On note F une facette maximale de (Σu)
Γ. Alors F = w.FI pour w ∈ W et
un unique ensemble I ⊆ ∆. Quitte a` remplacer u par son conjugue´ par w−1,
on peut supposer que FI est une facette maximale de (Σu)
Γ. En particulier,
Im(u) ⊆ ŴI, en d’autres mots, u est a` valeurs dans ŴI. Soit j l’unique indice
tel que ŴI soit Ŵ–conjugue´ a` ŴIj , i.e. ŴI = hŴIjh
−1 pour h ∈ Ŵ. Ainsi
u′ = h−1 uh est a` valeurs dans ŴIj . Alors FIj est une facette maximale de
(Σu′)
Γ et la maximalite´ de FIj entraˆıne l’irre´ductibilite´ de u
′ : Γ→ ŴIj . Ceci
montre la surjectivite´.
L’indice Ij pre´ce´dent est unique, ceci e´tablit que les images des
Homirr(Γ, ŴI)irr → H
1(Γ, Ŵ) sont disjointes. Pour l’injectivite´, il reste donc
a` voir que Homirr(Γ, ŴIj )/N̂Ij → H
1(Γ, Ŵ) est injective pour j = 1, ..., l.
Soient u, v ∈ Homirr(Γ, ŴIj ) tels que u = h v h
−1 pour h ∈ Ŵ. Alors FIj et
h.FIj sont des facettes de dimension maximale de (Σu)
Γ. Le Lemme 9.3.2.(1)
indique que
ŴFIj = Ŵh.FIj = hŴFIjh
−1
donc h ∈ N̂Ij .
Plus ge´ne´ralement, on conside`re le cas tordu par une action exte´rieure en
analogie avec le cas quasi-de´ploye´ pour les groupes alge´briques semi-simples.
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Proposition 9.5.2. — On suppose que f : Γ → Aut(Φ) est a` valeurs dans
Aut(Φ,∆).
(1) Si I ⊆ ∆ est stable par Im(f), alors WI etWI le sont aussi et NWf (WI,f ) =
WI,f ⋊WI,f .
(2) Soient I1, ..., Il les parties stables de ∆ par Im(f). Alors on a la de´compo-
sition ⊔
j=1,...,l
H1(Γ,WIj ,f )irr/H
0(Γ,WIj ,f )
∼
−→ H1(Γ,Wf ).
L’action a` droite H0(Γ,WIj ,f ) sur H
1(Γ,WIj ,f )irr est celle de´finie en [32,
§ I.5.5].
De´monstration. Montrons la surjectivite´ de cette application. Soit z : Γ→Wf
un 1–cocycle. Soit F une facette de Σ stable pour l’action tordue par zf e t
maximale pour cette proprie´te´. On a zγfγ ∈ Aut(Φ,F) pour tout γ ∈ Γ. Il
existe une unique partie I de ∆ telle que F = wFI. On conside`re le 1–cocycle
cohomologue z′γ = w
−1 zγ fγw f
−1
γ et on ve´rifie que
(∗) z′γ fγ(FI) = w
−1 zγ fγ w(FI) = w
−1 zγ fγ(F) = w
−1(F) = FI,
c’est-a`-dire z′γfγ ∈ Aut(Φ,FI). Ainsi quitte a` remplacer z par un cocycle
cohomologue, on peut supposer que FI est une facette maximale de (Σzf )
Γ.
Nous affirmons alors que fγ ∈ Aut(Φ, I) pour tout γ ∈ Γ. En effet, puisque
zγ ∈ W, la facette fγ(FI) = Ffγ(I) est de meˆme type que I et fγ(I) ⊆ R donc
fγ(I) = I. Ainsi I est bien stable par Im(f) et zγ ∈WI,f pour tout γ ∈ Γ. La
maximalite´ de FI entraˆıne que le cocycle z : Γ → WI,f est irre´ductible. Ceci
montre la surjectivite´.
L’indice I pre´ce´dent est unique, ceci e´tablit que les images des
H1(Γ,WIj ,f )irr → H
1(Γ,Wf ) sont disjointes. Pour l’injectivite´, il reste
donc a` voir que l’application H1(Γ,WI,f )irr/H
0(Γ,WI,f ) → H
1(Γ,Wf ) est in-
jective pour chaque partie I ⊆ ∆ stable par Im(f). Soient z, t ∈ Z1(Γ,WI,f )irr
et supposons qu’il existe w ∈W tel que
(∗∗) tγ = w
−1 zγ fγ w f
−1
γ
pour tout γ ∈ Γ. Le calcul (*) ci-dessus indique que w.FI est une facette de
dimension maximale de (Σzf )
Γ. Le Lemme 9.3.2.(1) montre alors que
WFI = Ww.FI = wWFIw
−1,
d’ou` w ∈ NW(WI). On e´crit w = w2w
−1
1 avec w1 ∈WI, w2 ∈ WI. On de´finit
le cocycle cohomologue t′γ = w
−1
1 tγ fγ w1 f
−1
γ de t. Alors en remplac¸ant dans
(**), il vient
t′γ = w
−1
1
(
w−1 zγ fγ w f
−1
γ
)
fγ w1 f
−1
γ = w
−1
2 zγ fγ w2 f
−1
γ .
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Il est donc loisible de supposer que w = w2 ∈ WI. On note w l’image de w
dans le quotient NW(WI)/WI ⊆ Aut(Φ,FI)/WI; l’identite´ (∗∗) devient 1 =
w−1fγ w f
−1
γ , d’ou` w ∈ H
0(Γ,NWf (WI,f )/WI,f ). Or WI,f
∼= NWf (WI,f )/WI,f
d’apre`s (1) donc w2 ∈ H
0(Γ,WI,f ). Il re´sulte que [t] = [z].w2.
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