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Abstract. The emergence of the cloud computing paradigm promises
flexibility and adaptability through on-demand provisioning of compute
resources. As the utilization of cloud resources extends beyond a single
provider, for reasons including fault-tolerance and performance, the is-
sue of effectively managing such resources comes to the fore. Different
providers expose different interfaces to their compute resources utilizing
varied architectures and implementation technologies. This heterogene-
ity poses a significant system management problem, and can limit the
extent to which the benefits of cross-cloud resource utilization can be re-
alized. We address this problem through the definition of an architecture
to facilitate the management of compute resources from different cloud
providers in an homogenous manner. This preserves the flexibility and
adaptability promised by the cloud computing paradigm, whilst enabling
the benefits of cross-cloud resource utilization to be realized. The practi-
cal efficacy of the architecture is demonstrated through an implementa-
tion utilizing compute resources managed through different interfaces on
the Amazon Elastic Compute Cloud (EC2) service. Additionally, we pro-
vide empirical results highlighting the performance differential of these
different interfaces, and discuss the impact of this performance differen-
tial on efficiency and profitability.
1 Introduction
Conventionally, compute resources have been purchased as physical entities (servers)
based upon some predictions of future usage and the maximization of some ob-
jective function, for example, minimized response time. A large fixed cost is
associated with the purchase, configuration and deployment of each physical re-
source. Given this cost, businesses are reliant on the accuracy of their predictions
of future usage to ensure that the cost-benefit trade-off of the purchase is re-
solved in favour of the benefit over some given time period. Accordingly, a risk
? The authors are supported in part by EPSRC Grant EP/F066937/1 (“Economics-
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is associated with the purchase of each physical resource. The purchase, configu-
ration and deployment of each physical resource additionally requires significant
periods of time often days or weeks. Businesses must therefore make predictions
days or weeks in advance, yielding a heavily deliberative rather than reactive
approach to resource provisioning.
The emergence of the cloud computing paradigm promises flexibility and
adaptability through the on-demand provisioning of compute resources. In con-
trast to the conventional approach to the provisioning of compute resources as
physical entities, the cloud computing paradigm facilitates the provisioning of
logical compute resources from a given provider accessible over the infrastruc-
ture of the World Wide Web. These logical compute resources can be purchased,
configured and deployed in a matter of minutes based upon the current state
of the system, for example, the current response time. Rather than provision-
ing resources based upon the maximization of an objective function using some
predictions of future usage, businesses can provision resources based upon the
maximization of the objective function given the current state of the system.
The process of system management is therefore transformed from a deliberative
to more reactive and adaptable process. The risk [2, 3] associated with the provi-
sioning of additional compute resources is reduced as the resources are regularly
billed on a per-hour basis and resources can be de-provisioned once it is deter-
mined that their cost has surpassed there benefit, where benefit represents their
contribution to the objective function. Accordingly, cloud computing is particu-
larly valuable to small and medium businesses, where an effective and affordable
I.T. infrastructure is critical to aiding productivity, since the large fixed costs
and risk for physical, in-house compute resources can be avoided.
The flexibility and adaptability offered by the cloud computing paradigm
facilitates the focus of businesses on their core objectives, rather than becom-
ing heavily involved in strategic I.T. decisions regarding infrastructure. Whilst
easing system management in this respect the cloud computing paradigm also
presents some issues for system management [10, 13]. The conventional approach
to the provisioning of compute resources enabled their management in an anal-
ogous manner through management interfaces such as Simple Network Man-
agement Protocol (SNMP) [4] and Web Based Enterprise Management [5]. The
purchase of compute resources from cloud providers does not facilitate such a
stipulation. Cloud providers are free to expose their own bespoke interfaces to
their logical compute resources utilizing different architectures and implemen-
tation technologies, conventionally based around Web services [9, 7, 12]. Once
the utilization of cloud resources by a business extends beyond a single provider
for reasons of fault-tolerance or performance. This heterogeneity of management
interface presents a significant issue for system management. A business will gen-
erally wish to manage the resources in a manner identical to the conventional
approach, that is, all resources expose a homogeneous interface. Yet currently,
when utilizing resources from different cloud providers this is not possible due
to the heterogeneity of the interfaces. In this paper, we address this system
management problem.
The remainder of the paper is structured as follow. Section 2 introduces the
problem of managing compute resources which are dispersed across different
cloud providers and consequently utilize different interfaces. Section 3 presents
an architecture for the management of such resources in a cloud agnostic manner
standardizing a set of generic operations which can be mapped to any specific
interface exposed by a compute resource. This architecture is realized using the
Amazon Elastic Compute Cloud (EC2) Service and Local Cloud Cluster and we
provide details of this implementation. Section 4.9 provides empirical results ob-
tained from experimentation utilizing our implementation through Amazon EC2,
and illustrates the performance differential that occur when choosing between
the different architectures and implementation technologies of cloud providers.
Finally, we conclude our work in Section 5.
2 System Management of Compute Resources
In this section we discuss the requirements of system management with regard
to compute resources purchased from cloud providers. We make an initial as-
sumption that there is some decision-making component which computes some
objective function using the current state of the compute resources in the system.
That is, the component decides when to provision and when to de-provision re-
sources based upon the cost-benefit analysis. This component could potentially
have human involvement yet more likely would be the utilization of an appropri-
ate decision-making algorithm. The selection of an appropriate decision-making
algorithm is beyond the scope of this paper, but such a decision-making compo-
nent may be based on economic considerations or service levels [6, 8, 11].
The system management of compute resources requires the fulfilment of
a set of functional requirements related to the monitoring and configuration.
Firstly, appropriate mechanisms are required for the identification and lookup
of resources. Secondly, the manipulation of and introspection on the resource
life-cycle should be facilitated. Thirdly, resources should offer implementation-
independent, abstract and standardized operations for state management. Fi-
nally, the execution of the management control loop and enactment of the man-
agement operations implemented by the decision-making component should be
supported by all resources.
The compute resources from different cloud providers resolve this set of re-
quirements utilizing different architectures and implementation technologies. As
a consequence, whilst these requirements are fulfilled within the domain of a
given cloud provider, once the usage of a business extends beyond this single
provider this set of requirements are breached. No longer, for example, can re-
sources be assumed to support standardized operations for state management
operations. This is particularly important issue when one considers the bene-
fits yielded by extending the pool of compute resources utilized by a business
beyond a single provider. For example, the business can benefit in terms of fault-
tolerance through replication of resources at each different provider, or in terms
of performance by balancing load across different providers in accordance with
the performance experienced at each provider.
3 An Architecture for Cross-Cloud System Management
In this section we propose an architecture for cross-cloud system management
that seeks to resolve the issue with system management requirements discussed
in Section 2. We show how the benefits in terms of factors such as fault-tolerance
and performance of utilizing compute resources from different cloud providers
can be yielded whilst retaining the set of functional requirements for system
management.
The primary component of our architecture is the generic compute instance.
This component represents a compute resource from any given cloud provider,
conforming to any given architecture and utilizing any given implementation
technologies. The component therefore abstracts away all the specific implemen-
tation details of a compute resource. For this component we define an abstract
set of operations which must be exposed, that is, the interface of the component.
The definition of these operations encapsulates all the system management re-
quirements defined in Section 2 whilst utilizing generic terminology not specific
to any particular cloud provider. We list the supported operations below:
– getId()
– start()
– stop()
– getState()
– getPublicIP()
– setPublicIP()
– setConfiguration()
– getConfiguration()
These operations facilitate complete state management of any compute re-
source. The getId() operation provides the unique identifer of a resource en-
abling the resource to be referenced from the purposes of management. The
start() and stop() operations enables the resource to be started and stopped
respectively, equivalent to the power-up of a physical resource. Given that com-
pute resource usage is billed on a per-hour basis, the utilization of these oper-
ations will be defined by the decision-making component [11]. The getState()
operation facilitates introspection on the state of a compute resource. This state
will include details such as the name of the provider, the time at which the re-
source was started, pending or terminated and the specification of the resource
in terms of CPU and memory. Such details may be utilized by the decision-
making component in order to inform to the management control loop. The
getPublicIP() retrieves the public IP address of the instance set by the cloud
provider. The setPublicIP() sets a different public IP address for convenience.
The setConfiguration() and getConfiguration() operations enable the con-
figuration of a resource to be set or retrieved respectively. The configuration will
include the operating system and any applications required and will usually take
the form of some type of machine image.
For each generic compute instance, the operations can be broadly classified
into three phases as shown in Figure 1. The launch phase deals with the in-
stantiation of the instances and the association of a generic id, for example, a
Universal Unique Identifier (UUID) for each compute resource and starting all
the job processes. The monitor phase deals with the monitoring the state of the
instances, facilitating modification of configurations, and introspection on state.
The shutdown phase is deals with the shutdown of instances, and the billing by
the cloud provider.
Fig. 1. Phases of a Generic Compute Instance
Given definition of a generic compute instance, the specific compute resources
provided by different cloud providers must be effectively mapped to this generic
definition. In order to do so, we define the set of generic operations as an interface
(in accordance with Object Oriented Principles) and enable specific implementa-
tions of this interface to define the mapping between the generic operations of the
generic compute instance and the specific operations of the resources provided
a given cloud provider. An implementation of the interface must be provided
for any given interface we wish to utilize from any given cloud provider. For
instance, a provider may offer two different interfaces to manage compute re-
sources: i1 and i2. An implementation of the interface should be provided for
both i1 and i2, mapping the management operations exposed by each interface
to the set of generic operations. The implementation can then be reused for any
compute resources we wish to manage from that provider through that specific
interface.
The conformance of each compute resource to the interface of the generic
compute instance enables any resource from any provider to be managed in an
analogous manner. A resource manager is utilized to enact the generic opera-
tions on each compute resource in accordance with directions from the decision-
making component. An overview of the architecture is illustrated in Figure 2.
The resource manager retains a collection of all the compute resources that cur-
rently exist within the system and can reference each specific compute resources
using the getId() operation. The identification scheme chosen is completely
independent from that utilized by the cloud provider for the resource, enabling
standardized referencing of resources by the generic id instantiated in the Launch
phase of the compute resource. The resource manager is also responsible for the
construction and destruction of compute resources as instructed by the decision-
making component. The construction of a compute resource would take a form
similar to the following:
GenericComputeInstance 
Resource Manager 
Management Operations 
AmazonQueryInstance 
GenericComputeInstance 
AmazonSOAPInstance 
GenericComputeInstance 
LocalRESTInstance 
Compute Resources 
Fig. 2. An Architecture for Cross-Cloud System Management
GenericCloudInstance i1 = new CloudInstanceA()
...
GenericCloudInstance iN = new CloudInstanceB()
Through the utilization of our generic interface we facilitate system manage-
ment in a cloud-independent manner. We need only define the mapping from the
generic interface to the specific implementation of the cloud provider once, and
can then reuse for any compute resource we wish to utilize from that provider.
Virtual machine instances could be utilized to further generalize the instances,
such that regardless of the cloud provider we utilize, an homogenous machine
image can be used across all instances from all providers.
4 An Implementation using Amazon Elastic Compute
Cloud (EC2)
In this section we describe an implementation of the architecture presented in
Section 3 using the Amazon Elastic Compute Cloud (EC2) [1] based on Query
and SOAP interfaces and Local Cloud Cluster based on REST interface.
EC2 supports exposes two different interfaces for the management of compute
resources: Query and SOAP. The Query interface utilizes Hypertext Transfer
Protocol (HTTP) by enabling operations to be defined in the query string of a
URL. A list of supported parameters is defined by the service, and consumers
can then simply add these parameters and the appropriate values into the query
string of a given URL again defined by the service. A HTTP GET operation
is then performed on the constructed URL to enact the desired management
operation. The SOAP interface utilizes Simple Object Access Protocol (SOAP)
over HTTP to enact operations. The consumer provides within a SOAP envelope
the operation desired and any relevant parameters to that operation. This SOAP
envelope is then transmitted using a HTTP GET to an endpoint located at
a URL defined by the service. The operations supported through the query
interface are identical to those supported by the SOAP interface, it is simply the
method by which these operations are invoked which differs.
A number of APIs are available which provide a programmatical means by
which to invoke operations through each interface. We chose the Java implemen-
tation provided by Amazon for the query and SOAP interface. It is important
to note that these implementations had significant differences in terms of library
dependencies. The implementation of the SOAP interface had a significantly
larger number of dependencies than the query interface, referencing many li-
braries relating to aspects such as XML parsing and serialization. Since the
SOAP interface has larger number of dependencies and no open source library
being available for it, it is rarely used by the Businesses due to unawareness
about it. We implemented the SOAP interface using the ec2javaclient jar file
given in the APIs by Amazon EC2 and then including the dependencies for
XML parsing and serialisation of the requests. The potential performance im-
pact of these interfaces is investigated in Section 4.9. We then created a class
for each interface which mapped this implementation to the generic interface we
defined in Section 3.
In order to demonstrate the applicability of our approach, we utilized in our
implementation some local physical resources (local cloud cluster) in addition to
those we utilize from the EC2 service. In doing so, we illustrate how compute
resources from different cloud providers can be managed in a cloud-independent
manner. Each local resource exposed a REST style interface and in the same
manner as the resources from Amazon, we defined a mapping from this interface
to our generic interface. The implementation therefore comprised of compute
resources conforming to three different interfaces yet facilitated the analogous
management of all these resources.
We created a resource manager which maintained a list of the compute re-
sources currently utilized and enabled the management operations to be per-
formed on each resource in accordance with the decision-making component.
The resource manager instantiated these resources in the manner shown below
and performed operations by simply invoking methods on the instantiated java
object, for example, i1.start(), i2.getState().
GenericCloudInstance i1 = new AWSQueryInstance()
GenericCloudInstance i2 = new AWSSOAPInstance()
GenericCloudInstance i3 = new LocalRESTInstance()
4.1 User Interface of Architecture for Cross-Cloud System
Management
The architecture presented in Section 3 provides a resource manager for com-
panies to create a flexible and efficient infrastructure management to host and
manage applications both within and outside its organization. We provide a user
interface, which is a web-based resource manager, giving users the ability to per-
form many virtual server management tasks Our user interface consists of the
following features:
– Resource Management
– Creation of instances/ machines
– Dashboard-Control Center
– Cluster Management
– Network Management
– Repository Management
– Security & Protection
These features facilitate complete management of compute resources from
user perspective. These features are discussed below in brief.
4.2 Resource Management
This feature faciliates management of user’s clusters and virtual instances through
a single easy to use interface. This provides an interface to start, stop and reboot
virtual instances on any host, anywhere in the universe, by selection of single
instance or a group of instances. It also facilitates provision of virtual machines
on specific hosts through the host management interface. We also provide an
interface to edit the virtual instance configurations and also a console to log-in
and configure virtual instances.
4.3 Creation of instances/ machines
This feature faciliates creation of instances/ machines by uploading ISO or
XVM2 images and also specific images of cloud providers like Amazon EC2 and
installation of unmodified and original operating system images such as Linux or
Microsoft Windows and providing parameters required. These fresh installations
can be completed using the console provided.
4.4 Dashboard-Control Center
Once the user logs in, he will see the Dashboard. It shows all the operations
happening in the cloud. It also shows instance command and control operations
, repository management operations and also logs the system errors.
4.5 Cluster Management
This feature facilitates provision groups of virtual instances and assign to custom
clusters or hosts. It also provides an interface to send launch parameters to
virtual instances to allow events which are scripted to be passed to packaged
machines.
4.6 Network Management
This feature is kept under Resource Management. It facilitates the creation of
static networks within the user’s cloud to provide predictable addresses to all
his critical virtual instances.
4.7 Repository Management
This feature facilitates the download and provision from a library of pre-exisiting
virtual machine images. It also provides an interface to provide your own URL’S
for creating an internal repository of virtaul instances for the enterprise to share.
The user can package existing virtual instances by creating snapshots of the
images and also download from local or remote repository by casting. It shows
all local and remote appliances.
4.8 Security & Protection
This feature facilitates the security and protection of virtual instances by provid-
ing access at an individual or group level to specific hosts and virtual instances
through our security interface. We provide an interface to create and manage
groups and users.
4.9 Empirical Results
In this section we provide empirical results obtained from our implementation
of the architecture presented in Section 3. We contrasted the performance of the
two interfaces for the management of compute resources exposed by the Ama-
zon Elastic Compute Cloud in terms of response time. Whilst our architecture
provides the ability to manage compute resources from different cloud providers
in an analogous manner, the choice of which architecture or interface to uti-
lize for compute resources from a given provider has significant performance
consequences. Clearly, one wishes to manage a system in the most effective and
efficient manner and performance, in terms of response time, of enacting manage-
ment operations affects both the effectiveness and efficiency of the management
process.
Our implementation provided the ability to manage compute resources from
EC2 through either the Query or the SOAP interface. We do not include de-
tails of the interface specifically, but further information can be found at [1].
We dispatched 1000 identical requests enacting a given monitor operation on a
resource managed through the Query interface, and repeated this for the SOAP
API. The management operation we chose was the getState() operation which
provides details regarding the current state of the resource. Each request was
time-stamped on dispatch of the request and time-stamped again on receipt
of the response enabling the computation of a response time for each request.
Figure 3 illustrates the empirical results obtained from the experimentation.
Fig. 3. Comparison between the Response Times of Amazon EC2 Query and Soap
Interfaces
The time taken to retrieve the state depends on a number of factors, in-
cluding the size of the state representation, the bandwidth of the connecting
infrastructure etc. The reason behind comparing the amazon instances is be-
cause we assume these to be constant and therefore the only difference is the
processing of requests here. Here we concentrate on the choice of interface by a
given cloud provider. From the Figure 3, the mean response time for the SOAP
interface (905 ms) was nearly double that of the query interface (508 ms), high-
lighting a significant performance differential in the enactment of management
operations, even though Query interface being used by significantly large num-
ber of businesses than that of the SOAP interface. Additionally, the variance of
the SOAP interface was significantly greater than the query interface introduc-
ing uncertainty in any predictions based on the enactment of these management
operation, perhaps in relation to downstream Quality of Service (QoS). One
can speculate as to the reasons for such a differential, for example parsing in-
creased quantities of XML. Yet, given the black-box nature of each interface
provided by a given cloud provider one may also have to consider such factors
as cumulative load through that interface and the allocation of resources to the
processing of requests through that interface. Clearly, different cloud providers
will expose different interfaces and these interfaces will almost certainly exhibit
varied performance characteristics. Our work, though, highlights that fact that
performance is an important consideration in the selection of an interface and
even a cloud provider, particularly in domains where aspects such as quality of
service are paramount. Clearly, the less time spent processing the operations,
the more reactive the system management can be, and therefore the more flexi-
ble and adaptive a business can become. This increased efficiency translates into
increased long-run profitability for a business, with reduced organizational slack.
5 Conclusion
We have introduced the issues of system management which arise when use of
compute cloud resources by a given consumer extends beyond a single provider.
Each provider can expose different interfaces to their compute resources utilizing
different architectures and implementation technologies. In this paper we have
presented an architecture to facilitate the management of compute resources
from different cloud providers in a cloud-agnostic manner such that the flexibility
and adaptability promised by the cloud computing paradigm can be effectively
realized. We have discussed the implementation of this architecture utilizing the
Amazon Elastic Compute Cloud (EC2) and presented empirical results contrast-
ing the performance of the two different interfaces exposed by the EC2 service.
This highlights an important consideration in selecting the interface through
which resources from a given provider will be managed or in fact the providers
from which we obtain compute resources.
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