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RESUMO
Uma matriz arbitra´ria, mesmo na˜o quadrada, pode ser fatorada por duas matrizes
unita´rias ortogonais e uma matriz contendo apenas uma submatriz diagonal, caracteri-
zando assim uma generalizac¸a˜o do teorema espectral. Esse tipo de fatorac¸a˜o e´ chamada de
Decomposic¸a˜o em Valores Singulares, que dada a sua aplicabilidade e´ uma das fatorac¸o˜es
mais importantes da A´lgebra Linear. Neste trabalho mostraremos a sua existeˆncia e al-
gumas de suas interessantes aplicac¸o˜es. e uma matriz contendo apenas uma submatriz
diagonal, caracterizando assim uma generalizac¸a˜o do teorema espectral.
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Introduc¸a˜o
Nas aplicac¸o˜es relevantes de va´rias a´reas das cieˆncias, os modelos matema´ticos
sa˜o representados por equac¸o˜es, cujos coeficientes da˜o origem a matrizes que devem
ser manipuladas para obtenc¸a˜o da soluc¸a˜o do modelo por meio de me´todos nume´ricos.
Va´rios me´todos nume´ricos baseiam-se em fatorac¸o˜es de matrizes que tem por objetivo
transforma´-las em outras matrizes mais simples conservando algumas propriedades. Um
exemplo bem conhecido e´ a Decomposic¸a˜o em Valores Singulares (Singular Value Decom-
position - SVD). Em muitos cursos de graduac¸a˜o esse conceito na˜o e´ abordado e quando
o e´, o fazem apenas superficialmente.
A decomposic¸a˜o em valores singulares e´ um dos resultados mais importantes da
A´lgebra Linear, tanto na a´rea computacional quanto na teo´rica. Ha´ inu´meras aplicac¸o˜es
da SVD, dentre as quais se destacam o ca´lculo da pseudo inversa - na resoluc¸a˜o de
sistemas lineares e resoluc¸a˜o do problema de quadrados mı´nimos -, a determinac¸a˜o do
posto de uma matriz, e a compressa˜o de imagens.
Este trabalho consiste num estudo da SVD e algumas de suas aplicac¸o˜es com a
utilizac¸a˜o do MATLAB [6]. A ide´ia e´ empregar uma linguagem simples a acess´ıvel com
a introduc¸a˜o deste importante tema e suas relac¸o˜es com os conceitos ba´sicos da A´lgebra
Linear: fatorac¸o˜es, subespac¸oes de uma matriz, ortogonalidade e autovalores.
O Cap´ıtulo 1 esta´ dividido em quatro sec¸o˜es que tem por objetivo exibir conceitos
ba´sicos da A´lgebra Linear que servira˜o de alicerce para a teoria que sera´ apresentada neste
trabalho.
O segundo cap´ıtulo e´ talvez o mais importante para o leitor de primeira viagem
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e isso se justifica ja´ pelas duas primeiras sec¸o˜es. A primeira sec¸a˜o tem a func¸a˜o de
definir o conceito de valores singulares para que na sec¸a˜o seguinte possa ser mostrada
a existeˆncia da SVD para qualquer matriz. As sec¸o˜es seguintes deste mesmo cap´ıtulo
tratam do ca´lculo da SVD e das bases ortogonais para os espac¸os fundamentais obtidas
pela decomposic¸a˜o.
O Cap´ıtulo 3 e´ dedicado a`s aplicac¸o˜es citadas anteriormente, destacando princi-
palmente a terceira sec¸a˜o, que talvez seja a sec¸a˜o que mais aproxima o leitor ao que ha´
de interessante e vantajoso na aplicac¸a˜o desta teoria. O quarto e u´ltimo cap´ıtulo traz
basicamente alguns exemplos aplicados no MATLAB.
2
Cap´ıtulo 1
Conceitos ba´sicos da A´lgebra Linear
Neste cap´ıtulo vamos descrever alguns conceitos e resultados ba´sicos da A´lgebra
Linear que esta˜o muito relacionados com a SVD.
1.1 Os quatro espac¸os fundamentais de uma matriz
Entre os conceitos mais importantes da A´lgebra Matricial, esta˜o os espac¸os ve-
toriais fundamentais de uma matriz A e sua transposta AT (confome em [9]). Temos seis
espac¸os, e sa˜o eles:
• o espac¸o-linha de A
• o espac¸o-coluna de A
• o espac¸o-nulo de A
• o espac¸o-linha de AT
• o espac¸o-coluna de AT
• o espac¸o-nulo de AT
Lembre-se que os vetores-linha da matriz A sa˜o os vetores-coluna de AT , assim
como os vetores-coluna de A sa˜o os vetores-linha de AT . Portanto, os espac¸os-linha e
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coluna de A, sa˜o respectivamente, os espac¸os-coluna e linha de AT . Isso faz com que os
seis espac¸os citados acima se reduzam a apenas quatro espac¸os fundamentais associados
a matriz A:
Dada uma matriz Am×n definimos:
• O espac¸o Coluna de A.
R(A) = {b ∈ IRm | Ax = b; x ∈ IRn}
• O espac¸o Nulo ou Nu´cleo de A.
N (A) = {x ∈ IRn | Ax = 0}
• O espac¸o linha de A.
R(AT ) = {y ∈ IRn | AT z = y; z ∈ IRm}
• O espac¸o Nulo ou Nu´cleo de AT .
N (AT ) = {z ∈ IRm | AT z = 0; }
Estes quatro subespac¸os de IRm ou IRn, esta˜o associados a` fatorac¸a˜o LU e a`s
soluc¸o˜es do sistema retangular Ax = b ou, sistema homogeˆneo Ax− b = 0 associado. De
fato, podemos escrever o sistema Ax = b na forma de combinac¸a˜o linear:
x1a1 + x2a2 + · · ·+ xnan = b,
e portanto, todos os b′s fact´ıveis para o sistema linear sa˜o aqueles que esta˜o em R(A).
Enta˜o, para obter uma base de R(A), basta obter vetores independentes de IRm para os
quais o sistema seja compat´ıvel.
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Obtendo as bases pela fatorac¸a˜o LU
Como os outros espac¸os tambe´m apresentam relac¸o˜es deste tipo, vamos analisar
a fatorac¸a˜o e soluc¸a˜o de sistemas retangulares (veja em [4] [9]). Vamos fazeˆ-lo atrave´s de
um exemplo.
Considere a matriz A e sua fatorac¸a˜o abaixo:
A =

1 −1 −1 2
4 −3 −1 8
3 −1 3 6
 =

1
4 1
3 2 1


1 −1 −1 2
1 3 0
0 0
 = LU
Para obter N (A) buscamos as soluc¸o˜es de Ax = 0, que sa˜o as mesmas de Ux = 0
pois, o determinante de L e´ na˜o-nulo e por conseguinte L possui inversa. Resolvendo o
sistema temos:
N (A) = {(−2,−3, 1, 0), (−2, 0, 0, 1)}
Para obter R(A) buscamos os poss´ıveis b′s para que o sistema Ax = b tenha
soluc¸a˜o. Note que,
L−1 =

1 0 0
−4 1 0
5 −2 1

Logo, para um vetor b ∈ IR3 arbitra´rio temos:
L−1b = L−1

b1
b2
b3
 =

b1
b2 − 4b1
b3 + 5b1− 2b2

Logo, a condic¸a˜o para a solvabilidade e´: 5b1 − 2b2 + b3 = 0 e R(A) e´ um plano
no IR3 ortogonal ao vetor (5,−2, 1) (veja a u´ltima linha de U). Portanto,
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R(A) = {(1, 4, 3), (−1,−3,−1)}
Observe que escolhemos como vetores para compor a base de R(A), aqueles ge-
radores das colunas correspondentes aos pivoˆs na eliminac¸a˜o. Isso foi proposital, para
ressaltar o fato, ja´ mencionado anteriormente, que a fatorac¸a˜o nos forneceria os subespa-
c¸os. Na verdade, a explicac¸a˜o para tal fato esta´ simplesmente baseada nos conceitos de
combinac¸a˜o e dependeˆncia linear. Sa˜o elas que tambe´m justificam o fato de que a base
para o espac¸o-linha e´ formado por linhas na˜o nulas da matriz U :
R(At) = {(1,−1,−1, 2), (0, 1, 3, 0)}
Um caminho para obter N (At), pode ser atrave´s da fatorac¸a˜o de At. Ainda sobre
a LU veja que para um vetor estar em N (At), este tem que satisfazer Atz = 0 ou ainda
ztA = 0. E estes sa˜o exatamente os vetores linha de L−1 correspondentes a`s linhas nulas
de U , que neste exemplo e´ formado apenas por um vetor:
N (At) = {(5,−2, 1)}
O Teorema Fundamental
O que foi discutido anteriormente pode ser sintetizado no seguinte resultado:
Se Am×n tem posto r enta˜o:
• dim(R(A)) = dim(R(At)) = r
• dim(N (A)) = n− r
• dim(N (At)) = m− r
• R(At) e N (A) sa˜o complementos ortogonais em IRn.
• R(A) e N (At) sa˜o complementos ortogonais em IRm.
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1.2 Ortogonalidade
As transfomac¸o˜es ortogonais apresentam uma vantagem importante sobre as
transfomac¸o˜es elementares. Na presenc¸a de erros de arredondamento ha´ um controle
natural sobre o crescimento das normas dos vetores obtidos pelas imagens das sucessivas
transformac¸o˜es, o que na˜o ocorre nas transformac¸o˜es de Gauss, por exemplo. Comec¸aremos
com algumas definic¸o˜es e propriedades de ortogonalidade.
Definic¸a˜o 1 Os vetores a1, a2, . . . , an sa˜o ortogonais se
aTi aj =
 0 se i 6= j1 se i = j .
Definic¸a˜o 2 Uma matriz quadrada A de ordem n e´ ortogonal se suas colunas formam
um conjunto de vetores ortonormais.
Caracterizac¸a˜o de uma matriz ortogonal A
• A tem colunas ortonormais
• A tem linhas ortonormais
• A−1 = AT
• (Ax)T (Ay) = xTy
• ‖Ax‖ = ‖x‖
Essas propriedades podem ser obtidas diretamente observando que:
ATA = I.
Vejamos o caso em que A e´ uma matriz arbitra´ria de ordem 3 × 3. Considerando aj a
coluna j de A, temos:
ATA =

−aT1−
−aT2−
−aT3−


| | |
a1 a1 a3
| | |
 =

1 0 0
0 1 0
0 0 1
 = I.
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Assim:
ATA = AAT = I ou A−1 = AT .
Ainda,
(Ax)T (Ay) = xTATAy = xT Iy = xTy
e
‖Ax‖2 = (Ax)T (Ax) = xTx = ‖x‖2 ⇒ ‖Ax‖ = ‖x‖.
Exemplo 1.1 Seja,
A =
 1√2 1√2
− 1√
2
1√
2
 ⇒ AT =
 1√2 − 1√2
1√
2
1√
2

logo, ATA = AAT = I. E, portanto AT = A−1.
Exemplo 1.2 A matriz canoˆnica para a rotac¸a˜o anti-hora´ria do IR2 de um aˆngulo
θ, preserva norma e, de fato, e´ ortogonal:
A =
 cos θ −sen θ
sen θ cos θ
 e AT = A−1 =
 cos θ −sen θ
−sen θ cos θ
 .
Exemplo 1.3 O mesmo acontece com a permutac¸a˜o, que somente troca a ordem
das componentes de um vetor:
Ax =

0 1 0
0 0 1
1 0 0


x1
x2
x3
 =

x2
x3
x1
 .
De fato,
AT =

0 0 1
1 0 0
0 1 0
 e ATA = AAT = I.
Uma caracter´ıstica importante das matrizes ortogonais e´ que o sistema linear a elas
associadas tem soluc¸a˜o imediata. Em termos de combinac¸a˜o linear, os coeficientes sa˜o
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conhecidos e, como veremos mais adiante, eles sa˜o a projec¸a˜o unidirecional nas direc¸o˜es
individuais dos vetores coluna da matriz:
Ax = b⇒ ATAx = AT b⇒ x = AT b
ou ainda,
b =
n∑
j=1
xjaj ⇒ xj = bTaj.
As propriedades das transformac¸o˜es ortogonais sa˜o bastante exploradas em va´rios
me´todos na A´lgebra Linear. Em muitos deles, a ide´ia e´ obter, a partir de um dado sistema
de equac¸o˜es, outro sistema mais simples que preserve algumas caracter´ısticas espec´ıficas.
No caso do problema de autovalores, por exemplo, a ide´ia e´ obter sucessivas matrizes
semelhantes a original, usando transformac¸o˜es ortogonais.
1.3 Autovalores e autovetores
O Problema de Autovalores e Autovetores de uma matriz, consistem em obter λ
e x tal que:
Ax = λx
onde os escalares λ sa˜o os autovalores e os vetores na˜o nulos x sa˜o os seus respectivos
autovetores associados da matriz A. O sistema de equac¸o˜es acima e´ na˜o linear, mas bem
espec´ıfico . Enta˜o, estamos interessados em:
◦ Vetores x que na˜o mudam de direc¸a˜o sob a aca˜o da transformac¸a˜o linear asso-
ciada a matriz A:
◦ Obter λ de modo que a matriz (A− λI) seja singular, isto e´:
det(A− λI) = 0
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◦ Obter x de modo que x ∈ N (A− λI):
(A− λI)x = 0 ou Ax = λx
A equac¸a˜o det(A−λI) recebe o nome de polinoˆmio caracter´ıstico P (λ) da matriz.
A ra´ızes deste polinoˆmio sa˜o os autovalores procurados que possibilitam o ca´lculo dos
autovetores a eles associados.
Exemplo 1.4
Seja,
A =

0 0 −4
2 4 2
2 0 6
 .
Enta˜o, P (λ) = det(A − λI) = (λ − 4)2(2 − λ) e´ o polinoˆmio caracter´ıstico de
A. Os autovalores encontrados (ra´ızes do polinoˆmio) sa˜o: λ1 = 4 e λ2 = 2.Agora iremos
procurar os autovetores associados.
Se λ = 4, enta˜o
(A− λI)x =

−4 0 −4
2 0 2
2 0 2


x1
x2
x3
 =

0
0
0

Resolvendo este sistema obtemos (x1, x2,−x1). Dessa forma, os autovetores da
matriz A associados a λ = 4 sa˜o:
v1 =

1
0
−1
 e v2 =

0
1
0
 .
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Se λ = 2, enta˜o
(A− λI)x =

−2 0 −4
2 2 2
2 0 4


x1
x2
x3
 =

0
0
0
 .
Resolvendo, obtemos (−2x3, x3, x3) e o autovetor associado e´:
v1 =

−2
1
1
 .
Se a matriz A e´ diagonaliza´vel, ou seja, se apresenta um conjunto completo
de n autovetores v independentes associados a n autovalores λ (iguais ou distintos),
respectivamente. Enta˜o podemos escrever:
S =
[
v1 v2 · · · vn
]
e Λ =

λ1 0 . . . 0
0 λ2 . . . 0
...
...
. . .
...
0 0 . . . λn

.
De forma que,
S−1AS = Λ
Tambe´m temos:
AS = SΛ, A = SΛS−1
A matriz citada no Exemplo 1.3 e´ um exemplo de matriz diagonaliza´vel.
E´ importante ressaltar que a diagonalizac¸a˜o esta´ relacionada aos autovetores
(dependeˆncia linear), e a inversibilidade com os autovalores (λi 6= 0).
Alguns resultados relevantes sa˜o oportunos lembrar:
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• Tr(A) = ∑ aii = ∑λi
• det(A) = ∏λi
• Autovetores correspondes a autovalores distintos sa˜o independentes
• Se Ax = λx enta˜o λ−1 e´ autovalor de A−1 e λk e´ autovalor de Ak
• Se A e´ diagonaliza´vel enta˜o Ak tambe´m o e´, ainda,
Λk = S−1AkS.
• Se A e B sa˜o diagonaliza´veis, enta˜o compartilham a mesma matriz de autovetores
S, se e somente se AB = BA.
1.4 Matrizes sime´tricas e o Teorema Espectral
Se a matriz A de ordem n e´ normal, ou seja, A = At ela e´ diagonaliza´vel, seus
autovetores sa˜o independentes, enta˜o podemos escrever:
QtAQ = Λ =

λ1
. . .
λn

em que Λ e´ a matriz onde a diagonal principal e´ formada pelos autovalores de A e Q a
matriz obtida dos autovetores normalizados e em ordem correspondente a` matriz Λ.
A fatorac¸a˜o acima ainda pode ser escrita como
A = QΛQt e, portanto A =
n∑
i=1
λiqiq
t
i
Isto e´ o que diz o famoso teorema espectral para matrizes sime´tricas (veja em [4] [9]).
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Exemplo 1.5 Seja,
A =

−2 0 0
0 6 1
0 1 6
 .
Esta matriz e´ sime´trica e possui os seguintes autovalores e autovetores:
λ1 = −2 , v1 =

1
1
1
 ; λ2 = 7 , v2 =

0
1
1
 ; λ3 = 5 , v3 =

0
1
−1
 .
Observe que os autovetores sa˜o ortogonais, como confirma o Teorema espectral.
Podemos normaliza´-los e assim obter a decomposic¸a˜o mencionada anteriormente:
q1 =
1√
3

1
1
1
 , q2 = 1√2

0
1
1
 , q3 = 1√2

0
1
−1

Considerando os tema expostos neste primeiro cap´ıtulo, veremos que a SV D
esta´ intimamente relacionada a`s matrizes sime´tricas e portanto o Teorema Espectral
tem um papel fundamental neste sentido. Veremos que embora a matriz original seja
arbitra´ria, a SV D nos fornecera´ entre outras coisas bases ortogonais para os quatro
espac¸os fundamentais.
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Cap´ıtulo 2
A Decomposic¸a˜o em Valores
Singulares
Neste cap´ıtulo vamos descrever um dos mais importantes processos de fatorac¸a˜o
de matrizes: a decomposic¸a˜o em valores singulares a qual chamaremos SV D (do ingleˆs:
Singular Value Decomposition).
Como veremos mais adiante, esta decomposic¸a˜o possui propriedades interessantes
e aplicac¸o˜es importantes.
2.1 Os valores singulares de uma matriz
Dada uma matriz qualquer A de ordem m × n, enta˜o as matriz (ATA)n×n e
(AAT )m×m sa˜o sime´tricas e, pelo Teorema Espectral, sa˜o diagonaliza´veis por autovetores
ortogonormais. Ale´m disso, essas matrizes possuem os mesmos autovalores positivos.
Seja λ um dos autovalores de ATA e v o seu autovetor correspondente com norma
unita´ria. Enta˜o:
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0 ≤ ‖Av‖2 = (Av)(Av) = (Av)T (Av) = vTATAv
= vT (ATAv) = vT (λv) = λ(vTv) = λ(v · v)
= λ‖v‖2 = λ.
(2.1)
Isso significa que os autovalores de ATA ale´m de serem todos reais tambe´m
sa˜o todos na˜o negativos e, portanto, podemos extrair a raiz quadrada positiva desses
autovalores. De fato, as matrizes ATA e AAT sa˜o simetricas semi-positivas definidas
quando λi ≥ 0 ou simetrica positivas definidas quando λi > 0.
Definic¸a˜o 3 Se A e´ uma matriz m×n, os valores singulares de A sa˜o as ra´ızes quadradas
dos autovalores positivos de ATA, isto e´, σi =
√
λi. E´ convenc¸a˜o ordenar os valores
singulares de forma que σ1 ≥ σ2 ≥ · · · ≥ σn.
Exemplo 2.1
Seja
A =
 −1 1 0
0 −1 1

enta˜o
AAT =
 2 −1
−1 2

cujos autovalores na˜o nulos sa˜o λ1 = 3 e λ2 = 1. Portanto os valores singulares
de A sa˜o:
σ1 =
√
3 e σ2 = 1
Observe que os autovalores de ATA sa˜o 3, 1 e 0 e conforme citado anteriormente:
AAT simetrica positiva definida e ATA e´ sime´trica semi-positiva definida.
Agora vamos a` decomposic¸a˜o de uma matriz em valores singulares!
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2.2 O Teorema da existeˆncia da SVD
Teorema 1 Toda matriz m× n pode ser fatorada na forma
A = UDV T
onde U e´ ortogonal de ordem m, V e´ ortogonal de ordem n e Dm×n tem a forma:
D =

σ1 |
σ2 |
. . . | 0
σr |
− − − − | −
0 | 0

em que r e´ o posto de A e σ1 ≥ σ2 ≥ . . . σr−1 ≥ σr > 0.
Demonstrac¸a˜o
Seja uma matriz Am×n com valores singulares σ1 ≥ σ2 ≥ · · · ≥ σr > 0 e σ2r+1 =
σ2r+2 = · · · = σ2n = 0. Enta˜o, existem uma matriz ortogonal Um×m,uma matriz ortogonal
Vn×n e uma matriz Dm×n de forma que
A = UDV T , onde
D = V T1 A
TAV1 =

σ1 0 . . . 0
0 σ2 . . . 0
...
...
. . .
...
0 0 . . . σr

.
Prova: Considere a matriz sime´trica ATA com autovalores na˜o-negativos
σ21 ≥ σ22 ≥ · · · ≥ σ2r > 0 e σ2r+1 = σ2r+2 = · · · = σ2n = 0
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associados a` autovetores v1, v2, · · · , vn. Como (ATA)n×n e´ sime´trica, enta˜o existe uma
base ortonormal para Rn formada pelos autovetores da mesma. Logo, construiremos a
matriz ortogonal V como sendo:
V =
(
V1 | V2
)
, onde V1 =
(
v1 · · · vr
)
e V2 =
(
vr+1 · · · vn
)
.
Seja,
∆1 = V
TATAV =
(
V1 | V2
)T
ATA
(
V1 | V2
)
=

V T1
−−
V T2
 ATA
(
V1 | V2
)
.
Enta˜o,
∆1 =

V T1 A
TAV1 | V T1 ATAV2
−−−−− | − −−−−
V T2 A
TAV1 | V T2 ATAV2
 =

σ21 |
σ22 |
. . . | 0
σ2r |
− − − − | −
0 | 0

=

D2r | 0
− | −
0 | 0

De fato, como {v1, · · · , vn} e´ uma base ortonormal de Rn enta˜o, sempre que i 6= j,
temos
vTi A
TAvj = v
T
i (A
TA)vj
= vTi λjvj
= λj(v
T
i · vj) = 0.
(2.2)
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Logo, os blocos V T1 A
TAV2 e V
T
2 A
TAV1 sa˜o nulos. Iremos agora analisar os blocos
restantes:
V T2 A
TAV2 = v
T
i (A
TA)vi, onde r < i 6 n
= vTi λivi = λi(v
T
i · vi)
= σ2i (v
T
i · vi) = 0 · (vi · vi)
= 0
(2.3)
e,
V T1 A
TAV1 = v
T
j (A
TA)vj, onde 1 6 j 6 r
= vTj λjvj = λj(v
T
j · vj)
= σ2j (vj · vj) = σ2j‖vj‖
= σ2j .
(2.4)
Portanto,
V T1 A
TAV1 =

σ21 0 . . . 0
0 σ22 . . . 0
...
...
. . .
...
0 0 . . . σ2r

= D2r .
Pela equac¸a˜o (2.2) podemos observar que do fato de {v1, · · · , vn} ser uma base
ortonormal decorre a ortogonalidade do conjunto de vetores {Av1, · · · , Avn} para Rm.
Lembre-se que σi = ‖Avi‖ e que σi, para i = 1, . . . , r, e´ na˜o nulo. Portanto, podemos
proceder da seguinte forma:
Se ui =
Avi
σi
enta˜o o conjunto {u1, . . . , ur} sera´ ortonormal para Rm. No caso em
que r < m, estendemos o conjunto a´ uma base ortonormal {u1, . . . , ur, . . . , um} de Rm.
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Agora considere a matriz
U =
(
U1 | U2
)
,
em que U1 = AV1D
−1
r e U2 e´ a matriz formada pelos vetores do complemento ortogonal
de U1. Enta˜o,
UTAV =

UT1
−−
UT2

T
A
(
V1 | V2
)
=

UT1 AV1 | UT1 AV2
−−−− | − −−−
UT2 AV1 | UT2 AV2

Vamos calcular as entradas de cada um dos blocos:
(11) UT1 AV1 = (AV1D
−1
r )
TAV1
= (D−Tr V
T
1 A
T )AV1
= D−Tr (V
T
1 A
TAV1)
= D−Tr D
2
r = D
−1
r DrDr = Dr.
(12) UT1 AV2 = (AV1D
−1
r )
TAV2
= (D−Tr V
T
1 A
T )AV2
= D−Tr (AV1)
TAV2
= D−T · 0 = 0.
(21) Primeiramente, note que se U1 = AV1D
−1
r enta˜o U1Dr = AV1. Logo,
UT2 AV1 = U
T
2 (AV1)
= UT2 (U1Dr)
= (UT2 U1)Dr
= 0 ·Dr = 0
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(22) Observe que AV2 = 0 pois, para todo i = r+ 1, . . . , n, ‖Avi‖ = σi = 0. Seque enta˜o
que
UT2 AV2 = U
T
2 · 0 = 0
Finalmente, note que
UTAV =

Dr | 0
− | −
0 | 0
 = D.
Portanto,
UTAV = D
(UUT )A(V V T ) = UDV T
(UU−1)A(V V −1) = UDV T
A = UDV T
como quer´ıamos mostrar.
Exemplo 2.2: Como no Exemplo 2.1,
se
A =
 −1 1 0
0 −1 1

enta˜o
U =

−1√
2
1√
2
1√
2
1√
2
 , D =
 √3 0 0
0 1 0
 e V =

1√
6
−1√
2
1√
3
−2√
6
0 1√
3
1√
6
1√
2
1√
3

.
Em seguida vamos apresentar algumas propriedades interessantes da SV D
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2.3 Algumas propriedades da SV D
A demonstrac¸a˜o do Teorema da existeˆncia da SVD sugere alguns resultados
importantes. Observando as matrizes ATA e AAT , o teorema espectral para matrizes
sime´tricas fornece os resultados abaixo.
Como U e´ ortogonal,
ATA = (UDV T )T (UDV T ) = V DUTUDV T = V D2V T
ou seja, σ21, . . . σ
2
r sa˜o os autovalores na˜o nulos de A
TA.
Como V e´ ortogonal,
AAT = (UDV T )(UDV T )T = UDV TV DUT = UD2UT
ou seja, σ21, . . . σ
2
r sa˜o os autovalores na˜o nulos de AA
T .
Um procedimento para obter a fatorac¸a˜o SV D pode ser desenvolvido baseado
nessas relac¸o˜es, e´ o que apresentamos em seguida.
Exemplo 2.3: Novamente, recorrendo ao Exemplo 2.1
A =
 −1 1 0
0 −1 1

enta˜o
AAT =
 2 −1
−1 2
 ,
cujos autovalores e autovetores (ja´ normalizados) sa˜o:
λ1 = 3, u1 =
1√
2
 1
1
 ; λ2 = 1, u2 = 1√
2
 1
−1
 .
Ainda,
ATA =

1 −1 0
−1 2 −1
0 −1 1

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cujos autovalores e autovetores sa˜o:
λ1 = 1, v1 =
1√
2

1
0
−1
 ; λ2 = 0, v2 = 1√3

1
1
1
 e λ3 = 3, v3 = 1√6

1
−2
1
 .
Podemos observar que para clacular a SV D podemos calcular os autosistema
de ATA e AAT . Dependendo das dimenso˜es n e m, podemos calculamos a menor delas
(AAT como no Exemplo 2.1 m = 2). Neste caso teremos os valores singulares σ′is e os
vetores u′is. Para calcular os vetores v
′
is que faltam para compor a SV D, na˜o precisamos
calcular necessariamente ATA. E´ isso que estabeleceremos a seguir.
2.4 Um procedimento para o ca´lculo da SV D
Baseado nas propriedades anteriores podemos calcular a SV D como se segue.
Como A = UDV T enta˜o,
AV = UD ⇒ Avj = uj σj
Avj = uj σj ⇒ uj = 1
σj
Avj quando j = 1, . . . , r
Avj = 0 quando j = r + 1, . . . , n.
Agora como AT = V DTUT temos,
ATU = V D ⇒ ATuj = vj σj
ATuj = vj σj ⇒ vj = 1
σj
ATuj quando j = 1, . . . , r
ATuj = 0 quando j = r + 1, . . . ,m.
Procedimento:
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Caso a matriz A tenha mais linhas que colunas, m > n, faremos ATA mas, se
tiver mais colunas que linhas, m < n, faremos AAT .
Calculamos os autovalores de ATA ou de AAT e depois determinamos os valores
singulares de A.
Exemplo 2.4: Voltando ainda os caso do Exemplo 2.1 , como m = 2 e n = 3
tendo calculado o autosistema de AAT , faltar´ıamos calcular v′is por
vi =
1
σi
ATui
Assim
v1 =
1√
3

−1 0
1 −1
0 1

 1√2
1√
2
 = 1√
6

1
−2
1

v2 =

−1 0
1 −1
0 1

 1√2
− 1√
2
 = 1√
2

1
0
−1

Finalmente v3 ∈ N(AT ), isto e´, ATu3 = 0 o que nos da´:
v3 =
1√
3

1
1
1

2.5 Bases ortogonais para os espac¸os fundamentais
de uma matriz
A SVD nos fornece bases ortogonais para os quatro espac¸os fundamentais men-
cionados no Cap´ıtulo 1. Isso esta´ baseado nas sec¸o˜es precedentes em que vimos que:
• Os vetores u1 . . . ur formam uma base ortogonal para R(A):
Avj = uj σj quando j = 1, . . . , r.
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• Os vetores vr+1 . . . un formam uma base ortogonal para N(A):
Avj = 0 quando j = r + 1, . . . , n.
• Os vetores v1 . . . vr formam uma base ortogonal para R(AT ):
ATuj = σj vj quando j = 1, . . . , r.
• Os vetores ur+1 . . . um formam uma base ortogonal para N(AT ):
ATuj = 0 quando j = r + 1, . . . ,m.
O Exemplo 2.1, amplamente utilizado, ilustra as bases em IR2 e IR3.
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Cap´ıtulo 3
Aplicac¸o˜es da SVD
3.1 Sistemas lineares e o problema de quadrados mı´nimos
Considere A uma matriz de dimensa˜o mxn e o sistema linear Ax = y. Uma
vez conhecida a SVD de A, torna-se simples encontrar a soluc¸a˜o deste sistema. Sendo
A = UDV T temos:
Ax = b ⇒ UDV Tx = b ⇒ DV Tx = UT b.
Seja y = V Tx, enta˜o
Dy = UT b ⇒ x = V y.
Na˜o e´ incomum que o sistema linear Ax = b em questa˜o seja inconsistente, neste
caso nossa opc¸a˜o e´ procurar um x′ que fac¸a com que Ax′ fique o mais pro´ximo poss´ıvel de
b. Podemos pensar em Ax′ como uma aproximac¸a˜o do Ax ideal, ou seja, de b. Referente
ao produto interno euclidiano, desejamos que ‖Ax′− b‖ seja o menor poss´ıvel, pois assim
melhor sera´ a aproximac¸a˜o para a soluc¸a˜o.
O Problema de Quadrados Mı´nimos (PQM) e´ justamente encontrar um x′ que
torne ‖Ax′ − b‖ o menor poss´ıvel. O termo quadrados mı´nimos tem origem no fato de
que se e = ‖Ax′ − b‖, que podemos chamar de vetor-erro, resulta em uma aproximac¸a˜o
da soluc¸a˜o. Enta˜o e = (e1, · · · , en) pode ser minimizado por uma soluc¸a˜o de mı´nimos
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quadrados ‖e‖ = (e21, · · · , e2m)
1
2 , o que tambe´m minimiza ‖e‖2 = (e21, · · · , e2m).
O aspecto mais importante do PQM e´ que, independente do vetor x selecionado,
o vetor Ax pertence necessariamente ao espac¸o coluna da matriz A, ou seja, Ax ∈ R(A).
Pois para resolver o problema de mı´nimos quadrados tendo em vista o espac¸o coluna de
A, temos que para cada vetor x ∈ Rn, Ax e´ uma combinac¸a˜o linear das colunas de A, ou
seja, Ax varia sobre sobre o espac¸o coluna de A.
Utilizando AT quando A tem posto completo, obtemos uma forma de resolver o
problema de quadrados mı´nimos atrave´s das equac¸o˜es normais:
ATAx = AT b
obtida da relac¸a˜o de ortogonalidade entre o res´ıduo e as colunas de A:
AT (b− Ax) = 0 ⇒ AT b− ATAx = 0⇒ ATAx = AT b
ou x = (ATA)−1AT b.
Exemplo 3.1 Considere o sistema Ax = b, em que b /∈ R(A). Vamos encontrar
a soluc¸a˜o do PQM quando:
A =

2 −2
6 4
−4 8
 b =

8
2
6

Resoluc¸a˜o:
Para evitar a inversa˜o de ATA no ca´lculo de x = (ATA)−1AT b, iremos resolver o
sistema de equac¸o˜es normais ATAx = AT b.
ATA =
 2 6 −4
−2 4 8


2 −2
6 4
−4 8
 =
 56 −12
−12 84

AT b =
 2 6 −4
−2 4 8


8
2
6
 =
 4
40

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Logo, o sistema normal ATAx = AT b para este caso e´: 56 −12
−12 84

 x1
x2
 =
 4
40

Resolvendo o sistema encontramos a seguinte soluc¸a˜o de mı´nimos quadrados:
x1 =
17
195
e x2 =
143
285
A resoluc¸a˜o do PQM pelas equac¸o˜es normais nem sempre e´ aconselha´vel. Vamos
ilustrar esse fato com o pro´ximo exemplo.
Exemplo 3.2 Considere a matriz
A =

1 1
1 +  1
1 1 + 
 .
Enta˜o,
ATA =
 3 + 2+ 2 3 + 2
3 + 2 3 + 2+ 2
 .
Suponha que  seja um nu´mero ta˜o pequeno que 1 +  possa ser representado
exatamente em nosso computador, mas tal que 1 + + 2 seja arredondado para 1 + .
Enta˜o, fazendo o devido arredondamento a matriz ATA calculada e´ 3 + 2 3 + 2
3 + 2 3 + 2

que e´ singular e, portanto, o PQM na˜o pode ser resolvido pelas equac¸o˜es normais, pois
na˜o encontrariamos a inversa de ATA.
Em seguida mostraremos como usar a SVD para resolver o PQM em casos como
este.
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3.2 A inversa generalizada de uma matriz
Vimos no problema de mı´nimos quadrados que sob a hipo´tese da matriz A possuir
posto completo, podemos recorrer a equac¸a˜o normal ATAx = AT b. Na auseˆncia dessa
hipo´tese, utilizamos a inversa generalizada de Moore-Penrose ou, simplesmente, pseudo
inversa. A pseudo inversa de uma matriz A arbitra´ria pode ser calculada a partir da
decomposic¸a˜o de valores singulares. Se A = UDV T enta˜o
A+ = V D+UT
A matriz A+ e´ chamada de Moore-Penrose e satisfaz as seguintes propriedades:
• AA+A = A
• A+AA+ = A+
• AA+ e A+A sa˜o sime´tricas.
Exemplo 3.3 Vamos calcular a pseudo-inversa do Exemplo 2.1:
A =
 −1 1 0
0 −1 1
 .
Enta˜o calculando a SV D obtemos:
U =

−1√
2
1√
2
1√
2
1√
2
 , D =
 √3 0 0
0 1 0
 e V =

1√
6
−1√
2
1√
3
−2√
6
0 1√
3
1√
6
1√
2
1√
3

.
Enta˜o,
A+ = V D+UT =

1√
6
−1√
2
1√
3
−2√
6
0 1√
3
1√
6
1√
2
1√
3


1√
3
0
0 1
0 0


−1√
2
1√
2
1√
2
1√
2
 =

-2
3
-1
3
1
3
-1
3
1
3
2
3
 .
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Depois de obtida a SV D e a pseudo inversa, podemos enta˜o calcular a soluc¸a˜o
do PQM por meio do teorema a seguir.
Teorema 2 A soluc¸a˜o x+ do PQM, minx‖Ax− b‖ e´ dada por:
x+ = A+b = (V D+UT )b
onde,
D+ =

σ−11 |
σ−12 |
. . . | 0
σ−1r |
− − − − | −
0 | 0

.
Prova:
Seja A = UDV T e Ax− b = 0. Enta˜o,
‖Ax− b‖2 = ∥∥UDV Tx− b∥∥2 = ‖UTUDV Tx− UT b‖2 = ‖DV Tx− UT b‖2.
Considerando y = V Tx e c = UT b, temos
‖Ax− b‖2 = ‖Dy − c‖2
‖Ax− b‖2 = (σ1y1 − c1)2 + (σ2y2 − c2)2 + · · ·+ (σryr − cr)2 + c2r+1 + · · ·+ c2m.
Para se ter uma soluc¸a˜o de norma mı´nima devemos ter
(σ1y1 − c1)2 + · · · (σryr − cr)2 =
r∑
i=1
(σiyi − ci)2 = 0
isto e´, y+1 =
c1
σ1 , . . . , y
+
r =
cr
σr , ou na forma matricial:
y = D+c = D+UT b,
ou ainda,
x+ = V y = V D+UT b = A+b.
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Exemplo 3.4 Vamos considerar um caso em que b /∈ R(A) e que A na˜o tem
posto completo. Vamos explorar este caso considerando um problema de ajuste linear
tridimensional (veja [9])
Suponha que temos um conjunto de pontos (0, 0, 0), (0, 0, 2) e (1, 1, 2) e estamos
interessados em obter um plano pi : c+dt+ez que melhor se ajuste aos treˆs pontos dados.
Note que e´ imposs´ıvel que o plano passe pelos treˆs pontos dados, pois se fosse o
caso o sistema linear: 
1 0 0
1 0 0
1 1 1


c
d
e
 =

0
2
2

teria soluc¸a˜o, o que na˜o e´ o caso. Buscamos a soluc¸a˜o x = A+b = (c, d, e).
Resolvendo o PQM encontramos a soluc¸a˜o: c = 1 , d = 1/2 e e = 1/2.
3.3 Aplicac¸a˜o em processamento de imagens
Atualmente a transmissa˜o e o armanezamento de dados sa˜o de grande importaˆncia,
bem como a garantia na confiabilidade da transmissa˜o ou armazenamento destes dados,
e a extensa˜o dos mesmos. Pois, tanto numa situac¸a˜o quanto na outra, estamos interessa-
dos na reduc¸a˜o de tempo e dinheiro. O detectar e corrigir erros fica por conta da teoria
de co´digos pore´m, para tratar da extensa˜o dos dados devemos recorrer a´ outros con-
ceitos. Se o dado em questa˜o for uma imagem digital, um dos algoritmos mais eficientes
e´ a decomposic¸a˜o em valores singulares, sendo essa uma das suas mais impressionantes
aplicac¸o˜es.
A compressa˜o de imagens utilizando a SVD, e´ uma compressa˜o com perda de
dados (lossy), entenda que os dados desprezados sa˜o redundantes, ou seja, perde-se a
qualidade da imagem mas na˜o se perde as informac¸o˜es essenciais. Por exemplo, imagine
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que com uma ma´quina digital - que normalmente, gravam muito mais informac¸o˜es do
que o olho humano detecta - voceˆ tire um retrato de algue´m ao ar livre. O plano de
fundo na˜o e´ ta˜o importante quanto a pessoa e seu rosto que possui muitos detalhes. A
compressa˜o da imagem trata de economizar alguns pixels de partes menos importantes
(como o plano de fundo) e manter os detalhes essenciais na pessoa.
Agora vamos supor que a imagem descrita acima foi convertida em uma matriz
A de posto r, podemos calcular a sua SVD, A = UDV t e a decomposic¸a˜o na forma de
produto externo
A = σ1u1v
t
1 + · · ·+ σrurvtr.
Neste caso, cada parcela esta´ sendo multiplicada por valores singulares σi (lembre-
se que σ1 ≥ . . . ≥ σr > 0) portanto, quanto menor for o valor singular, menor sera´ sua
contribuic¸a˜o para a construc¸a˜o de A, ou seja, para a imagem. E assim identificamos os
dados ”irrelevantes”que podera˜o ser descartados. Ao inve´s de tomarmos todos os r σ’s,
iremos utilizar apenas os primeiros k (logo, os maiores), aproximando a matriz A por
uma matriz
Ak = σ1u1v
t
1 + · · ·+ σkukvtk
que ira´ gerar uma imagem com menor qualidade mas compreenss´ıvel o quanto quisermos.
Deste modo, sera˜o transmitidos apenas os k primeiros valores singulares mais os k vetores
ui de dimensa˜o m e os k vetores vi de dimensa˜o n, isto e´, k+km+kn = k(1+m+n) < m·n
nu´meros.
O algoritmo abaixo realizara´ no MATLAB o que acabamos de descrever para uma
imagem em preto e branco. De forma resumida, o programa ira´ transformar a imagem
em uma matriz A de ordem mxn, calculara´ sua SVD e atrave´s da escolha de um posto k
para a matriz, sera´ obtida uma aproximac¸a˜o Ak para a imagem original.
imdir = ’direto´rio do arquivo’;
imfile1 = ’nome do arquivo’;
A = imread([imdir, imfile1]);
A=reshape(A,[m 3n]); (em que m e´ o nu´mero de linhas e 3n e´ o nu´mero de colunas
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multiplicado por 3)
figure(1)
colormap(gray)
imagesc(A)
title(’Imagem original’)
axis image off
A=double(A);
(U,S,V)=svd(A);
k = um inteiro positivo na˜o nulo
Ak=U1(:,1:k)*S1(1:k,1:k)*V1(:,1:k)’;
figure(2);
colormap(gray);
imagesc(Ak);
title(’Aproximac¸a˜o para k = o valor escolhido’)
axis image off
O comando imread faz a leitura e conversa˜o da imagem na matriz A de ordem
mxnx3. O comando svd no MATLAB na˜o suporta matrizes 3D, por este motivo remode-
lamos a matriz com o comando reschape fazendo com que ela permanec¸a com o mesmo
nu´mero m de linhas mas possua 3n colunas. O comando double e´ necessa´rio uma vez que
as operac¸a˜o nume´ricas sa˜o realizadas apenas nessa classe. Consideremos agora a imagem
digital abaixo de formato RGB:
A matriz dessa imagem e´ do tamanho 480x640 pixels, portanto se quisermos
trabalhar com esta imagem estaremos mexendo com 480x640 = 307200 nu´meros, o que
pode elevar o custo. O pro´ximo algoritmo que veremos trata da compressa˜o de uma
imagem RGB (como a da Figura 3.1) sendo ele um pouco diferente do primeiro algoritmo.
A matriz A de uma imagem colorida e´ multidimensional, representada por m linhas, n
colunas e 3 pa´ginas. Sera´ necessa´rio enta˜o fazer a paginac¸a˜o da matriz para assim calcular
a SVD e fazer o truncamento de cada uma das 3 pa´ginas.
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Figura 3.1: Imagem Ferz2
imdir = ’direto´rio do arquivo’;
imfile1 = ’nome do arquivo’;
A = imread([imdir, imfile1]);
figure(1)
imagesc(A)
title(’Imagem original’)
axis image off
A=double(A);
A1=A(:,:,1);
A2=A(:,:,2);
A3=A(:,:,3);
(U1,S1,V1)=svd(A1);
(U2,S2,V2)=svd(A2);
(U3,S3,V3)=svd(A3);
k = um inteiro positivo na˜o nulo
Ak(:,:,1)=U1(:,1:k)*S1(1:k,1:k)*V1(:,1:k)’;
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Ak(:,:,2)=U2(:,1:k)*S2(1:k,1:k)*V2(:,1:k)’;
Ak(:,:,3)=U3(:,1:k)*S3(1:k,1:k)*V3(:,1:k)’;
figure(2)
imagesc(uint8(Ak))
title(’Aproximac¸a˜o para k = o valor escolhido’)
axis image off
Toda vez que quisermos encontrar uma aproximac¸a˜o distinta Ak para A devemos
repetir a rotina:
k = um inteiro positivo na˜o nulo
Ak(:,:,1)=U1(:,1:k)*S1(1:k,1:k)*V1(:,1:k)’;
Ak(:,:,2)=U2(:,1:k)*S2(1:k,1:k)*V2(:,1:k)’;
Ak(:,:,3)=U3(:,1:k)*S3(1:k,1:k)*V3(:,1:k)’;
figure(2)
imagesc(uint8(Ak))
title(’Aproximac¸a˜o para k = o valor escolhido’)
axis image off
Observe o quadro de imagens abaixo que foi obtido com o segundo algoritmo
utilizando diferentes valores para k.
Note que para k = 16 a imagem ja´ e´ bem compreens´ıvel, e para k = 32 pode-
se dizer que e´ bastante satisfato´ria, mas aos inve´s de 307200 nu´meros sera˜o necessa´rios
apenas 32(1 + 480 + 640) = 35872, isto representa uma reduc¸a˜o de aproximadamente
88% do total de nu´meros a serem transmitidos. Podemos concluir que A32 e´ uma boa
aproximac¸a˜o para a matriz A da imagem.
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(a) k=2 (b) k=4 (c) k=8
(d) k=16 (e) k=32 (f) k=64
(g) k=128 (h) k=256 (i) Imagem original,k=640
Figura 3.2: SVD da Imagem Ferz2
3.4 Exemplos da SVD com o MATLAB
Embora tenhamos calculado a SV D pelo autovalores das matrizes AAT e ATA
como no cap´ıtulo anterior na pra´tica isso na˜o e´ aplica´vel. De fato, o mesmo ocorre com o
ca´culo dos autovalores, em que em problemas pra´ticos, na˜o podemos calcular autovalores
tomando as ra´ızes do polinoˆmio caracter´ıstico por exemplo.
Nestes casos temos que lanc¸ar ma˜o de me´todos nume´ricos. De fato, existe um
me´todo espec´ıfico noMATLAB para o ca´culo da SV D. Uma vez noMATLAB lanc¸amos
o comando:
> [U,D,V]=svd(A)
e teremos a decomposic¸a˜o nas matrizes U,D, V em que D tera´ os valores singulares.
35
O procedimento usado no MATLAB e´ baseado em fatorac¸o˜es ortogonais. Trata-
se do chamado me´todo QR para obtenc¸a˜o de um tipo de bidiagonalizac¸a˜o da matriz
original. Este procedimento e´ descrito detalhadamente em [2] e esta´ fora do escopo deste
trabalho.
Agora vamos considerar alguns exmplos com o uso do MATLAB.
Nos treˆs problemas que vamos considerar
m > n , posto(A) < n e b /∈ R(A) ;
para melhor caracterizar um problema de quadrados mı´nimos.
Em todos os casos calculamos a SV D e a soluc¸a˜o do Problema de quadrados
mı´nimos x+ por meio da pseudo-inversa.
Problema 1
m = 7 , n = 6 , posto(A) = 2
A =
3 6 9 12 15 18
6 9 12 15 18 21
9 12 15 18 21 24
12 15 18 21 24 27
15 18 21 24 27 30
18 21 24 27 30 33
21 24 27 30 33 36
b =
6.1119
36
13.2549
17.6922
21.9396
30.7239
35.0187
43.2591
D =
135.9958 0 0 0 0 0
0 9.4938 0 0 0 0
0 0 0.0000 0 0 0
0 0 0 0.0000 0 0
0 0 0 0 0.0000 0
0 0 0 0 0 0.0000
0 0 0 0 0 0
V =
-0.2567 0.6767 -0.3169 0.0051 -0.3182 -0.5239
-0.3128 0.4443 0.2759 -0.2611 -0.2460 0.7071
-0.3688 0.2119 0.5348 -0.0227 0.6743 -0.2789
-0.4249 -0.0204 -0.2723 0.8076 0.1309 0.2749
-0.4810 -0.2528 -0.5791 -0.5283 0.2902 0.0780
-0.5370 -0.4852 0.3576 -0.0006 -0.5312 -0.2572
U =
37
-0.2055 -0.6497 0.7100 0.1339 0.0800 -0.0827 0.0214
-0.2580 -0.4681 -0.4104 -0.3481 -0.1626 0.2267 0.5890
-0.3105 -0.2866 -0.3428 -0.1621 -0.2447 -0.5615 -0.5500
-0.3631 -0.1051 -0.1497 0.2500 0.0136 0.7367 -0.4789
-0.4156 0.0765 -0.1928 0.1036 0.8466 -0.2066 0.1189
-0.4681 0.2580 -0.0020 0.6282 -0.4221 -0.1880 0.3257
-0.5207 0.4396 0.3878 -0.6056 -0.1108 0.0755 -0.0261
D^+ =
0.0073 0 0 0 0 0
0 0.1053 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
A^+ =
-0.0459 -0.0329 -0.0198 -0.0068 0.0062 0.0193 0.0323
-0.0299 -0.0213 -0.0127 -0.0041 0.0045 0.0132 0.0218
-0.0139 -0.0098 -0.0056 -0.0014 0.0028 0.0070 0.0112
0.0020 0.0018 0.0016 0.0014 0.0011 0.0009 0.0007
0.0180 0.0134 0.0087 0.0041 -0.0006 -0.0052 -0.0099
0.0340 0.0249 0.0159 0.0068 -0.0023 -0.0113 -0.0204
x^+ =
38
1.0476
0.7619
0.4762
0.1905
-0.0952
-0.3810
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Problema 2
m = 10 , n = 4 , posto(A) = 2
2A =
2 4 6 8
4 6 8 10
6 8 10 12
8 10 12 14
10 12 14 16
12 14 16 18
14 16 18 20
16 18 20 22
18 20 22 24
20 22 24 26
b =
4.1794
8.2464
12.2846
15.7610
19.7936
23.9372
41.9700
46.2720
35.5040
41.4660
40
D =
96.6008 0 0 0
0 5.3189 0 0
0 0 0.0000 0
0 0 0 0.0000
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
V =
0.4042 0.7325 -0.4059 -0.3678
0.4650 0.2895 0.2671 0.7929
0.5257 -0.1536 0.6835 -0.4825
0.5865 -0.5967 -0.5447 0.0573
U =
0.108 -0.577 -0.756 -0.000 -0.019 0.091 0.050 -0.082 0.252 -0.033
0.149 -0.475 0.417 0.169 0.373 0.196 0.240 0.122 0.118 0.532
0.190 -0.373 0.262 -0.195 -0.201 -0.320 -0.299 -0.663 -0.199 0.063
0.231 -0.271 0.132 0.145 -0.579 -0.310 -0.129 0.619 -0.027 -0.014
0.272 -0.168 0.066 -0.415 0.584 -0.191 -0.166 0.308 -0.132 -0.450
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0.314 -0.066 0.151 -0.069 -0.239 0.828 -0.164 -0.019 -0.162 -0.266
0.355 0.035 0.034 -0.013 -0.133 -0.129 0.845 -0.147 -0.185 -0.257
0.396 0.137 -0.169 0.752 0.256 -0.093 -0.225 -0.096 -0.302 -0.049
0.437 0.239 0.159 0.035 -0.011 -0.074 -0.092 -0.134 0.823 -0.119
0.478 0.341 -0.293 -0.408 -0.031 0.002 -0.056 0.094 -0.183 0.595
D^+ =
0.0104 0 0 0
0 0.1880 0 0
0 0 0.0000 0
0 0 0 0.0000
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
A^+ =
-0.079 -0.064 -0.050 -0.036 -0.022 -0.007 0.006 0.020 0.034 0.049
-0.030 -0.025 -0.019 -0.013 -0.007 -0.002 0.003 0.009 0.015 0.020
0.017 0.014 0.011 0.009 0.006 0.003 0.000 -0.001 -0.004 -0.007
0.065 0.054 0.043 0.031 0.020 0.009 -0.001 -0.013 -0.024 -0.035
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x^+ =
1.8069
0.9958
0.1847
-0.6264
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Problema 3
m = 6 , n = 4 , posto(A) = 3
A =
12 28 4 8
12 28 4 8
0 16 4 0
0 16 4 0
8 4 0 0
8 4 0 0
b =
4
8
12
16
0
8
D =
50.4202 0 0 0
0 12.4072 0 0
0 0 4.8851 0
0 0 0 0.0000
0 0 0 0
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0 0 0 0
V =
0.3388 0.8914 -0.2767 0.1185
0.9076 -0.3376 -0.0777 -0.2369
0.1472 -0.2322 -0.1618 0.9478
0.1993 0.1937 0.9440 0.1777
U =
0.6280 0.1502 0.2882 -0.6836 -0.1279 -0.1279
0.6280 0.1502 0.2882 0.6836 0.1279 0.1279
0.2997 -0.5103 -0.3871 -0.1809 0.4834 0.4834
0.2997 -0.5103 -0.3871 0.1809 -0.4834 -0.4834
0.1258 0.4659 -0.5168 0.0000 0.5000 -0.5000
0.1258 0.4659 -0.5168 0.0000 -0.5000 0.5000
D^+ =
0.0198 0 0 0
0 0.0806 0 0
0 0 0.2047 0
0 0 0 0.0000
0 0 0 0
0 0 0 0
A^+ =
45
-0.0013 -0.0013 -0.0127 -0.0127 0.0636 0.0636
0.0026 0.0026 0.0254 0.0254 -0.0022 -0.0022
-0.0105 -0.0105 0.0232 0.0232 0.0088 0.0088
0.0605 0.0605 -0.0816 -0.0816 -0.0921 -0.0921
x^+ =
0.1368
0.7263
0.5947
-2.2947
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Concluso˜es
Em nosso trabalho, desenvolvemos um estudo sobre a Decomposic¸a˜o em Valo-
res Singulares, suas propriedades, aplicac¸o˜es e experieˆncias nume´ricas com o MATLAB.
Ficamos surpresos em conhecer um conceito ta˜o importante para a Matema´tica em si
mesma como para as aplicac¸o˜es poss´ıveis em outras a´reas.
Ressalta-se tambe´m a importaˆncia da elaborac¸a˜o do cap´ıtulo destinado a`s apli-
cac¸o˜es como um meio de constatac¸a˜o da teoria vista.
Por tratar-se um tema que depende sobremaneira do conceito de autovetores e
do Teorema Espectral, normalmente temas finais do curso de A´lgebra Linear, raramente
a decomposic¸a˜o SVD e´ vista no cursos de Licenciatura. Portanto, esse trabalho foi muito
importante para revisa˜o e estudos da parte ba´sica e necessa´ria dos assuntos relacionados.
Esses estudos, assim como o da pro´pria SVD, nos deram uma visa˜o muito mais otimista
da A´lgebra Linear, uma disciplina muito mais importante do que consideravamos ate´
enta˜o.
O texto foi constru´ıdo com uma linguagem leve para que a leitura e a transmissa˜o
dos conceitos fosse agrada´vel aos olhos dos alunos do curso que gostariam de aprofundar
seus conhecimentos po´s a graduac¸a˜o ou aos ”curiosos”que apreciam as diversas vertentes
da A´lgebra Linear.
Por fim, o presente trabalho foi muito importante como complementac¸a˜o da
minha formac¸a˜o, principamente pelo contato direto com o ambiente de processamento
nume´rico e computacional; e mais ainda para o reavivamento da vontade de continuar
buscando novos saberes.
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