




CO2 and N2 reduction reactions 



















Faculty of Industrial Engineering, Mechanical 
Engineering and Computer Science  






 CO2 and N2 reduction reactions 







Dissertation submitted in partial fulfillment of a 








Prof. Egill Skúlason 
Prof. Hannes Jónsson 




Prof. Anders Hellman 





Faculty of Industrial Engineering, Mechanical Engineering 
and Computer Sciences 
University of Iceland 




















Modeling electrochemical CO2 and N2 reduction reactions on transition metals and metal 
oxides. 
Dissertation submitted in partial fulfillment of a Philosophiae Doctor degree in Chemical 
Engineering  
 
Copyright © Ebrahim Tayyebi 2020 
All rights reserved 
 
Faculty of Industrial Engineering, Mechanical Engineering  
and Computer Sciences 
University of Iceland 









Ebrahim Tayyebi, 2020, Modeling electrochemical CO2 and N2 reduction reactions on 
transition metals and metal oxides, PhD dissertation, Faculty of Industrial Engineering, 
Mechanical Engineering and Computer Sciences,  
University of Iceland, 115 pp. 
 
Author ORCID: 0000-0002-9461-0410 
 
Printing: Háskólaprent, Fálkagata 2, 107 Reykjavík 




The main target of this thesis is to use density functional theory-based simulations to study 
electrochemical CO2 and N2 reductions by employing a recent theoretical model of an 
electrochemical solid-liquid interface. This model is used to investigate the kinetics of such 
reactions. However, initially, a simple thermochemical model is used to study 
electrochemical CO2 reduction reaction (CO2RR) on 12 transition metal oxides (TMOs). 
We utilize models of rutile oxide (110) surfaces to investigate trends and limitations of 
CO2RR on those TMOs. We construct scaling law based thermodynamic volcano relation 
for CO2RR. Accordingly, we propose guidelines for hydrogen and OH binding free energy 
range where low overpotentials and high selectivity are predicted for CO2RR using certain 
oxides. Therefore, this provides guidance to future development of oxide catalysts for 
CO2RR. 
To get more insight into CO2RR on TMOs more detailed calculations are required which 
take into account the kinetics involved of various possible branching paths and towards 
different products. Since such calculations are computationally demanding we focus on the 
RuO2(110) surface where most experiments have been reported. Ab initio molecular 
dynamic simulations at room temperature and total energy calculations are used to improve 
the model system and methodology for CO2RR on RuO2(110) by including both explicit 
solvation effects and calculate proton-electron transfer energy barriers to elucidate the 
reaction mechanism towards various products; methanol, methane, CO(g), formic acid, 
methanediol and hydrogen. A significant difference in energy barriers towards methane 
and methanol is observed. The formation and role of CO as a spectator species is justified. 
We conclude that hydrogen is the main product at the potential range of -0.2 V to -0.9 V 
which is in agreement with recent experimental results. The calculated overpotential for 
methanol formation is found to be around -1 V. Furthermore, the calculations show why 
RuO2 also catalyzes CO2RR towards formic acid and CO(g) in a trace amount, in 
agreement with experimental observations. 
Finally, the possibility of synthesizing ammonia electrochemically is explored. Density 
functional theory calculations are used to elucidate the mechanism of the nitrogen 
reduction reaction (NRR) in an electrochemical double layer on the Ru(0001) electrode. 
The first protonation step of N2 to NNH is found to be the potential limiting step in 
agreement with thermodynamic calculations and the additional proton-electron transfer 
barrier is neglectable. The optimal mechanism of NRR towards ammonia on Ru(0001) 
follows an associative mechanism where after the third proton−electron transfer, the N−N 
bond is broken in N−NH3, releasing the first NH3 molecule and leaving N adsorbed on the 
surface. We find that this detailed kinetic study using a realistic model of the 
electrochemical solid-liquid interface predicts quiet similar reaction pathway as previously 
reported using the simple thermochemical model. 
 
Útdráttur 
Meginmarkmið þessarar ritgerðar er notkun tölvureikninga sem byggja á þéttifellafræði við 
rannsóknir á rafefnafræðilegri afoxun á CO2 og N2. Stuðst er við nýlegt líkan af 
rafefnafræðilegum samskeytum rafskauts og rafvaka sem gerir okkur kleyft að rannsaka 
hreyfifræði fyrrnefndra afoxunarhvarfa. Fyrst er einfalt varmafræðilegt líkan notað við 
athuganir á rafefnaræðilegri CO2 afoxun á 12 hliðarmálma-oxíðum. Notast er við yfirborð 
rútíl kristalbyggingarinnar til að kanna fýsileika CO2 afoxunar á málmoxíða-hvötum. 
Skölun bindiorku mismunandi milliefna er reiknuð og notuð til þess að leggja fram viðmið 
fyrir bindifríorku vetnis og hýdroxíðs á hvötum sem sýna bæði góða virkni og sértækni við 
afoxun CO2. Þær niðurstöður má í framhaldinu nota við frekari þróun hvata fyrir 
rafefnafræðilega CO2 afoxun. 
Til að öðlast frekari innsýn á afoxunarhvarfi CO2 á hliðarmálmsoxíðum þarf að 
framkvæma nákvæmari reikninga. Slíkir reikningar krefjast mikils tölvutíma svo 
framkvæmd þeirra fyrir öll 12 hliðarmálmsoxíðin er ekki fýsileg fyrir eitt og sama 
doktorsverkefnið. Þar af leiðandi einbeittum við okkur að RuO2(110) yfirborði. Við 
framkvæmum hermanir sem byggja á grunnlögmálum náttúrunar til þess að spá fyrir um 
hreyfifræði sameinda við stofuhita, auk reikninga á heildarorku kerfisins, til þess að bæta 
bæði líkanið og aðferðafræðina sem notast hefur verið við hingað til. Þessir reikningar 
varpar ljósi á hvarfgang rafefnafræðilegrar CO2 afoxunar á RuO2 með því að kanna áhrif 
vatns á hvarfið auk þess sem rafefnafræðilegir virkjunarhólar eru reiknaðir. Hægt er að 
áætla hlutfallslegt magn mismunandi myndefna, svo sem metans, metnóls, CO(g), 
maurasýru, metandíóls og vetnis. Við finnum talsverðan mun á virkjunarhólum fyrir 
myndun metans og metanóls í samræmi við tilraunir sem hafa sýnt metanól myndun en 
ekki metan. Myndun og óbein áhrif CO sameindarinnar í CO2 afoxun er útskýrt. Einnig 
finnum við að vetni er meginmyndefnið fyrir álagða spennu á bilinu -0.2 V til -0.9 V, sem 
er í góðu samræmi við nýlegar tilraunir. Áætluð yfirspenna fyrir myndun metanóls er um -
1 V. Reikningarnir sýna auk þess hvers vegna RuO2 virkar sem hvati fyrir afoxun CO2 í 
maurasýru og CO(g) í snefilmagni, í samræmi við tilraunir. 
Loks athugum við rafefnafræðilega myndun ammoníaks á Ru yfirborði. Notast er við 
þéttnifellafræðireikninga til að varpa ljósi á hvarfgang niturafoxunar á mótum rafvaka og 
Ru(0001) rafskauts. Enginn virkjunarhóll annar en varmafræðilegur fannst fyrir fyrsta 
prótonu-rafeinda flutnings skrefið þar sem NNH millisameind myndast frá nitursameind, 
en við teljum þetta skref vera spennu takmarkandi fyrir afoxun niturs á Ru(0001) yfirborði. 
Hvarfgangurinn sem við spáum fyrir afoxun niturs á Ru(0001) er þar sem nitursamdeindin 
sundrast ekki strax heldur afoxast sameindin á yfirborðinu þangað til þrjú prótónu-rafeinda 
pör hafa bundist á ytra nituratómið. Þá sundrast N-NH3 tengið og myndar fyrstu NH3 
sameindina og nitur atóm verður eftir á yfirborðinu og afoxað að lokum í ammóníak. Hér 
finnum við að nákvæm rannókn á hraðafræði hvarfsins, þar sem notast er við 
rafefnafræðilegt rafskauts-vökva samskeyta líkan, spáir fyrir um svipaðan hvarfgang og 
áður hefur verið gert með einföldu varmafræðilegu líkani. 
 
 
Nobel-winning physicist Richard P. Feynman (May 11, 1918–February 15, 1988) was 
a champion of scientific culture, graphic novel hero, crusader for integrity, holder of the 
key to science, adviser of future generations, bongo player, no ordinary genius. 
Richard P. Feynman’s Famous Monologue on Knowledge and Mystery 
I have a friend who’s an artist and has sometimes taken a view which I don’t agree with 
very well. He’ll hold up a flower and say, “look how beautiful it is,” and I’ll agree. Then 
he says, “I as an artist can see how beautiful this is but you as a scientist take this all apart 
and it becomes a dull thing,” and I think that he’s kind of nutty. First of all, the beauty that 
he sees is available to other people and to me too, I believe… 
I can appreciate the beauty of a flower. At the same time, I see much more about the flower 
than he sees. I could imagine the cells in there, the complicated actions inside, which also 
have a beauty. I mean it’s not just beauty at this dimension, at one centimeter; there’s also 
beauty at smaller dimensions, the inner structure, also the processes. The fact that the 
colors in the flower evolved in order to attract insects to pollinate it is interesting; it means 
that insects can see the color. It adds a question: does this aesthetic sense also exist in the 
lower forms? Why is it aesthetic? All kinds of interesting questions which the science 
knowledge only adds to the excitement, the mystery and the awe of a flower. It only adds. I 
don’t understand how it subtracts. 
Video link: 
https://www.youtube.com/watch?v=cRmbwczTC6E 






This thesis is submitted in candidacy for a Ph.D. degree from the University of Iceland. 
The work has been conducted between August 2016 and July 2020 at Faculty of Industrial 
Engineering, Mechanical Engineering and Computer Sciences supervised by Prof. Egill 
Skúlason. 
 
Icelandic Research Fund (grant no. 196437-051, 152619-051), the Research Fund of the 
University of Iceland and the ‘Nordic Consortium for CO2 Conversion’ (NordForsk project 
no. 85378, http://site.uit.no/nordco2) financially supported the work.  
 





Table of Contents 
Útdráttur .............................................................................................................................. v 
Preface ................................................................................................................................ vii 
List of Figures ..................................................................................................................... xi 
List of Papers ..................................................................................................................... xii 
My contribution to the publications................................................................................ xiii 
Abbreviations and symbols ............................................................................................... xv 
Acknowledgements .......................................................................................................... xvii 
1 Introduction ..................................................................................................................... 1 
1.1 Carbon Dioxide Reduction Reactions ..................................................................... 1 
1.2 Nitrogen Reduction Reactions ................................................................................. 2 
1.3 Thesis Outline.......................................................................................................... 3 
2 Introduction to electrochemical operations .................................................................. 5 
2.1 Electrocatalysis ........................................................................................................ 6 
2.2 Faradaic and nonfaradaic process............................................................................ 6 
2.3 Nernst equation and equilibrium constant ............................................................... 7 
2.4 Capacitance and the charge of an electrode ............................................................ 8 
2.5 Electrical double layer ............................................................................................. 9 
3 Theory and Methodology ............................................................................................. 11 
3.1 Born-Oppenheimer approximation........................................................................ 11 
3.2 Density functional theory ...................................................................................... 12 
3.3 Hohenberg-Kohn theorems ................................................................................... 12 
3.4 Kohn-Sham scheme ............................................................................................... 14 
3.5 Approximate exchange-correlation functionals .................................................... 17 
3.6 Long range dispersion correction .......................................................................... 19 
3.7 Density functional theory for periodic systems ..................................................... 19 
3.8 Born-Oppenheimer molecular dynamics............................................................... 19 
3.9 Computational tools .............................................................................................. 20 
3.9.1 Free energy of molecules and reaction intermediates .................................. 20 
3.9.2 Quantum and thermal corrections to the ground-State potential energy ..... 20 
3.9.3 Computational hydrogen electrode model ................................................... 22 
3.9.4 Nudged elastic band method ........................................................................ 22 
3.9.5 The electrochemical solid-liquid interface (ESLI) model ........................... 23 
3.9.6 A brief comparison of different solid-liquid interfacial models .................. 24 
3.10 Concepts in catalysis ............................................................................................. 26 
3.10.1 Scaling relations ........................................................................................... 26 
3.10.2 Volcano relation in multistep reaction ......................................................... 26 
4 Summary of Papers ...................................................................................................... 29 
4.1 Paper I.................................................................................................................... 29 
x 
4.2 Paper II .................................................................................................................. 29 
4.3 Paper III ................................................................................................................. 29 
5 Conclusion and outlook ................................................................................................ 31 
5.1 Conclusion ............................................................................................................ 31 
5.2 Outlook .................................................................................................................. 31 
References .......................................................................................................................... 35 
Paper I ..................................................................................... Error! Bookmark not defined. 
Paper II .................................................................................... Error! Bookmark not defined. 
Paper III .................................................................................. Error! Bookmark not defined. 
 
xi 
List of Figures 
Figure 1. Two types of electrochemical cells: (a) a cell with two electrodes and 
shared electrolyte. (b) a cell with two separate compartments connected 
by a salt bridge. ................................................................................................... 5 
Figure 2. Electrical double layer. ψ indicates the potential profile across the double 
layer. ................................................................................................................... 9 
Figure 3. a) Side view and b) top view of water bilayer on Ru (0001) in the presence 
of one extra proton (-0.6 V applied potential). The extra proton is colored 
yellow. .............................................................................................................. 23 
Figure 4. Integral free energy of the protons in the double layer as a function of the 
applied potential obtained from the work function........................................... 24 
Figure 5. Scaling relation for CH3O vs OH. ........................................................................ 26 
Figure 6. Theoretical volcano for formation of formic acid from scaling relations. ........... 27 
Figure 7. A realistic model system proposed to simulate NRR on Ru electrode. ............... 32 
Figure 8.  Proposed flowchart of the multiscale simulation. ............................................... 33 
 
xii 
List of Papers 
I. Tayyebi, E.; Hussain, J.; Abghoui, Y.; Skúlason, E. Trends of Electrochemical CO2 
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In the present thesis, two of the most important reduction reactions are investigated, 
namely carbon dioxide reduction reactions (CO2RR) and nitrogen reduction reactions 
(NRR). The introduction is divided into two sections. The first section is focused on the 
history and reaction mechanism of the CO2RR. The second section introduces the NRR 
and its crucial role in ammonia synthesis. 
1.1 Carbon Dioxide Reduction Reactions 
The release of carbon dioxide and other greenhouse gases due to human activity is 
increasing global average surface air temperatures, disrupting weather patterns, and 
acidifying the ocean. Left unchecked, the continued growth of greenhouse gases could 
cause global average temperatures to increase by another 4℃ or more by 21001. The 
ultimate dream for a sustainable future is to be able to capture CO2 gas from both industrial 
sources and the atmosphere and convert it to particular hydrocarbons (HCAs) of choice, 
which can then be used as synthetic fuels or other carbon-based products2. A particularly 
appealing approach is to use CO2 as a reactant and a renewable energy source (such as 
geothermal, wind or solar energy) to make synthetic fuels or plastics. A plant operating in 
Iceland, Carbon Recycling International, is already commercially producing methanol 
using electricity and CO2 from a geothermal power plant
3. There, H2 is first produced by 
electrolysis of water and then reacted with CO2 to form methanol. The possibility of direct 
electroreduction of CO2 has been demonstrated in laboratory experiments. Such a one-step 
process could be more energy efficient and would facilitate small-scale, decentralized 
production of synthetic fuels4. 
The problem with electrochemical CO2 reduction reaction (CO2RR) to make synthetic 
fuels is that an energy-efficient and selective catalyst has not yet to be identified and made 
for this process. Cu is the only pure metal electrode tested so far for CO2RR to HCAs and 
alcohols with any significant yield, whereas other pure metal electrodes make only H2, CO 
or formate. However, Cu is neither selective (15 different HCAs products5) nor efficient 
(due to the large overpotential to reduce CO2 to HCAs) as a CO2RR catalyst which has 
thus far prevented a commercial application of direct CO2 electroreduction. Furthermore, 
methanol is only a minor product (less than 0.1%) for CO2RR on Cu, but methanol would 
be one of the most useful products to use as synthetic fuel.  
Transition metal oxide surfaces have been tested experimentally to catalyze CO2RR to 
formic acid and methanol with high yields (2-76%), depending on the applied potential and 
other reaction conditions, where the bulk of studies have focused on RuO2-based 
electrodes6–10. None of the experimental works report, methane, CO or methanediol 
detection, with one exception, where trace amounts of methane and CO were reported9.  
Recently, Mezzavilla et al11 revisited RuO2 experimentally and found the formation of  H2 
via the hydrogen evolution reaction (HER) to dominate other products, contradicting 
2 
previous experimental works6–10 where formic acid or methanol is observed to be the major 
product. Additionally, trace amount of formate and CO(g) were detected at high 
overpotentials. They also show that despite RuO2 not being an active catalyst for 
electrocatalytic conversion of CO2 to methanol it can bind both CO and CO2 to the surface. 
In this newly published experimental paper11, they almost tried to repeat all the old 
experimental ones6–10 and they could not detect any methanol as a product in the 
experiment under any condition. Here, we will try to demystify the current contradictions 
between TCM-CHE models and the published results from newly experimental paper11. 
We will also propose a possible explanation for why methanol has not been detected there. 
 
Water is directly involved in many chemical reactions to build and break down important 
components. Due to its rich chemical properties, water a key participates in numerous 
important reactions. The electrocatalytic CO2RR is one of the reactions where water as a 
solvent, plays an important role. In electrocatalytic reactions carried out in aqueous 
solutions, the binding strength, configurations and stability of adsorbates on the surface are 
affected by the presence of water. Therefore, taking its solvation impact on reactants, 
intermediates, and products into account is of high importance12–15. However, modeling 
solid-liquid interfaces using density functional theory (DFT) calculations is revealed to be 
complex and efficient functionals are required to describe the hydrogen bonding 
interactions16–19. Nevertheless, in order to explain the catalytic trends, rates, reaction 
pathways and mechanisms in reactions, some efficient and reasonable solid-liquid interface 
models have been developed 20–32. 
 
Electrochemical reduction of CO2 towards particular products such as hydrocarbons and 
alcohols crucially require coherent design of selective catalysts and the presence of water 
affects the reaction mechanism for the process. Accordingly, a complete description of the 
electrochemical solid-liquid interface is essential. Recently, such a model has been 
observed to be successful in predicting the experimental product distribution of CO2RR on 
metals as a function of applied potential20. However, while the thermochemical model 
(TCM) and computational hydrogen electrode (CHE) are unable to capture these trends, 
they do capture the overpotentials for CO2RR and other electrochemical reactions quite 
well33–35,24,36. This can be attributed to the better-known molecular structure of water on 
metals rather than their oxide counterparts (transition metal oxides, TMOs) and therefore 
realistic model systems have not completely been developed for TMOs. TMO surfaces 
have been shown to chemisorb water molecules strongly through their oxygen atoms on 
coordinately unsaturated site (CUS)13,14,37 whereas on metals the water molecules are 
physiosorbed onto the surface18–20,28,31. An experimental study on RuO2(110) surface using 
high resolution electron energy loss spectroscopy (HREELS) and thermal desorption 
spectroscopy (TDS)13 confirm the binding of oxygen atom of water on CUS sites and no 
water dissociation was observed on the perfect RuO2(110) surface where as its dissociation 
occurs in small amount on some vacant Ru bridge sites.  
1.2 Nitrogen Reduction Reactions 
Recently ammonia has received numerous attentions as a fertilizer for food supply for an 
ever-growing global population which has been always one of the most serious challenges 
for mankind. Today, Fertilizers are playing an imperative role in the process of food 
production. The synthesis of ammonia (NH3) is also the key factor in the processes that 
3 
convert fertilizer to food. At present, industrial NH3 synthesis is dominated by the Haber-
Bosch process, in which NH3 is formed based on the chemical reaction between N2 and 
H2. In this process, nitrogen and hydrogen gas molecules are heated to 430 °C, pressurized 
to 150 bar and passed over either Fe or Ru surface to catalyze the overall reaction38. 
𝑁2(𝑔) + 3𝐻2(𝑔) → 2𝑁𝐻3(𝑔) 
 
The H2 (g) is also at the cost of excessive fossil fuels consumption, accompanied with large 
CO2 emission. Today, most industrial process for ammonia production lead to 1% of 
global annual CO2 emissions which is more than any other industrial chemical-making 
reactions. Therefore, Chemists and chemical engineers across the globe are trying to make 
ammonia synthesis sustainable. Recent theoretical works have opened up new windows for 
production of ammonia at ambient conditions. In this process which is mimicking a 
biological version of ammonia production in nature39, NH3 is produced from solvated 
protons, electrons and atmospheric nitrogen but at ambient conditions. In this process, 
transition metals (TMs)31,40,41, transition metal nitrides (TMNs)42,43, and transition metal 
oxides (TMOs)44 as an electrode catalyst have crucial roles. In other word, the protons 
come from a proton-donor containing solution (mainly water) and the electrons are driven 
to the electrode surface (catalyst) by an applied electric potential. 
Recently, Ru has been tested experimentally by Andersen et al.45 and Yao et al.46. They 
reported low reaction rates and current efficiency for NRR in aqueous solutions, in 
agreement with previous DFT calculations40. In the work conducted by Andersen et al. the 
ammonia concentration was reported to be around 10 ppb with a substantially low current 
efficiency slightly above 0.001% at -1.5 V vs. RHE, with almost all the current used for H2 
formation45. Yao et al. also performed NRR in 0.1 M HClO4 solution. The aim of that 
study was to gain more insight into the NRR mechanism on a Ru catalyst by using 
powerful surface-enhanced infrared absorption spectroscopy (SEIRAS).46 From the 
SEIRAS measurements, N2, NNH, NHNH and NH2 were identified as intermediates on the 
surface. 
 
Ru has been chosen among available metal catalysts since it is one of the metals having the 
lowest thermochemical barrier for NRR, despite the fact that HER will dominate on that 
surface40. Moreover, the water structure on Ru (0001) flat surface is relatively well-
understood47,48 and many available experiments have been carried out on. 
1.3 Thesis Outline 
In this thesis we use TCM-CHE approach to obtain trends for CO2RR on 12 different TMO 
surfaces in their rutile structure. We use scaling relations to construct “activity” volcano-
plots to estimate the overpotential for each of the rutile oxides. Then we utilize a more 
detail model to elucidate the reaction mechanism for CO2RR on RuO2(110) towards 
several products such as formic acid, CO, methanediol, methanol, methane and as well as 
H2 evolution. 
 
Finally, we use a novel theoretical model (the electrochemical solid-liquid interface, ESLI, 
model) to gain further insight into the mechanism of the electrochemical NRR on Ru 
(0001). The NRR is a complex reaction and there are experimental limitations to identify 
4 
reaction intermediates, limiting steps and optimal reaction pathway on the Ru (0001) 
electrode. Therefore, DFT calculations are used to determine the reaction mechanism. 
Here, we try to explicitly calculate the elementary reaction barriers of NRR on Ru (0001) 
at -0.6 V applied potential. Finally, we investigate whether any substantial additional 
barriers exist for NRR on Ru or if the thermodynamics of intermediates is sufficient in 







2 Introduction to electrochemical 
operations 
By carefully controlled chemical reactions, electrical work can be obtained, but not for the 
reactions proceeding spontaneously. For example, the reaction to form hydrogen chloride 
in aqueous solution in the standard state of pure gases of hydrogen and chlorine at 1 bar 







𝐶𝑙2(𝑔) = 𝐻𝐶𝑙(𝑎𝑞) (1) 
 
has a Gibbs energy change of -13.12 𝑘𝐽 𝑚𝑜𝑙 𝐻𝐶𝑙⁄ . Therefore, the reaction can occur 
spontaneously; however, this will produce no useful work. An alternative way is to run the 
reaction in an electrolytic cell. Then hydrogen and chlorine gases are fed into separate 
electrodes, and by applying an external voltage, the electromotive force (EMF) or voltage 
produced is almost balanced. Therefore, the reaction will occur at a very slow rate, and 
electrical work can be obtained from the cell. This is a process in which chemical energy is 
directly converted to electrical energy. Electrochemical processes occur in batteries, fuel 
cells, electrolysis, electrolytic plating, and corrosion (generally an undesirable process). 
Electrochemical processes can be utilized to generate electricity, to recover metals from 
solution, and to measure the thermodynamic properties of electrolyte solutions. An 
electrochemical cell is a tool used to study electrochemical reactions. The cell consists of 
two electrodes (metallic conductors) in electrolytes that are usually liquids containing salts 
but may be solids, as in solid-state batteries. As shown in Figure l (a), the two electrodes 
may be in the same electrolyte, or each electrode may be in a separate compartment with 
its own electrolyte, as in Figure l (b). In this case, the two compartments are connected by 
a salt bridge, an electrolyte that completes the electrical circuit. A third alternative type that 




Figure 1. Two types of electrochemical cells: (a) a cell with two electrodes and shared electrolyte. (b) a cell 
with two separate compartments connected by a salt bridge. 
 
The term galvanic cell is used to illustrate when electricity is produced by the chemical 
reaction that occurs spontaneously and the two electrodes are connected through a 
potentiometer or electrical resistance; it is considered to be a fuel cell if the reagents are 
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continually supplied to the cell. Batteries are galvanic cells. When an electrochemical cell 
operated in the reverse is referred to as an electrolytic cell. More precisely, an external 
voltage is used to cause a nonspontaneous reaction to occur, as in the electrolysis of water. 
An automobile battery and other storage batteries are considered to be galvanic cells since 
they are supplying electricity and electrolytic cells when they are being recharged. 
Electrochemica1 cells can be analyzed thermodynamically in several ways. One is for 
when to compute the work, or equivalently the voltage, that can be produced by a galvanic 
cell. Alternatively, in order to determine the equilibrium constant of the reaction taking 
place within the cell, one can use the measured cell voltages. Finally, the third application 
of electrochemical cells is to measure the thermodynamic activity or activity coefficients of 
the ions in electrolyte solutions. 
 
In electrochemical cells, oxidation and reduction reactions: or redox reactions are 
occurring simultaneously. More precisely, at one electrode, the anode, a reduced species is 
oxidized and releasing electrons, while at the other electrode, the cathode, an oxidized 
species is reduced and absorbs electrons. Therefore, it is common to consider an 
electrochemical cell consisting of two half-cells (one containing the anode and the other 
one containing the cathode) and to describe the processes in terms of half-cell reactions49. 
2.1 Electrocatalysis 
In chemistry, a substance that can change the rate of chemical reactions without any 
chemical change is defined as a catalyst. This definition can be directly applied to 
electrocatalysis. An electrode material that interacts with some certain species during a 
Faradaic reaction but remains unaltered is called an electrocatalyst. Since in 
electrocatalysis, the reactions take place on the surfaces of catalysts and catalyst is not a 
part of the reaction medium, electrode reactions are heterogeneous, so electrocatalysts are 
usually heterogeneous catalysts. There also exist adsorption/desorption steps on the 
surfaces of electrocatalysts.  
To compare the catalytic activity of different electrode materials, one way is to compare 
the current density at a constant overpotential or measure the overpotential at a constant 
current density. Therefore, a good electrocatalyst should show high current density at low 
overpotential. 
2.2 Faradaic and nonfaradaic process 
In electrocatalysis, two types of processes occur at electrodes, namely faradaic and 
nonfaradaic reactions. The faradaic reaction is for when the charges (e.g., electrons) are 
transferred across the metal solution interface, and electron transfer causes oxidation or 
reduction to occur. Such reactions are governed by Faraday's law of electrolysis (i.e., the 
amount of chemical reaction caused by the flow of current is proportional to the amount of 
electricity passed). Hence, charge transfer electrodes are electrodes at which faradaic 
processes occur. At some certain potential a given electrode solution interface will show no 
charge transfer reactions and due to this, such reactions are thermodynamically or 
kinetically unfavorable. However, adsorption and desorption processes can change the 
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structure of the electrode solution interface with changing potential or solution 
composition. Such processes are called nonfaradaic processes. Although charge does not 
cross the interface, external currents can flow (at least transiently) when the potential, 
electrode area, or solution composition changes50. 
2.3 Nernst equation and equilibrium constant 
It has been known that for any process occurring at constant temperature and pressure the 
maximum work that can be gained is equal to the change in Gibbs energy of the process, 
that is, 
 
Wmax = ∆G (2) 
 
This maximum work is obtained if the process is reversible, e.g., no resistive heating as a 
result of the current flow. This indicates that the rate of reaction is very slow, and 
accordingly, the produced electrical potential is balanced by an external potential so that 
the current flow is infinitesimal. This electrical potential produced by the cell is called the 
zero-current cell potential and specified by 𝐸. The work done by the electrical cell 𝑊𝑒𝑙𝑒𝑐 in 
moving 𝑛 moles of electrons across a potential difference of 𝐸 is 
 
Welec = −nFE (3) 
 
where 𝐹 = 96485 𝐶 𝑚𝑜𝑙⁄  is the Faraday constant, and n is the number of electrons 
transferd in the cell reaction. If the cell potential is positive, the negative sign shows that 
work is done by the cell on the surroundings. [Also, for later reference, at 25℃, the 
quantity 𝑅𝑇 𝐹⁄  is equal to 25.7 𝑚𝑉.] Consequently, we have 
 




∆G = −nFE   (5) 
 





(aq) + ν2M2(s) + ν1M1(s) + ν2+M2+
z1
+
(aq) = 0 (6) 
 




= 0 (7) 
 
For example, the reaction 
 
Cu2+(aq) + Zn(s) → Cu(s) + Zn2+(aq) (8) 
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will be written as 𝑍𝑛2+(𝑎𝑞) + 𝐶𝑢(𝑠) − 𝐶𝑢2+(𝑎𝑞) − 𝑍𝑛(𝑠) = 0, so that 𝜐𝑍𝑛2+ = 1, 𝜈𝐶𝑢 =
1, 𝜈𝐶𝑢 = −1, and 𝜐𝐶𝑢2+ = −1. Also, we can write the Gibbs energy of any species as 
 












0) + RTlnai(T, P, x) (9) 
 
where 𝑃0 and 𝑥𝑖








0) and 𝑎𝑖 are the standard-state fugacity, Gibbs energy, and activity of species 
𝑖, respectively. Combining equations (5), (7), and (9), we obtain 
 
𝛥rxnG = 𝛥rxnG
0 + RTln ∏ ai
νi
i





where 𝐸0 is the-zero-current cell potential if the ions are in their standard states. 𝐸 is also 
the actual (measurable) zero-current cell potential with the ions at the concentration of the 






= lnKa (11) 
 







This equation shows how to compute the chemical equilibrium constant from measured 
standard-state electrochemical cell potentials (usually referred to as standard cell 
potentials). The standard potential of an electrochemical cell is obtained by combining the 
two relevant half-cell potentials49. 
2.4 Capacitance and the charge of an electrode 
The interface between a conductive electrode and an adjacent solution has been shown 
experimentally to behave like a capacitor, and a model of the interfacial region somewhat 
resembling a capacitor can be given. At a given potential, the double layer is created, and 
this cause a charge imbalance across the interface which must be neutralized by 
rearrangement of charge species. Accordingly, 𝑞𝑀 indicates charge on the electrode and 
charge in the solution is shown by 𝑞𝑠. The charge on the metal, 𝑞𝑀, is made up of an 
excess or deficiency of electrons and resides in a very thin layer (< 0.1 Å) on the metal 
surface while the charge in solution, 𝑞𝑠, represents an excess of either cations or anions in 
the vicinity of the electrode surface. The charge on the metal is negative or positive with 
respect to the solution depends on the potential across the interface and the composition of 
the solution. The term charge density is defined often to illustrate the amount of charge 
divided by the electrode area, such as, (𝜎𝑀 = 𝑞
𝑀 𝐴⁄ , usually given in 𝜇𝐶 𝑐𝑚2⁄ ). The whole 
array of charged species and oriented dipoles existing at the metal solution interface is 
referred to the electrical double layer. At a certain potential, the electrode solution interface 
is characterized by a double layer capacitance, 𝐶𝑑, typically in the range of 10 to 40 
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𝜇𝐹 𝑐𝑚2⁄ . However, unlike real capacitors, whose capacitances are independent of the 
voltage across them, 𝐶𝑑 is often a function of potential
50.  
2.5 Electrical double layer 
The solution side of the double layer is usually made up of several "layers." The one which 
is close to the electrode (the inner layer) contains solvent molecules and sometimes other 
species (ions or molecules) that are said to be specifically adsorbed (Figure 2). This inner 
layer is sometimes referred to the compact, Helmholtz, or Stern layer. The position of the 
electrical centers of the specifically adsorbed ions is referred to the inner Helmholtz plane 
(IHP), which is located at the distance of 𝑥1 from the surface. The total charge density 
from specifically attracted ions into the electrode surface is 𝜎𝑖(𝜇𝐶 𝑐𝑚2⁄ ). Solvated ions 
can approach the metal only to a distance of 𝑥2 which is called the outer Helmholtz plane 
(OHP). The charged metal interacts with the solvated ions only through long-range 
electrostatic forces; therefore, their interaction is fundamentally independent of the 
chemical properties of the ions. These ions are considered to be nonspecifically adsorbed. 
These ions are also assumed to move in solution and so the electrostatic interactions are in 
competition with Brownian motion. The result is still a region close to the electrode 
surface containing an excess of one type of ion but now the potential drop occurs over the 
region called the diffuse layer. The excess charge density in the diffuse layer is 𝜎𝑑 , hence 
the total excess charge density on the electrolyte side of the double layer, 𝜎𝑠, is then given 
by  
 
𝜎𝑠 = 𝜎𝑖 + 𝜎𝑑 = −𝜎𝑀 (13) 
 
The thickness of the diffuse layer can vary depends on the total ionic concentration in the 
solution; for example if the concentrations of ions is greater than 10−2𝑀 a thickness of less 
than ~100Å is expected. The potential profile across the double layer region is shown in 













3 Theory and Methodology 
“It doesn't matter how beautiful your theory is, it doesn't matter how smart you are. If it 
doesn't agree with experiment, it's wrong.” 
 
― Richard P. Feynman 
 
In the current thesis Kohn-Sham DFT51 has been utilized to determine the static geometry 
optimization and ab initio molecular dynamic simulations, using the Vienna Ab initio 
Simulation Package (VASP)52,53 and the freely available program package 
CP2K/Quickstep54,55. The density functional implementation in Quickstep is based on a 
hybrid gaussian plain wave (GPW) scheme while VASP uses a plain-wave expansion of 
the wave function and project-augmented wave representation of the ionic cores.  
Recent developments in computational catalysis have been linked the catalyst performance 
to the energetics of reaction intermediate, binding to the catalyst surface and as well as the 
kinetics of elementary reaction steps. The physics-based models used for this PhD project 
to understand those reaction intermediates and reactions rates at atomic scale, rely on 
tremendous development of DFT computational methods. Here we mention some basic 
concepts in density functional theory and computational electrocatalysis briefly. Activity 
of chemical reactions on catalyst surfaces are linked to the adsorption strength of reaction 
intermediates, which in turn depends on the electronic structure of the catalyst surface. The 
catalyst electronic structure can be described by using computational methods, utilizing the 
theory of quantum mechanics. The reaction thermodynamics and kinetics can be predicted 
from ab-initio simulations if one can calculate the total energy of catalyst with reaction 
intermediates. DFT has helped us during the last two decades to gain more insight into 
chemical reactions on surfaces56. It is possible to evaluate the complete thermodynamic 
and kinetics for chemical reactions based solely on DFT calculations. 
3.1 Born-Oppenheimer approximation 
The Born-Oppenheimer approximation is one of the basic concepts in quantum chemistry. 
This approximation allows the motion of the nuclei and the motion of the electrons to be 
distinguished. In describing the electrons in a molecule the Born-Oppenheimer 
approximation neglects the motion of the atomic nuclei. This approximation uses the fact 
that the mass of an atomic nucleus in a molecule is much larger than the mass of an 
electron (more than 1000 times). This large difference in mass causes the motion of nuclei 
to be much slower than of the electrons. We use this approximation throughout the thesis. 
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3.2 Density functional theory 
The prediction of ground state properties for a system of 𝑁 interacting electrons exposed to 
an external local potential 𝑉(𝑟) is one of the central problems in theoretical chemistry. In 
order to achieve this one requires to solve the Schrodinger equation for the ground state 
wave function |Ψ(𝑟1, … , 𝑟𝑛)⟩ of the electronic system. 
 


















Here, 𝐻 is the Hamiltonian operator, 𝑇 is operator for the kinetic energy, 𝑉𝑒𝑒 is the 
Coulomb interaction and 𝑉 is an external potential. The energy of the system is indicated 
by 𝐸 and the index 𝑖 labels the individual electrons. Equation (1) shows a differential 
equation of second order and the number of independent variables is 3𝑁 and this illustrate 
that the solution of this problem is an extremely difficult task. In fact, when 𝑁 = 1 one can 
find the exact analytical solution for this equation. 
 
The Ritz variational principle is an alternative method to specify the ground state wave 
function |Ψ⟩ and in order to obtain the ground state wave function the expectation value of 




⟨Ψ|Η|Ψ⟩ = ⟨Ψ|𝑇 + 𝑉𝑒𝑒 + 𝑉|Ψ⟩ (2) 
 
Here, the notation “ Ψ → 𝑁” illustrates a search over all allowed, normalizable and 
antisymmetric 𝑁-electron wave functions. In practice, the application of this variational 
principle leads to no simplification of the problem itself. A possibility to avoid these 
problems is the strategy to focus on the electronic ground state density 
𝜌(𝑟) = 𝑁 ∫ 𝑑𝜎𝑑𝑋2 … 𝑑𝑋𝑁|Ψ(𝑟, 𝜎, 𝑋2, … , 𝑋𝑁)|
2 (3) 
as the crucial parameter of the many-particle problem. The quantity 𝑋𝑖 = (𝑟𝑖, 𝜎𝑖) now 
introduces an additional spin variable 𝜎. Using this approach, one can skip redundant 
information stored in the 𝑁-particle wave function and utilize the fact that 𝜌(𝑟) entirely 
depends on the three spatial variables 𝑟 = (𝑋, 𝑌, 𝑍), which is obviously a remarkable 
simplification of this problem57. 
3.3 Hohenberg-Kohn theorems 
The main idea of the first Hohenberg and Kohn58 was the fact that the electronic density of 
a physical system suffices to determine all of its properties. Therefore, this legitimizes the 
use of the electron density as the basic variable. 
 
Hohenberg-Kohn Theorem 1: The first Hohenberg-Kohn theorem states that apart from 
an additive constant the external potential 𝑉(𝑟) can be determined by the electronic ground 
state density 𝜌(𝑟). As a consequence, the density 𝜌(𝑟) uniquely specifies the 
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corresponding Hamiltonian operator as well as the ground state wave function |Ψ[𝜌]⟩ and 
all electronic properties of the underlying system. Consequently, the kinetic energy and the 
electron-electron interaction energy can be determined using the density. For a system of 
electrons subjected to an external potential 𝑉(𝑟) the functional for the total energy results 
in the expression 
 
𝐸[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] + ∫ 𝑑𝑟𝑉(𝑟)𝜌(𝑟) ≡ 𝐹[𝜌] + ∫ 𝑑𝑟𝑉(𝑟)𝜌(𝑟) (4) 
 
with the HK-functional 𝑭[𝝆] defined to 
 
𝐹[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] = ⟨Ψ[𝜌]|𝑇 + 𝑉𝑒𝑒|Ψ[𝜌]⟩ (5) 
 
By definition the electron-electron term can be separated in two terms 
𝑉𝑒𝑒[𝜌] ≡ 𝑈[𝜌] + 𝐸𝑥𝑐[𝜌] (6) 
 









and the functional 𝐸𝑥𝑐[𝝆] indicating the nonclassical term to the electron-electron 
interaction. 𝐸𝑥𝑐[𝝆] includes quantum mechanical exchange and as well as a correction for 
the self-interaction, and all correlation effects. It should be noted that all intrinsic 
properties of the electronic system are completely absorbed in the Hohenberg-Kohn 
functional 𝐹[𝝆]. 
 
Hohenberg-Kohn Theorem 2: The second Hohenberg-Kohn theorem states that the 
functional 𝑬[𝝆] of the total energy satisfies a variational principle with respect to the 
density, more precisely the total energy 𝑬[𝝆] reaches its minimal value 𝐸0 for the correct 




𝐸[𝜌] = 𝐸[𝜌0] (8) 
 
The notation “𝜌 → 𝑁” hereby indicates a variation over all ground state densities of 
arbitrary 𝑁-electron systems. 
 
The first Hohenberg-Kohn Theorem shows that for any arbitrary density 𝜌(𝑟) there should 
exist an external potential of 𝑉(𝑟), which is then called 𝑉-representable. Since it is 
possible to construct densities that cannot be related to a corresponding external potential 
𝑉(𝑟), this implication clearly brings us to formal problems, which can however be fixed by 
using a more general formulation of the Hohenberg-Kohn Theorem called “constrained”-
search formulation57. 
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3.4 Kohn-Sham scheme 
The essential intuition of Kohn-Sham (KS) picture is to map the real interacting system of 
electrons to a fictious system of noninteracting electrons which yields exactly the same 
ground state density and ground state energy as the realistic system would do. By doing so, 
the electrons then behave like uncharged particles and do not interact with each other 
through the Coulomb repulsion. More precisely, each of the electrons is subjected to a field 
averaged over all other electrons which introduces the KS method as a mean-field theory. 
 
The KS wave function Φ[𝜌] of the KS system is defined as the wave function that 





This yields the functional 𝑻𝑺[𝝆] of the kinetic energy of the KS system. By defining the 
exchange energy 
 
𝐸𝑥[𝜌] = ⟨Φ[𝜌]|𝑉𝑒𝑒|Φ[𝜌]⟩ − 𝑈[𝜌0] (9) 
 
and the correlation energy 
𝐸𝑐[𝜌] = ⟨Ψ[𝜌]|𝑇 + 𝑉𝑒𝑒|Ψ[𝜌]⟩ − ⟨Φ[𝜌]|𝑇 + 𝑉𝑒𝑒|Φ[𝜌]⟩ (10) 
 
the total energy can then be expressed as 




The exchange-correlation functional 
𝐸𝑥𝑐[𝜌] = 𝐸𝑥[𝜌] + 𝐸𝑐[𝜌] (12) 
 
contains the difference of the kinetic energies and the difference of the expectation values 
of the electron-electron interaction of the two systems and reads 
 
𝐸𝑥𝑐[𝜌] = 𝑇[𝜌] − 𝑇𝑆[𝜌] + 𝑉𝑒𝑒[𝜌] − 𝑈[𝜌] (13) 
 
Here the problem reformulates in a way that the main part of the energy is treated in an 
exact manner and all other unknown contributions are included in the exchange-correlation 
functional 𝐸𝑥𝑐. This conceptual feature is one of the main advantages of KS-DFT. 
Moreover, one has to perceive the fact that up to now, the original problem of solving the 
many-body Schrodinger equation (1) has only been transformed onto the problem of 




The variation of the total energy reads 
 
𝛿 [𝐸[𝜌] − 𝜇 (∫ 𝑑𝑟𝜌(𝑟) − 𝑁)] = 0 
(14) 
 
Where the Lagrange parameter μ comes from the constraint of constant particle number 𝑁. 
Varying the expression of the total energy (14) with respect to the density gives the Euler-














+ 𝑉(𝑟) (15) 
 
Defining the KS potential as 
 






= 𝑉(𝑟) + 𝑉𝐻(𝑟) + 𝑉𝑥𝑐(𝑟) (16) 
 





+ 𝑉𝑠(𝑟) (17) 
 
with the conventional Hartree potential 
 













Since the functional 𝑻𝑺[𝝆] is not known explicitly, solving the Euler-Lagrange equation is 
not possible in practice. In order to solve the problem Kohn and Sham originally 











] = 0 (20) 
 
with the Lagrange multipliers 𝝐𝒋𝒌 showing a constraint of orthonormality of the orbitals. 










Where 𝑉𝑠 representing the potential in equation (21). Needless to say, the Hamiltonian 
Η𝑠(𝑟) is Hermitian, which then furthermore holds for the matrix 𝜖𝑖𝑗. This can be 
diagonalized using a unitary transformation, which keeps the associated physical 





∇2 + 𝑉(𝑟) + 𝑉𝑠(𝑟) + 𝑉𝑥𝑐(𝑟)] 𝜙𝑖(𝑟) = 𝜖𝑖𝜙𝑖(𝑟) (22) 
 
In this equation, KS orbitals 𝜙𝑖indicates a set of decoupled equations for the typical form 
of a Hamiltonian characterizing a system of noninteracting electrons. For such a 






𝑑𝑒𝑡[𝜙1, 𝜙2, … , 𝜙𝑛], (23) 
 
In this equation the KS orbitals 𝜙𝑖are determined by the one-particle equations (22). Using 








and this equivalent to the density of the interacting system 𝜌0. In the framework of 
variational principle, the KS wave function of equation (23) can equivalently be defined as 






This leads to the kinetic energy functional of the noninteracting system having the real 
ground state density 𝜌0. 
 
All potentials in (22), and especially the exchange-correlation potential, depend only on the 
spatial variable 𝑟, therefore they are multiplicative. This fact opposed to the equations 
underlying e.g. the Hartree-Fock (HF) approximation with their nonlocal exchange term. 
 
The total energy can explicitly be written as 
 













+ ∫ 𝑑𝑟𝑉(𝑟)𝜌(𝑟) 
(26) 
 
here the orbitals are implicitly density dependent. Hence, the energy within the KS 
formalism rely on both, density and orbitals. The KS Hamiltonian operator within the KS 
equation depends on the density, which in turn results from the orbitals. Thus, the system 
of KS equations (22) need to be solved in a self-consistent way. 
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One should realize that in order to solve exactly the many-particle Schrodinger equation 
knowing the exchange-correlation functional 𝑬𝒙𝒄[𝝆] (12) is imperative. Therefore, the 
complexity of the underlying problem has been transferred in a very complex, nonlocal 
dependence of the KS potential on the density. In practical calculations people always use 
some approximation for the exchange-correlation functional. Finding simple systematic 
methods for constructing such energy functionals is almost impossible but one can separate 
the exchange from the correlation part as follow 
 
𝐸𝑥𝑐[𝜌] = 𝐸𝑥[𝜌] + 𝐸𝑐[𝜌] (27) 
 











In DFT the exchange energy functional is defined by the relation 
 
𝐸𝑥















Where the Slater determinant |Φ⟩ represents the ground state of the KS system. In equation 
(29) the expectation value of the electron-electron interaction of the KS state represented 
by the term ⟨Φ[𝜌]|𝑉𝑒𝑒|Φ[𝜌]⟩. Comparison of equation (29) with equation (13) shows that 
the difference between the true electron-electron interaction energy and the expectation 
value ⟨Φ[𝜌]|𝑉𝑒𝑒|Φ[𝜌]⟩ is absorbed in the correlation energy, which also contains the 
kinetic energy differences of the real and the KS-noninteracting electronic systems. The 
correlation energy can then be written as57 
 
𝐸𝑐[𝜌] = 𝑇 − 𝑇𝑠(𝑟) + 𝑉𝑒𝑒(𝑟) − ⟨Φ[𝜌]|𝑉𝑒𝑒|Φ[𝜌]⟩ (30) 
 
3.5 Approximate exchange-correlation functionals 
It is clear that the quality and reliability of the KS formalism itself is mainly influenced by 
the exchange-correlation functional and therefore gives no practical method at hand. In 
order to be able to solve the corresponding KS equations, the exchange-correlation 
functional needs to be approximated. For historical reasons, the simplest approximation is 
to assume that the density behaves locally, and this refers to the local density 
approximation (LDA), which lies at the roots of DFT and the KS-formalism and has been 
proposed by Kohn and Sham themselves. 
The most successful approach for the LDA is the homogeneous electron gas, i.e. a system 
of 𝑁 interacting electrons moving into a volume 𝑉. To ensure electrical neutrality, the 
background is considered to be positively charged. Then, 𝑁 and 𝑉 approach infinity in the 
manner that the electron density 𝜌 = 𝑁 𝑉⁄  reaches a constant value, which is the same for 
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each spatial point 𝑟. Within the LDA, inhomogeneous systems such as an atom, molecule 
or solid is then treated as a homogeneous system at each spatial point 𝑟 with the associated 
exchange and correlation energy per electron 𝜖𝑥𝑐
𝐿𝐷𝐴(𝜌(𝑟)) at each point 𝑟. Therefore, the 
LDA approximation is well applicable to systems which the density varying slowly, but 
formally it is not suitable for highly inhomogeneous systems. In fact, the LDA is mostly 
employed in solid state physics and it has no comparable impact in computational 
chemistry that atoms and molecules treat by a more rapidly varying density. Since the 
homogeneous electron gas is completely determined by the value of its density, the 
exchange correlation energy within the LDA approximation is gained by integrating the 
parameter 𝜖𝑥𝑐
𝐿𝐷𝐴(𝜌(𝑟)) weighted with the local density 𝜌(𝑟) at each point in space. 
 
𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌] = ∫ 𝑑𝑟𝜌(𝑟)𝜖𝑥𝑐
𝐿𝐷𝐴(𝜌(𝑟)) (31) 
 
In order to obtain more accuracy, the next step in treating inhomogeneous systems is to 
include the gradient of the density in the exchange-correlation functional. By applying this, 
one hopes to constitute the nonhomogeneity of the true electron density. General gradient 




𝐺𝐺𝐴[𝜌] = ∫ 𝑑𝑟𝑓𝑥𝑐
𝐺𝐺𝐴 ((𝜌(𝑟)), (∇𝜌(𝑟))) (32) 
 
which explicitly contains the density gradient ∇𝜌(𝑟). Again, the exchange and correlation 







In most cases the GGA functionals for the exchange part can be written in the form 
 
𝐸𝑥
𝐺𝐺𝐴[𝜌] = ∫ 𝑑𝑟𝜌(𝑟)𝜖𝑥
𝐿𝐷𝐴(𝜌(𝑟))𝐹(𝑆) (34) 
 







and a scaling function 𝐹 that can have a pretty complicated form in practice. The quantity 





Optimized flavors for GGA functionals have been developed like PBE59,60 and BEEF61 for 
good accuracy in atomistic catalysis process simulation. BEEF functional along with vdW-
DF2 nonlocal correlation energy and potential function have been used throughout this 
work. Often non-local interactions like hydrogen bonding are key to the behavior of 
molecular systems like large adsorbate on catalysts surface. Such interactions can be 
captured by special exchange correlation functional like vdW-DF2. 
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3.6 Long range dispersion correction 
In both HF and DFT methods, the proper description of noncovalent interactions which 
requires the inclusion of long-range electron correlation effects are missing. In particular, 
the presence of the weak London forces is imperative due to their attractive and ubiquitous 
nature. They play an important role in many phenomena such as the crystal packing of 
molecular solids and the physisorption of molecules on surfaces or in microporous 
materials. In order to include the missing dispersion energy in DFT one way is to augment 
the total energy as computed for a given density functional approximated method with a 
dispersion term: 
 
𝐸𝐷𝐹𝑇−𝐷 = 𝐸𝐷𝐹𝑇 + 𝐸𝐷𝑖𝑠𝑝 (36) 
 
Using a simple pairwise (i.e. 2-body) correction seems to be an efficient and cost-effective 
approach to include the long-range dispersion energy through the asymptotic series: 
 








Among different proposals, the semiclassical D262 and the more recent D363 Grimme's 
dispersion corrections are the most widely used. 
3.7 Density functional theory for periodic systems 
The pseudopotential approach in combination with a plane wave basis set has turned out to 
be a widespread technique for performing DFT calculations for periodic systems. The 
pseudopotential method uses the fact that the core electrons are more or less chemically 
inert and valence electrons are responsible for the chemical properties of atoms and the 
solid states. Within the pseudopotential in practice the one particle equations (22) must be 
explicitly solved only for the valence states. 
 
The decision to choose a plane wave basis set for the treatment of periodic systems is quite 
natural, because the corresponding representation of orbitals is then done by usual Fourier 
series that are the common mathematical objects for describing periodic functions57.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                          
3.8 Born-Oppenheimer molecular dynamics 
Born-Oppenheimer approximation is an approach in which nuclear positions are 
considered to be fixed at an instant of time while the electronic structure in molecular 
dynamics simulations consists in straightforwardly solving the static electronic structure 
problem in each molecular dynamic step. Therefore, the electronic structure part is solved 
using a time-independent quantum problem, e.g. by solving the time-independent, 
stationary Schrodinger equation, simultaneously to propagating the nuclei according to 
classical mechanics. This means that the time dependence of the electronic structure is 
dictated by its parametric dependence on the classical dynamics of the nuclei which it just 
20 
follows. Consequently, Born–Oppenheimer molecular dynamics method can be written as 
follow 
 




𝐸0Ψ0 = 𝐻𝑒Ψ0 (39) 
 
Born–Oppenheimer framework allows us to easily apply the scheme to some specific 
excited electronic state Ψ𝑘, 𝑘 > 0, but without considering any interferences with other 
states Ψ𝑙≠𝑘 nor with itself. Hence, Born–Oppenheimer molecular dynamics should not be 
called “adiabatic molecular dynamics” as is sometimes done, since both the nondiagonal 
and diagonal corrections are neglected64. 
3.9 Computational tools 
3.9.1 Free energy of molecules and reaction intermediates 
The binding free energy of a reaction intermediate on a catalyst surface can be estimated 
from free energy estimates of the surface with the protonated adsorbate, that of the surface 
without the protonated adsorbate and free energy of reference molecules. For example, the 
binding free energy of AH* (∆𝐺𝐴𝐻∗) without applied potential U will be 
 





where, GAH* is the free energy of the surface with the protonated adsorbate AH*, GA* is 
that of the surface with the unprotonated  adsorbate A*, 𝐺𝐻2  are the free energy of H2 
molecules. A* denotes an adsorbate A bound to that active site *. The reason for 
approximating the included protonation free energy by 𝐺𝐻2 is since the Computational 
Hydrogen Electrode (CHE) model is utilized here. This model is being explained more 
detailed in the next section. 
 
3.9.2 Quantum and thermal corrections to the ground-state potential 
energy 
We use the following relation to estimate the free energy of an adsorbate configuration. 
𝐺(𝑈 = 0) = 𝐸𝐷𝐹𝑇 + 𝐸𝑍𝑃𝐸 + 𝐻0𝐾→𝑇 − 𝑇S (41) 
Here 𝐸𝐷𝐹𝑇 is ground-state energy calculated with DFT and 𝐸𝑍𝑃𝐸 and 𝑆 are zero-point 
energy corrections and entropy which are calculated within harmonic approximation. 
𝐻0𝐾→𝑇 is changes in integral energy because of temperature.  According to quantum 
formulation, moving from T = 0 K to an arbitrary temperature will change the internal 
energy of system, since in higher temperatures excited quantum states will be available for 
system. At T =  0 K, only the ground state will be occupied. With the increasing of 
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temperature, some of the other low-lying quantum states will be accessible for system. 
Boltzmann distribution function is a fundamental formula in the analysis of thermal 
properties based on probability theories. In fact, Boltzmann´s relation for the system (in 
thermal contact with a heat reservoir) which is in different quantum states, describes the 






𝐾𝑏𝑇  (42) 
 
𝐸𝑖 and 𝐸𝑗 are internal energy for two different quantum states. 








where Z is partition function. In order to calculate 𝐸(𝑇) one needs to know all accessible 
energies for a specific system. Another way to calculate this temperature correction is that 
we imagine this system as a classical one.  Classically, in order to heat up a system, one 
needs to transfer energy to the system by moving atoms around and vibrating faster. If the 
energy of the system increase subsequently the temperature of system will increase. The 
amount of energy that needs to be transferred per temperature is the heat capacity (at 
constant pressure), Cp(T). The sum of the ground-state energy, 𝐸0, and the thermal energy 
of the system will be considered as the system’s internal energy, 𝐸(𝑇). By knowing the 
heat capacity Cp(T) changes with temperature one can calculate the internal energy in the 
relevant temperature: 





The integral term on the right side of equation (5) has a very small contribution to internal 
energy at room temperature. 
In order to find Gibbs binding free energy of adsorbed intermediate from equation 41 the 
normal modes of vibration for different intermedates have been utilized to calculate 𝐸𝑍𝑃𝐸 , 








𝑇𝑆𝑣𝑖𝑏 = ∑ (
ℎ𝜈𝑖
𝑒ℎ𝜈𝑖 𝑘𝐵𝑇⁄ − 1





𝐻0𝐾→𝑇 = ∑ (
ℎ𝜈𝑖





where ℎ, 𝑘𝐵, 𝑎𝑛𝑑 𝜈𝑖 are Plank constant, Boltzman constant and vibrational frequency, 
respectively. 𝐸𝑍𝑃𝐸 , 𝑇𝑆𝑣𝑖𝑏 𝑎𝑛𝑑 𝐻0𝐾→𝑇 for molcules have been extracted from 
thermodynamic tables65. 
3.9.3 Computational hydrogen electrode model 
The estimation of the free energy of adsorption for electrochemical reaction intermediates 
is a very difficult in a realistic electrochemical system because of the presence of 
electrolyte molecules and electric field. It is computationally very demanding to simulate 
such a large number of adsorbate/catalyst surface configurations with the full details of 
electrolyte-catalyst interface. The CHE model is a tool which helps to approximate the 
reaction free energy of an electrochemical reaction66 at certain potential.  The reaction free 
energy of the electrochemical system is calculated at a given U from the reaction free 
energy calculated without explicitly considering the potential or the electrolyte. The model 
links the reaction free energy of each step involving a coupled electron-proton transfer to 
the applied U by a simple linear relation by 
 
∆𝐺𝐴𝐻(𝑈) = ∆𝐺𝐴𝐻(𝑈 = 0) + 𝑒𝑈 (48) 
 
where e is the elementary charge. Therefore, for any elementary step, one can calculate the 
free energy change associated with the transformation at U= 0 V and predict the 
electrochemical potential required to drive the reaction step forward. ∆𝐺𝑠𝑡𝑒𝑝,𝑖 for any 
reaction step is estimated as the difference between the binding free energy of any initial 
and any subsequent adsorbate ∆𝐺𝑗,𝑖 and ∆𝐺𝑓,𝑖. So, every ∆𝐺𝑠𝑡𝑒𝑝,𝑖 is defined as 
 
∆𝐺𝑠𝑡𝑒𝑝,𝑖 = ∆𝐺𝑓,𝑖 − ∆𝐺𝑗,𝑖 (49) 
 
∆𝐺𝑗,𝑖 and ∆𝐺𝑓,𝑖 are calculated as demonstrated in (48). If the potential is chosen to be on a 
reversible hydrogen electrode (RHE) scale, where the following reaction is reversible at 0 





+ + 𝑒− (50) 
 
In CHE model, the free energy of an adsorbate (e.g. ∆𝐺𝐴𝐻) is estimated with respect to 
hydrogen gas. Utilizing the adsorbate binding free energies for calculation of ∆𝐺𝑠𝑡𝑒𝑝, at U 
= 0 V, the energies for the proton and electron gets included implicitly. For the overall 
reaction to happen at an appreciable rate, all such steps must have ∆𝐺𝑠𝑡𝑒𝑝 < 0. The 
reaction step requiring the largest negative potential for making the forward reaction 
feasible is called the potential limiting step and the required potential is the limiting 
potential for the overall reaction. 
3.9.4 Nudged elastic band method 
The slowest reaction step is a rare event in comparison to other fast reaction steps or 
molecular vibrations. The most important problem in catalysis is to find the activation 
energy barrier and the transition state for a given reaction. The energetically highest point 
in the minimum energy path is transition state which connects the initial state and final 
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state. As it is a saddle point in the minimum energy path, the reaction rate is maximum 
through this path. In order to find the minimum energy path, the nudged elastic band 
(NEB) method, the initial and final positions of the system are connected with a linear 
chain of images or replicas of the system. To search for a minimum energy path between 
the initial and final state and to keep the images evenly distributed along the path a spring 
potential is applied between adjacent images. The system is then relaxed and minimized 
with respect to total energy, the tangential component of the spring force and the 
perpendicular component of the real force is used. To force one of the images at the saddle 
point, the image with the highest energy is released from the spring system and relaxed 
with a reversal of the force component along the direction of the path. This trick is known 
as climbing image NEB67,68. 
3.9.5 The electrochemical solid-liquid interface (ESLI) model 
The electrode/electrolyte interface is modeled using metal slabs with water bilayer(s) on 
top. To create the bias, excess H atoms are included in the water layer as shown in Figure 
3. Adding this extra H atom to the water and calculating the electronic structure of the 
system results in the formation of solvated protons in the water layer and transfer of the 
electrons to the metal. This is because the electron from this additional H atoms transfer to 
the metal surface rather than in the water. By varying the number of hydrogen atoms added 
and/or the unit cell size used in the calculations, the electrostatic potential of the double 
layer can be varied. The potential is deduced from the work function. 
To calculate the electrostatic potential of the double layer, here we consider a number of 
different area super cells with N surface metal atoms along with n protons in the double 
layer. The integral free energy (𝐺𝑖𝑛𝑡) per surface metal atom (or surface area) relative to H2 
is then calculated as  
 
Figure 3. a) Side view and b) top view of water bilayer on Ru (0001) in the presence of one 












Figure 4. Integral free energy of the protons in the double layer as a 
function of the applied potential obtained from the work function31. 
𝐺𝑖𝑛𝑡 is a function of charge per surface area 𝜃 = 𝑛 𝑁⁄ . Here 𝜇𝐻2 indicates the chemical 
potential of molecular hydrogen. First, we choose 𝜇𝐻2 such that 𝐺𝑖𝑛𝑡 has its minimum for 
the configuration with no proton in the water layer, more precisely 𝐺𝑖𝑛𝑡 is zero by 
definition which corresponds to a potential scale of 𝑈 − 𝑈𝑝𝑧𝑐. Here 𝑈 is the electrode 
potential calculated from the work function and 𝑈𝑝𝑧𝑐 is the potential of zero charge. 
 
𝐺𝑖𝑛𝑡 corresponds to the free energy stored in the capacitator set up by the protons in the 









where the C is capacitance. Figure 4 illustrates the calculated 𝐺𝑖𝑛𝑡  at varying unit cell sizes 











3.9.6 A brief comparison of different solid-liquid interfacial models 
Determining electrochemical barriers under a constant driving force or applied potential 
has remained as one of the most important open challenges in ab initio simulations of the 
electrochemical interface. Two types of techniques are currently used for such purposes; 
one is extrapolation techniques28,69, which are based on a fully explicit definition of the 
electrolyte and the other one is implicit solvent models70–74, which represent the solvent as 
a continuous medium allowing a continuous variation in electrolyte charge. Recently,  
hybrid explicit-implicit solvent models have emerged in the field23,75; there, the implicit 




Over the past several decades, computational chemistry has been developed enormously, 
which helps us to understand a wide variety of interface phenomena at an unprecedented 
level76–82. Particularly, electrocatalysis has been grown rapidly with the advent of DFT. 
Over the past 15 years, the computational hydrogen electrode model66 has been served as a 
useful tool to determine the thermochemistry of coupled proton−electron transfers using 
simple surface science calculations. For several applications such as electrochemical 
reaction barriers, electric field, and pH effects, one must carefully consider the electrolyte 
effect. Several methods have been developed to model the electrochemical interface in ab 
initio simulations. Recently, in addition to a fully development in explicit simulations of 
the electrolyte69,83, different implicit solvation methods70–74 have also been developed and 
implemented in the most commonly used DFT codes. Each of these techniques comes with 
their own pros and cons. As we mentioned earlier, fully explicit models represent an 
atomistic insight into the effects of solvation and the effect of electric field on reaction 
energetics20,31,69. However, they suffer from issues related to expensive electrolyte 
sampling methods. On the contrary, continuum solvation methods do not rely on expensive 
sampling techniques, but they still suffer from a variety of challenges84, such as connecting 
the classical treatment of solvation with the atomistic treatment of the surface. Above all, 
in continuum methods, the chemical interaction of ions with the surface cannot be 
reproduced because of the smearing of surface charge over the entire electrode. Solvation 
energies in these methods have essentially been fit to molecular solutes in order to be able 
to compare them with experimental reference data71,85. Moreover, hydrogen bonding has 
been necessary for these energies while investigating proton-electron reactions on extended 
surfaces86,87. To fix this issue, hybrid approaches have been introduced, including explicit 
electrolyte molecules and continuum solvation23,75. These approaches are receiving a 
growing amount of attention recently. 
 
Among explicit methods, we can refer to the one we discussed before in section 3.8.5. We 
should mention the charge extrapolation method as another explicit method which has been 
developed in Norskov’s group88. In this method in order to predict the slope of energy as a 
function of potential, one needs to rely on the mean-field approximation of the interface 
mainly. The primary difficulty with this method is identifying the charge in each state, and 
due to this fact, most of the results from the cell extrapolation method28,69, which consider 
being a benchmark, are not correctly reproducible through the charge extrapolation 
method. Another solid-liquid interfacial model is the one that has been developed in 
Janik’s group89–91. The model of the “electrochemical interface” is very simplified, and 
only one H2O molecule is included. This model is the so-called H-shuttle model. In this 
model, the proton starts as an H adatom on the surface before it is transferred to the water 
molecule and then reacts with the adsorbate. The mechanism for a reduction reaction in 
this model always starts with a Volmer oxidation step of a hydrogen adatom. A hydronium 
ion is then formed above the surface along this pathway, but it is unsolvated because no 
other water molecules are used in the model. The problem with this model is that all 
proton-electron transfer barriers are treated as nonelectrochemical barriers, and a symmetry 
factor of 0.5 is then used to get the effect of applied potential. Therefore this will raise 
concern regarding the application of such a solid-liquid interfacial model for 
electrochemical applications operating at a constant applied electrode potential. 
 
Finally, continuum methods, which mainly rely on continuous variation in charge, are 
mostly designed to keep the work function constant between states at a little additional 
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computational cost. Those methods have their own challenges and problems, and they are 
beyond the scope of the current thesis. 
3.10 Concepts in catalysis 
3.10.1 Scaling relations 
Generally, it has been found that the binding energy of different intermediates that bind to 
the surface through the same atom(s) scale with each other. In other words, density 
functional theory-based simulations have shown that92 the binding energy of any of a given 
adsorbate scales approximately with the binding energy of the central atom. This behavior 
attributes to the fact that the central atom mainly participates in direct chemical bonding 
with the catalyst surface. These observed linear relations which show energy of adsorbates 
as a function of binding energy of central atom is popularly known as scaling relations 
within the field of theoretical catalysis92–94. For example, Figure 5 shows the scaling 
relation between OH* and CH3O* intermediates bind to the surface through oxygen atoms. 
 
 
Figure 5. Scaling relation for CH3O vs OH95. 
3.10.2 Volcano relation in multistep reaction 
Sabatier’s empirical law states that for a reaction, by using the linear relations there is an 
optimum binding energy for an intermediate where both stronger and weaker binding leads 
to lower activity. This volcano shaped relationship between activity and binding energy is 
straightforward to understand for a simple reaction like HER96. If the hydrogen atom binds 
too weakly to the surface then it is inefficient to form H*, and if it binds too strongly then 
removal of H* to synthesize hydrogen gas takes too much energy. However, the 
relationship between adsorbate binding energies and overall activity is non-intuitive for a 
complex reaction like CO2RR due to the large number of adsorbates and possible 
pathways. Simple linear relations based on scaling laws help reducing this complexity. 
Utilizing correlation between the binding energy of different adsorbates, the activity can be 
modeled as a function of only one or two binding energy parameters. Finally, this 
simplification lead to a volcano like binding energy–activity relation similar to Sabatier’s 
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volcano concept. The binding energy to which one can correlate all other binding energy 
parameters and activity, is often termed as the descriptor for the catalytic process. Figure 6 
shows a volcano plot for formic formation. 
 
 





















4 Summary of Papers 
4.1 Paper I 
In the first paper, we used density functional theory to investigate reactivity trends of the 
electrochemical CO2 reduction reaction (CO2RR) towards formic acid, methanediol, 
methanol, and methane on 12 transition metal oxides catalysts in their rutile structure. 
Using scaling relation of adsorbed intermediates activity and selectivity volcanos for 
various products are constructed. We found that RuO2, IrO2, TiO2, NbO2, MoO2, OsO2 and 
HfO2 are selective towards methanol while RhO2, PtO2, MnO2 and PdO2 are selective 
towards formic acid. We also obtained scaling figure for OH binding free energy vs 
hydrogen binding free energy. The hydrogen binding free energy is used to estimate 
activity of hydrogen evolution reaction.  
4.2 Paper II 
In the second paper ab initio molecular dynamic simulations at room temperature have 
been used to improve the model system and methodology by including solvation effects. 
Using this improved model system then nudge elastic band method has been utilized to 
calculate proton-electron transfer barriers to elucidate the reaction mechanism for CO2RR 
on RuO2(110) towards several products such as formic acid, CO, methanediol, methanol, 
methane and as well as H2 evolution. A significant difference for energy barrier towards 
methanol and methane has been observed and the calculated barrier for methane has been 
found to be substantially higher than methanol. Our results show why RuO2 catalysis 
CO2RR towards formic acid and not to CO(g) and methanol. Our calculations also indicate 
that RuO2 is much more selective towards H2 formation than for CO2RR at any applied 
potential.  
4.3 Paper III 
In the third paper, density functional theory has been used to elucidate the mechanism of 
the nitrogen reduction reactions (NRR) on the Ru (0001) electrode. In this regard, 
electrochemical solid liquid interface model has been used to gain further insight into 
reaction mechanism and subsequently different pathways towards ammonia are 
investigated. We found that the initial activation of N2(g) is the rate limiting step. The 
optimal mechanism of NRR towards ammonia on Ru (0001) follows an associative 
mechanism up to the second proton-electron transfer step. We propose that dissociation of 
the N-N bond will take place after the addition of a proton to the NH2N species in a 
vertical position, releasing the first NH3 molecule and leaving N adsorbed on the surface. 
we also found two other possible pathways towards different products, one toward diazine 
and the other one towards hydrazine. 
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5 Conclusion and outlook 
5.1 Conclusion 
This thesis is a detail investigation of electrochemical CO2 and N2 reduction reactions on 
transition metal oxides and transition metals to gain better insight into reaction 
mechanisms. Regarding CO2RR using simple thermochemical model selectivity and 
activity volcano plots for formic acid, methanediol, methanol and methane have been 
constructed. There, RuO2, IrO2, TiO2, NbO2, MoO2, OsO2 and HfO2 are predicted to be 
selective towards methanol while RhO2, PtO2, MnO2 and PdO2 are predicted to be 
selective towards formic acid. In a more detail study on RuO2 by improving the model 
system and methodology we found that despite the fact that TCM-CHE shows RuO2 is 
more selective towards CO2RR than HER, more detail analysis using calculated activation 
energies reveal that RuO2 is more selective towards HER and CO2RR is a very unlikely to 
happen which is in agreement with the recent experimental results. Our calculations here 
also show a very high barrier towards methane compare to methanol in close agreement 
with experiment where methane has not been detected at any condition. Regarding NRR, 
our detail analysis also illustrates that protonation of N2(g) to NNH is rate limiting step. 
We found that the optimal reaction mechanism towards ammonia leading to N2, NNH, 
NH2N/NHNH and NH2 in perfect agreement with the intermediates measured in surface 
enhanced infrared absorption spectroscopy (SEIRAS) experiment (N2, NNH, NHNH and 
NH2). 
5.2 Outlook 
Optimal performance for reduction reactions highly depends on the proper choice of 
catalyst and operating condition. The overall kinetics of the reduction reactions are related 
to many factors, for instance including catalyst composition/structure, and reaction 
conditions such as electrolyte type, pH, applied potential, the membrane separating the 
anolyte and catholyte, temperature, reactants partial pressure and cell dimensions. 
Therefore, it is highly demanding to develop a mathematical model that is capable of 
simulating the performance of the electrochemical cell such that the influence of each 
variable on cell performance can be easily discerned. Such a model can also be utilized to 
check the consistency between the calculated mechanism for CO2RR or NRR with 
experimental results. 
 The overall performance of the system is related to the immediate environment of the 
CO2RR or NRR catalyst. The concentrations of reactive and non-reactive species in the 
close proximity of the catalyst surface, as well as their mutual interactions, can directly 
affect the catalytic behavior, and therefore change the achievable activity and selectivity. 
Mass transport becomes a crucial factor for these reactions because of the very limited 
solubility of N2 or CO2 in aqueous solutions and can also change the concentration of 
N2/CO2 and protons in the local environment during reaction due to the continuous 
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Figure 7. A realistic model system proposed to simulate NRR on Ru electrode. 
consumption of nitrogen/carbon dioxide and production of hydroxide (𝑂𝐻−) ions. 
Designing more desirable reaction interfaces will help to achieve performance gains and 
this emphasizes the importance of mass transport as a controlling optimization parameter 
for the CO2RR or NRR systems. What constitutes the local reaction environment in these 
electrocatalytic systems, however, is still an open question. Further investigations need to 
be carried out to search for the physical phenomena that contribute to the local 
environment of the catalyst and that appropriately represent the parameters most crucial for 
the performance. Most of the quantum mechanical simulations done so far only include the 
adsorbed intermediates on the cathode (not even region 1 in Figure 7(b)). The poor 
agreement between experimental data and simulations reported so far is mainly because of 
this very approximated model system. Recently, we went beyond this approximated model 
system by including region 1 in our simulations, and a better agreement was observed with 
experimental results31,97. Still, this perspective is not enough to properly explain most of 
the experimental observations in this field. Unfortunately, quantum mechanical simulations 
alone are not able to go beyond region 1 due to their very limited simulation capabilities. 
Therefore, in some studies, the model has been improved by combining quantum 
mechanical simulations with a microkinetic model, as has been done recently for the CO2 
reduction reaction (CO2RR) (region 1+2 in Figure 7(b))
98. However, those simulations are 
still limited to a region very close to the cathode surface and the effect of mass transport of 
species from the bulk solution to region 2 is ignored. Recently, Singh et al.99 and Bohra et 
al.100 have included the whole boundary layer region (region 1+2+3 in Figure 7(b)) for 
CO2RR. There, a continuum model for species transport was combined with a microkinetic 
model for the cathode reactions and the results were in notably good agreement with 
experimental observations. Therefore, building up such a robust simulation to improve 
NRR and CO2RR technology for it to be scalable and economically viable is imperative. 
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Figure 8 shows the flowchart for the multiscale simulation which couples continuum 
transport model, microkinetic model, and quantum mechanical simulations. The input for 
the simulation is the applied potential to the cathode. The concentration of CO2/N2 (𝐶𝑁2/ 
𝐶𝐶𝑂2) and pH (𝐶𝑁2/ 𝐶𝐶𝑂2= ? and pH =? at the left boundary of region 2 in Figure 7(b)) are 
determined using their initial bulk values (region 4). Then, the quantum mechanical 
simulations are performed in the VASP software to obtain the energetics and geometry of 
the electrochemical solid-liquid interface (region 1 in Figure 7(b), where the model system 
is shown in Figure 7(c)). Using ab initio molecular dynamics, 5 ps of explicit water 
dynamics will be performed. After performing molecular dynamics, geometry 
optimizations and transition state searches will be carried out using quantum mechanical 
techniques to calculate the free energies of activation, reaction, adsorption and desorption. 
Then, those values will be used to calculate rate constants and equilibrium constants for 
each elementary reaction and adsorbates. Partial current densities of products will be 
calculated using the supplied rate parameters to the microkinetic model (region 1+2). The 
continuum model utilizes (region 3) the partial current densities from the microkinetic 
model to calculate the concentration of CO2/N2 and pH at the left boundary of region 2. 
The simulation will be iterated sequentially until the convergence in the concentration of 
CO2/N2 and pH is reached. 
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