In this paper, we are devoted to the numerical methods for mean-field stochastic differential equations with jumps (MSDEJs). First by using the mean-field Itô formula [Sun, Yang and Zhao, Numer. Math. Theor. Meth. Appl., 10 (2017), pp. 798-828], we develop the Itô formula and construct the Itô-Taylor expansion for MSDEJs. Then based on the Itô-Taylor expansion, we propose the strong order γ and the weak order η Itô-Taylor schemes for MSDEJs. The strong and weak convergence rates γ and η of the strong and weak Itô-Taylor schemes are theoretically proved, respectively. Finally some numerical tests are also presented to verify our theoretical conclusions.
1. Introduction. Let (Ω, F , F, P ) be a complete filtered probability space with F = {F t } 0≤t≤T being the filtration of the following two mutually independent stochastic processes:
• the m-dimensional Brownian motion: W = (W t ) 0≤t≤T ;
• the Poisson random measure on E × [0, T ]: {µ(A × [0, t]), A ∈ E, 0 ≤ t ≤ T }, where E = R q \{0} and E is its Borel field. Suppose that µ has the intensity measure ν(de, dt) = λ(de)dt, where λ is a σ-finite measure on (E, E) satisfying E (1 ∧ |e| 2 )λ(de) < +∞. Then we have the compensated Poisson random measureμ (de, dt) = µ(de, dt) − λ(de)dt, such that {μ(A × [0, t]) = (µ − ν)(A × [0, t])} 0≤t≤T is a martingale for any A ∈ E with λ(A) < ∞. Moreover, let F be the distribution of the jump size, then it holds that λ(de) =λF (de), whereλ = λ(E) < ∞ is the intensity of the Poisson process N t = µ(E × [0, t]), which counts the number of jumps of µ occurring in [0, t]. Then, the Poisson measure µ generates a sequence of pairs {(τ i , Y i ), i = 1, 2, . . . , N T } with {τ i ∈ [0, T ], i = 1, 2, . . . , N T } representing the jump times of the Poisson process N t and {Y i ∈ E, i = 1, 2, . . . , N T } the corresponding jump sizes satisfying Y i iid ∼ F . For more details of the Poisson random measure or Lévy measure, the readers are referred to [10, 33] .
We consider the following mean-field stochastic differential equation with jumps (MSDEJs) on (Ω, F , F, P )
where t 0 and T are, respectively, the deterministic initial and terminal time; the initial condition ξ is F t0 measurable; b :
and c : [0, T ]×R d ×R d ×E → R d are the so called drift, diffusion and jump coefficients, respectively. Here the superscript t0,ξ indicates that the MSDEJ (1.1) starts from the time-space point (t 0 , ξ), and X t0,ξ ′ t is the solution of the MSDEJ (1.1) with ξ = ξ ′ . In general, ξ and ξ ′ are different.
Mean-field stochastic differential equations (MSDEs), also called McKean-Vlasov SDEs, was first studied by Kac [30, 31] in the 1950s. Since then, MSDEs have been encountered and intensively investigated in many areas such as kinetic gas theory [2, 26, 38] , quantum mechanics [27] , quantum chemistry [34] , McKean-Vlasov type partial differential equations (PDEs) [4, 5, 19, 25] , mean-field games [8, 9, 12, 20] and mean-field backward stochastic differential equations (MBSDEs) [3, 4, 6, 36, 37] . In the last decade, MSDEJs have also received much attention because of its wild applications in the research on nonlocal PDEs [16] , MBSDEs with jumps [23, 24] , economics and finance [14] , and mean-field control and mean-field games with jumps [13, 29, 39] . Therefore, it is important and necessary to study the numerical solutions of MSDEJs.
Compared with the well developed theory of numerical methods for stochastic differential equations with jumps (SDEJs) (see [15, 21, 33] and references therein), little attention has been paid to the numerical methods for MSDEJs. In this work, we aim to propose the general Itô-Taylor schemes for solving MSDEJs. The authors studied the mean-field Itô formula and proposed the general Itô-Taylor schemes for MSDEs in [35] . By using the mean-field Itô formula, we first develop the Itô formula for MSDEJs, then based on which, we construct the Itô-Taylor expansion for MSDEJs and further propose the Itô-Taylor schemes of strong order γ and weak order η for solving MSDEJs. Taking γ = 0.5, 1.0 and η = 2.0, we obtain the Euler scheme, the strong order 1.0 Taylor scheme, and the weak order 2.0 Taylor scheme, respectively. Moreover, the rigorous error estimates indicate that the order of strong convergence of the strong order γ Taylor scheme is γ and the order of weak convergence of the weak order η Taylor scheme is η. Some numerical tests are carried out to show the efficiency and the accuracy of the proposed schemes for solving MSDEJs and to verify our theoretical conclusions. The numerical results are consistent with our theoretical ones and show that the efficiency of the proposed schemes depends on the level of the intensity of the Poisson random measure.
Preliminaries.
2.1. Existence and uniqueness of solution of MSDEJs. In this subsection, we state a standard result on the existence and uniqueness of the strong solutions of the MSDEJ (1.1). For this end, we set the following assumptions on b, σ and c.
(A1) b(·, x ′ , x), σ(·, x ′ , x) and c(·, x ′ , x, e) are deterministic continuous processes, for any fixed (x ′ , x, e) ∈ R d × R d × E.
(A2) There exists a positive constant L such that |b(t, x ′ , x) − b(t, y ′ , y)| + |σ(t, x ′ , x) − σ(t, y ′ , y)| ≤L(|x ′ − y ′ | + |x − y|), for all t ∈ [0, T] and x, x ′ , y, y ′ ∈ R d .
(A3) There exists a function ρ : E → R + satisfying E ρ 2 (e)λ(de) < +∞, such that |c(t, x ′ , x, e) − c(t, y ′ , y, e)| ≤ ρ(e)(|x ′ − y ′ | + |x − y|),
(A4) There exists a constant K > 0 such that
for all t ∈ [0, T ], x, x ′ ∈ R d , and e ∈ E. Now we state the existence and uniqueness of the solution of the MSDEJ (1.1) and some useful properties in the following theorem [16, 23] .
Theorem 2.1. Suppose that the coefficients b, σ and c of the MSDEJ (1.1) satisfy the assumptions (A1) − (A4), and the initial data ξ and ξ ′ satisfy
In addition, for any p ≥ 2, there exists a C p ∈ R + such that for any initial time
s and X t0,ξ2 s are the solutions of (1.1) with initial conditions ξ 1 and ξ 2 , respectively. Here the constant C p in (2.2) only depends on L, K and ρ(e).
The Markov property.
In this subsection, we present the Markov property of the solutions of MSDEJs, which will play a key role in our error estimates. For simplicity, we let t 0 = 0 and denote by X 0 = ξ and X t = X 0,ξ t , then the MSDEJ (1.1) becomes 
Proof. By using the relationship (2.4), the proof of Theorem 2.2 is similar to that of Theorem 7.1.2 in [32] . So we omit it here.
2.3. The equivalent form of MSDEJs. By using the relationshipμ(de, dt) = µ(de, dt) − λ(de)dt, the MSDEJ (1.1) can be written as
where the compensated drift coefficientb is defined by
Note that by (2.7) and the assumptions (A1) − (A4), we can conclude thatb satisfies the Lipschitz condition
as well as the linear growth condition
for t ∈ [0, T ] and x, y, x ′ , y ′ ∈ R d . Here C is a constant depending on L, K and ρ(e). Based on the two equivalent forms of the MSDEJs (1.1) and (2.6), we will derive two different types of Itô-Taylor schemes for solving MSDEJs.
3. The Itô formula and Itô-Taylor expansion. In this section, we develop the Itô formula and Itô-Taylor expansion for MSDEJs, which are the foundation for proposing the Itô-Taylor schemes for MSDEJs.
3.1.
Itô's formula for MSDEJs. In this subsection, based on the mean-field Itô formula [35] , we rigorously prove the Itô's formula for MSDEJs.
Let X t be a d-dimensional Itô process satisfying the MSDE
where ψ t and ϕ t are two progressively measurable processes such that 
Then we have the following Itô's formula for the MSDE (3.1).
Theorem 3.1 (Mean-field Itô formula [35] ). Let X t and β t be d-dimensional Itô processes satisfying (3.1) and (3.2), respectively, and function f = f (t, x ′ , x) ∈ C 1,2,2 . Then f β (t, X t ) is an Itô process and satisfies
where L 0 and − → L 1 are defined by
and
where
Now let X t be a d-dimensional Itô process with jumps satisfying the MSDEJ
with β t a d-dimensional Itô process with jumps defined by
where h t is a progressively measurable process such that E |h t |λ(de) < +∞. Here by the definition of g β (t, x, e), we have
Remark 3.1. By the property of the Poisson process N t = µ(E × [0, t]), for any fixed t ∈ [0, T ], with probability 1, t is not a jump time [10] . Then by (3.6), it holds that β t = β t− a.s., which leads to
that is,
Now we state the Itô's formula for MSDEJs in the following theorem.
Theorem 3.2 (Mean-field Itô formula with jumps). Let X t and β t be two ddimensional Itô processes with jumps defined by (3.5) and (3.6), respectively, and function f = f (t, x ′ , x) ∈ C 1,2,2 . Then f β (t, X t ) is an Itô process with jumps and satisfies
where L 0 and − → L 1 are defined by (3.4), and
Proof. For simplicity, we consider the case d = m = q = 1. The general case can be obtained similarly.
Assume that the Poisson random measure µ generates a sequence of pairs
represents the total number of jumps of µ up to time t, and (τ i , Y i ) are the ith jump time and jump size, respectively. Then we can write the MSDEJ (3.5) as
Let τ 0 = 0 and τ Nt+1 = t, and we have
Note that, X t is a MSDE on each time interval [τ i , τ i+1 ) for i = 0, . . . , N t , then by the mean-field Itô formula (3.3), we obtain (3.13)
According to Remark 3.1, at each jump time
Then by (3.12) -(3.14) we get
where L −1 e is defined by (3.10). We complete the proof. By using the relationshipμ(de, dt) = µ(de, dt) − λ(de)dt, we write (3.5) as
x, e)λ(de). Based on Theorem 3.2, we have the Itô's formula for the equivalent MSDEJ (3.15) as below.
Proposition 3.1. Let X t and β t be two d-dimensional Itô processes with jumps defined by (3.15) and (3.6), respectively, and function f = f (t, x ′ , x) ∈ C 1,2,2 . Then f β (t, X t ) is an Itô process with jumps and satisfies
Note that (3.16) is an equivalent form of the Itô's formula (3.9) for MSDEJs. Moreover, when f is independent of x ′ , the Itô's formulas (3.9) and (3.16) for MSDEJs reduce to the ones for standard SDEJs [10, 33] . Hence the Itô's formulas for MSDEJs can be seen as a generalization of the ones for SDEJs.
Itô-Taylor expansion for
MSDEJs. In this subsection, by utilizing Itô's formula, we construct the Itô-Taylor expansion for MSDEJs. To proceed, we introduce multiple Itô integrals and coefficient functions as below.
Multiple Itô integrals.
In this subsection, we introduce two types of multiple stochastic integrals.
Set l(α) = l to be the length of α, and let M be the set of all multi-indices, i.e.,
where v is the multi-index of length zero, i.e., l(v) = 0. For a given α ∈ M with l(α) ≥ 1, −α and α− are two multi-indices obtained by deleting the first and the last component of α, respectively. We also denote by n(α) : the number of the components of α equal to 0, s(α) : the number of the components of α equal to -1.
Moreover, for a given α ∈ M, let e = (e 1 , . . . , e s(α) ) denote a vector e ∈ E s(α) .
(B) Multiple integrals
For a given α ∈ M, we define the multiple Itô integral operator I α on the adapted right continuous processes {f = f (t, e 1 , . . . , e s(α) ), t ≥ 0} with left limits by
where ρ and τ are two stopping times satisfying 0 ≤ ρ ≤ τ ≤ T , a.s. and all the integrals exist. For instance,
f (s−, e)µ(de, ds),
(C) Compensated multiple integrals Replace µ withμ in (3.18), and we get the compensated multiple Itô integral
where f (·) = f (·, e 1 , . . . , e s(α) ). For instance,
Coefficient functions.
For a given function 
. Then by (3.17), we obtain
x, e)λ(de 1 ).
Based on (3.19) -(3.21), we present the following two types of coefficient functions and hierarchical and remainder sets.
(C) Itô coefficient functions
For a given α = (j 1 , · · · , j l ) ∈ M and a smooth function f (t, x ′ , x), we define the coefficient function f β α by
x, e 1 , . . . , e s(−α) ), l ≥ 1 and
where e = (e 1 , . . . , e s(α) ) ∈ E s(α) . The dependence on e in (3.22) is introduced by the repeated application of the operator L −1 e in (3.20) . Take m = d = q = 1 and let f (t, x ′ , x) = x, then we can deduce the following examples
x, e 1 ).
(D) Compensated Itô coefficient functions
By replacing L 0 withL 0 in (3.22), we get the compensated Itô coefficient functions
x, e 1 ) λ(de 1 ).
Here we have assumed that the functions b, σ, c and f satisfy all the smoothness and integrability conditions needed in the definitions of (3.22) and (3.23).
(E) Hierarchical and remainder sets
We call a subset A ⊂ M a hierarchical set if it satisfies
and its remainder set B(A) is defined by
Take m = 1 for instance and we give two hierarchical sets
and their remainder sets are
3.2.3. The Itô-Taylor expansion. In this subsection, by using the Itô's formula (3.9) and (3.16) for MSDEJs, we present the Itô-Taylor expansions of
Now we state the Itô-Taylor expansions for MSDEJs in the following theorem.
Theorem 3.3. Let ρ and τ be two stopping times with 0 ≤ ρ ≤ τ ≤ T , a.s.. Then for a given hierarchical set A ⊂ M and a function f (t,
and the compensated Itô-Taylor expansion
provided that all of the coefficient functions f β α andf β α are well defined and all of the multiple Itô integrals exist.
Proof. By an iterated application of the Itô's formulas (3.9) and (3.16), the proof of the above theorem is analogous to the ones of the Itô-Taylor expansions for standard SDEs [17] and SDEJs [33] . So we omit it here.
We list some remarks for the Itô-Taylor expansions for MSDEJs as below.
• For notational simplicity, we have suppressed the dependence on e ∈ E s(α) in the coefficients f α andf α in (3.24) and (3.25) . • When f is independent of x ′ , the Itô-Taylor expansions (3.24) and (3.25) for MSDEJs reduce to the ones for standard SDEJs [33] . Hence, the Itô-Taylor expansions for MSDEJs can be seen as a generalization of the ones for SDEJs.
4. Itô-Taylor schemes for MSDEJs. In this section, based on the Itô-Taylor expansions (3.24) and (3.25) , we propose the general Itô-Taylor schemes for solving the MSDEJ (1.1).
Without loss of generality, we let t 0 = 0 and ξ = ξ ′ in (1.1). Then omit the superscript t0,ξ , and we get (4.1)
Note that the MSDEJ (4.1) has an equivalent form
whereb is defined by (2.7). By choosing different hierarchical sets A in the Itô-Taylor expansion (3.24), we shall derive the two types of strong order γ and weak order η Itô-Taylor schemes for solving the MSDEJ (4.1). To this end, we take a uniform time partition on [0, T ]:
Let X k be the approximation of the solution X t of (4.1) at time t = t k , and denote by
Strong Itô-Taylor schemes.
To construct the strong Itô-Taylor schemes for the MSDEJ (4.1), for γ = 0.5, 1.0, 1.5, · · · , we define the hierarchical set A γ by
and denote its remainder set by B(A γ ). Take f (t, x ′ , x) = x and let β t = X t , then by Theorem 3.3, for k = 0, 1, . . . , N − 1, we have the Itô-Taylor expansion
By removing the remainder term in (4.2), we propose the following general strong order γ Itô-Taylor scheme for solving the MSDEJ (4.1). 
Similarly, we propose the compensated strong order γ Itô-Taylor scheme. (4.5)
Based on Schemes 4.1 and 4.2, by taking γ = 0.5 and 1.0, we will give some specific strong Taylor schemes for MSDEJs in the following subsections. 4.1.1. The Euler scheme. Take γ = 0.5 in Scheme 4.1, and we have
Then by the Itô-Taylor expansion (4.2), for k = 0, . . . , N − 1, we obtain (4.6)
Remove the remainder term R 1 in (4.6), and we get the strong order 0.5 Itô-Taylor scheme for solving the MSDEJ (4.1) (4.7)
which is the so-called Euler scheme. Here (−1, 1, 1), (0, 1, 1) ,
Then by (4.4), we get the strong order 1.0 Itô-Taylor scheme (4.8)
Combining with the Itô's formula (3.9) for MSDEJs and the properties of jump times, the scheme (4.8) can be written as
which is readily applicable for scenario simulation. Based on Scheme 4.2, we can get the compensated Euler scheme and the compensated strong order 1.0 Itô-Taylor scheme in the same way. It is also worth noting that the compensated Euler scheme and the Euler scheme are the same.
Weak Itô-Taylor schemes.
To construct the weak Itô-Taylor schemes for MSDEJs, for η = 1.0, 2.0, · · · , we define the hierarchical set Γ η by (4.9) Γ η = {α ∈ M : l(α) ≤ η} and denote its remainder set by B(Γ η ). Take f (t, x ′ , x) = x and let β t = X t , then by Theorem 3.3, for k = 0, 1, . . . , N − 1, we have (4.10)
and (4.11)
Remove the remainder term in (4.10), and we propose the following general weak order η Itô-Taylor scheme for solving the MSDEJ (4.1). 
Similarly, we propose the compensated weak order η Itô-Taylor scheme. (4.13)
Based on Schemes 4.3 and 4.4, by taking η = 1.0 and 2.0, we will present some specific weak Taylor schemes for MSDEJs. Then by Scheme 4.3, we get the Euler scheme (4.7)
which is also the weak order 1.0 Itô-Taylor scheme. Then by Scheme 4.3, we get the weak order 2.0 Itô-Taylor scheme
Combining with the Itô's formula (3.9) for MSDEJs and the properties of jump times, we can rewrite (4.14) as
where ∆Z k is a random variable defined by ∆Z k = Similarly, based on Scheme 4.4, we can obtain the compensated weak order 2.0 Itô-Taylor scheme for solving the MSDEJ (4.1). Now, we illustrate how to use the proposed Itô-Taylor schemes to solve the MSDEJ (1.1) with different initial values ξ and ξ ′ . Without loss of generality, we set (t 0 , ξ ′ ) = (0, x 0 ) and (t 0 , ξ) = (0, X 0 ). Let X x0 n and X X0 n denote the numerical solutions of the Itô-Taylor schemes with initial values of x 0 and X 0 , respectively. Then take the Euler scheme (4.7) for instance, and we can rewrite it as (4.15)
x, e) for f = b, σ and c. Now we can apply the scheme (4.15) to solve the MSDEJ (1.1) by the following two procedures i) Take X 0 = x 0 and we solve (1.1) by the scheme (4.15) to obtain {X x0 n } N n=0 ; ii) Based on {X x0 n } N n=0 , we get {X X0 n } N n=0 by using the scheme (4.15) again.
Remark 4.1. Note that when using the strong order 1.0 Taylor scheme (4.8) and the weak order 2.0 Taylor scheme (4.14) to solve MSDEJs, we need the knowledge of the exact locations of jump times on the time interval [0, T ]. Hence, the efficiency of the schemes depends on the intensity of the Poisson measure µ. And the readers are referred to [10, 33] for details of sampling the jump times of the Poisson measure µ.
5.
Error estimates for strong Taylor schemes. In this section, based on the relationship between the local and global convergence rates, we shall prove the error estimates of the strong order γ Itô-Taylor Scheme 4.1 and the compensated strong order γ Itô-Taylor Scheme 4.2. where h ∈ [0, T − t]. LetX t,X (t + h) be the one-step approximation of X t,X (t + h), andX 0,X0 (t k ) is the corresponding solution of the one-step scheme
withX 0,X0 (0) = X 0 . For simplicity, we denote X 0,X0 (t k ) by X(t k ) andX 0,X0 (t k ) bȳ X k . Then the one-step scheme (5.2) becomes
To present the general error estimate theorem for the one-step scheme (5.2), we first give the following two lemmas.
Lemma 5.1. Let X t,X (s) and X t,Y (s) be the solutions of the MSDEJ (5.1) with initial conditions X t,X (t) = X and X t,
, then under the assumptions (A1) − (A4), we have
where C is a positive constant depending on λ(E), the Lipschitz constant L and the function ρ(e) in assumption (A3).
Proof. For any 0 ≤ θ ≤ h, based on (5.1), by the Itô's formula (3.9) for MSDEJs and the Itô's isometry formula, we get
Then under the assumption (A2) and (A3), we deduce
Then by the Gronwall lemma [17] , we obtain
which leads to the inequality (5.4b).
By the definition of Z, we have
Taking square on both sides of (5.6) and taking E[·] on the derived equation, we get
Then by using (5.5) and (5.7), we deduce
proves (5.4a). The proof ends.
Lemma 5.2. Under the assumptions (A1) − (A4), for k = 0, · · · , N − 1, we have
where C is a positive constant depending on λ(E), the function ρ(e) in (A3) and the linear growth constant K in (A4).
Proof. By (5.1), we get
Then (5.9)
ds.
Using the assumption (A4), it is easy to have b (s, X t k ,X k (s), x)
where C depends on λ(E), ρ(e) and K. Then by Theorem 2.1 and (5.10), we deduce
Combining with (5.9) and (5.11), we obtain
which completes the proof. Now, based on the Lemmas 5.1 and 5.2, we give the general error estimate theorem for the one-step scheme (5.2).
Theorem 5.1. Let X t,X (t + h) be defined as (5.1). IfX t,X (t + h) satisfies
where t ∈ [0, T − h], p 1 and p 2 are parameters satisfying p 2 ≥ 1 2 and p 1 ≥ p 2 + 1 2 , and C * > 0 is a constant independent of h, X t,X (t + h) andX t,X (t + h). Then for k = 1, · · · , N , it holds that
where C is a constant independent of h, X t,X (t + h) andX t,X (t + h).
Proof. By Theorem 2.1, Lemma 5.2 and the discrete Gronwall lemma [28] , it is easy to prove that for all k = 0, · · · , N ,
Then based on Lemmas 5.1 and 5.2 and the inequality (5.14) , the proof of Theorem 5.1 is similar to that of Theorem 4.1 in [35] . So we omit it here.
Remark 5.1. Theorem 5.1 implies that when the weak local error estimate of the one-step scheme (5.2) is of order p 1 and its strong local error estimate is of order p 2 , then the global strong order of the scheme (5.2) is p 2 − 1 2 . 5.2. The error estimates for strong Taylor schemes. In this subsection, utilizing Theorem 5.1, we prove the error estimates of Schemes 4.1 and 4.2 to reveal the orders of strong convergence of strong Taylor schemes.
Let W 0 t = t and α = (i 1 , i 2 , · · · , i k ) ∈ M be a given multi-index. Then we have the following two lemmas. Proof. If α = v, i.e., l(α) + n(α) = 0, we get
which leads to (5.15) with p(α) = l(α) + n(α) = 0. Now we consider l(α) > 0. If i k = 0, by the Itô's isometry formula, we have
s
If i k = 0, by the Holder's inequality, we obtain
Then combining with (5.17) and (5.18), we deduce the recurrence relation
which implies that (5.15) holds ture. Similarly, we can prove (5.16) . The proof ends.
Lemma 5.4. Let f β and β be defined by (3.1) and (3.6), respectively. Assume that f β α and I α f β (·) t,t+h exist and f β α (t, x) ≤ C 1 + E |β t | 2 + |x| 2 1/2 . Then Proof. By Lemma 5.3 and the relationshipμ(de, dt) = µ(de, dt) − λ(de)dt, it is easy to prove (5.19) and (5.20) . The proof ends.
Based on Theorem 5.1 and Lemma 5.4, we prove the error estimate of the strong order γ Taylor scheme in the following theorem.
Theorem 5.2. Let X(t) andX k be the solutions of the MSDEJ (4.1) and the strong order γ Taylor scheme 4.1, respectively. Let f (t, x ′ , x) = x and assume that f Xt,X s, X t,X (s) has the Itô-Taylor expansion (3.24) with A = A γ and
where ∆t = ∆t k = T /N for k = 0, 1, . . . , N − 1.
Proof. By the Itô-Taylor expansion (3.24), we have
Moreover, the strong order γ Taylor scheme 4.1 can be written as
Then we subtract (5.22) from (5.21) and obtain
According to Lemma 5.4, we deduce
n(α) = γ + 1 2 , then we get
Now we prove p 1 ≥ p 2 + 1 2 . By Lemma 5.4, we can deduce which implies that p 1 ≥ p 2 + 1 2 . Then by Theorem 5.1, we complete the proof.
From Theorem 5.1, we come to the conclusion that the order of strong convergence of the strong order γ Taylor scheme 4.1 is γ. Moreover, by using Theorem 5.1 and Lemma 5.3, we can prove that the order of strong convergence of the compensated strong order γ Taylor scheme 4.2 is also γ.
Corollary 5.1. Let X(t) andX k be the solutions of the MSDEJ (4.1) and the compensated strong order γ Taylor scheme 4.2, respectively. Let f (t, x ′ , x) = x and assume that f Xt,X s, X t,X (s) has the Itô-Taylor expansion (3.25) with A = A γ and (3.6) . Then it holds that max k∈{1,2,··· ,N }
6. Error estimates for weak Taylor schemes. In this section, we focus on the error estimates of the weak order η Itô-Taylor Scheme 4.3 and the compensated weak order η Itô-Taylor Scheme 4.4. For this purpose, we first present some useful lemmas as below.
Let C k,2k,2k whereL 0 is defined by (3.17) . Moreover, we have
The proof of Lemma 6.1 is similar to that of Lemma 12.3.1 in [33] . So we omit it here. The readers are referred to [33] for more details.
Based on the Kolmogorov backward equation, we shall prove the error estimates of Schemes 4.3 and 4.4 to reveal the orders of weak convergence of weak Taylor schemes. To proceed, we introduce the following two lemmas.
For a given x ∈ R and p ∈ N, we denote by [x] the integer part of x and A p the set of multi-indices α = (j 1 , . . . , j l ) of length l ≤ p with components j i ∈ {−1, 0}, for i ∈ {1, . . . , l}.
Moreover, by the conditions of Lemma 6.2, we have
Then we can repeatedly apply (6.10) p times to get (6.11)
Using the conditions of Lemma 6.2, for s ∈ [ρ, τ ], we deduce
which implies that
Then by (6.11) and (6.12), we obtain (6.13)
Since p = l(α) − l(α)+n(α)
2
, then by (6.13), we have
Similarly, we can prove (6.5) for α = (j 1 , . . . , j l+1 ) with j l+1 = 0 or 1. Then by using (6.5) and the relationshipμ(de, ds) = µ(de, ds) − λ(de)ds, we can get (6.6). The proof ends. Lemma 6.3. Let ρ and τ be two stopping times with τ being F ρ -measurable and 0 ≤ ρ ≤ τ ≤ T , a.s.. Given α ∈ M and {g(t, e), t ∈ [ρ, τ ]} with e ∈ E s(α) is an adapted process. If g(t, e) is 2 s(α)+3 q integrable for a given q ∈ N + , then for any square integrable adapted process {h(t), t ∈ [ρ, τ ]}, it holds that
where the positive constants C 1 and C 2 do not depend on (τ − ρ).
Proof. The proof of Lemma 6.3 can be found in Lemma 3.2 in [21] and Lemma 4.5.5 in [33] . We omit it here.
Based on Lemmas 6.1 -6.3, we now prove the error estimates of the weak order η Itô-Taylor Scheme 4.3 in the following theorem. Theorem 6.1. Let X t and X k be the solutions of the MSDEJ (4.1) and the weak order η Itô-Taylor scheme 4.3, respectively. Assume that E |X 0 | q < ∞ for q ≥ 1
for all α ∈ Γ η B(Γ η ) with K > 0 being a constant and β t defined by (3.6) . Then for any function g ∈ C 2(η+1) P (R d ; R), it holds that
where C is a positive constant independent of ∆t.
Proof. For simplicity, we consider d = m = 1. The proof of the general case is similar. According to (6.2) and (6.3), it holds that (6.18) 
where (6.21)
∂u ∂y t k , X , (6.22)
Moreover, by Theorem 2.1 and the condition (6.16), we get
Then based on (6.23), (6.25) and (6.27), by Lemma 6.2, we have (6.28)
Similarly, based on (6.23), (6.26) and (6.27) , by Lemma 6.3 with q = 1, we deduce (6.29)
Then by using (6.18), (6.28) and (6.29), we get (6.17). The proof ends.
From Theorem 6.1, we can conclude that the order of weak convergence of the weak order η Taylor scheme 4.3 is η. Moreover, based on Lemmas 6.1 -6.3, we can prove that the order of weak convergence of the compensated weak order η Taylor scheme 4.4 is also η. Corollary 6.1. Let X t and X k be the solutions of the MSDEJ (4.1) and the compensated weak order η Taylor scheme 4.4, respectively. Assume that E |X 0 | q < ∞ for q ≥ 1 and b k , σ k,j , c k ∈ C η+1,2(η+1),2(η+1) P
for all α ∈ Γ η B(Γ η ) with K > 0 being a constant and β t defined by (3.6). Then for any function g ∈ C 2(η+1) P
Numerical examples.
In this section, we carry out some numerical tests to verify our theoretical conclusions and to show the efficiency and the accuracy of the proposed schemes for solving MSDEJs. For each example, we shall test the Euler scheme (4.7), the strong order 1.0 Taylor scheme (4.8), and the weak order 2.0 Taylor scheme (4.14), respectively.
For simplicity, we adopt the uniform time partition, and the time partition number N is given by N = T ∆t . We denote by E |X T − X N | and E[X T − X N ] the strong errors and the weak errors between the exact solution X t of the MSDEJ (4.1) at time t = T and the numerical solution X n of the proposed schemes at n = N . The Monte Carlo method is used to approximate the expectation E[·] appeared in coefficients and errors with sample times M . The "exact" solution of the MSDEJs is identified with the numerical one using a small step-size ∆t exact = 2 −12 . Moreover, we will test the efficiency of our schemes with respect to the level of the intensityλ of the Poisson measure µ by the magnitudes of the sample times M and the running time (RT) for different values ofλ.
In what follows, we denote by Euler, S-1.0 and W-2.0 the Euler scheme, the strong order 1.0 Taylor scheme, and the weak order 2.0 Taylor scheme, respectively. The convergence rate (CR) with respect to ∆t is obtained by using linear least square fitting to the numerical errors. In all the tests, we set T = 1.0. The unit of RT is the second.
Example 7.1. Consider the following MSDEJ with X 0 = x 0 :
where a, b and c are constants.
We set a = 1.25, b = 0.75, c = 0.25, and X 0 = 0.1. Assume that the jump sizes
, which is the uniform distribution on [− 1 2 , 1 2 ]. And we us the Euler scheme (4.7), the strong order 1.0 Taylor scheme (4.8) and the weak order 2.0 Taylor scheme (4.14) to solve (7.1), respectively. We have listed the errors and convergence rates of the schemes (4.7), (4.8) and (4.14) for different intensityλ in Tables 1 -3, respectively. The numerical results listed in Tables 1 -3 show that the Euler scheme (4.7), the strong order 1.0 Taylor scheme (4.8) and the weak order 2.0 Taylor scheme (4.14) are stable and accurate for solving the linear MSDEJ (7.1). Moreover, we can drawn the following conclusions.
1. The orders of strong convergence of the Euler scheme, the strong order 1.0 Taylor scheme and the weak order 2.0 Taylor scheme are 0.5, 1.0 and 1.0, respectively; 2. The orders of weak convergence of the Euler scheme, the strong order 1.0
Taylor scheme and the weak order 2.0 Taylor scheme are 1.0, 1.0 and 2.0, respectively; 3. The efficiency of the schemes depends on the level of the intensityλ of the Poisson measure µ. As the intensityλ increases, the sample times M and the running time RT increase. All of the conclusions above are consistent with our theoretical reuslts. Let the jump sizes satisfy Y i iid ∼ U (− 1 2 , 1 2 ), i = 1, . . . , N T . We use the Euler scheme (4.7), the strong order 1.0 Taylor scheme (4.8) and the weak order 2.0 Taylor scheme (4.14) to solve (7.2), repsectively. For simplicity, we setλ = 1.0. In Tables  4 and 5 , we have listed the errors and convergence rates of the schemes for different initial values of x 0 and X 0 . Tables 4 and 5 , we come to the conclusion that the Euler scheme (4.7), the strong order 1.0 Taylor scheme (4.8) and the weak order 2.0 Taylor scheme (4.14) are stable and accurate for solving the nonlinear MSDEJ (7.2) with different initial values of x 0 and X 0 . Tables 4 and 5 also show that the orders of strong convergence of the schemes (4.7), (4.8) and (4.14) are 0.5, 1.0 and 1.0, respectively, and the orders of weak convergence are 1.0, 1.0 and 2.0, respectively, which verify again our theoretical conclusions. , the computation complexity of which is dependent on the number of jumps. Hence, to construct more efficient high order schemes for MSDEJs, we will focus on the jump-adapted methods in our future work, which avoid the integrals involving the Poisson measure.
8. Conclusions. In this paper, we developed the Itô formula and the Itô-Taylor expansion for MSDEJs, then based on which we proposed the strong order γ and the weak order η Itô-Taylor schemes for solving MSDEJs. We rigorously proved the error estimates of the proposed schemes, which show that the order of strong convergence of the strong order γ Taylor scheme and the order of weak convergence of the weak order η Taylor scheme are γ and η, respectively. Numerical experiments verify our theoretical conclusions and indicate that the efficiency of the schemes depends on the level of the intensity of the Poisson measure. In the future work, we shall consider the jump-adapted methods for MSDEJs.
