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Abstract 
An optimal multiple root-finding method of order three is proposed. A numerical example is given. 
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1. Introduction 
An iteration process is one-point [3, p.81 if it is represented as 
Zn+l = $(&I> 3 (1.1) 
where C$ is a function. A one-point iteration process converges locally of order p to (Y if 
G(z) =a+O((z -cy)“), as z +(Y. (1.2) 
A one-point root-finding method of order p is said to be optimal [ 3, p.121 if the number of function 
evaluations per step is p. 
Let cx be a root of f(z) = 0 of multiplicity m. Let U, = f(z,)/f’(z,) and A*(z) = f”(z)/2f’(z). 
It is known that the second member of optimal basic sequence &s [3, p.1391 
zn+1 = zn - mu,,(i(3 - m) + mA2(z,,)un), 
the multiple root counterpart of Halley’s method by Hansen and Patrick [ 1, p.2651 
(1.3) 
2mu, 
Zn+l =zn- 
m + 1 - 2m&(z,)un’ 
and Ostrowski’s square root iteration [2, p.1331 
Zn+l = Zn - 
JmUll 
-\/l - 2Az(zn)4t 
are optimal methods of order three. 
(1.4) 
(1.5) 
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In this paper we propose a new optimal multiple root-finding third-order method, which is simpler 
than other third-order methods. 
2. An optimal multiple root-finding method of order three 
Suppose that f(z) is represented as f(z) = (z - a)“*g(z), g(cu) # 0, m > 1, where g(z) is of 
class C2 in a neighbourhood of (Y. We denote g( cr), g’(a) and g”(a) by g, g’ and g”, respectively. 
Theorem 1. As z + a, we have the following asymptotic formula: 
z_~m(m+~)ZCW_+-!(m_~)2flo 
f’(z) f”(z) 
=a+ (,(J(;:;) (t)2- $J (Z -(w)3+O((z -4). 
Proof. Developing g(z) at z = a, we have 
f(z) = g(z - a)” 1 + gg(z - cu) + $(z - 42 +o((z - 43)] 9 
[ 
f’(z) = mg(z - CX)~‘-’ 1 + %t(z - a) + z$(z - a)2 +O((z 
[ 
f”(z) = m(m - l)g(z - cy)“lP2 
(2.1) 
x 1+ 
[ 
m+lg’ 
-Jg(z -a> + (m2+-:ln(m:, l) 1 $z - a>2 + O((z - clj3)J. (2.4) 
(2.2) 
d3> 3 
1 
(2.3) - 
Thus we get 
f(z) - z--cy l---&z-“)+ 
f’(z) m [ 
lg’ (~($)2-~~)(z-~)~+o((z-~)‘)]. (2.5) 
and 
f’(z)= z--cy I- 
f”(z) m-l i 
+ (;;;_1;;2 (%)2-m;n,+_:,$) (z, -aj2+O((z -aj3)]. (2.6) 
By eliminating (g//g) (z - a)2 in (2.5) and (2.6), we obtain the desired result. Cl 
By Theorem 1, we obtain an optimal multiple root-finding method of order three: 
Zn+l = zn - ~m(m+l)~++(m- I)2E. 
z!l zn 
(2.7) 
The computation of (2.7) requires two divisions, two multiplications and two additions per step, 
while that of ( 1.3) requires two divisions, four multiplications and two additions. Similarly, the 
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Table 1 
n=O n=l n=2 n=3 n=4 
G 2 + 2i 1.28 + 1.19i 1.015 
f0.9980 i 
Hansen and 2 + 2i 1.20+ 1.13i 1.0025 
Patrick ( 1.4) +0.9984 i
Ostrowski ( 1 S) 2 + 2i 1.12+ 1.052i 0.999983 
+0.999 82 i 
Our method (2.7) 2 + 2i 1.32 + 1.24i 1.034 
+ 1.0026 i 
0.999 997 9 1 .ooo 000 000 000 000 
+0.999 999 0 1 i + 1.000 000 000 000 000 i 
0.999 999 996 5 ISi 
+ 1.000 000 006 1 i 
0.999 999 999 999 88 I+i 
+0.999 999 999 999 55 i 
0.999 982 0.999 999 999 999 962 
+0.999 958 i +0.999 999 999 999 90 i 
computation of ( 1.4) requires three divisions, three multiplications and two additions, and that of 
(1.5) requires three divisions, two multiplications, two additions and one square root. Therefore, in 
the class of optimal multiple root-finding third-order methods our new method (2.7) is the best as 
far as the operation count is concerned. 
3. A numerical example 
Optimal multiple root-finding methods of order three are illustrated numerically by means of a 
nonlinear equation. Numerical computations reported here have been carried out using MS-FORTRAN 
Version 5.1 in double precision. 
Now we consider the function 
f(z) = (z2 - 22 + 2)2.5(z2 + 22 + 3). (3.1) 
The equation f(z) = 0 has the multiple root LY = 1 + i with multiplicity m = 2.5. Starting from 
zo = 2 + 2i, we show the results by applying optimal methods of order three in Table 1. The number 
1 + i in the table means that we can obtain the exact root LY = 1 + i. 
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