Our goal is to create and apply a robust and highly efficient nonhydrostatic, unstructured-grid code in a predictive manner to littoral zones and bays on a domain spatial scale of the order of 100 km and time scales of the order of days to weeks, but with grid scales on the order of 10s of meters in selected areas. The product will be a user-oriented production code for the coastal environment.
The wetting and drying capabilities of SUNTANS enable its use for coastal as well as estuarine domains.
The θ-method for the free-surface yields a two-dimensional Poisson equation, and the nonhydrostatic pressure is governed by a three-dimensional Poisson equation. These are both solved with a preconditioned conjugate gradient algorithm with diagonal preconditioning. SUNTANS [http://suntans.stanford.edu] is written in the C programming language, and the message-passing interface [MPI] is employed for use in a distributed memory parallel computing environment. Grid partitioning is accomplished with the ParMETIS software package (Karypis et al., 1998) that partitions the unstructured two-dimensional planform graph using multilevel recursive bisection with the number of grid points beneath each unstructured grid cell as weights to achieve a load-balanced parallel simulation. Synchronization is required at each iteration in the conjugate gradient solvers and once at the end of each time step in order to transfer cell and edge-centered data to the neighboring processor boundary cells. Unstructured grid cell ordering is accomplished with the ParMETIS software package as well, and we have found a speedup of 30% by ordering both the cell-and edge-centered graphs with a fill-reduced sparse-matrix ordering. Indirect indexing is used in the horizontal to access each grid cell in the planform, while each water column is stored in a contiguous array to vectorize all operations performed in the vertical. Special care was taken to create a highly efficient and memory conservative code. Parallel implementation is simplified by our parallel cluster, which consists of 54 Compaq/Alpha 667 MHz CPUs with a total of 22 GB of RAM. This enables us to perform high-resolution preliminary studies on a dedicated system.
WORK COMPLETED
The full nonhydrostatic version of SUNTANS has become available during this year and it has been applied to examine in the internal wave cycle in Monterey Bay. The first production runs have been completed. We have determined that the GAMBIT CFD Preprocessor by Fluent produces higher quality grids than the Triangle grid-generator that we used previously. In GAMBIT it is easier to control grid density and generate grids with smooth transitions from coarse to fine regions. Figures 1 and 2 show a GAMBIT grid for Monterey, with resolutions ranging from 10s to 100s of meters.
RESULTS
We report on two specific simulations to indicate the capability and results to date. lies north of Monterey on figure 1 ]. It is believed that these two processes are intertwined. Presently, the evolution (generation, propagation, and dissipation) of the internal wave field is being examined over realistic bathymetry. A high-resolution grid consisting of nearly 93,000 elements in a single vertical plane with horizontal resolution of 100 m and vertical resolution of approximately 10 m was generated. Prescribing a semi-diurnal barotropic tide derived from field measurements in the area allowed quantitative measures of the internal wave field to be made. Figure 5 presents results of onshore-offshore velocity after 1.53 periods into the simulation (falling offshore tide). As can be seen in this figure, SUNTANS is capable of portraying the generation and propagation of internal waves caused by a realistic barotropic tidal current in a stratified fluid over complex bathymetry. Internal waves are generated, most notably, at Smooth Ridge, at Steep Ridge, and within the submarine canyon (between these ridges). The simulated internal wave beams scattered from Smooth Ridge and Steep Ridge are consistent with findings from Naval Postgraduate School results using linear internal wave theory. Further consistency includes the presence of swifter currents near the critical slopes (e.g., seaward face of Smooth Ridge and between Smooth Ridge and Steep Ridge). Although the magnitude is less than observed (0.2 m/s), running the simulation for a significantly longer time will reduce this difference. Future work includes applying new signal processing technology, namely, the NASA Hilbert-Huang Transform which is a highly efficient and adaptive set of algorithms for analyzing timevarying processes. This transform method will yield the time-frequency-energy spectra at strategic locations within the simulation domain to assess the evolution of energy and wave period. 
IMPACT/APPLICATIONS
The SUNTANS code can be applied in a predictive manner to littoral zones and bays on a domain spatial scale of the order of 100 km, and time scales of the order of days to weeks, while allowing resolutions down to the order of 10s of meters in critical areas on the continental slope and shelf. SUNTANS can generate accurate predictions of motions and transport in coastal oceans due to surface waves and internal waves. Applications such as internal-tide dynamics, breaking and mixing and coastal transport are envisioned. Thus, we are providing a code that can significantly deepen understanding of littoral processes at high resolution of space and time scales. Accurate prediction of currents, turbulence, turbulent mixing and transport is of high value to the Navy. The detailed environmental information provided should be helpful in strategic and tactical decision making.
RELATED PROJECTS
NSF OCE-0113111 High Resolution Coastal Ocean Modeling.
