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Abstract: In this paper, we study the asymptotic relation between the maximum of a continuous order
statistics process formed by stationary Gaussian processes and the maximum of this process sampled
at discrete time points. It is shown that, these two maxima are asymptotically independent when the
Gaussian processes are weakly dependent and the discrete points are sufficient sparse, while for other
case, these two maxima are asymptotically dependent.
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1 Introduction
Let {X(t), t ≥ 0} be a stationary Gaussian process with mean 0, variance 1, correlation function r(t) and continuous
sample functions. Suppose the following conditions on the correlation function r(t) hold, i.e., for some α ∈ (0, 2],
r(t) = 1− |t|α + o(|t|α) as t→ 0 and r(t) < 1 for t > 0 (1)
and
r(t) ln t→ r ∈ [0,∞], as t→∞. (2)
In the literature, the Gaussian process {X(t), t ≥ 0} is called weakly dependent and strongly dependent if (2) holds
with r = 0 and r ∈ (0,+∞], respectively.
Let (X1(t), . . . , Xn(t)), t ≥ 0 be a Gaussian vector process, the components of which are independent copies of the
Gaussian process {X(t), t ≥ 0}. Let {Xm:n(t), t ≥ 0} with 1 ≤ m ≤ n, be the mth upper order statistic process of
{Xi(t), t ≥ 0}, 1 ≤ i ≤ n, defined by
X1:n(t) := max
1≤i≤n
Xi(t) ≥ . . . ≥ Xm:n(t) ≥ . . . ≥ Xn:n(t) := min
1≤i≤n
Xi(t), t ≥ 0. (3)
The extremes properties of this process have attracted much attention in recent years.
The tail probability of supt∈[0,T ]Xm:n(t) has been studied by De¸bicki, Hashorva, Ji and Ling (2015) and De¸bicki,
Hashorva, Ji and Tabi´s (2014,2015). De¸bicki et al. (2017) obtained the limit distribution of supt∈[0,T ]Xm:n(t). For
some related studies on extremes properties for Gaussian order statistics processes, we refere to De¸bicki and Kosin´ski
(2017) and Zhao (2017).
In applied fields, however, the above limit results can not be used directly, since the available samples are usually
over a discrete set of times. Therefore, it is crucial to investigate the asymptotic relation between the maxima of
the continuous time processes and the maxima of the processes sampled at discrete time points.
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Piterbarg (2004) first studied the asymptotic relation between the continuous time maximum and the discrete version
maximum of stationary Gaussian processes. This type of results are called Piterbarg’s max-discretisation theorems
in the literature, see e.g. Tan and Hashorva (2014). Piterbarg’s max-discretisation theorems have been extended to
more general Gaussian cases, see Hu¨sler (2004), Hu¨sler and Piterbarg (2004), Tan and Hashorva (2014), Hashorva
and Tan (2015) and Tan and Wang (2015). Although the Piterbarg’s max-discretisation theorems for Gaussian
processes have been studied extensively under different conditions in the past, it is far from complete. Extending the
above results to non-Gaussian case is also interesting, since most of reality can not be modeled by Gaussian model.
Turkman (2012) considered this problem by adopting the model from Albin (1990), but there are some mistakes
in the paper, which have been corrected by Ling et al. (2017). Ling and Tan (2016) dealt with the problems for
chi-processes. The goal of this paper is to study the Piterbarg’s max-discretisation theorems for order statistics
processes.
Following Piterbarg (2004), we consider uniform grids R(p) = {kp : k ∈ N}, p = p(T ) > 0. A grid R(p) is called
sparse if p is such that
p(T )(
2
m
lnT )1/α → D, T →∞
with D =∞. If D ∈ (0,∞), the grid is a Pickands grid, and if D = 0, the grid is dense. For any grid R(p), define
Mm(T ) := sup
t∈[0,T ]
Xm:n(t) and M
p
m(T ) := sup
kp∈[0,T ]
Xm:n(kp).
The paper is organized as follows: In Section 2, we present the main results. Section 3 gives the proofs. Some
technical auxiliary results are presented in Section 4. Let Ψ(·) and Φ(·) denote the tail distribution function and
cumulative distribution function of a standard normal variable, respectively.
2 Main results
For stating our main results, we introduce the following Pickands type constants. Let B
(i)
α/2, i = 1, 2, . . . ,m be
independent fractional Brownian motions and define
Hm,α(λ) =
∫
Rm
e
∑m
i=1 wiP
{
sup
t∈[0,λ]
min
1≤i≤m
(
√
2B
(i)
α/2(t)− tα > wi)
}
dw.
It follows from De¸bicki, Hashorva, Ji and Tabi´s (2015) that
Hm,α := lim
λ→∞
Hm,α(λ)
λ
∈ (0,∞).
Theorem 2.1. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with
correlation functions r(·) satisfying (1) and (2) with r ∈ [0,+∞). Then for any sparse grid R(p),
P
{
am,T
(
Mm(T )− bm,T
) ≤ x, am,T (Mpm(T )− bpm,T ) ≤ y}
−→ E exp
(
−(e−x−r+√2rmN + e−y−r+√2rmN )) (4)
as T →∞, where N is an N(0, 1) random variable and the normalizing constants are defined as
am,T =
√
2m lnT , bm,T =
1
m
am,T + a
−1
m,T ln
(
a
2/α−m
m,T C
m
n Hm,α(2π)−m/2
)
and
bpm,T =
1
m
am,T + a
−1
m,T ln
(
a−mm,TC
m
n (2π)
−m/2p−1
)
with Cmn =
n!
m!(n−m)! .
As a special case, we can obtain the limit distribution of the maximum for discrete order statistics processes, which
is of independent interest.
2
Corollary 2.1. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with
correlation functions r(·) satisfying (1) and (2) with r ∈ [0,+∞). Then for any sparse grid R(p),
P
{
am,T
(
Mpm(T )− bpm,T
) ≤ x} −→ E exp(−e−x−r+√2rmN) (5)
as T →∞.
Before presenting the result for Pickands grids, we introduce the following Pickands type constants. For any d > 0,
define for k ∈ N,
Hd,m,α(λ) =
∫
Rm
e
∑m
i=1 wiP
{
sup
kd∈[0,λ]
min
1≤i≤m
(
√
2B
(i)
α/2(kd)− (kd)α > wi)
}
dw.
We have (by the same arguments as in De¸bicki, Hashorva, Ji and Tabi´s (2015)),
Hd,m,α := lim
λ→∞
Hd,m,α(λ)
λ
∈ (0,∞).
For any d > 0, define for k ∈ N
Hx,yd,m,α(λ) =
∫
Rm
e
∑m
i=1 wiP
{
sup
t∈[0,λ]
min
1≤i≤m
(
√
2B
(i)
α/2(t)− tα > wi + x,
sup
kd∈[0,λ]
min
1≤i≤m
(
√
2B
(i)
α/2(kd)− (kd)α > wi + y
}
dw
we have (see the proof in Appendix A)
Hx,yd,m,α := limλ→∞
Hx,yd,m,α(λ)
λ
∈ (0,∞).
Theorem 2.2. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with corre-
lation functions r(·) satisfying (1) and (2) with r ∈ [0,+∞). Then for any Pickands grid R(p) = R(d( 2m lnT )−1/α)
with d > 0,
P
{
am,T
(
Mm(T )− bm,T
) ≤ x, am,T (Mpm(T )− bd,m,T ) ≤ y}
−→ E exp
(
−(e−x−r+√2rmN + e−y−r+√2rmN −Hln(Hm,α)+x,ln(Hd,m,α)+yd,m,α e−r+√2rmN )) (6)
as T →∞, where
bd,m,T =
1
m
am,T + a
−1
m,T ln
(
a
2/α−m
m,T C
m
n Hd,m,α(2π)−m/2
)
.
Theorem 2.3. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with
correlation functions r(·) satisfying (1) and (2) with r ∈ [0,+∞). Then for any dense grid R(p),
P
{
am,T
(
Mm(T )− bm,T
) ≤ x, am,T (Mpm(T )− bm,T ) ≤ y} −→ E exp(−e−min(x,y)−r+√2rmN) (7)
as T →∞.
Theorem 2.4. Let {X(t), t ≥ 0} be a standard (zero-mean, unit-variance) stationary Gaussian process with
correlation functions r(·) satisfying (1) and (2). Suppose that r =∞ and α ∈ (0, 1], r(t) is convex for all t ≥ 0 with
limt→∞ r(t) = 0 and further r(t) ln t is monotone for large t. Then for any grid R(p),
P
{
1√
r(T )
(Mm(T )−
√
1− r(T )bm,T ) ≤ x, 1√
r(T )
(Mpm(T )−
√
1− r(T )b∗m,T ) ≤ y
}
−→ Φ(min{x, y}) (8)
as T →∞, where b∗m,T = bpm,T for a sparse grid; b∗m,T = bd,m,T for a Pickands grid; b∗m,T = bm,T for a dense grid.
Remark 2.1. We note that the above results under different grids still holds. It is not difficult to check it by
combining the method used in this paper with the one in Hashorva and Tan (2015).
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3 Proofs
3.1 Proofs of Theorems 2.1-2.3
First, define ρ(T ) = r/ lnT and let 0 < c < a < 1 be positive constants which will be determined by (20) and
(21) in Appendixes A and B, respectively. Following Piterbarg (2004), divide [0, T ] into intervals with length
T a alternating with shorter intervals with length T c. Note that the numbers of the long intervals is at most
l = lT = ⌊T/(T a+T c)⌋, where ⌊x⌋ denotes the integral part of x. Let Oi = [(i− 1)(T a+T c), (i− 1)(T a+T c)+T a],
Qi = ((i− 1)(T a+ T c) + T a, i(T a+ T c)), i = 1, · · · , l and O = ∪iOi. There is still a remaining interval denoted by
Ql+1 which play no role in our consideration.
Let {Y ij (t), t ∈ Ei}, i = 1, 2, · · · , l, j = 1, 2, . . . , n, be independent copies of {X(t), t ≥ 0}, where Ei := [(i− 1)(T a +
T c), i(T a + T c)). Further, define for j = 1, 2, . . . , n
ξTj (t) =
(
1− ρ(T ))1/2 l∑
i=1
Y ij (t)I(t ∈ Ei) + ρ1/2(T )N ,
where I is the indicator function and N is an N(0, 1) random variable, which is independent of {X(t), t ≥ 0} and
{Y ij (t), t ∈ Ei}, i = 1, 2, · · · , l, j = 1, 2, . . . , n. Denote by ̺(t, s) the covariance function of {ξTj (t)} and we have
̺(t, s) =
{
r(|t− s|) + (1− r(|t − s|))ρ(T ), s ∈ Ei, t ∈ Ej , i = j;
ρ(T ), s ∈ Ei, t ∈ Ej, i 6= j.
Note that Oi ⊂ Ei, i = 1, 2, · · · , l. Let Y im:n(t) and ξTm:n(t) be the order statistics processes formed by Y ij (t) and
ξTj (t), respectively.
In the sequel, C shall denote positive constant whose values may vary from place to place. For simplicity, define
q = q(T ) = b(
2
m
lnT )−1/α
for some constant b > 0.
We need the following lemmas to prove Theorems 2.1 and 2.2.
Lemma 3.1. Suppose that the grid R(p) is a sparse grid or Pickands grid. For any B > 0, we have for all
x, y ∈ [−B,B], ∣∣∣∣P {am,T (Mm(T )− bm,T ) ≤ x, am,T (Mpm(T )− b∗m,T ) ≤ y}
−P
{
am,T
(
max
t∈O
Xm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
Xm:n(t)− b∗m,T
) ≤ y} ∣∣∣∣→ 0
as T →∞, where b∗m,T = bpm,T for sparse grid and b∗m,T = bm,d,T for Pickands grid.
Proof: The proof is similar to that of Lemma 6 of Piterbarg (2004). Clearly, we have∣∣∣∣P {am,T (Mm(T )− bm,T ) ≤ x, am,T (Mpm(T )− b∗m,T ) ≤ y}
−P
{
am,T
(
max
t∈O
Xm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
Xm:n(t)− b∗m,T
) ≤ y} ∣∣∣∣
≤
l+1∑
i=1
P
{
max
t∈Qi
Xm:n(t) > bm,T + x/am,T
}
+
l+1∑
i=1
P
{
max
t∈R(p)∩Qi
Xm:n(t) > b
∗
m,T + y/am,T
}
. (9)
To bound the right hand side of (9), we need the following result for any S ∈ (0, exp(cu2)) for some c ∈ (0, 1/2)
P
{
sup
t∈[0,S]
Xm:n(t) > u
}
= Cmn P
{
sup
t∈[0,S]
Xm:m(t) > u
}
(1 + o(1))
= Cmn SHm,αu
2
αΨm(u)(1 + o(1)), u→∞. (10)
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For fixed S, it follows from De¸bicki, Hashorva, Ji and Ling (2015). For the case S → ∞, it can be proved by the
same arguments as in Lemma D.2 in Piterbarg (1996). Thus, by the choice of am,T and bm,T , we have (denote by
mes(·) the Lebesgue measure)
l+1∑
i=1
P
{
max
t∈Qi
Xm:n(t) > bm,T + x/am,T
}
= O(1)
l+1∑
i=1
mes(Oi)(bm,T + x/am,T )
2/αΨm(bm,T + x/am,T )
= O(1)
∑l+1
i=1mes(Qi)
T
≤ O(1)(l + 1)T
c
T
→ 0
as T → ∞. In light of the second assertion in Lemmas A1 and A2 in the Appendix for a sparse grid and Pickands
grid, respectively, we can get the same estimation for the second probability in the right-hand side of (9), hence the
proof is complete. 
Lemma 3.2. Suppose that the grids R(p) is a sparse grid or Pickands grid. For any B > 0, we have for all
x, y ∈ [−B,B] and the Pickands grids R(q) = R(b( 2m lnT )−1/α)∣∣∣∣P
{
am,T
(
max
t∈O
Xm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
Xm:n(t)− b∗m,T
) ≤ y}
−P
{
am,T
(
max
t∈R(q)∩O
Xm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
Xm:n(t)− b∗m,T
) ≤ y} ∣∣∣∣→ 0 (11)
as T →∞ and b ↓ 0, where b∗m,T = bpm,T for sparse grids and b∗m,T = bm,d,T for Pickands grids.
Proof: It is easy to see that the left hand side of (11) is bounded above by
P
{
max
t∈O
Xm:n(t) > a
−1
m,Tx+ bm,T , max
t∈R(q)∩O
Xm:n(t) ≤ a−1m,Tx+ bm,T
}
≤ TP
{
max
t∈[0,1]
Xm:n(t) > a
−1
m,Tx+ bm,T , max
t∈R(q)∩[0,1]
Xm:n(t) ≤ a−1m,Tx+ bm,T
}
De¸bicki, Hashorva, Ji and Ling (2017) has shown that the order statistics processes Xm:n(t) satisfied Conditions
B and C0(Λ) in Albin (1990), which implies that condition (3.7) in Leadbetter and Rootze´n (1982) holds (see the
proof of Theorem 10 in Albin (1990)). Applying condition (3.7) in Leadbetter and Rootze´n (1982), we can see that
the above probability does not exceed
o(1)T (bm,T + x/am,T )
2/αΨm(bm,T + x/am,T ) = o(1)
as T →∞ and b ↓ 0 . 
Lemma 3.3. Suppose that the grid R(p) is a sparse grid or Pickands grid. For any B > 0 we have for all
x, y ∈ [−B,B] and the Pickands grids R(q) = R(b( 2m lnT )−1/α)∣∣∣∣P
{
am,T
(
max
t∈R(q)∩O
Xm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
Xm:n(t)− b∗m,T
) ≤ y}
−P
{
am,T
(
max
t∈R(q)∩O
ξTm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
ξTm:n(t)− b∗m,T
) ≤ y} ∣∣∣∣→ 0
uniformly for b > 0 as T →∞, where b∗m,T = bpm,T for sparse grids and b∗m,T = bm,d,T for Pickands grids.
Proof: For the sake of simplicity, let uT = bm,T + x/am,T , u
∗
T = b
∗
m,T + y/am,T . Using Lemma C1 in Appendix C,
we have ∣∣∣∣P
{
am,T
(
max
t∈R(q)∩O
Xm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
Xm:n(t)− b∗m,T
) ≤ y}
−P
{
am,T
(
max
t∈R(q)∩O
ξTm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
ξTm:n(t)− b∗m,T
) ≤ y} ∣∣∣∣
5
≤ C
∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
t6=s,1≤i,j≤l
|r(|t − s|)− ̺(s, t)|
∫ 1
0
u
−2(m−1)
T
(1− r(h)(t, s))m/2 exp
(
− mu
2
T
1 + |r(h)(t, s)|
)
dh
+C
∑
t∈R(p)∩Oi,s∈R(p)∩Oj ,
t6=s,1≤i,j≤l
|r(|t− s|)− ̺(s, t)|
∫ 1
0
u
−2(m−1)
T
(1− r(h)(t, s))m/2 exp
(
− m(u
∗
T )
2
1 + |r(h)(t, s)|
)
dh
+C
∑
t∈R(q)∩Oi ,s∈R(p)∩Oj ,
t6=s,1≤i,j≤l
|r(|t− s|)− ̺(s, t)|
∫ 1
0
u
−2(m−1)
T
(1 − r(h)(t, s))m/2 exp
(
−
1
2m[u
2
T + (u
∗
T )
2]
1 + |r(h)(t, s)|
)
dh,
where r(h)(t, s) = hr(|t− s|) + (1− h)̺(t, s). Now, the lemma follows from Lemmas B1-B3 in the Appendix B. 
Proof of Theorem 2.1. First, by the definition of {ξTm:n(t)}, we have
P
{
am,T
(
max
t∈R(q)∩O
ξTm:n(t)− bm,T
) ≤ x, am,T ( max
t∈R(p)∩O
ξTm:n(t)− b∗m,T
) ≤ y}
=
1
(2π)1/2
∫
R
e−
1
2 z
2
l∏
i=1
P
{
max
t∈R(q)∩Oi
Y im:n(t) ≤
bm,T + x/am,T − ρ1/2(T )z
(1− ρ(T ))1/2 ,
max
t∈R(p)∩Oi
Y im:n(t) ≤
b∗m,T + x/am,T − ρ1/2(T )z
(1− ρ(T ))1/2
}
dz
= E
l∏
i=1
P
{
max
t∈R(q)∩Oi
Y im:n(t) ≤ vT , max
t∈R(p)∩Oi
Y im:n(t) ≤ v∗T
}
,
where
vT :=
bm,T + x/am,T − ρ1/2(T )N
(1 − ρ(T ))1/2 =
x+ r −√2rmN
am,T
+ bm,T + o(a
−1
m,T ), (12)
and
v∗T :=
b∗m,T + y/am,T − ρ1/2(T )N
(1− ρ(T ))1/2 =
y + r −√2rmN
am,T
+ b∗m,T + o(a
−1
m,T ) (13)
as T →∞ with b∗m,T = bpm,T for sparse grid and b∗m,T = bm,d,T for Pickands grid.
Now, from Lemmas 3.1-3.3, we know that in order to prove Theorem 2.1, it suffices to show that∣∣∣∣E
l∏
i=1
P
{
max
t∈R(q)∩Oi
Y im:n(t) ≤ vT , max
t∈R(p)∩Oi
Y im:n(t) ≤ v∗T
}
−E exp
(
−(e−x−r+√2rmN + e−y−r+√2rmN )) ∣∣∣∣→ 0
as T → ∞, where vT and v∗T are defined in (12) and (13), respectively. Using the stationarity of {Y im:n(t), t ∈ Ei}
with respect to t, we have
l∏
i=1
P
{
max
t∈R(q)∩Oi
Y im:n(t) ≤ vT , max
t∈R(p)∩Oi
Y im:n(t) ≤ v∗T
}
=
(
P
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) ≤ vT , max
t∈R(p)∩[0,Ta]
Y im:n(t) ≤ v∗T
})l
= exp
(
l ln
(
P
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) ≤ vT , max
t∈R(p)∩[0,Ta]
Y im:n(t) ≤ v∗T
}))
= exp
(
−l
(
1− P
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) ≤ vT , max
t∈R(p)∩[0,Ta]
Y im:n(t) ≤ v∗T
})
+Rn
)
,
where Rn is the remainder of the Taylor expansion lnx = −(1−x+x2+ · · · ) for 0 < x < 1. Since by the definitions
of vT and v
∗
T
Pn := P
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) ≤ vT , max
t∈R(p)∩[0,Ta]
Y im:n(t) ≤ v∗T
}
→ 1
6
as T → ∞, we get that the remainder Rn can be estimated as Rn = o(n(1 − Pn)). Using Lemma A1 and letting
b ↓ 0, we get that
l
(
1− P
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) ≤ vT , max
t∈R(p)∩[0,Ta]
Y im:n(t) ≤ v∗T
})
∼ lT a−1
(
e−x−r+
√
2rmN + e−y−r+
√
2rmN
)
∼ e−x−r+
√
2rmN + e−y−r+
√
2rmN
as T →∞, which combined with the dominated convergence theorem completes the proof of Theorem 2.1. 
Proof of Theorem 2.2. As for the proof of Theorem 2.1, in view of Lemmas 3.1-3.3 in order to establish the proof
we only need to show
∣∣∣∣E
l∏
i=1
P
{
max
t∈R(q)∩Oi
Y im:n(t) ≤ vT , max
t∈R(p)∩Oi
Y im:n(t) ≤ v∗T
}
−E exp
(
−(e−x−r+√2rmN + e−y−r+√2rmN −HlnHm,α+x,lnHd,m,α+yd,m,α e−r+√2rmN ))
∣∣∣∣→ 0
as T → ∞, where vT and v∗T are defined in (12) and (13), respectively. Similar to the proof of Theorem 2.1, using
Lemma A2 and letting b ↓ 0, we get
l
(
1− P
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) ≤ vT , max
t∈R(p)∩[0,Ta]
Y im:n(t) ≤ v∗T
})
= lP
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) > vT
}
+ lP
{
max
t∈R(p)∩[0,Ta]
Y im:n(t) > v
∗
T
}
−lP
{
max
t∈R(q)∩[0,Ta]
Y im:n(t) > vT , max
t∈R(p)∩[0,Ta]
Y im:n(t) > v
∗
T
}
∼ lT a−1
(
e−x−r+
√
2rmN + e−y−r+
√
2rmN
)
−lT a−1Hln(Hm,α)+x,ln(Hd,m,α)+yd,m,α e−r+
√
2rmN
∼ e−x−r+
√
2rmN + e−y−r+
√
2rmN −Hln(Hm,α)+x,ln(Hd,m,α)+yd,m,α e−r+
√
2rmN
as T →∞. This and the dominated convergence theorem conclude the proof of Theorem 2.2. 
Proof of Theorem 2.3. The proof is the same as that of Theorem 2.2(ii) of Hashorva and Tan (2015), so we
omit it. 
3.2 Proof of Theorem 2.4
The following lemma is needed for the proof of Theorem 2.4. Note that by Polya’s criterion, the convexity of r(t)
ensures that there is a separable stationary Gaussian process {ZT (t), 0 ≤ t ≤ T } with correlation function
γT (t) = (r(t) − r(T ))/(1 − r(T )) for t ≤ T.
Let {ZTj (t), 0 ≤ t ≤ T }, j = 1, 2, . . . , n, be independent copies of ZT (t) and {ZTm:n(t), 0 ≤ t ≤ T } be the correspond-
ing order statistics processes. Let
MZm(T ) = max
0≤t≤T
ZTm:n(t), M
Z,p
m (T ) = max
t∈R(p)∩[0,T ]
ZTm:n(t).
Lemma 3.4. Let ZT (t) be defined as before. Under the conditions of Theorem 2.4, for any ε > 0, as T → ∞, we
have
P
{
|MZm(T )− bm,T | > εr1/2(T )
}
→ 0, (14)
P
{
|MZ,pm (T )− bpm,T | > εr1/2(T )
}
→ 0 (15)
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for a sparse grid, and
P
{
|MZ,pm (T )− bd,m,T | > εr1/2(T )
}
→ 0 (16)
for a Pickands grid, where bm,T , b
p
m,T and bd,m,T are defined as before.
Proof: We first show (14). Note that γT (t) satisfies,
γT (t) =
r(t) − r(T )
1− r(T ) = 1− C(T )|t|
α + o(|t|α) as t→ 0, (17)
where
C(T ) =
1
1− r(T ) → 1 as T →∞.
Using the stationarity of {ZT (t), 0 ≤ t ≤ T }, (10) and the definition of bm,T , we have
P
{
MZm(T )− bm,T > εr1/2(T )
}
≤ (⌊T ⌋+ 1)P
{
max
0≤t≤1
ZTm:n(t) > εr
1/2(T ) + bm,T
}
≤ O(1)(⌊T ⌋+ 1)(εr1/2(T ) + bm,T ) 2α−me− 12m(r1/2(T )+bm,T )2
≤ O(1)(⌊T ⌋+ 1)(lnT )1/α−m/2e− 12m( 2m lnT+ 2m (1/α−m/2) ln lnT+ 2
√
2√
m
(r(T ) lnT )1/2)
= O(1)e−
√
2m(r(T ) lnT )1/2 . (18)
Now, by the condition that r(T ) ln T ↑ ∞, we get that
P
{
MZm(T )− bm,T > εr1/2(T )
}
→ 0 as T →∞.
On the other hand, the following asymptotic relation has been proved in the proof of Theorem 4.1 (b) of De¸bicki,
Hashorva, Ji and Ling (2017),
P
{
MZm(T )− bm,T < −εr1/2(T )
}
→ 0 as T →∞.
The proof of (14) is complete.
Next, we show (15). Let {η(t), t ≥ 0} be a standardized Gaussian process with covariance function ̺ and {ηj(t), t ≥
0}, j = 1, 2, . . . , n be independent copies of {η(t), t ≥ 0}. Let ηm:n(t) be the order statistics process formed by
{ηj(t), t ≥ 0}, j = 1, 2, . . . , n and define
Mη,pm (T, ̺) = max
t∈R(p)∩[0,T ]
ηm:n(t).
Since γT (t) > 0, by Normal comparison Lemma for order statistics (see Corollary 2.3 of De¸bicki, Hashorva, Ji and
Ling (2017)), we get
P
{
MZ,pm (T )− bpm,T > εr1/2(T )
}
≤ P
{
Mη,pm (T, 0)− bpm,T > εr1/2(T )
}
Note that, by the definitions, bpm,T r
1/2(T )→∞ as T →∞. It follows from Corollary 2.1 that
P
{
Mη,pm (T, 0)− bpm,T > εr1/2(T )
}
→ 0 as T →∞,
Thus
P
{
MZ,pm (T )− bpm,T > εr1/2(T )
}
→ 0 as T →∞.
By the same arguments as in the proof of Theorem 4.1 (b) of De¸bicki, Hashorva, Ji and Ling (2017), we can show
that
P
{
MZ,pm (T )− bpm,T < −εr1/2(T )
}
→ 0 as T →∞,
which completes the proof of (15). The proof of (16) is similar to that of (14), so we omit the details.
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Proof of Theorem 2.4. For the cases of sparse and Pickands grid, as in the paper of Mittal and Ylvisaker (1975),
represent Mm(T ) and M
p
m(T ) by
Mm(T ) = (1− r(T ))1/2MZm(T ) + r1/2(T )N
and
Mpm(T ) = (1− r(T ))1/2MZ,pm (T ) + r1/2(T )N ,
where N is a standard normal variable independent of Zm:n(t). Using Lemma 3.4, we get that
P
{
Mm(T )− (1 − r(T ))1/2bm,T
r1/2(T )
≤ x, M
p
m(T )− (1− r(T ))1/2b∗m,T
r1/2(T )
≤ y
}
= P
{
(1− r(T ))1/2(MZm(T )− bT )
r1/2(T )
+N ≤ x, (1− r(T ))
1/2(MZ,pm (T )− b∗T )
r1/2(T )
+N ≤ y
}
→ P {N ≤ x,N ≤ y}
= Φ(min{x, y})
as T →∞. The proof for the dense grid is same as that of Theorem 2.2(ii) of Hashorva and Tan (2015), so we omit
it.
4 Appendix
4.1 Appendix A
In this subsection, we give two auxiliary lemmas, which are used in the proofs of Theorem 2.1 and 2.2, respectively.
Let Yj(t), j = 1, 2, . . . , n be independent copies of X(t) and Ym:n(t) be the corresponding order statistics processes.
The following fact will be extensively used in the proof. From assumption (1), we can choose an ǫ > 0 such that for
all |s− t| ≤ ǫ < 2−1/α
1
2
|s− t|α ≤ 1− r(|t− s|) ≤ 2|s− t|α. (19)
Now, let ϑ(x) = supx≤|t−s|≤T r(|t − s|). Assumption (1) implies that ϑ(ǫ) < 1 for all T and any ǫ ∈ (0, 2−1/α).
Consequently, we may choose some positive constants a, c such that
0 < c < a <
1− ϑ(ǫ)
1 + ϑ(ǫ)
< 1 (20)
for all sufficiently large T .
Lemma A1. Let q = q(T ) = b( 2m lnT )
−1/α for some constant b > 0. Under the conditions of Theorem 2.1 we have
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT
}
= T a−1e−x−r+
√
2rmN (1 + o(1)),
as b ↓ 0 and T →∞;
P
{
max
t∈R(p)∩[0,Ta]
Ym:n(t) > v
∗
T
}
= T a−1e−y−r+
√
2rmN (1 + o(1)),
as T →∞ and
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT , max
t∈R(p)∩[0,Ta]
Ym:n(t) > v
∗
T
}
= o(T a−1)
uniformly for b > 0 as T →∞, where vT and v∗T are defined in (12) and (13), respectively.
Proof: For the first assertion, recalling that R(q) is a Pickands grid with q = q(T ) = b( 2m lnT )
−1/α and noting that
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT
}
→ P
{
max
t∈[0,Ta]
Ym:n(t) > vT
}
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as b ↓ 0, the result follows from (10) and definition of vT by some simple computations. Next, we show the second
assertion. Note that R(p) is a sparse grid in this case. By Bonferroni inequality for large T
∑
t∈R(p)∩[0,Ta]
P {Ym:n(t) > v∗T } ≥ P
{
max
t∈R(p)∩[0,Ta]
Ym:n(t) > v
∗
T
}
≥
∑
t∈R(p)∩[0,Ta]
P {Ym:n(t) > v∗T }
−
∑
t∈R(p)∩[0,T a]
s∈R(p)∩[0,Ta]
P {Ym:n(t) > v∗T , Ym:n(s) > v∗T }
=: PT,1 − PT,2.
In view of Lemma 1 of De¸bicki, Hashorva, Ji and Ling (2015), we have
P {Ym:n(0) > u} = Cmn (P {Y (0) > u})m(1 + o(1))
= Cmn Ψ
m(u)(1 + o(1)),
as u→∞. Therefore, by the definition of v∗T , we have
PT,1 =
∑
t∈R(p)∩[0,Ta]
P {Ym:n(t) > v∗T }
= T ap−1P {Ym:n(0) > v∗T }
= T ap−1Cmn Ψ
m(v∗T )(1 + o(1))
= T a−1e−y−r+
√
2rmN (1 + o(1)),
as T → ∞, whereas to complete the proof, we only need to show PT,2 = o(T a−1) uniformly for b > 0 as T → ∞.
Split the term PT,2 into two parts as
PT,2 =
∑
t∈R(p)∩[0,Ta],s∈R(p)∩[0,Ta]
|t−s|≤ǫ
P {Ym:n(t) > v∗T , Ym:n(s) > v∗T }
+
∑
t∈R(p)∩[0,T a],s∈R(p)∩[0,Ta]
|t−s|>ǫ
P {Ym:n(t) > v∗T , Ym:n(s) > v∗T }
=: PT,21 + PT,22,
where ǫ is chosen such that (19) holds. By Lemma 1 of De¸bicki, Hashorva, Ji and Ling (2015) and the proof of
Lemma 9 in De¸bicki, Hashorva, Ji and Tabi´s (2015), we have
PT,21 =
∑
t∈R(p)∩[0,T a],s∈R(p)∩[0,Ta]
|t−s|≤ǫ
P {Ym:n(s) > v∗T }P {Ym:n(t) > v∗T |Ym:n(s) > v∗T }
≤
∑
t∈R(p)∩[0,T a],s∈R(p)∩[0,Ta]
|t−s|≤ǫ
Cmn Ψ
m(v∗T )2
m+1Ψm
(
v∗T
√
1− r(s− t)
1 + r(s− t)
)
By (19), we can choose ǫ > 0 small enough such that
1− r(s− t)
1 + r(s− t) ≥
1
4
|t− s|α
and we thus have
PT,21 ≤ C
∑
t∈R(p)∩[0,Ta],s∈R(p)∩[0,Ta]
|t−s|≤ǫ
[
Ψ(v∗T )Ψ
(
v∗T
1
2
|t− s|α/2
)]m
≤ CΨm(v∗T )
∑
t∈R(p)∩[0,Ta],s∈R(p)∩[0,Ta]
|t−s|≤ǫ
1
|t− s|mα/2(v∗T )m
exp
(
−1
8
m|t− s|α(v∗T )2
)
.
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Using the definition of v∗T we obtain
PT,21 ≤ CT ap−1Ψm(v∗T )
∑
0<kp≤ǫ
1
(kp)mα/2(v∗T )m
exp
(
−1
8
m(kp)α(v∗T )
2
)
= CT a−1
∑
0<kp≤ǫ
1
[kp(lnT )1/α]mα/2
exp
(
−1
4
m[kp(lnT )1/α]α
)
(1 + o(1))
≤ CT a−1 1
[p(ln T )1/α]mα/2
∑
0<k≤⌊ǫ/p⌋+1
exp
(
−1
4
m[kp(lnT )1/α]α
)
(1 + o(1))
≤ CT a−1 1
[p(ln T )1/α]mα/2
(1 + o(1))
= T a−1o(1),
where we used additionally the fact that limT→∞(ln T )1/αp = ∞, since R(p) is a sparse grid. Thus, we have
PT,21 = o(T
a−1) as T →∞.
For the second term, by the Comparison Lemma for order statistics (see Theorem 2.4 in De¸bicki, Hashorva, Ji and
Ling (2017)), we have
PT,22 =
∑
t∈R(p)∩[0,Ta],s∈R(p)∩[0,Ta]
|t−s|>ǫ
P {Ym:n(t) > v∗T , Ym:n(s) > v∗T }
≤
∑
t∈R(p)∩[0,Ta],s∈R(p)∩[0,Ta]
|t−s|>ǫ
[
Ψ2m(v∗T ) + C(v∗T )−2(m−1) exp
(
− m(v
∗
T )
2
1 + |r(|t− s|)|
)]
≤ CT ap−1
∑
ǫ≤kp≤Ta
[
Ψ2m(v∗T ) + C(v∗T )−2(m−1) exp
(
− m(v
∗
T )
2
1 + |r(kp)|
)]
≤ CT 2ap−2
[
Ψ2m(v∗T ) + C(v∗T )−2(m−1) exp
(
−m(v
∗
T )
2
1 + ϑ(ǫ)
)]
=: PT,221 + PT,222.
Utilising again the fact that v∗T ∼ uT ∼ ( 2m lnT )1/2, we have
PT,221 ≤ CT 2ap−2u−2mT
[
exp
(
−1
2
mu2T
)]2
≤ CT 2ap−2u−2mT T−2
= o(T a−1)
and
PT,222 ≤ CT 2ap−2u−2(m−1)T exp
(
−m(v
∗
T )
2
1 + ϑ(ǫ)
)
≤ CT 2ap−2u−2(m−1)T T−
2
(1+ϑ(ǫ))
≤ CT a−1T a−1−ϑ(ǫ)1+ϑ(ǫ) p−2(lnT )−(m−1).
Both (20) and (lnT )1/αp =∞ imply ST,22 = o(T a−1) as T →∞. This completes the proof of the second assertion.
Now, we prove the third assertion. Obviously, we have
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT , max
t∈R(p)∩[0,Ta]
Ym:n(t) > v
∗
T
}
≤
∑
t∈R(q)∩[0,T a],s∈R(p)∩[0,Ta],
|t−s|≤ǫ
P {Ym:n(t) > vT , Ym:n(s) > v∗T }
+
∑
t∈R(q)∩[0,T a],s∈R(p)∩[0,Ta],
|t−s|>ǫ
P {Ym:n(t) > vT , Ym:n(s) > v∗T }
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=: QT,21 +QT,22.
By the same argument as for the term PT,21, we have for
QT,21 ≤ C
∑
t∈R(q)∩[0,T a],s∈R(p)∩[0,Ta],
|t−s|≤ǫ
[
Ψm(vT )Ψ
m
(
v∗T (
1
4
|t− s|α
)]
≤ CΨm(vT )
∑
t∈R(q)∩[0,T a],s∈R(p)∩[0,Ta],
|t−s|≤ǫ
1
|t− s|mα/2(v∗T )m
exp
(
−1
8
m|t− s|α(v∗T )2
)
≤ CT ab−1u2/αT Ψm(vT )
∑
0<kp≤ǫ
1
(kp)mα/2(v∗T )m
exp
(
−1
8
m(kp)α(v∗T )
2
)
≤ CT a−1b−1
∑
0<kp≤ǫ
1
(kp)mα/2(lnT )m/2
exp
(
−1
4
(kp)α lnT
)
≤ CT a−1b−1 1
[(ln T )1/2pα/2]m
∑
0<k≤⌊ǫ/p⌋+1
exp
(
−1
4
(kp)α lnT
)
≤ CT a−1b−1 1
[p(lnT )1/α]mα/2
= T a−1o(1),
uniformly for b > 0, where we used additionally the fact that limT→∞ p(lnT )1/α =∞, since R(p) is a sparse grid.
To bound the term QT,22, by the Comparison Lemma for order statistics again, with the same arguments as for the
term PT,22, we have
QT,22 =
∑
t∈R(q)∩[0,T a],s∈R(p)∩[0,Ta],
|t−s|>ǫ
P {Ym:n(t) > vT , Ym:n(s) > v∗T }
≤
∑
t∈R(q)∩[0,T a],s∈R(p)∩[0,Ta],
|t−s|>ǫ
P {Ym:n(t) > v∗T , Ym:n(s) > v∗T }
≤ CT 2ap−1q−1
[
Ψ2m(v∗T ) + C(v∗T )−2(m−1) exp
(
−m(v
∗
T )
2
1 + ϑ(ǫ)
)]
=: QT,221 +QT,222.
By the same arguments as for PT,221 and PT,222, we can show that QT,221 = o(T
a−1) and QT,222 = o(T a−1) uniformly
for b > 0 as T →∞, respectively. The proof of the lemma is complete. 
Lemma A2. Let q = q(T ) = b( 2m lnT )
−1/α for some constant b > 0. Under the conditions of Theorem 2.2 we have
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT
}
= T a−1e−x−r+
√
2rmN (1 + o(1)),
as b ↓ 0 and T →∞;
P
{
max
t∈R(p)∩[0,Ta]
Ym:n(t) > v
∗
T
}
= T a−1e−x−r+
√
2rmN (1 + o(1))
as T →∞, and
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT , max
t∈R(p)∩[0,Ta]
Ym:n(t) > v
∗
T
}
= T a−1Hln(Hm,α)+x,ln(Hd,m,α)+yd,m,α e−r+
√
2rmN (1 + o(1)),
as b ↓ 0 and T →∞, where vT and v∗T are defined in (12) and (13), respectively.
Proof: The first assertion is just the one in Lemma A1 and we present it here just for citing easily. Recall that
R(p) = R(d( 2m lnT )
−1/α) with d > 0 is a Pickands grid under the conditions of Theorem 2.2. Thus, the second
assertion can be proved by repeating the proof of Proposition 2.1 and Theorem 4.1 of De¸bicki, Hashorva, Ji and
Tabi´s (2015) by replacing the Pickands type constant Hm,α by Hd,m,α. We omit the details.
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We consider the third assertion. It can be proved quite similar to the proof of Proposition 2.1 of De¸bicki, Hashorva,
Ji and Tabi´s (2015), that
P
(
max
t∈[0,λu−2/α]
Ym:m(t) > u+
x
u
, max
t∈[0,λu−2/α]∩R(d)
Ym:m(t) > u
)
= Hx,0d,m,α(λ)Ψm(u)(1 + o(1))
as u→∞, where R(d) = (dku−2/α) with k ∈ N is a Pickands grid in R and
Hx,0d,m,α(λ) =
∫
Rm
e
∑m
i=1 wiP
(
sup
t∈[0,λ]
min
1≤i≤m
(
√
2B
(i)
α/2(t)− tα > wi + x, sup
kd∈[0,λ]
min
1≤i≤m
(
√
2B
(i)
α/2(kd)− (kd)α > wi
)
dw.
It also can be proved in a similar way as for Proposition 2.1 and Theorem 4.1 of De¸bicki, Hashorva, Ji and Tabi´s
(2015) that
Hx,0d,m,α := limλ→∞
Hx,0d,m,α(λ)
λ
∈ (0,∞).
Now, by the same arguments as the proof of Theorem 2.1 in De¸bicki, Hashorva, Ji and Ling (2014), we can show
that
P
(
max
t∈[0,λu−2/α]
Ym:n(t) > u+
x
u
, max
t∈[0,λu−2/α]∩R(d)
Ym:n(t) > u
)
= Cmn P
(
max
t∈[0,λu−2/α]
Ym:m(t) > u+
x
u
, max
t∈[0,λu−2/α]∩R(d)
Ym:m(t) > u
)
(1 + o(1))
= Cmn Hx,0d,m,α(λ)Ψm(u)(1 + o(1)),
as u→∞. Now, using the above facts and by similar arguments as for Theorem 7.1 and Corollary 7.3 of Piterbarg
(1996), we have
lim
b↓0
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT +
x
vT
, max
t∈R(p)∩[0,Ta]
Ym:n(t) > vT
}
= P
{
max
t∈[0,Ta]
Ym:n(t) > vT +
x
vT
, max
t∈R(p)∩[0,Ta]
Ym:n(t) > vT
}
= T aCmn Hx,0d,m,αv2/αT Ψm(vT )(1 + o(1))
as T → ∞. Now, to complete the proof of the third assertion, we only need to make some transform. Using (12)
and (13), we get
vT =
x+ r −√2rmN
am,T
+ bm,T + o(a
−1
m,T )
= v∗T + bm,T − bd,m,T + (x− y)/am,T + o(a−1m,T )
= v∗T +
ln(Hm,α)− ln(Hd,m,α) + x− y
v∗T
+O
(
(ln ln(T ))2(lnT )−3/2
)
.
Observing that v∗T ∼ (
2
m lnT )
1/2, we see that the reminder O(·) plays a negligible role. Therefore, using the definition
of v∗T again, we have
lim
b↓0
P
{
max
t∈R(q)∩[0,Ta]
Ym:n(t) > vT , max
t∈R(p)∩[0,Ta]
Ym:n(t) > v
∗
T
}
= T aCmn HZx,y,0d,m,α (v∗T )2/αΨ(v∗T )(1 + o(1))
= T a−1HZx,y,0d,m,α (Hd,m,α)−1e−y−r+
√
2rmN (1 + o(1)),
where Zx,y = ln(Hm,α) − ln(Hd,m,α) + x − y. Next, changing the variables in the definition of Hx,yd,m,α we get that
HZx,y,0d,mα (Hd,m,α)−1e−y = Hln(Hm,α)+x,ln(Hd,m,α)+yd,m,α , which completes the proof of the lemma. 
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4.2 Appendix B
In this subsection, we give three technical lemmas which are used for the proof of Lemma 3.3. Recall that uT =
bm,T + x/am,T , u
∗
T = b
∗
m,T + y/am,T , where b
∗
m,T = b
p
m,T for sparse grids and b
∗
m,T = bd,m,T for Pickands grids, and
r(h)(t, s) = hr(t, s) + (1− h)̺(t, s) with h ∈ [0, 1]. Let
θ(t, s) = max{|r(|t− s|)|, |̺(t, s)|}
and
θ(z) = sup
0≤s,t≤T,|s−t|>z
{θ(t, s)}.
It is easy to see from assumption (1) that for any ε > 0, θ(ε) < 1 for all sufficiently large T . Furthermore, choose
positive constants a, c be such that
0 < c < a <
1− θ(ε)
1 + θ(ε)
< 1 (21)
for all sufficiently large T and for some ε > 0 which will be chosen in the sequel. It follows from (1) again that for
all |s− t| ≤ ε < 2−1/α,
1
2
|s− t|α ≤ 1− r(s− t) ≤ 2|s− t|α, (22)
which will be used in this section.
Lemma B1. Under the conditions of Lemma 3.3, we have
∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
t6=s,1≤i,j≤l
|r(|t − s|)− ̺(s, t)|
∫ 1
0
u
−2(m−1)
T
(1− r(h)(t, s))m/2 exp
(
− mu
2
T
1 + r(h)(t, s)
)
dh→ 0 (23)
as T →∞.
Proof: Recall that R(q) is a Pickands grid. First, we consider the case that s, t in the same interval Oi. Split the
sum (23) into two parts as
∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
t6=s,1≤i,j≤l,|t−s|≤ε
+
∑
t∈R(q)∩Oi,s∈R(q)∩Oj ,
t6=s,1≤i,j≤l,|t−s|>ε
=: JT,1 + JT,2. (24)
We deal with JT,1 and note that in this case, we have ̺(t, s) − r(|t − s|) = ρ(T )(1 − r(|t − s|)). By (1) we can
choose small enough ε > 0 such that ̺(t, s) = r(|t− s|) + (1− r(|t− s|))ρ(T ) ∼ r(|t− s|) for sufficiently large T and
|t− s| ≤ ε. The definition of uT implies
u2T =
2
m
lnT +
2
m
ln[(lnT )1/α−m/2] +O(1). (25)
Consequently, we have
JT,1 ≤ C
∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
t6=s,1≤i,j≤l,|t−s|≤ε
|r(|t− s|)− ̺(s, t)| u
−2(m−1)
T
(1 − r(|t− s|))m/2 exp
(
− mu
2
T
1 + r(|t− s|)
)
= CTb−1u2/αT ρ(T )u−2(m−1)T exp
(
−mu
2
T
2
) ∑
t∈R(q)∩[0,T ],|t|≤ε
(1 − r(t))1−m/2 exp
(
−m(1− r(t))u
2
T
2(1 + r(t))
)
.
Now, by (22) and (25) and noting that ρ(T ) = r/ lnT = O(u−2T )
JT,1 ≤ Cb−1u−mT
∑
t∈R(q)∩[0,T ],|t|≤ε
√
2|t|α−mα/2 exp
(
−m|t|
αu2T
8
)
14
≤ Cb−(1−α+mα/2)u−2T
∞∑
k=1
(k)α−mα/2e−
1
4m(kb)
α
≤ Cb−(1−α+mα/2)u−2T ,
which shows JT,1 → 0 uniformly for b > 0 as T →∞.
Using the fact that uT ∼ (
2
m lnT )
1/2, we obtain
JT,2 ≤ Cu−2(m−1)T
∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
t6=s,1≤i,j≤l,|t−s|>ε
exp
(
− mu
2
T
1 + r(|t− s|)
)
≤ CT 1+ab−2u4/αT u−2(m−1)T exp
(
− mu
2
T
1 + θ(ε)
)
≤ CT 1+ab−2u4/αT u−2(m−1)T (T )−
2
1+θ(ε)
≤ CT a− 1−θ(ε)1+θ(ε) b−2(ln T )2/α−m+1. (26)
Thus, JT,2 → 0 uniformly for b > 0 as T →∞, since a < 1−θ(ε)1+θ(ε) .
Second, we consider the case that t ∈ Oi and s ∈ Oj for i 6= j. Note that in this case, |t− s| ≥ T c and ̺(s, t) = ρ(T )
for s ∈ Oi and t ∈ Oj , i 6= j. Choose β such that 0 < c < a < β < 1−θ(ε)1+θ(ε) and split the sum (23) into two parts as∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
1≤i6=j≤l,|t−s|≤Tβ
+
∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
1≤i6=j≤l,|t−s|>Tβ
=: ST,1 + ST,2. (27)
For ST,1, with the similar derivation as for (35), we have
ST,1 ≤ Cu−2(m−1)T
∑
t∈R(q)∩Oi,s∈R(q)∩Oj ,
1≤i6=j≤l,|t−s|≤Tβ
exp
(
− mu
2
T
1 + r(|t − s|)
)
≤ CT 1+βb−2u4/αT u−2(m−1)T exp
(
− mu
2
T
1 + θ(ε)
)
≤ CT 1+βb−2u4/αT u−2(m−1)T (T )−
2
1+θ(ε)
≤ CT β− 1−θ(ε)1+θ(ε) b−2(lnT )2/α−m+1. (28)
Consequently, since β < 1−θ(ε)1+θ(ε) , we have ST,1 → 0 uniformly for b > 0 as T →∞.
For ST,2, we need more precise estimation. By condition (2), there exist constants C > 0 and K > 0 such that
θ(t) ln t 6 K
for T sufficiently large and t satisfying t ≥ C. Thus for T large enough and for t such that t ≥ T β, θ(t) ≤ K/ ln(T β).
Now making use of (25), we obtain
T 2u
4/α
T (lnT )
−m exp
(
− mu
2
T
1 + θ(T β)
)
≤ T 2u4/αT (lnT )−m exp
(
− mu
2
T
1 +K/ ln(T β)
)
≤ O(1)T 2(lnT )2/α−m
(
T−2(ln T )−(2/α−m)
) 1
1+K/ ln(Tβ)
≤ O(1)T (2K/ ln(Tβ))/(1+K/ ln(Tβ))(ln T )((2/α−m)K/ ln(T )β)/(1+K/ ln(Tβ))
= O(1). (29)
Therefore, by a similar argument as for the proof of Lemma 6.4.1 of Leadbetter et al. (1983) we obtain
ST,2 ≤ Cu−2(m−1)T
∑
t∈R(q)∩Oi ,s∈R(q)∩Oj ,
1≤i6=j≤l,|t−s|>Tβ
|r(|t − s|)− ρ(T )| exp
(
− mu
2
T
1 + θ(T β)
)
15
≤ CTb−1u2/αT u−2(m−1)T exp
(
− mu
2
T
1 + θ(T β)
) ∑
t∈R(q)∩[0,T ],t>Tβ
|r(t) − ρ(T )|
= CT 2(lnT )−mu4/αT exp
(
− mu
2
T
1 + θ(T β)
)
· b−1 lnT
Tu
2/α
T
∑
t∈R(q)∩[0,T ],t>Tβ
|r(t) − ρ(T )|
≤ Cb−1 lnT
Tu
2/α
T
∑
t∈R(q)∩[0,T ],t>Tβ
|r(t) − ρ(T )|
≤ Cb−1 1
βTu
2/α
T
∑
t∈R(q)∩[0,T ],t>Tβ
|r(t) ln t− r|+ Cb−1 r
Tu
2/α
T
∑
t∈R(q)∩[0,T ],t>Tβ
∣∣1− lnT
ln t
∣∣. (30)
By condition (2) the first term on the right-hand-side of (30) tends to 0 uniformly for b > 0 as T →∞. Furthermore,
the second term of the right-hand-side of (30) also tends to 0 by an integral estimate as follows ( see also the proof
of Lemma 6.4.1 of Leadbetter et al. (1983))
Cb−1 r
Tu
2/α
T
∑
t∈R(q)∩[0,T ],t>Tβ
∣∣1− lnT
ln t
∣∣ ≤ Cb−1 r
Tu
2/α
T
1
lnT β
∑
t∈R(q)∩[0,T ],t>Tβ
∣∣ ln t− lnT ∣∣
= O
(
b−1
r
lnT β
∫ 1
0
| lnx|dx
)
,
which shows that ST,2 → 0 uniformly for b > 0 as T →∞. The proof of the lemma is complete. 
Lemma B2. Under the conditions of Lemma 3.3, we have
∑
t∈R(p)∩Oi,s∈R(p)∩Oj ,
t6=s,1≤i,j≤l
|r(|t− s|)− ̺(s, t)|
∫ 1
0
u
−2(m−1)
T
(1 − r(h)(t, s))m/2 exp
(
− m(u
∗
T )
2
1 + r(h)(t, s)
)
dh→ 0 (31)
as T →∞.
Proof: The proof is the same as that of Lemma B1, we omit the details.
Lemma B3. Under the conditions of Lemma 3.3, we have
∑
t∈R(q)∩Oi ,s∈R(p)∩Oj ,
t6=s,1≤i,j≤l
|r(|t − s|)− ̺(s, t)|
∫ 1
0
u
−2(m−1)
T
(1− r(h)(t, s))m/2 exp
(
−
1
2m[u
2
T + (u
∗
T )
2]
1 + r(h)(t, s)
)
dh→ 0 (32)
as T →∞.
Proof: Recall that R(p) can be a sparse grid or Pickands grid. We only show the case that R(p) is a sparse grid,
since the proof of the remaining case is similar. First, we consider the case that s, t in the same interval Oi. Split
the sum (32) into two parts as
∑
t∈R(q)∩Oi,s∈R(p)∩Oj ,
t6=s,1≤i=j≤l,|t−s|≤ε
+
∑
t∈R(q)∩Oi ,s∈R(p)∩Oj ,
t6=s,1≤i=j≤l,|t−s|>ε
=:WT,1 +WT,2. (33)
We deal with WT,1 and note that in this case, by the definition of the field ξT (t), we have ̺(t, s) − r(|t − s|) =
ρ(T )(1−r(|t−s|)). By (1) we can choose small enough ε > 0 such that ̺(t, s) = r(|t−s|)+(1−r(|t−s|))ρ(T ) ∼ r(|t−s|)
for sufficiently large T and |t− s| ≤ ε. By the definitions of uT and u∗T , we have
w2T :=
1
2
(u2T + (u
∗
T )
2) =
2
m
lnT +
1
m
ln(lnT )1/α−m/2 +
1
m
ln(p−1(lnT )−m/2) +O(1). (34)
Consequently, we have
WT,1 ≤ Cu−2(m−1)T
∑
t∈R(q)∩Oi,s∈R(p)∩Oj ,
t6=s,1≤i=j≤l,|t−s|≤ε
|r(|t − s|)− ̺(s, t)| 1
(1 − r(|t − s|))m/2 exp
(
− mw
2
T
1 + r(|t − s|)
)
16
≤ CTp−1u−2(m−1)T ρ(T ) exp
(
−mw
2
T
2
) ∑
t∈R(q)∩[0,T ],|t|≤ε
(1− r(t))1−m/2 exp
(
−m(1− r(t))w
2
T
2(1 + r(t))
)
,
then by (22) and (34)
WT,1 ≤ Cp−1/2u−2mT (lnT )−1/2α+m/2
∑
t∈R(q)∩[0,T ],|t|≤ε
|t|α−mα/2 exp
(
−m|t|
αw2T
8
)
≤ C(b)α−mα/2[p(lnT )1/α]−1/2u−2T
∞∑
k=1
(k)α−mα/2e−
1
4 (kb)
α
≤ C[p(lnT )1/α]−1/2u−2T ,
which shows WT,1 → 0 uniformly for b > 0 as T →∞, since p(lnT )1/α →∞ for sparse grid.
Using the fact that wT ∼ (
2
m lnT )
1/2, we obtain
WT,2 ≤ C
∑
t∈R(q)∩Oi ,s∈R(p)∩Oj ,
t6=s,1≤i=j≤l,|t−s|≤ε
exp
(
− w
2
T
1 + r(|t− s|)
)
≤ CT 1+au2/αT p−1b−1u−2(m−1)T exp
(
− w
2
T
1 + θ(ε)
)
≤ CT 1+au2/αT p−1b−1u−2(m−1)T (T )−
2
1+θ(ε)
≤ CT a− 1−θ(ε)1+θ(ε) b−1(lnT )2/α−m+1.
Thus, WT,2 → 0 uniformly for b > 0 as T →∞, since a < 1−θ(ε)1+θ(ε) .
Second, we consider the case that t, s in the different intervals Oi and Oj for i 6= j. Since the proof is similar as
that of Lemma B1, we omit the details. 
4.3 Appendix C
In this subsection, we give a comparison inequality, which is a slight extension of Theorem 2.4 of De¸bicki, Hashorva,
Ji and Ling (2017).
Denote by X = (Xil)d×n and Y = (Yil)d×n two random arrays with N(0, 1) components, and let Σ(1) = (σ(1)il,jk)dn×dn
and Σ(0) = (σ
(0)
il,jk)dn×dn be the covariance matrices of X and Y, respectively, with σ(1)il,jk := EXilXjk and σ(0)il,jk :=
EYilYjk, 1 ≤ i, j ≤ d, 1 ≤ l, k ≤ n. Furthermore, define X(m) = (X1(m), · · · , Xd(m)), 1 ≤ r ≤ n to be the m-th order
statistics vector generated by X as follows
Xi(1) = min
1≤l≤n
Xil ≤ · · · ≤ Xi(m) ≤ · · · ≤ max
1≤l≤n
Xil = Xi(n), 1 ≤ i ≤ d.
Similarly, we write Y(m) = (Y1(m), · · · , Yd(m)) which is generated by Y. Assume that the columns of both X and Y
are mutually independent, i.e.,
σ
(κ)
il,jk = σ
(κ)
ij I{l = k}, 1 ≤ i, j ≤ d, 1 ≤ l, k ≤ n, κ = 0, 1,
with some σ
(κ)
ij , 1 ≤ i, j ≤ d, κ = 0, 1, where I{·} stands for the indicator function.
Lemma C1. Let uT = (uT1, . . . , uTd). Suppose that uTi → ∞ and uTi/uTj → 1 for all i, j ∈ {1, 2, . . . , d} as
Ti →∞. Then for sufficiently large T , we have for some constant C > 0
|P (X(m) ≤ uT)− P (Y(m) ≤ uT)|
≤ Cu−2(n−m)T1
∑
1≤i<j≤d
|σ(0)ij − σ(1)ij |
∫ 1
0
(1− δ(h)ij )−(n−m+1)/2 exp
(
− (n−m+ 1)(u
2
Ti + u
2
Tj)
2(1 + |δ(h)ij |)
)
dh,
where δ
(h)
ij = hσ
(0)
ij + (1 − h)σ(1)ij .
17
Proof: The proof is similar to that of Theorem 2.4 of De¸bicki, Hashorva, Ji and Ling (2017) with some changes.
Let (Zi, Zj) be a bivariate standard normal random vector with correlation |δ(h)ij |. By a similar argument as the
proof in P225 of Leadbetter et al. (1983), we can show (for large Ti)
P{Zi > uTi, Zj > uTj} ≤ C
uTi(uTj − |δ(h)ij |uTi)
φ(uTi, uTj; |δ(h)il |) ≤
C
u2T1
φ(uTi, uTj ; |δ(h)ij |),
where φ(u, v, r) is the probability density function of a two dimensional normal random variables. Using the above
inequality to replace (4.28) in the proof of Theorem 2.4 of De¸bicki, Hashorva, Ji and Ling (2017), we can prove
Lemma C1. 
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