In this paper, two new distributions, weibull-rayleigh and weibull-exponential of X−weibull family are introduced. The various properties of theses distributions, for example, the density functions, distribution functions, hazard rate functions, moment functions and Shannon entropy are investigated and capabilities of distributions compared to other distributions. Also by using simulation from these two distributions with various parameters some of the sample statistical indexes are estimated. Two real data sets are used to illustrate the applicability of these distributions.
Introduction
Statistical distributions are important for parametric inference and applications to fit real world phenomena. Many methods have been developed to generate statistical distributions in the literature. Sometimes fit a distribution to a data set faces poor results. To solve this problem statisticians have always tried to fit a better distribution to data with production or extension the distributions. In this regard, many generalized classes of distributions to describe the different phenomena are obtained. Many types of generalized exponential distributions obtained by Khan and Jain (1978) . Gupta and Kundu (1999) introduced the three-parameter "generalized exponential distribution" (location, scale and shape), to study the theoretical properties of this family and compared them with respect to the well study properties of the gamma distribution and weibull distribution. Gupta et al. (1998) proposed to model failure time data by F * (f ) = [F (t)] θ where F (t) is the baseline distribution function and θ is a positive real number. The monotonicity of the failure rates were studied, in general, and some order relations are examined. Some examples including exponentiated weibull, exponential, gamma and Pareto distributions were investigated. Gupta and Kundu (2001) studied some properties of a new family of distributions, namely Exponentiated Exponential distribution, discussed in Gupta et al. (1998) . They They presented two real life data sets, where it is observed that in one data set exponentiated exponential distribution has a better fit compared to weibull or gamma distribution and in the other data set weibull has a better fit than exponentiated exponential or gamma distribution. Some numerical experiments are performed to see how the maximum likelihood estimators and their asymptotic results work for finite sample sizes. Various extensions on the Gamma distribution are given by Stacy (1962) . Agarwal and Al-Saleh (2001) defined a new generalized gamma distribution. The trend of this density function and statistical properties are studied. A real life data set used to fit the distribution. A new weibull type distribution was also considered and the hazard rate function of this distribution also has both the properties namely bathtub and monotonicity. Mudholkar et al.onotone hazard rates and can be adopted for testing goodness of fit of weibull as a submodel. The usefulness and flexibility of the family is illustrated by reanalyzing five classical data sets on bus-motor failures from Davis that are typical of data in repair-reuse situations and Efron's datapertainingtoahead-and-neck-cancerclinical trial. Eugene et al. (2002) introduced a general class of distributions generated from the logit of the beta random variable. The shape properties of the beta-normal distribution discussed. Also the estimation of parameters of the beta-normal distribution by the maximum likelihood method discussed. Nadarajah and Kotz (2004) introduced a generalization referred to as the beta Gumbel distribution generated from the logit of a beta random variable. They provided a comprehensive treatment of the mathematical properties of this new distribution. Also they derived the analytical shapes of the corresponding probability density function and the hazard rate function and provided graphical illustrations. Akinsete et al. (2008) defined and studied a four-parameter beta-Pareto distribution. They discussed various properties of the distribution. The distribution found to be unimodal and has either a unimodal or a decreasing hazard rate. The expressions for the mean, mean deviation, variance, skewness, kurtosis and entropies obtained. The relationship between these moments and the parameters provided. Also they proposed the method of maximum likelihood to estimate the parameters of the distribution. The distribution applied to two flood data sets. Alzaatreh, et al. (2012a) defined and studied a new distribution, the Gamma-Pareto, and various properties of the distribution are obtained. Results for moments, limiting behavior and entropies are provided. Also the method of maximum likelihood is proposed for estimating the parameters and the distribution is applied to fit three real data sets. Alzaatreh, et al. (2012b) proposed a new method for generating discrete distributions. A special class of the distributions, namely, the T -geometric family contains the discrete analogues of continuous distributions. Some general properties of the T-geometric family of distributions obtained. Alzaatreh, et al. (2013a) a new distribution, namely, weibull-Pareto distribution defined and studied. Various properties of the weibull-Pareto distribution obtained. Results for moments, limiting behavior, and Shannon entropy provided. The method of modified maximum likelihood estimation is proposed for estimating the model parameters. Several real data sets used to illustrate the applications of weibull-Pareto distribution. Alzaatreh, et al. (2013b) proposed the T − X families of distributions. These families of distributions were used to generate a new class of distributions which offer more flexibility in modeling a variety of data sets. Alzaatreh, et al. (2014) discussed some properties of gamma-X family and a member of the family, the gamma-normal distribution, is studied in detail. The limiting behaviors, moments, mean deviations, dispersion, and Shannon entropy for the gamma-normal distribution are provided. Suppose that X is a random variable with density function f X (x) and distribution function F X (x). Also let T be a continuous random variable with density function r(t) and distribution function R(t)defined on the interval [a, b] . The new family of distributions cumulative distribution function is as follows
where W (F (x) applies to the following conditions:
In this family, the random variable T is a transformation variable and random variable X is a transformer variable. By differentiating G(x), the density function of g(x) given by
Since various distributions is introduced and investigated with this method. For example, Alzaatreh and Knight (2013) proposed and studied the new distribution, Gamma-half normal distribution. Various structural properties of the gamma-half normal distribution derived. Results for moments, limit behavior, mean deviations and Shannon entropy provided. To estimate the model parameters, the method of maximum likelihood estimation proposed. Three real-life data sets used to illustrate the applicability of the gamma-half normal distribution. Aljarrah et al. (2014) proposed the use of quantile functions to define the W function and some general properties of this T − X system of distributions studied. Also they derived three new distributions of the T − X family, namely, the normal-weibull based on the quantile of Cauchy distribution, normal-weibull based on the quantile of logistic distribution, and weibull-uniform based on the quantile of log-logistic distribution. Two real data sets applied to illustrate the flexibility of the distributions. This paper is organized as follows. In Section 2, the weibull-rayleigh distribution is introduced. Results for hazard rate function, moment generating function and Shannon entropy is obtained. Using simulation method from this distribution with various parameters some of the sample statistical indexes are estimated. In Section 3, the weibull-exponential distribution is introduced. Results for hazard rate function, moment generating function and Shannon entropy is obtained. Using simulation method from this distribution with various parameters some of the sample statistical indexes are estimated. In Section 4, two real data sets are used to illustrate the applicability of these distributions. Concluding remarks are given in Section 5.
Weibull-rayleigh distribution
Let r(x) be a density function of a random variable with weibull distribution (c, γ) and f X (x) and F X (x) be the density function and distribution function with rayleigh distribution with parameter b respectively, and W (F (x)) = − log(1 − F (x)). Then (1) is a new distribution as weibull-rayleigh distribution. The density function and distribution function of weibull-rayleigh distribution is as follows:
and
The following lemmas give the relationship between the weibull-rayleigh distribution and weibull distribution. Lemma 1. Suppose that X is a random variable with weibull-rayleigh distribution with parameters (c, γ, b) , then the random variable Y = X 2 2b 2 is distributed as weibull distribution with parameter (c, γ).
Lemma 2. Suppose that X is a random variable with weibull distribution with parameters (c, γ), then the random variable V √ 2b 2 X is distributed as weibull-rayleigh distribution with parameters (c, γ, b) . The proof of these lemmas is easy. The hazard rate function of weibull-rayleigh distribution can computed as follows: 
Theorem 1.
Suppose that X is a random variable is distributed as weibull-rayleigh distribution with density function given in (4). Then it's moment generating function is as follows:
Proof. The moment generating function of weibull-rayleigh distribution is
Using the Taylor expansion, we have
Theorem 2. Suppose that X is a random variable is distributed as weibull-rayleigh distribution with density function given in (4). Then the first central moment and variance of X are respectively as:
Proof. By differentiating from (6) with respect to t, we have
dx.
Putting t = 0, then the first central moment is
Also by differentiating from(6) with respect to t, the second central moment is
) .
Therefore the variance of weibull-rayleigh distribution is given by
Theorem 3.
Suppose that X is a random variable is distributed as weibull-rayleigh distribution with density function given in (4). Then the mode of distribution is given by
Proof. The proof of this theorem is easy. One can differentiate from (4) with respect to x and equal it to zero. Theorem 4. Suppose that X is a random variable is distributed as weibull-rayleigh distribution with density function given in (4). Then the Shannon entropy is given by
dx is the Euler-Mascheroni constant. Proof. Let X be a random variable distributed as weibull-rayleigh distribution. By the definition of Shannon entropy we have
where r is the density function of rayleigh distribution with parameter (c, γ). Since the random variable To simulate from weibull-rayleigh distribution, first we simulate from rayleigh distribution with parameter (c, γ) for production the samples Y , then by lemma 2 and using the conversion X = √ 2b 2 Y the simulation from weibull-rayleigh distribution is obtained. The mean, median, variance, skewness and kurtosis of the samples simulation are given in Table 1 . From this table we can see that all the samples simulation increases as b increases. Also the mean, median and variance increases as γ increases. It is worth mentioning that the formula in (7) and (8) are conformity with the data given in Table 1 . 
(9) By differentiating from(9) with respect to each parameter, we have
By solving the equations (10), (11) and (12) the maximum likelihood estimators is given bŷ c,γ andb.
Weibull-exponential distribution
Let in formula (1) r(t) and R(t) be the density function and distribution function of a random variable respectively, which is distributed as weibull distribution with parameters (λ, k). Therefore
The X−weibull family is as
Let f X (x) and F X (x) be the density function and distribution function of a random variable respectively, which is distributed as exponential distribution with parameter µ. Also, since F (x) . Then the density function and distribution function of weibull-exponential distribution is
The following lemmas give the relationship between the weibull-exponential distribution with weibull distribution and weibull-rayleigh distribution. 
The hazard rate function of weibull-exponential distribution can computed as follows:
The limit of hazard rate function of weibull-exponential distribution for various values of k is
and lim
Theorem 5. Suppose that X is a random variable with weibull-exponential distribution as (14). The quantile function of X 2 given by
Proof. The proof is easy by solving G(Q(p)) = p.
If p = 0.5, then the median of distribution given by
Theorem 6. Suppose that X is a random variable is distributed as weibull-exponential distribution with density function given in (14). Then the mode of distribution is given by
where z the positive roots of the following polynomial
Proof. By differentiating of logarithm from (14), we have that
With some manipulations we have that
Let z = e µx − 1, then
and this completes the proof. Theorem 7. Suppose that X is a random variable is distributed as weibull-exponential distribution with density function given in (14). Then a bound for mathematical expectation X given by
Proof. The moment generating function of weibull-exponential distribution is
where Y is distributed as weibull distribution with parameters (λ, k). By differentiating from (19), we have that
Putting t = 0 and using Jensen's inequality, a bound for E(X) given by
Theorem 8.
Suppose that X is a random variable is distributed as weibull-exponential distribution with density function given in (14). Then a bound for it's Shannon entropy given by
where η W the Shannon entropy of weibull distribution with parameters (λ, k). Proof. Shannon entropy of a random variable is defined by E X (− log (g(x))). According to (2) we have that
To simulate from weibull-exponential distribution, first we simulate the samples Y using lemma 4 from weibull distribution, then we use the conversion X = 1 µ log(Y + 1). The mean, median, variance, skewness and kurtosis of the samples simulation are given in Table  2 . From this table we can see that increasing the value of µ causes the decreasing of mean, median and variance. Increasing the value of k causes the increasing of mean, median and variance. Also increasing the value of λ causes the decreasing of mean and variance and decreasing of median. It is worth mentioning that the formula in (16) is conformity with the data given in Table 2 . 
By differentiating from (21) with respect to each parameter, we have
By solving the equations (22), (23) and (24) the maximum likelihood estimators is given bŷ λ,k andμ.
Application of distributions
In this section, two real data sets are used to illustrate the applicability of these distributions. The first data set we are considering comes from Smith and Naylor (1987) . This data shows the power of glass fibers with length 1.5 mm which are measured in the England international physics laboratory. Alzaatreh, et al. (2014) fitted two gamma-normal distributions (four parametric, GND4p and two parametric, GND2p) to this data set and showed that this distribution Works better than Birnbaum-Saunders distribution (BSD) and Beta Birnbaum-Saunders distribution (BBSD). The maximum likelihood estimators along with comparison between the weibull-rayleigh distribution and gamma-normal distribution and other distributions in terms of Akaike information criterion are computed and given in Table 3. From Table 3 , we can see that weibull-rayleigh distribution has the minimum value of Akaike information criterion, so that it is the best fit. The second data set we are considering comes from Cordeiro and Bager (2015) . This data shows the production level of milk for 107 Cattles at the beginning of birth. Cordeiro and Bager (2015) fitted the beta power distribution (BPD) to this data and show that the beta power distribution is better than power distribution of this data set. We fit weibullexponential distribution (WED), weibull distribution (WED), weibull-Logistics distribution, exponential-weibull distribution and generalized-exponential distribution to this data set. The Akaike information criterion and Bayes information criterion along with the maximum likelihood estimators are computed and given in Table 4 . It shows that weibull-exponential distribution has the minimum value of Akaike information criterion and Bayes information criterion, so that it is the best fit than the other distributions. 
Concluding remarks
In this study, we introduced weibull-rayleigh distribution and weibull-exponential distribution of X−weibull family. The density functions, distribution functions, hazard rate functions, moment functions and Shannon entropy investigated and capabilities of distributions compared to other distributions. Also by using simulation from these two distributions with various parameters some of the sample statistical indexes estimated. Two real data sets used to illustrate the applicability of these distributions.
