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1. Introduction 
For the past few decades, videos have been used mainly for watching recorded events. Later, they have 
been used in monitoring and surveillance through closed-circuit television video (cctv). Manual human 
monitoring through video recording is not always practical. In order to help and automate video monitoring, 
research on surveillance and monitoring [1]has become a growing research area. These applications can help 
to minimize the human effort as it can be run automatically or semi-automatically to meet specific objectives.  
The main idea in automated monitoring is to extract and analyze the macroscopic and even microscopic 
data from the images of the video camera automatically without manual inspection on the video and therefore, 
with less or no human effort. Some research applications are aimed at getting the pedestrian characteristics 
from a video such as the speed and trajectory of moving objects and density of pedestrians in a specific area. 
The data obtained could be used to validate and calibrate simulation model for safety purpose, enhances the 
design architecture of a building or alert the security personnel on anomaly of events. In this paper, a practical 
andautomated framework for the entire process of pedestrian tracking from video footageis proposed. The 
framework can assist in understanding crowd characteristics and behaviors with little or no human effort.  
2. Related Work 
There exist a number of works on extracting data from a video footage with varying focus and targets[1]. 
The works can be classified into extracting the density of crowd in image [2–5], counting the number of 
pedestrians[2,6,7] and also extracting trajectories of moving object from video footage [4,5,8,9]. In term of 
detecting trajectories of an object, the object can be a pedestrian [10], vehicle [11], human fingertip[12] and 
many more. Different researchers have used different methods to obtain the object’s trajectory such as 
supervised learning [8], unsupervised learning [13] and in some casesthrough clustering of trajectories[14]. 
From the trajectory, it can be observed whether the movement pattern of the object of interest is abnormal or 
normal[14,15].In order to extract data of a pedestrian from video footage, the first and most important step is 
to detect individual pedestrian in the video. This step is quite challenging and existing methods focus on 
specific and controlled situations. A popular method for pedestrian detection is background subtraction [16–
18]. However, it cannot guarantee that a detected object is the object of interest. Therefore, there are methods 
that combine background subtraction with other method [19,20].Object classification is another method for 
detection.For examplethere is a method that classifies the pedestrians based on their color [21,22]. Once the 
pedestrian is properly detected, tracking ofthe detected pedestrian throughout the video frameswill take place. 
A number of tracking algorithms are available such as Kalman filter [6,21], particle filter [23], feature-based 
tracking [9,22] and active contour-based tracking [24]. The existing automatic detection and tracking methods 
focus on some specific events with some limitations. Therefore, it is not guaranteed that it can be applied in 
different situation.   
After detection and tracking, the next step is to extract the position of a pedestrian accurately in order to 
obtain some information from video footage especially speed measurement. Because of the camera placement 
and also lens characteristics, accurate pedestrian position can hardly be obtained due to the distortion of the 
image. This phenomenon called geometric distortion[25], must be correctedthrough a technique called image 
calibration [7]. The data will be further analyzed to get the speed, trajectory and the number of pedestrians on 
the images. The conservative way to get the speed of pedestrian is by calculating the speed manually and 
there is another way to obtain speed but it requires a device called GPS [26]. However, this device requires a 
pedestrian to bring it along in order to get speed measurements. Extracting pedestrian data from sequence of 
images is an alternative way of getting speed measurement without the need for the pedestrian to carry 
anything. Nonetheless this is a new area of study.  
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3. The Proposed Framework 
The purpose of the framework is to automate the entire process of detecting, tracking and extracting 
pedestrian characteristics from video footages. Therefore, the overall framework as shown in Figure 1 consists 
of object detection, object tracking and lastly extracting and visualizing the object’s characteristics. Object 
here refers to pedestrian. Object detection is implemented by getting the background image from the video 
[27]and then applying the frame differencing method [28] in order to extract moving object in the video. We 
assume that a moving object on the video is a pedestrian and no other objects are present on the background 
image. Then, each frame will undergo image processing techniques to extract individual objects. The objects 
are filtered, and unwanted objects (e.g. very small objects) are removed. Then they are labeled in such a way 
that each specific object can be identified using the same label for every frames. After obtaining the desired 
objects, the centroidcoordinate [16] of each object is identified and the movement vector for each of them is 
extracted. The next step is extracting characteristics from the video footage such as speed, trajectory and also 
the number of pedestrians detected. The steps used in the implementation of the framework are adapted from 
some existing works of other researchers.The techniques used in our approach include: image processing, 
extracting objects and filtering unwanted objects, labeling and identifying objects, extracting the movement 
vectors, and finally plotting the movement vector to visualize the trajectory, measuring the speed and 
counting the number of pedestrians. 
3.1. Detection  
The first step in the framework involves extracting the background image[27]from a video frame. In order 
to detect objects in a video, consecutive frames are processed using frame differencing techniques [29] 
between video frames and the background image in order to get the objects of interest. Moving objects in the 
scene are identified as the objects of interest. Pixels which change during the video will be grouped as 
foreground blobs. The foreground blobs are the object presents on the image [30]. They are then further 
processed using image processing techniques[31]namely convertingthe images to grayscale and 
thresholdingthem by using the method by Otsu [32]. As the objects on the image might not be filled 
completely (in the form of a blob), the holes present on each object are filled. We also applied morphological 
closing techniques to get a more precise object. This process will produce a binary image that contains the 
background and the foreground. 
Fig. 2.The overall process for detection  
Since the focus is on detecting the pedestrians, objects of non-interest which have been detected during 
Fig. 1. The proposed framework 
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frame differencing are removed. The filtering process will be appliedin order to remove small objects and 
unwanted lines in every frame. Thus, we can assume that the remaining objects are humans and there is no 
false detection because of shadow, reflection or other reasons. Figure 2 shows the overall detailed process for 
detection. 
3.2. Tracking  
The object tracking method that we have applied in the implementation of the proposed framework is 
based on the blob tracking method. The blobs detected are labeled for identification. The objects in 
subsequent frames are labeled in such a way that each object has similar label in all frames.The movement of 
each blob is tracked by their centroid coordinates [16]. The coordinates for each object obtained from each 
frame is storedas a sequence of coordinates throughout the video frames. These coordinates compiled for each 
object in the video frames give the movement vector for the object. 
3.3. Extracting and visualizing characteristics 
From the movement vector obtained from the video, the graph of pedestrian movement is plotted. Hence, 
the movement pattern of pedestrian can be visualized automatically by plotting the direction of the movement 
of the pedestrians. The speed of the pedestrians is one of the useful information that we can extract from a raw 
video. Speed is obtained from the distance of the object in pixel per time in seconds. The speed that we get is 
measured in pixels per second which depends on the size of the pixel on the image frame. The time is 
extracted directly from the video duration in seconds since the video is captured in real time and the object is 
assumed to be present on video scene throughout the video duration.The distance d is calculated asfollows:  
   2 22 1 2 1d x x y y    ˄1)   
where the initial point is (x1,y1) and the final point is (x2,y2).Speed is averaged out for every two seconds of 
the video for a more accurate calculation. This is to avoid getting the result from straight line distance from 
initial point to final point since pedestrian might move in random directions from one point to another. Thus, 
the average speed for a distance of two seconds is more practical and reliable for a more accurate speed 
calculation. This is calculated using the following equation: 
 
ܣݒ݁ݎܽ݃݁ݏ݌݁݁݀ ൌ  ௧௢௧௔௟ௗ௜௦௧௔௡௖௘
௧௢௧௔௟௧௜௠௘
                       (2) 
 
The speed in pixels per second is hard to validate. Thus, the real measurement for distance in meter 
persecond is suggested. It is calculated by mapping the pixel distance into the centimeter distance. In order to 
do pixel mapping, a user must choose two points on the image and provide a distance in real measurement 
between these two points. This step requires an effort from the user. 
This framework also identifies the maximum and minimum of number of pedestrians detected in the video 
frames. 
4. Preliminary Experimental Results and Discussion  
For the purpose of doing a preliminary test on the framework, we have captured several videos which were 
taken from the top view using a single fixed camera. We have used three different scenarios and they were 
taken at the same place. Table 1 shows the result of the experiment which consists of the trajectories, 
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maximum and minimum numbers of pedestrians, speeds in pixels per second (pps) and speeds in meter per 
second (mps) for the three different scenarios. We have also indicated the actual speed of the pedestrians. 
The graph shows an accurate movement path of the pedestrian for all the scenarios. For the counting part in 
all the three scenarios, the exact maximum and minimum numbers of pedestrians detected were obtained 
which is one and zero respectively. As shown in the table, the speed of the pedestrian is slightly inaccurate for 
all the three scenarios. This may be due to the geometric distortion phenomenonwhich has not been tackled in 
the implementation. 
Table 1. The result of the experiment 
Scenario Video 
Information 
Description Sample Image of The 
Video 
Trajectory  Number of 
Pedestrians 
Speed 
 
1 x 6 sec 
x 25 fps 
A pedestrian 
walks in a 
straight line 
  x Max 1 
x Min 0 
x 64.86 pps 
x 0.42 mps 
(actual 0.69 
mps) 
2 x 8 sec 
x 25 fps 
A pedestrian 
walks in a 
straight line but 
slower than in 
Scenario 1 
  x Max 1 
x Min 0 
x 39.58 pps 
x 0.33 
mps(actual 
0.46 mps) 
3 x 9 sec 
x 25 fps 
A pedestrian 
walks in a 
zigzag manner 
  x Max 1 
x Min 0 
x 80.40 pps 
x 0.72 mps 
(actual 0.78 
mps) 
5. Conclusion and Future Work 
The framework presented in this paper can be used to get the movement path and speed of the pedestrians, 
and the maximum and minimum numbers of pedestrians detected in a video, and also provides some analysis 
and visualization of the result in an automated manner and with less human effort. In all cases accurate or 
exact results are obtained. However, the result for the speed is slightly inaccurate due to geometric distortion 
of the video frames. We have also successfully developed and implemented this practical framework by using 
and adapting some existing methods and techniques in order to reduce and minimize the constraints and 
limitations of automating the entire process of detecting, tracking, and extracting and visualizing 
characteristics of a pedestrian. 
For our future work, we plan to improve the result for the speedmeasurement by applying the geometric 
distortion correction. Perhaps, the framework should be enhanced for dense crowds which appear in places 
like Masjid al-Haram, in Saudi Arabia. To ensure the robustness of the system, a wider variety of videos will 
be used to test the system. More efforts will be focused on occlusion handling, placement of the video camera, 
and proper testing and validation. 
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