We develop an L p (R n )-functional calculus appropriated for interpreting "non-classical symbols" of the form a(−∆), and for proving existence in L q (R n ), some q > p, of solutions to nonlinear pseudo-differential equations of the form [1 + a(−∆)] s/2 (u) = V (·, u). More precisely, we use the theory of Fourier multipliers for constructing suitable domains on which the formal operator appearing in the above equation can be rigorously defined, and we prove existence of solutions belonging to these domains. We also include applications of the theory to equations of physical interest involving the fractional Laplace operator such as the Allen-Cahn equation.
Introduction
The aim of this work is to study nonlinear equations of the form [ 
+ a(−∆)]
s/2 (u) = V (·, u) ,
in which ∆ stands for the Laplace operator on R n and the function a(t), t ≥ 0, is a "non-classical symbol" of elliptic type, see Definition 2.1 below. Two of the present authors, in collaboration with P. Górka, have developed a mathematical framework which allows us to understand equations of the form (1) in the L 2 (R n ) context, see [17, 18, 19] . In this article we consider these equations in the completely general context of Lebesgue spaces. We show that, as is the case for classical elliptic equations, we can prove existence of solutions to (1) with integrability and differentiability properties that go beyond the ones we would expect for L p (R n ) functions. We recall that equations such as (1) belong to a class of pseudo-differential equations which have been treated in a formal manner as "equations in infinitely many derivatives" in the Physics literature, see for instance [3, 4, 5, 10, 11, 33] . These also include non-local equations, as observed recently in [12] , and equations of physical interest depending on fractional Laplace operators, see [8, 9, 13, 15, 16, 27] . It is very important to stress the fact that the approach we followed in [17, 18, 19] does not apply in an obvious way to the L p (R n ) framework. To give a basic example,
we note that some of the arguments used in [17, 18, 19] break down because of the non-existence of a Plancherel theorem in L p (R n ) (or, in other words because the Fourier transform is not a unitary operator on L p (R n ) ). Nevertheless, in this paper we show that it is possible to develop alternative techniques to deal with equations such as (1) in general Lebesgue spaces. Our main tool is the use of Fourier multipliers after [2, 28] . These multipliers allow us to introduce a scale of spaces H s,p (a) sitting inside L p (R n ), which are determined by the symbol a. Partially motivated by Lions' classical paper [23] , we look at some embedding properties of the spaces H s,p (a), and we also consider their relation with fractional Sobolev spaces. In particular, in the case of L p (R n ) spaces of radial functions, we obtain a "radial scale" of spaces H s,p r (a), see Section 4 below. The results of [23] imply that H s,p r (a) is compactly embedded into an appropriate L p (R n ).
We organize our work as follows. In Section 2 we introduce the class G β s of symbols we consider thereafter, see Definition 2.1. An important example of allowable symbol is the fractional Laplacian, as we show in Lemma 2.2. In Section 3 we introduce Fourier multipliers and we develop a functional calculus in L p (R n ) for G β s symbols a. This functional calculus takes into account the identification of the operator a(−∆) with the symbol a(|ξ| 2 ), motivated by the well-known fact that in the L 2 (R n ) setting this correspondence is rigorously achieved with the aid of the Fourier transform. We then define a bona fide operator with domain H s,p (a) ⊆ L p (R n ) which corresponds to the formal operator appearing on the left hand side of Equation (1) .
The embedding properties mentioned in the previous paragraph are also considered in this section. In Section 4 we consider Equation (1) and we prove two existence theorems: the first in a "localized" setting, and the second in the setting of functions with radial symmetry, see Theorems 4.3 and 4.5 respectively. The aforementioned compact embedding theorems appearing in [23] are crucially used in the proof of Theorem 4.5. Finally, in Section 5 we apply our radial existence result to prove L p (R)-existence theorems for equations of physical interest involving the fractional Laplace operator. Interestingly, the solutions we find belong to one of the spaces H s,p (a) ⊆ L p (R n ) defined in Section 2; since we have a "radial scale" of spaces, we can actually prove that our solutions belong to L δp (R) with δ > 1. We have chosen as examples the (perturbed) fractional Allen-Cahn equation, the Benjamin-Ono equation, and a fractional non-linear Schrödinger equation.
Preliminaries
In this section we establish some basic notations, and we collect some technical results which will be used thereafter. Let x = (x 1 , x 2 , . . . , x n ) ∈ R n and let α be a multi-index with n slots, i.e.,
n . The length of the multi-index α is the positive integer |α| = n i α i . If α and β are multi-indexes, we say that α ≤ β if α i ≤ β i for all i = 1, . . . , n.
For an arbitrary multi-index α = (α 1 , . . . , α n ), the differential operator D α is defined as
Let f be a real-valued function f ∈ C k (R), and let γ = (γ 1 , . . . , γ n ) be a multi-index with k non-zero components. We denote by f γ the real-valued function defined by
in which γ i j are the non-zero components of γ. If r, p ∈ Z and 0 ≤ r ≤ p, we define the set of multi-indexes
We now define the class of functions which will be crucial for our work.
Definition 2.1. Given s ≥ 0 and β > 0 we say that a real-valued function a : R → R of class C ∞ belongs to the class G β s if it satisfies the following three conditions:
There exist positive constants R, M such that
Remark 2.1. We note that inequality (3) can be stated in a weaker form: the exponent appearing in the right hand side can be replaced by k l + β 2
, in which l can be chosen arbitrarily, as long as it satisfies l+1 ≤ βs/4n . We also note that Conditions
, and its derivatives, are polynomially bounded. In Section 3 we will use the fact that this observation implies that if F is a tempered distribution on R n , so is g F , as noted in [25, p.137 ].
An interesting example of a function a belonging to the class G β s is given by the following lemma: Lemma 2.2. We take 0 < α < 1. Then, the function f (t) = (t) α/2 belongs to G α s for all s ≥ 0.
Proof. We first note that for α ≥ 0 we have the obvious estimate
Now, Condition G 1 obvious because f (t 2 ) = (t 2 ) α/2 = |t| α ≥ 0. In order to show that f satisfies G 2 , we note that f (|x| 2 ) = |x| α . Then, for |x| ≥ 1 we have
and so f satisfies G 2 . Finally for G 3 , we note that for each k > 0 there exists a constant number C such that f (k) (t) = C t (α−2k)/2 . Thus, the elementary inequality
Now, k, α, s ≥ 0 and so kαs 4n ≥ 0. It follows that
Finally,
We conclude that f satisfies G 3 and so if s ≥ 0 then the function f (t) belongs to G α s .
The following proposition is an easy consequence of the definitions. It allows us to order the classes G 
Proof. Let us consider a ∈ G β s 1 . Conditions G 1 and G 2 depend only on β, so we only prove that G 3 holds if we use s 2 instead of s. We use the formulation appearing in the above remark; the result follows from the obvious facts that s 1 < s 2 implies βs 1 4n < βs 2 4n and that t → (1 + |x| 2 ) t is increasing.
Lemma 2.4. We fix an integer j and a multi-index α, and we take γ ∈ Γ j,|α| . Then, for any a ∈ G β s , β > 0 and s ≥ 0, there exists a constant C such that
where l + 1 ≤ βs 4n .
Proof. By definition given in (2) and since a ∈ G β s we have that
Now we let a : R → R be a continuous function and s > 0. We denote by m a,s the function
The following technical lemma will be important for the proof in Section 3, that m a,s is a Fourier multiplier.
for some constants C(γ, s).
Proof. We prove this lemma by induction on k = |α|. First, let us note if |α| = 1,
+1
, and (7) holds with C(γ, 1) = −s, because x i = x α and the only multi-index γ belonging to Γ 1,1 is (1, 0, . . . , 0). Now we suppose that equality (7) is satisfied for all multi-indices α with |α| = k; we consider a multi-index β, with |β| = k + 1. It is evident that if |β| = k + 1, then there exists some i = 1, . . . , n and a multi-index α, with |α| = k such that
and then
Now, fixing j ∈ {1, . . . , k} and γ ∈ Γ j,k and taking derivative of
with respect to x i , we have for each summand of (8):
To compute the first term of (9), we consider γ = (γ 1 , . . . , γ n ). Then,
where the multi-index γ r = (γ r 1 , γ r 2 , . . . , γ r n ), r = 1, . . . , n, is defined as follows:
Now we observe that since γ ∈ Γ j,k , for each r we have Hence, for each r = 1 . . . , n we have that γ r ∈ Γ j,(k+1) . Now we compute the second term of (9) . Let us observe that if
where
Hence, the second term of (9) is equal to
where γ * ∈ Γ j+1,k+1 . Thus, we have that for each j ∈ {1, . . . , k} and γ ∈ Γ j,k
, and this fact proves the lemma.
Lemma 2.6. Let us consider m a,s the function defined in (6). Then, for each positive integer k there are positive constants C(k, s) such that
where j ≤ t ≤ k.
Proof. We shall prove this lemma by induction. First, let us observe that the lemma is obviously satisfied if k = 1 because
Now we assume that (11) is valid k; we show that this identity is also verified for (k + 1):
Now, if we fix j ∈ {1, . . . , k} and γ ∈ Γ j,t for j ≤ t ≤ k, we observe that each term in (13) can be written as
Since (10) holds, we have that if γ ∈ Γ j,t , then
where γ r ∈ Γ j,(t+1) , thus, the first term of (14) is given by
where for each r = {1, . . . , n}, the multi index γ r ∈ Γ j,(t+1) . Now, we compute the second term of (14) . It is easy to see that
Finally, by Lemma 2.5 we can compute the third term of (14) .
where the multi index ζ ∈ Γ (j+1),(t+1) . Hence, replacing (15), (16) and (17) in (14) it is easy to see that the equality (11) is verified by the integer (k + 1), and thus the proof of the lemma follows.
3 Fourier multipliers and functional calculus
Fourier multipliers
Hereafter we write either F (f ) or f for the Fourier transform of f .
Definition 3.1. Let m be a bounded measurable function on R n . We define a linear
We say that m is a Fourier multiplier for
This definition is explained in [28, p. 94] and [2, p. 489] . Its importance for us is due to the following result, in which the relevance of our conditions G 1 -G 3 become clear.
Proof. Let s ≥ s 0 be fixed. We show that for every multi-index α = (α 1 , α 2 , . . . , α n ) such that α i ∈ {0, 1}, there exists a positive constant C such that for all
holds. It follows from Theorem IV.6' of [28] , as explained in [20] , that this is enough for proving the proposition. Since for every 1 ≤ i ≤ n we have that |x i | ≤ (1 + |x| 2 ) 1/2 . Thus it follows that for every multi index α |x
On the other hand, since a ∈ G β s 0 and s ≥ s 0 , then Proposition 2.3 implies that a ∈ G β s as well, and therefore by the ellipticity condition G 2 , there exists M such that for all |x| > R the inequality
holds. Now, according to Lemma 2.5 we have that
Since for every γ the function a γ is continuous, then there exists a constant
But then, by (21) there exists constant C such that
whenever |x| ≤ R. Now we consider the case |x| > R. Since a ∈ G β s 0
, then by conditions G 2 and G 3 we have that for each multi index γ ∈ Γ j,|α| there exist positive constants C 1 , C 2 . . . that we shall denote all by C, such that
|α|(
and thus
and since s 0 , β > 0, then we have that
i.e. for each multi index γ ∈ Γ i,|α| we obtain the estimate
≤ C and hence, using Lemma 2.5, there exist a constant C such that
It follows from Theorem 2 in [20] that the function m a,s is a Fourier multiplier for L p (R n ) for every p ∈ (1, ∞) and for all s ≥ s 0 . Now we consider the Fourier multiplier m a,s and the induced linear transformation T ma,s introduced in Definition 3.1. An important characteristic of T ma,s is the following invariance property:
Proof. Since m a,s is a Fourier multiplier, we know that T s is a bounded linear operator from
Then, invariance follows from well-known properties of Fourier transform, and the fact that m a,s is rotationally invariant.
We end this subsection by observing, after [28, p. 94] , that if p < ∞ then Definition 3.1 implies that T m has a unique bounded extension to L p (R n ). Following standard usage, we keep writing T m for this extension.
Functional calculus for G β s symbols
We show in this subsection that symbols in G
Interestingly, these operators can be characterized as convolution operators with a kernel K which we now introduce.
Then, K ∈ L 1 (R n ) whenever β, s are such that βs > 2n.
Proof. First, let us note that the ellipticity condition (G 2 ) yields the inequality
βs 4 (25) for |x| > R. Thus we have that for all x ∈ R n there exists a positive constant M such that
The first of the integrals in (26) is obviously finite, while the second one is finite as well because of ellipticity (condition G 2 of Definition 2.1) and our assumption βs > 2n. Hence, there exists a constant C > 0 such that |K(x)| ≤ C for all x ∈ R n . Now let us consider k > n; integrating by parts we have
therefore, by Lemma 2.6 we have,
Observe now that for all m = 1, . . . , k and γ ∈ Γ m,p there exists a positive constant C such that
On other hand, for any r > 0 there exists a positive C(r) = C such that
Hence there exists C > 0 so that
Therefore, applying (27) and choosing an appropiated r > 0, we obtain that
This inequality implies that K ∈ L 1 (R n ).
We
Remark 3.4. We need to check that D(A) is non-trivial. Indeed, let a ∈ G β s , β > 0, s ≥ 0. We consider the bounded operator T s defined in Proposition 3.2. It is easy to see, using the fact that Fourier transform is an isomorphism at the level of tempered distributions, that u ∈ L p (R n ) belongs to D(A) if and only if
The next proposition is an application of Theorem 1.2 in Hörmander's paper [21] :
in which K has been defined in (24) .
Proof. By the remark above, if u belongs to D(A) ∩ S(R n ), we can write u as in (29) for some g ∈ L p (R n ). Equation (29) then implies that
Since u belongs to D(A) ∩ S(R n ) and the function ξ → a(|ξ| 2 ) is polynomially bounded, the left hand side of the above equation belongs to Schwarz space, and therefore so does g. Now, by Proposition 3.1, the function M(ξ) = 1 (1 + a(|ξ| 2 )) s/2 is a Fourier multiplier for L p (R n ) and therefore (see Proposition 3.2 and remark below it) the unique continuous extension of the map
is a translation invariant bounded operator from
if g ∈ S(R n ), we compute T s (g) using exactly (30) . By Theorem 1.2 in Hörmander's paper [21] , we conclude that there exists a unique distribution Θ ∈ S ′ (R n ) such that
for all g ∈ S(R n ). We claim that Θ is exactly K as defined in (24) . Indeed,
Thus, T s (g) = M * g for g ∈ S(R n ). By uniqueness of the distribution Θ, we have
Moreover, we can easily see that K ∈ S(R n ) since condition G 3 is satisfied, and therefore we conclude that u ∈ S(R n ).
We are now ready to make the following crucial definition:
Definition 3.3. Given s ≥ 0, β > 0 and a in the class G β s , we define the space H s,p (a) as follows:
Remark 3.6. The L 2 (R n ) case of Definition 3.3 was treated in [17] . Interestingly, that paper was motivated by our previous work on the non-linear equation
see [19, 18] . In the context of the present paper is natural to consider the function a(t) = t exp(c t) as the corresponding symbol associated to the operator −∆ exp(−c∆), and to study the equation ∆ exp(−c∆)u = −U(·, u) instead of the equation above. It is not difficult to realize that the function 
is a Banach space. 
The proof is immediate since the operator T s (see Proposition 3.2 and Remark 3.4) and its inverse
, it is standard to conclude that H s,p (a) is indeed a Banach space.
The Banach space H s,p (a) embeds continuously into L p (R n ). Indeed:
Since T s is a bounded operator on L p (R n ), there exists a positive constant C such that
Hence, there exists positive constant C such that
We now present two further embedding results for the spaces H s,p (a). We need two preliminary lemmas. (1 + a(|x| 2 ))
is a Fourier multiplier for L p (R n ).
Proof. It is clear that the function ϕ can be written as
where m a,s is the function defined in (6), thus, for each multi index α ≤ (1, . . . , 1)
and by Leibniz's formula (see Theorem 1.2 in [26] ) it follows that
where γ ≤ α. Then, since
and by Lemma (2.5)
we have
and since
|γ|(
and since |γ| ≤ |α| ≤ n, then we have C(1 + |x| 2 ) βs 4 ( |γ| n −1) ≤ C and therefore for all
hence the function ϕ is a Fourier multiplier for L p (R n ).
Lemma 3.10. Let us consider the operator
where ϕ is the function defined in (35) . Then, there exists a positive constant C such that
This Lemma follows from the fact that ϕ is a Fourier multiplier for L p (R n ). Our promissed embedding results for the spaces H s,p (a) are:
Theorem 3.11. Let β > 0, s ≥ 0 and a ∈ G β s be fixed. Then, for each r ≥ 0 the following continuous embedding
holds, in which H r,p (R n ) is classical fractional Sobolev space as defined for example in [31] .
Proof. Let us set s 0 = s + . We now observe that for u ∈ H s 0 ,p (a) we have
in which we have used that Proof. The corollary follows from the above theorem and Prop. 6.3 of [31] . 
holds.
Proof. As in the previous theorem, Proposition 2.3 implies that a ∈ G β 2s+δ . Now we observe that for all u ∈ H 2s+δ,p (a) we have
Nonlinear Equations associated to a(−∆)
The main aim of this section is the study in the spaces L p (R n ) of the equation
in which s ≥ 0, and the non-linearity V satisfies some technical hypotheses to be specified below.
As already discussed in Section 1, this equation encompasses several special cases of interest. If s = 2, Equation (41) becomes
so that, setting a(−∆) + 1 = f (−∆), we arrive at Equation (13) of [17] . Also, Equation (41) generalizes the non-linear Laplace equation in two ways: considering a(−∆) + 1 = (−∆) α (which is allowed because of Lemma 2.2) and s = 2, we obtain the non-linear fractional Laplace equation
while setting a(−∆) + 1 = f (−∆) yields the equation 
Proof. Equation (44) is equivalent to
and therefore it is easy see that the solution u g is given by
This solution belongs to H
s,p (a) by Corollary 3.5.
We are ready to study non-linear equations. First of all, we state the following elementary proposition, showing that in some cases we can obtain existence, uniqueness and regularity of solutions. 
Then, for all δ > 0 small enough, the equation
has a unique solution u ∈ H s+1,p (a). By Theorem 3.8, the solution is in L p (R n ), and moreover, this solution is bounded and continuous.
Proof. Existence and uniqueness follow from the Banach Fixed Point Theorem. Regularity follows because if r = β/2 , then Theorem 3.11 implies that the solution u belongs to the Sobolev space H β/2,p (R n ), and therefore Prop. 6.3 of [31] tells us that u is bounded and continuous.
The next theorem establishes existence and regularity of solutions in a less restrictive framework. Theorem 4.3. Let β > 0, s ≥ 0, and a ∈ G β s be given, and let 1 < p < ∞. Given δ > 0 , we consider the equation
in which ϕ ∈ C ∞ 0 and V ∈ C 1 (R n × R). Let us assume that there exist constant numbers α > 1 and C > 0, and a function h ∈ L p (R n ) such that the function V satisfies the following estimates
If we take m > 0 and the parameters β, s, m satisfy m > n/(αp) and s > 4mα/β, then, for δ sufficiently small, Equation (47) has a solution u ∈ H s,p (a).
In fact, since r α p < n, the continuous inclusion
holds (see for instance Prop. 6.4, chapter 13 of [31] ), and therefore
for all u ∈ H rα, p (R n ). An easy calculation using (48) now yields
and the claim follows. Since ϕ ∈ L ∞ (R n ), we also conclude that the function ϕ V (·, u)
Now we need to use the following chain of continuous inclusions: we have (because of Theorem 3.13, Theorem 3.11 and [23] )
in which m is as in the enunciate of the theorem and ǫ is determined by the equation s/2 − ǫ = 2(r α + m)/β. By the hypotheses of the theorem, we obtain ǫ > 0. Next, we set A 0 = {u ∈ H rα+m, p (R n ) : u H rα+m, p (R n ) ≤ 1} and we define the operator R : A 0 → A 0 as follows:
in which w is the unique solution to the linear equation
Since δϕV (·, u) ∈ L p (R n ), Theorem 4.1 implies that there exists an unique solution w to the equation (53) and therefore R is well-defined. We now check that its range is indeed A 0 if we choose δ appropriately.
Since a belongs to G β s , Theorem 4.1 tells us that the solution w = R(u) belongs to H s,p (a). Inclusions (52) imply that w belongs to H rα+m,p (R n ). We have that
and then the following inequalities hold:
in which we have used (51) and the inclusions (52). Since u ∈ A 0 , we conclude that
Hence, since the right side of the above inequality does not depende of u, there exists a sufficiently small δ such that for all u ∈ A 0
and so the operator R is well defined.
We now show that the operator R has a fixed point on A 0 . We use the Schauder fixed point Theorem.
First we check continuity of R. let us note that
We use this observation to estimate the difference ϕ V (·,
. We make use of the fact that ϕ has compact support, let us say
, in which C is a generic constant and we have used that u 1 , u 2 ∈ H rα+m,p (R n ) implies
, because of Prop 6.3 of [30] and the estimate on m appearing in the hypothesis of the theorem. Hence, we obtain the following inequalities, in which we have used the continuous inclusions (52):
The second equality holds because of (45) and the fact that v = w 1 − w 2 is the solution to the linear problem [ 
Now we use that
. Thus, the continuous inclusions (52) and (50) imply
We conclude that if
This fact shows the continuity of the operator R. Now we show that R is a compact operator. Let us consider a bounded sequence {u k } in H rα+m,p (R n ). We will show that the sequence {R(u k )} has a convergent
We check that the sequence {g k } k∈N is bounded in H 1,p (R n ). We have,
and therefore we only need to show that
By the chain rule for weak derivatives, see [14] , we have
for i = 1 . . . n, and so,
.
Since (48) holds, we have
On the other hand, we note that by (49)
Since the sequence {u k } ⊂ H rα+m,p (R n ) is bounded, there exists M > 0 so that
, and therefore we can conclude that 1 + |u k | αp L ∞ (B) < ∞ uniformly in k. Hence by (56) we have 
This fact allows us to show that the sequence {w
see (52). Then, it follows that:
Hence, the sequence {R(u k i )} is convergent in the Banach space H rα+m,p (R n ). We have proven that the operator R is compact. By Schauder's theorem, there exists at least one fixed point u 0 of R, and hence there exists a solution in H s,p (a) to the equation (47).
We finish this section with an existence proof in the radial case. Our main technical references for this part of the paper is [23] and the later treatise [32] . Let us assume that t and p are real numbers such that t p > n. Then, Proposition 6.3 of [31] tells us that
We define, after [23] ,
Moreover, if β s p > 4n and a ∈ G β s , we define the following closed subspace of H s,p (a):
This definition makes sense because Theorem 3.11 implies that if β s p > 4n, then
We begin by stating the following corollary of Theorem 4.1:
is a spherically symmetric function, then the solution to the linear equation (44) is also spherically symmetric.
Proof. We have that the solution to equation (44) is given by
Since g is a spherically symmetric function, then F (g) is a spherically symmetric tempered distribution (see [22] ), and therefore F (g)/(1 + a(|ξ| 2 )) s/2 is a spherically symmetric tempered distribution as well. Hence, u g is spherically symmetric.
Theorem 4.5. Let us assume that α > 1, β > 0, suppose that a ∈ G β s , and that V (x, y) is spherically symmetric with respect to x. Assume also that there exist functions h ∈ L p (R n ) and g ∈ L αp α−1 (R n ) such that the following two inequalities hold:
in which we have used Theorem 4.1, and therefore by inequality (59) we obtain
We choose ǫ ≥ (CC 1 )
As in Theorem 4.3, we plan to apply the Schauder fixed point theorem to the map G. First, we show that the function G is continuous:
Let us consider a sequence
The continuous inclusions (60) yield
and we can estimate this difference using the fundamental theorem of calculus and hypotheses (57):
and therefore by Hölder inequality we have
αp/(α−1)
It follows that
|g(x)| αp/(α−1) dx + (|u n (x)| αp + |u(x)| αp )dx .
Since u n → u in L αp (R n ) and g ∈ L αp α−1 (R n ) by hypothesis, inequality (63) implies thatũ n →ũ in L αp (R n ), so that G is continuous, as claimed. Now we prove that G is compact. We use once more the inclusions (60). Let (u n ) n∈N ⊂ X ǫ be a bounded sequence, so that u n L αp (R n ) ≤ M for all n ∈ N. We have,
in which we have used (59) in the last inequality. Thus, the sequence (G(u n )) n∈N is bounded in H rα, p r (R n ). Since the last continuous inclusion in (60) is compact, we conclude that this sequence has a convergent subsequence in X ǫ with respect to the topology of L αp (R n ).
In conclusion, the map G : X ǫ → X ǫ is compact and continuous. By Schauder's fixed point theorem, we have that G possesses a fixed point. By Theorem 4.1 this fixed point belongs to H 
An Example: the fractional Laplace operator
We present some special cases of Theorem 4.5 on the existence of radial solutions, in the case when a(∆) = (−∆) α/2 , 0 < α < 1. We are mainly interested in the fractional Allen-Cahn equation
in the Benjamin-Ono equation
and in the non-linear equation
These equations have been much studied. Of the many papers considering the AllenCahn equation (64), we cite the recent works [8, 9] and [13] . The Benjamin-Ono equation (65) is studied (for α = 1) for example in [1] , in which they explain its relationship with the evolutionary version of the Benjamin-Ono equation of soliton theory. Finally, Equation (66) appears in the recent papers [15] and [16] as a general case of the fractional non-linear Schrödinger equation.
These three equations fall within our framework: we recall that a(t) = (−t) α/2 belongs to the class G α s for all s ≥ 0, as shown in Lemma 2.2, and therefore it makes sense to apply our foregoing results apply to equations of the form
for appropriate V (u). We take s = 2 in Theorem 4.5 and state the following result on the existence of radial solutions in L p (R n ) to Equations (64), (65) and (66):
Proposition 5.1. Let a(t) = (t) α/2 , δ > 1, and assume that V (u) is any of u 3 , u 2 or |u| β u. There exists a spherically symmetric solution u ∈ H 2,p r (a) to the equation
This L p (R n )-solution belongs to the radial fractional Sobolev space H and u L δp r (R n ) ≤ ǫ . Proof. The three alternatives for V (u) appearing in the hypotheses of the theorem satisfy conditions (57) for appropriate functions h(x) and g(x) both different from zero. The theorem then follows from Theorem 4.5 and the continuous inclusions (60).
We finish this paper with an application of our theory to the stationary perturbed fractionary Allen-Cahn equation. The classical case is discussed for example in [24, 34, 35] , and a recent application appears in [6] . 
