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SUMS OF SQUARES OF POLYNOMIALS
WITH RATIONAL COEFFICIENTS
CLAUS SCHEIDERER
Abstract. We construct families of explicit polynomials f over Q that are
sums of squares of polynomials over R, but not over Q. Whether or not such
examples exist was an open question originally raised by Sturmfels. We also
study representations of f as sums of squares of rational functions over Q. In
the case of ternary quartics, we prove that our counterexamples to Sturmfels’
question are the only ones.
Introduction
Let f(x1, . . . , xn) be a polynomial with rational coefficients, and assume that f
is a sum of squares of polynomials with real coefficients. A few years ago, Sturmfels
raised the question whether f is necessarily a sum of squares of polynomials with
rational coefficients. The main result of this paper gives a negative answer to this
question.
The background for this question comes from semidefinite programming (see e.g.
[16], [5], [10], [1]) and more specifically, from polynomial optimization. Lasserre’s
method of moment relaxation [9] gives, in principle, positivity certificates for real
polynomials based on sums of squares decompositions. However, even if the initial
data is exact, e.g. given by polynomials with rational coefficients, the algorithm
produces floating point solutions, and therefore the output is not necessarily reli-
able. One would like to understand to what extent one can expect exact certificates,
see for instance [12], [8]. The question by Sturmfels addresses this issue in its most
basic form.
From general reasons, it is clear that f has a sum of squares representation over
some real number field K. So far, it was known by work of Hillar [7] that the
question has a positive answer when K is totally real. Under this assumption,
Hillar also gave a bound for the number of squares needed over Q, in terms of the
number needed over K and of the degree of the Galois closure of K over Q. Quarez
[11] later gave a different proof to the same result and improved Hillar’s bound
significantly. Both proofs are constructive. In Section 1 we revisit the result and
show that it is essentially an immediate consequence of well-known properties of
the trace form of K/Q. Our argument is constructive as well. In addition it gives
various new information, for instance that the bound found by Quarez holds in the
non-Galois as well.
In Section 2 we present explicit counterexamples to the question by Sturmfels.
Working with homogeneous polynomials (forms) we construct, for any integer n ≥ 2
and any even number d ≥ 4, a family of forms f ∈ Q[x0, . . . , xn] of degree d
that are sums of two squares of forms over R, but not sums of squares of forms
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over Q (Theorem 2.1). These forms f are the K/Q-norms of linear forms defined
over suitable number fields K of degree d. As a by-product, we show for any real
number field k that there is no analogue of Hilbert’s theorem on nonnegative ternary
quartics (the qualitative part): There always exists a nonnegative ternary quartic
form with coefficients in Q that is not a sum of squares of forms over k (Corollary
2.11).
Any nonnegative form f ∈ Q[x0, . . . , xn] is a sum of squares of rational functions
overQ, according to Artin. In Section 3 we study such representations for the family
of counterexamples constructed in Section 2. If f is such a form with deg(f) = d,
we prove (Theorem 3.3) that there always exists a nonzero form h over Q of degree
d − 2, but not of any smaller degree, for which fh is a sum of squares over Q. In
fact, we explicitly construct all such forms h (Proposition 3.4). For d = 4, this
yields in particular an explicit representation of f as a sum of squares of rational
functions a` la Artin.
In Section 4 we prove a partial converse to the construction from Section 2. In
the case (n, d) = (2, 4) of ternary quartics, we show that every counterexample to
Sturmfels’ question arises from our construction (Theorem 4.1). The proof makes
use of a canonical linear subspace Uf ⊆ R[x0, . . . , xn] associated with any sum of
squares f ∈ R[x0, . . . , xn]. We call Uf the characteristic subspace associated with f .
This notion is useful in other situations as well. At the end of the paper we collect
a few open questions.
I would like to thank Marie-Franc¸oise Roy and Ronan Quarez for stimulating
discussions. In particular, the results of Section 3 were prompted by a question of
Roy.
1. Descending sums of squares representations
in totally real extensions
Let f ∈ Q[x1, . . . , xn] = Q[x] be a polynomial, and assume that f is a sum of
squares of polynomials in K[x] where K is a real number field. In this section we
review the result of Hillar [7] according to which f is a sum of squares in Q[x]. We
will show that it is a simple consequence of properties of the trace form of K/Q.
As a consequence, we will generalize the bound of Quarez [11] to the case where
K/Q is not necessarily Galois.
1.1. Before giving the actual proof, which is very short, we need to recall a few
facts about trace quadratic forms. Let K/k be a finite separable field extension of
degree d := [K : k], and consider the quadratic form
τ : K → k, y 7→ trK/k(y2)
over k, where trK/k denotes the trace of K over k. The trace form τ has the
following well-known property: For any ordering P of k, the Sylvester signature of
τ with respect to P is equal to the number of extensions of the ordering P to K.
See [13], Lemma 3.2.7 or Theorem 3.4.5.
Assume that k is real and that every ordering of k has d = [K : k] different
extensions to K, or equivalently, that every ordering of k extends to the Galois
hull of K over k. Then τ is positive definite with respect to every ordering of k.
Diagonalizing τ therefore gives sums of squares a1, . . . , ad in k
∗, together with a
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k-linear basis y1, . . . , yd of K, such that
trK/k
(( d∑
i=1
xiyi
)2)
=
d∑
i=1
aix
2
i (1.1)
holds for all x1, . . . , xd ∈ k. Note that we can choose a1 = d here by starting the
diagonalization with y1 = 1. More generally, if A is an arbitrary (commutative)
k-algebra and AK = A⊗k K, then
trAK/A
(( d∑
i=1
xi ⊗ yi
)2)
=
d∑
i=1
aix
2
i (1.2)
holds for all x1, . . . , xn ∈ A.
The following theorem is now a simple observation. It sharpens the results of
Hillar [7] and Quarez [11]:
Theorem 1.2. Let K/k be an extension of real fields of degree d = [K : k] <
∞, and assume that every ordering of k extends to d different orderings of K.
Then there exist sums of squares c1, . . . , cd in k with c1 = 1 and with the following
property:
For every k-algebra A, every m ≥ 1 and every f ∈ A which is a sum of m squares
in AK = A⊗kK, there exist f1, . . . , fd ∈ A such that each fi is a sum of m squares
in A, and such that
f =
d∑
i=1
cifi.
In particular, f is a sum of dm · p(k) squares in A. (This number can be improved,
see Remarks 1.3 below.)
Here p(k) denotes the Pythagoras number of k, i. e., the smallest number p such
that every sum of squares in k is a sum of p squares in k. (If no such number p
exists one puts p(k) =∞.)
Proof. Choose sums of squares ai in k and elements yi ∈ K (i = 1, . . . , d) as in 1.1.
It suffices to take ci =
ai
d for i = 1, . . . , d. Indeed, assuming f = g
2
1 + · · ·+ g2m with
g1, . . . , gm ∈ AK , we get
d · f = trAK/A(f) =
m∑
j=1
trAK/A(g
2
j ) =
m∑
j=1
d∑
i=1
aix
2
ij ,
where the xij ∈ A are determined by gj =
∑d
i=1 xij ⊗ yi (j = 1, . . . ,m). So the
assertion in the theorem holds with fi =
∑m
j=1 x
2
ij (i = 1, . . . , d). 
Remarks 1.3. 1. The proof is completely constructive: Knowing the sums of
squares decomposition of f in AK , we explicitly get f1, . . . , fd together with sums
of squares decompositions in A.
2. Assume that k is a number field, so p(k) = 4. Using the well-known compo-
sition formulas for sums of four squares, we can improve the upper bound 4dm in
Theorem 1.2. Indeed, cifi is a sum of 4⌈m4 ⌉ squares for every i, and is a sum of m
squares for i = 1, so altogether f is a sum of
m+ 4(d− 1) ·
⌈m
4
⌉
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squares in A. This is precisely the bound found by Quarez [11] in the case where
k = Q and K/Q is Galois. Note that this bound lies between dm and d(m+3)− 3.
3. Similar as in the previous remark, we can improve the bound in Theorem 1.2
for arbitrary K/k, using composition. In this way we obtain the general bound
8d ·
⌈
p(k)
8
⌉
·
⌈m
8
⌉
(1.3)
for the number of squares in A, which is roughly 1
8
of the bound mentioned in 1.2.
If min{p(k), m} is at most 4 (resp. 2), we get a better valid bound by replacing the
number 8 in (1.3) by 4 (resp. 2). By making use of the fact that c1 = 1, all these
bounds can still be improved a little more, similar as in the previous remark.
1.4. The qualitative part of the above result extends immediately to the following
more general situation. For any commutative ring B, let ΣB2 denote the set of sums
of squares in B. Let K/k be a field extension and let A be a (commutative) k-
algebra. Fix elements h1, . . . , hr ∈ A, amd consider the so-called (pseudo) quadratic
module
M :=
{ r∑
i=1
sihi : s1, . . . , sr ∈ ΣA2
}
generated in A by the hi. Similarly, let
MK :=
{ r∑
i=1
tihi : t1, . . . , tr ∈ ΣA2K
}
be the (pseudo) quadratic module generated by M in AK = A ⊗k K. Then we
have:
Proposition 1.5. In the above situation, if K/k is a finite extension of real fields
such that every ordering of k extends to [K : k] different orderings of K, we have
A ∩MK =M .
Proof. Let t1, . . . , tr ∈ ΣA2K be such that f :=
∑r
i=1 tihi lies in A. Taking the trace
of f gives
f =
1
d
r∑
i=1
trAK/A(ti)hi.
For any i = 1, . . . , r, the trace trAK/A(ti) lies in ΣA
2, see 1.1. It follows that
f ∈M . 
2. Construction of counterexamples
We construct a family of forms with rational coefficients which are sums of
squares over R but not over Q:
Theorem 2.1. Let n ≥ 2, and let d ≥ 4 be an even number. There exists a form
f ∈ Q[x0, . . . , xn] of degree d with the following properties:
(1) f is irreducible over Q, and decomposes into a product of d linear forms
over C;
(2) f is a sum of two squares in R[x0, . . . , xn];
(3) f is not a sum of any number of squares in Q[x0, . . . , xn].
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For example,
f = x40 + x0x
3
1 + x
4
1 − 3x20x1x2 − 4x0x21x2 + 2x20x22 + x0x32 + x1x32 + x42
is such a form.
2.2. To prove the theorem we consider the following setup. Let K be a totally
imaginary number field of degree d = 2m, let E be the Galois hull of K/Q, and
let G = Gal(E/Q) (resp. H = Gal(E/K)) be the Galois group of E over Q (resp.
of E over K). The group G acts transitively on the set Hom(K,E) of embeddings
K → E by
(σϕ)(α) = σ(ϕ(α)) (α ∈ K)
(σ ∈ G, ϕ ∈ Hom(K,E)), thereby identifying the G-set Hom(K,E) with G/H .
Note that |G/H | = d. We fix an embedding E →֒ C and denote by τ ∈ G the
restriction of complex conjugation to E. Since K is totally imaginary, τ acts on
G/H without fixpoint.
2.3. We extend the G-action on E to an action on E[x] = E[x0, . . . , xn] by letting
G act on the coefficients. Let l ∈ K[x] be a linear form, and let L ⊆ Pn be the
hyperplane l = 0. We assume that the d Galois conjugates of L are in general
position, that is, the intersection of any r ≤ n+ 1 of them has codimension r (the
empty set is assigned the codimension n+1). For example, this condition is satisfied
when α is a primitive element for K/Q and
l =
n∑
i=0
αixi,
as one sees by a Vandermonde argument. We consider the form
f :=
∏
σH∈G/H
σl = NK/Q(l) (2.1)
of degree d. Clearly, f has rational coefficients and is irreducible over Q. Moreover,
since τ acts on G/H without fixpoint, we can choose m = d
2
cosets σ1H, . . . , σmH
in G/H which represent the τ -orbits. Writing lj :=
σj l (j = 1, . . . ,m) we therefore
have
f =
m∏
i=1
lili
where bar denotes coefficientwise complex conjugation. This shows that f is a
product of m quadratic forms over R, each of which is a sum of two squares over
R. In particular, f is a sum of two squares in R[x].
2.4. Let us label the d = 2m hyperplanes σl = 0 (σH ∈ G/H) by L1, . . . , Ld. By
our assumption of general position, the
(
d
2
)
pairwise intersections Mij = Li ∩ Lj
(1 ≤ i < j ≤ d) are all distinct, and are linear subspaces of Pn of codimension
two. Exactly m of the Mij are conjugation-invariant, and they correspond to the
τ -orbits in G/H . We say that Mij is real if it is conjugation-invariant.
We now assume that the action of G on G/H is 2-transitive. Then G acts
transitively on the set {Mij : 1 ≤ i < j ≤ d}. We claim that f cannot be a sum of
squares of forms with rational coefficients. To see this, suppose
f = p21 + · · ·+ p2r
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where p1, . . . , pr are forms of degree m in Q[x]. Each pν vanishes identically on the
m real intersections Mij . By Galois invariance and by the transitivity assumption,
the pν have to vanish identically on all
(
d
2
)
intersections Mij . But there is no
nonzero form of degree m with this property. In fact, we have m ≤ d − 2 since
d = 2m ≥ 4, and there is not even any nonzero such form of degree d − 2. This
follows from the next lemma, which we state in a stronger version with a view to a
later application:
Lemma 2.5. Let k be a field and x = (x0, . . . , xn) with n ≥ 2, and let l1, . . . , ld ∈
k[x] be linear forms such that the hyperplanes Li = {li = 0} (i = 1, . . . , d) are in
general position. Let I be the vanishing ideal of
⋃
1≤i<j≤d Li ∩ Lj in k[x]. Then I
is generated by the d forms
pi :=
l1 · · · ld
li
(i = 1, . . . , d)
of degree d− 1.
In particular, for d ≥ 3 there is no hypersurface of degree d−2 containing Li∩Lj
for all 1 ≤ i < j ≤ d.
Proof. The assertion is obviously true for d ≤ 2, so we can assume that d ≥ 3
and the lemma is proved for smaller values of d. Clearly we have (p1, . . . , pd) ⊆ I.
Conversely let g ∈ I be a form. Since L1∩L2, . . . , L1∩Ld are distinct hypersurfaces
in L1, and since g vanishes on all of them, we see that g is a multiple of l2 · · · ld = p1
modulo l1, that is, g = g1p1 + l1h with suitable forms g1 and h. The form h
vanishes on the pairwise intersections of the hypersurfaces L2, . . . , Ld. Writing
qi := (l2 · · · ld)/li for i = 2, . . . , d, it follows from the inductive hypothesis that
h ∈ (q2, . . . , qd). Since l1qi = pi for i = 2, . . . , d, we conclude g ∈ (p1, . . . , pd), as
desired. 
Let Q denote an algebraic closure of Q. Summarizing, we have proved:
Theorem 2.6. Let n ≥ 2, let K/Q be a totally imaginary number field of degree
d ≥ 4, and let l ∈ K[x0, . . . , xn] be a linear form whose d Galois conjugates over
Q are in general position. If the action of Gal(Q/Q) on Hom(K,C) is 2-transitive,
then
f := NK/Q(l)
is a form of degree d with rational coefficients that is irreducible over Q and a sum
of two squares over R, but not a sum of any number of squares over Q. 
2.7. Clearly, this implies the statement of Theorem 2.1: We may start with any
totally imaginary number field K of degree d ≥ 4 for which the Galois action on
Hom(K,C) is 2-transitive. For example, the Galois group may act as the alternating
or full symmetric group on d letters. Picking any primitive element α of K/Q, the
form f constructed as in 2.3 satisfies all the properties of 2.1.
Example 2.8. To produce an explicit example, take the field K = Q(α) where
α4 − α + 1 = 0. In this case the Galois group acts as the full symmetric group on
the roots of t4 − t + 1, as one sees by reducing modulo 2 and modulo 3. Starting
with l = x0 + αx1 + α
2x2, one obtains the form f displayed after Theorem 2.1.
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To see a sum of squares representation of f explicitly, let β be a root of t3−4t−1 =
0 (the cubic resolvent of t4 − t+ 1). Then the following decomposition holds:
4f =
(
2x20 + βx
2
1 − x1x2 + (2+
1
β
)x22
)2
− β
(
2x0x1 − x
2
1
β
+
2x0x2
β
+ βx1x2 − x22
)2
.
The cubic field Q(β) is totally real, but not Galois over Q. Its three places send β
to real numbers approximately equal to
−1.860805854, −0.2541016885, 2.114907542,
respectively. Therefore, the first two embeddings give each a representation of f
as a sum of two squares of real quadratic forms. These representations are defined
over the real field F = Q(
√−β) of degree six. Up to equivalence, these are the
only two representations of f over R as a sum of two squares. Every other sum
of squares representation of f over R is (equivalent to) a sum of four squares, and
arises as a convex combination of the two extremal representations.
Remark 2.9. For the conclusion of Theorem 2.6, it is not necessary that G acts 2-
transitively on G/H , or equivalently, that G acts transitively on the set {Mij : 1 ≤
i < j ≤ d} (see 2.4). It suffices that any G-orbit in this set contains at least one
space Mij which is real, i.e., invariant under complex conjugation τ . In terms of
the G-action on G/H , this means the following condition:
(∗) For any x, y ∈ G/H with x 6= y there exist z ∈ G/H and
σ ∈ G such that x = σz and y = στz.
For d = |G/H | = 4, condition (∗) implies 2-transitivity of G on G/H . But for
d ≥ 6 there are examples where G satisfies (∗) without being 2-transitive. The
simplest such example is given by the group G of rotations of a regular cube P ,
acting on the set F of (two-dimensional) faces. So G = S4, the symmetric group
on four letters, and H is the cyclic subgroup generated by a 4-cycle in G. A pair
{f, f ′} of different faces of P consists either of two faces with a common edge, or
of two opposite faces. Hence there are exactly two G-orbits in the set
(
F
2
)
of pairs
of faces. The involution τ is the rotation of order two around an axis that joins the
midpoints of two opposite edges. Among the three pairs {f, τf} (f ∈ F ) of faces,
one consists of opposite faces, while the other two consist of adjacent faces. So each
pair of faces is G-conjugate to a pair of the form {f, τf}.
An example of a (totally imaginary) number field which realizes this Galois action
on its set of places is k = Q(α) with
α6 − α5 + 2α4 + α3 + 2α2 + 3α+ 1 = 0.
The example was found by consulting the Bordeaux number field tables [4].
Remark 2.10. We can easily extend Theorem 2.1 to real number fields other than
Q. Indeed, let K, E, l, f etc. be as in 2.3, and assume that G = Gal(E/Q) acts
2-transitively on Hom(K,E). Let k be any number field with at least one real
place, and consider the natural embedding φ from Gal(kE/k) into G, induced by
restriction of automorphisms. Then φ is surjective if (and only if) E ∩ k = Q, that
is, if E and k are linearly disjoint over Q. Assuming that this is the case, we claim
that f is not a sum of squares over k. Indeed, by the argument in 2.4, the
(
d
2
)
intersections Mij = Li ∩ Lj are all Galois conjugate among each other over k. If
there were an identity f = p21 + · · ·+ p2r with forms pν ∈ k[x], the pν would have to
vanish on the union of the Mij , which again is impossible by Proposition 2.5.
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Using this way of reasoning, we conclude:
Corollary 2.11. Let k be any fixed number field with at least one real place, let
n ≥ 2 and d ≥ 4 be even. Then there exists a form f ∈ Q[x0, . . . , xn] of degree d
which is a sum of two squares of forms over R, but not a sum of squares of forms
over k.
In particular, over a real number field there is no analogue of Hilbert’s theorem
[6] over R, according to which every nonnegative ternary quartic form is a sum of
squares of quadratic forms.
Proof. Given k, it suffices by 2.10 to find a totally imaginary extension K/Q with
Galois hull E/Q for which G = Gal(E/Q) acts 2-transitively on Hom(K,E), and
such that E and k are linearly disjoint. The latter will certainly be the case if the
discriminants of E and k are relatively prime. So the assertion follows from the
next lemma. 
Lemma 2.12. For any finite set S of primes and any even number d, there exists
a totally imaginary number field K/Q of degree d with Galois hull E/Q, such that
the discriminant of E is not divisible by any prime in S, and such that Gal(E/Q)
is 2-transitive on Hom(K,E).
Proof. It suffices to find a monic polynomial g(x) over Z of degree d with the
following properties: (1) g is positive definite; (2) the discriminant of g is not
divisible by any prime in S; (3) there exist primes p, q such that g mod p is
irreducible and g mod q is a linear factor times an irreducible polynomial. Given
such g, let K = Q(α) where α is a root of g, and let E be the Galois hull of K.
Then K has the required properties. In particular, the action of G = Gal(E/Q) on
the roots of g is 2-transitive since G contains a (d−1)-cycle. Properties (2) and (3)
can be guaranteed by arranging a particular factor decomposition of g modulo p,
for finitely many primes p. So it is clear that (many) polynomials g as above can
be found. 
3. Rational denominators
3.1. Let x = (x0, . . . , xn) with n ≥ 2, and let f ∈ Q[x] be a form of degree d as
constructed in Theorem 2.1. In particular, f is a sum of squares over R, but not
over Q. By Artin’s solution [3] to Hilbert’s 17th problem, f is a sum of squares of
rational functions over Q. In other words, there exists a form h 6= 0 in Q[x] such
that both h and fh are sums of squares over Q. When f is constructed explicitly
as in Section 2, what can be said about the degree of such h? Is it possible to give
explicit constructions for h?
These questions were raised by M.-F. Roy. We will give a complete answer for
d = 4, and a partial answer for d ≥ 6, see Theorem 3.3 and Proposition 3.4.
3.2. For the following we assume the setup of Theorem 2.6. Hence K/Q will be
a totally imaginary number field of degree d ≥ 4, with Galois hull E/Q. Letting
G = Gal(E/Q) and H = Gal(E/H), we assume that the action of G on G/H is
2-transitive. (In fact, it will suffice for the following to have the weaker condition
2.9 satisfied.) Let l ∈ K[x] be a linear form such that the d Galois conjugates of
the hyperplane l = 0 are in general position. The form
f =
∏
σH∈G/H
σl = NK/Q(l)
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in Q[x] satisfies the conclusions of Theorem 2.6.
Theorem 3.3. Let f be as in 3.2.
(a) There exists a nonzero form h ∈ Q[x] of degree d − 2, but not of smaller
degree, for which fh is a sum of squares of forms in Q[x].
(b) When d = 4, any h as in (a) is a sum of squares of linear forms in Q[x].
Proof. Let 0 6= h ∈ Q[x] be a form for which fh is a sum of squares of forms over Q,
say fh = g21 + · · ·+ g2r with forms g1, . . . , gr ∈ Q[x]. Let l = l1, l2, . . . , ld ∈ Q[x] be
the linear forms that are Galois conjugate to l, let Li be the hyperplane li = 0, and
consider the pairwise intersections Li ∩ Lj (1 ≤ i < j ≤ d). The forms gν vanish
identically on those intersections Li ∩ Lj that are real (there are d2 such). Since
the action of G permutes the Li ∩ Lj transitively, and since the gν have rational
coefficients, the gν vanish identically on
⋃
i<j Li ∩Lj. The vanishing ideal I of this
union (inside Q[x]) is generated by the forms pi :=
f
li
(i = 1, . . . , d), by Lemma 2.5.
We already conclude that deg(gν) ≥ d− 1, and hence deg(h) ≥ d− 2.
It remains to construct a form h of exact degree d− 2 for which fh is a sum of
squares over Q. Note that assertion (b) is clear from (a), since here h is a quadratic
form over Q and is nonnegative on Rn+1.
The proof of Theorem 3.3 will therefore be completed by the next proposition.
It gives a fully explicit rendering of the theorem: 
Proposition 3.4. Let f be as in 3.2. For a form g ∈ Q[x] of degree 2d − 2, the
following conditions are equivalent:
(i) g is divisible by f and is a sum of squares of forms in Q[x];
(ii) there exist r ≥ 1 and elements a1, . . . , ar ∈ K with a21 + · · · + a2r = 0 such
that
g =
r∑
ν=1
(
trK/Q
(aνf
l
))2
.
If (i) and (ii) hold, then conversely every sum of squares representation of g in Q[x]
has the form stated in (ii), for suitable aν ∈ K with
∑
ν a
2
ν = 0.
Proof. Assume g = g21 + · · ·+ g2r where g1, . . . , gr ∈ Q[x] are forms of degree d− 1,
and assume that g is divisible by f . As before, let I ⊆ Q[x] be the vanishing ideal
of
⋃
i<j Li ∩ Lj. By Lemma 2.5 we have g1, . . . , gr ∈ I ∩Q[x].
Let tr = trK/Q be the trace of K over Q. We claim that a form g ∈ I of degree
d− 1 has Q-coefficients if and only if g = tr(af/l) for some a ∈ K. Indeed, let
g = b1
f
l1
+ · · ·+ bd f
ld
with bi ∈ Q. Let us label the elements of G/H as σ1H, . . . , σdH in such a way that
σ1 = 1 and li =
σi l for i = 1, . . . , d. The forms fl1 , . . . ,
f
ld
are linearly independent.
We conclude that g lies in Q[x] if and only if b1 ∈ K and bi = σi(b1) for i = 1, . . . , d,
or in other words, if and only if g = tr(b1f/l) with b1 ∈ K.
It remains to characterize when a sum of squares
g =
r∑
ν=1
(
tr
(aνf
l
))2
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with a1, . . . , ar ∈ K is divisible by f = l1 · · · ld, or equivalently, by l = l1. Since
g =
r∑
ν=1
(
σ1(aν)
f
l1
+ · · ·+ σd(aν) f
ld
)2
,
we see that g is divisible by l1 if and only if
∑
ν a
2
ν = 0.
The proof of Proposition 3.4, and therefore of Theorem 3.3, is complete. 
Remark 3.5. In (a) of Theorem 3.3, we can always find 0 6= h ∈ Q[x] of degree
d− 2 such that fh is a sum of five squares in Q[x]. This follows from 3.4 since −1
is a sum of four squares in K. If K happens to have level 2, i.e., if −1 is a sum of
two squares in K, then fh can be made a sum of three squares in Q[x]. (Note that
−1 cannot be a square in K, and so fh cannot be made a sum of two squares in
Q[x].)
Example 3.6. To illustrate the preceding construction, let us review the example
of a ternary quartic f ∈ Q[x0, x1, x2] given after Theorem 2.1 (c.f. also Example
2.8). In this case, the number field K = Q(α) with α4 − α + 1 = 0 has level 2, as
one can conclude from general reasons since the prime 2 is inert in K. Explicitly,
this is confirmed by the identity
(α2 + α− 1)2 + (α2 − α)2 + 1 = 0
in K. Writing
g1 = tr
(f
l
)
, g2 = tr
((α2 + α− 1)f
l
)
, g3 = tr
((α2 − α)f
l
)
with β = α2 + α− 1 and γ = α2 − α, we find
g1 = 4x
3
0 + x
3
1 + x
3
2 + 4x0x
2
2 − 4x
2
1x2 − 6x0x1x2,
g2 = − 4x
3
0 + 3x
3
1 + 4x
3
2 − 3x
2
0x1 − x0x
2
1 + x
2
0x2 − x0x
2
2 + 4x
2
1x2 + 3x1x
2
2 − 2x0x1x2,
g3 = − 4x
3
1 + 3x
3
2 − 3x
2
0x1 − 7x0x
2
1 + 7x
2
0x2 + 3x0x
2
2 + 3x1x
2
2 + 8x0x1x2.
Expanding the sum of squares, we obtain
fh = g21 + g
2
2 + g
2
3
where
h = 32 x20 + 24 x0x1 − 8 x0x2 + 26 x21 + 16 x1x2 + 26 x22.
To write h as a sum of squares in an explicit way, we may observe
86 h = 43 (8x0 + 3x1 − x2)2 + (43x1 + 19x2)2 + 1832 x22.
4. Ternary quartics
In this section we restrict to ternary forms of degree four. It was proved by
Hilbert in 1888 [6] that every nonnegative quartic form f ∈ R[x0, x1, x2] is a sum
of squares of quadratic forms (and, in fact, of three squares). In Theorem 2.1 we
constructed a family of quartic forms f ∈ Q[x0, x1, x2] that are sums of squares
over R, but not over Q. Now we’ll show that conversely every nonnegative ternary
quartic f ∈ Q[x0, x1, x2] that fails to be a sum of squares over Q arises from the
construction in 2.1. More precisely, we’ll prove:
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Theorem 4.1. Let f ∈ Q[x0, x1, x2] be a nonnegative form of degree 4 which is
not a sum of squares over Q. Then f is a product f = l1l2l3l4 of linear forms in
C[x0, x1, x2], the four lines li = 0 are in general position, and Gal(Q/Q) acts on
the set of these lines as the symmetric or alternating group on four letters.
Before starting the proof, we need to introduce an important general concept.
In the sequel let x = (x0, . . . , xn) with arbitrary n ≥ 1, and denote by Σ the cone
of sums of squares in R[x].
Definition 4.2. Given a sum of squares f ∈ Σ, the set
Uf := {p ∈ R[x] : f − εp2 ∈ Σ for some ε > 0}
will be called the characteristic subspace for f .
Lemma 4.3. Let f ∈ Σ.
(a) The set {p ∈ R[x] : f − p2 ∈ Σ} is convex. Hence Uf is a linear subspace of
R[x].
(b) There is a sum of squares representation f = p21 + · · · + p2r of f in which
p1, . . . , pr is a linear basis of Uf .
Proof. If f − p2j ∈ Σ for j = 1, 2, then
f − ((1− t)p1 + tp2)2 = (1 − t)(f − p21) + t(f − p22) + t(1− t)(p1 − p2)2 ∈ Σ
for 0 ≤ t ≤ 1, proving (a). As for (b), there is a basis q1, . . . , qr of Uf such that
f − q2i ∈ Σ for i = 1, . . . , r. By averaging over corresponding sums of squares
expressions we find a sum of squares representation f = g21 + · · · + g2k in which
g1, . . . , gk span Uf . Now diagonalizing the symmetric tensor
∑k
i=1 gi⊗gi ∈ Uf⊗Uf
gives the assertion. 
The reason why the characteristic subspaces will be useful here is the following
lemma (which generalizes [7] Theorem 1.2):
Lemma 4.4. Let f ∈ Q[x] ∩ Σ, i.e., f is a polynomial with rational coefficients
and is a sum of squares in R[x]. If the subspace Uf of R[x] is defined over Q, then
f is a sum of squares in Q[x].
(If V is a Q-vector space, a linear subspace L of V ⊗Q R is said to be defined
over Q if it is spanned by L ∩ V . Similarly for affine-linear subspaces.)
Proof. Let Uf ⊆ R[x] be the characteristic subspace of f , let S2Uf be its second
symmetric power, and let γ : S2Uf → R[x] be the natural linear (product) map.
Since Uf is defined over Q, so is Γf := γ
−1(f), an affine-linear subspace of S2Uf .
By Lemma 4.3(b), Γf contains an element of S
2Uf that is positive definite. From
density of Q in R we conclude that Γf also contains a positive definite element
defined over Q. In particular, hence, f is a sum of squares over Q. 
Hilbert’s theorem [6] on ternary quartics allows us to give an easy geometric
descriptions for the characteristic subspaces of ternary quartics. First, the problem
is local:
Lemma 4.5. Let f, g ∈ R[x] be two nonnegative forms of the same degree. Assume
for every 0 6= ξ ∈ Rn+1 that there exists ε > 0 for which f − εg is nonnegative in
a neighborhood of ξ. Then there exists ε > 0 such that f − εg is nonnegative on
Rn+1.
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Proof. This follows from compactness of projective space: For any ξ ∈ Pn(R)
there exists εξ > 0 and a neighborhood Wξ ⊆ Pn(R) of ξ such that f − εξg is
nonnegative on Wξ. Choose finitely many points ξ1, . . . , ξr ∈ Pn(R) such that
Pn(R) =
⋃r
i=1Wξi , and put ε = min{εξi : i = 1, . . . , r}. Then f − εg is everywhere
nonnegative. 
From now on let x = (x0, x1, x2). For a nonnegative ternary quartic f ∈ R[x]
with isolated real zeros, we will determine the characteristic subspace Uf explicitly.
(The case where the real zeros are not isolated is even easier, since it reduces to
nonnegative quadratic forms.) By Lemma 4.5, it suffices to do this locally, namely
to determine the subspace
Uf,ξ := {p ∈ R[x]2 : ∃ ε > 0 f − εp2 ≥ 0 around ξ}
for every ξ ∈ P2(R) with f(ξ) = 0. Note that Uf,ξ is also the space of all p ∈ R[x]2
for which p2/f is locally bounded around ξ in P2(R). (Here R[x]2 denotes the space
of quadratic forms in R[x].)
Assume that ξ is an isolated real zero of a quartic form f ∈ R[x]. Then ξ is a
singularity of the curve f = 0 of real type A∗1, A
∗
3, A
∗
5, A
∗
7 or X
∗∗
9 . The last two can
occur only when f is reducible over C. Here, by a (plane) A∗k-singularity (for k ≥ 1
odd), we mean a real analytic singularity of type Ak whose two analytic branches
are complex conjugate. See 4.7 for X∗∗9 .
Proposition 4.6. Let f(x, y), p(x, y) be real analytic function germs in (R2, 0),
and assume that the singularity f = 0 is of type A∗2r−1 with r ≥ 1. Then the germ
p2/f is locally bounded in R2 around 0 if and only if i(f, p) ≥ 2r, where i denotes
the local intersection number at 0 ∈ R2.
Proof. We may assume f = y2 + x2r, and we’ll show that both properties are
equivalent to ω(p(x, 0)) ≥ r, where ω is the vanishing order at x = 0. It is clear
that p
2
f locally bounded implies ω(p(x, 0)) ≥ r. Conversely, if ω(p(x, 0)) ≥ r, we can
write p = yg+ xrh with analytic germs g, h. Then a simple calculation shows that
p2
f is locally bounded around 0 ∈ R2. On the other hand, from f = (y+ixr)(y−ixr)
we can directly deduce that ω(p(x, 0)) ≥ r if and only if i(f, p) ≥ 2r. 
Remark 4.7. A plane real singularity of type X∗∗9 corresponds to the union of
four nonreal lines through a real point (two pairs of complex conjugate lines), see
[2] p. 185. A normal form is given by f = x4 + y4 + ax2y2 with a > 0, a 6= 2. For
a real analytic germ p(x, y), the quotient p
2
f is locally bounded iff ω(p(x, y)) ≥ 2 iff
i(f, p) ≥ 8.
Corollary 4.8. Let f ∈ Q[x] be a nonnegative ternary quartic over Q, let ξ1, . . . , ξr
be isolated real zeros of f in P2, and assume that the set {ξ1, . . . , ξr} is invariant
under the action of Gal(Q/Q) on P2(Q). Then the subspace
⋂r
j=1 Uf,ξj of R[x]2 is
defined over Q.
Note that ξ1, . . . , ξr have coordinates in Q, so the Galois group acts on these
points.
Proof. By Hilbert’s theorem [6], this is clear from 4.6 and 4.7. 
4.9. We now give the proof of Theorem 4.1. Let x = (x0, x1, x2), let f ∈ Q[x] be
a nonnegative form of degree 4. Let Uf ⊆ R[x]2 be the characteristic subspace of
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f (see 4.2). By a case distinction we will show that f is a sum of squares over Q
unless it satisfies the conditions of Theorem 4.1.
Whenever Uf is defined over Q, f is a sum of squares over Q by Lemma 4.4. In
particular, this is the case when f is strictly positive definite, since then Uf = R[x]2.
So we assume that f has at least one real zero. We first consider the case where f
is absolutely irreducible. The real zeros of f are precisely the real singular points
of the curve f = 0. The configuration of all (real or nonreal) singularities of this
curve is one of the following (see [14] 7.3):
A∗1, 2A
∗
1, 3A
∗
1, A
∗
3, A
∗
1 +A
∗
3, A
∗
5, A
∗
1 + 2A
i
1, A
∗
1 + 2A
i
2.
(Here 2Aik denotes a pair P 6= P of complex conjugate Ak-singularities.) The
singularities are permuted by the Galois action. In all cases except the last two,
every singularity of f is real. By Lemma 4.5 and Corollary 4.8, the subspace Uf is
defined over Q in these cases, and we are done. In the case of A∗1 + 2A
i
2, the same
is true since the unique real singularity is Galois invariant, hence defined over Q.
It remains to consider the case where f has three nodes, one of which is real
(with a pair of nonreal tangents) and the other two are complex conjugate. Here
Uf consists of the quadratic forms with a zero in the real node, and we see that
Uf fails to be defined over Q. Instead we can argue as follows: For such f , there
exists a unique (up to orthogonal equivalence) representation f = p21 + p
2
2 + p
2
3 in
C[x] for which p1, p2, p3 vanish in all three nodes. Moreover, the symmetric tensor
t :=
∑3
j=1 pj ⊗ pj is defined over R and is positive semidefinite. This follows from
the analysis in [14] (for more details see [15], pp. 4 and 6). Since the set of all three
nodes is Galois invariant, the tensor t is defined over Q, and hence f is a sum of
squares over Q. We have thus shown that f is a sum of squares over Q when f is
absolutely irreducible.
4.10. It is easily seen that f is a sum of squares over Q whenever f is reducible
over Q. Hence we can assume that f is irreducible over Q, but reducible over C.
So f is either the K/Q-norm of a quadratic form p ∈ K[x] defined over a quadratic
field K/Q, or the K/Q-norm of a linear form l ∈ K[x] defined over a field K of
degree 4. In either case, K is generated by the coefficients of f . First consider
the case [K : Q] = 2. It is clear that f is a sum of squares over Q when K is
imaginary. When K is real, both p and its K/Q-conjugate p′ must be nonnegative,
since f = pp′ is nonnegative. Hence p is nonnegative with respect to every (real)
place of K, and therefore p is a sum of squares over K, being a quadratic form.
Now Hillar’s result [7] implies that f is a sum of squares over Q.
4.11. It remains to consider the case when f = NK/Q(l) where [K : Q] = 4 and
l ∈ K[x] is a linear form whose coefficients generate K. When K/Q has a quadratic
subfield L/Q, we can write f = NL/Q(NK/L(l)) and conclude that f is a sum
of squares over Q, by the argument in 4.10. So we can assume that K/Q has
no proper intermediate field. This means that Gal(Q/Q) acts on Hom(K,Q) as
the alternating or symmetric group. Let li = 0 (i = 1, 2, 3, 4) be the four Galois
conjugates of the line l = 0. When l1, . . . , l4 fail to be in general position, all four
meet in a common Q-point. After a suitable coordinate change we are then in the
case of binary forms, in which it is clear that f is a sum of squares over Q. The
proof of Theorem 4.1 is complete. 
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5. Some open questions
Here are several natural questions that arise in connection with the results of
this paper. Let always x = (x0, . . . , xn).
5.1. In Theorem 2.1 we constructed forms in Q[x] that are sums of squares of
forms over R, but not over Q. All our examples split over C as products of linear
forms. Are there examples that are irreducible over C? Are there examples that are
strictly positive definite, i.e., that have no nontrivial real zeros? Are there examples
that define a nonsingular projective hypersurface? (The last question is a common
sharpening of the former two.)
5.2. Let K be a real number field, and let f be a form in Q[x] that is a sum of
squares of forms over K. When K is totally real, it follows that f is a sum of
squares over Q (Hillar [7], c.f. also Section 1). Are there other sufficient conditions
on K that allow the same conclusion?
5.3. More specifically, let K be a number field of odd degree, and assume that a
form f over Q is a sum of squares over K. Then, is f a sum of squares over Q?
5.4. We may generalize the last question to arbitrary linear matrix inequalities.
Thus, let A0, . . . , Ar be symmetric matrices of some size with rational coefficients,
and assume that there exists x = (x1, . . . , xr) ∈ Kr such that the matrix A(x) :=
A0 +
∑r
i=1 xiAi is positive semidefinite with respect to every real place of K. If
[K : Q] is odd, does there exist x ∈ Qr such that A(x) is positive semidefinite? For
r = 1, the answer is yes.
5.5. When f ∈ Q[x] is any nonnegative form, there exists a sum of squares h 6= 0
of forms in Q[x] such that fh is a sum of squares of forms in Q[x]. Assuming that
f is a sum of squares of forms over R, can we give an upper bound to deg(h), for
example in terms of n and d = deg(f)?
Note that there is one case in which the results of this paper give an answer to
this question, namely (n, d) = (2, 4). Here deg(h) = 2 suffices by 4.1 and 3.3.
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