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Abstract
Power distribution networks are rapidly evolving as active distribution systems, as a result
of growing concerns for the environment and the shift towards renewable energy sources
(RESs). The introduction of distributed generations can benefit the distribution network
in terms of voltage support, loss reduction, equipment capacity release, and greenhouse
gas (GHG) emission reduction. However, the integration of RESs into electric grids comes
with significant challenges. The produced energy from renewable sources such as wind
and solar is intermittent, non-dispatchable and uncertain. The uncertainty in the fore-
casted renewable energy will consequently impact the operation and control of the power
distribution system. The impact on Volt/Var control (VVC) in active distribution systems
is of particular concern, mainly because of reverse power flow caused predominantly by
RESs. RESs can influence the operation of voltage control devices such as on-load tap
changers (OLTCs), line voltage regulators (VRs) and shunt capacitor banks (ShCs). It is
mainly because of reverse power flow, caused predominantly by RESs. Reverse power flow
or injecting power between the regulator and the regulation point can confuse the local
regulator controller, which leads to inappropriate or excessive operations. Some of the po-
tential adverse effects include control interactions, operational conflicts, voltage drop and
rise cases at different buses in a network.
This research project aims to carry out an in-depth study on coordinated Volt/Var
control strategies in active distribution networks. The thesis focuses on the problem of
Volt/Var optimization in active distribution networks, operated under different operating
conditions, by taking into consideration the current distribution system requirements and
challenges in the presence of high RESs penetration.
In the initial phase of the research project, a generic solution to the VVC problem of
iv
active distribution systems was first developed. The primary goal of this generic solution
involved the determination of an optimal control strategy based on system status, which
was identified from bus voltages. As such, there are three different operating states; normal,
intermediate and emergency state. Each operating state has its own control strategy that
includes state-related objective functions, such as minimization of power losses, operational
control costs, and voltage deviation. For both normal and intermediate state operations, a
heuristic-search based optimization algorithm is implemented. In order to be able to take
control actions rapidly, a novel rule-based control strategy is developed for the emergency
state.
In the second phase of the research project, the proposed zone-oriented convex dis-
tributed VVC algorithm was developed to address the limitations of heuristic optimization
algorithms, including long solution times and the non-global optimal solution. The pro-
posed algorithm is based on chordal-relaxation semi-definite programming (SDP), and
divides distribution systems into areas based on customer types, wherein, each zone has its
own priorities, characteristics, and requirements. The primary goal is to achieve optimal
voltage control for each zone, according to its operational requirements and character-
istics. Furthermore, in contrast to many decentralized approaches that require iterative
solutions to update global multiplier and a penalty parameter to convergence, this method
proposes a novel multi-period hierarchical convex distributed control algorithm, requiring
no iterative process and no penalty parameter. Eliminating the iterative solution makes
convergence fast, while having no penalty parameter allows for the algorithm to be less
human and system dependent.
In the final phase of the research project, a 2-stage control algorithm aiming to minimize
VR tap movements in convex VVC formulation was developed. In the first stage, the VVC
problem is solved for hourly intervals, and VR tap positions are obtained. In the second
v
stage, control horizon is divided into 15 minutes intervals, and the voltage is controlled
only by the RESs’ active and reactive power adjustment. The tap movement minimization
and 2-stage control algorithm eliminates the excessive use of VRs, prolongs the operational
life of VRs and reduces the system operational cost.
The optimal operation of Volt/Var control devices was investigated in the presented
Volt/Var optimization methodology. The proposed research will pave the way for manag-
ing the increasing penetration of RESs with different types, technologies and operational
modes, from a distribution system voltage control perspective. The proposed methodolo-
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Voltage regulation using Volt/Var control (VVC) devices is an important operation within
distribution networks. An efficient VVC can improve operational efficiency, minimize elec-
trical losses, as well as improve service quality for better profitability. The primary ob-
jective of the VVC is to maintain acceptable voltages at all points along the distribution
feeder under all loading conditions, as specified by ANSI standard C84.1-2011 [1]. Tradi-
tional Volt/Var control (VVC) practice is to regulate the feeder voltage by adjusting the
taps of substation on-load tap changer transformers (OLTCs), switched shunt capacitor
banks (ShCs), and voltage regulators (VRs). These Volt/Var control devices are installed
on the primary feeder and are controlled by local controllers. Some of these devices use
autonomous controllers, typically mounted onto them, which take control decisions based
on local voltage and current measurements. Others use line drop compensation (LDC) for
automatic control of VRs and/or the OLTCs tap position in order to regulate the voltage
1
at a point along the feeder.
Furthermore, due to the negative environmental impact of greenhouse gases (GHG),
there has been an increased interest in distributed Renewable Energy Sources (RESs). The
penetration level of renewable distributed generation (solar and wind) has been expected to
increase in the near future. The cumulative capacity of wind turbines installed worldwide
reached 564 gigawatts (GW) by the end of 2018, and the generation capacity increased by
49 GW only in 2018, representing almost a 10% growing rate. Similarly, the overall solar
power generation capacity reached 486 GW by end of 2018, with a capacity addition of 94
GW in 2018, representing approximately a 24% capacity increase [2].
Unfortunately, RESs cannot fit seamlessly in the conventional power distribution sys-
tem, which is designed and operated without any distributed generation in mind. The
integration of RESs and their associated dynamics into existing distribution networks has
changed the way the distribution system is operated, in particular, in relation to the VVC.
With the increased penetration of RESs into the distribution system, reliable system op-
eration and control has become increasingly difficult, as the power flow no longer remains
unidirectional. The high penetration level of RESs in active distribution systems (i.e., dis-
tribution systems with RESs) is also accompanied by challenges, including voltage profile
variation due to the random variations in the power outputs, which may push the bus
voltages out of the limits set by ANSI standard C84.1-2011. In addition to this, renewable
sources may cause reverse power flow at times of high penetration with light loads, which
can interfere with local controllers of Volt/Var devices. The reverse power flow or inject-
ing power between the regulator and the regulation point can confuse the local regulator
controller, leading to inappropriate or excessive operations. For this reason, the develop-
ment of an efficient VVC methodology that takes into consideration the challenges facing
conventional VVC practices is necessary. As such, this thesis investigates and presents a
2
new Volt/Var control methodology, while addressing current power system requirements
and challenges in the presence of high RES penetration.
1.2 Research Motivations
The incorporation of distributed RESs requires a change in the method by which electric
utilities operate. As mentioned above, the VVC is an important operation that can be
affected by the implementation of distributed RESs. Weather conditions dictate solar
and wind generation units, and as such, this introduces undesired uncertainty to the VVC
problem. A significant amount of work has been published on VVC in distribution systems,
through the application of a variety of techniques [3–9]. Most of the existing algorithms
in literature address the VVC problem for a steady-state operating condition, while the
objectives and controllers are usually kept fixed for the entire operation period. This
methodology might not be an optimal approach at all times under new power grid operating
conditions, due to drastic changes in the fundamentals of the conventional power grid.
Furthermore, choosing objectives and control entities arbitrarily for the VVC problem
may not yield the best results for different power grid operation states, such as steady-
state, intermediate and emergency state. High uncertainty in RESs’ power generation
creates an extra burden on existing VVC devices, resulting in excessive VR tap movement,
along with poor voltage regulation. Therefore, there is a need to develop a new VVC
algorithm that takes new power grid concepts into consideration, in which the issue of high
RESs penetration creating high uncertainty in distribution network conditions due to their
volatile power output is addressed.
Furthermore, voltage regulation problems are generally addressed with centralized con-
trol schemes. This involves a master controller that collects the system state information,
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processes the collected data, creates a control signal, and sends the signal to different slave
entities located along the feeder. This type of approach requires large amounts of data to
be transferred between the master controller and slave entities, thus creating high levels
of complexity in communication and computation. The aforementioned problems become
more severe, especially with a high penetration of RESs in larger power systems, due to
increased control variables in the system. The centralized approach is also not favourable
due to privacy concerns about consumer data, which is vulnerable to cyber attacks. To
challenge this communication and computation complexity in the centralized approach,
decentralized (distributed) control approaches have been proposed that require less com-
munication and computation effort.
1.3 Research Contributions
The main objective of this dissertation is to develop effective VVC techniques suitable for
active distribution systems that can actively control feeder voltage profiles under different
operating conditions (steady-state, intermediate and emergency state). The following are
the main contributions to this thesis:
1. Development of a comprehensive state-based VVC algorithm that adjusts the control
objectives and controllers according to the power grid status, in orders to ensure
effective and optimum control for different grid operating conditions. The developed
algorithm enables distribution system operators (DSOs) to identify the best VVC
practice for a given system state and constraints, where the state is identified based
on distribution system bus voltages.
2. Development of a rule-based VVC algorithm for emergency state operation, which
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eliminates computational time barriers and enables DSO to act quickly under emer-
gency circumstances, so as to avoid any service interruption.
3. Development of a distributed convex VVC algorithm that meets specific requirements
for different customer classes by formulating a unique VVC problem for each customer
type. A novel clustering technique has been developed to divide typical distribution
systems into areas based on customer class (residential, commercial and industrial
end-users), wherein each class has its own objective(s) and constraints. Furthermore,
contrary to most decentralized approaches that require iterative solutions to update
global multipliers and penalty parameters to convergence, this method proposes a
novel multi-period hierarchical convex distributed control algorithm that requires
no iterative process and no penalty parameter. Eliminating the iterative solution
makes convergence fast, while having no penalty parameter makes the algorithm less
human and system dependent. It is also worth mentioning that the proposed VVC
solution technique guarantees the global optimal solution by having a rank-1 decision
variable matrix, which is not applicable to non-convex versions of VVC optimization
techniques.
4. Development of a 2-stage control algorithm that minimizes VR tap movements, which
has not been considered before in convex VVC formulation. The proposed 2-stage
VVC algorithm minimizes the negative impact of RESs on VR. In the first-stage, the
VVC problem is solved for hourly intervals, and VR tap positions are obtained. In
the second-stage, the solution resolution is divided into 15-minutes intervals, and the
voltage is controlled by only the RESs’ active and reactive power adjustment. The
tap movement minimization and 2-stage control algorithm eliminates excessive use
of VRs, prolongs the life of VRs and reduces the operational cost.
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1.4 Thesis Organization
This thesis contains five chapters. The first chapter is the introductory chapter, presenting
a brief general introduction, the research motivations, and the research contributions. The
following chapters are organized as follows:
1. Chapter 2: Background on voltage control techniques, followed by a comprehensive
literature review of Volt/Var control methods for passive and active distribution
systems. This chapter also presents an overview of the distributed generation impact
on the voltage profile and VVC algorithms.
2. Chapter 3: In this chapter, we first identify the system state index based on the volt-
age profile, and present the transaction scheme between states. Next, we formulate
the bus stability index to identify the weakest bus in the system, with voltage sensi-
tivity analysis of the buses. Then, we formulate the cost of control devices, objective
functions, and constraints, and the proposed rule-based algorithm for the emergency
state is presented.
In the simulations section, we first discuss and present the optimization algorithm
used in solving the proposed VVC problem with the Pareto optimality are discussed
and presented. Next, the forecasting model for wind power generation is discussed
with consideration of forecast error. Then, the proposed state-based VVC algorithms
are tested on IEEE-34 and IEEE-123 bus radial distribution test systems to verify
the effectiveness of the developed algorithm. Finally, different scenarios are simulated
and the results are analyzed and presented.
3. Chapter 4: Different system component models are provided, and an overview of
positive semi-definite formulation of power flow equations is presented. In addition,
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chordal relaxation based formulation of the VVC problem is provided. This is fol-
lowed by the proposed clustering method and hierarchical distributed zone-oriented
convex VVC problem and solution algorithm, and lastly, simulation results and con-
clusion are presented.
4. Chapter 5: This chapter consists of two parts. It first summarizes a number of key
attributes of the thesis, and then highlights potential future work directions.
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Chapter 2
Background and Literature Survey
2.1 Introduction
This chapter provides a comprehensive review of Volt/Var control methods for both passive
and active distribution systems. It also presents an overview of distributed generation
impact on the voltage profile and VVC algorithms.
2.2 Voltage Profile of Passive Distribution Systems
Passive Distribution Systems (PDSs) have unidirectional power flow from the central power
supply to the end users along the feeders. In this one-way flow concept, the feeder voltage
profile decreases along the feeder, reaching the minimum at the end of the feeder. However,
the voltage profile can only vary between certain predefined upper and lower limits, known
as ANSI-C84.1 standard; therefore, keeping the voltage within the allowed limits is an
8
important power quality issue in DSs [10]. The ANSI-C84.1 standard limits according to
a 120 V nominal voltage can be summarized as follows:
• Under normal operating conditions (Range A), the regulation requirement is +/-5%.
• Under abnormal conditions (Range B), the regulation requirement is -8.3% to +5.8%.
Figure 2.1 One line feeder and corresponding voltage phasor diagram of a PDS.
A one line diagram of a basic PDS and the corresponding voltage phasor are shown in
Fig 2.1. The line current ILine is unidirectional from the substation to the load node and








where S, PL, and QL are the complex power, active power and reactive power respectively,
and U2 is the load bus voltage.
The voltage difference between substation and load bus is called voltage drop on the
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feeder, and calculated as follows:
|V1 − V2| = |ILine(RLine + jXLine)| =
∣∣∣∣(RLinePL +XLineQL)− j(XLinePL −RLineQL)V2
∣∣∣∣
(2.2)
where RLine is the line resistance and XLine is the line reactance.
The imaginary part of equation (2.2) can be neglected for small power flow due to
small voltage angle δ between V2 and V1, and the voltage drop ∆V = |V1 − V2| can be
approximated as:
∆V ≈ (RLinePL +XLineQL)
V2
(2.3)
It can be driven from equation (2.3) that active and reactive power flows cause voltage drop
along the feeder, and that sometimes the drop can violate the minimum allowed voltage
limit.
2.3 Volt/Var Control (VVC) in Passive Distribution
System (PDS)
Voltage violation is an important issue both in terms of system reliability and customer
satisfaction, so DSOs utilize Volt/Var control algorithms to avoid or eliminate the viola-
tions. In order to ensure the voltage stays within the limits at all times and all loading
conditions, traditional VVC algorithms utilize common control devices which are [11]:
• On-Load Tap Changer Transformers (OLTCs)
• Voltage Regulators (VRs)
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• Shunt Capacitor Banks (ShCs)
• Static Var Compensators (SVCs).
Two main methods exist for voltage control; the direct method, which can increase or
decrease the voltage by tap movements, and the indirect method, which is mainly utilized
for reactive power compensation, but also controls the voltage indirectly.
2.3.1 Direct voltage control in PDS
Voltage control in PDSs is typically done by adjusting substation transformer ratio settings
with the load tap-changer (LTC). Transformers with LTC have the ability to adjust tap
ratio settings either when the transformer is energized (OLTC), or when it is de-energized
(no-load tap-changer). Only OLTCs will be considered in this work, since they have been
used commonly in PDSs. A basic OLTC arrangement is shown in Fig 2.2, in which PT is
potential transformer and Vset is voltage set point. The LTC can be operated manually or
by an automatic voltage control relay (AVR). The OLTC controller keeps the substation
transformer secondary side voltage V1 constant within the range
VLB ≤ V1 ≤ VUB
where
• VLB = Vset − 0.5VDB is the lower boundary voltage;
• VUB = Vset + 0.5VDB is the upper boundary voltage; and
• Vset is the set point voltage and VDB is the dead band.
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Figure 2.2 Basic OLTC Structure.
The dead band is needed to avoid oscillations and hunting (repeated activation and
deactivation cycle) of the tap changer. The time delay element is to avoid tap changer
operation in case of short-time voltage variations. Modern automatic voltage relays (AVRs)
may obtain a line drop compensation (LDC) feature that allows the controller to regulate
voltage at a remote node (called load center/regulating point). The LDC estimates the load
center voltage by using user defined LDC impedance settings (Rc and Xc), and measured
substation current. The resistive and reactive element in the LDC circuit is set to simulate
the resistance and reactance of the line from regulator to the load center.
Another direct control device is the voltage regulator (VR), which consists of an auto-
transformer and an LTC mechanism. The voltage changes are obtained by changing the
position of the tap that is controlled by the LDC circuit. Standard VRs contain ±10%
regulator range, usually with 16 steps up and 16 steps down, which provide 0.75 volts
change per step on a 120 volt base. A VR equipped with LDC is shown in Fig. 2.3, and
typical operation logic can be explained as follows:
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• First, the voltage sensing controller calculates the load center’s voltage and compares
it with the voltage set value;
• Second, if the difference between calculated and set value is more than one half of
bandwidth and remains for the time delay period, then;
• Lastly, the controller sends a command to LTC to lower or raise the tap ratio of the
VR.
Figure 2.3 A typical voltage regulator control mechanism.
2.3.2 Indirect voltage control in PDS
Reactive power is needed for most of the load types in DSs, and decent reactive power flow
management is an important issue in order to have reliable and secure distribution systems.
Traditionally reactive power compensation is achieved by connecting shunt capacitors at
nodes where there is big reactive power demand. ShCs can be installed either at the
substation site or along the feeder with a fixed or variable Var compensation capacity. This
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on-site supply method results in reduction of the feeder power losses and of the voltage
drop. Fixed type ShCs have constant reactive power injection capacity, and they operate
an on and off strategy based on high or light load seasons, respectively. On the other hand,
switched type capacitors have variable injection capacity which can be adjusted according
to required reactive power. In terms of superiority, switched type capacitors are better
since they can provide more precise and flexible compensation compared to fixed types
capacitors.




• QC is the reactive power injected by the capacitor in MVAr;
• QC,rat is the MVAr rating of the capacitor; and
• V is the voltage in pu (relative to the capacitor voltage rating).
As mentioned above, the reactive power injection will improve the voltage profile and
decrease the voltage drop of the feeder as shown below in an approximated equation:
∆V ≈ (RLinePL +XLine(QL −QC)
V
(2.5)
In addition to the reduction in voltage drop, proper reactive power compensation results
in power loss reduction by decreasing the current as:
I =
√






2.3.3 Overview of different VVC methods used in PDS
Voltage violation is among the most severe power quality problems in distribution systems;
therefore, many researchers have been devoted to tackling this problem, either at the
planning or operational level. Different aspects of the VVC problem have been investigated
by proposed algorithms in the literature, such as control device placing, sizing, operational
scheduling, and coordination along with many other aspects.
In the planning stage, the determination of capacitor size and placement are two main
key factors in having optimum Var control. Capacitor banks are expensive devices and
cannot be placed randomly along the feeder, therefore different capacitor placement and
sizing algorithms are proposed to maximize the benefits [12–14]. In [14], a new formulation
of the general capacitor placement problem is presented to maximize the benefits of reactive
power compensation. During problem formulation, the authors considered practical aspects
of capacitors, loads and operational constraints. The problem is simulated under different
load levels to determine the locations, types, sizes and control settings of the capacitors.
Another placement approach is presented in [15], where candidate buses are selected based
on loss sensitivity factor, and the size of capacitors is found using the particle swarm
optimization (PSO) technique. The loss sensitivity factor basically defines the candidate
bus, where the biggest loss reduction occurs when a capacitor is placed on it.
There are also papers that investigate the VVC problem at the operational level. For
instance, in [11], the authors present a VVC method that uses fixed/switched capacitors
and VRs to minimize peak power demand and energy loss. Reactive power compensation
is not always sufficient, so the VRs are also utilized for voltage regulation. Much like the
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capacitors, the VRs’ locations and minimum required number are also determined.
There are also VVC algorithms where load curve is divided into load levels, and the
VVC problem is optimized in each load level [16–18]. In [16], a day-ahead load forecast is
partitioned for an offline coordinated VVC. In [17], the load curve is partitioned into 24
discrete states (one for each hour) without load clustering, unlike the case in [16], and for
each load state, the operation of control devices is optimized using GA.
To have a proper voltage profile, a coordination between control devices is crucial, and
it is also critical for avoiding unnecessary switching operations. These stated issues have
been covered in literature by several authors [11–13, 19]. There are three coordination
methods; manual, automated, and reactive power device control modes. In early stages
of coordination, manual control mode was used, where operators are directly in charge of
dispatching the capacitors and OLTCs [20]. Manual operation mode is not economical due
to the personnel requirement on site. Manual control mode is used only if there is a need for
operator interruption under some circumstances. On the other hand, in automated mode,
the tap positions of the OLTC are changed by the AVR, which responds to the change in
secondary bus voltage. A third method is to use the reactive power device control mode,
which detects the reactive power flow over the main transformer and determines if it is
necessary to switch the capacitors on/off. For instance, the coordinated VVC control at
a substation is studied in [21], wherein OLTC and VR are controlled in the centralized
mode, and the bandwidth (BW) of VR changes adaptively as the system load changes.
2.4 Impacts of RESs on Distribution Systems
In recent decades, renewable energy resources penetration level has been increased due
to many different economic and environmental benefits. This high-level penetration of
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RESs brings important challenges and opportunities to the existing DS operation practices.
Traditional VVC control methods are no longer reliable for the new types of DSs under
high RESs integration. Thus, RESs’ impact on the system has to be taken into account
in order to have optimum VVC algorithms in ADSs. Furthermore, renewable DGs have
begun to be used in control algorithms, and they also need to be coordinated with the
available control equipment in order to ensure proper voltage regulation. The impact of
renewable DG’s on voltage profiles and the VVC problem are explained in the next two
subsections.
2.4.1 RES impacts on voltage profile
RESs can be connected to the system either by using synchronous/induction generators or
by using a power electronic interfaces. A one line illustration of the feeder with RESs is
shown in Fig 2.4. RESs are mainly used for active power generation, but in some operation
modes, they can also inject/absorb reactive power. If RES power interchange is included
in the approximated voltage drop equation, the equation (2.3) will be as follows:
∆V = V1 − V2 ≈
(RLine(PL − PDG) +XLine(QL − (∓QDG)
V2
(2.8)
Equation (2.8) indicates that, if an RES generates active power in excess of the feeder
load, power flow will be from the RES-connected node to the substation and the connected
bus voltage will increase. On the other side, RES reactive power absorption decreases the
connected bus voltage, while reactive power injection increases the voltage at the connection
bus.
17
Figure 2.4 Simple one-line diagram of a feeder with a RES connected to the
feeder-end.
2.5 Volt/Var Control in Active Distribution Systems
As stated theoretically in equation (2.8), active and reactive power injection from RES
means a voltage rise problem if not tackled properly at the connection point.
In the literature, many different techniques and approaches have been proposed to
solve the VVC problem for ADSs [3–7]. Each technique either uses only a single control
device, or a combination of available existing control devices (e.g. OLTCs, switched/fixed
ShCs, and VRs), and emerging control variables, such as electrical energy storage systems
(EESSs), or the real and reactive power of DGs.
The IEEE Standard 1547 does not allow DGs to participate in voltage control actively
due to their intermittent output power. Therefore, DSOs force DGs to operate at unity
power factor or in voltage control mode, and do not allow them to participate in VVC [9].
However, in recent decades the approach of DSOs has evolved, and in some countries, DGs
are already required to provide active voltage regulation by acting as a control devices
[22–27]. VVC algorithms in ADSs can be categorized in two groups; local and centralized
VVC algorithms.
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2.5.1 Local VVC methods in ADSs
Local Volt/Var control methods use only local measurements and do not need any infor-
mation about the whole system status to determine their control actions as it is illustrated
in Fig 2.5. Control devices adjust their set points based on their terminal voltages, so no
communication is needed between the nodes, thus control algorithm operation cost is low.
Figure 2.5 Simple one line representation of local VVC.
Wind-based DG is used for voltage regulation in [28], by assuming that it can operate
in two modes; power factor mode or voltage control mode. The operation mode is decided
based on the measured terminal voltage at the generator connection point. During normal
operation (the measured terminal voltage is within the limits), the power factor mode is
activated to obtain greater system operation savings. On the other hand, if the measured
terminal voltage is out of limits, then the voltage control mode is adopted. Active power
curtailment, which is not economical for DG owners, is considered as a last option for cases
in which the previous two operation modes are not sufficient.
Sensitivity analysis determines how DG’s power injection or absorption will affect feeder
voltage, and it has also been employed to define setting points for DGs. An example of
sensitivity analysis for a local voltage control strategy is presented in [29]. The same
approach is optimized by using a multi-objective genetic algorithm to minimize the active
power losses and reactive power exchanged between DS and the DG units in [30].
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The authors of [31] presented a VVC approach that combines local and remote VVC
methods to minimize the system losses. To compare their proposed method with con-
ventional ones, they used both constant (small hydro power) and variable (wind power)
dispatch-able power of DG. The proposed algorithm can be separated into three main
steps. First, the OLTC set positions and capacitor status are scheduled based on a one-
day load forecast. Second, dynamic programming based optimization is used to determine
the optimum tap position and the status of OLTC and capacitors. Finally, they compared
steps 1 and 2, and defined a set of remote schedules. The implementation of local-remote
control increased the number of OLTC operations, so they put constraints on the OLTCs
with a maximum daily number of operations.
Another local decentralized reactive power management strategy to maximize the active
power generation of the distributed renewable energy resources is presented in [32]. If a
voltage violation occurs at the point of interconnection of DG, the first action is to try
to bring the voltage back into the allowed range by using reactive power compensation.
If the first option is not sufficient to correct the voltage, then active power curtailment
is considered as a last resource. The objective function is to minimize the reactive power
injection by the DGs, while system losses are not considered as an objective which is very
important in DSs.
2.5.2 Coordinated VVC in ADSs
A second type of VVC algorithm is the coordinated (centralized) VVC type as a basic
schematic as shown in Fig 2.6. Coordinated VVC depends on reliable communication
links, smart measurement devices, and strong programmable control units. The basic
control flow happens as follows:
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• Sensor devices measure the status of their terminal and send the measurements to
the central computer via communication links;
• The centralized algorithm solves the optimization problem by using received mea-
surements; and
• Calculated control action commands are sent back to the slave control devices.
Figure 2.6 Simple centralized VVC Schematic.
Coordinated VVC methods are the focus of widespread and ongoing attention from
researchers, and as such many coordinated algorithms have been proposed in the literature.
A coordinated VVC algorithm is formulated and implemented in [7], which minimizes the
real power drawn from the substation, and ShCs. VR and reactive power of DG are used as
voltage controllers. DG units are represented as a unit with specified real and controllable
reactive power outputs. The proposed algorithm reduced the real power demand by 6%
more than traditional control algorithms.
In [33], OLTC transformers and switched ShCs are coordinated to improve the voltage
profile for a system, in which renewable DGs are considered as voltage-independent active
power injection with zero reactive power injection. The authors also show that the higher
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the DG penetration is, the greater the OLTC tap operation, meaning more wear and tear
on the OLTC taps. The proper PV generator bus selection is also defined, and by placing
PV generators at different buses they investigate the impact of PV location on the number
of switching operations for the OLTC transformers. Finally, they state that in terms of
economic concerns, the appropriate bus to place a PV on is where the least switching
occurs.
In [23], the authors proposed a coordinated online voltage control algorithm that uses
sensitivity matrices between P-V and Q-V. Since in DSs it is not possible to regulate all
buses directly with control devices, some critical buses are selected for voltage regulation
based on sensitivity matrices. The reactive power of DG is used as a first option, and if
the voltage is still exceeds limits after the first actions, then OLTC is used to regulate the
voltage.
Tackling the large DSs and control entities makes the search space very massive for
optimization and the computation takes a long time, which is a limitation for online voltage
control. Therefore, as a solution to this problem, [34] presents a three-stage adaptive online
coordinated voltage control with a very fast response time. The response time is decreased
by utilizing accumulated knowledge to reduce search space. The knowledge is obtained
from offline long-term optimization and online experiences.
Some papers, such as [35] and [36], use the categorization of available control devices
based on different criteria (e.g., cost, response time) to coordinate them optimally. In [35],
the control actions are categorized as either master or slave. Control devices which are
designated as ”master” are the first to act against voltage violations, and the ”slave”
control devices will follow the masters if necessary.
In [37], DGs actively participate in steady-state voltage control with OLTCs and ShCs.
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The objectives of these methods are to decrease the number of switching operations and
reduce the power losses. The DG output is dispatched for the next day according to the day-
ahead load forecast. Firstly, the authors developed an algorithm suitable for dispatchable
DG, which is capable of producing controllable active power on demand. The algorithm is
also evaluated based on non-dispatchable DG types like wind and solar generators.
[38] presents a coordinated VVC algorithm that is computationally efficient at the
expense of optimality for large radial distribution networks. The algorithm consists of two
separate but dependent objectives; one, to have an optimum power factor and determine
optimal scheduling for the ShCs, and two, to flatten the voltage profile, adjust the VR and
transformer tap ratios for a 24-hour scheduling cycle.
Some papers are particularly interested in distribution systems with renewable PV
generation and its impacts on operations of other control devices. For instance, [39] inves-
tigates the detailed impacts of PV on VR and OLTC, and proposes a coordinated control
strategy to eliminate the negative effect of PV by using reactive output power from PV.
The OLTC and PV control settings are calculated based on the day-ahead radiance and
load profile forecast. The VR is considered in an autonomous mode, but the OLTC and
PV generation plants are coordinated to minimize the number of tap switching operations.
Recent developments in battery systems make electric energy storage systems (EESSs)
more feasible to use in distribution systems. Particularly, EESSs have started to be utilized
in VVC algorithms, and their coordination with OLTC is commonly studied in literature
[3,40–42]. In [3], a coordinated voltage control scheme is presented, which integrates EESS
with OLTCs for planning. The algorithm relies on a voltage sensitivity factor and voltage
cost sensitivity matrix. In [40], the main objective is to use EESS to relieve the stress on
OLTC and decrease the resistive power losses under high PV penetration. In [41], PV and
battery energy storage (BES) are coordinated in order to address voltage rise problems.
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In [42], probabilistic estimation of PV generation and randomness in load are modelled
to characterize the effective utilization of BES. Uncertainties in PV generation and load
forecast are also considered in the characterization.
Normally, the optimum reference schedule for control settings is created according to
day-ahead forecast data, which may contain a big forecasting error. Therefore, the error
associated with the forecast plays an important role in terms of obtaining an optimum
solution. Particularly, in renewable DGs, the error becomes more crucial than traditional
generation units. Therefore, an optimal voltage control algorithm that takes into account
forecast errors of PV generation is presented in [43]. They introduced a new technique; re-
forecasting the PV generation and re-calculating optimum control reference settings based
on re-forecasted data with less forecast error.
Dividing distribution feeders into control zones is also a commonly used method utilized
in VVC algorithms. The basic purpose of zoning is to provide a more-efficient operation.
A coordinated voltage control method according to the concept of zoning is presented
in [44]. The determination of control zones relies on sensitivity analysis rather than on
the electrical distance used in other zone-based papers. The control devices are prioritized
based on their operational cost, and if a device is cheaper, then its control zone will be
larger.
Coordination between control devices for unbalanced distribution systems was first
explored in [45]. The optimization problem has been divided into two stages; stage 1 is a
one-day ahead optimization procedure, that depends on load and generation forecast and
provides a reduced search space for stage 2, and stage 2 is a local optimization procedure
that requires present load and generation levels obtained through forecasting or direct
measurement.
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In [46], an online voltage control approach that relies on real-time measurements by
remote terminal units (RTUs) is proposed to investigate the impacts of load curtailments
on voltage profiles. According to the measurements, the tap positions and required load
curtailments are determined for different system conditions. In normal conditions, the
voltage control is performed according to a pre-scheduled voltage control program, which
is carried out during the day-ahead operational scheduling. In emergency conditions, s
demand response program provides incentive payments to customers for reducing their
loads. The assumption in the study is that responsive loads have already signed their
participation contract, and participants are selected by the DSO online. The authors used
minimum and maximum voltage estimations for control, as in [8]. RTUs are installed
at DGs or capacitor buses for collecting field data and sending it back to the master
station. The proposed algorithm is tested under two cases; one, unpredictable wind and
load fluctuations and two, wind turbine outages. The first scenario uses a tap changer
for voltage control, and the second, which is an emergency state, where the tap changer
program could not bring the voltages into range, uses demand response, which is basically
power curtailment.
2.6 Conclusion
This chapter provides background information about factors that have an impact on sys-
tem voltage profiles. The chapter also presents an overview of various Volt/Var control
algorithms in both passive and active distribution systems. The benefits and challenges of
local and coordinated volt/Var control algorithms are also discussed. It is well understood
in the literature that coordinated voltage control techniques provide better results than the
decentralized (distributed) control algorithms. However, coordinated algorithms require a
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Algorithm for Active Distribution
Networks
3.1 Introduction
In this chapter, we first identify the system state index based on the voltage profile, and
present the transaction scheme between states. Next, we formulate the bus stability index
to identify the weakest bus in the system, and voltage sensitivity analysis of the buses.
Furthermore, we formulate the cost of control devices, objective functions, and constraints,
and the proposed rule-based algorithm for the emergency state is presented.
In the simulations section, the optimization algorithm used in solving the proposed VVC
problem with the Pareto optimality are discussed and presented. Next, the forecasting
model for wind power generation is discussed with consideration of forecast error. Then,
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the proposed state-based VVC algorithms are tested on IEEE-34 and IEEE-123 bus radial
distribution test systems to verify the effectiveness of the developed algorithm. Finally,
different scenarios are simulated and the results are analyzed and presented.
3.2 System State Index (SSI)
Distribution systems may not sustain normal-state operation over time and could slip
into abnormal operating conditions, in which voltage abnormalities play an important
role. System voltage monitoring and preventive/corrective actions are thus crucial for
sustaining normal-state operation. American National Standard Institution (ANSI) C84.1
specifies boundaries and ranges (Range A and B) for utilization voltage (Fig. 3.1). Range
A is recommended for normal operating voltages, while range B identifies acceptable, but
less optimal voltage values. For this study, voltage range C represents a system in an
emergency (abnormal) state, which may result in curtailment of DG output power or
service interruptions. It is worth mentioning that, the term of emergency state is used
here as a state, in which the control actions should be taken as soon as possible, and it is
not related to power system stability.
In this study, it is assumed that real-time voltage measurements of critical buses are
measured and sent to a central computer, and those received voltages are used to obtain
the system state index (SSI), given in (3.1). The criteria for determining critical buses
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Figure 3.1 Illustration of voltage boundaries and ranges specified by ANSI
C84.1
where the minimum and maximum voltages occur is adopted from [8].
SSI =

A, if 0.95 ≤ Vi,t ≤ 1.05, ∀i, t
B, if 0.87 ≤ Vi,t < 0.95 or 1.05 < Vi,t ≤ 1.06,
C, if Vi,t < 0.87 or 1.06 < Vi,t.
(3.1)
3.2.1 System operating states
Based on the SSI, the system is identified as one of three operating states; normal (State
A), intermediate (State B), and emergency states (State C), as shown in Fig. 3.2. The
states can be explained as follows:
• State A is the normal state in which all critical bus voltages are within range A.
In this state, the primary goal is to operate the system in the most economical way
by formulating the VVC problem as a multi-objective nonlinear optimization. The
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objectives are specified to minimize active power losses and control action costs while
maintaining the minimum number of switching actions.
• State B is the intermediate state in which at least one bus voltage falls into region
between range A and C. The primary goal is to bring the system back into the
normal state and prevent it from falling into the emergency state. The problem is
formulated as a multi-objective optimization with different objectives of minimizing
voltage violation and active power losses.
• State C is the emergency state in which at least one bus voltage is in the range C.
The primary goal is to bring the voltage back within the range B limits in a reasonable
time. The emergency state is associated with the greatest possibility for the system
to deteriorate into load shedding or service interruption, so identifying the weakest
bus is vital for protecting the system. The node with the lowest bus sensitivity index
(BSI) is the most sensitive one to load shedding or service interruption. The BSI
presented in [47] has been adopted to identify the system’s weakest bus and it is
presented in detail in Section 3.3.
3.2.2 State switching
In response to either a disturbance or control action, a distribution system can switch from
one state to another (Fig. 3.2). Transitions between states are indicated by either inner or
outer loop arrows representing disturbances and control actions, respectively. Any arrow
in the inner loop (1, 2 and 3) can signify any type of disturbance that weakens system
stability, whereas any arrow in the outer loop (4, 5 and 6) denotes a controlled transition
resulting from a control action taken.
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Figure 3.2 System state-switching scheme
The following points explain the outer loop arrows:
1. Arrow 4 represents a transition from state B to state A, using specified control
devices. The objectives are to minimize both the voltage violation and the control
action cost. The primary goal is to accomplish the transition in the most economical
manner.
2. Arrow 5 represents a transition from state C to state B, through the application
of a rule-based control strategy, which requires fast and effective control devices.
Since the objective is to bring the system into state B as soon as possible, the cost
function of the control devices is neglected and used according to priority list. The
only objective is to minimize the voltage violation.
3. Arrow 6 represents a transition from state C to state A through the application
of a rule-based control strategy, whereby fast and effective control devices are used
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according to priority list. The objective is to bring the system into state A as quickly
as possible by eliminating all voltage violations and securing the system.
After each control action, the system status is redefined, and if the state transaction
has occurred, then a new state-related control strategy is adopted by the algorithm for the
next optimization hour. The proposed state-based VVC algorithm flowchart is shown in
Fig. 3.3.
3.3 Bus Sensitivity Index (BSI)
It is important to define the system’s weakest bus to service interruption to be able to
act quickly and effectively when the system is in emergency state, since it may trigger
abnormalities in the system that may lead to service interruptions. Thus, the bus sensitivity
index (BSI), which is presented in [47], is adopted to identify the weakest bus in the
system, so the proper preventive actions can be taken to protect the system from service
interruption. The BSI is based on transferred active and reactive power equation of a
distribution line.
3.3.1 Mathematical model of the BSI
Let us consider the two-bus (sending and receiving bus) network shown in Fig 3.4 and
















Figure 3.3 Flowchart of the proposed state-based VVC algorithm
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where Vs and Vr stand for phase voltage magnitudes of sending and receiving bus, respec-
Figure 3.4 One line diagram of a two-bus distribution network.
tively, and Z is the line impedance, and θz, δs and δr represents phase angle of the line
impedance, sending bus voltage, and receiving bus voltages, respectively.
Trigonometric identity (cos2(a) + sin2(b) = 1) and squared summation of equations
(3.2) and (3.3) yield a well-known bi-quadratic equation as:
V 4r + V
2
r [2(PR +QX)− V 2s ] + (P 2 +Q2)|Z|2 = 0 (3.4)











sin2(θz)V 4r − V 4r − |Z|2P 2 − 2V 2r PR + V 2s V 2r
|Z|
(3.6)





r − V 4r − |Z|2Q2 − 2V 2r QX + V 2s V 2r ≥ 0 (3.7)
sin2(θz)V
4
r − V 4r − |Z|2P 2 − 2V 2r PR + V 2s V 2r ≥ 0 (3.8)
Summation of equations (3.7) and (3.8) gives:
2V 2s V
2
r − V 4r − 2V 2r (PR +QX)− |Z|2(P 2 +Q2) ≥ 0 (3.9)
which is the bus sensitivity index (BSI) for receiving end bus and represented as:
BSI(r) = 2V 2s V
2
r − V 4r − 2V 2r (PR +QX)− |Z|2(P 2 +Q2) ≥ 0 (3.10)
The BSI defines the weakest bus, which is the most sensitive bus to the service inter-
ruption in the system in the emergency state (State C).
3.4 Voltage Sensitivity Analysis
Optimization algorithms cannot be used in emergency states because of excessive compu-
tational burden; therefore, the sensitivity of bus voltages to control actions plays a key role
in determining optimal control device settings. The voltage sensitivity of each node within
the control zone of particular control devices, namely the OLTC, the voltage regulator, and
the reactive and active power of DG, is calculated as proposed in [48]. Based on the con-
trol zone of a particular device, sensitivity values are calculated as follows: i.) for 1-phase
voltage regulators, only the sensitivity of downstream nodes which are connected to the
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same feeder is calculated, ii.) for DGs and capacitor banks, the sensitivity is calculated for
all feeder nodes. The voltage sensitivity of the ith bus to a tap change in the jth OLTC or
voltage regulator is expressed as κij, while the sensitivity of the same bus to changes in the
reactive and active DG power is expressed as µig and ρig using numerical differentiation as










i = 1, 2, ..., n; j = 1, 2, ...,m; g = 1, 2, ..., NDG
(3.11)
where ∆Vij is the voltage change in bus i for the tap change in VR j, and ∆Vig is the the
voltage change in bus i for the DG’s active/reactive power change. To calculate each bus
voltage’s sensitivity to a given controller, that controller’s settings are changed incremen-
tally while all other controllers’ settings are fixed. Based on the recorded voltage change
the sensitivities are calculated for each control devices (OLTC, VR, and DG), such as the
sensitivity of bus voltages for tap, kW or kVAr change. Voltage sensitivities are dependent
on the topology and impedance of the network [48]. Therefore, as long as the topology and
the network impedance maintained constant, there will be no need to recalculate voltage
sensitivities. In this study, the sensitivity indices are calculated for each hour of a day
(different loading conditions), and we have observed that the sensitives of the bus voltages
to each control device do not change as the load changes. The sensitivities are calculated
and stored ahead of time, considering the network topology stays fixed for the next 24
hours. If the network topology and impedance change, the sensitivities need to be recal-
culated to replace the stored values. For real-time implementation of the algorithm, such
updates should be made on an ongoing basis by continuous tracking of system information.
A control device priority list for each bus, to use in emergency states, is also obtained by
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ordering the sensitivity values for that bus in descending manner.
3.5 Control Devices
A number of control devices can be used in VVC problems, such as, OLTC transformers,
voltage regulators, fixed or switchable capacitor banks, static VAR compensators, electric
energy storage systems, DG’s controllable active and reactive powers. Control devices
can be categorized as two main classes; voltage control devices and reactive power control
devices. Voltage control devices have a primary impact on voltage and a limited effect on
reactive power flow such as OLTC, voltage regulator, and active power of DG.
On the other hand, static VAR compensator (SVC), fixed or switchable capacitor banks,
and reactive power of DG are classified as reactive power control devices, and these devices
have their main effects on reactive power flow of the system.
3.5.1 Cost Functions of Control Devices
In terms of economic aspects, voltage control actions are associated with an undesirable
cost of setting adjustments (action cost) of control devices. Without considering the action
cost, the claimed optimality in control algorithms may not be a real optimal solutions in
terms of economical concerns. For an economically optimal solution, the action cost for
each control devices should be considered as well.
3.5.1.1 On-Load Tap-Changer (OLTC)
Power transformers equipped with OLTCs are the main components of distribution network
voltage control. Therefore, operational reliability of OLTCs is extremely important for
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reliable system operation. Over time, OLTCs’ mechanical components wear out and require
maintenance. The principle of defining maintenance time is based on either the time elapsed
in service or the number of tap operations, whichever comes first. In conventional types of
OLTCs, the maintenance interval typically is 7 years or between 50,000 and 100,000 tap
operations [49].
Multiple methods are used to define the cost of OLTC operation. In this work, the
cost function presented in [3] has been adopted for the OLTC action cost which basically
depends on the estimated lifespan and total number of tap operations during the whole










It is worth mentioning that for OLTC cost calculation the maintenance cost has not been
considered. In the simulations section, the cost of a single tap operation was adopted
from [50] to be 1.40 $/tap.
3.5.1.2 Shunt capacitor banks (ShCs)





3.5.1.3 Cost of DG active power curtailment
In the power market, a renewable DG owner’s first goal is to maximize their profit by
selling as much produced power as possible to the utilities. DGs with inverter equipment
can control the active power injected into a system under some critical conditions (e.g.,
if voltage rises, the active power can be ramped down and DGs can sometimes even be
disconnected from the grid). The active power curtailment of DGs causes monetary losses
for DG owners, which is defined as the control cost of DG’s active power:
CPDG = CePcurt. ($) (3.15)
The curtailed DG active power cost will be the multiplication of curtailed power and the
contract price set out; for example, the price is 12.8 ¢/kWh in Ontario [52]. The total













VVC optimization can involve a number of objectives, and trying to optimize all objectives
simultaneously may result in unacceptably long computational times and suboptimal so-
lutions; therefore, objectives are prioritized according to the system state. For each state,
its specified objectives are used either in the single/multi-objective optimization or in the
rule based algorithm. Although the literature reports examinations of many different ob-
jectives, this study considers only those most commonly used. However, DSOs can define
other objectives as needed and include them for consideration. The objectives are classified
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as either system or device ones.
3.6.1 System Objective Functions
System objective functions are targeted at the minimization of two factors; power loss and
voltage deviation.
3.6.1.1 Power loss minimization
The objective function of loss minimization is formulated as in (3.17) which tries to mini-
mize the power losses in the distribution system for a specific time period:











j,t − 2Vi,tVj,t cos(δj,t − δi,t)]) (3.17)
3.6.1.2 Voltage deviation minimization






(V seti,t − V mi,t )2 (3.18)
3.6.2 Device Objective Functions
In distribution systems, high penetration of renewable DGs causes excessive tap switching
due to DGs’ high output variability [33]. This excessive movement increases operational
costs due to increased maintenance requirements, and results in reducing OLTCs’ total
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service life, which is not cost-effective. For a monetarily global optimal solution, the
control actions’ cost functions are considered.
3.6.2.1 Number of tap movement minimization










i=1 |tapi,t+1 − tapi,t|, m is the total number of VR in the system.
Capacitor cost is important if the shunt capacitors are switched-type; however, our
simulations neglected cost because the capacitors are fixed-type or already in the system.
3.6.2.2 DG active power curtailment minimization
The minimization of active power curtailment is also an important objective with respect
to monetary losses. It is expressed as the difference between available and injected active








The methodology involves the following constraints.
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3.7.1 Node power flow constraints
Equality of generation and load power is given by:
Pgi,t − Pli,t = Vi,t
n∑
j=1
Vj,t(Gijcos(θij,t) +Bijsin(θij,t)), ∀i, t (3.21)
Qgi,t −Qli,t = Vi,t
n∑
j=1
Vj,t(Gijsin(θij,t) +Bijcos(θij,t)), ∀i, t. (3.22)
3.7.2 Bus voltage limits
Bus voltages are constrained as:
V mini ≤ Vi,t ≤ V maxi , ∀i, t. (3.23)
3.7.3 Capacitor reactive power output limits
For switchable capacitors the reactive output power is constrained as:
QminShCi ≤ QShCi,t ≤ Q
max
ShCi
, i = 1, 2, 3, ..., Cn (3.24)
3.7.4 Transformer tap position constraints
Transformer tap position is constrained as:
Tapmini ≤ Tapi,t ≤ Tapmaxi , i = 1, 2, 3, ..., Tn (3.25)
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3.7.5 DG constraints
Distributed generator units equipped with electronic interfaces can modulate their reactive
and active power (injection or absorption). Normally, the reactive and active limits of DG
units will be governed by converter current and voltage limits, and will also depend upon
the generator size and type [32]. Bus voltage (V), power factor (PF), active and reactive
power (P and Q, respectively) values are constrained by lower and upper limits for each
time interval, as follows:
V mini ≤ Vi,t ≤ V maxi , i = 1, 2, 3, ..., DGn (3.26)
QminDGi ≤ QDGi,t ≤ Q
max
DGi
, i = 1, 2, 3, ..., DGn (3.27)
PminDGi ≤ PDGi,t ≤ P
max
DGi
, i = 1, 2, 3, ..., DGn (3.28)
3.8 Rule-Based Emergency State VVC Algorithm
A rule-based (RB) algorithm (Fig. 3.5) is proposed for emergency states so that quick
actions can be taken, prior to power discontinuity, to bring all bus voltages back into State
B or A, as follows:
1. Determine the system’s weakest bus using the bus sensitivity index (BSI) (bus i).
2. Look up the bus i control device priority list and choose the most effective controller,
which is the one with the highest sensitivity to the bus i (control device j).
3. Calculate the required action for control device j to alleviate the voltage violation at
bus i by sensitivity Eq. (3.11).
43
4. Ensure that the required action creates no new violations. If it does, then modify
(decrease/increase) the required action until it creates no voltage violation.
5. Check if the voltage Vi at bus i is still in range C. If so, then check if control device j
reached the limits; if it did, then switch to the most effective control device (control
device j), which comes after the used one in the priority list, and repeat steps 3-5
until the bus i voltage violation is eliminated.
6. After bus i voltage violation has been eliminated, check if the system is in state C.
7. If so, go to step 1. Otherwise, go to step 8.
8. Stop and switch to new state-related control algorithm.
The flowchart for the proposed rule-based algorithm is shown in Fig. 3.5.
3.9 Optimization Algorithm
Nondominated sorting genetic algorithm (NSGA),which is based on a heuristic search
algorithm inspired by natural selection theory, is used to solve the optimization problem.
NSGA was first proposed by Srinivas and Deb in 1994 for multiobjective problems to
find multiple solution points, called Pareto-optimal solutions, instead of trying to find the
single solution point [53]. However, NSGA was criticized for 3 main points: 1.) high
computational burden of nondominated sorting, 2.) lack of elitism, and 3.) need for
sharing parameter specification. Due to these drawbacks, an improved version of NSGA,
NSGA-II, was proposed in [54]. NSGA-II has better performance compared to NSGA in
terms of obtaining a diverse set of Pareto solutions and better converges to a true Pareto-
front set by using a fast nondominating sorting procedure, and preserving the quality of
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Figure 3.5 Flowchart of the proposed rule-based VVC algorithm
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Figure 3.6 Pareto-Front concept of two objective problem solution.
solution. Additionally, it requires O(MN2) computations in the worst case compared to
NSGA which requires O(MN3) computations where M and N is number of objectives
and population size, respectively. Because of the aforementioned improvements, it has
been used excessively in the academia for different problems, particularly in power systems
related problems, such as in [55,56].
In NSGA-II, the user does not have to specify any weight for different objectives before
the solution. The user chooses his preferred optimal solution from the optimum Pareto
front for multiple objectives. In our simulations, we chose the end points of Pareto front,
which gives the minimum and maximum available values of each objective function, as
shown in Fig. 3.6. The basic operation steps of NSGA-II are as follows:
1. A random parent population (Pt) of size N is created, and is sorted based on the
nondomination.
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2. Assign a fitness (or rank) to each solution based on its nondomination level.
3. Use binary tournament selection, recombination, and mutation operators to create
offspring Qt population size of N.
4. Form a combined population Rt consisting of parent and offspring population size of
2N, and sort new population based on the nondomination.
5. Form a new parent population Pt+1 by using nondominated sets until getting the size
of N.
6. Use binary tournament selection, recombination, and mutation operators to create
offspring Qt+1 population size of N.
7. Use crowding distance sorting to ensure diversity if Pt+1 is not size of N.
8. Repeat steps 2 to 7 until the stopping criterion is met. The stopping criterion may
be the size of population or generation.
For more details, readers are encouraged to refer to reference [54].
3.10 Renewable DG and Load Modelling
This section presents the wind-based renewable DG and load modelling for the system
under study.
3.10.1 DG Modelling
Active power output variation of wind turbines is based on the change in wind speed, and
it has been shown in the literature that the wind speed profile of a given location can be
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represented by a Weibull probability distribution function (pdf) fw(v) over time [57]. The














where k and c are called shape and scale index, respectively. In order to generate Weibull
pdf, the required scale and shape indices can be calculated using standard deviation and











where v̄ is average wind speed, and Γ() is the gamma function.
The forecasting process always has some errors. There are various techniques available
in literature for the forecast errors [59–61], but in our study the method proposed in [62] is
followed. Therefore, the actual wind speed at a future time t can be expressed as in 3.31:
va(t) = ve(t) + εw (3.31)
where ve(t) and va(t) are expected and actual wind speed for time t, respectively, and εw
is expected wind speed error, which can be modelled by Gaussian distribution with zero
means and standard deviation (σ) as εw v N(0, σ2). The expected value of the error in
wind speed could form a confidence interval, as defined in 3.32:
−α ≤ εw ≤ α∫






where α is an error margin, and K is a confidence level. Using Eq. (3.32), the expected
wind speed interval can be represented as follows:
ve(t)− α ≤ va(t) ≤ ve(t) + α (3.33)
Calculated actual wind speeds can be then converted into wind power data using the
wind power curve of the wind turbine generator, as follows [63]:
PWT (t) =

0 0 ≤ va(t) < vci
Prated ∗ (v
a(t)−vci)
(vr−vci) vci ≤ v
a(t) < vr
Prated vr ≤ va(t) < vco
0 va(t) ≥ vco
(3.34)
where vci, vr, vco are cut-in, rated, and cut-out wind speeds, Prated is the wind turbine rated
output power, and va(t), PWT (t) are actual wind speed and wind turbine output power at
t, respectively.
3.10.2 Load Modelling
The load profile is assumed to follow IEEE-RTS (Institute of Electrical and Electronics
Engineers Reliability Test System) hourly load model. This system provides hourly peak
load as a percentage of the daily peak load. Four different load profiles are obtained, each
representing a typical day in a season, and they are shown in Fig. 3.7 [64,65].
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Figure 3.7 Daily load profiles for different seasons.
3.11 Case Studies
This section presents the test systems under study, and the simulation results for different
cases; base case, and state A, B, and C cases.
3.11.1 Test Systems
The effectiveness of the proposed approach was tested on IEEE-34 and IEEE-123 bus radial
distribution test systems, as shown in Fig. 3.8 and 3.9 [66]. The IEEE-34 bus test system
was modified by installing three three-phase renewable wind DGs with 1 MW capacity
50
Figure 3.8 One-line diagram of the modified IEEE-34 bus test system.
at buses 844, 860, and 890; a 300 kVAr capacitor is installed at bus 890. For IEEE-123
bus test system, three renewable wind DGs are installed on buses 49, 79 and 95 with 1
MW capacity. In our simulations, the wind DGs are operated in PQ mode, in which the
DG operates at constant power factor. Therefore, DG connected buses are treated as PQ
buses. However, DGs can also be allowed to inject reactive power to the system, and DG
constraints can be easily modified accordingly.
3.11.2 Simulation Results
The simulations have been performed using OpenDSS [67] software and MATLAB envi-
ronment [68]. NSGA-II is adopted to solve nonconvex optimization problem of states A
and B, while the proposed rule based strategy is applied to the state C control problem.
It is assumed that the real-time voltage measurements from critical buses are received for
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Figure 3.9 One-line diagram of the modified IEEE-123 bus test system.
state identification before each hour to adjust the control strategy accordingly. Historical
wind speed data, which was collected from the Bonavista Station of Newfoundland and
Labrador, Canada, for seven years (January 1, 1988 to December 31, 1994), is used to
generate Weibull pdf for each month to represent randomness in the expected wind speed
for each time interval [69]. Day-ahead expected wind speed is assumed to have Gaussian
distribution error with zero means and a standard deviation of 2.04. The confidence level
(K) is assumed to be 95%, and the speed confidence interval is calculated as 4 using Eq.
(3.32) as in Ref. [62]. Then, based on wind speed forecast error intervals, wind power out-
put intervals are calculated using the power curve equation in 3.34. In order to represent
the stochastic nature of renewable DG, the expected minimum, mean, and maximum wind
speeds are calculated from 50,000 different wind speed scenarios. The expected DG power
outputs for a typical day in December is calculated based on expected wind speed and is
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shown in the Table 3.1. As a load, the winter load profile has been used for all simulations.
3.11.2.1 Base Case Simulation
As a base case, two different cases have been considered for a day-ahead simulation. First,
in base case 1 (BC1), the test systems are assumed to have no control on voltages and
controllers, and all regulator taps are assumed at their neutral position. Second, in base
case 2 (BC2), the test systems are optimized for loss minimization but no constraint is
applied on tap movement limits. All proposed control strategies are tabulated in Table 3.2
in terms of DG involvement and objective types. Daily power losses, total cost, and number
of tap changes are calculated for three DG output scenarios: 1.) all DG output powers are
at their minimum possible values, 2.) all DG output powers are at their expected values
(mean), and 3.) all DG output powers are at their maximum possible values, as shown in
Table 3.3 and Table 3.4. It is worth mentioning that, in BC1, the voltages are violating
Range A limits, while BC2 has no voltage violation due to the applied control algorithm.
3.11.2.2 State-A simulations
In the state A, the goal of the control strategy is to run the system in the most economical
manner by prioritizing inexpensive control devices. The objectives, which are formulated
as a multi-objective problem, are the minimization of both daily power loss and daily
control cost. The values are reported for daily power loss, control cost, number of total
tap switching, curtailed DGs’ active power, and total cost in Table 3.3 and 3.4 for IEEE
34 and 123 bus systems, respectively. In Table 3.3 and 3.4, there are two rows for each
strategy results; the first row gives the values that are obtained from the right-hand end
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point of the Pareto front, which gives the minimum control cost and maximum power loss
point for the solution, and the second row represents the values that are obtained from
the left-hand side end point of the Pareto front, which gives the minimum power loss and
maximum control cost of the Pareto front solution. It can be seen from the Table 3.3 that
strategies A1 and A2 reduces the tap movement cost and total cost by decreasing total
number of tap movements, while the total daily power losses are increased. There is no
DG output power curtailment in strategy A2, and this is due to the low DG penetration
level and high price of DG active power curtailment. Also, the results indicates that a DG
output power increase results in loss reduction due to less power transfer along the feeders.
For the IEEE 123 test system, there is no big difference between BC1, A1 and A2 in terms
of loss due to overlapping tap positions for an optimal solution with neutral tap position.
It is worth noting that the operational cost is less in BC1 compared to the case of BC2
due to less tap movements.
3.11.2.3 State-B VVC strategies and simulation
For this case, the system is forced to degenerate into state B (arrow 1 ) at hour 5 through
the disconnection of the shunt capacitor and the load increase at bus 890. When state B
is detected, the voltages at bus 890 are 0.9394, 0.9323 and 0.9365 for phase A, B and C,
respectively, and the phase-A voltage of bus 890 is shown in Fig. 3.10.
For multiobjective strategies (Strategy B1 and B2), Table 3.5 reveals that DG involve-
ment increases the power losses by almost 4% and the number of tap switching by 1, but
decreases the voltage deviation by 27%. For the single objective case (strategy B3), taking
only the voltage deviation as an objective decreases the deviation by 55% as expected, but
causes two DGs to be totally curtailed and increases the power loss by 17%, which is not
very optimal from a monetary or power loss perspective.
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For voltage deviation, a 1 pu voltage reference point has been chosen just to demonstrate
that the algorithm can minimize the difference between actual and any desired voltage
value.
Figure 3.10 Phase-A daily voltage profile of the Bus 890.
3.11.2.4 State-C simulation
In this case, the system is forced to switch into state C by changing the tap positions
of regulators to -10 (Table 3.7) and disconnecting the shunt capacitor at bus 890 (arrow
3 ). The voltages before and after the RB algorithm is applied are shown in Table 3.6 of
nodes, which have under-voltage violation. The weakest node in the system is identified as
phase-A of the bus 890 with a 0.7909 pu voltage, and 0.3969 of BSI, and its voltage profile
is shown in Fig. 3.10. As seen in the Table 3.6, after the application of RB control all bus
voltages are brought back into state A limits (arrow 6 ) and the all BSIs are increased.
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Applying the proposed RB control strategy prevents the system from reaching service
interruptions and brings the system back into state B. The control device priority list was
used to activate each control device, and only three regulators (namely VR1-a, VR2-a and
VR2-c; a and c refer phase a and c) were used to eliminate voltage violation, as in Table 3.7.
The RB algorithm decreases the voltage deviation from 0.92 to 0.38, by 58%, but increases
the power losses from 70 kW to 80.44 kW, by 15%. No DG power curtailment occurs since
their voltage sensitivity values are smaller than the regulators’ values.
For states A and B, a genetic algorithm based optimization method takes about 5
minutes to obtain the optimal solution. For state C the number of iterations to get the
system back to state-B depends on: 1.) how severe the voltage violation is, in other words,
what is the required voltage increase/decrease for the bus/buses with voltage violation
to bring their voltage back into state-B, and 2.) the voltage sensitivity indices of the
controllers. The proposed rule-based strategy has been repeated for different violation
levels many times, and we have observed that the solution time changes from less than a
second to a few seconds depending on how severe the voltage violation is and how effective
the control devices are.
3.12 Conclusion
This chapter presented the system state index based on the voltage profile, and demon-
strated how the transaction scheme operates from one state to another. The bus stability
index to identify the weakest bus in the system, and voltage sensitivity analysis of the buses
was also provided. Furthermore, cost function of control devices, objective functions, and
constraints for the state-based VVC algorithm were presented, and the proposed rule-based
emergency state VVC algorithm was discussed.
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The simulation results demonstrate that the proposed VVC algorithm operates the
system at its optimum, while improving the voltage profile. During the normal operation
state, it is found that the DG participation is not a cost-effective option. The results also
demonstrated that using DGs as a VVC control device is not always an optimum solution
in state B, which may result in monetary loss for the DG owners, especially in the strategies
B2 and B3. The proposed rule-based algorithm for the emergency case is very efficient to
bring the system back into normal operation conditions in a very short time.
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1 94.49 115.90 137.90
2 94.66 118.16 140.21
3 99.46 123.69 142.55
4 98.52 120.56 139.41
5 93.86 116.93 139.41
6 92.95 118.58 136.18
7 100.83 123.79 139.82
8 94.02 119.41 138.28
9 91.31 113.08 131.65
10 91.64 114.83 132.95
11 90.54 114.31 132.69
12 76.29 98.28 122.27
13 74.09 101.46 122.20
14 76.86 98.71 122.80
15 80.13 104.57 127.85
16 94.28 117.74 137.05
17 95.42 122.01 143.75
18 99.15 122.63 144.26
19 83.90 105.26 122.93
20 95.11 119.73 132.90
21 93.04 116.60 133.09
22 93.65 119.94 138.61
23 84.87 109.81 128.97
24 96.12 119.61 142.13
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DG Involvement Objective Type








Table 3.3 State A Control Strategies with Corresponding Daily Control Devices
States and Objective Function Values for IEEE 34 Bus System








BC1 DGmin 0 0 1.7680 0 226.30
BC1 DGmean 0 0 1.6048 0 205.41
BC1 DGmax 0 0 1.4920 0 190.97
BC2 DGmin 124 0 1.648 173.6 384.54
BC2 DGmean 116 0 1.444 162.4 347.23
BC2 DGmax 124 0 1.325 173.6 343.2
A1 DGmin
57 0 1.7384 79.8 302.31
58 0 1.7379 81.2 303.65
A1 DGmean
51 0 1.5512 71.4 269.95
- - - - -
A1 DGmax
58 0 1.4594 81.2 268
- - - - -
A2 DGmin
34 0 1.8230 47.6 280.94
- - - - -
A2 DGmean
51 0 1.5587 71.4 270.91
- - - - -
A2 DGmax
58 0 1.4521 81.2 267
60 0 1.4516 84 269.80
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Table 3.4 State A Control Strategies with Corresponding Daily Control Devices
States and Objective Function Values for IEEE 123 Bus System




Ploss(kW ) CCost ($/Day)
Total Cost
($/Day)
BC1 DGmin 0 0 508.56 0 65.09
BC1 DGmean 0 0 444.47 0 56.89
BC1 DGmax 0 0 405.84 0 51.94
BC2 DGmin 122 0 495.37 170.8 234.2
BC2 DGmean 137 0 436.45 191.8 247.66
BC2 DGmax 137 0 394.7 191.8 242.32
A1 DGmin
2 0 509.23 2.8 67.98
63 0 505.50 88.2 152.9
A1 DGmean
4 0 445.50 5.6 62.62
20 0 444.14 28 84.84
A1 DGmax
4 0 405.00 5.6 57.44
13 0 403.33 18.2 69.82
A2 DGmin
0 0 511.25 0 65.44
- - - - -
A2 DGmean
0 0 444.94 0 56.95
9 0 444.17 12.6 69.45
A2 DGmax
0 0 404.50 0 51.77
10 1.85 403.75 14 65.91
Table 3.5 State B Control Strategies with Corresponding Control Device States












B1 5 0 84.1 0.10 17.76
B2 6 1.14 87 0.073 19.68
B3 5 125 101.9 0.0045 36.04
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832.1 0.8622 1.0571 0.4546 1.0355
858.1 0.8612 1.0561 0.4541 1.0344
834.1 0.8600 1.0550 0.4519 1.0307
860.1 0.8598 1.0548 0.4500 1.0278
842.1 0.8600 1.0550 0.4500 1.0280
836.1 0.8596 1.0547 0.4495 1.0270
840.1 0.8596 1.0547 0.4493 1.0266
862.1 0.8596 1.0547 0.4493 1.0266
844.1 0.8600 1.0550 0.4499 1.0277
846.1 0.8601 1.0553 0.4498 1.0276
848.1 0.8602 1.0553 0.4503 1.0291
864.1 0.8612 1.0561 0.4524 1.0320
890.1 0.7909 0.9909 0.3969 0.9349
890.2 0.8095 0.9040 0.4272 0.4406
890.3 0.8096 0.9599 0.4343 0.8160
Table 3.7 State C Rule-Based Control Strategy with Corresponding Control
Device States and Objective Function Values







Not Applied [-10 -10 -10 -10 -10 -10] 0 70 0.92






In this chapter, different system component models are provided, and an overview of pos-
itive semidefinite formulation of power flow equations is presented. Then, we provide a
chordal relaxation based formulation of the VVC problem. Next, the proposed clustering
method and hierarchical distributed zone-oriented convex VVC problem are defined and a
solution algorithm is provided. Lastly, simulation results, and conclusions are presented.
4.2 System Modelling
In this section, we present system components for convex optimal power flow (OPF)
problem formulation. An h bus distribution network that includes k VRs can be equiv-
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alently represented as (h + k) bus distribution network including k number of virtual
secondary side buses for VRs. The edge-set that represents the distribution lines is
ε := {(n,m)|n,m ∈ N} ⊆ N × N , where N is the set of total buses {1, ...h, h + 1, ..., k}.
Three-phase system admittance matrix Y ∈ C3(h+k)×3(h+k) could be represented based on




m:(n,m) ynm, if n = m,
−ynm, if n 6= m and (n,m),
0, No connection between bus n and m,
(4.1)
where, ynm is a 3x3 block phase admittance matrix representing the line between bus n




















An admittance element representing phase φ of bus n with phase ρ of bus m is shown
as yφ,ρnm. It would have zeros for each entry representing missing phases for single- and














Let voltage of phase φ of bus n is defined as V φn = |V φn |∠θφn, then the corresponding












4.2.1 Renewable Energy Resources (RESs) Modelling
Renewable energy resources are assumed to be connected to the system via an inverter
with a given complex power capacity. RES owners usually sell their excess energy to






(1− ηDG) · P φDG
]
, (4.4)
where ce is contract energy price for RES’s output power, ηDG is the loss factor of the
inverter, P φDG is the active power generation of RES at phase φ, and ψDG is the phase set
of the RES bus.
RESs also have limits on their active/reactive power injection as given in (4.5); the
























2 ≤ (Sφ,maxDG )
2, (4.7)
where P φDG and Q
φ
DG are active/reactive power for phase φ. S
φ,max
DG represents the maximum
apparent power capacity of the inverter for phase φ, and PFDG represents the power factor.
4.2.2 Load Modelling
Constant loads are considered, and load at phase φ of bus n is modelled as constant real
and reactive power demands, P φn,d, and Q
φ
n,d, respectively.
4.2.3 Capacitor Bank Modelling
Capacitor banks can adjust their reactive power supply within their allowed ranges, as in
(4.8):
Qmins ≤ Qφs,q ≤ Qmaxs , s ∈ Cs, φ ∈ ψs, (4.8)
where Qφs,q is the reactive power injection of phase φ of capacitor s, and Cs and ψs are the
set of shunt capacitor and set of phases of capacitor s, respectively.
4.2.4 Voltage Regulator Modelling
A voltage regulator (VR) is modeled as an ideal transformer with a primary side connected
to bus n and a virtual secondary side connected to bus m, as shown in Fig. 4.1 [70]. The
relationship between primary and virtual secondary bus voltages and the tap ratio limits
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Figure 4.1 Equivalent circuit of VR transformer
are given in (4.9a), and the active and reactive power relations are stated in (4.9b):
T φn,m · V φn = V φm; Tminn,m ≤ T φn,m ≤ Tmaxn,m ; (4.9a)






m, (n,m) ∈ K. (4.9b)
where V φn , and V
φ
m are complex voltage at phase φ of buses n and m, respectively. T
φ
n,m







the active/reactive power injection of phase φ from bus n and bus m, respectively. K
represents the set of VRs in the system.
4.3 Convex Volt/Var Control Problem Formulation
A bus in a power systems can have only a generator, only a load, both of them or neither
of them connected to it. Complex power injection (generation minus load) to the system
from phase φ of bus n is given in (4.10a), and it can also be represented via compact matrix
form as in (4.10b). Both active and reactive power can also be represented in compact
form as in (4.10c). Furthermore, the ΦφP,n and Φ
φ
Q,n matrices are defined in (4.10d), while
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ΦφP,n · V · V
H
)
+ j · tr
(




P φn = tr
(
ΦφP,n · V · V
H
)
; Qφn = j · tr
(























Y φn = e
φ
n · (eφn)T · Y (4.10e)
where eφn is the 3 × N -dimensional Kronecker vector of zeros, except for the (3n + φ)th
entry, which is equal to 1, where φ = 1, 2, and 3 represent phases a, b, and c, respectively.
We can define a positive semidefinite matrix variable W ∈ C3×N,3×N as the outer product
of complex voltage vector V as follows:


































∗ · · · |V cN |2

The power equations in (4.10) are linearly related to the entries of W ; therefore, one can
formulate an optimal power flow problem in semidefinite programming form (SDP-OPF)
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as follows:
minW f(W ) (4.11a)
pminn ≤ tr(Φ
φ
P,nW ) ≤ p
max
n , ∀n ∈ Ng, φ ∈ ψn (4.11b)
qminn ≤ tr(Φ
φ
Q,nW ) ≤ q
max
n , ∀n ∈ Ng, φ ∈ ψn (4.11c)
(vminn )



















Qφn,q + Λn ·Qφn (4.11f)
T 2n,m ·Wn,n = Wm,m, ∀(n,m) ∈ K (4.11g)
Tminn,m ≤ T φn,m ≤ Tmaxn,m , φ ∈ ψn,m (4.11h)





T = V̂0 (4.11i)
W  0, rank(W ) = 1 (4.11j)
s.t. (4.5), (4.6), (4.7), (4.8), (4.9b). (4.11k)
where Eφn = e
φ
n · (eφn)T . For SDP-OPF if the optimal solution matrix W ∗ has rank-1,
then an optimal solution V ∗ is recovered through the unique spectral decomposition of
W ∗ = V ∗ · (V ∗)H .
In problem (4.11), constraints (4.11b) and (4.11c) represent the active and reactive
power generation limits, respectively, while constraint (4.11d) sets the upper and lower
boundaries for bus voltages. Bus active and reactive power injection equations are given in
(4.11e) and (4.11f), respectively. The constraint (4.11g) defines VR voltage relation that
can be written more explicitly as in (4.12) and (4.13). Equality constraint (4.11i) defines
the given substation bus voltage, and Λn is defined to represent the connection topology
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of VR and substation bus as given in (4.14).








































−1 if (n,m) ∈ K
1 if (m,n) ∈ K or n = 0
0 otherwise
(4.14)
The problem (4.11) is still nonconvex due to the VR voltage equality constraint (4.11g)
and rank constraint of (4.11j). However, the problem can be relaxed to a convex one by
dropping the rank-1 constraint on W , and replacing the VR voltage equality constraint by
relaxed inequalities of (4.15) for continuous VR tap ratio modelling [71]:
(Tmaxn,m )
2 ·Wn,n −Wm,m  0 (4.15a)
−(Tminn,m )2 ·Wn,n +Wm,m  0 (4.15b)
On the other hand, for discrete VR tap ratio modelling, VR tap constraint (4.11g) is
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T kn,m = 1, T
k
n,m ∈ (0, 1) (4.16b)
−M · T kn,m ≤ W
φ,ρ
n,m,k ≤M · T
k
n,m (4.16c)




n,n + (1− T kn,m) ·M (4.16d)
where, T kn,m is the discrete tap ratio indicator, and it can only take certain values that
are governed by T kn,m = T
min
n,m + Cn,m · k expression for 0 ≤ k ≤ 2Tt, where, 2Tt is
the total available discrete tap positions. W φ,ρn,m,k is the auxiliary variable to substitute
the nonconvex multiplication term of T kn,m ·W φ,ρn,n , and M is a complex constant of M =[
(1 + j).abs(V φn )
max · abs(V ρm)max
]




n,m − Tminn,m )/2Tt. (4.17)
4.3.1 Chordal Relaxation Based VVC Model for Multiphase Ra-
dial Distribution Networks
Consider a graph G = (N, ε) with vertex set N := (1, ..., h + k) and edge set ε :=
{(a, b), (b, c), ..., (i, j)}. Two nodes are called adjacent if they are connected to each other
and denoted as (i, j) ∈ ε. A graph is called complete graph if every pair of nodes is adja-
cent. A subgraph of G is defined as F = (N ′, ε′) with N ′ ⊆ N and ε′ ⊆ ε. A clique of G
is a complete subgraph of G and a maximal clique of G is a clique that is not a subgraph
of another clique of G. A walk in a graph G is an alternating order of nodes and edges,
70
and a trail is a walk of no edge repetition. A path in a graph is a trail such that no node
is repeated. If a path starting and end vertex are the same node that it is called a cycle,
and a cycle is called a minimal cycle if it has no chord (an edge connecting two vertexes
that are not adjacent). A graph is a chordal graph if all its minimal cycles have at most 3
nodes. In graph theory, a k-node complete subgraph that has the property of having every
node is connected with (k-1) nodes is defined as a k-clique. If a k-clique is not contained
by any other higher order clique, it is called a maximal k-clique. We can model the power
systems by using maximal cliques such as 6, 4, and 2-cliques representing three-, two-, and
one-phase lines, respectively.
For the SDP-OPF formulation in (4.11), the system voltage outer product is represented
by a single square matrix of W of size of 3N × 3N that makes it computationally hard
to solve, especially for large distribution networks. However, recently various relaxation
techniques have been proposed recently for multiphase radial distribution systems to tackle
this computational challenge via exploiting the tree structure of the networks [72, 73]. In
these works, the whole network variable matrix (W ) is divided into smaller square sub-
matrices (Ws) for each maximal clique in the chordal graph; practically, each distribution
line is represented by one sub-matrix of Ws. Further detail of sub-matrices construction is
provided in Appendix A.
For a given two bus system (bus i and j) the corresponding principal submatrix of




 , (i, j) ∈ ε (4.18)
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where, wii = Vi · V Hi , wjj = Vj · V Hj , wij = Vi · V Hj , and wji = Vj · V Hi . The size of
each submatrix Ws(i, j) will be 6 × 6, 4 × 4, or 2 × 2 for corresponding 3, 2, and 1-phase
distribution lines, respectively. The SDP-OPF problem of (4.11) can be rewritten as a









P,nW ) ≤ p
max
n , ∀n ∈ Ng, φ ∈ ψn (4.19b)
qminn ≤ tr(Φ
φ
Q,nW ) ≤ q
max
n , ∀n ∈ Ng, φ ∈ ψn (4.19c)



















Qφn,q + Λn ·Qφn (4.19f)





(1 + nDG) · P φDG
]
, φ ∈ ψg (4.19h)







s.t. (4.5), (4.6), (4.8), (4.9b), (4.15), (4.16). (4.19k)
Equation (4.19j) is the Schur complement of nonconvex inverter capacity limit in (4.7).
If all sub-matrices are corresponding and all minimal cliques in the system are PSD and
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rank-1, then one can construct the full square matrix of W that is the optimal solution of
the system.
4.3.2 Objective Functions
The objective function f(W ) is targeted at the minimization of three factors: power loss,
voltage deviation, and tap movement. Each objective function will be presented in details
in the following subsections.
4.3.2.1 Minimization of Power Loss








where Iφij is the complex current flow from bus i to j on phase φ, V
φ
i is the complex voltage
at phase φ of bus i, ψi is the set of phases of bus i, and ε is the set of lines. Therefore, the




(Pij + Pji), (4.20)
where Pji is the total active power flow from bus j to bus i.
To formulate the power flow in a convex form, let us define Aij := −eTj Y HeiEij, where
Eij := (ei − ej)eTi , then the complex power flowing from bus i to bus j over line (i, j) ∈ ε
is defined as follows [70]:









The objective of minimizing active power losses in the distribution system for a specific
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time period of T can now be formulated in a convex form as follows:















where w0 is the weight coefficient of the objective function.
4.3.2.2 Minimization of Voltage Deviation
The objective function of minimizing the voltage deviation from a reference value can be
formulated as follows:







2 − [W t]ii
)2
, (4.23)
where [W t]ii is the square of voltage Vi at time t, w1 is a positive weighting factor, V
set
i,t is
the voltage reference value of bus i at time t, and N is the set of buses.
4.3.2.3 Minimization of the VR Tap Movement
In general, control algorithms that are proposed for minimizing active power losses increase
operational costs due to excessive tap movements that are undesirable from a monetary
point of view. Therefore, to obtain a global optimal monetary solution, we aim to minimize






(tapt+1i − tapti)2, (4.24)
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where w2 is the objective function weight coefficient, tap
t
i is the tap position of i
th VR at
time t, and K is the set of VRs.
4.4 Hierarchical Distributed Zone-Oriented 2-Stage
VVC Strategy
Distribution systems may have various types of electricity consumers, such as residential,
industrial, or commercial electricity users. Each consumer type has different priorities,
characteristics and requirements. For example, the voltage magnitude deviation, which can
deteriorate the life expectancy of electrical equipment, is not a top priority for residential
consumers, but achieving a minimum bill is a priority. On the other hand, for industrial and
commercial consumers who may have power equipment or manufacturing processes that
are sensitive to voltage level, receiving a constant voltage level can be their top priority in
order to prevent such issues as a loss of production, equipment damage, and economical
losses.
Therefore, treating each customer alike may yield non-optimal results for different cus-
tomer types. Based on this argument, we proposed a novel zone-based VVC algorithm in
which we developed a clustering technique to divide the system into sub-networks based
on the consumer type, such as residential, industrial, or commercial zones. Optimization
problem parameters will be adjusted according to each zone’s needs, which will increase
the customer satisfaction level. Each zone has a power loss minimization objective, which
is required to have rank-1 solution matrix and some additional zone-specific objectives as
shown in Table 4.1. It is noteworthy to mention that different objectives can be added to
the zones, depending on the specific zone needs.
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Power Loss, f0(W ) X X X
Voltage deviation, f1(W ) X X
Tap movement, f2(W ) X
4.4.1 System Clustering and Hierarchical Distributed Solution
Algorithm
In this subsection, zone clustering and the proposed hierarchical distributed solution algo-
rithm will be explained in more detail.
4.4.1.1 System Clustering
For a given n bus radial distribution system, we divide the network into a number of zones
based on the customer types. An example is illustrated in Fig 4.2. The zones set is defined
as c = {1, 2, ..., z}, where z is the total number of zones in the system. Zone 1 denotes
the zone which contains the point of common connection (PCC), and Zone z denotes the
furthest zone which has the most number of upstream zones between itself and Zone 1. To
maintain solution connectivity between neighbouring zones, an extended zone is formed
for each zone in the network according to formulation in (4.25):
ĉi =
ci if i = 1,ci + Cbusi if i 6= 1, ∀i ∈ c, (4.25)
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Figure 4.2 Flowchart of the proposed hierarchical distributed algorithm.
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where ci is the bus set of zone i. Any given extended zone ĉi contains connection buses
(Cbusi) to its upstream neighbour zones in addition to its own buses, ci, with the exception
of Zone 1, which does not have any upstream neighbour zones. After defining the extended
zone bus sets, we recalculated the hermitian matrices of (4.10d and 4.10e) to be able to










P,nW ) ≤ p
max
n , ∀n ∈ N ĉig , φ ∈ ψn (4.26b)
qminn ≤ tr(Φ
φ
Q,nW ) ≤ q
max
n , ∀n ∈ N ĉig , φ ∈ ψn (4.26c)



















Qφn,q + Λn ·Qφn (4.26f)





(1 + nDG) · PDG
]
, φ ∈ ψg (4.26h)







s.t. (4.5), (4.6), (4.8), (4.9b), (4.15), (4.16). (4.26k)
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4.4.1.2 Proposed Hierarchical Distributed Solution
Each extended zone is treated as a single standalone distribution network and a related
chordal-relaxed SDP-VVC problem (4.26) is formulated. To obtain a solution for the whole
distribution system, each extended zone’s VVC problem needs to be solved. Therefore,
an efficient hierarchical distributed solution (HDS) algorithm is developed to obtain the
solution. The detailed process of the HDS for a radial distribution system is explained in
the following steps:
1. Select the furthest extended zone in the system as the active extended zone (e.g.
Zone ẑ in Fig. 4.2), and solve the chordal-relaxed SDP-VVC problem (4.26) for it,
2. Obtain the active and reactive powers of each phase transferred from the upstream
neighbour zone to the active extended zone via connection bus as they are given in
(4.27a) and (4.27b) for extended zone ẑ, respectively.
3. Select the upstream neighbour zone as the next active extended zone (e.g. Zone z − 1
in Fig. 4.2),
4. Modify the problem (4.26) by adding the obtained active and reactive powers from
(4.27a) and (4.27b) as virtual active/reactive load for the connection bus as formu-
lated in ( 4.27c) and (4.27d). Also, place an equality constraint on the connection
bus voltage (Vk) as given in (4.27e). The voltage equality constraint will force the
connection bus voltage to be equal in both zone-related solutions.
5 Solve the modified chordal-relaxed SDP-VVC problem (4.26), and If the active ex-
tended zone is equal to Zone 1, then stop this process
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6. Otherwise, repeat this process from step 2 until the active extended zone is equal to
Zone 1.
P φ,ẑk,d = tr(Φ
φ,ẑ
P,kW ), φ ∈ ψk, (4.27a)
Qφ,ẑk,d = tr(Φ
φ,ẑ
Q,kW ), φ ∈ ψk, (4.27b)
tr(Φ
φ,( ˆz−1)








, φ ∈ ψk, (4.27c)
tr(Φ
φ,( ˆz−1)








, φ ∈ ψk, (4.27d)
tr(E
φ,( ˆz−1)
k W ) = tr(E
φ,ẑ
k W ), φ ∈ ψk. (4.27e)
4.4.2 2-Stage Volt/Var Control Algorithm
A 2-stage VVC algorithm is proposed to mitigate the negative effects of renewable energy
resources on voltage profile and regulator devices in active distribution systems. These
negative effects arise mainly due to fast changes in RESs’ output power and from output
power forecasting errors.
In the first stage, the VVC problem is solved for day-ahead operation based on fore-
casted hourly generation and demand profiles. However, in the presence of fast changing
RESs’ power outputs, voltage profiles may not stay within the permissible limits during
inter-hour operations. We thus divide the hour-based time window into 15-minutes time
intervals as it is illustrated in Fig. 4.3. We then solve the problem based on 15-minutes
load and generation forecasts to ensure the voltage profile stays within the set limits dur-
ing inter-hour operations. In the second stage, we limit the control action by considering
only RESs’ controllable active and reactive power outputs; the VR tap positions and shunt
capacitors are maintained in the same position determined in the first stage.
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In the proposed 2-stage control, VR tap operations are limited, thus prolonging the
VR operation life expectancy and decreasing maintenance frequency and operational cost,
while ensuring system voltage stays within the limits all times.
Figure 4.3 Time resolution of the proposed 2-stage control algorithm.
4.5 Case Studies
The proposed chordal relaxed SDP-VVC approach was examined on a modified IEEE-34
bus test system, as shown in Fig. 4.4 [66]. The modified test system has 36 buses in total;
34 of them are original system buses, while 2 buses are virtual (bus 8 and 21 for modelling
the two VRs). There are two three-phase VR, and the tap ratios are allowed to operate
between 0.95 and 1.05 pu. In discrete tap ratio modelling, 2Tt is taken as 4, and the ratio
step size (Cn,m) as 0.0125. A single-phase capacitor bank is connected to bus 13 with
reactive power limits of [-55, 55] kVAr. Two three-phase and one single-phase solar-based
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Figure 4.4 One-line diagram of the modified IEEE-34 bus test system.
RESs are connected to bus 15, 24, and 31 via an inverter of the power loss factor of 0.02.
All DGs are assumed to operate at a power factor of 0 ≤ PFDG ≤ 1. Detailed data for
the connected DGs is presented in Table 4.2. The electricity cost for the substation bus is
assumed to be 10 ¢/kWh.
Table 4.2 Renewable DG Data
Phase ce(¢/kWh) Pmaxg (kW) Pming (kW) Smaxg (kVA)
a 9.1 250 0 400
b 9.2 250 0 350
c 9.3 250 0 350
Typical hourly load profiles for a commercial consumer, an office building, (adopted
from [74]), and for industrial and residential customers (adopted from [75]) are given in
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Fig. 4.5.
Figure 4.5 Daily load profiles for different customer types.
For the 2-stage control algorithm, 15-minute interval load profiles are obtained from
hourly load forecast via simple linear interpolation. For the solar-based renewable DG
power output, the forecasted and actual solar power values are obtained from a transmission
company in Germany for the day of 01/01/2015 [76], and the data is scaled down to be
able to use it at a distribution level. In order to obtain hourly solar power forecast from
the available 15-minute solar data, we take the average of four 15-minute interval forecasts
in an hour.
All the simulations were performed on a personal computer with an Intel Core 2 Duo
2.4 GHz processor and 8 GB RAM. We performed the discrete SVR tap ratio modelling
simulations in MATLAB using YALMIP toolbox [77] and its branch-and-bound (BAB)
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solver, while the continuous SVR tap ratio simulations were performed by using MOSEK
optimization software [78].
4.5.1 Base Case (Single Zone, Centralized Solution) Simulation
In the base case simulation, the system is threaded as a single control zone, and the
problem is solved in a centralized approach for day-ahead hourly operation using forecasted
generation and load profiles. The objective function is power loss minimization, and both
continuous and discrete voltage regulator tap ratio modelling have been considered. The
daily simulation results of active power losses, generation cost, solution time, number of
tap movements, and voltage deviation values are reported in Table 4.3.
Table 4.3 Centralized and Distributed Solution Results
Objective Function
Continuous Tap Modelling Discrete Tap Modelling
Centralized Distributed Centralized Distributed
Daily Generation Cost (CAD) 2,009.80 2,011.80 2,017.60 2,012.50
Daily Power Losses (pu) 0.1238 0.1250 0.1248 0.1251
Daily Tap Position Movement 6 2 85 65
Solution Time (sec) 63 75 316 135
Total Voltage Deviation (Eq. 4.23)
(pu)
0.1001 0.0515 0.5346 0.4463
Continuous tap ratio modelling has achieved lower generation costs and power loss
compared to discrete tap modelling due to that there is no limitation on what the tap ratio
could be as long as it stays in the tap ratio limits. Lower voltage deviation is also obtained
in the continuous case because of the limitless tap ratio value possibility compared to a
discrete tap ratio that has limited tap ratio options. Continuous tap ratio modelling also
yielded a lower number of tap movements, along with achieving a lower solution time.
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The daily power outputs of a substation and renewable energy resources are reported in
Table 4.4. For continuous tap modelling, active power demand is supplied by a substation
and DG1, while in discrete tap modelling the active power outputs of DGs have dropped
significantly. The reason behind having no active power supply from the DGs in discrete
case is the high electricity price for DG output. We observed that if the price for the RESs
is decreased, then the RESs’ output power increased. For the reactive power, there is not
much change in injection for both tap ratio modelling cases.
Table 4.4 Base Case Centralized Solution Daily Power Outputs of Generators
Power Supply
Continuous Tap Discrete Tap
Active (kW ) Reactive (kVAr) Active (kW ) Reactive (kVAr)
Substation Bus 19,530 620 20,170 960
DG1 540 830 0 890
DG2 29 5,770 0 5,430
DG3 31 5,200 0 5,170
4.5.2 Scenario 1 (3-Zones, Distributed Solution) Simulation
In scenario 1, the system is divided into three zones based on the customer types, namely
Zone-1 (all loads are residential), Zone-2 (all loads are commercial), and Zone-3 (all loads
are industrial) as shown in Fig. 4.4. The system has been solved using the proposed
hierarchical distributed solution algorithm with the objective of power loss minimization
for day-ahead operation using forecasted 1-hour interval load and generation profiles. Daily
power losses, total power generation cost, solution time, and number of VR tap movements
are obtained for a day-ahead hourly operation for both continuous and discrete tap ratio
modelling cases. The results are shown in Table 4.3. For continuous tap modelling, the
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proposed distributed solution achieves less tap movements (66% decrease) and voltage
deviation (48% decrease); however, it slightly increases the daily power generation cost
(0.1% increase) and solution time (20% increase). The rise in solution time is due to the
YALMIP startup process that has to be repeated for each zone, in other words YALMIP
needs to repeat the internal startup process 3 times to obtain the solution for 3 zones in
a distributed solution algorithm compared to 1 internal startup process in the centralized
approach.
On the other hand, for discrete tap ratio modelling, the proposed distributed solution
outperforms the centralized algorithm in daily power generation cost (0.25% decrease), tap
movements (23% decrease), solution time (57% decrease) and voltage deviation (16.5%
decrease). In particular, it decreases the total daily tap movement by 23% without causing
any power generation cost increase. It also decreases the total solution time by 57%
compared to the centralized approach in discrete tap ratio.
4.5.3 Scenario 2 Simulation
In scenario 2, we solved the problem with a hierarchical distributed solution algorithm and
adjusted the objectives according to each zone’s own characteristics and requirements. For
the residential area, the control objective is to minimize the active power loss, while in the
industrial and commercial zones, the objective function aims at power loss minimization
and flat voltage profiles.
The scenario 2 simulation results are shown in Table 4.5, and continuous tap modelling
yields less tap movements and voltage deviation compared to discrete tap ratio modelling.
Achieving less voltage deviation in the continuous tap ratio case is due to the unlimited tap
ratio options between the tap limits, while it is limited in the discrete tap ratio modelling
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Table 4.5 Scenario-2 Hierarchical Distributed Daily Simulation Results
Objective Function Continuous Tap Discrete Tap
Daily Generation Cost (CAD) 2,012.10 2,013.30
Daily Power Losses (pu) 0.1250 0.1251
Daily Tap Position Movement 0 12
Solution Time (sec) 82 140
Total Voltage Deviation (Eq. 4.23) (pu) 0.0197 0.1748
Zone 1 Total Voltage Deviation (pu) 0.01972 0.17482
Zone 2 Total Voltage Deviation (pu) 0 0
Zone 3 Total Voltage Deviation (pu) 0 0
that can take only certain number of tap ratios which may deviate the ratio from the best
possible value. In terms of daily power generation cost and power loss, both tap ratio
modelling cases yield very similar results.
4.5.4 Scenario 3 Simulation
The novel contribution of this scenario is to introduce tap movement minimization in a
convex VVC problem. This scenario is only applicable to discrete tap ratio modelling.
The total objective function is to minimize the power loss and tap movement summation,
f(W ) = f0(W ) + f2(W ). The simulation results are given in Table 4.6. As it can be seen
from the Table 4.6, the daily number of tap movements has been decreased by 38% in
addition to achieving less voltage deviation (27% decrease); while the daily total power
generation cost and total power loss is increased only by %0.23 and by %0.4, respectively.
VR-1 and VR-2 daily tap positions are given in Fig. 4.6 and Fig. 4.7, respectively, for the
cases of no tap limit and with tap limit constraints.
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Figure 4.6 Daily VR-1 tap positions in Scenario 3.
Figure 4.7 Daily VR-2 tap positions in Scenario 3.
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Table 4.6 Scenario-3 Hierarchical Distributed Daily Simulation Results (w2 =
200)
Objective Function W/O Tap Limits With Tap Limits
Daily Generation Cost (CAD) 2,006.90 2,011.20
Daily Power Losses (pu) 0.1240 0.1245
Daily Tap Position Movement 47 29
Solution Time (sec) 135 160
Total Voltage Deviation (Eq. 4.23) (pu) 0.4716 0.3444
4.5.5 Scenario 4 Simulation
In this scenario, we investigate the system under a two-stage solution algorithm with
discrete tap ratio modelling. The main objective is to mitigate the impact of renewable
energy resources’ power volatility on the VR tap movements and the system voltage profile.
Since 1-hour control intervals are too long to mitigate fast changing RESs output power,
the VVC problem is considered for each 15-minute interval for two different cases: 1.)
VR control devices are used to regulate the voltage along with other control entities, and
2.) only RESs’ active and reactive power adjustment capability (absorb and/or inject)
is used to regulate system voltage. In the second case, the VR tap positions are kept
fixed during inter-hour intervals (e.g. hh:00, hh:15, hh:30, hh:45, hh+1:00) at the position
that was obtained from the 1-hour interval solution that is performed at the beginning of
the operation cycle. The comparison of the daily tap movement number for both single-
and two-stage control is presented in Table 4.7. For the single-stage day-ahead operation
control, we used 15-minute intervals of actual solar DG’s active power output values, which
is obtained for the date of 01/01/2015 and given in Fig.4.8 [76]. For the two-stage control
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Table 4.7 Scenario-4 Centralized Daily Simulation Results for Tap Movement
Tap Variable Type Single-Stage control Two-Stage Control
Discrete Tap 36 14
Figure 4.8 Actual and forecasted solar DG’s active power output for 15-minutes
intervals.
case, in the first layer, VR tap positions are obtained from the centralized solution based on
forecasted hourly solar DG’s active power outputs, which is given in Fig. 4.9. In the second
layer, the problem is solved based on 15-minutes actual active power values while keeping
the tap position fixed during inter-hour time steps as they are obtained from the first layer
solution. As it can be seen from Table 4.7, the two-stage control algorithm achieved a 61%
decrease in daily tap movement in discrete tap ratio modelling. The daily tap profile of
each VR is given for both single and two-stage solution algorithms with discrete tap ratio
modelling in Fig. 4.10 and Fig. 4.11, respectively.
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Figure 4.9 Hourly forecasted solar-based RES active power output.
Figure 4.10 VR tap positions for single-stage control solution with discrete tap
modelling.
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Figure 4.11 VR tap positions for two-stage control solution with discrete tap
modelling.
Injected reactive power from each DG is provided for single and two-stage solution
algorithms in Fig. 4.12 and Fig. 4.13, respectively. DG2 and DG3 provide a large amount
of reactive power to the system due to being three-phase DG.
4.5.6 Simulations Discussion
In scenario 1, neither the centralized nor the distributed approach has dominated in achiev-
ing better results. Each method has its own strengths and weaknesses; therefore, it is up to
the system operator’s preferences to prefer one over the other. For scenario 2, continuous
tap modelling outperforms the discrete tap modelling in every objective category. However,
it is worth noting that the continuous tap ratios have to be rounded to the nearest integer
number, which may create voltage violations in some cases. Tap movement minimization
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Figure 4.12 Reactive power injection of each DG for single-stage control with
discrete tap modelling.
Figure 4.13 Reactive power injection of each DG for two-stage control with
discrete tap modelling.
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utilization in scenario 3 reduced the total tap movement effectively, which will prolong the
life of voltage regulators. In scenario 4, by using two-stage control the negative impact of
renewable RESs has been decreased, which may allow more distributed RES penetration
into the system.
4.6 Conclusion
In emerging distribution systems, centralized control algorithms are not favourable due
to their high computational and communication burdens. In order to ease these burdens,
a novel hierarchical distributed SDP-VVC algorithm has been developed for active dis-
tribution networks, while considering continuous and discrete tap ratio modellings. The
proposed distributed algorithm significantly decreases the solution time, in comparison
to centralized control in discrete tap modelling. Furthermore, a practical classification
technique based on consumer type has been proposed in order to cluster the network into
sub-systems based on electricity consumer types, wherein each zone is treated according to
its unique requirements and characteristics. In addition, to achieve an overall minimal cost,
a two-stage control algorithm has been developed that aims for tap movement minimiza-
tion in a convex VVC formulation. The first-stage control is based on hourly forecasted
generation and loads, while in the second-stage 15-minute interval forecasted values have
been used in the second stage. Both hourly and inter-hourly techniques decrease the total
daily tap movement, with minimal change in voltage deviation and without any significant




Synopsis and Future Research
5.1 Synopsis
The main goal of this dissertation was to develop novel VVC algorithms in an attempt to
tackle the current challenges associated with Volt/Var control in active distribution sys-
tems. The main objective of the first part of the study was to develop a generic VVC
algorithm for different system operating conditions. To achieve this objective, a novel
state-based VVC algorithm was developed in Chapter 3 for three different grid operating
states. The operating states were identified by using a system state index that was cal-
culated based on measured system voltage values from critical buses. The problem was
then formulated as a non-linear optimization problem with various objectives for different
operating states. A heuristic-based genetic algorithm optimization technique was used to
solve the problem. For the emergency operating state, a novel rule-based VVC algorithm
was implemented to be able to take quick actions in order to regulate the voltage. The
simulation results demonstrated that the proposed VVC algorithm operates the system at
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its optimum condition, while also improving the voltage profile.
An economic feasibility analysis was also conducted, in terms of total cost of each control
strategy. During the normal operation state, it was found that the DG participation is not
a cost-effective option. The results also demonstrated that involving DGs in VVC control
was not always an optimum solution in state B, which may cause monetary losses for the
DG owners. It was also observed that the proposed rule-based algorithm for the emergency
state was very efficient to bring the system back into normal operation conditions in a very
short amount of time. The main challenge of the solution algorithm used in this developed
control strategy was that it does not guarantee the optimal solution and requires a long
computational time, especially for larger power systems with thousands of buses.
In the second part of the thesis, the main objective was to develop a zone-based VVC
algorithm in an attempt to meet different customers’ requirements, while also obtaining an
optimal solution with a short computational time. To achieve this objective, the system
was divided into multiple zones based on different customer types in Chapter 5, in an
attempt to satisfy their needs by considering different zone-oriented objective functions.
Next, the VVC problem was formulated as a distributed convex optimization, which was
to primarily tackle the long solution time of heuristic-based solution algorithms, along
with guaranteeing the optimal solution of the problem. As such, in order to solve the
convex optimization problem, a novel hierarchical distributed convex solution algorithm
that requires no iterative process and penalty parameter was developed. In addition to
this, a 2-stage VVC control methodology that minimizes the impact of RESs on voltage
profiles and voltage regulators was developed.
In summary, the contributions of the thesis can be stated as follows:
• The development of a comprehensive, state-based VVC control for active distribution
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systems under high penetration of distributed RESs.
• The achievement of optimal system operation under VVC by adjusting the objectives
and control devices according to different system operating conditions.
• The development of operational flexibility for distribution system operators for mul-
tiple possible operating conditions.
• The development of a rule-based VVC algorithm for the emergency operating state,
where applying optimization algorithms is infeasible due to the need for quick control
actions.
• The development of a practical classification technique to cluster the network into
sub-systems based on consumer type, wherein each zone is treated according to its
unique requirements and characteristics.
• The development of a comprehensive, zone-oriented distributed convex VVC control
algorithm for active distribution systems.
• The development of a novel hierarchical distributed control algorithm that requires
no iterative process and no penalty parameter.
• The development of a 2-stage control algorithm to minimize the tap operations of
voltage regulators in the presence of renewable distributed generations.
5.2 Future Work Directions
While this study presents a new Volt/Var control methodology in order to address the cur-
rent power system requirements and challenges in the presence of high RESs penetration,
97
there remains the possibility of future research ideas based on what has been presented:
• The application of the developed hierarchical distributed solution to different prob-
lems in power systems.
• The application of the proposed zone-oriented convex VVC algorithm to larger sys-
tems.
• The implementation and investigation of the proposed VVC algorithms under high-




A 3-bus system will be used to illustrate the creation of sub-matrix Ws from square matrix


















for i = 0, 1, 2. Square matrix W can be defined as below using
voltage vector V :














By defining a new variable W φ,ψn,m to substitute the nonlinear terms of V
φ
n ·V ψm , then a 9× 9
































Both W1 and W2 are 6 × 6 square matrices which represent 3-phase lines of a 3-bus system.
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