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DECOMPOSITION ALGEBRAS AND AXIAL ALGEBRAS
TOM DE MEDTS, SIMON F. PEACOCK, SERGEY SHPECTOROV,
AND MICHIEL VAN COUWENBERGHE
Abstract. We introduce decomposition algebras as a natural generalization
of axial algebras, Majorana algebras and the Griess algebra. They remedy
three limitations of axial algebras: (1) They separate fusion laws from specific
values in a field, thereby allowing repetition of eigenvalues; (2) They allow for
decompositions that do not arise from multiplication by idempotents; (3) They
admit a natural notion of homomorphisms, making them into a nice category.
We exploit these facts to strengthen the connection between axial algebras
and groups. In particular, we provide a definition of a universal Miyamoto
group which makes this connection functorial under some mild assumptions.
We illustrate our theory by explaining how representation theory and as-
sociation schemes can help to build a decomposition algebra for a given (per-
mutation) group. This construction leads to a large number of examples.
We also take the opportunity to fix some terminology in this rapidly ex-
panding subject.
1. Introduction
In 1982, Robert Griess proved the existence of the Monster group by constructing
a 196 884-dimensional non-associative algebra over R, called the Griess algebra
[Gri82]. A peculiar feature of these algebras is the existence of many idempotents
with the property that multiplication by each of these idempotents gives rise to a
decomposition of the algebra obeying a very precise fusion law.
Igor Frenkel, James Lepowsky and Arne Meurmann observed that other algebras
similar the Griess algebra can be retrieved as weight-2 components of certain vertex
operator algebras (VOAs) [FLM88]. In an attempt to axiomatize such algebras,
Alexander Ivanov introducedMajorana algebras, a large class of real non-associative
algebras obeying the same fusion law as the Griess algebra.
Only recently, in 2015, the more general concept of axial algebras was introduced
by Jonathan Hall, Sergey Shpectorov and Felix Rehren [HRS15b]. Axial algebras
are defined over an arbitrary field and have as defining feature that they are gen-
erated by idempotents that again give rise to decompositions satisfying a fusion
law, which is now allowed to take a much more general shape. The subject has
received a lot of attention since then and developed connections as far afield as the
regularity theory of some classes of elliptic type PDEs and algebraic solutions of
eiconal and minimal surface equations [Tka19,Tka19b]. See also the earlier book
[NTV14].
In May 2018, a specialized workshop on axial algebras took place at the Uni-
versity of Bristol funded by the Heilbronn Institute for Mathematical Research. It
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became apparent at this workshop that there is a need for a more general framework
to study axial algebras. New observations forced us to generalize the definition even
further and to separate fusion laws from the field. At the same time, we noticed
that the crucial aspect of an axial algebra is the existence of the corresponding
decompositions, and not so much the fact that these arise from idempotents.
The decomposition algebras that we introduce in this paper aim to provide a
natural generalization of axial algebras that take all these facts into account. Our
hope that this is a useful framework is further emphasized by the fact that these
decomposition algebras form a nice category (in contrast to the setting of axial
algebras, where the natural notion of homomorphisms gives rise to a less powerful
category).
We begin our paper by introducing (general) fusion laws that no longer depend
on a ring or field (section 2).
In section 3, we introduce gradings as morphism between fusion laws and group
fusion laws. This will be an essential ingredient to make the connection between
(axial) decomposition algebras and groups later on. We also explain how to con-
struct such gradings for a given fusion law.
In section 4, we introduce decomposition algebras. These algebras axiomatize the
essence of Griess algebras, Majorana algebras and axial algebras. We believe that
this definition is the right approach to study all known algebras that are reminiscent
of axial algebras. Moreover, it is the first definition in this context that allows for a
suitable definition of a homomorphism and hence fits into a categorical framework
which we explore thoroughly.
In section 5, we explain how axial algebras fit into this framework by defin-
ing axial decomposition algebras and homomorphisms between axial decomposition
algebras.
The important connection between decomposition algebras and groups is dis-
cussed in section 6, which is the longest section of the paper. We explain why the
“obvious” connection (the Miyamoto group) is not functorial. However, we intro-
duce a more universal connection (the universal Miyamoto group) which turns out
to be functorial under some mild conditions. This is the subject of Proposition 6.9
and Theorem 6.12.
In section 7 and section 8, we present an important source of examples of decom-
position algebras for a given (permutation) group. This is very closely related to
representation theory and to the theory of association schemes via Norton algebras.
Notation 1.1. We will use functional notation for our maps and morphisms, i.e.,
when ϕ : A → B is a map, we denote the image of an element a by ϕ(a). Conse-
quently, we will also denote conjugation of group elements on the left:
gh := ghg−1.
2. Fusion laws
In this section, we define (general) fusion laws. In contrast to previous definitions,
these will no longer depend on a ring or a field.
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Definition 2.1. A fusion law1 is a pair (X, ∗) where X is a set2 and ∗ is a map
from X ×X to 2X , where 2X denotes the power set of X . A fusion law (X, ∗) is
called symmetric if x ∗ y = y ∗ x for all x, y ∈ X .
Definition 2.2. Let (X, ∗) be a fusion law. An element e ∈ X is called a unit if
e ∗ x ⊆ {x} and x ∗ e ⊆ {x} for all x ∈ X .
Lemma 2.3. Let (X, ∗) be a fusion law. If e, f ∈ X are units with e 6= f , then
e ∗ f = ∅.
Proof. We have both e ∗ f ⊆ {e} and e ∗ f ⊆ {f}. 
Example 2.4 (Jordan fusion law). Consider the set X = {e, z, h} with the sym-
metric fusion law
∗ e z h
e {e} ∅ {h}
z ∅ {z} {h}
h {h} {h} {e, z}
Here both e and z are units and accordingly e ∗ z = ∅.
Example 2.5 (Ising fusion law). Consider the set X = {e, z, q, t} with the sym-
metric fusion law
∗ e z q t
e {e} ∅ {q} {t}
z ∅ {z} {q} {t}
q {q} {q} {e, z} {t}
t {t} {t} {t} {e, z, q}
Again, both e and z are units.
Remark 2.6. A fusion law (X, ∗) can also be viewed as a map ω : X ×X ×X →
{0, 1}, where we define ω(x, y, z) = 1 ⇐⇒ z ∈ x ∗ y. As such, it is clear that there
is an action of Sym(3) on the set of all fusion laws. It turns out that the Jordan
fusion law and the Ising fusion law are invariant under this action.
Definition 2.7. Let (X, ∗) and (Y, ∗) be two fusion laws. A morphism from (X, ∗)
to (Y, ∗) is a map ξ : X → Y such that
ξ(x1 ∗ x2) ⊆ ξ(x1) ∗ ξ(x2)
for all x1, x2 ∈ X , where we have denoted the obvious extension of ξ to a map
2X → 2Y also by ξ.
This makes the set of all fusion laws into a category Fus.
Definition 2.8. Let (X, ∗) and (Y, ∗) be two fusion laws.
(i) We define the product of (X, ∗) amd (Y, ∗) to be the fusion law (X × Y, ∗)
given by
(x1, y1) ∗ (x2, y2) := {(x, y) | x ∈ x1 ∗ x2, y ∈ y1 ∗ y2}.
1In earlier papers on axial algebras, this was referred to as “the fusion rules”, leading to
singular/plural problems. It has also been referred to as a “fusion table”.
2The set X is often, but not always, a finite set.
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(ii) We define the union of (X, ∗) and (Y, ∗) to be the fusion law (X ∪Y, ∗), where
∗ extends the given fusion laws on X and Y and is defined by
x ∗ y := ∅
for all x ∈ X and all y ∈ Y .
Proposition 2.9. The product and coproduct in the category Fus are given by the
product and union of fusion laws, respectively, as defined in Definition 2.8.
Proof. This follows easily from the definitions. Notice, in particular, that for given
fusion laws (X, ∗) and (Y, ∗), the projection maps X × Y → X and X × Y → Y
and the inclusion maps X → X ∪ Y and Y → X ∪ Y indeed induce morphisms in
Fus as in Definition 2.7. 
An important class of fusion laws are the group fusion laws.
Definition 2.10. Let Γ be a group. Then the map
∗ : Γ× Γ→ 2Γ : (g, h) 7→ {gh}
is a group fusion law. The identity element of Γ is the unique unit of the fusion law
(Γ, ∗).
Remark 2.11. The category Grp of groups is a full subcategory of Fus: if Γ and
∆ are groups, then the fusion law morphisms from (Γ, ∗) to (∆, ∗) are precisely
those arising from homomorphisms from Γ to ∆.
Two further examples of fusion laws arising in group theory and representation
theory are given in the following examples.
Example 2.12 (Class fusion law). Let G be a group with a finite number of
conjugacy classes and let X be the set of those conjugacy classes. Then we can
define a fusion law on X by declaring
E ∈ C ∗D ⇐⇒ E ∩ CD 6= ∅,
where CD is the setwise product of C and D inside G. The trivial conjugacy class
{1} ⊆ G is a unit for this fusion law. If G is a finite abelian group, this fusion law
coincides with the group fusion law introduced in Definition 2.10.
Example 2.13 (Representation fusion law). Let G be a finite group and let X =
Irr(G) be its set of irreducible (complex) characters. Then we can define a fusion
law on X by declaring
χ ∈ χ1 ∗ χ2 ⇐⇒ χ is a constituent of χ1 ⊗ χ2.
The trivial character is a unit for this fusion law.
3. Gradings
This section introduces the necessary preparations for the important connection
between axial algebras and groups. On the level of fusion laws, this connection boils
down to a morphism from a given fusion law to a group fusion law. We illustrate
how to get the strongest possible connection by introducing the finest adequate
(abelian) grading of a fusion law.
Definition 3.1. Let (X, ∗) be a fusion law and let (Γ, ∗) be a group fusion law. A
Γ-grading of (X, ∗) is a morphism ξ : (X, ∗) → (Γ, ∗). We call the grading abelian
if Γ is an abelian group and we call it adequate if ξ(X) generates Γ.
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Every fusion law admits a Γ-grading where Γ is the trivial group; we call this
the trivial grading.
Proposition 3.2. Every fusion law (X, ∗) admits a unique finest adequate grading,
given by the group with presentation
ΓX := 〈γx, x ∈ X | γxγy = γz whenever z ∈ x ∗ y〉,
with grading map ξ : (X, ∗) → (ΓX , ∗) : x 7→ γx. Every other grading of (X, ∗)
factors through (ΓX , ∗). Similarly, there is a finest adequate abelian grading, given
by the abelianization ΓX/[ΓX ,ΓX ] of ΓX .
Proof. In order to verify that the map ξ : (X, ∗)→ (ΓX , ∗) : x 7→ γx is a morphism
of fusion laws, we have to check that ξ(z) ∈ ξ(x) ∗ ξ(y) for all z ∈ x ∗ y. This is
clear from the definition of ΓX , since ξ(z) = γz and ξ(x) ∗ ξ(y) = {γxγy}.
Assume now that ζ : (X, ∗)→ (G, ∗) is another grading of (X, ∗). If x, y, z ∈ X
satisfy z ∈ x ∗ y, then ζ(z) ∈ ζ(x) ∗ ζ(y) = {ζ(x)ζ(y)}, so the elements ζ(x) satisfy
the defining relations of the generators γx in the presentation for ΓX . This implies
that the map ρ : ΓX → G : γx 7→ ζ(x) is a well defined group homomorphism, with
ζ = ρ ◦ ξ.
The proof of the remaining statement is similar. 
Remark 3.3. There is a lot of “collapsing” in the group ΓX :
(a) If y ∈ x ∗ y for some y ∈ X , then γx = 1 in ΓX . In particular, γx = 1 for each
unit x.
(b) All γz, where z runs through some fixed set x∗y, are equal to each other in ΓX .
(c) If z belongs to x ∗ y and to x ∗ y′, then γy = γy′ . Similarly, if z belongs to x ∗ y
and to x′ ∗ y, then γx = γx′ .
From this it is clear that ΓX is trivial for most fusion laws; that is they only
admit the trivial grading. In this case we say that the fusion law is not graded.
Graded fusion laws (ones admitting a nontrivial grading) are more interesting.
Example 3.4. The Jordan fusion law in Example 2.4 is Z/2Z-graded. Indeed, the
map ξ : X → Z/2Z mapping e and z to 0 and h to 1 is a fusion law morphism.
Notice that this is the finest adequate grading of the Jordan fusion law.
Similarly, the Ising fusion in Example 2.5 admits a Z/2Z-grading: the map
ξ : X → Z/2Z mapping e, z and q to 0 and t to 1 is a fusion law morphism. Again,
this is the finest adequate grading of the Ising fusion law.
In the remainder of this section, we describe the finest adequate grading of two
special types of fusion laws: class fusion laws and representation fusion laws.
The class fusion law of a group G was introduced in Example 2.12. For g ∈ G,
let g¯ denote the image of g in G/[G,G].
Proposition 3.5. Let (X, ∗) be the class fusion law of a group G. Then the finest
adequate grading of (X, ∗) is given by the group Γ = G/[G,G] with grading map
X → Γ: Gg 7→ g.
Proof. By definition, the finest adequate grading of (X, ∗) is the group
ΓX := 〈γC , C ∈ X | γCγD = γE whenever CD ∩ E 6= ∅〉.
Consider the map ϕ : G→ ΓX : g 7→ γ(Gg) and notice that ϕ is a group morphism,
precisely by the defining relations of ΓX . It is clearly surjective; moreover, ϕ(
gh) =
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ϕ(h) for all g, h ∈ G. It follows that for each commutator [g, h] = ghg−1h−1, we
have ϕ([g, h]) = ϕ(gh)ϕ(h)−1 = 1; hence [G,G] ≤ kerϕ. Hence ϕ induces a group
epimorphism ϕ˜ : Γ→ ΓX .
Finally, the map ΓX → Γ: γ(Gg) → g[G,G] is well defined because it kills each
relator of ΓX , and this map provides an inverse of ϕ˜, showing that it is an isomor-
phism from ΓX to Γ. 
Recall the definition of the representation fusion law from Example 2.13.
Proposition 3.6. Let G be a finite group and let (X, ∗) be the representation fusion
law of G. Then the finest adequate grading of (X, ∗) is given by ΓX = Z(G)∗ =
Irr(Z(G)) with grading map X → Irr(Z(G)) : χ 7→
χZ(G)
χ(1) .
Proof 3. Consider an arbitrary adequate grading f : X → Γ and define
K = {χ ∈ Irr(G) | f(χ) = 1} .
Let H =
⋂
χ∈K kerχ. Consider θ =
∑
χ∈K χ, which may be considered as a char-
acter of G/H . Since θ is faithful as a character of G/H , by the Burnside–Brauer
theorem every irreducible character of G/H is a constituent of some power of θ.
Now since f is trivial on each constituents of θ, it also is trivial on all irreducible
characters of G/H . Thus, K = {χ ∈ Irr(G) | H ≤ kerχ}.
Note that f(χ¯) = f(χ)−1. Indeed, 1G is a constituent of χχ¯ ; that is, 1G ∈ χ∗ χ¯.
This means that f(χ)f(χ¯) = f(1G) = 1.
Now let ψ ∈ Irr(H) and let χ1 and χ2 be constituents of ψG. Then 1H is a
constituent of (χ1χ2)H . Since H ✂ G, this implies that χ1χ2 has a constituent
χ ∈ Irr(G) with H ≤ kerχ. Hence f(χ1)f(χ2)−1 = f(χ1χ2) = f(χ) = 1. That
is, f(χ1) = f(χ2). Thus, we obtain a well-defined map f
′ : Irr(H) → Γ by setting
f ′(ψ) = f(χ) for any constituent χ of ψG.
Next, we show that H is in the center of G, so let us assume that there is
some non-central x ∈ H . As x is not central, the column orthogonality relations
imply that there must be a character χ ∈ Irr(G) such that |χ(x)| ≤ χ(1) and,
therefore, there is a constituent θ of χχ with θ(x) 6= θ(1). On the other hand,
f(θ) = f(χ)f(χ) = 1, yielding θ ∈ K. This means that H ≤ ker θ and so θ(x) =
θ(1); a contradiction.
Since H is central, the map X → Irr(H) : χ 7→ χH
χ(1) is defined and f is the
composition of this map and f ′. Clearly, the map X → Irr(H) factors through the
similar map X → Irr(Z(G)), and so the claim of the proposition holds. 
Remark 3.7. (i) It is immediate from the definition that the finest adequate
grading of the union of fusion laws (X, ∗) and (Y, ∗) is the free product of ΓX
and ΓY with the obvious grading map.
(ii) The similar question about the finest adequate grading of the product (X ×
Y, ∗) is more difficult. It is easy to see that there is a grading of (X ×Y, ∗) by
the group ΓX × ΓY . However, it is equally easy to find examples where this
is not the finest grading.
3Thanks to David Craven and Frieder Ladisch for providing the central argument in this
proof. As Frieder Ladisch pointed out to us, this result also follows from [GN08, Example 3.2 and
Corollary 3.7].
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4. Decomposition algebras
We are now ready to introduce decomposition algebras. We believe that they
provide the right axiomatic framework to study all algebras reminiscent of axial
algebras. It is the first definition of such algebras that allows for a interesting
definition of homomorphisms. We explore the properties of the category of decom-
position algebras that these definitions yields.
Definition 4.1. Let R be a commutative ring and let Φ = (X, ∗) be a fusion law.
(i) A Φ-decomposition of an R-algebra A (not assumed to be commutative, asso-
ciative or unital) is a direct sum decomposition A =
⊕
x∈X Ax (as R-modules)
such that AxAy ⊆ Ax∗y for all x, y ∈ X , where AY :=
⊕
y∈Y Ay for all Y ⊆ X .
(ii) A Φ-decomposition algebra is a triple (A, I,Ω) where A is an R-algebra, I is
an index set and Ω is a tuple4 of Φ-decompositions of A indexed by I. We
will usually write the corresponding decompositions as A =
⊕
x∈X A
i
x, so
Ω =
(
(Aix)x∈X | i ∈ I
)
;
we sometimes use the shorthand notation Ω[i] := (Aix)x∈X . Notice that we
do not require the decompositions to be distinct.
We will often omit the explicit reference to Φ if it is clear from the context and
simply talk about decompositions and decomposition algebras.
Definition 4.2. We define a category Φ–DecR having as objects the Φ-decompo-
sition algebras over R. If (A, I,ΩA) and (B,J ,ΩB) are two objects, with
ΩA =
(
(Aix)x∈X | i ∈ I
)
, ΩB =
(
(Bjx)x∈X | j ∈ J
)
,
then the morphisms between (A, I,ΩA) and (B,J ,ΩB) are defined to be pairs
(ϕ, ψ) where ϕ : A→ B is an R-algebra morphism and ψ : I → J is a map (of sets)
such that
ϕ(Aix) ⊆ B
ψ(i)
x
for all x ∈ X and all i ∈ I.
Remark 4.3. The category Φ–DecR has an initial object (0, ∅, ∅) and a terminal
object (0, {∗}, (0)). This category admits two obvious forgetful functors, namely
Φ–DecR → AlgR : (A, I,Ω) A and
Φ–DecR → Set : (A, I,Ω) I.
The corresponding left adjoints are given by
AlgR → Φ–DecR : A (A, ∅, ∅) and
Set→ Φ–DecR : I  
(
0, I, (0 | i ∈ I)
)
,
respectively.
Proposition 4.4. The category Φ–DecR is complete.
Proof. Recall that a category is complete if it contains all (small) limits. From the
existence theorem for limits it is sufficient to show that Φ–DecR has equalizers and
all products.
4Formally, we could define Ω as a set and define this “tuple” as a map from I to Ω, but we
will not do so in order not to make our notation unnecessarily complicated.
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Let (Aj , Ij ,Ωj) be a set of decomposition algebras indexed by some set J .
The forgetful functors of Remark 4.3 preserve limits and hence if the product of
(Aj , Ij ,Ωj) exists it must consist of the algebra
∏
j Aj and the index set
∏
j Ij .
Let Π be a set of decompositions indexed by
∏
j Ij , where
Π[(ij)j∈J ] =
∏
j∈J
(Aj)
ij
x
∣∣∣∣∣∣ x ∈ X

It is routine to check that if πj :
∏
Aj → Aj and ψj :
∏
Ij → Ij are the natural
projections of algebras and sets then (πj , ψj) is a morphism in Φ–DecR satisfying
the required universal property for a product. For example, let
(ϕj , θj) : (B,K,Σ)→ (Aj , Ij ,Ω) for all j ∈ J
be a cone in Φ–DecR. If b ∈ Bkx then ϕj(b) ∈ (Aj)
θj(k)
x
for all j ∈ J and hence
(ϕj(b))j∈J ∈
∏
j∈J (Aj)
θj(k)
x
. This shows that the obvious map from (B,K,Σ) to
the product is actually a morphism in Φ–DecR.
Similarly, if (ϕ1, ψ1) and (ϕ2, ψ2) are two morphisms of Φ–DecR, (A, I,Ω) →
(B,J ,Θ) then let ϕ : E → A be the equalizer of ϕ1 and ϕ2 in AlgR, let ψ : K → I
be the equalizer of ψ1 and ψ2 in Set and let Σ be the tuple of decompositions given
by
Σ[k] =
(
ϕ−1
(
Aψ(k)x
) ∣∣∣x ∈ X) for k ∈ K.
To see that this is indeed a tuple of decompositions: firstly, if e ∈ Ekx ∩
∑
y 6=xE
k
y
then ϕ(e) ∈ A
ψ(k)
x ∩
∑
y 6=xA
ψ(k)
y = 0. Now since equalizers are monic we must have
e = 0. Secondly, if e ∈ E and k ∈ K then ϕ(e) =
∑
x∈X ax for some ax ∈ A
ψ(k)
x .
It is sufficient to show that each ax is in the image of ϕ. As e ∈ E we know that
ϕ1(e) = ϕ2(e) and hence
∑
x∈X (ϕ1(ax)− ϕ2(ax)) = 0. However k ∈ K implies
that each term ϕ1(ax) − ϕ2(ax) is in a distinct component of a direct sum and
hence each is zero. Now since ϕ1 and ϕ2 act equally on ax for each x ∈ X , each ax
must have a preimage in E.
It is again routine to check that (ϕ, ψ) is a morphism of Φ–DecR that equalizes
the given maps. 
Proposition 4.5. If ξ : (X, ∗)→ (Y, ∗) is a fusion law morphism and (A, I,Ω) is
an (X, ∗)-decomposition algebra, then A can also be viewed as a (Y, ∗)-decomposition
algebra (A, I,Σ) by declaring
Aiy := A
i
ξ−1(y) =
⊕
x∈ξ−1(y)
Aix
for each i ∈ I and each y ∈ Y . This induces a functor
Fξ : (X, ∗)–DecR → (Y, ∗)–DecR.
Proof. We have to verify that for all y, z ∈ Y , we have AiyA
i
z ⊆ A
i
y∗z . By the
definition of a fusion law morphism, we have
ξ−1(y) ∗ ξ−1(z) ⊆ ξ−1(y ∗ z),
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and hence indeed
AiyA
i
z = A
i
ξ−1(y)A
i
ξ−1(z)
⊆ Aiξ−1(y)∗ξ−1(z)
⊆ Aiξ−1(y∗z) = A
i
y∗z ,
proving the proposition. 
Definition 4.6. (i) Let (A, I,Ω) be a decomposition algebra and let I ✂ A be
an algebra ideal. For each i ∈ I and each x ∈ X , let Iix := A
i
x ∩ I and let
Ω ∩ I :=
(
(Iix)x∈X | i ∈ I
)
. We call I a decomposition ideal of (A, I,Ω) if for
each i ∈ I, we have I =
⊕
x∈X I
i
x. Notice that this implies that (I, I,Ω ∩ I)
is an object in Φ–DecR.
(ii) If I is a decomposition ideal of (A, I,Ω) and B = A/I, then (B, I,Σ) is
again a decomposition algebra (which we then call the quotient decomposition
algebra) obtained by setting
Bix := (A
i
x + I)/I
for all i ∈ I and all x ∈ X , and then letting Σ =
(
(Bix)x∈X | i ∈ I
)
. Notice
that the condition I =
⊕
x∈X I
i
x ensures that the sum
∑
x∈X B
i
x is a direct
sum.
Proposition 4.7. Let (ϕ, ψ) : (A, I,ΩA) → (B,J ,ΩB) be a morphism of decom-
position algebras. Then K = kerϕ is a decomposition ideal of (A, I,ΩA) and
(K, I,ΩK) is the corresponding quotient in Φ–DecR.
Conversely, if I is a decomposition ideal of (A, I,Ω) and π : A → A/I is the
natural projection of algebras then (I, I,Ω ∩ I) is the equalizer of the epimorphism
(π, id) : (A, I,Ω)→ (A/I, I,Σ) and the morphism (0, id).
Proof. We begin by showing that K = kerϕ is a decomposition ideal. Fix some
i ∈ I and let Kix = K ∩ A
i
x. It is clear that K
i
x ∩
∑
y 6=xK
i
y = 0 for all x ∈ X
and that K ⊇
∑
x∈X K
i
x, thus we need only show the opposite inclusion. For any
k ∈ K we may write k =
∑
x∈X a
i
x, where each a
i
x ∈ A
i
x. It is sufficient to show
that aix ∈ K, but ∑
x∈X
ϕ(aix) = ϕ(k) = 0
where each ϕ(aix) ∈ B
ψ(i)
x is in a different component of a direct sum. Hence
ϕ(aix) = 0 for all x.
The second part follows directly from the first part once we note that I is the
algebra kernel of π. 
Remark 4.8. We would like to be able to refer to the decomposition ideal (I, I,Ω∩
I) in Proposition 4.7 as the kernel of the projection, however the category Φ–DecR
does not contain zero morphisms. As such, being the equalizer of a morphism
taking the role of a zero morphism is the best that we can achieve.
5. Axial decomposition algebras
In this section, we explain how axial algebras fit into the framework of decom-
position algebras.
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Definition 5.1. Let Φ = (X, ∗) be a fusion law with a distinguished unit e ∈ X .
For each x ∈ X , let λx ∈ R. A Φ-decomposition algebra (A, I,Ω) will be called
left-axial (with parameters λx) if for each i ∈ I, there is some non-zero ai ∈ Aie
(called a left axis) such that:
(1) ai · b = λxb for all x ∈ X and for all b ∈ A
i
x.
Similarly, (A, I,Ω) is a right-axial decomposition algebra (with parameters λx) if
for each i ∈ I, there is some non-zero ai ∈ Aie (called a right axis) such that:
(2) b · ai = λxb for all x ∈ X and for all b ∈ A
i
x.
Of course, if A is commutative, then we drop the prefix “left” or “right” and simply
talk about axial decomposition algebras. We call a (left- or right-)axial decompo-
sition algebra primitive if Aie = Rai for each i ∈ I.
Remark 5.2. Recall from [HRS15] that an axial algebra is a commutative algebraA
generated by a set E of idempotents (called axes), such that for each axis e ∈ E, the
left multiplication operator ade : A→ A : x 7→ ex is semi-simple and its eigenspaces
multiply according to a given fusion law Φ = (X, ∗) with X ⊆ R.
Every axial algebra is an axial decomposition algebra. Indeed, if (A,E) is an axial
algebra, then for each e ∈ E, there is a corresponding decomposition A =
⊕
x∈X A
e
x,
so certainly (A,E,Ω) with Ω =
{
(Aex)x∈X | e ∈ E
}
is a decomposition algebra. It
is indeed axial, with ae = e for each e ∈ E ⊆ A and λx = x for each x ∈ X ⊆ R.
On the other hand, axial decomposition algebras are more general objects than
axial algebras, in four ways:
• The elements ai ∈ A are not required to be idempotents. If R is a field,
then we can rescale the ai so that they are either idempotent or nilpotent.
• The algebra A is not assumed to be generated by the axes.
• By distinguishing between x ∈ X and λx ∈ R, we allow the possibility that
some of the λx ∈ R coincide.
• The algebra A is not assumed to be commutative.
We now make the class of (left) axial decomposition algebras into a category.
Definition 5.3. Let Φ = (X, ∗) be a fusion law with a distinguished unit e ∈ X and
let λ : X → R : x 7→ λx be an arbitrary map, called the evaluation map. We define
a category (Φ, λ)–AxDecR with as objects the axial Φ-decomposition algebras
together with the collection of left axes, for the choice of parameters λx given by
the evaluation map. In other words, the objects are quadruples (A, I,Ω, α), where
(A, I,Ω) is a Φ-decomposition algebra and α : I → A : i 7→ ai is a map such that
ai ∈ Aie and (1) holds.
The morphisms in this category are the morphisms (ϕ, ψ) : (A, I,ΩA, α) →
(B,J ,ΩB, β) of decomposition algebras such that ϕ ◦ α = β ◦ ψ, i.e., ϕ maps
each axis ai to the corresponding axis bψ(i).
6. The (universal) Miyamoto groups
Let Γ be a finite group fusion law. To each Γ-decomposition algebra (A, I,Ω),
we will associate a subgroup of the automorphism group of A, called the Miyamoto
group of (A, I,Ω). We will also construct a cover of this group, which we call
the universal Miyamoto group and which has nicer functorial properties than the
Miyamoto group itself.
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We will, at the same time, construct subgroups of these Miyamoto groups, one
for each subgroup of the character group.
Definition 6.1. Let R× be the group of invertible elements of the base ring R. An
R-character of Γ is a group homomorphism χ : Γ → R×. The R-character group
of Γ is the group XR(Γ) consisting of all R-characters of Γ, with group operation
induced by multiplication in R×. When the base ring R is clear from the context,
we will sometimes omit it and simply talk about characters and the character group.
Notice that depending on R, the group XR(Γ) might be infinite even if Γ is finite.
Definition 6.2. Let (A, I,Ω) be a Γ-decomposition algebra.
(i) Let χ ∈ XR(Γ). For each decomposition (Aig)g∈Γ ∈ Ω, we define a linear map
τi,χ : A→ A : a 7→ χ(g)a for all a ∈ A
i
g;
we call this a Miyamoto map. It follows immediately from the definitions that
each τi,χ is an automorphism of the R-algebra A. Notice that each τi,χ has
finite order (dividing the order of χ in XR(Γ)).
(ii) Let Y be any subgroup of the character group XR(Γ). We then define the
Miyamoto group with respect to Y as
MiyY(A, I,Ω) := 〈τi,χ | i ∈ I, χ ∈ Y〉 ≤ Aut(A).
Two important special cases get their own notation:
Miy(A, I,Ω) := MiyXR(Γ)(A, I,Ω);
Miyχ(A, I,Ω) := Miy〈χ〉(A, I,Ω) for a given character χ ∈ XR(G).
(iii) We call (A, I,Ω) Miyamoto-closed with respect to Y if the set Ω is invariant
under the Miyamoto group. That is for each i ∈ I and each χ ∈ Y, there is
a permutation5 πi,χ of I such that τi,χ maps each decomposition (Ajg)g∈Γ ∈
Ω to the decomposition (A
πi,χ(j)
g )g∈Γ ∈ Ω. Notice that in this case, each
pair (τi,χ, πi,χ) is an automorphism of (A, I,Ω) in the category Γ–DecR. In
particular, the conjugate of a Miyamoto map by a Miyamoto map is again a
Miyamoto map.
Example 6.3. The simplest non-trivial example is the case where Γ = Z/2Z
and Y = {1, χ} where χ maps the non-trivial element of Γ to −1 ∈ R (assuming
that −1 6= 1 in R). In the case of axial algebras, we recover the definition of the
Miyamoto group as introduced in [DMVC18, Definition 2.5].
The Miyamoto group is interesting—it is a subgroup of the automorphism group
of the algebra—but is not so easy to control (cf. Example 6.13 below). It is useful
to construct a cover of this group, which we call the universal Miyamoto group.
Definition 6.4. We keep the notations from Definition 6.2 and assume that (A, I,Ω)
is Miyamoto-closed with respect to Y. Recall our convention from Notation 1.1.
We define the universal Miyamoto group with respect to Y as the group given by
the following presentation. For each i ∈ I, we let Yi be a copy of the group Y and
we denote its elements by
Yi = {ti,χ | χ ∈ Y}.
5In the situation where some of the decompositions (Ajg)g∈Γ ∈ Ω coincide, there might be
some freedom in the choice of the permutation pii,χ, but this choice will be irrelevant for us.
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For each a = ti,χ ∈ Yi, we write a for the corresponding Miyamoto map τi,χ ∈
Miy(A, I,Ω). Notice that for each i ∈ I, the group
Yi := {a | a ∈ Yi} = {τi,χ | χ ∈ Y}
is an abelian subgroup of MiyY(A, I,Ω).
We will define the universal Miyamoto group M̂iyY(A, I,Ω) as a quotient of the
free product ∗i∈I Yi by conjugation relations between the groups Yi that exist
“globally” between the corresponding groups Yi in Miy(A, I,Ω). More precisely,
let U :=
⋃
i∈I Yi; for each a ∈ U , we consider the set
(3) Ra := {(j, k) ∈ I × I |
aτj,χ = τk,χ for all χ ∈ Y}.
We then let
M̂iyY(A, I,Ω)
:=
〈
∗
i∈I
Yi
∣∣∣ atj,χ = tk,χ for all a ∈ U , all (j, k) ∈ Ra and all χ ∈ Y〉 .
Remark 6.5. The reader might wonder why we only consider conjugation relations
that exist globally and do not define the universal Miyamoto group as the group〈
∗
i∈I
Yi
∣∣∣ ab = c for all a, b, c ∈ U satisfying ab = c〉 .
instead. The problem with this definition is that some conjugation relations might
hold “by coincidence” and we do not want to transfer those to the universal Miyamoto
group. For instance, Theorem 6.12 below would become false with this seemingly
easier definition.
On the other hand, since (A, I,Ω) is Miyamoto-closed with respect to Y, we
always have many conjugation relations at our disposal.
Lemma 6.6. Let i, j ∈ I.
(i) For each χ, χ′ ∈ Y, the relation
ti,χtj,χ′ = tπi,χ(j),χ′
holds in M̂iyY(A, I,Ω).
(ii) If τi,χ = τj,χ for all χ ∈ Y, then also ti,χ = tj,χ for all χ ∈ Y.
Proof. (i) Let a = ti,χ for some χ ∈ Y. Since (A, I,Ω) is Miyamoto-closed
with respect to Y, we have τi,χτj,χ′ = τπi,χ(j),χ′ for all χ
′ ∈ Y and therefore
(j, πi,χ(j)) ∈ Ra. It follows that all relations of the form
ti,χtj,χ′ = tπi,χ(j),χ′
hold in M̂iyY(A, I,Ω).
(ii) Let a = ti,χ for some χ ∈ Y. Recall that Yi is abelian, hence τi,χ commutes
with τi,χ′ for all χ
′ ∈ Y. Since τi,χ′ = τj,χ′ , it follows that (i, j) ∈ Ra.
Therefore, the relations
ti,χ ti,χ′ = tj,χ′
hold in M̂iyY(A, I,Ω). Since ti,χ and ti,χ′ both belong to the abelian group
Yi ≤ M̂iyY(A, I,Ω), we conclude that the relation ti,χ′ = tj,χ′ holds in
M̂iyY(A, I,Ω). 
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Proposition 6.7. Let Y ≤ XR(Γ) and let (A, I,Ω) be Miyamoto-closed with respect
to Y. Then M̂iyY(A, I,Ω) is a central extension of MiyY(A, I,Ω).
Proof. Let Ĝ := M̂iyY(A, I,Ω), G := MiyY(A, I,Ω) and U :=
⋃
i∈I Yi ⊆ Ĝ; then
Ĝ = 〈U〉. It is immediately clear from the definition of M̂iyY(A, I,Ω) that the map
U → G : a 7→ a extends to an epimorphism Φ: Ĝ → G; it remains to show that
kerΦ is central.
Let z ∈ kerΦ be arbitrary; as each generator a ∈ U has finite order, we can write
z = am · · · a1 with ai ∈ U . We have to show that
zb = b for each b = tj,χ′ ∈ U . Fix
such an element b ∈ U . For each k ∈ {0, . . . ,m}, we write
bk :=
ak···a1b ∈ Ĝ and
ck :=
ak···a1
b ∈ G.
By repeatedly applying Lemma 6.6(i), we see that each bk is again of the form tjk,χ′
for some jk ∈ I (which only depends on z and j but not on χ′) and that ck = bk
for each k.
In particular, bm = cm =
Φ(z)
b = b with b = tj,χ′ and bm = tjm,χ′ . Hence
τjm,χ′ = τj,χ′ . Because this holds for all χ
′ ∈ Y, Lemma 6.6(ii) now implies that
tjm,χ′ = tj,χ′ for all χ
′. Varying j ∈ I finishes the proof. 
For surjective morphisms between decomposition algebras, bothMiyY and M̂iyY
are functorial. The following easy lemma is the key point.
Lemma 6.8. Let (ϕ, ψ) be a morphism between two Γ-decomposition algebras
(A, I,ΩA) and (B,J ,ΩB). Then for each i ∈ I and χ ∈ XR(Γ), we have ϕ ◦ τi,χ =
τψ(i),χ ◦ ϕ.
Proof. Let a ∈ Aig for some g ∈ Γ. Then on the one hand, ϕ(τi,χ(a)) = ϕ(χ(g)a) =
χ(g)ϕ(a), while on the other hand, ϕ(a) ∈ B
ψ(i)
g and hence τψ(i),χ(ϕ(a)) = χ(g)ϕ(a)
as well. Since A =
⊕
g∈ΓA
i
g, the result follows. 
Proposition 6.9. Let Y ≤ XR(Γ). Let (ϕ, ψ) be a morphism between two Γ-decom-
position algebras (A, I,ΩA) and (B,J ,ΩB). Assume that ϕ is surjective. Then:
(i) There is a corresponding morphism θ : MiyY(A, I,ΩA) → MiyY(B,J ,ΩB)
mapping each generator τi,χ of MiyY(A, I,ΩA) to the corresponding generator
τψ(i),χ of MiyY(B,J ,ΩB).
(ii) There is a corresponding morphism θ̂ : M̂iyY(A, I,ΩA) → M̂iyY(B,J ,ΩB)
mapping each generator ti,χ of M̂iyY(A, I,ΩA) to the corresponding generator
tψ(i),χ of M̂iyY(B,J ,ΩB).
Proof. (i) It suffices to verify that if the τi,χ satisfy some relation
τi1,χ1 · · · τiℓ,χℓ = 1
inside Aut(A), then also
τψ(i1),χ1 · · · τψ(iℓ),χℓ = 1
inside Aut(B). This follows immediately from Lemma 6.8 and the fact that
ϕ is surjective.
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(ii) We have to show that each relator of M̂iyY(A, I,ΩA) is killed by θ̂. Consider
a relator
r = t−1k,χ′ ·
ti,χ tj,χ′ with (j, k) ∈ Rτi,χ .
Then by definition, we have τk,χ′ =
τi,χτj,χ′ inMiyY(A, I,ΩA). By Lemma 6.8,
this implies that τψ(k),χ′ ◦ ϕ =
τψ(i),χτψ(j),χ′ ◦ ϕ. Since ϕ is surjective, it fol-
lows that τψ(k),χ′ =
τψ(i),χτψ(j),χ′ in MiyY(B,J ,ΩB). Because this holds for
all χ′ ∈ Y, we have
(ψ(j), ψ(k)) ∈ Rτψ(i),χ .
Now θ̂ maps the given relator r to t−1
ψ(k),χ′ ·
tψ(i),χ tψ(j),χ′ , and by the definition
of M̂iyY(B,J ,ΩB), this element is trivial. 
The requirement that ϕ is surjective cannot be dropped in general, as the fol-
lowing generic type of example illustrates.
Example 6.10. Let Γ = {1, σ} be the group of order 2 and let Y = {1, χ} as
in Example 6.3 above. Since there is only one non-trivial character in Y, we will
omit it from our notation and, for example, write τi in place of τi,χ. Let (A, I,Ω)
be a Γ-decomposition algebra. The only (very weak) assumption we make, is the
existence of three different j, k, ℓ ∈ I such that there is a relation τkτj = τℓ.
We will now construct another Γ-decomposition algebra (B, J,Ω′) and a mor-
phism (ϕ, ψ) : (A, I,Ω) → (B, J,Ω′) such that the map ti 7→ tψ(i) does not induce
a group morphism between the corresponding universal Miyamoto groups.
Let B = A ⊕M , where M is a free R-module of rank 2 with basis {e, f}, and
extend the multiplication of A to B trivially (AM = MA = 0). Let ϕ : A→ B be
the natural inclusion. Let J = I × {1, 2}; we will construct two decompositions of
B for each decomposition of A in Ω. Define
Ω′[i, 1] := (Ai1 ⊕Re,A
i
σ ⊕Rf) and
Ω′[i, 2] := (Ai1 ⊕Rf,A
i
σ ⊕Re).
If we arbitrarily choose ci ∈ {1, 2} for each i ∈ I, then the map ψ : I → J : i 7→ (i, ci)
will give rise to a morphism (ϕ, ψ) of Γ-decomposition algebras. In particular, this
holds if we choose cj = ck = 1 and cℓ = 2. Now consider the corresponding
Miyamoto involutions τ(j,1), τ(k,1) and τ(ℓ,2) of B; then τ(j,1) and τ(k,1) fix the
element e whereas τ(ℓ,2) maps e to −e. In particular,
τψ(k)τψ(j) =
τ(k,1)τ(j,1) 6= τ(ℓ,2) = τψ(ℓ).
Hence the map ti 7→ tψi does not induce a group morphism M̂iyχ(A, I,Ω) →
M̂iyχ(B,J ,Ω
′).
This behavior is caused by the fact that we can distort the map ψ. If we now
restrict to axial decomposition algebras (see section 5) that are sufficiently nice
with respect to the Miyamoto maps, then this type of distortion cannot occur, and
M̂iyY becomes a functor.
Definition 6.11. Let (Γ, ∗) be a group fusion law, let Y ≤ XR(Γ) be a subgroup
of the R-character group and let Φ = (X, ∗) be a fusion law with a Γ-grading.
Let λ : X → R be an evaluation map and let (A, I,Ω, α) ∈ (Φ, λ)–AxDecR be
an axial decomposition algebra, with axes ai := α(i) for each i ∈ I. By Proposi-
tion 4.5, we can also view this as a Γ-decomposition algebra (but usually not as an
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axial Γ-decomposition algebra!). For each i ∈ I and each χ ∈ Y, let τi,χ be the
corresponding Miyamoto map.
(i) We call (A, I,Ω, α) Miyamoto-stable with respect to Y if for each i ∈ I and
each χ ∈ Y, there is a permutation πi,χ of I such that the pair (τi,χ, πi,χ) is
an automorphism of (A, I,Ω, α) in (Φ, λ)–AxDecR. In other words, for each
i, j ∈ I:
• the Miyamoto map τi,χ permutes the axes; explicitly, τi,χ(aj) = aπi,χ(j);
• τi,χ(Ajx) = A
πi,χ(j)
x for each x ∈ X .
In particular, if (A, I,Ω, α) is Miyamoto-stable, then the Γ-decomposition
algebra (A, I,Ω) is Miyamoto-closed (see Definition 6.2(iii)).
(ii) We call (A, I,Ω, α) of unique type with respect to Y if both the map α : I → A
and the map I → Hom(Y,Aut(A)) : i 7→ (χ 7→ τi,χ) are injective. In other
words, for each i 6= j:
• ai 6= aj ;
• there is at least one χ ∈ Y such that τi,χ 6= τj,χ.
In particular, the assumption that α is injective implies that the permutations
πi,χ are now uniquely determined by τi,χ.
Theorem 6.12. Let (Γ, ∗) be a group fusion law and let χ : Γ → R× be a group
homomorphism. Let Φ = (X, ∗) be a fusion law with a Γ-grading and let λ : X → R
be an evaluation map.
Let C be the full subcategory of (Φ, λ)–AxDecR consisting of axial decomposition
algebras that are Miyamoto-stable and of unique type with respect to Y. Then
M̂iyY : C → Grp is a functor.
Proof. Let (A, I,Ω, α)
(ϕ,ψ)
−−−−→ (B,J ,Ω′, β) in C. Notice that (ϕ, ψ) is also a mor-
phism in Γ–DecR. By Lemma 6.8, ϕ ◦ τi,χ = τψ(i),χ ◦ ϕ for all i ∈ I and all χ ∈ Y.
For each i ∈ I and each j ∈ J , we write ai := α(i) and bj := β(j). Then for all
i, j ∈ I and all χ ∈ Y, we have
bψ(πi,χ(j)) = ϕ(aπi,χ(j)) = ϕ(τi,χ(aj)) = τψ(i),χ(ϕ(aj))
= τψ(i),χ(bψ(j)) = bπψ(i),χ(ψ(j)),
and because β is assumed to be injective, we get
(4) ψ(πi,χ(j)) = πψ(i),χ(ψ(j)).
Wewill show that the map ti,χ 7→ tψ(i),χ induces a groupmorphism M̂iyY(A, I,Ω)→
M̂iyY(B,J ,Ω
′) by showing that if (j, k) ∈ Rτi,χ , then also (ψ(j), ψ(k)) ∈ Rτψ(i),χ .
So let (j, k) ∈ Rτi,χ ; then by Lemma 6.6(i),
τk,χ′ =
τi,χτj,χ′ = τπi,χ(j),χ′
for all χ′ ∈ Y. Because (A, I,Ω, α) is of unique type with respect to Y, this can
only happen if k = πi,χ(j). Hence, by (4) and by Lemma 6.6(i) again, also
τψ(k),χ′ = τψ(πi,χ(j)),χ′ = τπψ(i),χ(ψ(j)),χ′ =
τψ(i),χτψ(j),χ′
for all χ′ ∈ Y. We conclude that indeed (ψ(j), ψ(k)) ∈ Rτψ(i),χ . 
Example 6.13. The previous theorem is false for the ordinary Miyamoto group
MiyY , as we now illustrate. Let n ≥ 3 be odd and consider the matrix algebra
Mn(k) of all n× n-matrices over a field k with char(k) 6= 2. Let Jn := Mn(k)
+ be
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the corresponding Jordan algebra; this is the commutative non-associative algebra
with multiplication A •B := 12 (AB +BA).
Let En be the set of all primitive idempotents of Jn. These are the matrices that
are diagonalizable with eigenvalues 1 with multiplicity 1 and 0 with multiplicity n−
1. It is well known that each idempotent e in a Jordan algebra J gives rise to a
decomposition of J into Peirce subspaces, the eigenspaces of ade with eigenvalues
0, 12 and 1, and moreover, this decomposition satisfies the Jordan fusion law from
Example 2.4 (for example see [Jac68, p. 119, Lemma 1]). In the case of Jn and
e ∈ En, these eigenspaces have dimension (n − 1)2, 2(n − 1) and 1, respectively.
This gives Jn the structure of a primitive axial decomposition algebra (Jn, En,Ω, id)
admitting a Z/2Z-grading; it is clearly of unique type.
For each e ∈ En, the correspondingMiyamoto map τe is precisely the conjugation
action of 2e − 1 on Jn; since n is odd, 2e − 1 ∈ SLn(k). Hence the Miyamoto
group G = Miy(Jn, En,Ω) is isomorphic to the group generated by the elements
[2e−1] ∈ PSLn(k) ≤ Aut(Jn) for e ∈ En. Since G is a non-trivial normal subgroup
of PSLn(k), it is isomorphic to PSLn(k) itself.
Now consider the algebra morphism
ϕ : Jn → Jn+2 : A 7→ (A 00 0 )
and the map ψ : En → En+2 given by restriction of ϕ to En. Then the pair (ϕ, ψ)
is a morphism of axial decomposition algebras. However, the map τe 7→ τψ(e) does
not extend to a group homomorphism from PSLn(k) to PSLn+2(k): the product
of the Miyamoto maps corresponding to the primitive idempotents E11, . . . , Enn
(where Eij is the matrix that is zero everywhere except at position (i, j) where it
has entry 1) is trivial in PSLn(k), but the product of their images under ψ is equal
to the element [diag(1, 1, . . . , 1,−1,−1)] ∈ PSLn+2(k).
7. Decomposition algebras from representations
In this section we will see how representation theory directly gives rise to inter-
esting decomposition algebras. We will assume that our base ring is the field C of
complex numbers.
So let A be any finite-dimensional C-algebra. Let H be any finite subgroup of
the automorphism group of A and let Irr(H) be its representation fusion law as in
Example 2.13. If A is semisimple as a CH-module, then its unique decomposition
into H-isotypic components will be an Irr(H)-decomposition of A.
Definition 7.1 (See [Ser77]). Let H be a finite group and let A be a semisimple
CH-module. Let V1 ⊕ · · · ⊕ Vn be a decomposition of A into irreducible modules.
Denote the irreducible character of H corresponding to Vi by χi. For each χ ∈
Irr(H), the submodule
Aχ :=
⊕
χi=χ
Vi
is called the isotypic component of A corresponding to χ. The decomposition
A =
⊕
χ∈Irr(H)
Aχ
is called the H-isotypic decomposition of A; it is uniquely determined by A and H .
The module A is called multiplicity-free if each isotypic component is irreducible;
that is if χi 6= χj for all i 6= j.
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Theorem 7.2. Let A be a C-algebra. Let H be any finite subgroup of the au-
tomorphism group of A and let (Irr(H), ∗) be its representation fusion law. Let
{Hi | i ∈ I} be a set of (some or all) conjugates of H in Aut(A) indexed by some
set I. Then:
(i) The H-isotypic decomposition A =
⊕
χ∈Irr(H) Aχ of A is an (Irr(H), ∗)-de-
composition.
(ii) If A is multiplicity-free (as a CH-module), then any non-zero element a ∈ A1
is an axis for this decomposition.
(iii) For each i ∈ I, let A =
⊕
χ∈Irr(H)A
i
χ be the Hi-isotypic decomposition of A.
Let Ω =
(
(Aiχ)χ∈Irr(H) | i ∈ I
)
. Then (A, I,Ω) is an (Irr(H), ∗)-decomposition
algebra.
(iv) If A is multiplicity-free (as a CH-module) and for each i ∈ I, ai is a non-
zero element of Ai1. Then (A, I,Ω, α) is an axial decomposition algebra, where
α : I → A : i 7→ ai.
Proof. (i) Let V1⊕· · ·⊕Vn be a decomposition of A into irreducibles. By Schur’s
lemma [Ser77, §2.2], Hom(Vi ⊗ Vj , Vk) = 0 whenever χk is not a constituent
of χi ⊗ χj . Hence the projection of Vi · Vj onto Vk is zero.
(ii) Note that the requirement that A is multiplicity-free implies that each Aχ
is a simple CH-module. The fusion law implies that A1Aχ ⊆ Aχ for all
χ ∈ Irr(H). Thus for any non-zero a ∈ A1, we have (ada)Aχ ∈ Hom(Aχ, Aχ).
Schur’s lemma now implies that Hom(Aχ, Aχ) ∼= C and hence a is an axis for
this decomposition.
(iii) This follows from (i).
(iv) This follows from (ii). 
Example 7.3. A typical choice for H is the centralizer CG(g) of an automorphism
g ∈ G := Aut(A) of finite order n. Notice that by Proposition 3.6, this implies that
the fusion law (Irr(H), ∗) is Z/nZ-graded. For example, if A is the Griess algebra,
we can recover its structure as an axial algebra (with Z/2Z-grading) by taking H
equal to the centralizer of a 2A-involution.
Conversely, we can use this technique to refine the fusion law of a decomposition.
Proposition 7.4. Let A =
⊕
x∈X Ax be a decomposition of a C-algebra A. Let
H ≤ Aut(A) be a finite subgroup such that each Ax is H-invariant. For each x ∈ X,
let χx be the character of the CH-module Ax. Consider the map
∗ : X ×X → 2X : (x, y) 7→ {z ∈ X | 〈χz, χxχy〉 6= 0}
where 〈 , 〉 is the inner product on the space of class functions of H. Then A =⊕
x∈X Ax is an (X, ∗)-decomposition of A.
Proof. This follows immediately from the fact that HomCH(Ax⊗Ay, Az) = 0 when-
ever 〈χz , χxχy〉 = 0. 
Remark 7.5. Although we formulated the results in this section for a finite
group H , they can easily be generalized to Lie groups or linear algebraic groups.
The proof only requires a suitable version of semi-simplicity and Schur’s lemma.
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8. Norton algebras
If G is the Miyamoto group of a Miyamoto-stable axial decomposition algebra,
then G has a natural permutation action on the set of axes. We give a reverse
construction. Starting from a transitive permutation representation of a group G,
we construct a Miyamoto-stable axial decomposition algebra on which G acts by
automorphisms. More precisely, we will prove that Norton algebras are axial de-
composition algebras. Norton algebras, in the sense of this section, were first intro-
duced in [CGS78] starting from association schemes. We refer to [BI84] for more
information about association schemes and Norton algebras.
Definition 8.1. Let X be a finite set and let Ri ⊆ X×X for i = 0, . . . , d. Assume:
(I) X × X = R0 ∪ · · · ∪ Rd and Ri ∩ Rj = ∅ for all i 6= j; that is, the sets Ri
form a partition of X ×X ;
(II) R0 = {(x, x) | x ∈ X};
(III) for each i, tRi := {(x, y) | (y, x) ∈ Ri} = Ri′ for some i′;
(IV) for any (x, y) ∈ Rk, the number of z ∈ X for which (x, z) ∈ Ri and (z, y) ∈ Rj
is a constant pkij only depending on i, j, k;
(V) pkij = p
k
ji for all i, j, k.
Then (X, {Ri}0≤i≤d) is called a (commutative) association scheme. If
tRi = Ri for
all i, then we call the association scheme symmetric.
Example 8.2 ([BI84, §II.2, Example 2.1]). Let G be a transitive permutation
group acting on a finite set Ω. Denote the orbits of G on Ω×Ω by Λ0, . . . ,Λd where
Λ0 = {(x, x) | x ∈ Ω}. Then (Ω, {Λi}0≤i≤d) satisfies (I)–(IV). Requirement (V) is
satisfied if and only if the corresponding permutation character is multiplicity free.
This association scheme is symmetric if and only if for any i and for any x, y ∈ Λi
there exists a g ∈ G such that gx = y and gy = x. If this condition is satisfied, we
say that G acts generously transitively on Ω.
Definition 8.3. Let X = (X, {Ri}0≤i≤d) be an association scheme.
(i) For each i, let Ai be the matrix whose rows and columns are indexed by the
set X and such that
(Ai)xy =
{
0 if (x, y) /∈ Ri,
1 if (x, y) ∈ Ri.
Then A0 = I and AiAj =
∑d
k=0 p
k
ijAk for all i, j. Hence, by (V), they span
a commutative subalgebra of the full matrix algebra. This algebra is called
the Bose–Mesner algebra or the adjacency algebra. This algebra is also closed
under the entry-wise or Hadamard matrix product which we denote by ◦:
(A ◦B)ij = (AijBij).
(ii) Let V be the Hermitian space with orthonormal basis {ex | x ∈ X} indexed
by the set X . Then the Ai act naturally on V and because they pairwise
commute, they can be diagonalized simultaneously by a unitary matrix U . Let
V = V0 ⊕ V1 ⊕ · · · ⊕ Vr be the decomposition of V into common eigenspaces.
It is readily verified that we can pick V0 = 〈(1, . . . , 1)〉. Denote the matrix
form, with respect to the basis {ex | x ∈ X}, of the projection πi of V onto
Vi by Ei. Then r = d and E0, . . . , Ed form a basis of primitive idempotents
for the adjacency algebra of X [BI84, §2.3, Theorem 3.1]. Since the adjacency
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algebra is closed under the Hadamard product, there exist constants qkij such
that Ei ◦ Ej =
1
|X|
∑d
k=0 q
k
ijEk. We call q
k
ij the Krein parameters of X .
(iii) For each i, j and k we can define a bilinear map σkij : Vi × Vj → Vk as point-
wise multiplication with respect to the basis {ex | x ∈ X} composed with
projection onto Vk. That is,
σkij(v, w) :=
∑
x∈X
〈v, ex〉〈w, ex〉πk(ex).
In particular, σiii gives Vi the structure of a commutative non-associative al-
gebra, which is called a Norton algebra. We denote this product on Vi by ⋆.
Remark 8.4. If X is a symmetric association scheme then all the matrices Ai will
be symmetric and hence simultaneously diagonalizable by a real orthogonal matrix.
In that case the matricesEi will be symmetric real matrices and the Norton algebras
can be defined over R.
Proposition 8.5 ([BI84, §II.8, Proposition 8.3]). We have
(i) σkij = 0 if and only if q
k
ij = 0;
(ii) σkij(πi(ex), πj(ex)) =
1
|XÂă|
qkijπk(ex).
Proof. This is readily verified from Ek(Ei ◦ Ej) =
1
|X|q
k
ijEk. 
Norton algebras provide a rich source of examples of decomposition algebras:
Theorem 8.6. Let X = (X, {Ri}0≤i≤d) be a symmetric association scheme. Let
ex and πi be as in Definition 8.3. Let Vi be one of its Norton algebras and suppose
πi(ex) is non-zero for all x ∈ X. Then for each x ∈ X,
adπi(ex) : Vi → Vi : v 7→ πi(ex) ⋆ v
is diagonalizable. Let
⊕
λ∈Λ(Vi)
x
λ be the decomposition of Vi into eigenspaces for
adπi(ex). Let Ω :=
(
((Vi)
x
λ)λ∈Λ | x ∈ X
)
. Then (Vi, X,Ω, x 7→ πi(ex)) is an axial
decomposition algebra.
Proof. Consider the linear operator
θ : V → V : v 7→
∑
y∈X
〈πi(ex), ey〉〈πi(v), ey〉πi(ey).
Its restriction to Vi equals ι ◦ adπi(ex), where ι : Vi → V is the natural embedding.
Since Vi is an invariant subspace of θ, it suffices to prove that θ is diagonalizable.
The matrix form of θ with respect to the basis {ex | x ∈ X} is Ei diag(πi(ex))Ei.
Since X is symmetric, this is a real symmetric matrix and hence θ is a Hermit-
ian operator on V and therefore θ is diagonalizable. The remaining statement is
obvious. 
Remark 8.7. If X is not symmetric, then θ will not necessarily be a Hermitian
operator. However, it can still be interesting to look at the decomposition of Vi
into generalized eigenspaces of adπi(ex).
In the next example, we illustrate how to obtain a suitable fusion law using
Proposition 7.4 and Theorem 7.2.
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Example 8.8. Let G be a group and X a conjugacy class of elements of order n.
Suppose that G acts generously transitively on X and consider the corresponding
symmetric association scheme. Let Vi be one of its Norton algebras. The natural
permutation action of G on X induces algebra automorphisms on this Norton alge-
bra. Hence there exists a morphism ρ : G→ Aut(Vi) ≤ GL(Vi). Let CG(x) be the
centralizer in G of x ∈ X and (Irr(CG(x)), ∗) its representation fusion law. Since
the action of CG(x) commutes with the linear operator adπi(ex), it leaves invariant
its eigenspaces. Now apply Proposition 7.4 with H = CG(x) to construct a fusion
law (Λ, ∗′) for the decomposition
⊕
λ∈Λ(Vi)
x
λ of Vi. Now let (Vi)
x
λ =
⊕
j∈J (Vi)
x
λ,j
be the decomposition of (Vi)
x
λ into irreducible subrepresentation for CG(x). Denote
the irreducible character of CG(x) corresponding to (Vi)
x
λ,j as χj and define
(Vi)
x
λ,χ =
⊕
χj=χ
(Vi)
x
λ,j .
By Theorem 7.2, the decomposition
Vi =
⊕
λ∈Λ
χ∈Irr(CG(x))
(Vi)
x
λ,χ
is a (Λ × Irr(CG(x)), •)-decomposition, where (Λ × Irr(CG(x)), •) is the product
of the fusion laws (Λ, ∗′) and (Irr(CG(x)), ∗). Since 〈x〉 ≤ Z(CG(x)) the map
(λ, χ) 7→ χ(x) defines a Z/nZ grading of this fusion law. The Miyamoto involution
τx with respect to this Z/nZ-grading is precisely the automorphism ρ(x) and the
Miyamoto group is 〈ρ(x) | x ∈ X〉 = ρ
(
〈X〉
)
. In particular, if G is simple, then the
Miyamoto group coincides with ρ(G) ∼= G.
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