Abstract. We isolate a technique for showing that a picture language (i.e. a \two-dimensional language") is not recognizable. Then we prove the non-recognizability of a picture language that is both starfree (i.e., de nable by means of union, concatenation, and complement) and piecewise testable (i.e., de nable by means of allowed subpictures), solving an open question in GR96]. We also de ne local, locally testable, and locally threshold testable picture languages and summarize known inclusion results for these classes. The classes of piecewise testable, locally testable, and locally threshold testable picture languages can, as in the word case, be characterized by certain (fragments of) rst-order logics.
Introduction
In GRST96, GR96] , the authors investigated the class of recognizable picture language (as a straightforward generalization of recognizable word languages to two dimensions), and compared it to variants of classes of regular picture languages, de ned by \regular expressions" built up by union, row-and columnconcatenation, and, optionally, iterated row-/column-concatenation and/or complement.
It turns out that the class of recognizable picture languages is not closed under complement, and the regular expressions without complement do not capture the class of recognizable picture languages, in contrast to the Kleene Theorem for the one-dimensional case. One question that remained open was whether every language de ned by regular expressions with all of the above-mentioned operations is recognizable. We answer this question negatively, even for the case that the iterated concatenations are omitted, i.e. the \starfree" expressions. For this aim, we recapitulate and isolate a technique for showing the non-recognizability of a picture language. This technique has also been used in MT97] .
Besides, we consider some other adaptions of classes of formal languages to the two-dimensional case, namely di erent versions of rst-order de nable languages, as well as piecewise testable, locally testable, and locally threshold testable picture languages, and report some known and some simple results about these. For example, it is shown in Wil97] that there is a rst-order de nable picture language that is not starfree. . The language of all pictures of size m n is denoted by ? m;n . There are two di erent, partial concatenations for pictures: the row concatenation P Q (column concatenation P Q, respectively) of two pictures P and Q of the same width (height, respectively) is the picture obtained by appending Q to the bottom (right, respectively) of P. These concatenations can be generalized to languages the straightforward way.
Since picture languages are the two-dimensional analogue to word languages, it is somewhat natural to try to transfer de nitions of interesting word language classes to these. We will rst give a straightforward de nition of recognizability.
De nition 1. A picture language L over ? is domino-local i there are local word languages L 1 , L 2 over ? such that L is the set of pictures whose columns (considered as words) are in L 1 and whose rows are in L 2 .
A picture language is recognizable if it is the image of a local picture language under some alphabet projection.
This de nition is consistent with other equivalent de nitions of recognizability given in GRST96, GR96] . (Among these, there is the characterization via existential monadic second-order logic over the signature with the two binary relation symbols S 1 and S 2 for vertical and horizontal successors.)
The following fact has recently been proved by Klaus Reinhard. Intuitively, this lemma says that for a recognizable picture language, there is no more than exponentially much space to pass information from one side of the picture to the other.
We use the above lemma to reformulate the proof of non-recognizability of an example language from GRST96]. Proposition 1. Let L be the set of pictures over fa; bg of the form PP where P is a square. Then L is not recognizable.
Proof. For every m 1 let M m := f(P; P) j P 2 ? m;m g. We have for all squares P; P 0 that PP 0 2 L () P = P 0 , so (M m ) has the property of Lemma 3. But jM m j = 2 m 2 is not 2 O(m) , therefore L is not recognizable.
In GRST96] the non-recognizability of the above language has been shown using essentially the same argument. The complement of L is recognizable, so a corollary is that the class of recognizable picture languages is not closed under complement.
In fact, the author does not know any example for a picture language whose non-recognizability can be shown, but not by this lemma.
We consider another example.
Proposition 2. Let CORNERS be the set of pictures P over fa; bg such that whenever P(i; j) = P(i 0 ; j) = P(i; j 0 ) = b then also P(i 0 ; j 0 ) = b. (Intuitively: Whenever three corners of a rectangle carry a b, then also the fourth one does.) CORNERS is not recognizable.
Proof. Let n 1. For every partition P of f1; : : : ; 2ng into two-element sets we x a bijection P : P ! f1; : : : ; ng. (For example, we can choose P (fi; i 0 g) to be the number of elements fj; j 0 g of P for which minfj; j 0 g minfi; i 0 g.)
Now we choose a picture P over fa; bg of size 2n n such that for all (i; j) 2 f1; : : : ; 2ng f1; : : : ; ng:
P Let M n be the set of all pairs (P P ; P P ) where P is a partition of f1; : : : ; 2ng
into two-element sets.
Then we have for all partitions P; P 0 that P P P P 0 2 CORNERS () P = P 0 , so (M n ) has the property of Lemma 3.
For the number A n of partitions of f1; : : : ; 2ng into two-element sets one easily veri es the recursion formula A 1 = 1, A n+1 = (2n + 1)A n . We have that jM n j = A n n! is not 2 O(n) and hence Lemma 3 implies that CORNERS is not recognizable.
Piecewise Testable Picture Languages
De nition 3. Let Example 2. The picture language CORNERS from Proposition 2 is piecewise testable.
The proof is immediate since CORNERS is the set of pictures such that no 2 2-subpicture of P has exactly 3 b's, and this property holds for every or for none element of a (2; 2)-equivalence class. This example shows that, unlike in the theory of formal word languages, not every piecewise testable picture language is recognizable. The proof is similar to the word case. The class of recognizable picture languages is closed under row-and column concatenation and union, but (as mentioned before) not under complement.
In GRST96] the authors asked whether, nevertheless, every starfree picture language is recognizable. We answer this question negatively. Lemma 4. The language CROSS from Example 3 is not starfree.
5 Local, Locally Testable, and Locally Threshold Testable Picture Languages
We give straightforward adaptions of de nitions of languages classes de ned by certain \local" properties. These de nitions can also be found, for instance, in GRST96].
De nition 5. Let P 2 ? m;n and Q 2 ? m 0 ;n 0 . Then P is a subblock of Q if there are k m 0 ? m and l n 0 ? n such that Q(i; j) = P(k + i; l + j) for all (i; j) 2 f1; : : : ; mg f1; : : : ; ng. For a picture P over ?, we denote byP the picture over ? f#g that results from P by surrounding it with the fresh boundary symbol #.
A picture language L is local i there is some set of 2 2-pictures over ? f#g such that L contains exactly those pictures P for which the (2 2)- Since every local language is a union of (2; 2)-block-equivalence classes, and (m; n)-block-equivalence is coarser than (maxfm; ng; 0)-block-threshold-equivalence, we have that every domino-local language is local, every local language is locally testable, and every locally testable picture language is locally threshold testable.
In GR96] it is shown that the class of recognizable picture languages is the class of those picture languages that can be obtained from a local picture language via alphabet projection. Here, the non-inclusions are again witnessed by the well-known examples from word language theory, and the last inclusion is trivially inferred by the logical characterizations of Remark 2.
Since REC is not closed under complement (as mentioned after Proposition 1) whereas the classes FO( 1 ; 2 ), PT, and SF are, the class co-REC of complements of recognizable picture languages is incomparable to all of these classes, too.
Concluding, one could say that in the world of picture languages, only trivial language class inclusions hold. One open question is: Is there a natural example for a non-recognizable picture language for which Lemma 3 fails to prove the non-recognizability? One candidate is the language of squares over fa; bg that have as many a's as b's. It is easy to see that Lemma 3 cannot be used to show the non-recognizability of this example language, however we conjecture that it is not recognizable.
