Abstract. We consider nonlinear inverse problems described by operator equations F (a) = u. Here a is an element of a Hilbert space H which we want to estimate, and u is an L 2 -function. The given data consist of measurements of u at n points, perturbed by random noise. We construct an estimatorâ n for a by a combination of a local polynomial estimator and a nonlinear Tikhonov regularization and establish consistency in the sense that the mean integrated square error E â n − a 2 H (MISE) tends to 0 as n → ∞ under reasonable assumptions. Moreover, if a satisfies a source condition, we prove convergence rates for the MISE ofâ n , as well as almost surely. Further, it is shown that a cross validated parameter selection yields a fully data driven consistent method for the reconstruction of a. Finally, the feasibility of our algorithm is investigated in a numerical study for a groundwater filtration problem and an inverse obstacle scattering problem, respectively.
Introduction
Suppose we want to estimate a quantity described by an element a of a separable Hilbert space H over the real numbers. Suppose further that a is not directly observable, but only measurements of an L 2 -function u ∈ L 2 (Ω, µ) defined on a metric space Ω with a Borel measure µ. Here u is related to a by a possibly nonlinear operator
Examples will be given in the last two sections of this paper. We assume that the true solution a † ∈ D(F ) is uniquely determined by the function u † := F (a † ), i.e. for all a ∈ D(F ),
In all practical situations only a finite number of data is available. We assume that at our disposal are n noisy measurements Y i of the function u † at points X i ∈ Ω described
by an inverse regression model
Here (X i , i ) are independent and identically distributed random variables, s. If v is constant, the model is called homoscedastic, otherwise heteroscedastic. We would like to stress, that for the estimators discussed in this paper, neither v nor the distribution of i have to be known. In other words, no apriori information on the noise level is required, the suggested estimators are fully data driven and will be shown to be consistent under very general assumptions on u, v and the distribution of (X i , ε i ). In statistical terminology model (3) is denoted as a random design model, because the points X i are random variables with values in Ω distributed according to a common (but unknown) design density f . In order to keep proofs more readable we confine ourself to this setting. However, we mention that similar results hold for the assumption of a deterministic design, i.e. when the X i are determined by the experimenter in advance. Here further regularity conditions on the distribution of the measurement points X i have to be posed (see [25] ).
To construct an estimatorâ n of a † we proceed in two steps: First we estimate u † by a proper smoothing estimatorû n . In the second step, an estimator for a † is constructed using the estimatorû n of the first step. To this end we use nonlinear Tikhonov regularization, i.e. the estimatorâ n,αn for some regularization parameter α n > 0 and some a priori guess a 0 ∈ X is given by a global minimum of the functional
we establish the rate of convergence of E â n − a † 2 H if a † − a 0 belongs to the range of F [a † ] * and is sufficiently small.
An attractive feature of the model (3) is the possibility to reliably estimate the variance function v of the noise. (Recall that in a deterministic framework the data noise level has to be known a priori to construct parameter choice rules leading to convergent regularization methods, see [2] ). This estimate is useful in the second step, the nonlinear Tikhonov regularization (4), for the choice of the regularization parameter α n . To this end cross validation of the mean integrated square error E û n −u † 2 L 2 (Ω) will be used in the first step and consistency of the entire algorithm will be shown. Hence, our method is completely data-driven, i.e. the choice of the smoothing parameters in both steps depends only on the given data (X i , Y i ).
Whereas there exists a huge literature on linear inverse problems with random noise (see [8] for a recent review), only a few results have been published on nonlinear problems of this kind (see e.g. [33, 35, 38] ).
To the best of our knowledge, rigorous consistency and convergence rate results for nonlinear inverse problems with random noise are only available in a benchmark paper by Sullivan [34] so far.
The approach discussed there, often called method of regularization (MOR), consists in replacing the term [35] ). Apparently, this has the advantage that only one regularization parameter has to be chosen. However, if we aim at a completely data-driven parameter selection method, e.g. by cross validation, then the MOR requires a large number of numerically expensive operator inversions. Already for linear inverse problems, an analysis of crossvalidation (see Lucas [22] ) requires a number of technical assumptions on the operator.
With our approach a difficult parameter selection problem occurs only in the first step of estimating u † . Since this step also provides an estimate of
, we can apply well-known parameter selection methods from deterministic theory (see [7] ) to select α n in (4). Another advantage of our approach is a simplification and improvement of the convergence analysis. Sullivan [34] investigated the convergence of the MOR only for a special class of problems for which the linearized operator equations are well-posed if the space L 2 (Ω) is replaced by a Sobolev space W s (Ω). This excludes important inverse problems as for example the inverse scattering problem considered in subsection 4.3 of this paper. Moreover, we demonstrate at a particular example in section 5 that our method is capable of achieving minimax rates for a particular smoothness class whereas Sullivan's convergence rate estimates are always slightly worse than the corresponding rates for linear problems obtained by Nychka & Cox [28] , i.e. they are suboptimal.
As opposed to the frequentist's point of view followed in this paper, Bayesian methods have been successfully applied for the solution of nonlinear inverse problems with applications in impedance tomography and other areas (see [19] and references therein). Whereas Bayesian methods involve a large number of regularized inversions of the operator F , the frequentist method considered here requires only one operator inversion. Hence, this method is computationally more efficient. Moreover, our method requires no a priori information on the distribution of the data noise. On the other hand, a posterior distribution of a in (1) computed by a Bayesian approach contains much more information than a single estimator provided by a frequentist approach.
The plan of this paper is as follows: Sections 2 and 3 contain the main results of this paper on consistency and convergence rates of the method under investigation given certain assumptions on the estimatorsû n and on the operator F . In section 4 we demonstrate for two important inverse problems, the recovery of a diffusion coefficient in groundwater filtrations from distributed measurements, and an inverse obstacle scattering problem, that all assumptions can of our consistency theorem can be verified. To estimate u † in the first step, we use local polynomial estimators. Monte
Carlo experiments show the validity of our results. Finally, in section 5, we show the potential minimax rate optimality of our method at a particular linear example.
Consistency
For the reconstruction of a from observations (X 1 , Y 1 ), . . . , (X n , Y n ) it will be crucial to construct a sequence of statisticsû n , n ∈ N for u † such that
for some sequences γ n → 0 and β n → 0. In order to construct estimators satisfying these conditions, a priori smoothness information on u † are required. One possibility to construct estimatorsû n satisfying (5) and (6) In what follows, we assume that F is weakly sequentially closed, i.e. if a sequence (a n ) n∈N ⊂ D(F ) convergences weakly to some a ∈ H, a n a and if F (a n ) u for some u ∈ G, then a ∈ D(F ) and F (a) = u. A sufficient condition for weak sequential closedness is that D(F ) is weakly closed (e.g. closed and convex) and that F is weakly continuous.
As an immediate consequence of the deterministic convergence theorem for nonlinear Tikhonov regularization (see [7, Theorem 10.3] ) we obtain the following result.
Proposition 1.
Assume further that F is weakly sequentially closed and that (2) , (3) and (5) hold true. Letâ n denote a solution to the minimization problem
and assume that the regularization parameters α n > 0 are chosen such that
Then
We mention that the weak closedness of F guarantees existence, but not uniqueness of a solution to the minimization problem (7) . For many initial estimators of q, in particular for local polynomial estimators considered below, condition (5) with an explicit rate γ n may be hard to verify. Moreover, the parameter choice rule (8) may not be advantageous, especially if the estimate of the rate γ n is too pessimistic. We will establish the following result based on condition (6).
Theorem 2.
Assume that F is weakly sequentially closed and that (2) , (3) and (6) hold true. Letâ n denote a (not necessarily unique) solution to the minimization problem (7) and assume that the regularization parameters α n > 0 are chosen such that
Proof. By the definition ofâ n as a solution to the minimization problem (7), the inequality
H . With the parameter choice rule (9) and assumption (6) we obtain lim sup
Our next aim is to show that there exists a limiting vector a ∞ ∈ H and a subsequence (â n(k) ) of (â n ) such that for all
Note that A := (sup n∈N E â n 2 H ) 1/2 is finite due to (12) . Let {ϕ l : l ∈ N} be a complete orthonormal system in the separable Hilbert space H. By the CauchySchwarz inequality, we have
Hence, there exists a subsequence n 1 (k) and
Repeating the same argument, we obtain a subsequence n 2 (k) of n 1 (k) and a number ξ 2 ∈ R such that E â n 2 (k) , ϕ 2 H → ξ 2 as k → ∞, and so on. The diagonal sequence n(k) := n k (k) has the property that
Hence,
Now it follows from the Cauchy-Schwarz inequality that
This completes the proof of (14) .
The next step of the proof is to show that a ∞ = a † . By (6) and (13), it follows
for all l ∈ N. We claim that almost surely there exists a bounded subsequence (âm (k) ) of (â m(k) ). Assume on the contrary that the event D that lim inf k→∞ â m(k) H = ∞ has probability P (D) > 0. Then Fatou's lemma together with (12) gives the contradiction
A similar argument as above with the bound A in (15) replaced by B := sup k∈N âm (k) H shows thatâm (k) a ∞ as k → ∞. Now the weak closedness of F and the uniqueness assumption (2) imply that a ∞ = a † .
To finally prove the assertion (10), we assume on the contrary that there exist an > 0 and a subsequence (âñ (k) ) such that
for all k ∈ N. Using the results above, we may assume, by possibly going to another subsequence, that
for all ϕ ∈ H as k → ∞. Using the identity
the inequality (12) , and (17) we obtain lim sup
which contradicts (16) . This completes the proof of (10).
A convergence rate result
The following theorem is in our statistical setting (3) an analogue of a well-known result by Engl, Kunisch & Neubauer [6] .
Theorem 3. Assume that F is Fréchet differentiable, that D(F ) is convex, and that there exists a Lipschitz constant L > 0 such that
for all a 1 , a 2 ∈ D(F ). Moreover, assume that the source condition
is satisfied for some w ∈ L 2 (Ω, µ). Letâ n be a solution to (7) .
(i) If condition (5) is satisfied and
i.
, and (21) (ii) If the estimate (6) holds true and
then
Proof. As in the proof of Theorem 2 we use inequality (11) .
H on both sides of this inequality yields
Here condition (19) has been used in the last line. Due to (18) and the convexity of D(F ) the Taylor remainder satisfies the standard estimate
Inserting this into (24) and using the Cauchy-Schwarz inequality yields
and hence
Neglecting the first term on the left hand side of this inequality yields
and neglecting the second term yields
using the triangle inequality. Together with the assumption (5) and the parameter choice rule (20) , the estimates (25) and (26) immediately yield (21) . Squaring (26), taking expected values of (25) and (26), and using (22), we obtain (23).
Remark 1. If no a priori smoothness information on u † is available, it is possible to introduce a smoothing operator Q : L 2 (Ω, µ) →H mapping to another Hilbert spaceH and multiplying both sides of (1) by Q:
The first step then consists in constructing estimatorsq n of q † := Qu † satisfying (5) or (6) withû n replaced byq n and u † by q † . The second step consists in minimizing the
The results above now can be applied to the operator QF instead of F .
If F is linear, the adjoint operator Q = F * is typically used. Under reasonable assumptions it is possible to construct an unbiased, √ n-consistent estimatorq n for q † in the first step, which gives, however additional ill-posedness induced by multiplication by F * . In a second step some linear regularisation method is employed. Mair and Ruymgaart [23] have shown that for linear operators F the resulting estimators for a † achieve the best possible rate of convergence as n → ∞ in many cases.
Applications
In this section we show how the results above can be applied to the estimation of a diffusion coefficient from distributed measurements and an inverse obstacle scattering problem. In both cases the estimation of u † in the first step of our method is done by local polynomial estimators.
Estimation of u † by local polynomial estimators
The basic idea of local polynomial estimators is to estimate the regression function u † at a particular point x ∈ Ω by locally fitting a pth degree polynomial to the data by weighted least squares (see [11] ).
We
In this section we argue that local polynomial estimators are well suited to estimate u † in this setting and in particular that condition (6) holds if u † is estimated that way. Furthermore we describe an estimator of the MISE. This is necessary to select the regularization parameter α n in the Tikhonov functional (4). Of course, local polynomial estimators are not the only valid options, other estimators such as series or wavelet estimators would work as well (see [37] or [5] for an overview on statistical smoothing methods).
A particularly important and simple class of local polynomial estimators are local linear estimators corresponding to the choice p = 1. The linear polynomial estimator can be expressed in matrix notation bŷ
where
and
denotes a kernel function K = 1 with bandwidth h. The representation (27) allows for an efficient and simple numerical implementation.
The following theorem, adapted from [36] , gives an estimate of the mean integrated square error E û n (·, h) − u † 2 L 2 (Ω) conditioned on X 1 , . . . , X n . Recall that for two real random sequences A n , B n with B n = 0 we write A n = o P (B n ) if lim n→∞ P (|A n /B n | > ε) = 0 for all ε > 0, i.e. if A n /B n → 0 in probability.
Theorem 4. Assume that
, and that the design density (27) is well defined with probability 1 and the MISE satisfies
An important issue is a proper selection of the bandwidth h. Minimizing the right hand side of eq. (28) (without the o P ()-term) leads to the choice
with asymptotically optimal constant
There are several options to estimate the optimal bandwidth h opt . Recently, Xia & Li [40] proved that for the local polynomial estimator h opt can be consistently estimated by cross validation, which consists in minimizing the distance
is the "leaveone-out" estimator based on the data (X j , Y j ), j ∈ {1, . . . , n}\{i}.
Under additional regularity assumptions on K, f , u † and the distribution of ε i , and
whereĥ n denotes the bandwidth determined by cross-validation. This is sufficient to verify that assumption (6) holds a.s., and hence a.s. the assertions of Theorems 2 and 3 (ii). Hence we obtain, that our method with cross-validated bandwidthĥ n yields a fully data driven consistent estimator of u † .
We remark that many alternative solutions exist for the estimation of h opt , among them are methods based on plug-in selection (e.g. [14] or [30] ), or on bootstrap (cf. [18] ). There is a controversial and comprehensive discussion which data driven selection method of h performs best (e.g. [18] ). Recently, Loader [21] argued forcefully that cross validation still represents a reliable method albeit critized by various authors during the past. Hence, in the subsequent examples we confine ourself to cross validation for the selection of h.
So far we only have argued that the locally linear polynomial estimator provides an estimator for u † , for which assumption (6) holds, i.e. which has sufficient convergence properties of the MISE. However, in order to estimate a † we have to select the regularization parameter α n in the Tikhonov functional (4) asymptotically proportional to the MISE as in (22) and hence we need to estimate the MISE itself. In theory we could select α n = MISE(ĥ n ), i.e. use the MISE based on the cross validation bandwidthĥ n . However, this approach did not perform well in our numerical simulation studies (cf. sections 4.2 and 4.3). We therefore have used a different method related to plug-in bandwidth selection methods (see e.g. [15] ), which is based on estimating the right hand side of (28) . We stress that we do not aim to give a completely rigorous analysis of this method here, which would require an almost sure expansion of (28) in order to obtain a.s. consistency. However, by means of (28) one can obtain a weakly and L 2 -consistent method. To this end estimate the first term on the right hand side of (28) by estimation of derivatives of u † . Using the idea of plug-in methods this is done again by local polynomial estimators of degree p ≤ m with cross-validated bandwidth.
To estimate the second term on the right hand side of (28), we use an estimator of the variance v. For simplicity we restrict ourselves to homoscedastic noise, i.e. v(x) = v 0 for all x ∈ Ω (see [32, 12] for heteroscedastic noise). Following [13] , in this case a simple estimator for v 0 is given bŷ
with a normalization constant
this estimator can be shown to be asymptotically minimax under certain regularity conditions (see [13] ) and has been extended to d ≥ 2 by Munk et al. [26] . If the selection of h is performed by the crossvalidation procedure, consistency has been shown by Neumann [27] . A computationally much simpler, but less efficient option is the use of local residual estimators as described in [4] and [26] , which have been demonstrated to work sufficiently well in many examples.
Remark 2. We mention that it is also possible to show that condition (5) holds for local polynomial estimators, e.g. based on a result of Masry [24] , who established uniform strong consistency over compact subsets of R d . Again, (29) can be used to prove a.s. consistency of our method. Masry's [24] results involve various additional technical assumptions on u † , the design density f , the distribution of the error variables i and the kernel K. Uniform almost sure convergence of the L 2 -error for the local polynomial estimators has also been proved by Kohler [20] under general assumptions, but without rates as required in condition (5).
Estimation of the diffusivity in groundwater filtration
Let Ω ⊂ R d , d ∈ N be a smooth bounded domain and consider the elliptic boundary value problem
This differential equation is used to model steady-state groundwater flow. Here a is the diffusitivity of the sediment, u is the piezometric head, and g represents sinks and sources of water. For a discussion of this and related problems in a deterministic context we refer to [1] . It is well-known that the boundary value problem (31) has a unique weak solution
, and a ≥ a for some constant a > 0. We introduce
is continuously embedded in L ∞ (Ω) for smooth Ω. By elliptic regularity results (see [39] ) the degree of smoothness of u † is determined by the smoothness of a † , g, and ∂Ω, e.g.
, and g ∈ H k−1 (Ω). Hence, we can apply the results of subsection 4.1 on local polynomial estimators.
Using a weak formulation of the differential equation (31), it is not difficult to prove that F is Fréchet-differentiable. The interpretation of the source condition (19) is discussed for d = 1 in [7, Chapter 10.5] . Weak closedness of F can be shown using Lemma 5 below and the compactness of the embedding [39] ). The domain D(F ) is weakly closed since it is closed and convex. It has been shown by Richter [29] that a † is uniquely determined by u † (condition (2)) if g is positive and Hölder continuous on Ω. Hence, the results of sections 2 and 3 can be applied to our problem. properties we need a much smaller number J of degrees of freedom to approximate a † with the required accuracy than with a linear finite element approximation. Figure 1 presents the L 2 -distance between the "true" diffusivity function a † and the estimateâ n for varying sample numbers n, where 25 simulations have been performed for each sample size. Observe from these log − log-plots that the quality of reproduction both for u † and a † suggests a polynomial rate as the sample size increases.
Lemma 5. Assume that the Hilbert space H is compactly embedded in a Hilbert spacẽ H. Let F : D(F ) → Y be an operator defined on a weakly closed domain D(F ) ⊂ H mapping to another Hilbert space Y and assume that F can be extended to an operator
Finally the performance of our algorithm is illustrated in Figure 2 which shows a typical estimate of u † and a † for n = 50 and √ v = 0.03. The quality of the reconstruction of a † is reasonable considering the small number of observations and the ill-posedness of the problem. Observe the correlation between regions of low well density and subaverage quality of recovery of a † . 
Inverse obstacle scattering
In this section we apply our algorithm to the problem to reconstruct the shape of a sound-hard acoustic scatterer from far field measurements of the scattered field (cf. [3] ). Let K ⊂ R 2 be a smooth compact scatterer, which for simplicity is assumed to be star-shaped with respect to the origin. We consider a plane incident wave u i ( 
The amplitude factor u ∞ : S 1 → C is called far field pattern of u s . Far field patterns are always analytic functions (see [3] ).
Since K is assumed to be star-shaped, its boundary can be described by a 2π-periodic function a : R → (0, ∞):
We assume that a † belongs to the Sobolev space
The inverse problem is described by the operator equation
where the operator (2)) is an open problem for the situation described above, a number of uniqueness results has been shown if more data or a priori information are available (see [3] ). Concerning Theorem 3, it has been shown in [16] that condition (19) is far too restrictive for this problem, implying analyticity of a † − a 0 , and a weaker so-called logarithmic source condition has been investigated (cf. Remark in section 5). Hence, we cannot expect the rate (23) for this exponentially ill-posed problem. However, Theorem 2 still applies, i.e. our method is consistent. For our simulations we chose the wave number k = 3, the direction d = (1, 0) of the incident wave, and a bean-shaped obstacle shown in the right part of Figure 3 . The evaluation of the direct solution operator and its Fréchet derivative was implemented by a boundary integral equation method (see [16] ). The parametrizations a of the boundary were approximated by trigonometric polynomials of degree ≤ 32.
In the first step we estimated the true far field pattern from measurements at randomly distributed points using a polynomial estimator of degree p = 3. The variance function was chosen to be √ v ≡ 0.3 in all our experiments. The left part of Figure 3 shows a typical estimate of the far field pattern. The right hand part shows our the shape of our test obstacle and a reconstruction of it. Clearly, the illuminated side of the obstacle is reconstructed much more accurately than the shadow side. The inital guess a 0 of the shape was the circle of radius 1 centered at the origin.
In Figure 4 we plotted the relative errors of our estimates of the variance v and the MISE as a function of the sample size. Except for a few outliers, our estimates are accurate up to at least 10% although convergence of the relative errors seems rather slow. However, an estimate of this quality is more than enough for a sufficiently accurate choice of the regularization parameter α n in Tikhonov regularization. Using the exact (unknown) errors of the far field estimatorû ∞,n improved the quality of the shape reconstructions only marginally.
The left part of Figure 5 is a plot of û ∞,n − u † ∞ L 2 (Ω) over n with logarithmic scale of both axes. As expected, we see a linear behavior corresponding to a polynomial convergence rate. The right plot displays the convergence of the error in the shape reconstructions, â n − a † H s . In the range of n's and the values of k and √ v considered here, the graph deviates only slightly from a linear behavior. This indicates that in our The optimal rate O(n −8/9 ) is achieved if the bandwidth parameter h is chosen such that h ∼ n −1/9 , e.g. using the methods discussed in section 4.1. Then assumption (6) holds with β n = n −4/9 , and Theorem 3 yields (35) for some constant c > 0. Therefore, our method converges of optimal order as n → ∞ for this particular example.
Remark 3. As pointed out by a referee an interesting problem for future research consists in studying more general source conditions of the form
with a continuous function f :
] → R instead of the source condition (19) 
