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ABSTRACT
The detection of weak signals is addressed in additive noise
described by the ﬁrst order moving average of a Gaussian
process. We derive decision regions of the maximum likeli-
hood (ML) and suboptimum ML (SML) detectors, and ob-
tain speciﬁc examplesof the MLand SML decisionregions.
The ML and SML detectors are employed in the antipodal
signaling system, and compared in terms of the bit-error-
rate in the dependent Gaussian noise environment.
1. INTRODUCTION
It is generally assumed that the sampled noise components
are statistically independent in most signal detection prob-
lems [1]. The assumption of independent noise is, however,
often violated especially in discrete-time signal detection
applications. As a consequence, a detector optimized for
the independent noise is usually not guaranteed to be opti-
mum in practical signal detection systems, which becomes
more critical as the sampling rate gets higher. A number of
dependent observation models [2]-[7], which take into ac-
count the dependence among noise components, have been
proposed and investigated to address such a situation.
If the noise components are weakly dependent,they can
be modelled with a ﬁrst order moving average (FOMA),
a subclass of the transformation noise, of an independent
and identically distributed (i.i.d.) random process [2]. The
FOMA noise model has proven to be a simple and good
approximation to the weakly-dependent noise environment
[2], [6].
Assuming the FOMA model, we consider the weak sig-
nal detection [8, 9] problem in a weakly-dependent Gaus-
sian noise. We obtain the decision regions of the maximum
likelihood (ML) and suboptimum ML (SML) detectors in
the FOMA noise model, and compare the performance of
the ML and SML detectors. In the antipodal signaling sys-
tems, the bit-error-rate (BER) performance of the SML de-
tector is investigated and compared to that of the ML detec-
tor in the FOMA noise environment.
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where
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￿ is a sample function of the additive noise pro-
cess.
Since we are not interested in the synchronizationprob-
lem in this paper, we assume that the signaling boundary
is exactly known to the detection system. In other words,
we can consider the received signal exists only in the in-
terval
￿
￿
￿
￿
￿
￿, and a detector makes a decision based on the
received signal in each signaling interval of length
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In (2),
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￿ are the random noise
components.
In this paper, we assume that the transmitted signal vec-
tor
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ in (2) can be expressed as
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (3)
where
￿ is the common factor of the signal strength,
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the non-negativeproportionalityconstant for the strength of
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The problem of detecting
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When the noise components
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￿ in (4) are dependent,
they can generally be expressed by the Volterra expansion
[6]
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dependent random variables. The Volterra expansion, how-
ever, is not plausible to handle because it is difﬁcult and
time consuming to determine the Volterra kernels.
Instead of the Voltera expansion, we can use a simple
ﬁrst order approximation to the Volterra expansion as a de-
pendent noise model [5], [6]. For example, a moving aver-
age model may be used as a simple, yet useful, approxima-
tion for the noise process exhibiting weak dependence [2].
Speciﬁcally, let us assume that
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where
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￿ is the dependence parameter and
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mean i.i.d. random process with
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parametercharacterizationofthedegreeofdependenceamong
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for the observation model (4) with the noise components
￿
￿
￿
￿ described by (6), where
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (11)
is the transformed signal component. In short, we have
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3. DETECTION IN IMPULSIVE FOMA NOISE
For convenience, we have named various detectors using F
and I to represent the FOMA and i.i.d. noise, respectively,
and G and C to denote the Gaussian and Cauchy noise. For
example, the FG ML detector denotes the ML detector opti-
mized for FOMA Gaussian noise and the IC SML detector
denotes the SML detector optimizedfor i.i.d. Cauchynoise.
3.1. Decision criteria
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If we employ the ML criterion, on the other hand, the
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for the ML detector optimized for the dependent noise
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described by (6).
3.2. Decision regions in two FOMA models
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for the FC SML and ML detectors, respectively. The deci-
sion regions of the IC SML and ML detectors can be ob-
tained easily from (17) and (18), respectively.
4. ANTIPODAL SIGNALING SYSTEMS
4.1. Decision rules and structure
Assume that the antipodal signaling scheme is employed to
transmit data in additive FOMA noise. In this case, detec-
tion of the antipodal signals can be expressed as the binary
hypothesis testing problem
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for the SML and ML detectors, respectively. The decision
rule of the ML detector for FOMA Gaussian noise is
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Interestingly, we can rewrite the test statistic in (23) as
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for visual interpretation. Thus, when
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whichis thesameas thedecisionruleoftheIGMLdetector.
4.2. Numerical results and discussions
Here, the performanceof the SML and ML detectors are in-
vestigated and comparedin impulsive FOMA noise through
Monte Carlo simulations with
￿
￿
￿ runs at each BER, as-
suming that the dependence parameter
￿
￿ is known to the
detection system.
In Figs. 2 and 3 are shown the BER curves of various
detectors in FOMA Gaussian noise. The SML and ML de-
tectors optimized for i.i.d. noise are obviously not optimum
in FOMA noise. As expected from (24), the performanceof
the FG ML and IG ML detectors is almost indistinguishable
in FOMA noise with weak dependence. The performance
gap between the SML and ML detectors becomes negligi-
ble as
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5. CONCLUDING REMARK
We have derived the decision regions of the SML and ML
detectorsforweaksignalsinadditiveFOMAGaussiannoise.
The performance of the SML and ML detectors in an-
tipodalsignalingsystemsistheninvestigatedviaMonteCarlo
simulations. Despite the SML detector has a simpler struc-
ture than the ML detector, it is observed that, the perfor-
mance difference between the ML and SML detectors is
negligibly small in FOMA environment.
It is also observed that a detector designed for FOMA
noise offers better performance than that for i.i.d. noise
when there exists dependence between noise components.
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