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Abstract
Here we apply the general scheme for description of the mechanics of
infinitesimal bodies in the Riemannian spaces to the examples of geodetic
and non-geodetic (for two different model potentials) motions of infinites-
imal rotators on the Mylar balloons. The structure of partial degeneracy
is investigated with the help of the corresponding Hamilton-Jacobi equa-
tion and action-angle analysis. In all situations it was found that for any
of the six disjoint regions in the phase space among the three action vari-
ables only two of them are essential for the description of our models at
the level of the old quantum theory (according to the Bohr-Sommerfeld
postulates). Moreover, in both non-geodetic models the action variables
were intertwined with the quantum number N corresponding to the quan-
tization of the radii r of the inflated Mylar balloons.
Introduction
The general formulation of mechanics of extended metrically- or affinely-rigid
bodies in Euclidean spaces was studied in details in some of our previous papers
(see, e.g., [1, 2, 9, 10, 11]). The situation when Euclidean/affine space is replaced
by a differential manifold equipped with geometry given by the metric tensor,
affine connection, or both of them (interrelated or not) was mainly covered in
[7, 8]. In the present paper we are following the general procedure for description
of the mechanics of infinitesimal metrically- or affinely-rigid bodies moving in
non-Euclidean spaces presented in [8] but applying it to quite new and very
interesting from the geometrical point of view two-dimensional surface which is
1
called the Mylar1 balloon which is constructed by taking two circular disks of
Mylar, sewing them along their boundaries and then inflating with either air or
helium (see, e.g., [3, 5, 6]).
-2 -1 1 2
X
-1
-0.5
0.5
1
Z
Figure 1: The profile of the My-
lar balloon in XOZ plane.
Figure 2: An open part of the Mylar bal-
loon surface drawn using the parametriza-
tion (1)–(2).
1 2D Infinitesimal Gyroscope on the Mylar Bal-
loon
In conformal coordinates the Mylar balloon (see Figures 1 and 2) of the radius
r is given by the following formulas:
x(u, v) =
r cos v√
cosh(2u)
, y(u, v) =
r sin v√
cosh(2u)
(1)
z(u, v) =
√
2r[E(arcsin(
√
2 sinhu√
cosh(2u)
),
1√
2
)− 1
2
F (arcsin(
√
2 sinhu√
cosh(2u)
),
1√
2
)]
where u ∈ [−∞,∞], v ∈ [0, 2pi], and F (z, k), E(z, k) are the incomplete elliptic
integrals of the first and second kinds, respectively.
The first and second fundamental forms are given respectively as follows (for
more details see, e.g., [3]):
I =
r2
cosh(2u)
(
du2 + dv2
)
, II =
r
cosh(2u)3/2
(
2du2 + dv2
)
. (2)
1According to Webster’s New World Dictionary, Mylar is a trademark for a polyester made
in extremely thin sheets of great tensile strength.
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Then the metric tensor and its inverse have the following components:
guu = gvv =
r2
cosh(2u)
, guv = gvu = 0,
(3)
guu = gvv =
cosh(2u)
r2
, guv = gvu = 0.
Hence, the Levi-Civita affine connection
Γijk =
{
i
jk
}
=
1
2
gim (gmj,k + gmk,j − gjk,m) (4)
has only four non-zero components
Γuuu = −Γuvv = Γvuv = Γvvu = − tanh(2u). (5)
So, for the infinitesimal gyroscope moving on the Mylar balloon, it is a
natural choice of the holonomicl base to be tangent to the coordinate lines:
Eu = ∂
∂u
, Ev = ∂
∂v
, |Eu| = |Ev| = r√
cosh(2u)
, (6)
and then the normalized fields will form a convenient orthonormal frame E in
the curved Riemannian space (M, g):
Eu =
√
cosh(2u)
r
∂
∂u
, Ev =
√
cosh(2u)
r
∂
∂v
, (7)
or written in terms of its components:
Eu =
√
cosh(2u)
r
[
1
0
]
, Ev =
√
cosh(2u)
r
[
0
1
]
,
(8)
Eu =
r√
cosh(2u)
[1, 0], Ev =
r√
cosh(2u)
[0, 1].
Then the teleparallelism connection Γ[E]ijk = E
i
AE
A
j,k induced by the above-
described frame E has only two non-zero components
Γ[E]uuu = Γ[E]
v
vu = − tanh(2u). (9)
So, the affine connection Γ in the auxiliary aholonomic representation
ΓABC = E
A
i
(
Γijk − Γ[E]ijk
)
EjBE
k
C (10)
also has only two non-zero components
Γuvv = −Γvuv = sinh(2u)
r
√
cosh(2u)
· (11)
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The orthonormal frame e = (eu, ev), which describes the internal configuration
of our infinitesimal gyroscope moving on the Mylar balloon, is a composition
of the above-introduced fixed aholonomic frame E = (Eu, Ev) and some time-
dependent orthogonal matrix U :
eu = EuU
u
u + EvU
v
u, ev = EuU
u
v + EvU
v
v, (12)
while U can be parameterized as follows:
U =
[
cosψ − sinψ
sinψ cosψ
]
, ω̂rl =
dψ
dt
[
0 −1
1 0
]
· (13)
In order to calculate the “drift” term of the angular velocity we should calculate
at first
UFBω̂dr
B
AU
−1A
D = Γ
F
DCU
C
E V̂
E
= ΓFDCU
C
EU
−1E
AE
A
i
dxi
dt
= ΓFDCE
C
i
dxi
dt
· (14)
Therefore, we obtain the following matrix
Uω̂drU
−1 = tanh(2u)
dv
dt
[
0 −1
1 0
]
, (15)
and then
ω̂dr = tanh(2u)
dv
dt
U−1
[
0 −1
1 0
]
U = tanh(2u)
dv
dt
[
0 −1
1 0
]
· (16)
So, we can express the angular velocity as the sum of the “drift” term describing
the time rate of the rotational motion contained in the field E itself and “rela-
tive” term describing the rotational motion with respect to the fixed reference
frame E, i.e.,
ω̂ = ω̂dr + ω̂rl =
(
dψ
dt
+ tanh(2u)
dv
dt
)[
0 −1
1 0
]
. (17)
Then the kinetic energy of our infinitesimal gyroscope moving on the Mylar
balloon can be written in the following form:
T = Ttr + Tint =
m
2
gij
dxi
dt
dxj
dt
+
I
2
δABω̂
A
C ω̂
B
Dδ
CD
=
mr2
2 cosh(2u)
[(
du
dt
)2
+
(
dv
dt
)2]
+
I
2
(
dψ
dt
+ tanh(2u)
dv
dt
)2
, (18)
where I is the scalar moment of inertia of the plane rotator.
Let us now rewrite the above kinetic energy (18) in the form where we have
explicitly separated the mass factor, i.e.,
T =
m
2
Gij(q)
dqi
dt
dqj
dt
, (19)
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where
(
qi
)
= (u, v, ψ) are the generalized coordinates and the metric matrix
Gij(q) is given as follows:
[Gij ] = r
2

sech(2u) 0 0
0 sech(2u) +
I
mr2
tanh2(2u)
I
mr2
tanh(2u)
0
I
mr2
tanh(2u)
I
mr2
 .
(20)
The square root of the determinant of the above matrix (i.e., the weight-one
volume density) is given by the following expression:
√
G =
√
det [Gij ] =
√
I
m
r2sech(2u). (21)
Their contravariant inverse metric Gij (for which GikGkj = δ
i
j) is as follows:
[
Gij
]
=
1
r2
 cosh(2u) 0 00 cosh(2u) − sinh(2u)
0 − sinh(2u) sinh(2u) tanh(2u) + mr
2
I
 . (22)
For the potential systems with Lagrangians L = T − V (q) the Legendre
transformation pi = ∂L/∂q˙
i = mGij(q)q˙
j has the usual form:
pu =
mr2
cosh(2u)
u˙, pψ = I
[
ψ˙ + tanh(2u)v˙
]
, (23)
pv =
[
mr2
cosh(2u)
+ I tanh2(2u)
]
v˙ + I tanh(2u)ψ˙. (24)
Inverting it we obtain that
u˙ =
cosh(2u)
mr2
pu, v˙ =
cosh(2u)
mr2
(pv − tanh(2u)pψ) , (25)
ψ˙ =
sinh(2u)
mr2
([
mr2
I sinh(2u)
+ tanh(2u)
]
pψ − pv
)
. (26)
Now substituting (25)–(26) into the expression for the total energy,
E = q˙i
∂L
∂q˙i
− L = T + V (q), (27)
we have that the Hamiltonian is given as H(q, p) = T (q, p) + V (q). Then the
geodetic Hamiltonian (when V (q) ≡ 0) can be written as follows:
H(q, p) = T (q, p) = cosh(2u)
2mr2
(
p2u + p
2
v − 2 tanh(2u)pvpψ
+
[
mr2
I cosh(2u)
+ tanh2(2u)
]
p2ψ
)
. (28)
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2 Hamilton-Jacobi Equation and Action-Angle
Analysis
In order to study integrability and hyperintegrability (degeneracy) problems,
we need to investigate the separability of the corresponding Hamilton-Jacobi
equation expressed in the action-angle variables:
∂S
∂t
+H
(
qi,
∂S
∂qi
)
= 0. (29)
If we deal with time-independent problems, then the Hamilton’s principal
function S(q, t) can be sought in the following form:
S(q, t) = S0(q)− Et, (30)
where E is the integration constant and the reduced function S0 satisfies the
time-independent Hamilton-Jacobi equation:
H
(
qi,
∂S0
∂qi
)
= E. (31)
Let us note that in our case v and ψ are cyclic variables in the kinetic energy
term (28), so we can focus our attention on the models where the potential
energy V (q) also does not depend on them, i.e., the corresponding conjugate
momenta pv and pψ are constants of motion. The resulting models (including
the geodetic ones with V (q) ≡ 0) are completely integrable and can be analysed
with the help of the method of separation of variables.
Taking into account that we are dealing with the cyclic variables v and ψ,
the reduced action S0(q) can be expressed in the following form:
S0(u, v, ψ;E, l, s) = Su(u;E) + Sv(v; l) + Sψ(ψ; s) = Su(u;E) + lv + sψ, (32)
where E, l, s are three integration constants for the system with three degrees
of freedom (just as it should be in the complete integral), i.e., the dependence of
Sv(v; l) and Sψ(ψ; s) on their arguments is postulated as linear. This means that
due to the assumed symmetry the problem is reduced to the one-dimensional one
for Su(u;E), i.e., substituting (32) into (31) we obtain the following ordinary
differential equation:(
dSu
du
)2
=
2mr2
cosh(2u)
(E − V (u))− l2 + 2 tanh(2u)ls
−
(
mr2
I cosh(2u)
+ tanh2(2u)
)
s2. (33)
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Therefore,
pu =
∂S0
∂u
=
dSu
du
= ±
[
2mr2
cosh(2u)
(E − V (u))− l2
−
(
mr2
I cosh(2u)
+ tanh2(2u)
)
s2 + 2 tanh(2u)ls
]1/2
(34)
pv =
∂S0
∂v
=
dSv
dv
= l, pψ =
∂S0
∂ψ
=
dSψ
dψ
= s, (35)
and then the corresponding action variables (i.e., the contour integrals of the dif-
ferential one-forms pqidq
i along the corresponding orbits in the two-dimensional
phase spaces of the (qi, pqi)-variables) are given as follows:
Ju =
∮
pudu = 2
∫ umax
umin
[
2mr2
cosh(2u)
(E − V (u))− l2
−
(
mr2
I cosh(2u)
+ tanh2(2u)
)
s2 + 2 tanh(2u)ls
]1/2
du, (36)
Jv =
∮
pvdv =
∫ 2pi
0
ldv = 2pil, Jψ =
∮
pψdψ =
∫ 2pi
0
sdψ = 2pis, (37)
where the contour integral of the differential one-form pudu along the corre-
sponding orbit in the two-dimensional phase space of the (u, pu)-variables in
(36) equals twice the integral taken between the turning points (umin, umax de-
noting the left and right turning points of the u-motion, respectively) in the
classically admissible region, i.e., between the nulls of (33). Substituting there
l = Jv/2pi and s = Jψ/2pi we obtain the following expression:
Ju =
∮ [
2mr2
cosh(2u)
(E − V (u))− J
2
v
4pi2
−
(
mr2
I cosh(2u)
+ tanh2(2u)
)
J2ψ
4pi2
+ tanh(2u)
JvJψ
2pi2
]1/2
du. (38)
2.1 Geodetic case and structure of partial degeneracy
For the geodetic case (V (u) ≡ 0) we can rewrite (38) as follows:
Ju =
∮ √√√√ mr2
cosh(2u)
(
2E − J
2
ψ
4pi2I
)
− (Jψ tanh(2u)− Jv)
2
4pi2
du (39)
or simply
Ju =
∮ √
A
cosh(2u)
− (B tanh(2u)− C)2du, (40)
where A = mr2
(
2E − J2ψ/4pi2I
)
, B = Jψ/2pi, and C = Jv/2pi.
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Next we will make use of the well-known identities for the hyperbolic func-
tions
sech(2u) =
1
cosh(2u)
=
1− tanh2 u
1 + tanh2 u
, tanh(2u) =
2 tanhu
1 + tanh2 u
, (41)
and the following transformation of the independent variable:
x = tanhu, −1 ≤ x ≤ 1, du = dx
1− x2 · (42)
In this way we can rewrite (40) in the form appropriate for the residue analysis:
Ju =
∮ √
A
1− x2
1 + x2
−
(
B
2x
1 + x2
− C
)2
dx
1− x2
=
∮ √
A (1− x4)− (Cx2 − 2Bx+ C)2 dx
1− x4 · (43)
According to the Cauchy’s residue theorem in the complex plane we choose some
positively oriented simple closed curve γ that infinitesimally encircles the branch
cut (or cuts, if there are more than one) of the complex-valued function f(z).
We also suppose that outside the region bounded by the curve γ this function
f(z) is meromorphic, i.e., it is holomorphic on a simply connected open subset
of the complex plane except for the discrete set of isolated points (including
that one at infinity if it exists) ak, k = 1, . . . , n, which are called the poles of
the function f . Then it can be shown that∮
γ
f(z)dz = −2pii
n∑
k=1
Res (f, ak) . (44)
In our case we have a complex-valued function f which general expression can
be cast in the form
f(z) = −
√
az4 + bz3 + cz2 + dz + e
(1− z)(1 + z)(i− z)(i + z) · (45)
It has five poles at ak = {1,−1, i,−i,∞}, whereas the coefficients in (45) are
connected with the previously introduced ones as follows:
a = −A− C2 = −2mr2E + mr
2
I
J2ψ
4pi2
− J
2
v
4pi2
, (46)
b = d = 4BC =
JψJv
pi2
, c = −4B2 − 2C2 = −J
2
ψ
pi2
− J
2
v
2pi2
, (47)
e = A− C2 = 2mr2E − mr
2
I
J2ψ
4pi2
− J
2
v
4pi2
· (48)
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The respective residues (44) are
Res(f, 1) = − i
4
√
|a+ b+ c+ d+ e| = − i
2
|B − C| = − i
4pi
|Jψ − Jv|, (49)
Res(f,−1) = − i
4
√
|a− b+ c− d+ e| = − i
2
|B + C| = − i
4pi
|Jψ + Jv|, (50)
Res(f, i) =
i
4
√
|a− ib− c+ id+ e| = i
2
|B| = i
4pi
|Jψ |, (51)
Res(f,−i) = i
4
√
|a+ ib− c− id+ e| = i
2
|B| = i
4pi
|Jψ |, (52)
and, because lim|z|→∞ f(z) = 0, the residue at infinity is given by the formula
Res(f,∞) = − lim
|z|→∞
zf(z) = 0. (53)
So, substituting (49)–(53) into (44) with the function f(z) given by (45) we are
finally obtaining the connection between the three action variables:
2Ju = 2|Jψ| − |Jψ − Jv| − |Jψ + Jv|. (54)
Explicitly in the six regions of the phase space we have the following structure
of the partial degeneracy:
i) (Jψ > 0) ∧ (Jψ > Jv) ∧ (Jψ > −Jv), i.e., Jψ > |Jv| > 0, then
Ju = 0, (55)
ii) (Jψ > 0) ∧ (Jψ < Jv) ∧ (Jψ > −Jv), i.e., Jv > Jψ > 0, then
Ju + Jv − Jψ = 0, (56)
iii) (Jψ < 0) ∧ (Jψ < Jv) ∧ (Jψ > −Jv), i.e., −Jv < Jψ < 0, then
Ju + Jv + Jψ = 0, (57)
iv) (Jψ > 0) ∧ (Jψ > Jv) ∧ (Jψ < −Jv), i.e., −Jv > Jψ > 0, then
Ju − Jv − Jψ = 0, (58)
v) (Jψ < 0) ∧ (Jψ > Jv) ∧ (Jψ < −Jv), i.e., Jv < Jψ < 0, then
Ju − Jv + Jψ = 0, (59)
vi) (Jψ < 0) ∧ (Jψ < Jv) ∧ (Jψ < −Jv), i.e., Jψ < −|Jv| < 0, then
Ju = 0. (60)
In other words, in any of the above regions only two of the three action variables
(or quantum numbers on the level of the old quantum theory according to the
Bohr-Sommerfeld postulates) are essential.
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2.2 Non-geodetic cases with modeling potentials
As for the non-geodetic cases, we can see that the class of integrable problems
contains, for example, the following interesting potential models:
i) the “harmonic oscillator”-type potential model:
V =
κ
2
tanh2 u =
κ
2
x2, κ > 0, (61)
ii) the general “anharmonic oscillator”-type potential model:
V = αx4 + βx3 + γx2 + δx, α > 0. (62)
2.2.1 Harmonic oscillator-type potential
The “harmonic oscillator”-type potential (61) produces the contour integral
corresponding to (44) with the following complex-valued function:
f(z) = −
√
az6 + bz5 + cz4 + dz3 + ez2 + fz + g
(1− z)(1 + z)(i− z)(i + z) , (63)
which has the same as previously poles ak = {1,−1, i,−i,∞} and now the
coefficients in (63) are connected with the previously intorduced ones as follows:
a = κmr2, b = 0, d = f = 4BC =
JψJv
pi2
, (64)
c = −A− C2 = −2mr2E + mr
2
I
J2ψ
4pi2
− J
2
v
4pi2
, (65)
e = −κmr2 − 4B2 − 2C2 = −κmr2 − J
2
ψ
pi2
− J
2
v
2pi2
, (66)
g = A− C2 = 2mr2E − mr
2
I
J2ψ
4pi2
− J
2
v
4pi2
. (67)
Calculating the values of residues in (63) we are obtaining that
Res(f, 1) = − i
4
√
|a+ b + c+ d+ e+ f + g|
= − i
2
|B − C| = − i
4pi
|Jψ − Jv|, (68)
Res(f,−1) = − i
4
√
|a− b + c− d+ e− f + g|
= − i
2
|B + C| = − i
4pi
|Jψ + Jv|, (69)
Res(f, i) =
i
4
√
| − a+ ib + c− id− e+ if + g|
=
i
2
|B| = i
4pi
|Jψ|, (70)
Res(f,−i) = i
4
√
| − a− ib + c+ id− e− if + g|
=
i
2
|B| = i
4pi
|Jψ|, (71)
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and again, because lim|z|→∞ f(z) = 0, the residue at infinity is calculated by
using (53)
Res(f,∞) = − lim
|z|→∞
zf(z) = i
√
|a| = i
√
κmr2. (72)
So, substituting (68)–(72) into (44) with the function f(z) given by (63) we are
finally obtaining the connection between the three action variables:
2Ju = 4pi
√
κmr2 + 2|Jψ| − |Jψ − Jv| − |Jψ + Jv|. (73)
We see that again in every region only two of the three action variables (quantum
numbers in the Bohr-Sommerfeld old quantum theory) are essential, but this
time they are intertwined with the expression
√
κmr2. By the way, in the paper
[4] one of us have shown that the radii r of the inflated Mylar balloon can also
be quantized, so we can write as well
Area
2pi
=
pir2
2
= N ∈ Z+. (74)
Therefore, in the above defined six regions of the phase space we have the
following structure of partial degeneracy:
i) (Jψ > 0) ∧ (Jψ > Jv) ∧ (Jψ > −Jv), i.e., Jψ > |Jv| > 0, then
Ju = 2
√
2piκmN, (75)
ii) (Jψ > 0) ∧ (Jψ < Jv) ∧ (Jψ > −Jv), i.e., Jv > Jψ > 0, then
Ju + Jv − Jψ = 2
√
2piκmN, (76)
iii) (Jψ < 0) ∧ (Jψ < Jv) ∧ (Jψ > −Jv), i.e., −Jv < Jψ < 0, then
Ju + Jv + Jψ = 2
√
2piκmN, (77)
iv) (Jψ > 0) ∧ (Jψ > Jv) ∧ (Jψ < −Jv), i.e., −Jv > Jψ > 0, then
Ju − Jv − Jψ = 2
√
2piκmN, (78)
v) (Jψ < 0) ∧ (Jψ > Jv) ∧ (Jψ < −Jv), i.e., Jv < Jψ < 0, then
Ju − Jv + Jψ = 2
√
2piκmN, (79)
vi) (Jψ < 0) ∧ (Jψ < Jv) ∧ (Jψ < −Jv), i.e., Jψ < −|Jv| < 0, then
Ju = 2
√
2piκmN. (80)
11
2.2.2 Anharmonic oscillator-type potential
The second (more general) potential (62) produces the contour integral corre-
sponding to (44) with the following complex-valued function:
f(z) = −
√
az8 + bz7 + cz6 + dz5 + ez4 + fz3 + gz2 + hz + j
(1− z)(1 + z)(i− z)(i + z) , (81)
which has the same as previously poles ak = {1,−1, i,−i,∞} and now the
coefficients are connected with the previously introduced ones as follows:
a = 2αmr2, b = 2βmr2, c = 2γmr2, d = 2δmr2, (82)
e = −2αmr2 −A− C2 = −2mr2 (α+ E) + mr
2
I
J2ψ
4pi2
− J
2
v
4pi2
, (83)
f = −2βmr2 + 4BC = −2βmr2 + JψJv
pi2
, (84)
g = −2γmr2 − 4B2 − 2C2 = −2γmr2 − J
2
ψ
pi2
− J
2
v
2pi2
, (85)
h = −2δmr2 + 4BC = −2δmr2 + JψJv
pi2
, (86)
j = A− C2 = 2mr2E − mr
2
I
J2ψ
4pi2
− J
2
v
4pi2
· (87)
Calculating the values of residues in (81) we end up with
Res(f, 1) = − i
4
√
|a+ b+ c+ d+ e+ f + g + h+ j|
= − i
2
|B − C| = − i
4pi
|Jψ − Jv|, (88)
Res(f,−1) = − i
4
√
|a− b+ c− d+ e− f + g − h+ j|
= − i
2
|B + C| = − i
4pi
|Jψ + Jv|, (89)
Res(f, i) =
i
4
√
|a− ib− c+ id+ e− if − g + ih+ j|
=
i
2
|B| = i
4pi
|Jψ|, (90)
Res(f,−i) = i
4
√
|a+ ib− c− id+ e+ if − g − ih+ j|
=
i
2
|B| = i
4pi
|Jψ|, (91)
and now, because this time we have that lim|z|→∞ f(z) =
√
a 6= 0, the residue
at infinity is calculated according to the formula (different from(53))
Res(f,∞) = lim
|z|→∞
z2f ′(z) =
i
2
|b|√
|a| = i|β|
√
mr2
2α
. (92)
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So, substituting (88)–(92) into (44) with the function f(z) given by (81) we are
finally obtaining the connection between the three action variables:
2Ju = 2pi|β|
√
2mr2
α
+ 2|Jψ| − |Jψ − Jv| − |Jψ + Jv|. (93)
We see again that in every region only two of the three action variables (quantum
numbers) are essential and they are intertwined with the quantum number N
corresponding to the quantization of the radii r of the inflated Mylar balloon
[4]. So, using (74) we can explicitly write down the structure of the partial
degeneracy in all regions of the phase space:
i) (Jψ > 0) ∧ (Jψ > Jv) ∧ (Jψ > −Jv), i.e., Jψ > |Jv| > 0, then
Ju = 2|β|
√
pimN
α
, (94)
ii) (Jψ > 0) ∧ (Jψ < Jv) ∧ (Jψ > −Jv), i.e., Jv > Jψ > 0, then
Ju + Jv − Jψ = 2|β|
√
pimN
α
, (95)
iii) (Jψ < 0) ∧ (Jψ < Jv) ∧ (Jψ > −Jv), i.e., −Jv < Jψ < 0, then
Ju + Jv + Jψ = 2|β|
√
pimN
α
, (96)
iv) (Jψ > 0) ∧ (Jψ > Jv) ∧ (Jψ < −Jv), i.e., −Jv > Jψ > 0, then
Ju − Jv − Jψ = 2|β|
√
pimN
α
, (97)
v) (Jψ < 0) ∧ (Jψ > Jv) ∧ (Jψ < −Jv), i.e., Jv < Jψ < 0, then
Ju − Jv + Jψ = 2|β|
√
pimN
α
, (98)
vi) (Jψ < 0) ∧ (Jψ < Jv) ∧ (Jψ < −Jv), i.e., Jψ < −|Jv| < 0, then
Ju = 2|β|
√
pimN
α
. (99)
Concluding Remarks
Here we have discussed the mechanics of the infinitesimal gyroscopes on the
Mylar balloons as a two-dimensional example of general Riemannian spaces.
In all considered cases we have found that the corresponding Hamilton-Jacobi
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equation combined with the action-angle analysis leads to quite special situation
when the energy E does not appear in the final relationships between the action
variables (contrary to the cases of other classical surfaces, e.g., sphere, pseudo-
sphere and torus [7, 8] — and therefore the results concerning them deserve to
be discussed separately). Nevertheless, the structure of the partial degeneracy
has been obtained for the geodetic and non-geodetic situations, while for the
two considered non-geodetic model potentials (the “harmonic-oscillator”-type
and general “anharmonic-oscillator”-type ones) the action variables were also
intertwined with the quantum number N corresponding to the quantization
of the radii r of the inflated Mylar balloons. The obtained results could be
applied, among others, in the theory of membranes for description of the motion
of objects (particles) with internal structure on manifolds (e.g., transport of
proteins along the curved membranes).
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