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COMPACTIFICATIONS OF SMOOTH FAMILIES AND OF
MODULI SPACES OF POLARIZED MANIFOLDS
ECKART VIEHWEG
Abstract. Let Mh be the moduli scheme of canonically polarized manifolds
with Hilbert polynomial h. We construct for ν ≥ 2 with h(ν) > 0 a projec-
tive compactification Mh of the reduced moduli scheme (Mh)red such that the
ample invertible sheaf λν , corresponding to det(f∗ω
ν
X0/Y0
) on the moduli stack,
has a natural extension λν ∈ Pic(Mh)Q. A similar result is shown for moduli
of polarized minimal models of Kodaira dimension zero. In both cases “natural”
means that the pullback of λν to a curve ϕ : C → Mh, induced by a family
f0 : X0 → C0 = ϕ−1(Mh), is isomorphic to det(f∗ωνX/C) whenever f0 extends to
a semistable model f : X → C.
Besides of the weak semistable reduction of Abramovich-Karu and the extension
theorem of Gabber there are new tools, hopefully of interest by themselves. In
particular we will need a theorem on the flattening of multiplier sheaves in families,
on their compatibility with pullbacks and on base change for their direct images,
twisted by certain semiample sheaves.
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Let h0 : S0 → C0 be a smooth family of complex projective manifolds over a
non-singular curve C0. Replacing C0 by a finite covering Cˆ0 one can extend the
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family hˆ0 : Sˆ0 = S0 ×C0 Cˆ0 → Cˆ0 to a semistable family hˆ : Sˆ → Cˆ. The model Sˆ
is not unique, but the sheaves F (ν)
Cˆ
= hˆ∗ω
ν
Sˆ/Cˆ
are independent of Sˆ and compatible
with further pullback. For a smooth family f0 : X0 → Y0 of n-folds over a higher
dimensional base the existence of flat semistable extension over a compactification
X of X0 is not known, not even the existence of a flat Cohen-Macaulay family,
except if the fibres are curves or surfaces of general type.
It is the aim of this article to perform such constructions on the sheaf level. So we
fix a finite set I of positive integers, and construct a finite covering W0 of Y0, and a
compactification W of W0 such that for ν ∈ I the pullbacks of f0∗ωνX0/Y0 extend to
natural locally free and numerically effective (nef) sheaves F (ν)
Yˆ
. The word “natural”
means, that one has compatibility with pullback for certain morphisms Yˆ → W .
The precise statements are:
Theorem 1. Let f0 : X0 → Y0 be a smooth projective morphism of quasi-projective
reduced schemes such that ωF is semiample for all fibres F of f0. Let I be a finite
set of positive integers. Then there exists a projective compactification Y of Y0, a
finite covering φ : W → Y with a splitting trace map, and for ν ∈ I a locally free
sheaf F (ν)W on W with:
i. For W0 = φ
−1(Y0) and φ0 = φ|W0 one has φ
∗
0f0∗ω
ν
X0/Y0
= F (ν)W |W0.
ii. Let ξ : Yˆ →W be a morphism from a non-singular projective variety Yˆ with
Yˆ0 = ξ
−1(W0) dense in Yˆ . Assume either that Yˆ is a curve, or that Yˆ →W
is dominant. For some r ≥ 1 let X(r) be a non-singular projective model of
the r-fold product family Xˆr0 = (X0 ×Y0 · · · ×Y0 X0) ×Y0 Yˆ0 which admits a
morphism f (r) : X(r) → Yˆ . Then f (r)∗ ω
ν
X(r)/Yˆ
=
r⊗
ξ∗F (ν)W .
The formulation of Theorem 1 is motivated by what is needed to prove positivity
properties of direct image sheaves.
Theorem 2. The conditions i) and ii) in Theorem 1 imply:
iii. The sheaf F (ν)W is nef.
iv. Assume that for some η1, . . . , ηs ∈ I and for some a1, . . . , as ∈ N the sheaf⊗s
i=1 det(F
(ηi)
W )
ai is ample with respect to W0. Then, if ν ≥ 2 and if F
(ν)
W is
non-zero, it is ample with respect to W0.
In Section 1 we recall the definition of the positivity properties “nef”, “ample
with respect to W0” and of “weakly positive over W0” for locally free sheaves F
on W . Obviously F is nef if and only if its pullback under a surjective morphism
ϕ : W ′ → W is nef. For “nef and ample with respect to W0” the same holds if ϕ is
finite over W0. “Weakly positive over W0” is compatible with finite coverings with
a splitting trace map, i.e. if OW is a direct factor of ϕ∗OW ′.
In Section 2 we show that part iii) of Theorem 2 follows from Theorem 1. Un-
fortunately, as we will explain in 2.5, the verification of the property iv) is much
harder. Here multiplier ideals will enter the scene. Whereas in a neighborhood of a
smooth fibre F one can bound the threshold, introduced in 2.1, in terms of invari-
ants of F , a similar result fails close to the boundary. So we need a variant of parts
i) and ii), allowing certain multiplier sheaves, introduced in Section 9. as well as the
Flattening Theorem 6.5 for multiplier ideal sheaves on total spaces of morphisms,
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and their compatibility with alterations of the base and fibre products. So the proof
of part iv) will only be given at the end of Section 13.
There are two main ingredients which will allow the construction of W and
F (ν)W in Section 12. The first one is the Weak Semistable Reduction Theorem
[Abramovich-Karu] recalled in Section 4. Roughly speaking it says that a given
morphism f : X → Y between projective varieties, with a smooth general fibre
can be flattened over some non-singular alteration of Y without allowing horrible
singularities of the total space. However one pays a price. One has to modify the
smooth fibres as well. As explained in Section 5 this Theorem has some strong
consequences for the compatibility of certain sheaves on the total space of a family
with base change and products, similar to those stated in part ii) of Theorem 1.
The second ingredient is Gabber’s Extension Theorem, stated (and proved) in [V,
Section 5.1], which we will recall in Section 12.
The comments made in 2.5 and in 5.9 could serve as a “Leitfaden” for the second
part of the article. Here we try to indicate why certain constructions contained in
Sections 6–11 are needed for the proof of the Theorem 2 iv).
From Theorem 2 one finds by Lemma 1.6 that the restriction of F (ν)W to W0 is
weakly positive over W0. We will show in Section 13 that part iv), in a slightly
modified version, also restricts to W0. Since W0 → Y0 has a splitting trace map,
one obtains by Lemma 1.7 the “weak positivity” and “weak stability” for the direct
images of powers of the dualizing sheaf, already shown in [V, Section 6.4].
Corollary 3. Under the assumptions made in Theorem 1 one has:
a. The sheaves F (ν)Y0 = f0∗ω
ν
X0/Y0
are weakly positive over Y0.
b. Assume that for some positive integers η1, . . . , ηs and a1, . . . , as ∈ N the sheaf⊗s
i=1 det(F
(ηi)
Y0
)ai is ample. Then for all ν ≥ 2 the sheaf F (ν)Y0 is either ample
or zero.
As explained in [V] this is just what is needed for the construction of quasi-
projective moduli schemes Mh for families of canonically polarized manifolds with
Hilbert polynomial h. At the time [V] was written, the Weak Semistable Reduction
Theorem of Abramovich and Karu was not known. So we were only able to use Gab-
ber’s Extension Theorem to construct W and F (ν)W for ν = 1, and correspondingly
to prove the weak positivity just for F (1)Y0 . A large part of [V] is needed to reduce
the proof of Corollary 3 to this case. Having W and F (ν)W for all ν clarifies this part
considerably. We could not resist to recall in Section 3 how to apply Corollary 3 to
construct Mh together with an ample invertible sheaf.
There are several ways. One can first construct the moduli scheme as an algebraic
space, and then show the existence of an ample sheaf. Or one can use geometric in-
variant theory, and stability criteria. Guided by personal taste, we restrict ourselves
to the second method in Section 3, applying the Stability Criterion [V, Theorem
4.25].
If one uses instead the first method, starting from the existence of Mh as an
algebraic space, it has been shown in [V] how to deduce from Corollary 3 the quasi-
projectivity of the normalization ofMh. The starting point is Seshadri’s Theorem on
the elimination of finite isotropies (see [V, Theorem 3.49]) or the direct construction
in [Kolla´r]. Both allow to get a universal family f0 : X0 → Y0 over some reduced
covering γ0 : Y0 → Mh. Then one can try to apply arguments similar to those used
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in the proof of Lemma 1.9 and in Section 14 to get the quasi-projectivity of (Mh)red
hence of Mh itself.
As stated in the report on [Schumacher-Tsuji] in the “Mathematical Reviews”, J.
Kolla´r pointed out that the proof of the quasi-projectivity of the algebraic moduli
spaceMh seems to contain a gap, even in the canonically polarized case. The authors
claim without any justification that for a certain line bundle, which descends to a
quotient of the Hilbert scheme, the curvature current descends as well. In a more
recent attempt to handle moduli of canonically polarized manifolds Tsuji avoids this
point by claiming that a certain determinant sheaf extends to some compactification
in a natural way, again without giving an argument. Suitable variants of Theorems 1
and 2 could allow to fill those gaps, and to get another proof of the quasi-projectivity
of Mh, replacing the GIT-approach in Section 3 by the analytic methods presented
in the second part of [Schumacher-Tsuji].
Either one of the constructions of moduli schemes mentioned above gives an ex-
plicit ample sheaf on Mh.
Notations 4. For ν, p ∈ N we write λ(p)0,ν for an invertible sheaf satisfying
(>) If a morphism ϕ : Y0 → Mh factors through the moduli stack, hence if it is
induced by a family f0 : X0 → Y0, one has ϕ∗λ
(p)
0,ν = det(f0∗ω
ν
X0/Y0
)p.
Of course, λ
(p)
0,ν can only exist if H
0(F, ωνF ) 6= 0 for all manifolds F parametrized
by Mh, for example in the canonically polarized case if ν ≥ 2 and h(ν) 6= 0. As we
will recall in Addendum 3.1 for those values of ν the sheaf λ
(p)
0,ν is ample.
As indicated in the title of this article we want to construct compactification of
moduli schemes Mh. Assume for a moment that Mh is reduced and a fine moduli
scheme, hence that there is a universal family X0 →Mh with X0 reduced. Here one
may choose p = 1 and applying Theorems 1 and 2, and Lemma 1.9 it is easy to see
that λ
(1)
0,ν = det(g0∗ω
ν
X/Mh
) extends to an invertible sheaf λ
(1)
ν onMh, which is nef and
ample with respect to Mh for ν ≥ 2. It is compatible with the restriction to curves,
provided the induced family has a smooth general fibre and a semistable model. In
Section 14 we will use a variant of Theorems 1 and 2 to obtain a similar result for
coarse moduli schemes, using the Seshadri’s-Kolla´r construction mentioned above.
Theorem 5. Let Mh be the coarse moduli scheme of canonically polarized manifolds
with Hilbert polynomial h. Given a finite set I of integers ν ≥ 2 with h(ν) > 0, one
finds a projective compactification Mh of (Mh)red and for ν ∈ I and some p > 0
invertible sheaves λ
(p)
ν on Mh with:
(1) λ
(p)
ν is nef and ample with respect to (Mh)red.
(2) The restrictions of λ
(p)
ν and of λ
(p)
0,ν to (Mh)red coincide.
(3) Let ς : C →Mh be a morphism from a non-singular curve with C0 = ς−1(Mh)
dense in C and such that C0 → Mh is induced by a family h0 : S0 → C0. If
h0 extends to a semistable family h : S → C, then ς∗λ
(p)
ν = det(h∗ω
ν
S/C)
p.
It would be nicer to have an extension of λ
(p)
0,ν to an invertible sheaf λ
(p)
ν on a
compactification of Mh itself, but we were not able to get hold of it. On the other
hand, since the compatibility condition in part (3) only sees the reduced structure
of Mh, such an extension would not really be of help for possible applications of
Theorem 5.
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The compactification Mh depends on the set I and the points in Mh \Mh have
no interpretation as moduli of geometric objects. Shortly after a first version of
this article was submitted there was a “quantum leap” in the minimal model pro-
gram due to [BCHM] (see also [Siu]). By [Karu] the existence of a minimal model
in dimension deg(h) + 1 should allow the construction of a compactification Mh
which has an interpretation as a moduli scheme. Unfortunately at the present time
a proper explanation of this implication is not in the literature and there is not
even a conjectural picture explaining how to construct geometrically meaningful
compactifications of moduli of polarized manifolds.
Only part of what was described up to now carries over to families or moduli of
smooth minimal models with an arbitrary polarization. Theorems 1 and 2 apply,
but even if f0 : X0 → Y0 is the universal family over a fine moduli scheme, the sheaf
det(F (ν)Y0 ) might not be ample. Theorem 12.12 is a generalization of Theorem 1
for direct images of the form f0∗(ω
ν
X0/Y0
⊗ Lµ0) with L0 semiample over Y0. The
corresponding variant of Corollary 3 is stated in 3.2 and we will sketch how to use
it to show the existence of quasi-projective moduli schemes in the second half of
Section 3. However we are not able to generalize Theorem 2. So we are not able to
apply Lemma 1.9 which will be essential for the proof of Theorem 5 in Section 14
and we are not able to extend the natural ample sheaf to some compactification.
The situation is better for the moduli functor Mh of polarized minimal manifolds
(F,H) of Kodaira dimension zero and with Hilbert polynomial h. Replacing the
corresponding moduli scheme Mh by a connected component, we may assume that
for some ν > 0 and for all (F,H) ∈ Mh one has ωνF = OF . The notation in 4
carries over and there exists a sheaf λ
(p)
0,ν with the property (>) or equivalently with
f ∗0ϕ
∗λ
(p)
0,ν = ω
p·ν
X0/Y0
. As we will recall in Addendum 3.4 the sheaf λ
(p)
0,ν is again ample.
In fact, the natural ample invertible sheaf first looks quite different, but an easy
calculation identifies it with some power of λ
(p)
0,ν. This calculation only extends to
boundary points if the polarization is saturated, as explained in Remark 8.1. This
together with the need to consider multiplier ideals makes the notations even more
unpleasant, but the general line of arguments remain as in the canonically polarized
case.
Theorem 6. Let Mh be the coarse moduli scheme of polarized manifolds (F,H) with
ωνF = OF , for some ν > 0 and with Hilbert polynomial h(µ) = χ(H
µ). Then there
exists a projective compactification Mh of (Mh)red and for some p > 0 an invertible
sheaf λ
(p)
ν on Mh with:
(1) λ
(p)
ν is nef and ample with respect to (Mh)red.
(2) Let Y0 be reduced and ϕ : Y0 → Mh induced by a family f0 : X0 → Y0 in
Mh(Y0). Then ϕ
∗λ
(p)
ν = f0∗ω
p·ν
X0/Y0
.
(3) Let ς : C → Mh be a morphism from a non-singular curve C, with C0 =
ς−1(Mh) dense in C and such that C0 →Mh is induced by a family h0 : S0 →
C0. If h0 extends to a semistable family h : S → C, then ς∗λ
(p)
ν = h∗ω
p·ν
S/C.
Consider, for example, the moduli schemes Ag of g-dimensional polarized Abelian
varieties. To stay close to the usual notation we write Ag for the compactification
in Theorem 6 in this case. One may assume that there is a morphism Ag → A∗g to
the Baily-Borel compactification A∗g. Choosing ν = 1 the ample sheaf λ
(p)
0,1 extends
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to an ample sheaf on A∗g. So the sheaf λ
(p)
1 in Theorem 6 is semiample and A
∗
g is the
image under the morphism defined by a high power of λ
(p)
1 .
In general we are not able to verify in Theorem 6 the semiampleness of λ
(p)
ν . One
of the obstacles is the missing geometric interpretation of the boundary points as
moduli of certain varieties. So the theorem can only be seen as a very weak substitute
for the Baily-Borel compactification. Nevertheless, since λ
(p)
ν is nef and ample with
respect toMh the degree of ς
∗λ
(p)
ν = h∗ω
p·ν
S/C can serve as a height function for curves
in the moduli stack. An upper bound for this height function in terms of the genus
of C and #(C \ C0) was given in [V-Zuo-1], and it played its role in the proof of
the Brody hyperbolicity of the moduli stack of canonically polarized manifolds in
[V-Zuo-2]. In both articles we had to use unpleasant ad hoc arguments to control the
positivity along the boundary of the moduli schemes and some of those arguments
were precursors of methods used here.
A second motivation for this article was the hope that compactifications could help
to generalize the uniform boundedness, obtained in [Caporaso] for families of curves,
to families of higher dimensional manifolds. The missing point was the construction
of moduli of morphisms from curves to the corresponding moduli stacks, as it was
done in [Abramovich-Vistoli] for compact moduli problems. In between this has
been achieved in [Kova´cs-Lieblich] for families of canonically polarized manifolds,
using Theorem 5. It is likely that referring to Theorem 6 instead, their methods
allow to handle polarized manifolds of Kodaira dimension zero, as well.
I was invited to lecture on the construction of moduli schemes at the workshop
”Compact moduli spaces and birational geometry” (American Institute of Mathe-
matics, 2004), an occasion to reconsider some of the constructions in [V] in view of
the Weak Semistable Reduction Theorem. A preliminary version of this article, han-
dling just the canonically polarized case, was written during a visit to the I.H.E.S.,
Bures sur Yvette September and October 2005. I like to thank the members of the
Institute for their hospitality.
I am grateful for the referee’s suggestions how to improve the presentation of the
results and of the methods leading to their proofs.
Conventions 7. All schemes and varieties will be defined over the field C of complex
numbers (or over an algebraically closed field K of characteristic zero). A quasi-
projective variety Y is a reduced quasi-projective scheme. In particular we do not
require Y to be irreducible or connected. A locally free sheaf on Y will always be
locally free of constant finite rank and a finite covering will denote a finite surjective
morphism.
• If Π is an effective divisor and ι : Y \ Πred → Y , then O(∗ · Π) = ι∗OY \Πred .
• An alteration Ψ : Yˆ → Y is a proper, surjective, generically finite morphism
between quasi-projective varieties.
• An alteration Ψ is called a modification if it is birational. If U ⊂ Y is an open
subscheme with Ψ|Ψ−1(U) an isomorphism, we say that the center of Ψ lies in Y \U .
• For a non-singular (or normal) alteration or modification we require in addition
that Yˆ is non-singular (or normal).
• A modification Ψ will be called a desingularization (or resolution of singularities),
if Yˆ is non-singular and if the center of Ψ lies in the singular locus of Y .
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• Given a Cartier divisor D on Y we call Ψ a log-resolution (for D) if it is a non-
singular modification and if Ψ∗D is a normal crossing divisor.
• If f0 : X0 → Y0 is a projective morphism, we call f : X → Y a projective model of
f0 if X and Y are projective, Y0 open in Y and X0 ∼= f−1(Y0) over Y0.
• If f : X → Y is a projective morphism, we call f0 : X0 → Y0 the smooth part of
f if Y0 ⊂ Y is the largest open subscheme with X0 = f−1(Y0) → Y0 smooth. In
particular, if X and Y are non-singular, or if f is a mild morphism, as defined in 4.1,
Y0 is dense in Y .
Finally the numbering of displayed formulas follows the one of the theorems,
lemmas etc. Hence (2.1.1) is after Definition 2.1 and before Lemma 2.2.
1. Numerically effective and weakly positive sheaves
Definition 1.1. Let G be a locally free sheaf on a projective reduced variety W .
Then G is numerically effective (nef) if for all morphisms τ : C → W from a
projective curve C and for all invertible quotients τ ∗G → L one has deg(L) ≥ 0.
Definition 1.2. Let G be a locally free sheaf on a quasi-projective reduced variety
W and let W0 ⊂ W be an open dense subvariety. Let H be an ample invertible
sheaf on W .
a) G is globally generated over W0 if the natural morphism H0(W,G)⊗OW → G
is surjective over W0.
b) G is weakly positive over W0 if for all α > 0 there exists some β > 0 such
that Sα·β(G)⊗Hβ is globally generated over W0.
c) G is ample with respect to W0 if for some η > 0 the sheaf Sη(G) ⊗ H−1
is weakly positive over W0, or equivalently, if for some η
′ > 0 one has a
morphism
⊕
H → Sη
′
(G), which is surjective over W0.
It is obvious, that “nef” is related to “weakly positive” and that it is compatible
with pullbacks.
Lemma 1.3. For a locally free sheaf G on a projective variety W the following
conditions are equivalent:
(1) G is nef.
(2) G is weakly positive over W .
(3) There exists a projective surjective morphism ξ : Yˆ → W with ξ∗G nef.
(4) The sheaf OP(G)(1) on P(G) is nef.
(5) There exists some integer µ > 0 such that for all projective surjective mor-
phisms ξ : Yˆ → W and for all ample invertible sheaves Hˆ on Yˆ the sheaf
Hˆµ ⊗ ξ∗G is nef.
Remark 1.4. As we will see in the proof it is sufficient in 1.3 (5) to require the
existence a tower of finite maps ξ : Yˆ →W , such that for each N > 0 there is some
ξ : Yˆ →W with ξ∗H the N -th power of an invertible sheaf. Such coverings exist by
[V, Lemma 2.1], and one even may assume that they have splitting trace maps.
Proof. The equivalence of the first four conditions has been shown in [V, Proposition
2.9], and of course they imply (5). The equivalence of (5) and (2) is a special case
of [V, Lemma 2.15, 3)]. Nevertheless let us give the argument. Let H be ample and
invertible on W . Let π : C → W be a curve and N an invertible quotient of π∗G
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of degree d. By [V, Lemma 2.1] for all N there exist a finite covering ξ : Yˆ → W
and an invertible sheaf Hˆ with ξ∗H = HˆN . By assumption Hˆµ ⊗ ξ∗G is nef, hence
if τ : Cˆ → C is a finite covering such that π lifts to π′ : Cˆ → Yˆ one has
0 ≤ deg(τ) · d+ µ · deg(π′∗Hˆ) = deg(τ) · (d+
µ
N
· deg(π∗H)).
This being true for all N , the degree d can not be negative. 
Obviously the notion “nef” is compatible with tensor products, direct sums, sym-
metric products and wedge products. For the corresponding properties for weakly
positive, one has to work a bit more, or to refer to [V, Section 2.3].
Lemma 1.5. Let F and G be locally free sheaves on W .
(1) Let L be an invertible sheaf. Assume that for all α > 0 there exists some
β > 0 such that Sα·β(G)⊗Lβ is globally generated over W0. Then G is weakly
positive over W0. In particular Definition 1.2 b), is independent of H.
(2) If G is weakly positive over W0 and if ξ : Yˆ → W is a dominant morphism,
then ξ∗G is weakly positive over ξ−1(W0).
(3) If G is weakly positive over W0 and if G → F is a morphism, surjective over
W0, then F is weakly positive over W0.
(4) If F and G are weakly positive over W0, the the same holds for F ⊕ G, for
F⊗G, for Sν(G) and for
∧µ(G), where ν and µ ≤ rk(G) are natural numbers.
The equivalence of (1) and (3) in 1.3 does not carry over to “weakly positive over
W0”; one needs in addition that the morphism is finite with a splitting trace map.
Lemma 1.6. For a locally free sheaf G on W and an open and dense subscheme
W0 ⊂W the following conditions are equivalent:
(1) G is weakly positive over W0.
(2)
⊗r G is weakly positive over W0 for some r > 0.
(3) SrG is weakly positive over W0 for some r > 0.
(4) There exists an invertible sheaf A onW such that A⊗Sr(G) is weakly positive
over W0, for all r > 0.
(5) For or all (or some) ample invertible sheaves A on W and for all r > 0 the
sheaf A⊗ Sr(G) is ample with respect to W0.
(6) There exists an alteration φ : W˜ →W such that φ∗G is weakly positive over
φ−1(W0), and such that for W˜0 = φ
−1(W0) the restriction φ0 : W˜0 → W0 is
finite with a splitting trace map (i.e. with a splitting of OW0 → φ0∗OfW0).
(7) There exists a constant µ > 0 such that for all ξ : Yˆ → W and for all
ample invertible sheaves H′ on Yˆ the sheaf H′µ⊗ ξ∗G is weakly positive over
ξ−1(W0).
The remark 1.4 applies to 1.6 (7) as well, if one assumes that for all the ξ : Yˆ →W
the trace map splits.
Proof. The equivalence of the first three conditions has been shown in [V, Lemma
2.16]. The equivalence of (1), (4) and (5) follows directly from the definition, and
the equivalence of (1), (6) and (7) is in [V, Lemma 2.15]. 
Let us consider next the condition “ample with respect to W0”.
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Lemma 1.7. Let G and F be locally free sheaves on W and let W0 ⊂ W be open
and dense.
(1) G is ample with respect to W0 if and only if there exists an ample invertible
sheaf H on W and a finite morphism σ :W ′ →W with a splitting trace map,
and with σ∗H = H′η, for some positive integer η, such that σ∗(G) ⊗H′−1 is
weakly positive over σ−1(W0).
(2) If F is ample with respect to W0 and if G is weakly positive over W0, then
F ⊗ G is ample with respect to W0. In particular, the Definition 1.2 c), is
independent of the ample invertible sheaf H.
(3) If F is invertible and ample with respect to W0, and if Sη(G)⊗F−1 is weakly
positive over W0, then G is ample over W0.
(4) The following conditions are equivalent:
(a) G is ample with respect to W0.
(b) There exists an alteration φ : W˜ →W with W˜0 = φ−1(W0)→W0 finite
and with a splitting trace map, such that φ∗G is ample with respect to
W˜0.
(5) If G is ample with respect to W0 and if G → F is a morphism, surjective
over W0, then F is ample with respect to W0.
(6) If F and G are both ample with respect to W0, then the same holds for F⊕G,
for Sν(G) and for
∧µ(G), where ν and µ ≤ rk(G) are natural numbers.
(7) If F is an invertible sheaf, then F is ample with respect to W0, if and only
if for some β > 0 the sheaf Fβ is globally generated over W0 and the induced
morphism τ :W0 → P(H0(W,Fβ)) finite over its image.
Proof. If in (1) the sheaf G is ample with respect to W0 there is some η such that
Sη(G)⊗H−1 is weakly positive. By [V, Lemma 2.1] there is a covering σ : W ′ →W
with a splitting trace map, such that σ∗H is the η-th power of an invertible sheaf H′,
necessarily ample. Then σ∗(Sη(G) ⊗ H−1) is weakly positive over σ−1(W0), hence
by 1.6 the sheaf σ∗G ⊗ H′−1 as well. On the other hand, the weak positivity of
σ∗(G)⊗H′−1 in (1) implies that σ∗Sη(G)⊗ σ∗H−1 is weakly positive over σ−1(W0),
hence Sη(G)⊗H−1 is weakly positive over W0, using again 1.6.
For (2) one can use (1), assume that G ⊗H−1 is weakly positive, and then apply
1.5 (4). In the same way one obtains (6). Part (3) is a special case of (2) and (5)
follows from 1.5 (3).
Let us next verify (7). If F is ample with respect to W0, one has for a very ample
invertible sheaf H on W and for some η′ a morphism
⊕sH → Fη′ , surjective over
W0. Let V denote the image of H
0(W,
⊕sH) in H0(W,Fη′). Then Fη′ is generated
by V over W0 and one has embeddings
W −→
s
×P(H0(W,H)) −→ P(
s⊗
H0(W,H)).
The restriction of the composite to W0 factors through
W0 → P(V ) ⊂ P(
s⊗
H0(W,H)),
and W0 → P(V ), hence W0 → P(H0(W,Fη
′
)) are embeddings.
If on the other hand Fβ is globally generated over W0 and if
τ : W0 → P = P(H
0(W,Fβ))
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is finite over its image, consider a blowing up φ : W˜ → W with centers outside
of W0 such that τ extends to a morphism τ
′ : W → P. We may choose φ such
that for some effective exceptional divisor E the sheaf OfW (−E) is τ
′-ample. For
α sufficiently large A = OfW (−E) ⊗ τ
′∗OP(α) will be ample. Replacing E and α
by some multiple, one may assume that for a given ample sheaf H on W the sheaf
φ∗H−1⊗A is globally generated, hence nef. Since one has an inclusion A → φ∗Fη
′·α,
which is an isomorphism over φ−1(W0), the sheaf φ
∗Fη
′·α ⊗H−1 is weakly positive
over φ−1(W0), and by 1.6 one obtains the weak positivity of Fη
′·α ⊗H−1.
For (4) we use (7). Consider in (4), a), an ample invertible sheaf F on W .
Obviously the condition (7) holds for φ∗F , hence this sheaf is again ample with
respect to φ−1(W0). If G is ample with respect to W0, by definition Sν(G) ⊗ F−1
is weakly positive over W0. Then by 1.7 (6) the sheaf φ
∗Sν(G) ⊗ φ∗F−1 is weakly
positive over φ−1(W0) and (4), b), follows from (3).
So assume that the condition b) in (4) holds. Let H and A be ample invertible
sheaves on W and Y . Then A⊗ φ∗H is ample. By definition we find some β such
that Sβ(φ∗G) ⊗ A−1 ⊗ φ∗H−1 is weakly positive over Y0. So Sβ(φ∗G) ⊗ φ∗H−1 has
the same property, and by Lemma 1.6 Sβ(G)⊗H−1 is weakly positive over W0. 
Lemma 1.8. A locally free sheaf G on W is ample with respect to W0 if and only if
on the projective bundle π : P(G) → W the sheaf OP(G)(1) is ample with respect to
P0 = π
−1(W0).
Proof. If G is ample with respect to W0 choose a very ample invertible sheaf H on
W and for some η′ > 0 the morphism
s⊕
H −→ Sη
′
(G) = π∗OP(G)(η
′),
surjective over W0. The composite
s⊕
π∗H −→ Sη
′
(π∗G) −→ OP(G)(η
′)
induces a rational map ι : P(G) → Ps−1, whose restriction to P0 = π−1(W0) is an
embedding, and OP(G)(η′) is globally generated over P0. So by 1.7 (7) OP(G)(1) is
ample with respect to P0.
Assume now that OP(G)(1) is ample with respect to P0. Choose ample invertible
sheaves H on W and A on P(G) such that π∗H−1 ⊗ A is globally generated. Then
for some η′ and for all α > 0 one has morphisms⊕
π∗Hα
Ψ
−→
⊕
Aα
Φ
−→ OP(G)(η
′ · α)
with Ψ surjective and Φ surjective over P0. For α sufficiently large, this defines a
rational map P(G)→ PM ×W whose restriction to P0 is an embedding. For β ≫ 1
the multiplication map
Sβ(
⊕
Hα) −→ π∗OP(G)(η
′ · β · α) = Sη
′·β·α(G)
will be surjective over W0, hence G ample with respect to W0. 
For the compatibility of “ample with respect to W0” under arbitrary finite mor-
phisms one either needs that the non-normal locus of W0 is proper (see [V, Propo-
sition 2.22] and the references given there) or one has to add the condition “nef”:
COMPACTIFICATION OF MODULI SCHEMES 11
Lemma 1.9. For a locally free sheaf G on a projective variety W , and for an open
dense subscheme W0 ⊂W the following conditions are equivalent:
(1) G is nef and ample with respect to W0.
(2) There exists a finite morphism σ : W ′ → W such that G ′ = σ∗G is nef and
ample with respect to W ′0 = σ
−1(W0).
(3) There exists an alteration φ : W˜ →W with φ−1(W0)→ W0 finite, such that
φ∗G is nef and ample with respect to W˜0 = φ−1(W0).
Proof. Of course (1) implies (2) and (2) implies (3). In order to see that (3) implies
(2) choose for σ : W ′ → W the Stein factorization of φ : W˜ → W . Since W˜ → W ′
is an isomorphism over W ′0 1.7 (4) says that G
′ = σ∗G is ample with respect to W ′0
if and only if φ∗G is ample with respect to W˜0. Since by 1.3 the same holds for nef
one obtains (2).
Remark that (2) implies that the sheaf G is nef, as well as the sheaf OP(G)(1) on
P(G). Consider the induced morphism σ′ : P(G ′) → P(G). Lemma 1.8 implies that
OP(G′)(1) = σ′∗OP(G)(1) is ample with respect to the preimage of W ′0 if and only if
G ′ is ample with respect to W ′0, and that the same holds for G instead of G
′.
So it will be sufficient to consider an invertible nef sheaf G on W , and a finite
covering σ : W ′ → W , such that G ′ = σ∗G is ample with respect to W ′0, and we have
to show that G is ample with respect to W0.
As we have already seen, that (1) implies (2), we may replace W ′ by any dominat-
ing finite covering. In particular we may assume W ′ to be normal. By [V, Lemma
2.2] the morphism σ : W ′ → W factors like
W ′
γ
−→W ′′
ρ
−→W,
where ρ has a splitting trace map, and where γ is birational.
At this point we could also apply Lemma 12.3, replacing W ′ by a larger normal
covering. In any case γ∗ρ∗G is again ample with respect to γ−1ρ−1(W0) and by 1.7
(4) one knows the equivalence of (1) and (2) with W ′ replaced by W ′′. Hence it is
sufficient to study V → W ′′, and by abuse of notations we may assume that W ′ is
normal and σ birational.
Let ξ : Yˆ → W ′ be a desingularization, δ = σ ◦ ξ : Yˆ → W and let U ⊂ W
be the complement of the center of δ. Choose a sheaf of ideals J on W with
OW/J supported in W \ U and such that σ∗σ∗J maps to OW . One can assume
that δ∗J /torsion is invertible hence of the form OYˆ (−E) for an effective divisor
supported in Yˆ \ δ−1(U). Then δ∗OYˆ (−E) is contained in OW . One may assume in
addition that OYˆ (−E) is δ-ample. Finally choose an ample invertible sheaf H on
W , such that δ∗H ⊗ OYˆ (−E) is ample and such that H ⊗ σ∗OW ′ is generated by
global sections.
By assumption, for some η there are morphisms⊕
σ∗H −→ σ∗Gη and hence
⊕
δ∗H −→ δ∗Gη, (1.9.1)
surjective over W ′0 and δ
−1(W0), respectively. Blowing up a bit more, we can assume
that the image of the second map is of the form δ∗Gη ⊗ OYˆ (−∆) for a divisor ∆.
Then δ∗Gη⊗OYˆ (−∆−E) as a quotient of an ample sheaf will be ample. Replacing
η, ∆ and E by some multiple, one may also assume that
δ∗Gη ⊗OYˆ (−∆− E)⊗ ω
−1
Yˆ
⊗ δ∗H−1
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is ample. Define I ′ = ξ∗OYˆ (−∆−E)) on W
′ and I = σ∗I
′.
Since G is nef, for all α ≥ η and for all β ≥ −1 the sheaf
δ∗Gα ⊗OYˆ (−∆−E)⊗ δ
∗Hβ
has no higher cohomology. For β ≫ 1 this can only hold if for all i > 0
Riδ∗(δ
∗Gα ⊗OYˆ (−∆− E)) = 0.
For β = −1 one finds that H i(W,Gα ⊗H−1 ⊗ I) = 0.
For some β ≫ 1 the sheaf σ∗Hβ−2⊗I ′ is generated by global sections. Using the
left hand side of (1.9.1) one obtains a morphism⊕
σ∗Hβ ⊗ I ′ −→ σ∗Gη·β ⊗ I ′,
surjective overW ′0. Therefore the sheaf σ
∗(Gη·β⊗H−2)⊗I ′ will be globally generated
over W ′0 hence there are morphisms
⊕
σ∗H → σ∗Hβ−1 ⊗ I ′ and⊕
H⊗ σ∗OW ′ −→ G
η·β ⊗H−1 ⊗ I, (1.9.2)
surjective overW ′0 andW0. By the choice ofH the left hand side of (1.9.2) is globally
generated over W0, hence the right hand side as well. For all positive multiples α of
η · β, one has an exact sequence
0→ H0(W,Gα ⊗H−1 ⊗ I) −→ H0(W,Gα ⊗H−1) −→ H0(W,Gα ⊗H−1|T ′)→ 0,
where T ′ denotes the subscheme of W defined by I. If T ′ ∩W0 = ∅ we are done.
Otherwise let T be the closure of T ′red ∪W0 in W . So there is a coherent sheaf F ,
supported on T and an inclusion F → OT ′ which is an isomorphism on W0 ∩ T ′ =
W0 ∩ T .
By induction on the dimension of W we may assume that G|T is ample with
respect to T ∩W0. Then for each β ′ > 0 one finds η′ and morphisms⊕
Hβ
′−1|T −→ (G
η′·β′ ⊗H−1)|T ,
surjective over Z ∩W0. Choose β ′, such that F ⊗H|
β′−1
T is globally generated, and
α = η′ ·β ′ a multiple of η ·β. Then the sheaf (Gα⊗H−1)|T ⊗F is globally generated
over T ∩W0, as well as Gα ⊗ H−1|T ′. Since all global sections of this sheaf lift to
H0(W,Gα ⊗H−1) we find that Gα ⊗H−1 is globally generated over W0. 
2. Positivity of direct images I
Examples of nef sheaves are direct images of powers of dualizing sheaves. We will
see in this section that Theorem 1 is just what is needed to verify this property
in Theorem 2 for F (ν)
Yˆ
. Then the compatibility F (ν)
Yˆ
= ξ∗F (ν)W allows to deduce
the nefness of F (ν)W . At the end of the section we will make a first step towards
Theorem 2 iv), assuming that W0 is non-singular. This will allow in 2.5 to explain
why we have to include the study of multiplier ideals in Sections 6–11.
Let us recall the definition of multiplier ideal sheaves and of the corresponding
threshold.
Definition 2.1. Let Z be a normal projective variety with at most rational Goren-
stein singularities, let N be an invertible sheaf on Z and let D be the zero divisor
of a section of N .
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i. For a ∈ Q themultiplier ideal is defined as J (−a·D) = τ∗ω eZ/Z⊗O eZ(−[a·D˜]),
where τ : Z˜ → Z is a log-resolution, D˜ = τ ∗D, and where [a · D˜] = xa · D˜y
denotes the integral part of the Q-divisor a · D˜.
ii. For b > 0 one defines the threshold
e(b ·D) := Min
{
a ∈ Z>0; J
(
−
b
a
·D
)
= OZ
}
iii. Finally e(N ) := Max
{
e(D); D the zero divisor of a section of N
}
.
Most authors write J (a ·D) instead of J (−a ·D). We prefer the second notion,
since for a smooth divisor OZ(−D) = J (−D), and since it is closer to the classical
notion ωZ{−a ·D} = ωZ ⊗ J (−a ·D) used in [V] and [Esnault-V].
One easily shows that the multiplier ideal is independent of the log resolution.
In [Esnault-V] and [V] one finds a long list of properties of multiplier ideals and of
e(b ·D) and e(N ). In particular, if N is a globally generated invertible sheaf on Z,
then
J (−a ·D) = J (−a · (D +H)) (2.1.1)
for the divisor H of a general section of N and for 0 ≤ a < 1. In fact, using
the notation introduced above, H˜ = τ ∗H will be non-singular and it intersects D˜
transversely. Then [a · D˜] = [a · (D˜ + H˜)].
Let f0 : X0 → Y0 be a flat morphism over a non-singular variety Y0, with irre-
ducible normal fibres with at most rational singularities. Then for a Q-divisor ∆0
on X0 not containing fibres, the threshold e(∆|f−10 (y)) is upper semi-continuous for
the Zariski topology (see [V, Proposition 5.17]). This implies in [V, Corollary 5.21]
that for Z and N as in Definition 2.1 one has:
e(N ) = e(pr∗1N ⊗ · · · ⊗ pr
∗
rN ) for Z
r = Z × · · · × Z. (2.1.2)
If one replaces Z>0 in Definition 2.1 ii) by Q>0 one obtains the inverse of the loga-
rithmic threshold.
The multiplier ideals occur in a natural way as direct images of relative dualizing
sheaves for certain alterations:
Lemma 2.2. Let Z ′ and Z be normal with rational Gorenstein singularities and let
φ : Z ′ → Z be an alteration. If OZ(D) = L
N for an invertible sheaf L and if φ∗D
is divisible by N , then J
(
− 1
N
·D
)
is a direct factor of L−1 ⊗ φ∗ωZ′/Z .
Proof. The sheaf φ∗ωZ′/Z does not change, if we replace Z
′ by a non-singular mod-
ification. So we may assume that Z ′ is non-singular and that it dominates a log
resolution τ : Z˜ → Z for D. Writing π : Z ′ → Z˜ for the induced morphism,
π∗(τ ∗D) is still divisible by N . So π factors through the cyclic covering π˜ : Z˜ ′ → Z˜,
obtained by taking the N -th root out of τ ∗D. By [Esnault-V, Section 3] the sheaf
τ ∗L ⊗ ω eZ/Z ⊗O eZ
(
−
[ 1
N
· τ ∗D
])
is a direct factor of π˜∗ω eZ′/Z . The latter is a direct factor of π∗ωZ′/Z . Applying τ∗
one obtains L ⊗ J
(
− 1
N
·D
)
as a direct factor of φ∗ωZ′/Z . 
One starting point for the study of positivity of direct image sheaves is the fol-
lowing corollary of Kolla´r’s Vanishing Theorem.
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Lemma 2.3. Let X be a projective normal variety with at most rational Gorenstein
singularities, let f : X → Y be a surjection to a projective m-dimensional variety
Y , and let U ⊂ Y be open and dense. Let A be a very ample invertible sheaf on Y ,
let M be an invertible sheaf on X let Γ be an effective divisor, and let E be a locally
free sheaf on Y , weakly positive over U . Assume that for some N > 0 there is a
morphism E → f∗MN(−Γ) for which the composite
f ∗E −→ f ∗f∗M
N(−Γ) −→MN(−Γ)
is surjective over V = f−1(U). Then for all β the sheaf
Am+2 ⊗ f∗
(
Mβ ⊗ ωX ⊗ J
(
−
β
N
Γ
))
is globally generated over U .
Proof. We can replace X by a desingularization. The sheaf AN ⊗ E is ample with
respect to U , hence for some M > 0 the sheaf AN ·M ⊗ SM(E) is globally generated
over U . Blowing up X with centers outside of V we may assume that the image
B of the evaluation map f ∗SM(E) → MN ·M(−M · Γ) is invertible. Let D be the
divisor, supported in X \ V with B ⊗OX(D) =MN ·M(−M · Γ). Then
B ⊗ f ∗(AN ·M) =MN ·M(−M · Γ−D)⊗ f ∗(AN ·M)
is generated by global sections over V . Blowing up again, we find a divisor ∆
supported in X \ V such thatMN ·M(−M · Γ−D−∆)⊗ f ∗(AN ·M) is generated by
global sections, and such that Γ +D +∆ is a normal crossing divisor.
MN ·M(−M · Γ − D − ∆) ⊗ f ∗AN ·M is semiample. As in [V, Corollary 2.37, 2)]
Kolla´r’s Vanishing Theorem implies that the sheaf
Aι ⊗ f∗
(
Mβ
(
−
[ β
N ·M
(M · Γ−D −∆)
])
⊗ ωX ⊗ fˆ
∗A
)
has no higher cohomology for ι > 1. Then by an argument due to N. Nakayama
(see [Kawamata, Lemma 2.11])
P = Am+1 ⊗ f∗
(
Mβ
(
−
[ β
N ·M
(M · Γ−D −∆)
])
⊗ ωX ⊗ fˆ
∗A
)
is generated by global sections. On the other hand, P is contained in
Am+2 ⊗ f∗
(
Mβ
(
−
[ β
N
Γ
])
⊗ ωX
)
,
and since (D +∆) ∩ V = ∅, both coincide over U . 
Kawamata’s Semipositivity Theorem, saying that the direct image sheaves F (1)
Yˆ
in Theorem 2 iii) are nef, can be shown by using Lemma 2.3. This in turn implies
part iii) for all ν. We will give a slightly different argument:
Proof of Theorem 2 iii). Let Yˆ →W be any non-singular alteration ofW . In Theo-
rem 1 ii) the sheaf f
(r)
∗ ωνX(r)/Yˆ remains the same if one replaces X
(r) by a non-singular
modification. Hence by abuse of notations one may assume that for some normal
crossing divisor Π on Xˆ the evaluation map induces a surjection
f (r)
∗
F (ν)
Yˆ
⊗r
−→ ων
X(r)/Yˆ
⊗OX(r)(−Π).
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Let H be an ample invertible sheaf on Yˆ and define
s(ν) = Min
{
µ > 0;F (ν)
Yˆ
⊗Hν·µ is nef
}
.
So (Hs(ν)·ν ⊗F (ν)
Yˆ
)⊗r = Hs(ν)·ν·r ⊗ fˆ∗ωνX(r)/Yˆ is nef. Let A be a very ample invertible
sheaf on Yˆ . By 2.3
Am+2 ⊗ f (r)∗
(
ωX(r) ⊗
(
ωX(r)/Yˆ ⊗ f
(r)∗Hs(ν)·r
)ν−1
⊗OYˆ
(
−
[(ν − 1) ·Π
ν
]))
is generated by global sections. It is a subsheaf of Am+2⊗ωYˆ ⊗F
(ν)
Yˆ
⊗r
⊗Hs(ν)·r·(ν−1)
and it contains the sheaf
Am+2 ⊗ ωYˆ ⊗H
s(ν)·r·(ν−1) ⊗ f (r)∗ (ω
ν
X(r)/Yˆ
⊗OYˆ (−Π)) =
Am+2 ⊗ ωYˆ ⊗H
s(ν)·r·(ν−1) ⊗F (ν)
Yˆ
⊗r
.
So the three sheaves are equal, and the quotient sheaf
Am+2 ⊗ ωYˆ ⊗ S
r(Hs(ν)(ν−1) ⊗ F (ν)
Yˆ
).
is generated by global sections as well. Hence Hs(ν)·(ν−1) ⊗ F (ν)
Yˆ
is weakly positive
over Yˆ . Since H(s(ν)−1)·ν ⊗ F (ν)
Yˆ
does not have this property, one obtains
s(ν) · (ν − 1) > (s(ν)− 1) · ν or s(ν) < ν.
So Hν
2
⊗F (ν)
Yˆ
is weakly positive over Yˆ , hence nef.
Since the same exponent ν2 works for all Yˆ mapping to W and for all ample
invertible sheaves Hˆ on Yˆ , the nefness of F (ν)W follows from the equivalence of (1)
and (5) in 1.3. 
Variant 2.4. Assume in Theorem 1 that the normalization of W0 is non-singular
and that for some η > 0 the sheaf det(F (η)W ) is ample with respect to W0. Then for
ν ≥ 2 the sheaf F (ν)W is ample with respect to W0 or zero.
Proof. Let us sketch the argument. Knowing that F (ν)W is nef, Lemma 1.9 allows to
replace W by a desingularization Yˆ . Consider for some γ and for r = γ · rk(F (η)
Yˆ
)
the tautological map
Ξ : det(F (η)
Yˆ
)γ −→
r⊗
F (η)
Yˆ
= f (r)∗ ω
η
X(r)/Yˆ
.
Assume that det(F (η)
Yˆ
) = N α for some invertible sheaf N and for some α > 0. Then
Ξ induces a section of ωη
X(r)/Yˆ
⊗ f (r)
∗
N−γ·α with zero divisor Γ.
We know already that F (ρ)
Yˆ
is nef. So we can apply Lemma 2.3 to the sheaf
ωρ
X(r)/Yˆ
= ωρ+η
X(r)/Yˆ
⊗ f (r)
∗
N−γ·α ⊗OX(r)(−Γ).
If α is divisible by ρ+ η, for A very ample on Yˆ , the sheaf
Adim(Yˆ )+2 ⊗ ωYˆ ⊗ f
(r)
∗
(
ων
X(r)/Yˆ
⊗ f (r)
∗
N−
(ν−1)γ·α
ρ+η ⊗J
(
−
ν − 1
ρ+ η
Γ
))
is globally generated over the preimage Yˆ0 of W0. For ρ sufficiently large one may
assume that ρ+η
ν−1
≥ e(ωηF ), for all smooth fibres of f0. Then by [V, Lemma 5.14
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and Corollary 5.21] one finds that J
(
− ν−1
ρ+η
Γ
)
is trivial over f (r)
−1
(Yˆ0). Then the
inclusion of sheaves
G(r) := f (r)∗
(
ων
X(r)/Yˆ
⊗ J
(
−
ν − 1
ρ+ η
Γ
))
⊂
r⊗
F (ν)
Yˆ
(2.4.1)
is an isomorphism over Yˆ0 and
Adim(Yˆ )+2 ⊗ ωYˆ ⊗N
−
(ν−1)γ·α
ρ+η ⊗
r⊗
F (ν)
Yˆ
=
Adim(Yˆ )+2 ⊗ ωYˆ ⊗
γ⊗(
N−
(ν−1)α
ρ+η ⊗
rk(F
(ν)
Yˆ
)⊗
F (ν)
Yˆ
)
is globally generated over Yˆ0. This being true for all γ, the Lemmata 1.6 and 1.5
imply that F (ν)
Yˆ
is ample over Yˆ0.
By [V, Lemma 2.1] the assumption that det(FYˆ ) = N
α, with α divisible by ρ+η,
will always be true over sufficiently large finite coverings of Yˆ , and by Lemma 1.7
we are done. 
Comments 2.5. We repeated the well known proof of Variant 2.4 just to point
out the difficulties we will encounter, trying to get rid of the additional assumption
“W0 non-singular”. The notion “ample with respect to W0” is not compatible with
blowing ups of W0, if the center meets W0. We may assume that N is the pullback
of an invertible sheaf NW on W . In addition we have to construct a sheaf GW (r)
whose pullback to a desingularization is the sheaf G(r) considered in the proof of
Variant 2.4. In order to be allowed to use the functorial property 1.3 the sheaf
G(r)⊗N−
(ν−1)γ·α
ρ+η
must be nef, and not just weakly positive over Yˆ0. This would hold, if the inclusion
(2.4.1) is an isomorphism, but giving bounds for the threshold in bad fibres of a
morphism does not seem to work.
So as a way out we will modify the construction of W in such a way, that The-
orem 1 remains true for the direct images G•(r) of invertible sheaves tensorized by
multiplier ideals.
3. On the construction of moduli schemes
The weak positivity and ampleness of the direct image sheaves in Corollary 3,
together with the stability criterion [V, Theorem 4.25], allows the construction of
a quasi-projective moduli scheme of canonically polarized manifolds. Following a
suggestion of the referee, we sketch the argument before entering the quite technical
details needed for the construction of W , hence for the proof of Corollary 3, b).
Let Mh be the moduli functor of canonically polarized manifolds with Hilbert
polynomial h. So as in [V, Examples 1.4] we consider for a scheme Y0 the set
Mh(Y0) =
{
f0 : X0 → Y0; f0 smooth, projective, ωX0/Y0 f0-ample
and h(ν) = rk(f0∗ω
ν
X0/Y0), for ν ≥ 2
}
/∼.
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In order to allow the canonical models of surfaces we could also consider
M
′
h(Y0) =
{
f0 : X0 → Y0; f0 flat, projective; all fibres F normal
with at most rational Gorenstein singularities, ωX0/Y0
f0-ample and h(ν) = rk(f0∗ω
ν
X0/Y0
), for ν ≥ 2
}
/∼.
We leave the necessary changes of the arguments to the reader.
Outline of the construction of a coarse quasi-projective moduli scheme Mh for Mh.
One first has to verify that the functorMh is a nice moduli functor, i.e. locally closed,
separated and bounded (see [V, Lemma 1.18]). This implies that for some η ≫ 1
one has the Hilbert scheme H of η-canonically embedded manifolds inMh(Spec(C)),
together with the universal family g : X → H .
The universal property gives an action of G = PGl(h(η)) on H and, as explained
in [Mumford] or [V, Lemma 7.6], the separatedness of the moduli functor implies
that this action is proper and with finite stabilizers. The sheaves λη = det(g∗ω
η
X/H)
are all G-linearized.
The moduli scheme Mh, if it exists, should be a good quotient H/G. So one has
to verify that all points in H are stable for the group action and for a suitable ample
sheaf. At this point one is allowed to replace H by Hred; the set of stable points
will not change. So by abuse of notations we will assume that H (and hence Mh) is
reduced.
In order to apply the stability criterion [V, Theorem 4.25] one has to verify that
the invertible sheaf λη onH is ample onH , and that for a certain family f0 : X0 → Y0
in Mh(Y0) the sheaf f0∗ω
η
X0/Y0
is weakly positive over Y0.
The second statement follows from Corollary 3, a). For the first one we start
with the Plu¨cker embedding showing that the invertible sheaves λ
h(η)
η·µ ⊗λ
−h(η·µ)·µ
η are
ample, for all µ sufficiently large. By Corollary 3 a) the sheaf λη is weakly positive
over H , hence by Lemma 1.3 (3) λη·µ is ample. Using Corollary 3 b) one finds that
the sheaf g∗ω
η
X/H is ample on H , hence its determinant λη as well. 
Let us express what we have shown in terms of stability of Hilbert points. On
H the sheaf λη is G linearized and ample. The stability criterion says that all the
points in H are stable with respect to the polarization λη of H . This in turn shows
the ampleness of the sheaf λ
(p)
0,η for η ≫ 1.
One can consider the sheaf λν on H for all ν ≥ 2 with h(ν) > 0. Those sheaves are
G-linearized and for some p > 0 the p-th power of λν descends to an invertible sheaf
λ
(p)
0,ν on Mh. Using a slightly different stability criterion, stated in [V, Addendum
4.26], one obtains:
Addendum 3.1. For all ν ≥ 2 with h(ν) > 0 and for some p > 0 there exists an
ample invertible sheaf λ
(p)
0,ν on Mh whose pullback to H is λν = det(h∗ω
ν
X/H). In
particular the sheaf λ
(p)
0,ν will satisfy the condition (>) stated in the Notations 4.
In Section 14 we will even show that λ
(p)
0,ν extends to an invertible sheaf λ
(p)
ν on a
suitable compactification of Mh and that this sheaf is ample with respect to Mh.
For points of the Hilbert scheme of η-canonically embedded curves or surfaces of
general type the stability has been verified with respect to the Plu¨cker embedding
(see [Mumford] and [Gieseker]). So one obtainsMh the ampleness of λ
h(η)
0,η·µ⊗λ
−µ·h(η·µ)
0,η .
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Before turning our attention to moduli schemes of polarized minimal models, let
us formulate the generalization of Corollary 3, needed for their construction. The
proof will be given at the end of Section 13. Here we use again the threshold e(N )
defined in 2.1.
Lemma 3.2. Let f0 : X0 → Y0 be a smooth family of minimal models, and let L0 be
an f0-ample invertible sheaf. Assume that for some κ > 0 the direct image f0∗(Lκ0)
is non-zero, locally free and compatible with arbitrary base change. Choose some
ǫ > e(Lκ0 |F ), for all fibres F of f0. Then:
(1) For all positive integers η the sheaf
Srk(f0∗(L
κ
0 ))(f0∗(ω
ǫ·η
X0/Y0
⊗ Lκ·η0 ))⊗ det(f0∗(L
κ
0))
−η
is weakly positive over W0 or zero.
(2) If for some η′ > 0 the sheaf
det(f0∗(ω
ǫ·η′
X0/Y0
⊗Lκ·η
′
0 ))
rk(f0∗(Lκ0 )) ⊗ det(f0∗(L
κ
0))
−η′·rk(f0∗(ω
ǫ·η′
X0/Y0
⊗Lκ·η
′
0 ))
is ample, then Srk(f0∗(L
κ
0 ))(f0∗(ω
ǫ·η
X0/Y0
⊗ Lκ·η0 )) ⊗ det(f0∗(L
κ
0))
−η is ample, if
not zero.
The moduli functor Mh of minimal polarized manifolds is given by
Mh(Y0) =
{
(f0 : X0 −→ Y0,L0); f0 smooth, projective; ωX0/Y0 f0-semiample;
L0 f0-ample, with Hilbert polynomial h
}
/∼.
Recall that (f0 : X0 → Y0,L0) ∼ (f˜0 : X˜0 → Y0, L˜0) if there is an Y0-isomorphism
ι : X0 → X˜0 and an invertible sheaf A on Y0 with ι∗L˜0 = L0 ⊗ f ∗0A.
As we will see it is easier to study the moduli functor M′h with
M′h(Y0) =
{
(f0 : X0 −→ Y0,L0) ∈Mh;L0 f0-very ample
with Hilbert polynomial h; Rif0∗L
µ
0 = 0 for i > 0, and µ > 0,
}
/∼.
For families of minimal varieties F of Kodaira dimension zero the second condition
will hold automatically. In fact, if ωνF = OF and if A is ample, A ⊗ ω
ν−1
F is ample
and Kodaira’s Vanishing Theorem implies that H i(F,A) = H i(F,A⊗ Ων) = 0, for
i > 0. So here we should consider the functors M
(ν)
h with
M
(ν)
h (Y0) =
{
(f0 : X0 −→ Y0,L0) ∈Mh; f
∗
0 f0∗ω
ν
X0/Y0 = ωX0/Y0 ;
L0 f0-very ample with Hilbert polynomial h
}
/∼.
Lemma 3.3.
(1) Assume that for all hˆ the moduli functor M′
hˆ
has a coarse quasi-projective
moduli scheme M ′
hˆ
. Then the same holds true Mh.
(2) To prove Theorem 6 it is sufficient to consider the moduli functors M
(ν)
hˆ
.
Proof. The boundedness of the moduli functor Mh allows to find some γ0 such that
for all (F,A) ∈ Mh(C) and for all γ ≥ γ0 the sheaf Aγ is very ample and without
higher cohomology. For suitable polynomials h1 and h2 one defines a map
Mh −→M
′
h1 ×M
′
h2, by
(f0 : X0 → Y0,L0) 7→ [(f0 : X0 → Y0,L
γ0
0 ), (f0 : X0 → Y0,L
γ0+1
0 )].
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It is easy to see that the image is locally closed. Hence if one is able to construct
the corresponding moduli schemes M ′h1 and M
′
h2
as quasi-projective schemes, Mh is
a locally closed subscheme. And if one finds a nice projective compactifications M
′
h1
and M
′
h2 of M
′
h1
and M ′h2 , one chooses Mh as the closure of Mh in M
′
h1 ×M
′
h2.
The additional condition ωνF = OF considered in Theorem 6 just signalizes certain
irreducible components of Mh. So by abuse of notations let Mh be one of those.
Then the image of Mh lies in the product M
(ν)
h1
×M (ν)h2 . If one has constructed the
compactifications M
(ν)
h1
and M
(ν)
h2
according to Theorem 6 one can choose Mh as
the closure of Mh and for λ
(2·p)
ν the restriction of the exterior tensor product of the
corresponding sheaves on M
′
h1
and M
′
h2
for p instead of 2 · p. 
Outline of the construction of coarse quasi-projective moduli scheme M ′h for M
′
h
The construction is parallel to the one in the canonically polarized case. One con-
structs the Hilbert scheme H parametrizing the elements (F,A) of M′h(C) together
with an isomorphism P(H0(F, ωǫF ⊗ A))
∼= PN . Here ν is chosen such that ωνF is
globally generated and ǫ should be a multiple of ν, larger than the threshold e(A).
The Plu¨cker embedding provides us with an ample invertible sheaf of the form
̟
r(1)
µ ⊗̟
−µ·r(µ)
1 , where
̟ν = det(g∗(ω
ǫ·ν
X/H ⊗ L
ν
X )) and r(ν) = rk(g∗(ω
ǫ·ν
X/H ⊗L
ν
X ))
for the universal family (g : X → H,LX ) ∈M′(H).
By 3.2 (1) the sheaf ̟
h(1)
1 ⊗ det(g∗LX )
−r(1) is weakly positive over H , hence
̟h(1)·r(1)µ ⊗ det(g∗LX )
−r(1)·µ·r(µ) = (̟h(1)µ ⊗ det(g∗LX )
−µ·r(µ))r(1)
is ample. Using 3.2 (2) one finds that ̟
h(1)
1 ⊗ det(g∗LX )
−r(1) must be ample.
In order to apply the stability criterion [V, Theorem 4.25] to obtain the stability
of all points of H with respect to the sheaf ̟
h(1)
1 ⊗ det(g∗LX )
−r(1), it remains to
show that for a special family (f0 : X0 → Y0,L0) the rigidified direct image sheaf is
weakly positive over Y0. This is exactly the sheaf
Sh(1)(f0∗(ω
ǫ
X0/Y0
⊗ L0))⊗ det(f0∗(L0))
−1
considered in Corollary 3.2 (1). 
Addendum 3.4. If ωνF = OF for all (F,A) ∈ Mh(C), and if ν > 0 then for some
p ≫ 1 there exists an ample invertible sheaf λ(p)0,ν satisfying the property (>) in the
Notations 4 in the introduction.
Proof. The existence of the sheaf λ
(p)
0,ν satisfying the property (>) follows from the
construction of moduli schemes as a quotient of the Hilbert scheme. In order to verify
the ampleness, write for the universal family G : X → H over the Hilbert scheme
ωνX/H = g
∗λν . One has r(1) = h(1) and the ample sheaf ̟
h(1)
1 ⊗ det(g∗LX )
−r(1) is
det(g∗(ω
ǫ
X/H ⊗ LX ))
r(1) ⊗ det(g∗LX )
−r(1) = λ
ǫ·r(1)2
ν
ν . (3.4.1)

Remark 3.5. Trying in the following sections to extend the polarization to degen-
erate fibres, we have to keep the equality stated in (3.4.1). As explained in Remark
8.1 this will force us to choose “saturated extensions” of the polarizations.
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Remark 3.6. So for polarized minimal models we verified the stability of the points
of H for the polarization given by det(h∗(ω
ǫ
X/H ⊗ L))
hˆ(1) ⊗ det(h∗L)−r(1). Let us
assume for a moment, that ωηF is very ample for all F ∈M
1
hˆ
. One can replace H by
the locally closed subscheme given by the condition that L ∼ ωηX/H . Of course this
only can happen if for the Hilbert polynomial h of ωF one has hˆ(t) = h(η · t). Let
us assume that ǫ is divisible by η and let us write µ = ǫ
η
+ 1. Then
det(h∗(ω
ǫ
X/H ⊗ L))
hˆ(1) ⊗ det(h∗L)
−r(1) = det(h∗ω
µ·η
X/H)
h(η) ⊗ det(h∗ω
η
X/H)
−h(µ·η).
So we are still missing a factor µ on the right hand side, compared with the ample
sheaf obtained by Mumford and Gieseker for moduli of curves or surfaces.
4. Weak semistable reduction
Let us recall the Weak Semistable Reduction Theorem in [Abramovich-Karu] and
some of the steps used in its proof. The presentation is influenced by [V-Zuo-2] and
[V-Zuo-1], but all the concepts and results are due to D. Abramovich and K. Karu.
Definition 4.1. A projective morphism gˆ : Zˆ → Yˆ between quasi-projective vari-
eties is called mild if:
(i) gˆ is flat, Gorenstein, and all fibres are reduced.
(ii) Yˆ is non-singular and Zˆ is normal with at most rational singularities. There
exists an open dense subscheme Yˆg ⊂ Yˆ with gˆ
−1(Yˆg)→ Yˆg smooth.
(iii) Given a dominant morphism Yˆ1 → Yˆ from a normal quasi-projective variety
Yˆ1 with at most rational Gorenstein singularities, Zˆ ×Yˆ Yˆ1 is normal with at
most rational Gorenstein singularities.
(iv) Given a non-singular curve Cˆ and a morphism τ : Cˆ → Yˆ whose image
meets Yˆg, the fibered product Zˆ ×Yˆ Cˆ is normal, Gorenstein and with at
most rational singularities.
For a curve Yˆ an example of a mild morphism is a semistable one, i.e. a morphism
gˆ : Zˆ → Yˆ with Zˆ a manifold and with all fibres reduced normal crossing divisors.
Obviously the property iii) implies that for two mild morphisms gˆi : Zˆi → Yˆ the
fibre product Zˆ1 ×Yˆ Zˆ2 → Yˆ is again mild. So one has:
Lemma 4.2. If gˆi : Zˆi → Yˆ are mild morphisms, for i = 1, . . . , s, then the fibre
product Zˆr = Zˆ1 ×Yˆ · · · ×Yˆ Zˆs → Yˆ is mild.
Definition 4.3. Let Yˆ be a projective manifold, Yˆ0 ⊂ Yˆ open and dense, and let
fˆ0 : Xˆ0 → Yˆ0 be a dominant morphism. Then fˆ0 has a mild model if there exists a
mild morphism gˆ : Zˆ → Yˆ , with Zˆ birational to some compactification of Xˆ over Yˆ .
The Weak Semistable Reduction Theorem implies that after a non-singular alter-
ation of the base, every morphism f0 : X0 → Y0 has a mild model:
Construction 4.4.
Start. Let f0 : X0 → Y0 be a flat surjective projective morphism between quasi-
projective varieties of pure dimension n+m and m,respectively, and with a geomet-
rically integral generic fibre.
We will consider two cases. Either f0 is smooth, or Y0 is non-singular and f0 a flat
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morphism.
Step I. Choose a flat projective model f : X → Y of f0. If f˜ : X˜ → Y˜ is any
projective model of f0 one may choose Y and X to be modifications of Y˜ and X˜,
respectively.
Start with any compactification f˜ : X˜ → Y˜ and with an embedding X˜ → Pℓ. Then
f0 defines a morphism ϑ : Y0 → Hilb to the Hilbert scheme of subvarieties of Pℓ. We
choose a modification Y of Y˜ such that the morphism ϑ extends to ϑ : Y → Hilb.
The family f : X → Y is defined as the pullback of the universal family.
Step II. There exist modifications σ and σ′ and a diagram
X ′
σ′
//
f ′

X
f

Y ′
σ
// Y
(4.4.1)
with Y ′ non-singular, such that for some open dense subschemes UY ⊂ Y ′ and
UX ⊂ X ′ the morphism
f ′ : (UX ⊂ X
′)→ (UY ⊂ Y
′)
is equidimensional, toroidal, and where X ′ is without horizontal divisors, i.e. where
none of the irreducible components of X ′ \ UX is dominant over Y ′.
The construction is done in [Abramovich-Karu] in several steps. Replacing Y by
its normalization and X by the pullback family one may assume that Y is integral.
Theorem 2.1 (loc.cit.) allows to find the diagram (4.4.1) with f ′ toroidal for suitable
subsets UX ⊂ X ′ and UY ⊂ Y ′, and with X ′ and Y ′ non-singular. Next Section 3
(loc.cit.) explains how to get rid of horizontal divisors in X ′, without changing f ′.
In Proposition 4.4 (loc.cit.) the authors construct a non-singular projective mod-
ification of Y ′ and a projective modification of X ′ such that the induced rational
map is in fact an equidimensional toroidal morphism.
Step III. For each component Di of Y
′ \ UY there exists a positive integer mi with
the following property.
For a “Kawamata covering package” (Di, mi, Hi,j) (defined on page 261 (loc.cit.))
consider the diagram
Zˆ
π′
//
gˆ

X ′
σ′
//
f ′

X
f

Yˆ
π
// Y ′
σ
// Y
where π : Yˆ → Y ′ is the covering given by (Di, mi, Hi,j), and where Zˆ is the nor-
malization of X ′ ×Y ′ Yˆ . Then gˆ : Zˆ → Yˆ is mild.
The definition of the numbers mi is given in [Abramovich-Karu, Page 264], and the
rest is contained in Propositions 5.1 and 6.4 (loc.cit.). There however the authors
define a mild morphism as one satisfying the condition 4.1 (i)–(iii). As pointed out
by K. Karu in [Karu], proof of 2.12, the arguments used to verify the property 4.1
(iii) carry over “word by word” to show the property (iv). So there is no harm in
adding this condition.
Summing up what we obtained in Construction 4.4 one has:
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Proposition 4.5. Starting with a flat projective morphism f : X → Y as in step I,
one finds a commutative diagram
X
f

Zˆ
ϕˆ
oo
gˆ

Y Yˆ
ϕ
oo
(4.5.1)
of projective morphisms with:
(a) Yˆ is non-singular and ϕ is an alteration. In particular if f0 : X0 → Y0 is
smooth, then X0 ×Y0 ϕ
−1(Y0) is non-singular.
(a’) If Y0 is non-singular and if f0 : X0 → Y0 is a mild morphism, then the variety
X0 ×Y0 ϕ
−1(Y0) is normal with at most rational Gorenstein singularities.
(b) gˆ : Zˆ → Yˆ is mild.
(c) The induced morphism Zˆ → X ×Y Yˆ is a modification.
A more natural object to study is a desingularization Xˆ of the pullback family
pr2 : X ×Y Yˆ → Yˆ . Although the resulting morphism not necessarily flat we will
use both constructions joint by a non-singular modification Z:
Set-up 4.6. Assume that f0 : X0 → Y0 is smooth. Starting with the diagram
(4.5.1), one can find projective morphisms
X
f

>>
>>
>>
>>
Zˆ
ϕˆ
oo
gˆ

>>
>>
>>
>>
Z
δˆ
oo
δ
//
g

Xˆ
fˆ  
  
  
 
ρ
// X
f
  
  
  
  
Y Yˆϕ
oo
ϕ
// Y,
(4.6.1)
i. such that ρ : Xˆ → X factors through a desingularization ρ′ : Xˆ → X ×Y Yˆ ,
ii. δˆ and δ are modifications, and Z is non-singular.
Notations 4.7. We will denote in 4.6 by Yˆ0, Zˆ0 Xˆ0 (and so on) the preimages of
the open subscheme Y0 ⊂ Y , and by ϕˆ0, gˆ0, fˆ0 (and so on) the restriction of the
corresponding morphisms. The condition i) implies in particular that Xˆ contains
Xˆ0 = X0 ×Y0 Yˆ0 as an open dense subscheme. Later we will also consider a “good”
dense open subscheme Yg ⊂ Y0 and correspondingly its preimages will be denoted
by Yˆg, Zˆg, Xˆg (and so on).
Obviously the properties in 4.5 are compatible with replacing Yˆ by any non-
singular alteration Yˆ1 → Yˆ . We will do so several times, in order to add additional
conditions on the morphism gˆ. We will write Zˆ1 = Zˆ ×Yˆ Yˆ1 and gˆ1 for the second
projection. For Xˆ1 and Z1 choose desingularizations of the main components of
Xˆ×Yˆ Yˆ1 and Z×Yˆ Yˆ1, respectively. All the morphisms in the diagram corresponding
to (4.6.1) will keep their names, decorated by a little 1. Once the additional property
is verified, we usually will change back notations and drop the lower index 1.
We are also allowed to replace Y by a modification with center in Y \Y0, provided
we modify the other schemes in the diagram (4.5.1) accordingly.
As said in the introduction, we are also interested in the polarized case, starting
with a morphism f0 : X0 → Y0 and an f0-ample invertible sheaf L0. In order
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to have a reference sheaf one starts with the extension of L0 to some projective
compactification.
Variant 4.8. Assume in 4.4 that L0 is an f0-ample invertible sheaf. Then one may
choose X such that the sheaf L0 extends to an invertible sheaf L on X. Moreover,
given f˜ : X˜ → Y˜ with Y0 ⊂ Y˜ open and dense and with f˜−1(Y0) isomorphic to X0
over Y0, one may choose Y and X to be modifications of Y˜ and X˜, respectively.
Proof of 4.8. In fact, one just has to modify the first step in the construction 4.4.
Start with any compactification f˜ : X˜ → Y˜ . Blowing up X˜ one may assume that
L0 extends to an invertible sheaf L˜. Choose an invertible sheaf A on X˜ with A
and A ⊗ L˜ very ample. Those two sheaves define embeddings ι : X˜ → Pℓ and
ι′ : X˜ → Pℓ
′
. The restriction of the diagram
X˜
(ι,ι′, ef)
//
ef =
==
==
==
Pℓ × Pℓ
′
× Y˜
pr3
yyss
ss
ss
ss
ss
s
Y˜
to Y0 gives rise to a morphism ϑ : Y0 → Hilb to the Hilbert scheme of subvarieties of
Pℓ × Pℓ
′
. We choose a projective compactification Y of Y0 such that the morphism
ϑ extends to ϑ : Y → Hilb. The family f : X → Y is defined as the pullback of the
universal family, and L as the pullback of OPℓ×Pℓ′ (−1, 1). 
5. Direct images and base change
We start by recalling some well known corollaries of “Cohomology and Base
Change” for projective morphisms.
Lemma 5.1. Let Y be quasiprojective, let f : X → Y be a projective morphism and
let N be a coherent sheaf on X, flat over Y .
i. There exists a maximal open dense subscheme Ym ⊂ Y such that the sheaf
f∗N|Ym is locally free and compatible with base change for morphisms T → Y ,
factoring through Ym.
ii. If f∗N is locally free and compatible with base change for all modifications
θ : Y ′ → Y , then it is compatible with base change for all morphisms ̺ :
T → Y with ̺−1(Ym) dense in T .
iii. There exists a modification Y ′ → Y with center in Y \ Ym such that for
X ′ = X ×Y Y ′
θ′
//
f ′

X
f

Y ′
θ
// Y
the sheaf f ′∗(θ
′∗N ) is locally free and compatible with base change for mor-
phisms ̺ : T → Y ′ with ̺−1θ−1(Ym) dense in T .
Proof. One can assume that Y is affine. By “Cohomology and Base Change” there
is a complex
E0
δ0−→ E1
δ1−→ · · ·
δm−1
−−−→ Em (5.1.1)
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of locally free sheaves, whose i-th cohomology calculates Rif∗N , as well as its base
change. We choose Ym to be the open dense subscheme, where the image C of δ0
locally splits in E1. One has an exact sequence on Y
0 −→ K = Ker(δ0) −→ E0 −→ C −→ 0. (5.1.2)
Part ii) can be extended in the following way:
Claim 5.2. The following conditions are equivalent.
a. C is locally free.
b. f∗N is locally free and compatible with base change for all modifications
̺ : T → Y .
c. f∗N is locally free and compatible with base change for all morphisms ̺ :
T → Y with ̺−1(Ym) dense in T .
Proof. Of course c) implies b). If C is locally free K = f∗N is locally free, and for
all morphisms ̺ : T → Y the sequence
0 −→ ̺∗K −→ ̺∗E0 −→ ̺
∗C −→ 0
remains an exact sequence of locally free sheaves. If ̺−1(Ym) is dense in T the
morphism ̺∗C → ̺∗E1 is injective on some open dense subset, hence injective.
Recall that the complex
̺∗E0
δ′0−→ ̺∗E1
δ′1−→ · · ·
δ′m−1
−−−→ ̺∗Em (5.2.1)
calculates the higher direct images of pr∗1N on the pullback family X ×Y T → T .
As we have just seen, ̺∗K is the kernel of δ′0, hence equal to pr2∗pr
∗
1N .
So a) implies c) and it remains to show that b) implies a). By assumption K = f∗N
is locally free, so C is the cokernel of a morphism between locally free sheaves of rank
ℓ = rk(K) and e = rk(E0), and r = e− ℓ = rk(C). So C is not locally free if and only
if the r-th Fitting ideal is non-trivial (see for example [Eisenbud, Proposition 20.6]).
Choose for ̺ : T → Y a blowing up, such that ̺∗C/torsion is locally free. The fitting
ideal is compatible with pullback (see [Eisenbud, Corollary 20.5]), hence ̺∗C itself is
not locally free. Then, using the notation from (5.2.1), ̺∗K  Ker(δ′0) = pr2∗pr
∗
1N ,
violating b). 
The argument used at the end of the proof of 5.2 also implies that the subscheme
Ym is maximal with the property asked for in ii). In fact, if the image C does not
split locally in a neighborhood of a general point of ̺(T ) the map ̺∗C → ̺∗E1 can
not be injective and one finds again that ̺∗K  Ker(δ′0).
By the choice of Ym the sequence (5.1.2) locally splits on Ym, and there is a blowing
up θ : Y ′ → Y with center in Y \ Ym, such that θ∗(C)/torsion is locally free. This
sheaf is a subsheaf of θ∗(E1), hence it is the image of θ
∗(δ0). So the latter is locally
free, and by Claim 5.2 we found the modification we are looking for in iii). 
For relatively semiample sheaves on the total space of a mild morphism the mod-
ification of the base in 5.1 iii) is not needed. Let us recall the following base change
criterion, essentially due to Kolla´r:
Lemma 5.3. Let gˆ : Zˆ → Yˆ be a mild morphism, and let Lˆ be a gˆ-semiample
invertible sheaf on Zˆ. Then for all i ≥ 0 the sheaves Rigˆ∗(ωZˆ/Yˆ ⊗ Lˆ) are locally free
and compatible with arbitrary base change.
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Proof. By “Cohomology and Base Change”, i.e. using the complex E• in (5.1.1) for
gˆ : Zˆ → Yˆ instead of f : X → Y , one finds that it is sufficient to show that the
sheaves Rigˆ∗(ωZˆ/Yˆ ⊗Lˆ) are locally free, or equivalently that the cohomology sheaves
Hi(E•) are all locally free.
As recalled in [Esnault-V, Corollary 6.12] Kolla´r’s vanishing theorem (loc.sit.
Corollary 5.6) implies that the sheaves Rigˆ∗(ωZˆ/Yˆ ⊗ Lˆ) are torsion free. In par-
ticular, if dim(Yˆ ) = 1 we are done.
In general consider the largest open subscheme Yˆg of Yˆ with gˆ
−1(Yˆg)→ Yˆg smooth.
Let ι : C → Yˆ be a morphism from a projective curve to Yˆ whose image meets Yˆg.
Then h : S = Zˆ ×Yˆ C → C is again mild, in particular S is again normal with
rational Gorenstein singularities. Hence Rih∗(ωS/C ⊗ pr
∗
1Lˆ) is locally free. This
implies that for all points y ∈ ι(C) the dimensions
hi(y) = dimH i(gˆ−1(y), ωgˆ−1(y) ⊗ Lˆ|gˆ−1(y))
are the same. Since Yˆ is covered by such curves hi(y) is constant on Yˆ . Hence
Hi(E•) is locally free. 
The proof of 5.3 gives a first indication why we need weak semistable models. In
general even if X has at most rational Gorenstein singularities, and if f : X → Y is
flat, the arguments used in the proof of 5.3 fail. Given ι : C → Y and S = X ×Y C
we would not know that S again has rational Gorenstein singularities.
Let us return to the notations introduced in the last section. So starting from
a smooth morphism f0 : X0 → Y0 consider again morphisms ϕ : Yˆ → Y and
gˆ : Zˆ → Yˆ satisfying the conditions (a)–(c) in 4.5. We choose the diagram (4.6.1)
in 4.6 in such a way that the conditions i) and ii) hold.
Set-up 5.4. Let L0 be an invertible sheaf on X0, either equal to OX0 or f0-ample
sheaf. In the first case we write L = OX , in the second one we fix an invertible
extension L of L0 to X , as constructed in Variant 4.8. Assume that MZ , MZˆ and
MXˆ are invertible sheaves on Z, Zˆ and Xˆ, respectively, with
δˆ∗MZ =MZˆ , δ∗MZ =MXˆ , ϕˆ
∗L ⊂MZˆ
MZˆ0 =MZˆ |Zˆ0 = ϕˆ
∗
0L0 and MXˆ0 =MXˆ |Xˆ0 = ρ
∗
0L0.
We fix some finite set I of tuples (ν, µ) of non-negative integers and define
F (ν,µ)
Yˆ
= gˆ∗(ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
).
We choose for Yˆg an open dense subscheme of Yˆ0 such that gˆ
−1(Yˆg)→ Yˆg is smooth
and such that the sheaves Rigˆ∗(ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
) are locally free and compatible with
base change for morphisms ̺ : T → Yˆg, for all (ν, µ) ∈ I and for all i.
If L0 = OX0 we choose M• = O•. In this case I = I
′ × {0} for some finite set of
natural numbers I ′.
Given an invertible sheaf L on X one could define MZ , MZˆ and MXˆ as the
pullbacks of L. In particular this choice seems to be the most natural one if L is
f -ample. For families of polarized minimal models we will define in Section 8 other
extensions of MZˆ0 = ϕˆ
∗
0L0 and MXˆ0 = ρ
∗
0L0, better suited for a generalization of
the addendum 3.4.
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If Yˆ1 → Yˆ is a non-singular alteration (see 4.7 for our standard notations) the
sheaves MZˆ1, MXˆ1 and MZ1 are defined by pullback, and they obviously satisfy
again the properties asked for in 5.4, with Yˆg replaced by its preimage in Yˆ1.
Corollary 5.5. In 5.4 one may choose Yˆ and Zˆ in Proposition 4.5 such that in
addition to the conditions (a)–(c) one has:
(d) For (ν, µ) ∈ I the sheaves F (ν,µ)
Yˆ
are locally free and compatible with base
change for morphisms ̺ : T → Yˆ with ̺−1(Yˆg) dense in T . Hence writing
ZˆT
̺′
//
gˆT

Zˆ
gˆ

T
̺
// Yˆ
for the fibre product, one has F (ν,µ)T := ̺
∗F (ν,µ)
Yˆ
= gˆT∗(ω
ν
ZˆT /T
⊗ ̺′∗Mµ
Zˆ
).
Proof. The properties (a)–(c) in 4.5 are compatible with base change by non-singular
alterations Yˆ1 → Yˆ . So using part iii) in 5.1, we may assume that for a given tuple
(ν, µ) and N = ων
Zˆ/Yˆ
⊗Mµ
Zˆ
the condition ii) in 5.1, holds true on Yˆ itself. Again
(d) is compatible with base change for alterations, and repeating the construction
for the other tuples in I one obtains 5.5. 
One important example are the r-fold fibre products. Recall that by Lemma 4.2
the morphism
gˆr : Zˆr = Zˆ ×Yˆ · · · ×Yˆ Zˆ −→ Yˆ
is mild. One has ωZˆr/Yˆ = pr
∗
1ωZˆ/Yˆ ⊗· · ·⊗pr
∗
rωZˆ/Yˆ . ForMZˆr = pr
∗
1MZˆ⊗· · ·⊗pr
∗
rMZˆ
flat base change and the projection formula give:
Corollary 5.6. The condition d) in 5.5 implies that gˆr∗(ω
ν
Zˆr/Yˆ
⊗Mµ
Zˆr
) =
⊗r F (ν,µ)
Yˆ
,
for (ν, µ) ∈ I. In particular those sheaves are again locally free and compatible with
base change for morphisms ̺ : T → Yˆ with ̺−1(Yˆg) dense in T .
In order to define the sheaves F (ν,µ)
Yˆ
and to study their behavior under base change
and products we used the mild model gˆ : Zˆ → Yˆ . However since we might have
blown up the smooth fibres of X0 → Y0 in order to find the mild model, this is not
really the right object to study. As a next step we will use the right hand side of
the diagram (4.6.1) in 4.6 to derive properties of the geometrically more meaningful
morphism fˆ : Xˆ → Yˆ . Jumping from one side of (4.6.1) to the other is possible by:
Lemma 5.7. For all ν, µ ≥ 0 the natural maps
g∗(ω
ν
Z/Yˆ
⊗MµZ) −→ fˆ∗(ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
) and
g∗(ω
ν
Z/Yˆ
⊗MµZ) −→ gˆ∗(ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
) = F (ν,µ)
Yˆ
are both isomorphisms.
Proof. The morphisms δ and δˆ are both birational. Since Xˆ is smooth and Zˆ
Gorenstein with rational singularities one can find effective divisors EZˆ and EXˆ ,
contained in the exceptional loci of δˆ and δ, with
ωZ/Yˆ = δˆ
∗ωZˆ/Yˆ ⊗OZ(EZˆ) = δ
∗ωXˆ/Yˆ ⊗OZ(EXˆ).
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On the other hand,MXˆ = δ∗MZ andMZˆ = δˆ∗MZ , hence for some effective divisors
FZˆ and FXˆ , contained again in the exceptional loci of δˆ and δ, one has
MZ = δˆ
∗MZˆ ⊗OZ(FZˆ) = δ
∗MXˆ ⊗OZ(FXˆ).
The projection formula implies that
δˆ∗(ω
ν
Z/Y ⊗M
µ
Z) = ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
⊗ δˆ∗OZ(ν · EZˆ + µ · FZˆ) = ω
ν
Zˆ/Yˆ
⊗MZˆ
and δ∗(ω
ν
Z/Y ⊗M
µ
Z) = ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
⊗ δ∗OZ(ν · EXˆ + µ · FXˆ) = ω
ν
Xˆ/Yˆ
⊗MXˆ ,
hence 5.7 
As we just have seen, the isomorphisms of sheaves in 5.7 are given over some open
dense subscheme by the birational maps δˆ and δ. We will write in a sloppy way =
instead of ∼= for all such isomorphisms and for those induced by base change.
Since f : Xˆ → Yˆ is not necessarily flat, we can not apply “Cohomology and Base
Change” to the right hand side of the diagram (4.6.1), except if the (unnatural)
assumptions of the next lemma hold true, for example for embedded semistable
reductions over curves considered in Section 7.
Lemma 5.8. Assume in 5.5 that for (0, µ) ∈ I the sheaves f0∗M
µ
X0
are locally free
and compatible with arbitrary base change. Let U ⊂ Yˆ be an open subscheme, such
that V = fˆ−1(U) → U is flat. Let T ⊂ U be a curve, meeting Yˆ0, and assume
that for all coverings T ′ → T the variety V ×U T ′ is normal with at most rational
Gorenstein singularities. Then for (ν, µ) ∈ I the direct image fˆ∗(ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
) is
compatible with base change for all T ′ → T ⊂ U .
Proof. By Lemma 5.3 the sheaves f0∗(ω
ν
X0/Y0
⊗MµX0) are locally free and compatible
with arbitrary base change for all (ν, µ) ∈ I with ν > 0, and by assumption the same
holds for ν = 0.
Let θ : Yˆ1 → Yˆ be a modification. By the choice of I in Corollary 5.5 one knows
that θ∗F (ν,µ)
Yˆ
= F (ν,µ)
Yˆ1
, and by Lemma 5.7
F (ν,µ)
Yˆ
= fˆ∗(ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
), and F (ν,µ)
Yˆ1
= fˆ1∗(ω
ν
Xˆ1/Yˆ1
⊗Mµ
Xˆ1
).
Cutting Yˆ1 with hyperplanes on finds through any point p ∈ θ−1(T ) a curve T ′
mapping surjectively to T . Then, as we will see in Lemma 7.3, Xˆ ×Yˆ Yˆ1 will be
normal with at most rational Gorenstein singularities in a neighborhood of θ−1(T ).
Replacing Yˆ by U , we may assume that this is the case for Xˆ ×Yˆ Yˆ1 itself. So
fˆ∗(ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
) is locally free and compatible with base change for modifications.
On the other hand by assumption the sheaves fˆ0∗(ω
ν
Xˆ0/Yˆ0
⊗Mµ
Xˆ0
) are locally free and
compatible with arbitrary base change, hence the open subscheme Yˆm in Lemma 5.1
ii) contains Yˆ0, and 5.8 follows from Lemma 5.1 ii). 
Remark that Lemma 5.8 does not imply that gˆ∗(ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
) is compatible with
base change for morphisms ̺ : T → Yˆ with ̺−1(Yˆ0) dense. If ̺−1(Yˆg) is not dense,
we do not know that Zˆ ×Yˆ T → T is mild, hence we can not use Lemma 5.7.
Comments 5.9. The proof of Theorem 1 could be finished at this stage. Let us
sketch the line of arguments, hoping that it will serve as an introduction to the
remaining part of the article.
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The Extension Theorem of Gaber starts with a projective scheme Y , an open
dense subscheme Y0, a non-singular alteration ϕ : Yˆ → Y . Write Yˆ0 = ϕ
−1(Y0) and
ϕ0 = ϕ|Yˆ0. Next one considers locally free sheaves FY0 and FYˆ with ϕ
∗
0(FY0) = FYˆ |Yˆ0 .
In addition one has a finite covering φ : W → Y with a splitting trace map, whose
normalization is the Stein factorization of ϕ.
In addition one needs a sheaf FC for each curve π : C → W whose image meets
W0 = φ
−1(Y0). If π factors through χ : C → Yˆ one requires that χ
∗FYˆ = FC ,
and FC must be compatible with replacing C by a covering. The conclusion is the
existence of the sheaf FW , perhaps after replacing W by a modification with center
in W \W0.
Let us try to verify those conditions for F (ν)Y0 . The the alteration Yˆ and the sheaf
F (ν)
Yˆ
have been constructed in Sections 4 and 5. For F (ν)C there is little choice.
It has to be the direct image h∗ω
ν
S/C for a desingularization h : S → C of the
pullback family. The compatibility with finite coverings enforces the assumption
that h : S → C has a semistable or a mild model. So we will have to verify two
conditions:
(1) If π0 : C0 →W0 is a morphism from a non-singular curve, then the pullback
family h0 : S0 → C0 allows a mild model f : S → C over the smooth
compactification C of C0.
(2) If the morphism π0 factors through the restriction of χ : C → Yˆ to C0, then
χ∗F (ν)
Yˆ
= h∗ω
ν
S/C .
For (2) Lemma 5.8 will be of help. Its application is made possible by the embedded
weak semistable reduction over curves, discussed in the first part of Section 7 and
stated in Proposition 7.8. There we first flatify the morphism in a neighborhood of
a given curve. Replacing this neighborhood by an alteration we may assume that
the pullbackfamily is semistable over C. Using this construction we will verify (2)
in Proposition 10.5.
For (1) remark, that it holds for curves π0 : C0 → W0 whose image meets the
open dense subscheme Wg where Yˆ → W is an isomorphism, and whose lifting to
Yˆ meets the open set Yˆg, defined in 4.1. This allows to verify (1) in Section 12 on
coverings of certain locally closed subschemes of W . The necessary gluing is made
possible by studying embeddings of W into projective spaces, which at the same
time will take care of the splitting trace map.
So both sides of the diagram (4.3) play their role. The left hand side is needed for
the definition of F (ν)
Yˆ
, for its compatibility with alterations and for the verification
of (1). The right hand side is needed to control the compatibility of the sheaves to
curves, as stated in (2).
As indicated in the comments in 2.5, the properties of W and F (ν)W stated in
Theorem 1 are not sufficient to get the condition iv) in Theorem 2. This forces us
to allow multiplier ideals, which will also help to extend Corollary 3 to sheaves of
the form F (ν,µ)• with µ > 0. Since we do not want to repeat the same construction
in two slightly different set-ups, we will first try to understand multiplier ideals in
families in Section 6, or to be more precise, base change properties of “multiplier
sheaves”, i.e. of the tensor product of a multiplier ideal with an invertible sheaf. As
we will see in 6.3 one does not even have a reasonable “base change morphism” to
start with. And in general such multiplier sheaves will not be flat over the base. If
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they occur as in Lemma 2.1 as a direct factor of the direct image of an alteration
Z ′ → Z, and if Z is the total space of a family Z → Y we will perform the weakly
stable reduction for Z ′ → Y , in order to find a nice model.
The corresponding application of the embedded weak semistable reduction is given
in the second half of Section 7. In Section 9 we define certain multiplier sheaves on
fibre products, depending on certain tautological maps, similar to the determinant
Ξ in the proof of Variant 2.4. Here we have to give the definitions for both sides
of the diagram (4.3) and to verify certain compatibilities. In Section 11 we verify
similar compatibilities for the restriction to curves,and we extends the proof of (2)
to multiplier sheaves.
We invite the reader to jump directly to Section 12, stopping shortly at Sections 7
and 10, and to fill in the details needed for the ampleness property later. As we said
already in Remark 3.4.1, the Section 8 is mainly needed for the identification of the
natural ample sheaf on the compactification of the moduli scheme in Theorem 6.
6. Flattening and pullbacks of multiplier ideals
If multiplier ideals occur as in Lemma 2.1 as a direct factor of the direct image
of an alteration Z ′ → Z, and if Z is the total space of a family Z → Y , the weakly
stable reduction for Z ′ → Y will allow to verify certain functorial properties. This
will later be applied to the mild morphism gˆ : Zˆ → Yˆ . The constructions will force
us to replace the base by a new alteration, an excuse to drop the ˆ and to start with:
Assumptions and Notations 6.1. Let g : Z → Y be a flat projective surjective
Gorenstein morphism over a non-singular variety Y . Assume that the r-fold fibre
product Zr = Z ×Y · · · ×Y Z is normal with at most rational singularities.
Let N be an invertible sheaf on Z, let ∆ be an effective Cartier divisor on Z and
let N > 1 be a natural number. Assume that there is a locally free sheaf E together
with a morphism E → g∗NN on Y with g∗E → NN ⊗OZ(−∆) surjective.
Let C be a set of morphisms from normal varieties T with at most rational Goren-
stein singularities to Y , such that for all (θ : T → Y ) ∈ C and for all r > 0 the
variety ZrT = Z
r×Y T is again normal with at most rational Gorenstein singularities.
We will need in addition that g−1(θ(T )) is not contained in the support of ∆.
For (̺ : T → Y ) ∈ C we will write ̺T : ZT → Z and gT : ZT → T for the induced
morphisms. On the products the corresponding morphisms will be denoted by
̺rT : Z
r
T → Z
r and grT : Z
r
T → T.
We consider ∆r = pr∗1∆+ · · ·+ pr
∗
r∆ on Z
r and ∆T or ∆
r
T denote the pullbacks of
those divisors to ZT or Z
r
T . We write
NZr = pr
∗
1N ⊗ · · · ⊗ pr
∗
rN and AZr = pr
∗
1A⊗ · · · ⊗ pr
∗
rA
for an invertible auxiliary sheaf A on Zˆ, usually ample or semiample.
If g : Z → Y is a mild morphism, smooth over a dense open subscheme Yg, and if
∆ does not contain g−1(y) for y ∈ Yg, then C can be chosen as the set of morphisms
̺ : T → Y with T a normal variety with at most rational Gorenstein singularities,
where either ̺ is dominant, or dim(T ) = 1 and ̺−1(Yg) is dense in T .
Conditions 6.2. In 6.1 write ε = 1
N
and consider for ̺ ∈ C the following statements:
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a. J (−ε ·∆) is compatible with r-th products, i.e.
J (−ε ·∆r) ∼=
[
pr∗1J (−ε ·∆)⊗ · · · ⊗ pr
∗
rJ (−ε ·∆)
]
/torsion.
b. For all r ≥ 1 there is a natural isomorphism
̺r∗T J (−ε ·∆
r)/torsion
∼=
−→ J (−ε ·∆rT ).
c. For all g-semiample invertible sheaves A on Z the direct image
gr∗(ωZr/Y ⊗AZr ⊗NZr ⊗ J (−ε ·∆
r))
is locally free and the composite
̺∗gr∗(ωZr/Y ⊗AZr ⊗NZr ⊗ J (−ε ·∆
r))
γ
−→
grT∗(ωZrT /T ⊗ ̺
r∗
T (AZr ⊗NZr ⊗ J (−ε ·∆
r)))
η
−→
grT∗(ωZrT /T ⊗ ̺
r∗
T (AZr ⊗NZr ⊗J (−ε ·∆
r))/torsion)
∼=
−→
grT∗(ωZrT /T ⊗ ̺
r∗
T (AZr ⊗NZr)⊗J (−ε ·∆
r
T ))
of the base change morphism and the quotient map in b) is an isomorphism.
d. One has an isomorphism
r⊗
g∗(ωZ/Y ⊗A⊗N ⊗ J (−ε ·∆)) ∼= g
r
∗(ωZr/Y ⊗AZr ⊗NZr ⊗ J (−ε ·∆
r)).
Example 6.3. In general multiplier ideals behave badly under base change. Even
if T ⊂ Y is a smooth divisor curve J (−ε ·∆)|ZT might be larger that J (−ε ·∆T ).
So in general one can not even expect the existence of a map
̺∗TJ (−ε ·∆) −→ J (−ε ·∆T )
in 6.2, b).
Lemma and Definition 6.4. Under the assumptions made in 6.1 we say that
J (−ε · ∆) is compatible with pullback, base change and products for ̺ ∈ C if the
conditions a)–d) in 6.2 hold true, or if equivalently:
i. For all r > 0 the sheaves
pr∗1J (−ε ·∆)⊗ · · · ⊗ pr
∗
rJ (−ε ·∆) and ̺
r∗
T J (−ε ·∆
r)
are torsion free and isomorphic to J (−ε ·∆r) and J (−ε ·∆rT ), respectively.
ii. For all g-semiample invertible sheaves A on Z the direct image
gr∗(ωZr/Y ⊗AZr ⊗NZr ⊗ J (−ε ·∆
r))
is locally free and compatible with base change for ̺ ∈ C.
Moreover the conditions i) and ii) imply:
iii. The multiplier ideal J (−ε ·∆r) is flat over Y .
Proof. Let us remark first, that by Grothendieck’s cohomological criterion for flat-
ness [EGA III, Proposition 7.9.14] the local freeness of the sheaves
gr∗(ωZr/Y ⊗AZr ⊗NZr ⊗ J (−ε ·∆
r))
for all powers of a given ample sheaf implies that J (−ε ·∆r)) is flat over Y . Hence
ii) or the condition c) in 6.2 imply the condition iii).
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Let us assume that i) and ii) hold true. Then a) and b) follow from i), and the
condition iii) allows to get d) in 6.2 by flat base change. By i) the morphism η in c)
is the identity, and γ is the usual base change map, hence an isomorphism by ii).
For the other direction we have already seen that iii) in 6.4 holds. So for A suf-
ficiently ample, the base change morphism γ in 6.2 c) is an isomorphism. Since its
composite with η is assumed to be an isomorphism as well, η must be an isomor-
phism. This being true for all ample sheaves A one finds that ̺r∗T J (−ε · ∆
r) is
torsion free, and b) implies
̺r∗T J (−ε ·∆
r)
∼=
−→ ̺r∗T J (−ε ·∆
r)/torsion
∼=
−→ J (−ε ·∆rT ).
Using iii) for r = 1, one finds by flat base change and by the projection formula that
gr∗(ωZr/Y ⊗AZr ⊗NZr ⊗ pr
∗
1J (−ε ·∆)⊗ · · · ⊗ pr
∗
rJ (−ε ·∆))
∼=
r⊗
g∗(ωZ/Y ⊗A⊗N ⊗ J (−ε ·∆)). (6.4.1)
In particular both sheaves are locally free, and the cohomological criterion for flat-
ness implies that pr∗1J (−ε ·∆)⊗ · · · ⊗ pr
∗
rJ (−ε ·∆) is a flat over Y . The condition
d) tells us that the direct images in (6.4.1) are isomorphic to
gr∗(ωZr/Y ⊗AZr ⊗NZr ⊗ J (−ε ·∆
r)),
hence that pr∗1J (−ε ·∆)⊗· · ·⊗pr
∗
rJ (−ε ·∆) is isomorphic to J (−ε ·∆
r) and torsion
free.
The condition ii) now follows from i) and c). 
The main result of this section is a complement to the Weak Semistable Reduction
Theorem.
Theorem 6.5. Assume in 6.1 that g : Z → Y is mild, that Yg ⊂ Y is open with
g−1(Yg) → Yg smooth, and that ∆ does not contain any fibres g−1(y) for y ∈ Yg.
Then there exists a fibre product diagram of morphisms
Z1
θ′
//
g1

Z
g

Y1
θ
// Y,
with θ a non-singular alteration, and an open dense subscheme Y1g of θ
−1(Yg), such
that for
C1 =
{
̺ : T → Y1 with either ̺ dominant and T normal with at most rational
Gorenstein singularities, or T a non-singular curve and ̺−1T (Y1g) dense in T
}
and for ∆1 = θ
′∗∆ the sheaf J (−ε ·∆1) is compatible with pullback, base change and
products for all (̺ : T → Y1) ∈ C1.
Proof. We will verify the conditions a)–d) stated in 6.2.
Step I. As a first step, under the additional assumption
NN ⊗OZ(−∆) = OZ (6.5.1)
we will construct a non-singular alteration Y1 → Y such that the pullback family
g1 : Z1 → Y1 satisfies the condition 6.2 b), for r = 1.
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Consider the cyclic covering W → Z obtained by taking the N -th root out of ∆
and a log-resolution δ′ : Z˜ → Z for ∆. One has a diagram
W˜
eπ

π

@@
@@
@@
@@
// W

Z˜ δ′
// Z
(6.5.2)
where W˜ is a desingularization of the fibre product. Since ε = 1
N
Lemma 2.2 implies
that
N ⊗ δ′∗(ω eZ/Y ⊗O eZ(−
[
ε · δ′∗∆
]
)) = N ⊗ ωZ/Y ⊗J (−ε ·∆)
is a direct factor of π∗ωfW/Y . As we have seen there, the assumption that W˜ → Z
factors through Z˜ is not needed. Similarly it is sufficient to require W˜ to have
rational Gorenstein singularities.
Nevertheless let us start with W˜ as in (6.5.2). We choose Y1 → Y to be a non-
singular alteration, such that pr2 : W˜ ×Y Y1 → Y1 has a mild model h1 : W1 → Y1.
By construction, one has a morphism W1 → W˜ and hence π1 : W1 → Z1. Remark
that the divisor π∗1θ
′∗∆ is divisible by N .
Let us formulate what we know up to now and what will be used in the next step:
Set-up 6.6. Y1 → Y is a non-singular alteration, h1 : W1 → Y1 is a flat Gorenstein
morphism factoring through an alteration π1 : W1 → Z1. The morphism h1 has
reduced fibres and it is smooth over an open dense subscheme Y1g of Y1.
Moreover g1 : Z1 → Y1 is mild and for all g1-semiample sheaves A on Z1 by Lemma
5.3 the sheaf h1∗(π
∗
1A ⊗ ωW1/Y1) is locally free and compatible with arbitrary base
change.
Given ̺ : T → Y1, as in Theorem 6.5, one has
WT
̺′
//
πT

W1
π1

ZT
̺T
//
gT

Z1
g1

T
̺
// Y1.
So g1 and h1 = g1 ◦ π1, as well as gT and hT = gT ◦ πT are flat.
Let us write ∆T = ̺
∗
T∆1, let A be an invertible sheaf on Z1 and AT = ̺
∗
TA. One
has compatible base change morphisms
̺∗Tπ1∗(π
∗
1A⊗ ωW1/Y1) = AT ⊗ ̺
∗
Tπ1∗ωW1/Y1
α
−→ AT ⊗ πT∗ωWT /T ,
̺∗h1∗(π
∗
1A⊗ ωW1/Y1) = ̺
∗g1∗(A⊗ π1∗ωW1/Y1)
γ
−→ gT∗(AT ⊗ ̺
∗
Tπ1∗ωW1/Y1),
and ̺∗h1∗(π
∗
1A⊗ ωW1/Y1)
β=(gT∗(α))◦γ
−−−−−−−−−→ hT∗(π
∗
TAT ⊗ ωWT /T ).
Claim 6.7. In 6.6 for all invertible sheaves A on Z1 the morphism α is surjective
and induces an isomorphism
[AT ⊗ ̺
∗
Tπ1∗ωW1/Y1 ]/torsion −→ AT ⊗ πT∗ωWT /T .
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Proof. Remark that hT : WT → T is flat, Gorenstein, with reduced fibres and with
a non-singular general fibre. So the singular locus of WT lies in codimension at least
two, and WT has to be normal, hence it is a disjoint union of irreducible schemes,
each one flat over an irreducible components of T . So πT∗ωWT /T will be a torsion
free OT module.
It is sufficient to prove Claim 6.7 for one invertible sheaf A. So we may assume
that A is ample, hence π∗1A semiample. By assumption β is an isomorphism, and
gT∗(α) : gT∗(AT ⊗ ̺
∗
Tπ1∗ωW1/Y1) −→ gT∗(AT ⊗ πT∗ωWT /YT )
has to be surjective. For A sufficiently ample, the evaluation map induces a surjec-
tion
g∗TgT∗(AT ⊗ ̺
∗
Tπ1∗ωW1/Y1)
g∗T (gT∗(α))−−−−−−→ g∗TgT∗(AT ⊗ πT∗ωWT /YT ) −→ AT ⊗ πT∗ωWT /YT .
Since it factors through α : AT ⊗ ̺∗Tπ1∗ωW1/Y1 → AT ⊗ πT∗ωWT /YT , the latter must
be surjective as well. By flat base change α is an isomorphism over some open dense
subscheme of ZT , hence its kernel is exactly the torsion subsheaf. 
Let us return to the notations used in the beginning, hence W˜ is a desingular-
ization of the cyclic covering obtained by taking the N -th root out of ∆ and Y1 is
chosen, such that W˜ → Y has a mild reduction h1 : W1 → Y1. So the conditions
in 6.6 hold true by the definition of a mild morphism and by Lemma 5.3.
Since WT has at most rational Gorenstein singularities one obtains J (−ε ·∆T ) as
a direct factor of
̺∗T θ
′∗N−1 ⊗ πT∗ωWT /ZT = ̺
∗
T θ
′∗N−1 ⊗ ω−1ZT /T ⊗ πT∗ωWT /YT .
By flat base change this factor coincides with ̺∗TJ (−ε · ∆1) on some open dense
subscheme of Z1. Applying 6.7 for A = θ′∗N−1 ⊗ ω
−1
Z1/Y1
, the morphism α induces
an isomorphism
̺∗TJ (−ε ·∆)/torsion
∼=
−→ J (−ε · ̺∗T∆).
Step II. Next we will verify b) for r = 1 without the additional assumption (6.5.1),
by gluing local models constructed in the first step.
To construct a non-singular alteration Y1 such that the properties b) in 6.2 holds
true for the family g1 : Z1 → Y1, one may replace N by N⊗g∗H and correspondingly
E by E ⊗ HN .
So choosing H sufficiently ample, one may assume that E is generated by global
sections, as well as NN ⊗ OZ(−∆). Next choose H1, . . . , Hℓ to be zero divisors of
general global sections of NN ⊗OZ(−∆) and Ui = Z \Hi, with
ℓ⋂
i=1
Hi = ∅ or
ℓ⋃
i=1
Ui = Z. (6.7.1)
By step I, for Hi +∆ instead of ∆ and for each i, one has a non-singular alteration
Y
[i]
1 → Y and a fibre product
Z
[i]
1
θ[i]
//
g
[i]
1

Z
g

Y
[i]
1
// Y
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such that J (−ε · θ[i]
∗
(Hi + ∆)) is compatible with pullback up to torsion. Fix a
non-singular alteration θ : Y1 → Y dominating all the Y
[i]
1 . For Y1,g choose the
intersection of the preimages of the different good loci Y
[i]
1,g and for Z1 the pullback
family.
By construction J (−ε · (∆ +Hi))|Ui = J (−ε ·∆)|Ui and
J (−ε · (∆1 + θ
′∗Hi))|θ−1(Ui) = J (−ε ·∆1)|θ−1(Ui).
Since J (−ε · (∆1 + θ′∗Hi)) is compatible with pullback up to torsion, the sheaf of
ideals J (−ε ·∆1) has the same property over Ui. Since {Ui; i = 1, . . . , ℓ} is an open
covering of Z the condition 6.2 b) follows for ∆1 and for r = 1.
Step III. For the model Z1 → Y1 constructed in step II we will verify the property
b) for r > 1 and the compatibility with products, stated in 6.2 a). Let us formulate
again the set-up we will refere to at this point.
Set-up 6.8. π
[i]
1 : W
[i]
1 → Z1 are alterations such that the induced morphisms
h
[i]
1 :W
[i]
1 → Y1 satisfy the assumptions stated in 6.6.
Choose a tuple i consisting of r elements i1, . . . , ir ∈ {1, . . . , ℓ} and the induced
morphisms hr1 : W
r =W
[i1]
1 ×Y1 · · · ×Y1 W
[ir]
1 → Y1 and π
r
1 :W
r → Zr. Let
AZr ⊗
r⊗
ι=1
pr∗iιπ
[iι]
∗ ωW [iι]/Y1
αr
−→ AZr ⊗ π
r
∗ωW r/Y1 = AZr ⊗ π
r
∗
r⊗
pr∗iιωW [iι]/Y1 (6.8.1)
be induced by the tensor products of the base change maps
pr∗iιπ
[iι]
∗ ωW [iι]/Y1 −→ π
r
∗pr
∗
iιωW [iι]/Y1 .
By assumption, for A ample the sheaves h[i]1∗π
[i]
1
∗
A⊗ωW [i]/Y1 are locally free. By flat
base change and the projection formula, one has an isomorphism
r⊗
ι=1
h
[iι]
1∗ (π
[iι]∗A⊗ ωW [iι]/Y1)
βr
−→ hr1∗(π
r
1
∗AZr ⊗ ωW r/Y1).
Claim 6.9. There is a natural morphism
r⊗
ι=1
h
[iι]
1∗ (π
[iι]∗A⊗ ωW [iι]/Y1) =
r⊗
ι=1
g1∗(A⊗ π
[iι]
∗ωW [iι]/Y1)
γr
−→ gr1∗
(
AZr ⊗
r⊗
ι=1
pr∗iιπ
[iι]
∗ ωW [iι]/Y1
)
.
Proof. Let p1 : Z
r
1 → Z1 and p2 : Z
r
1 → Z
r−1
1 denote the projection to the first and
the last r − 1 factors of the fibre product. Assume one has constructed γr−1, hence
the morphism
r⊗
ι=1
g1∗(A⊗ π
[iι]
∗ωW [iι]/Y1)
γr−1⊗id
−−−−−→
g1∗(A⊗ π
[ir]
∗ωW [ir]/Y1)⊗ g
r−1
1∗
(
AZ(r−1) ⊗
r−1⊗
ι=1
pr∗iιπ
[iι]
∗ ωW [iι]/Y1
)
.
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The right hand side maps to
gr−11∗ g
r−1
1
∗
g1∗(A⊗ π
[ir]
∗ωW [ir]/Y1)⊗ g1∗g
∗
1g
r−1
1∗
(
AZ(r−1) ⊗
r−1⊗
ι=1
pr∗iιπ
[iι]
∗ ωW [iι]/Y1
)
The tensor product of the two base change maps and the multiplication of sections
map this sheaf to
gr1∗p
∗
2
(
AZ(r−1) ⊗
r−1⊗
ι=1
pr∗iιπ
[iι]
∗ ωW [iι]/Y1
)
⊗ gr1∗p
∗
1(A⊗ π
[ir ]
∗ωW [ir]/Y1)
mult
−−→ gr1∗
(
AZr ⊗
r⊗
ι=1
pr∗iιπ
[iι]
∗ ωW [iι]/Y1
)
.

Again the isomorphism βr is equal to gr1∗(α
r) ◦ γr, hence gr1∗(α
r) has to be surjec-
tive. As in the proof of 6.7, for A sufficiently ample, one finds that αr is surjective.
Let us state what we obtained.
Claim 6.10. In 6.8 the base change map βr in (6.8.1) is an isomorphism for all
g1-semiample sheaves A. The morphism αr is surjective and its kernel is a torsion
sheaf.
Let us return to the situation considered in step II. So we have chosen alterations
π
[i]
1 : W
[i]
1 → Z1, dominating the cyclic covering obtained by taking the N -th root
out of ∆1 + θ
′∗Hi, such that the induced morphisms h
[i]
1 : W
[i]
1 → Y1 are mild.
By Lemma 4.2 the morphism hr1 is again mild and W
r has rational Gorenstein
singularities. W r dominates the cyclic covering obtained by taking the N -th root
out of ∆1 + θ
′∗Hi. So π
r
1 : W
r → Zr is again an alteration, dominating the cyclic
covering obtained by taking the N -th root out of
Γ = pr∗i1(∆1 + θ
′∗Hi1) + · · ·+ pr
∗
ir(∆1 + θ
′∗Hir).
By step I, up to the tensor product with an invertible sheaf, J (−ε · Γ) is a direct
factor of
πr1∗ωW r/Y1 = pr
∗
i1
π[i1]∗ ωW [i1]/Y1 ⊗ · · · ⊗ pr
∗
irπ
[ir]
∗ ωW [ir]/Y1 .
On some open dense subscheme this factor is isomorphic to
pr∗i1J (−ε · (∆1 + θ
′∗Hi1))⊗ · · · ⊗ pr
∗
irJ (−ε · (∆1 + θ
′∗Hir)).
So the first part of Claim 6.10 implies that αr induces an isomorphism
[pr∗i1J (−ε · (∆1 + θ
′∗Hi1))⊗ · · · ⊗ pr
∗
irJ (−ε · (∆1 + θ
′∗Hir))]/torsion
∼=
−→ J (−ε · Γ).
For Ui = Z \Hi and Ui = Ui1 × · · · × Uir one has
J (−ε · (∆1 + θ
′∗Hiι))|Uiι = J (−ε ·∆1)|Uiι
and J (−ε · Γ)|Ui = J (−ε · ∆
r)|Ui. Since by (6.7.1) each point of Z
r lies in Ui for
some choice of the tuple i, one obtains the property 6.2 a).
The same construction gives the proof of property b) for r > 1. One just has to
remark that πr1 : W
r
1 → Z
r
1 and hˆ
r
1 : W
r
1 → Y satisfy again the assumption made
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in 6.6. So one just has to replace the ample sheaf A by a sufficiently high power of
AZr , and one obtains an isomorphism
̺r∗T J (−ε · Γ)/torsion
∼=
−→ J (−ε · ̺r∗T Γ),
for the divisor Γ introduced above. So 6.2 b) holds for ∆r on Ui, hence everywhere.
Step IV. It remains to verify the properties 6.2 c) and d). To simplify notations,
let us drop the lower index 1 and assume that the properties a) and b) in 6.2 hold
true for g : Z → Y itself.
Let us first remark that we know c) and d) if NN ⊗ OZ(−∆) is the pullback of
an invertible sheaf on Y . In fact, the base change morphisms in 6.2 c) and d) are
just direct factors of the base change morphisms β in step I or βr in Claim 6.10 in
step III. So we will reduce everything to this case.
As we have seen this can be done by adding the zero divisor H of a general section
of NN⊗OZ(−∆) to ∆. There is a problem with the term “general”. We can choose
H to be general for a fibre of g1 : Z1 → Y1, hence (2.1.1) holds for F and for F
replaced by a small neighborhood. However we can not choose H such that this
remains true for neighborhoods of fibres of all gT : ZT → T and for the pullback of
H . So we will argue in a different way.
Let us assume that the construction in step II was possible over Y . In particular
E and hence NN ⊗OZ(−∆) are generated by global sections, and for some section
of NN ⊗ OZ(−∆) with zero divisor H1 the cyclic covering obtained by taking the
N -th root out of ∆ + H1 has a mild model h
[1] : W [1] → Y factoring through
π[1] :W [1] → Z.
As before δ′ : Z˜ → Z denotes a log-resolution for ∆. Fix a point y ∈ Y . For the
zero set H of a general section of NN ⊗ OZ(−∆) the divisor δ′∗H will be smooth
meeting δ′∗∆ transversely. So J (−a·∆) = J (−a·(∆+H)) for 0 ≤ a < 1. Moreover,
π[1]
∗
H will not contain any component of h[1]
−1
(y).
On W [1] the divisor π[1]
∗
∆ is divisible by N . Hence the sheaf
π[1]
∗
(NN ⊗OZ(−∆)) = (π
[1]∗NN)⊗OZ(−π
[1]∗∆)) = OW [1](π
[1]∗H)
is the N -th power of an invertible sheaf L. We choose φ :W →W [1] to be the cyclic
covering obtained by taking the N -th root out of π[1]
∗
H and π = π[1] ◦ φ.
Claim 6.11. For H sufficiently general, replacing Y by a neighborhood of y, one
has:
i. φ∗ωW/Y =
N−1⊕
ι=0
ωW [1]/Y ⊗L
ι.
ii. The induced morphism h : W → Y is flat and Gorenstein.
iii. The fibres of h are reduced and the general fibre is non-singular.
iv. If A is g-semiample the direct image sheaves h∗(π∗A⊗ωW/Y ) are locally free
and compatible with arbitrary base change.
v. The sheaf J (−ε ·∆)⊗N ⊗ ωZ/Y is a direct factor of π∗ωW/Y .
Proof. The first part follows from [Esnault-V, Section 3]. However there we consid-
ered cyclic coverings over a non-singular base and we have to explain, how to reduce
the statement to this case.
Let τ : V → W [1] be a desingularization. For H sufficiently general, τ ∗H is non-
singular. The normalization V ′ of V in the function field of W is non-singular and
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isomorphic to
Spec(F) for F =
N−1⊕
ι=0
τ ∗L−ι.
The canonical sheaf ωV ′ is the invertible sheaf corresponding to
F ⊗ LN−1 =
N−1⊕
ι=0
ωV ⊗ τ
∗Lι.
Since W [1] is Gorenstein with rational singularities, φ∗OW = τ∗F =
N−1⊕
ι=0
L−ι.
So φ∗ωW contains τ∗F ⊗LN−1 and both are isomorphic outside of a codimension
two subset. The second sheaf is a locally free τ∗F module of rank 1, hence equal to
φ∗ωW . In particular φ : W → W [1] is flat, and ωW is invertible.
For iii) remark that g[1] is smooth over some open dense subset Yg of Y . The
restriction of a general divisor H to one fibre will be non-singular, and thereby g has
at least one non-singular fibre. Choosing Y small enough, we may assume that H
does not contain components of any fibre of g[1]. Since the fibres of g[1] are reduced,
the fibres of h have the same property.
Part iv) follows from 5.3, applied to the sheaves g
[1]
∗ (ωW [1]/Y ⊗ L
ι ⊗ A), and by
the direct sum decomposition in i). So it remains to verify v).
Let π′ : W ′ → Z be the cyclic covering obtained by taking the N -th root out of
∆+H . Then W is just the normalization of the fibre product W ′ ×Z W [1]. In fact,
the latter is the cyclic covering of W [1], obtained by taking the N -th root out of
π[1]
∗
∆+ π[1]
∗
H . However, π[1]
∗
∆ is divisible by N , hence it is the same to take the
N -th root out of π[1]
∗
H .
So π′∗ωW ′/Y is a direct factor of π∗ωW/Y , and
J (−ε · (∆ +H))⊗N ⊗ ωZ/Y = J (−ε ·∆)⊗N ⊗ ωZ/Y
is a direct factor of both of them. 
Parts ii), iii) and iv) of 6.11 imply that the assumptions stated in 6.6 hold. Hence
by Claim 6.7 for all ̺ : T → Y considered in 6.5 the morphism
α : ̺∗Tπ∗ωW/Y → πT∗ωWT /T
is a surjection with torsion kernel. Moreover the composite
β : ̺∗g∗(A⊗ π∗ωW/Y )
γ
−→ gT∗(AT ⊗ ̺
∗
Tπ∗ωW/Y )
g∗α
−−→ gT∗(AT ⊗ πT∗ωWT /T )
is an isomorphism for all g-semiample sheaves A on Z. By 6.11 v) the sheaf
̺∗g∗(A⊗ J (−ε ·∆)⊗N ⊗ ωZ/Y )
is a direct factor of the left hand side, and by the property b), which we verified in
steps I. and II. the corresponding direct factor of the right hand side is
gT∗(ωZT /T ⊗ ̺
∗
T (A⊗N )⊗J (−ε ·∆T )).
So we obtained the property c) for r = 1.
For r > 1 the argument is the same. Using the notations from step II for i =
(1, . . . , 1) we just have to replace Z by Zr and the divisor H1 by pr
∗
1H1+ · · ·+pr
∗
rH1.
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For d) we choose for the morphisms h[i] :W [i] → Z in step III the same morphism
h : W → Y . By 6.11 ii), iii), and iv) the assumptions made in 6.8 hold true, and by
Claim 6.10 the composite
r⊗
ι=1
g∗(A⊗ π∗ωW/Y ) =
r⊗
ι=1
h∗(π
∗A⊗ ωW/Y )
βr
−→ h∗(π
∗AZr ⊗ ωW r/Y ) =
g∗(AZr ⊗ π
r
∗ωW r/Y )
∼=
←−
αr
g∗
(
AZr ⊗
[ r⊗
ι=1
pr∗ιπ∗ωW/Y
]
/torsion
)
is an isomorphism. The left hand side contains
r⊗
ι=1
g∗(ωZ/Y ⊗A⊗N ⊗J (−ε ·∆))
as a direct factor, and the corresponding direct factor of the right hand side is
gr∗
(
ωZr/Y ⊗AZr ⊗NZr ⊗
[ r⊗
ι=1
pr∗ιJ (−ε ·∆)
]
/torsion
)
.
By part a) of 6.2 this is gr∗(ωZr/Y ⊗AZr ⊗NZr ⊗J (−ε ·∆
r)) and we obtain d). 
Remark 6.12. Even if one adds to 6.1 the additional condition N > e(∆) one can
not expect in Theorem 6.5 that J (−ε ·∆1) is isomorphic to OZ1 . At least we were
not able to compare e(∆1) and e(∆). So for the equality J (−ε1 · ∆1) = OZ1 with
ε1 =
1
N1
we have to choose N1 larger than N and we loose the compatibility with
base change and products.
7. Embedded weak semistable reduction over curves
For a morphism to a curve with smooth general fibre, a semistable model is
mild. The existence of such a model over some covering of the base has been shown
by Kempf, Knudsen, Mumford, and Saint-Donat in [KKMS]. Applying it to a
family over a discrete valuation ring one obtains the semistable reduction theorem
in codimension one:
Theorem 7.1. Let U and V be a quasi-projective manifolds and let E ⊂ U be a
submanifold of codimension one. Let f : V → U be a surjective projective morphism
with connected general fibre. Then there exists a finite covering θ : U ′ → U , a
desingularization V ′ of the main component of V ×U U ′, and an open neighborhood
U˜ of the general points of θ−1(E) such that for the induced morphism f ′ : V ′ → U ′
the restriction f ′−1(U˜)→ U˜ is flat and f ′−1(U˜ ∩ θ−1(E)) a reduced relative normal
crossing divisor over U˜ ∩ θ−1(E).
As indicated in 5.9 we will need some “embedded version” of the semistable re-
duction in a neighborhood of a given curve. This will allow to apply the base change
criterion in Lemma 5.8.
Since as in Section 6 we have to allow multiplier ideals the notations get again
a bit complicated in the second half of the Section. The multiplier ideal of the
restriction of a divisor is contained in the restriction of the multiplier ideal. As we
will see, for total spaces of families of varieties one can enforce an isomorphism after
an alteration of the base.
Lemma 7.2. Let f : X → Y be a projective surjective morphism between quasi-
projective manifolds with smooth part f0 = f |X0 : X0 → Y0. Let π : C → Y be
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a morphism from a non-singular curve C with C0 = π
−1(Y0) dense in C. Then
there exists a non-singular alteration θ : Y1 → Y and a desingularization θ′ : X1 →
X ×Y Y1 of the main component such that for the induced morphism f1 : X1 → Y1
the following holds:
a. C → Y lifts to an embedding C ⊂ Y1.
b. There exists a neighborhood U1 of C in Y1 with f
−1
1 (U)→ U flat.
c. S = f−11 (C) is non-singular and f
−1
1 (C \ C0) an normal crossing divisor in
S.
Proof. Replacing Y by a hyperplane in C × Y , containing the graph of π : C → Y ,
one may assume that C → Y is an embedding. Next replace X by an embedded
log-resolution of the closure S of f−1(C)∩X0 for the divisor f−1(C \C0). So we may
assume that the closure S of f−1(C0) is non-singular and that the singular fibres of
S → C are normal crossing divisors. Consider for a very ample invertible sheaf A
on X , the induced embedding ι : X → PM , and the diagram
X
(ι,f)
//
f

@@
@@
@@
@@
PM × Y
pr2
zzvv
vv
vv
vv
v
Y.
Since X0 → Y0 is flat, it gives rise to a morphism ϑ0 : Y0 → Hilb to the Hilbert
scheme of subvarieties of PM . Since S → C is also flat the restriction of ϑ0 to C ∩Y0
extends to a morphism ̺ : C → Hilb, and the pullback of the universal family over
Hilb to C coincides with S.
We choose a modification θ : Y1 → Y with center outside of Y0 such that ϑ0
extends to a morphism ϑ : Y1 → Hilb. For f1 : X1 → Y1 we choose the pullback of
the universal family. Remark that f1 satisfies the conditions a), b) and c), however
X1 might be singular. Since we are allowed to modify X1 outside of a neighborhood
of S it remains to verify that X1 is non-singular in such a neighborhood. This will
be done in the next Lemma. 
Lemma 7.3. Let f : V → U be a flat morphism, with U non-singular. Let C ⊂ U
be a non-singular curve and S = f−1(C). Then one can find an open neighborhood
U0 of C in U with:
i. If S is non-singular, f−1(U0) is non-singular.
ii. If S is reduced, normal, Gorenstein with at most rational singularities then
f−1(U0) is normal, Gorenstein with at most rational singularities.
iii. If S is reduced, and Gorenstein, and if for some open subscheme Ug of
U , meeting C the preimage f−1(Ug) is non-singular, then V is normal and
Gorenstein.
Proof. C is a smooth curve in U . For a point p ∈ C choose local parameter t1, · · · , tℓ
such that C is the zero-set of (t1, · · · , tℓ−1). The parameters (t1, · · · , tℓ−1) define a
smooth morphism SpecOp,U → SpecO0,Aℓ−1 . The composite flat morphism
Φ : V ×U SpecOp,U −→ SpecOp,U −→ SpecO0,Aℓ−1
has S0 = S ×C SpecOp,C as closed fibre. If the latter is smooth, Φ is smooth and
one obtains i).
Assume that S is Gorenstein. Then S0 is Gorenstein, and Φ is a Gorenstein
morphism.
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If in addition S is reduced and normal, it is smooth outside of a codimension
one subset, hence V ×U SpecOp,U will be normal. And if S has at most rational
singularities, the same holds true for V ×U SpecOp,U .
In iii) the assumptions imply that the singular locus Υ of V ×U SpecOp,U does
not meet the general fibre of Φ. On the other hand, since the special fibre S0 is
reduced, Υ contains no component of S0. So again Υ is of codimension two and
since V ×U SpecOp,U is Gorenstein it is normal. 
Variant 7.4. Under the assumptions made in 7.2 one can find a finite covering Cˆ →
C, a non-singular alteration θ : Y1 → Y and a desingularization θ
′ : X1 → X ×Y Y1
such that for the induced morphism f1 : X1 → Y1 in addition to the properties a),
b) and c) (for Cˆ instead of C) in 7.2 one has:
d. f−11 (Cˆ \ Cˆ0) is a reduced normal crossing divisor in Sˆ = f
−1
1 (Cˆ).
Proof. We use the notations from the proof of 7.2, except that we assume that the
conditions a)–c) hold true for Y itself. So C ⊂ Y and the morphism f is flat in a
neighborhood of S = f−1(C). The latter is non-singular and the fibres of S → C
are normal crossing divisors.
Choose Cˆ → C to be a covering, such that S ×C Cˆ → Cˆ has a semistable model
Sˆ → S. In particular there is a morphism Sˆ → S inducing τ : Sˆ → S ×C Cˆ. As
in the proof of 7.2 we can choose Y1 such that Cˆ → C → Y lifts to an embedding
Cˆ → Y1. Consider the fibre product X ×Y Y1. It contains S ×C Cˆ. Since τ is
birational and projective, it is given by the blowing up of a sheaf of ideals I on
S ×C Cˆ. Let J be a sheaf of ideals on X ×Y Y1, whose restriction to Sˆ → S ×C Cˆ
is I, and let δ : X1 → X ×Y Y1 be the blowing up of J . Then one obtains a closed
immersion Sˆ → X1, whose image is contained in f
−1
1 (Cˆ).
Repeating the argument in the proof of 7.2 we replace X1 by some modification
and X1 → Y1 by the pullback of a universal family over a Hilbert scheme, with
f−11 (Cˆ) = Sˆ. 
Definition 7.5. Let U be a quasi-projective manifold, let C be a smooth curve and
π : C → U a morphism. We call θ : U1 → U a local alteration for C if θ is the
restriction of a non-singular alteration to some open subscheme, and if there is a
smooth curve C1 ⊂ θ−1(C) with C1 → C finite. We call such a curve C1 a lifting of
C.
Lemma 7.6. Let us assume that C ⊂ Y is a smooth curve, that S = f−1(C) is a
non-singular variety, semistable over C, that f is flat over a neighborhood U of C,
and that V = f−1(U) is nonsingular. Let θ : U1 → U be a local alteration for C, let
C1 ∈ U1 be a lifting of C and f1 : V1 = X ×U U1 → U1 the pullback family. Write
f r1 : V
r
1 = V1 ×U1 · · · ×U1 V1 → U1 for the r-fold fibre product. Then
(⋄) For each r > 0 there exists a neighborhood U˜ of C1 in U1 such that V˜ r =
(f r1 )
−1(U˜) is normal, Gorenstein with at most rational singularities and the
induced morphism f˜ r : V˜ r → U˜ is flat and projective.
Moreover Sr1 = (f˜
r)−1(C1) is normal with at most rational Gorenstein sin-
gularities, and Sr1 → C1 has reduced fibres.
Proof. As the pullback of a semistable family S1 = F
−1
1 (C1) = S ×C C1 is normal,
Gorenstein with quotient singularities. The same holds true for the r-fold product
Sr1 = S1 ×C1 · · · ×C1 S1. So one can apply Lemma 7.3. 
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Definition 7.7. Let f : X → Y be a projective surjective morphism between quasi-
projective manifolds with smooth part f0 = f |X0 : X0 → Y0, let π : C → Y be a
morphism from a non-singular curve C with C0 = π
−1(Y0) dense in C, let θ : U1 → Y
be a morphism, and let V1 → X ×Y U1 be a modification of the main component
with center outside of the preimage of Y0. We call the induced family f1 : V1 → U1
an embedded weak semistable reduction (of X → Y ) over C if θ : U1 → Y is a local
alteration for C and if for some lifting C1 ∈ U1 the condition (⋄) 7.6 hold true.
We call f1 : V1 → U1 an embedded semistable reduction over C if in addition
S1 = f
−1
1 (C1) is non-singular and semistable over C1.
Usually we will replace U1 by some neighborhood U˜ and assume that the condition
in (⋄) holds for U˜ . Let us restate what we obtained:
Proposition 7.8. Let f : X → Y be a projective surjective morphism between
quasi-projective manifolds with smooth part f0 = f |X0 : X0 → Y0 and let π : C → Y
be a morphism from a non-singular curve C with C0 = π
−1(Y0) dense in C.
a. There exists an embedded semistable reduction V1 → U1 over C.
b. Let Y1 → Y be a non-singular alteration. Then there exists a scheme U2 and
a morphism U2 → Y1 such that the image of the composed morphism U2 → Y
is in U1 and such that V2 = V1 ×U1 U2 → U2 is a weak semistable reduction
over C.
Proposition 7.8 will allow to apply the base change criterion in Lemma 5.8. As in
Section 6 we will need a similar criterion for multiplier sheaves. We start with a vari-
ant of Theorem 6.5 replacing the mild morphism by an embedded weak semistable
reduction over a curve.
Assumptions 7.9. f : V → U is an embedded weak semistable reduction for
C ⊂ U , with smooth part f0 : V0 → U0 for U0 dense in U . There exists a mild
morphism g : Z → U factoring through a modification τ : Z → V . Let N be an
invertible sheaf on V , and let ∆ be an effective Cartier divisor on V not containing
fibres of f0 and let N > 1 be a natural number. There is a morphism E → f∗NN
on U with E locally free and with f ∗E → NN ⊗OV (−∆) surjective. As in the last
Section we write ε = 1
N
.
Assume that J (−ε · τ ∗∆) is compatible with pullback, base change and products,
for all alterations of U , as defined in 6.4, and (for simplicity) that on the general
fibre of S → C the multiplier sheaf J (−ε ·∆|S) is isomorphic to OS.
Lemma 7.10. In 7.9 let C be the set of local alterations θ : U1 → U such that
f1 : V1 = V ×U U1 → U1 is an embedded weak semistable reduction for f : V → U
over C. Then J (−ε · ∆) is flat over U and compatible with pullback, base change
and products for (̺ : U1 → U) ∈ C in a neighborhood of each lifting C1 of C, i.e.
the conditions i) and ii) in Definition 6.4 hold true over a neighborhood U˜ ⊂ U1 of
C1, possibly depending on r.
Proof. Choose a log-resolution δ˜ : Z˜ → Z. For δ = τ ◦ δ˜ : Z˜ → V one has
J (−ε ·∆) = δ∗(ω eZ/V ⊗O eZ(−[ε · δ
∗∆])) =
τ∗δ˜∗(ω eZ/V ⊗O eZ(−[ε · δ˜
∗τ ∗∆])) = τ∗(ωZˆ/V ⊗J (−ε · τ
∗∆)).
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Then
g∗(τ
∗A⊗ ωZ/V ⊗ τ
∗N ⊗J (−ε · τ ∗∆)) = f∗(A⊗ ωV/U ⊗N ⊗J (−ε ·∆)),
and by 6.4 ii) both are locally free, and the left hand side is compatible with
pullbacks. The cohomological criterion [EGA III, Proposition 7.9.14] implies that
J (−ε ·∆) is flat over U .
For the compatibility with base change for ̺ : U1 → U consider the induced fibre
products
Z1
ˆ̺
//
τ1

Z
τ

V1
̺′
//
f1

V
f

U1
̺
// U.
One has for A ample on Z the base change map
̺′∗(ωV/U ⊗N ⊗A⊗J (−ε ·∆)) = ̺
′∗τ∗(ωZ/U ⊗ τ
∗(N ⊗A)⊗ J (−ε · τ ∗∆))
α
−→ τ1∗(ωZ1/U1 ⊗ τ
∗
1 ̺
′∗(N ⊗A)⊗ J (−ε · τ ∗1̺
′∗∆)).
The base change map for g∗(τ
∗A ⊗ ωZ/V ⊗ τ
∗N ⊗ J (−ε · τ ∗∆)) factors through
f1∗(α), so the latter must be surjective. This being true for all ample sheaves A,
as in the proof of 6.7 one finds that α is surjective. By flat base change, α is an
isomorphism on some open dense subscheme.
By assumption on the general fibre of S → C the multiplier sheaf J (−ε ·∆|S) is
trivial. By [V, Section 5.4] or [Esnault-V, Properties 7.5] this implies that J (−ε ·∆)
is isomorphic to OV in a neighborhood of a general fibre of f . Since the latter is flat
over U , the sheaf ̺′∗J (−ε ·∆) is torsion free, hence isomorphic to
τ1∗ωZ1/V1 ⊗ J (−ε · τ
∗
1 ̺
′∗∆) = J (−ε · ̺′∗∆).
In addition f1∗(α) is an isomorphism, hence f∗(A ⊗ ωV/U ⊗ N ⊗ J (−ε · ∆)) is
compatible with base change for ̺ ∈ C.
A similar argument allows to identify the multiplier ideals on the r-fold fibre
products, for r > 1. Let us write τ r : Zr → V r for the modification, prι : V
r →
V and pι : Z
r → Z for the projections. By flat base change one has a natural
isomorphism
pr∗ιJ (−ε ·∆) −→ τ
r
∗ (ωZ/V ⊗ J (−ε · p
∗
ι τ
∗∆)).
Since the multiplier ideal on Z is compatible with products, as formulated in 6.4 i)
multiplication of sections induces a morphism αr from
r⊗
ι=1
pr∗ιJ (−ε ·∆) to
τ r∗ (ωZ/V ⊗J (−ε · (p
∗
1τ
∗∆+ · · ·+ p∗rτ
∗∆))) = J (−ε · (pr∗1∆+ · · ·+ pr
∗
r∆)).
By flat base change
f r∗
( r⊗
ι=1
pr∗ι (ωV/U ⊗A⊗N ⊗ J (−ε ·∆))
)
=
r⊗
ι=1
f∗(ωV/U ⊗A⊗N ⊗ J (−ε ·∆))
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is locally free, hence on V r the sheaf
r⊗
ι=1
pr∗ιJ (−ε · ∆) is flat over U and torsion
free. So
r⊗
ι=1
pr∗ιJ (−ε ·∆)
αr
−→ J (−ε · (pr∗1∆+ · · ·+ pr
∗
r∆))
is injective. Finally, writing again AV r for the exterior tensor product and AZr for
the pullback to Zr, the composite
f r∗
( r⊗
ι=1
pr∗ι (ωV/U ⊗A⊗N ⊗ J (−ε ·∆))
)
fr
∗
(αr)
−−−−→
f r∗ (ωV r/U ⊗AV r ⊗NV r ⊗ J (−ε · (pr
∗
1∆+ · · ·+ pr
∗
r∆))) =
f r∗ τ
r
∗ (ωZr/U ⊗AZr ⊗NZr ⊗ J (−ε · (p
∗
1τ
∗∆+ · · ·+ p∗rτ
∗∆))) =⊗
f∗τ∗(ωZ/U ⊗ τ
∗A⊗ τ ∗N ⊗ J (−ε · τ ∗∆))
is an isomorphism. For A sufficiently ample, as in the proof of 6.7, this implies that
αr is an isomorphism.
Since Zr → U is again mild, one may replace in the first part of the proof Z and V
by Zr and V r, respectively, and obtains the compatibility with pullbacks, required
in 6.4 ii), for all r. 
As promised we can now formulate and prove the compatibility of multiplier ideal
sheaves in total spaces of families with the restriction to subfamilies over curves. This
will lead for suitable models to the compatibility of certain direct image sheaves with
restriction to curves.
Proposition 7.11. Under the assumptions made in 7.9 there exists a local alteration
θ : U1 → U for C such that:
(1) f1 : V1 = V ×U U1 → U1 is an embedded weak semistable reduction of f over
C.
(2) For a lifting C1 ⊂ U1 of C, for S1 = f
−1
1 (C1) denote the induced morphisms
by
S1
χ′
//
ζ

V
f

C1
χ
// U.
Then there is an isomorphism J (−ε · χ′∗∆) ∼= χ′∗J (−ε ·∆).
(3) Let A be an f -semiample sheaf on V . Then
χ∗f∗(A⊗N ⊗ ωV/U ⊗J (−ε ·∆)) = ζ∗(χ
′∗(A⊗N )⊗ ωS1/C1 ⊗ J (−ε · χ
∗∆)).
Proof. Let us first show, that (1) and (2) imply (3).
By Lemma 7.10 the sheaf J (−ε ·∆) is flat over U and compatible with pullbacks
and base change for θ : U1 → U . So by abuse of notations is is sufficient in (3)
to consider the case U1 = U , and to assume that C ⊂ U . On a general fibre of
S → C the multiplier ideal sheaf is isomorphic to the structure sheaf, hence by
[Esnault-V, Properties 7.5] the same holds over a neighborhood of the general point
of C in U . As in the proof of 5.3 Kolla´r’s Vanishing Theorem implies that over
this neighborhood the direct image of A ⊗ N ⊗ ωV/U ⊗ J (−ε · ∆) is locally free
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and compatible with arbitrary base change. Hence applying 5.1 to this sheaf the
open dense subscheme Um in part i) contains a general point of C. Then (3) follows
from 5.1 ii).
To construct U1 with the properties (1) and (2), we may assume that E , hence
NN ⊗ OV (−∆) is globally generated. Since the question is local on V , as in the
second step in the proof of 6.5 we can cover V by the complements of divisors of
general sections of NN ⊗OV (−∆). Hence we may replace ∆ by ∆+H and assume
that NN = OV (∆).
Choose a desingularization of the cyclic covering, obtained by taking the N -th
root out of ∆. Over some alteration, this desingularization will have a mild model.
Since this property is compatible with pullbacks, we may choose a local alteration
for C, dominating the alteration, and we find some U1 such that (1) holds and such
that V1 → U1 has a mild model. The compatibility for local alterations, shown in
Lemma 7.10 allows to assume that U1 = U , hence that the mild model exists over
U itself. Let us call it T → U , and the induced morphism ψ : T → V . So ψ∗∆ is
the N -th power of a Cartier divisor.
Next we want to construct a desingularization W of T , which is flat over a general
point of the curve C. To this aim, let U˜ → U be the blowing up of C, or a finite
covering of such a blowing up. Let V˜ → U˜ be the pullback family. The preimage
of the exceptional divisor E in U˜ is covered by curves C˜, finite over C. Lemma 7.3
allows to shrink U˜ such that the total space V˜ is still normal with at most rational
Gorenstein singularities.
Let φ˜ : W˜ → T˜ = T ×U U˜ be a desingularization. It dominates the finite covering
obtained by taking the N -th root out of ∆˜ = pr∗1∆. If h˜ : W˜ → U˜ denotes the
induced map, we also assume that h˜−1(E) is a normal crossing divisor. Over the
complement U˜g of a codimension two subset of U˜ the morphism h˜ will be flat and
h˜−1(E) ∩ h˜−1(U˜g) will be equisingular over E ∩ U˜g.
The divisor h˜−1(E ∩ U˜g) might be non-reduced. If so we perform the semistable
reduction in codimension one, described in Theorem 7.1. Replacing U˜ by some
alteration and choosing U˜g sufficiently small, this allows to assume that h˜
−1(E∩ U˜g)
is a reduced relative normal crossing divisor.
For a curve Cˆ ⊂ E meeting U˜g choose a neighborhood U
′ in U˜ . By construction
h˜−1(Cˆ ∩ U˜g) has non-singular components, meeting transversely. For W ′ choose
an embedded desingularization of the components of h˜−1(Cˆ), and assume that the
closure Σ of h˜−1(Cˆ ∩ U˜g) is the union of manifolds, meeting transversely. Remark
that the induced morphism h′ : W ′ → U ′ is still flat over some open subscheme U ′g,
meeting Cˆ, and that there are morphisms
ψ′ : T ′ = T ×U U
′ → V ′ = V ×U U
′ and φ : W ′ → T ′.
For Cˆ sufficiently general, φ′ is birational and ψ′ an alteration.
As in the proof of 7.2 one obtains a morphism ϑ0 : U
′
g → Hilb to the Hilbert
scheme of subvarieties of some PM , parametrizing the fibres of h′.
Since Σ→ Cˆ is flat the restriction of ϑ0 to Cˆ∩U
′
g extends to a morphism Cˆ → Hilb,
and the pullback of the universal family over Hilb to Cˆ coincides with Σ.
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Blowing up U ′ with centers in U ′ \ U ′g we obtain a new family, again denoted by
h′ : W ′ → U ′, which is flat and such that h′−1(Cˆ) = Σ. By 7.3 ii), choosing the
neighborhood U ′ of Cˆ small enough, W ′ will be normal and Gorenstein.
Let us drop again all the ′ and assume that the morphisms we just constructed
exists over V itself. So we will assume that we have alterations
W
φ
−→ T
ψ
−→ V, π = ψ ◦ φ and γ : Σ = π∗(S)→ S
such that:
i. T → U is mild and ψ∗∆ is divisible by N .
ii. W is normal and Gorenstein, flat over U and φ is birational.
iii. Σ is reduced, and the union of manifolds, meeting transversely.
The multiplier ideal J (−ε ·∆) is a direct factor of ψ∗ωT/V ⊗N
−1. Let δ : W˜ →W
be a desingularization, Then one has
δ∗ωfW
⊂
−→ ωW and φ∗δ∗ωfW
⊂
−→ φ∗ωW
⊂
−→ ωT .
Since T has rational singularities, φ∗δ∗ωfW = ωT and N ⊗J (−ε ·∆) is a direct factor
of π∗ωW/V .
The base change map induces a morphism
η : N ⊗J (−ε ·∆)|S −→ π∗ωW/V |S −→ γ∗ωΣ/S.
Recall that the sheaf J (−ε · ∆)|S is flat over C. By [Esnault-V, Properties 7.5]
it contains J (−ε · ∆|S), and by assumption both coincide on the general fibre of
S → C. Hence J (−ε ·∆)|S is torsion free and η is injective.
Choose Σˆ as the union of all components of Σ which dominate the irreducible
variety S, and R the union of the other irreducible components R1, . . . , Rℓ. By
construction, the components of Σ are non-singular, and meet transversely. So one
has an exact sequences
0 −→ ωΣˆ −→ ωΣ −→ ωR ⊗OR(R ∩ Σˆ) −→ 0 and
0 −→ γ∗ωΣˆ −→ γ∗ωΣ −→ γ∗(ωR ⊗OR(R ∩ Σˆ))
The non-singular alteration Σˆ → S dominates the covering obtained by taking the
N -th root out of ∆|S. By Lemma 2.2 the multiplier ideal J (−ε · ∆|S) is a direct
factor ofN−1|S⊗γ∗ωΣˆ. On the other hand, the sheaf γ∗(ωR⊗OR(R∩Σˆ)) is contained
in
ℓ⊕
ι=1
γ∗(ωRι ⊗ORι(Γι))
where Γι is the intersection of Rι with the other components. Each of the sheaves
γ∗(ωRι ⊗ ORι(Γι)) is torsion free over its support π(Rι). By construction π(Rι) is
dominant over C. By assumption the composite
η : ωV ⊗N ⊗ J (−ε ·∆)|S
η
−→ γ∗ωΣ −→
ℓ⊕
ι=1
γ∗(ωRι ⊗ORι(Γι))
is zero along the general fibre of S → C, hence it is zero. So J (−ε ·∆)|S maps to
J (−ε ·∆|S), and both must be equal. 
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8. Saturated extensions of polarizations
As in Section 4 f : X → Y will denote a projective morphism with smooth part
f0 : X0 → Y0 for Y0 ⊂ Y dense and with ωX0/Y0 relative semiample over Y0. If L0 is
f0-ample, we choose X and L as in Variant 4.8. Recall the diagram (4.6.1)
X
f

>>
>>
>>
>>
Zˆ
ϕˆ
oo
gˆ

>>
>>
>>
>>
Z
δˆ
oo
δ
//
g

Xˆ
fˆ  
  
  
 
ρ
// X
f
  
  
  
  
Y Yˆϕ
oo
ϕ
// Y,
(8.0.1)
with gˆ mild, Xˆ non-singular, and such that the left and right hand diagrams are
birational to fibre products. Z is a modification of both, Zˆ and Xˆ. Recall moreover,
that starting from an invertible sheaf L on X with L0 = L|X0 we considered in 5.4
invertible sheavesM• on •, where • stands for Z, Zˆ and Xˆ . They should satisfy the
compatibilities δˆ∗MZ = MZˆ , δ∗MZ = MXˆ , ϕˆ
∗L ⊂ MZˆ , MZˆ0 = MZˆ|Zˆ0 = ϕˆ
∗
0L0
and MXˆ0 =MXˆ |Xˆ0 = ρ
∗
0L0.
In this section we will pose more conditions on those sheaves. First of all, if the
evaluation map for ωνX0/Y0 ⊗ L
µ
0 is surjective, we may replace Xˆ by a modification
with center in Xˆ \ Xˆ0 and assume that the image of the evaluation map
fˆ ∗fˆ∗
(
ων
Xˆ/Yˆ
⊗Mµ
Xˆ
)
−→ ων
Xˆ/Yˆ
⊗Mµ
Xˆ
is invertible. As a first step we have to show that the same is possible with Xˆ
replaced by Zˆ without loosing the mildness of gˆ. This will simplify some of the
constructions in the next Sections, but mainly it will be needed to define saturated
extensions:
Remark 8.1. Assume for a moment that dimY = 1, hence that we can choose
Zˆ = Z = Xˆ → Yˆ to be the semistable model, and assume moreover that the smooth
fibres of f0 are of Kodaira dimension zero. Then ω
ν
Xˆ/Yˆ
= OXˆ(Π) ⊗ fˆ
∗fˆ∗ω
ν
Xˆ/Yˆ
. for
some ν and for some effective divisor contained in the singular fibres of f . For
M = MXˆ the sheaf corresponding to the left hand side in (3.4.1) is the r(1)-th
power of
det(fˆ∗(ω
ǫ
Xˆ/Yˆ
⊗M))⊗ det(fˆ∗M)
−1 = det(fˆ∗(OXˆ(
ǫ
ν
Π)⊗M))⊗ det(fˆ∗M)
−1 ⊗ λ
ǫ
ν
ν .
Roughly speaking M will be a saturated extension of the polarization M|Xˆ0 if
fˆ∗(OXˆ(
ǫ
ν
· Π)⊗M) = fˆ∗(OXˆ(∗ · Π)⊗M) = fˆ∗M.
Lemma and Notations 8.2. Consider in Corollary 5.5 for a given tuple (ν, µ) ∈ I a
locally free sheaf EYˆ and a morphism EYˆ → fˆ∗(ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
) such that the evaluation
map fˆ ∗EYˆ → ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
is surjective over Xˆ0. Then, replacing Yˆ by some non-
singular alteration, Zˆ by a modification of the pullback family and EYˆ by its pullback,
one can assume that beside the conditions (a)–(c) in 4.5 and beside the condition
(d) in 5.5 one has:
(e) The images of the the evaluation maps
gˆ∗EYˆ → ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
and fˆ ∗EYˆ → ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
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are invertible sheaves. So for some divisors ΣZˆ and ΣXˆ those images are of
the form
BZˆ = ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
⊗OZˆ(−ΣZˆ) and BXˆ = ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
⊗OXˆ(−ΣXˆ).
On the common modification Z one has δˆ∗BZˆ = δ
∗BXˆ . We denote this sheaf by BZ .
Proof. Consider a blowing up τ : Z ′ → Zˆ such that the image BZ′ of
τ ∗gˆ∗EYˆ −→ ω
ν
Z′/Yˆ
⊗ τ ∗Mµ
Zˆ
is invertible.
Let us perform the weak semistable reduction 4.4 a second time, starting from a
flattening of the morphism Z ′ → Yˆ as explained in 4.4 step I. By 4.5 we obtain a
mild morphism g˜ : Z˜1 → Yˆ1 and a diagram
Zˆ
gˆ

==
==
==
==
Z ′
τ
oo
g′

Z˜1
eϕ1
oo
eg1

Yˆ Yˆ1.
ϕ1
oo
So over Yˆ1 we have two different mild models, g˜1 : Z˜1 → Yˆ1 and g1 : Zˆ1 → Yˆ1, and a
morphism τ ′ : Z˜1 → Zˆ1. We define M eZ1 as the pullback of MZˆ1.
The sheaf F (ν,µ)
Yˆ1
is independent of the mild model, and Lemma 5.5 implies that
ϕ∗1F
(ν,µ)
Yˆ
= F (ν,µ)
Yˆ1
. So for EYˆ1 = ϕ
∗EYˆ the pullback g˜
∗
1EYˆ1 = ϕ˜
∗
1τ
∗gˆ∗EYˆ maps surjec-
tively to the invertible sheaf B eZ = ϕ˜
∗
1BZ′ .
Since the evaluation map fˆ ∗0EYˆ0 → ω
ν
Xˆ0/Yˆ0
⊗Mµ
Xˆ0
is surjective, the same holds
true for the pullback family, and the image sheaf BXˆ1 is locally free outside of the
preimage of Yˆ0. So replacing Xˆ0 by a suitable non-singular modification, we may
assume that it is invertible.
Replacing Z˜1 by Zˆ and dropping the index 1 we found the invertible sheaf BZˆ and
BXˆ . Both, δˆ
∗BZˆ and δ
∗BXˆ are the images of the evaluation map g
∗EYˆ → ω
ν
Z/Yˆ
⊗MµZ ,
hence they coincide. 
Remark that the divisor ΣXˆ is supported in the boundary, whereas in general the
divisor ΣZˆ can meet Zˆ0.
For dominant morphisms θ : Yˆ1 → Yˆ or for morphisms from curves, whose images
meet Yˆg, the sheaves BZˆ and BXˆ are compatible with base change in the following
sense.
Consider Zˆ1 = Zˆ ×Yˆ Yˆ1 and a desingularization ι : Xˆ1 → Xˆ ×Yˆ Yˆ1 of the main
component. Writing EYˆ1 = θ
∗EYˆ , the evaluation maps factor through surjections
gˆ∗1EYˆ1 −→ pr
∗
1BZˆ and fˆ
∗
1EYˆ1 −→ ι
∗pr∗1BXˆ . (8.2.1)
On the other hand, MZˆ1 = pr
∗
1MZˆ and ωZˆ1/Yˆ1 = pr
∗
1ωZˆ/Yˆ . So pr
∗
1BZˆ is a subsheaf
of ων
Zˆ1/Yˆ1
⊗Mµ
Zˆ1
, and we write BZˆ1 = pr
∗
1BZˆ . By Corollary 5.5 F
(ν,µ)
Yˆ1
= θ∗F (ν,µ)
Yˆ
and
Lemma 5.7 implies that the images of the second evaluation maps in (8.2.1) lies in
ων
Xˆ1/Yˆ1
⊗Mµ
Xˆ1
. Then BZˆ1 and BXˆ1 = ι
∗pr∗1BXˆ satisfy again the conditions stated
in 8.2.
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However in 8.2 we also changed the mild model. Using the notations from the
proof of 8.2 we replaced Zˆ1 → Yˆ1 by a new mild model Z˜1 → Yˆ1. One is allowed
to do so, if there is a birational morphism τ ′ : Z˜1 → Zˆ1, as it is the case in 8.2.
One chooses M eZ as the pullback of MZˆ1. Then B eZ = τ
′∗BZˆ1 satisfies again the
conditions stated in 8.2.
Addendum 8.3. Assume that Yˆ and Zˆ are chosen such that the conclusion of 8.2
holds true. Then we may replace Yˆ by a non-singular alteration Yˆ1 and the pullback
of the given mild model Zˆ1 → Yˆ1 by any mild morphism Z˜1 → Yˆ1 provided there is
a morphism τ ′ : Z˜1 → Zˆ1, birational over Yˆ1.
In particular, given a finite number of (ν, µ) ∈ I, and a finite number of sheaves
EYˆ , one can apply 8.2 successively.
Since we assumed that F (ν,µ)
Yˆ
is locally free, one possible choice for EYˆ is the sheaf
F (ν,µ)
Yˆ
itself.
Notations 8.4. Consider in 5.5 a subset I˜ ⊂ I and assume that for (ν, µ) ∈ I˜ the
evaluation map
f ∗0 f0∗(ω
ν
X0/Y0
⊗ Lµ0) −→ ω
ν
X0/Y0
⊗ Lµ0
is surjective. If one chooses in 8.2 EYˆ = F
(ν,µ)
Yˆ
, we will write Σ
(ν,µ)
• and B
(ν,µ)
• instead
of Σ• and B•, where • stands for Zˆ, Xˆ or Z. In particular
B(ν,µ)• = ω
ν
•/Yˆ
⊗Mµ• ⊗O•(−Σ
(ν,µ)
• ).
If µ = 0 we will write ̟
(ν)
• and Π
(ν)
• instead of B
(ν,0)
• and Σ
(ν,0)
• .
Let us collect the properties we can require for a well chosen non-singular alter-
ation Yˆ → Y and for the morphisms in the diagram (8.0.1).
Conclusion and Notations 8.5. We start with a finite set I of tuples (ν, µ) of
natural numbers, and with a subset I˜ of I. We assume that for some η0 > 0 with
(η0, 0) ∈ I˜ the evaluation map f ∗0 f0∗ω
η0
X0/Y0
→ ωη0X0/Y0 is surjective, and that for all
other (η, 0) ∈ I˜ the natural number η is divisible by η0.
Then we can find Yˆ and the diagram (4.6.1) (recalled in (8.0.1)) such that:
i. The conditions (a), (b) and (c) in Proposition 4.5 hold true, as well as the
conditions i) and ii) in 4.6.
ii. For (η, 0) ∈ I˜ there are invertible sheaves ̟(η)
Zˆ
, ̟
(η)
Z , and ̟
(η)
Xˆ
on Zˆ, Z and
on Xˆ , respectively, with surjective evaluation maps, with
̟
(η)
Z = δˆ
∗̟
(η)
Zˆ
= δ∗̟
(η)
Xˆ
and with
F (η)
Yˆ
:= F (η,0)
Yˆ
= gˆ∗ω
η
Zˆ/Yˆ
= gˆ∗̟
(η)
Zˆ
= fˆ∗̟
(η)
Xˆ
.
iii. For all (ν, 0) ∈ I the sheaves F (ν)
Yˆ
:= F (ν,0)
Yˆ
= gˆ∗ω
ν
Zˆ/Yˆ
are locally free.
iv. There is an open dense subscheme Yˆg with gˆ
−1(Yˆg) → Yˆg smooth such that
for all (ν, 0) ∈ I the sheaves F (ν)
Yˆ
= gˆ∗ω
ν
Zˆ/Yˆ
are compatible with base change
for morphisms ̺ : T → Yˆ with ̺−1(Yˆg) dense in T .
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v. In ii) Π
(η)
Z , Π
(η)
Zˆ
and Π
(η)
Xˆ
denote the divisors with
ωη
Z/Yˆ
= ̟
(η)
Z ⊗OZ(Π
(η)
Z ) ω
η
Zˆ/Yˆ
= ̟
(η)
Zˆ
⊗OZˆ(Π
(η)
Zˆ
)
and ωη
Xˆ/Yˆ
= ̟
(η)
Xˆ
⊗OXˆ(Π
(η)
Xˆ
).
Conclusion and Notations 8.6. (Canonical polarizations)
All we need in this case is collected in 8.5. We will of course choose I˜ and I as
subsets of N× {0}.
If L0 6= OX0 , i.e. if we consider polarized manifolds, we will need more:
Conclusion and Notations 8.7. (Polarizations)
We consider in 8.5 an invertible sheaf L on X with L0 = L|X0 f0-ample, and we
choose γ0 > 0 such that the evaluation map f
∗
0 f0∗L
γ0
0 → L
γ0
0 is surjective. We fix
some subset I˜ of I consisting of tuples (β, α) of natural numbers with α divisible
by γ0 and with β divisible by η0. By Lemma 5.3 the direct images f0∗(ω
ν
X0/Y0
⊗Lµ0 )
are locally free and compatible with arbitrary base change, whenever ν > 0 and
µ ≥ 0. For (0, µ) ∈ I we have to add the corresponding statement to the list of
assumptions.
Then we can find Yˆ and the diagram (4.6.1) such that the conditions i) – v) in 8.5
hold true and in addition:
vi. MZˆ , MZ , and MXˆ are the pullback of L.
vii. For (β, α) ∈ I˜ there are invertible sheaves B(β,α)
Zˆ
, B(β,α)Z , and B
(β,α)
Xˆ
on Zˆ, Z
and on Xˆ , respectively, with surjective evaluation maps, with
B(β,α)Z = δˆ
∗B(β,α)
Zˆ
= δ∗B(β,α)
Xˆ
and with
F (β,α)
Yˆ
= gˆ∗(ω
β
Zˆ/Yˆ
⊗Mα
Zˆ
) = gˆ∗B
(β,α)
Zˆ
= fˆ∗B
(β,α)
Xˆ
.
viii. For all (ν, µ) ∈ I the sheaves F (ν,µ)
Yˆ
= gˆ∗
(
ων
Zˆ/Yˆ
⊗Mµ
Zˆ
)
are locally free.
ix. There is an open dense subscheme Yˆg with gˆ
−1(Yˆg) → Yˆg smooth such that
for all (ν, µ) ∈ I the sheaves F (ν,µ)
Yˆ
= gˆ∗
(
ων
Zˆ/Yˆ
⊗Mµ
Zˆ
)
are compatible with
base change for morphisms ̺ : T → Yˆ with ̺−1(Yˆg) dense in T .
x. Σ
(β,α)
Z , Σ
(β,α)
Zˆ
and Σ
(β,α)
Xˆ
denote the divisors with
ωβ
Z/Yˆ
⊗MαZ = B
(β,α)
Z ⊗OZ(Σ
(β,α)
Z ) ω
β
Zˆ/Yˆ
⊗Mα
Zˆ
= B(β,α)
Zˆ
⊗OZˆ(Σ
(β,α)
Zˆ
)
and ωβ
Xˆ/Yˆ
⊗Mα
Xˆ
= B(β,α)
Xˆ
⊗OXˆ(Σ
(β,α)
Xˆ
).
Allowed Constructions 8.8. The conditions stated in 8.5 and 8.7 and the sheaves
F (ν,µ)• for (ν, µ) ∈ I are compatible with the following constructions:
I. Replace Yˆ by a non-singular alteration, Zˆ by its pullback, and Xˆ by a
desingularization of the main component of its pullback.
II. Replace Zˆ by a mild morphism Z˜ → Yˆ , for which there is a birational
Yˆ -morphism τ : Z˜ → Zˆ.
In particular assume that for some open set U ⊂ Yˆ containing Yˆ0 the morphism
f−1(U) → Yˆ is flat. Then one can choose a mild morphism Z˜1 → Yˆ1 factoring
through τ1 : Z˜1 → Xˆ1, and still assume that 8.5 and 8.7 holds true.
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Proof. This has been shown in Addendum 8.3. For the last part, one performs
the weak semistable reduction, starting with Xˆ → Yˆ instead of X˜ → Y˜ in step I
of 4.4. 
Next we will start to construct the saturated extensions of the polarizations.
Although this will only be applied for families of Kodaira dimension zero, we will
allow ωX0/Y0 to be f0-semiample.
Lemma 8.9. Let MZˆ, MXˆ and MZ be invertible sheaves on Zˆ, Xˆ and Z, respec-
tively, satisfying the compatibility conditions in 5.4. Assume that κ is a positive
integer with (0, κ) ∈ I. Using the notations and conditions in 8.5 one has:
(1) For all ε ≥ 0 and for all alterations Yˆ1 of Yˆ
δˆ∗(M
κ
Z1
⊗OZ1(ε · Π
(η0)
Z1
)) =Mκ
Zˆ1
⊗OZˆ1(ε · Π
(η0)
Zˆ1
) and
δ∗(M
κ
Z1 ⊗OZ1(ε · Π
(η0)
Z1
)) =Mκ
Xˆ1
⊗OXˆ1(ε · Π
(η0)
Xˆ1
).
(2) For each κ > 0 there exists some ε0 ≥ 0 such that
ι : gˆ1∗M
κ
Zˆ1
⊗OZˆ1(ε0 · Π
(η0)
Zˆ1
) −→ gˆ1∗M
κ
Zˆ1
⊗OZˆ1(ε ·Π
(η0)
Zˆ1
)
are isomorphisms for all ε ≥ ε0, and for all alterations Yˆ1 of Yˆ .
Remark that (1) and (2) imply that for all ε ≥ ε0 one also has
fˆ1∗M
κ
Xˆ1
⊗OXˆ1(ε0 · Π
(η0)
Xˆ1
)
∼=
−→ fˆ1∗M
κ
Xˆ1
⊗OXˆ1(ε · Π
(η0)
Xˆ1
).
Proof of 8.9. Let us replaceMκ• by M•, hence assume that κ = 1. For (1) consider
the common modification Z. By 8.5 ii)
̟
(η0)
Z = δˆ
∗̟
(η0)
Zˆ
= δ∗̟
(η0)
Xˆ
, and
Π
(η0)
Z = δˆ
∗Π
(η0)
Zˆ
+ η0 ·EZˆ = δ
∗Π
(η0)
Xˆ
+ η0 · EXˆ ,
where E• are effective relative canonical divisors for Z/•. The assumptions δ∗MZ =
MXˆ and δ∗MZ =MXˆ imply that
MZ = δˆ
∗MZˆ ⊗OZ(FZˆ) = δ
∗MXˆ ⊗OZ(FXˆ)
for effective exceptional divisors FZˆ and FXˆ , and (1) for Yˆ1 = Yˆ follows from the
projection formula. The same argument works over any alteration.
For (2) remark that one may replace Yˆ1 by a modification θ : Yˆ2 and Zˆ1 by the
pullback family Zˆ2 = Zˆ1 ×Yˆ1 Yˆ2 → Yˆ2. In fact, the divisor ΠZˆ1 is compatible with
pullback, and for all ε ≥ 0 one has
pr1∗(MZˆ2 ⊗OZˆ2(ǫ · ΠZˆ2)) =MZˆ1 ⊗OZˆ1(ε · ΠZˆ1).
Hence θ∗gˆ2∗MκZˆ2 ⊗OZˆ2(ε · Π
(η0)
Zˆ2
) = fˆ1∗MκXˆ1 ⊗OXˆ1(ε · Π
(η0)
Xˆ1
) and if the first sheaf is
independent of ε, for ε sufficiently large, the same holds for the second one.
The fibres of Zˆ → Yˆ are reduced. Then the compatibility of F (η0)
Yˆ
with pullback
under alterations and the surjectivity of the evaluation map for ωη0
Zˆ/Yˆ
⊗OZˆ(−Π
(η0)
Zˆ
)
imply that Π
(η0)
Zˆ
can not contain a whole fibre. Otherwise, for some sheaf of ideals
J on Yˆ one would have ̟(η0)
Zˆ
⊂ gˆ∗J ⊗ωη0
Zˆ/Yˆ
. Blowing up Yˆ one gets the same, with
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J = OYˆ (−Γ), for an effective divisor Γ. Then the projection formula implies that
gˆ∗̟
(η0)
Zˆ
⊂ J ⊗ gˆ∗ω
η0
Zˆ/Yˆ
, contradicting 8.5 ii).
By flat base change, the question whether ι is an isomorphism is local for the e´tale
topology. So by abuse of notations we may replace Yˆ by any e´tale neighborhood.
Hence given y ∈ Yˆ we may assume that gˆ has a section σ : Yˆ → Zˆ whose image does
not meet Π
(η0)
Zˆ
, but meets the open set V0 where ϕˆ0 : Zˆ0 → Xˆ0 is an isomorphism.
Let I be the ideal sheaf of σ(Yˆ ). For a general fibre F of fˆ and for υ sufficiently
large H0(F, (ϕ∗Iυ)⊗MXˆ |F ) = 0. Then
gˆ0∗((I
υ ⊗MZˆ ⊗OZˆ(ε · Π
(η0)
Zˆ
))|Zˆ0) = fˆ0∗(ϕˆ0∗(I
υ ⊗OZˆ(ε · Π
(η0)
Zˆ
))|Zˆ0 ⊗MXˆ0) = 0,
and gˆ∗MZˆ ⊗OZˆ(ε · Π
(η0)
Zˆ
) is a subsheaf of gˆ∗MZˆ/I
υ = gˆ∗(OZˆ(ε · Π
(η0)
Zˆ
)⊗MZˆ/I
υ).
So C = gˆ∗MZˆ ⊗OZˆ(∗ ·Π
(η0)
Zˆ
) as a subsheaf of a fixed locally free sheaf is isomorphic
to gˆ∗MZˆ ⊗OZˆ(ε1 · Π
(η0)
Zˆ
) for some ε1.
Let θ : Yˆ2 → Yˆ be a modification, such that C2 = θ∗C/torsion is locally free,
and contained in a locally free locally splitting subsheaf C′ of θ∗gˆ1∗(MZˆ1/I
υ
1 ) with
rk(C′) = C2). Writing I2 for the pullback of the sheaf of ideals I, the latter is
of the form gˆ2∗(MZˆ2/I
υ
2 ). For some effective divisor D one has an inclusion C
′ ⊂
C2 ⊗OYˆ2(D). The base change morphism
θ∗gˆ∗MZˆ ⊗OZˆ(ε · Π
(η0)
Zˆ
) −→ gˆ2∗MZˆ2 ⊗OZˆ2(ε · Π
(η0)
Zˆ2
)
implies that for all ε ≥ ε1
C2 ⊂ gˆ2∗MZˆ2 ⊗OZˆ2(ε · Π
(η0)
Zˆ2
) ⊂ C′ ⊂ C2 ⊗OYˆ2(D)
⊂ gˆ2∗MZˆ2 ⊗OZˆ2(ε1 · Π
(η0)
Zˆ2
+ gˆ∗2D).
Let us choose ε0 ≥ ε1 such that for an irreducible Weil divisors Π the multiplicity in
(ε0− ε1) ·Π
(η0)
Zˆ2
is either zero, or larger that its multiplicity in g∗2D. Remark already,
that this choice of ε0 is compatible with further pullback.
For ε ≥ ε0 the image of the evaluation map
gˆ∗2 gˆ2∗MZˆ2 ⊗OZˆ2(ε · Π
(η0)
Zˆ2
) −→MZˆ2 ⊗OZˆ2(∗ · Π
(η0)
Zˆ2
)
is contained in the image of gˆ∗2C
′ →MZˆ2 ⊗OZˆ2(∗ · Π
(η0)
Zˆ2
) hence in
MZˆ2 ⊗OZˆ2(ε1 · Π
(η0)
Zˆ2
+ gˆ∗2D) ∩MZˆ2 ⊗OZˆ2(∗ · Π
(η0)
Zˆ2
) ⊂MZˆ2 ⊗OZˆ2(ε0 · Π
(η0)
Zˆ2
).
We found ε0 after replacing Yˆ by some non-singular modification Yˆ2, hence as re-
marked above the same ε0 works for Yˆ itself. Moreover, the same ε0 works for all
alterations dominating Yˆ2. Since for any alteration Yˆ1 of Yˆ one can find a non-
singular modification, dominating Yˆ2, one obtains the same for Yˆ1. 
Definition 8.10. Assume that L is an invertible sheaf on X , and let κ be a positive
integer. Assume that f0∗Lκ0 is locally free and compatible with arbitrary base change.
(1) An invertible sheaf MZˆ on Zˆ is a κ-saturated extension of L if
ϕˆ∗L ⊂MZˆ ⊂ ϕˆ
∗L ⊗
(
OZˆ(∗ · Π
(η0)
Zˆ
) ∩ OZˆ(∗ · gˆ
−1(Yˆ \ Yˆ0)
)
, (8.10.1)
and if gˆ1∗M
κ
Zˆ1
= gˆ1∗(M
κ
Zˆ1
⊗OZˆ1(ε ·Π
(η0)
Zˆ1
))
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for all ε ≥ 0 and for all alterations Yˆ1 → Yˆ . Moreover we require 5.5 d)
to hold for (ν, µ) = (0, κ), i.e. that there exists an open dense subscheme
Yˆg of Yˆ such that gˆ∗MκZˆ is locally free and compatible with pullback for
morphisms θ : T → Yˆ with θ−1(Yˆg) dense in T .
(2) We call a tuple of invertible sheaves MZˆ , MXˆ and MZ on Zˆ, Xˆ and Z a
κ-saturated extension of the polarization L, if MZˆ is κ saturated and if (as
in 5.4) δˆ∗MZ =MZˆ , δ∗MZ =MXˆ , MZˆ0 = ϕˆ
∗
0L0 and MXˆ0 = ρ
∗
0L0.
Lemma 8.11. Assume that the conditions in 8.5 hold true.
a. If MZˆ is a κ-saturated extension of L, one can always find MXˆ and MZ
such that (MZˆ ,MXˆ ,MZ) is κ-saturated.
b. The condition (8.10.1) in (1) is equivalent to the existence of an effective
Cartier divisor Πˆ, supported in gˆ−1(Yˆ \ Yˆ0) ∩ (Π
(η0)
Zˆ
)red, and with
MZˆ = ϕˆ
∗L ⊗OZˆ(Πˆ).
c. If (MZˆ ,MXˆ ,MZ) is κ-saturated
fˆ1∗M
κ
Xˆ1
= fˆ1∗(M
κ
Xˆ1
⊗OXˆ1(ε · Π
(η0)
Xˆ1
)) = fˆ∗(ρ
∗Lκ ⊗OXˆ1(∗ · Π
(η0)
Xˆ
))
for all ε ≥ 0 and for all alterations Yˆ1 → Yˆ .
d. Let g˜ : Z˜ → Yˆ be a second mild morphism and τ ′ : Z˜1 → Zˆ1 a birational
morphism over Yˆ . If MZˆ is κ-saturated the same holds for M eZ = τ
′∗MZˆ .
e. If MZˆ (or (MZˆ ,MXˆ ,MZ)) is κ-saturated, and if κ
′ divides κ then MZˆ (or
(MZˆ ,MXˆ ,MZ)) is also κ
′-saturated, provided that gˆ∗Mκ
′
Zˆ
is locally free and
compatible with base change for morphisms θ : T → Yˆ with θ−1(Yˆg) dense in
T .
Proof. b) is just a translation and the first equality in c) follows directly from 8.9.
For the second one, apply 8.9 first to the pullback of L and then toM•. One finds
that fˆ1∗MκXˆ1
is given by
fˆ1∗(ρ
∗
1L
κ ⊗OXˆ1(∗ · Π
(η0)
Xˆ1
)) = gˆ1∗ϕˆ
∗
1L
κ ⊗OZˆ1(∗ · Π
(η0)
Zˆ1
) = gˆ1∗M
κ
Zˆ1
⊗OZˆ1(∗ · Π
(η0)
Zˆ1
).
For a) consider Π = δˆ∗Πˆ and the divisor δ∗Π on Xˆ. Define MXˆ = ρ
∗L ⊗OXˆ(δ∗Π).
Since δ is a modification of a manifold, Π − δ∗δ∗Π is supported in exceptional
divisors for δ, and
δ∗MXˆ ⊂ δ
∗ρ∗L⊗OZ(Π) = δˆ
∗ϕ∗L ⊗OZ(δˆ
∗Πˆ) = δˆ∗MZˆ ,
and MXˆ = δ∗δˆ
∗MZˆ . So we can choose MZ = δˆ
∗MZˆ .
In d) remark that ̟
(η0)
Zˆ
is invertible and its pullback is ̟
(η0)
eZ
. So Π
(η0)
eZ
− τ ′∗Π(η0)
Zˆ
is an effective divisor, supported in the exceptional locus of τ . By the projection
formula, for all ε ≥ 0,
τ ′∗M
κ
eZ
⊗O eZ(ε · Π
(η0)
eZ
) =Mκ
Zˆ
⊗OZˆ(ε · Π
(η0)
Zˆ
),
hence g˜∗(MκeZ ⊗ O eZ(ε · Π
(η0)
eZ
)) = gˆ∗(MκZˆ ⊗OZˆ(ε · Π
(η0)
Zˆ
)). Since the right hand side
is independent of ε the polarization M eZ is again κ-saturated.
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For e) remark first, that the condition (2) in Definition 8.10 is independent of κ,
as well as (8.10.1) in (1). If for some Yˆ1 → Yˆ and some ε > 0 the sheaf
gˆ1∗M
κ′
Zˆ1
6= gˆ1∗(M
κ′
Zˆ1
⊗OZˆ1(ε · Π
(η0)
Zˆ1
)),
then the multiplication map shows, that the same holds for all multiples of κ′, in
particular for κ. 
Lemma 8.12. Given a natural number κ one may choose Yˆ and Zˆ in 5.4 and the
sheaf MZˆ such that MZˆ is a κ-saturated extension of L.
Proof. Start with any Yˆ as in 8.5 and with MZˆ the pullback of the invertible sheaf
L in 4.8. Apply 8.9 to the polarization Mκ
Zˆ
, and replace ε0 by some larger natural
number, divisible by κ.
Define Πˆ to be the sum over all components of Π
(η0)
Zˆ
whose image in Yˆ does not
meet ϕ−11 (Y0), and choose
M˜Zˆ =MZˆ ⊗OZˆ
(ε0
κ
· Πˆ
)
.
Remark that Πˆ might be just a Weil divisor, hence M˜Zˆ is reflexive, but not necessar-
ily invertible. So choose a modification σ : W → Zˆ, such that MW = σ∗M˜Zˆ/torsion
is invertible. By Proposition 4.5 there exists a non-singular alteration θ : Yˆ1 → Yˆ
such that W ⊗Yˆ Yˆ1 has a mild model W
′ → Yˆ1. Again we may assume that the
conditions in 8.5 hold for W ′ → Yˆ1. One has a factorization W ′ → W → Zˆ of σ,
inducing a birational morphism σ′ : W ′ → Zˆ1 = Zˆ ×Yˆ Yˆ1. By 8.9 (2) we know that
the evaluation map
gˆ∗1 gˆ1∗M
κ
Zˆ1
(∗ · Π(η0)
Zˆ1
) −→Mκ
Zˆ1
(∗ · Π(η0)
Zˆ1
)
has image C in Mκ
Zˆ1
(ε0 · Π
(η0)
Zˆ1
). On the other hand, on gˆ−1(θ−1(Yˆ0)) the sheaf C
is equal to Mκ
Zˆ1
and C lies in the reflexive hull M˜(κ)
Zˆ1
of pr∗1M˜
κ
Zˆ
. By construction
MW ′ = σ∗M˜Zˆ1/torsion is invertible and σ
∗M˜(κ)
Zˆ1
/torsion =MκW ′.
Writing again Π
(η0)
W ′ for the relative fix locus of ω
η0
W ′/Yˆ1
one has
̟
(η0)
W ′ = ω
η0
W ′/Yˆ1
⊗OW ′(−Π
(η0)
W ′ ) = σ
′∗̟
(η0)
Zˆ1
.
For all ε ≥ 0 one obtains
σ∗(M
κ
W ′ ⊗OW ′(ε · Π
(η0)
W ′ )) = M˜
(κ)
Zˆ1
⊗OZˆ1(ε · Π
(η0)
Zˆ1
),
and
gˆ1∗σ∗M
κ
W ′ = gˆ1∗M˜
(κ)
Zˆ1
= gˆ1∗(M˜
(κ)
Zˆ1
⊗OZˆ1(ε ·Π
(η0)
Zˆ1
)) =
gˆ1∗σ∗(M
κ
W ′ ⊗OW ′(ε ·Π
(η0)
W ′ )). (8.12.1)
So on W ′ we found the sheaf we are looking for. Finally, Corollary 5.5 allows to
replace Yˆ1 by some modification, and to assume that the condition d) in 8.7 holds
for (0, κ). 
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By 8.11 a) one can construct M˜Zˆ , M˜Z and M˜Xˆ such that this tuple forms an
κ-saturated extension of L0. Perhaps some of the sheaves B
(ν,µ)
• or the sheaves B•,
depending on EYˆ in 8.2 are no longer invertible. If so, for M˜• and for the given
set I we have to perform again the alterations needed to get the invertible sheaves
in 8.4. Lemma 8.11 d) allows to do so, without loosing the κ-saturatedness. So one
is allowed to modify the condition vi) in 8.7, keeping all the other ones:
Conclusion and Notations 8.13. (Saturated polarizations)
We consider an invertible sheaf L on X , with L0 = L|X0 relative ample over Y0, and
we start again with a finite set I of tuples (ν, µ) of natural numbers. We choose
η0 > 0 and γ0 > 0 such that the evaluation maps
f ∗0 f0∗ω
η0
X0/Y0
→ ωη0X0/Y0 and f
∗
0 f0∗L
γ0
0 → L
γ0
0
are surjective.
We fix some subset I˜ of I consisting of tuples (β, α) with α divisible by γ0 and
with β divisible by η0. We also fix a positive number κ with (0, κ) ∈ I˜.
Then we can find Yˆ and the diagram (4.6.1) (or in (8.0.1)) such that the conditions
i) – v) in 8.5 hold true and and the conditions vii) – x) in 8.7 with M• given by:
vi. There exists a tuple of κ-saturated extensions (MZˆ ,MZ ,MXˆ) of L.
Remark that by Lemma 8.11 d) the “Allowed Constructions” in 8.8 remain al-
lowed, i.e. they respect the condition vi) in 8.13.
Corollary 8.14. The conditions in 8.13 imply that for all ε ≥ 0 the direct images
gˆ∗B
(0,κ)
Zˆ
, gˆ∗M
κ
Zˆ
and gˆ∗(M
κ
Zˆ
⊗OZˆ(ε · Π
(η0)
Zˆ
))
coincide, and that they are locally free and compatible with base change for mor-
phisms ̺ : T → Yˆ with ̺−1(Yˆg) dense in T .
Proof. By definition of “saturated” and by the choice of B(0,κ)
Zˆ
gˆ∗B
(0,κ)
Zˆ
= gˆ∗M
κ
Zˆ
= gˆ∗(M
κ
Zˆ
⊗OZˆ(ε ·Π
(η0)
Zˆ
)).
Since we assumed that (0, κ) ∈ I the direct image gˆ∗MκZˆ is compatible with base
change for alterations. By Addendum 8.3 the same holds true for gˆ∗B
(0,κ)
Zˆ
and by 8.9
for gˆ∗(M
κ
Zˆ
⊗OZˆ(ε · Π
(η0)
Zˆ
)). So 8.14 follows from Lemma 5.1 ii). 
So for κ = 1 we could choose MZˆ to be equal to B
(0,1)
Zˆ
, but we will allow other
choices. Anyway, it is easy to see that the direct image sheaves are independent of
the choices.
9. The definition of certain multiplier ideals
The alterations, sheaves and divisors as described in the Conclusions and Nota-
tions 8.6, 8.7 or 8.13 depend on the choice of certain numbers and data. Each time
we add some numbers, we have to reemploy the constructions of Section 8. In order
not to run into an infinite circle of constructions we have to give a complete list of
data at some point, and this is done in the first part of this section.
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However, we still have to extend the base change property stated in 8.7 ix) to
certain multiplier ideals
gˆ∗(ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
⊗ J (−e ·D)),
using Theorem 6.5. As in the proof of the Variant 2.4 the multiplier ideals we want
to consider depend on the tautological map Ξ and on a large number of integers.
So in this Section we will include those maps in our bookkeeping. In order to get
the locally freeness and the compatibility with base change for certain morphisms,
we will use again the left hand side of the diagram (4.6.1). Then the compatibility
conditions for the sheavesM• will allow, as in Lemma 5.7, to pass to the right hand
side.
Conventions 9.1. Consider for a smooth fibre F a finite tuple Ξ of determinants
and their natural inclusion in the tensor products, i.e. Ξ = (Ξ1, . . . ,Ξs) and
Ξi :
ri∧
H0(F, ωηiF ⊗ L
γi
0 |F ) −→
ri⊗
H0(F, ωηiF ⊗L
γi
0 |F ),
where ri = dim(H
0(F, ωηiF ⊗L
γi
0 |F )). So for any r, divisible by r1, . . . , rs and for each
i one obtains a map( ri∧
H0(F, ωηiF ⊗ L
γi
0 |F )
)⊗ r
ri −→
r⊗
H0(F, ωηiF ⊗ L
γi
0 |F )
and finally, for γ = γ1 + · · ·+ γs and for η = η1 + · · ·+ ηs one has the product
s⊗
i=1
( ri∧
H0(F, ωηiF ⊗L
γi
0 |F )
)⊗ r
ri Ξ(r)−−→
r⊗
H0(F, ωηF ⊗L
γ
0 |F ).
We will later require certain divisibilities. For example, we will need that the
integers η0 and γ0 in 8.5 or 8.7 divide η and γ. This can be achieved by replacing Ξ
by s′ copies (Ξ, . . . ,Ξ) for a suitable s′.
Remark that those conventions carry over to the smooth part of our families,
provided the direct image sheaves f0∗(ω
ηi
X0/Y0
⊗Lγi0 ) are all locally free and compatible
with base change. This holds by 5.3 for ηi > 0. If ηi = 0 we listed this already in 8.7
as an additional condition.
Next we have to explain how to choose the finite sets I˜ and I in 8.5 or 8.7.
Set-up 9.2.
Canonically polarized case. Here we start by choosing an integer η0 > 0 such
that the evaluation map f ∗0 f0∗ω
η0
X0/Y0
→ ωη0X0/Y0 is surjectiv and we choose ℓ > 0,
divisible by η0. We will assume in 9.1 that γi = 0 for all i, and that η is divisible by
ℓ, hence by η0. We choose I˜ = {(η0, 0), (η, 0)}. The set I ⊂ N× {0} should contain
I˜, the tuples (ηi, 0) for i = 1, . . . , s and for some β ≥ 1 the tuple (β +
η
ℓ
, 0). For
compatibility of the notations we write α = κ = 0 and b will denote any positive
integer. We choose Yˆ and the different sheaves and divisors according to 8.5.
Polarized case. If L0 is f0-ample we start with integers η0 > 0 and γ0 > 0 such
that the evaluation maps
f ∗0 f0∗ω
η0
X0/Y0
→ ωη0X0/Y0 and f
∗
0 f0∗L
γ0
0 → L
γ0
0
are both surjective. In addition we will require that for N ≥ γ0 and for all fibres F
of f0 the sheaves LN0 |F have no higher cohomology. We choose ℓ > 0, divisible by η0
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and γ0. In 9.1, replacing Ξ by (Ξ, ...,Ξ), and correspondingly s by some multiple,
one may assume that ℓ divides γ and η. Fix in addition some tuple (β, α) of natural
numbers with β ≥ 1 (or a finite set of such tuples), and some positive integer b, with
b · (β − 1, α) ∈ η0 ·N× γ0 · N. The finite set of tuples I˜ should contain
{(η0, 0), (0, γ0), (η, γ)},
and I should contain I˜,
(β +
η
ℓ
, α +
γ
ℓ
) and (ηi, γi) for i = 1, · · · , s.
For compatibility reasons we choose κ = 0 in this case, and we choose Yˆ and the
different sheaves and divisors according to 8.7.
Saturated polarized case. Everything is as in the polarized case, except that
we also choose some positive multiple κ of γ0 and assume that (0, κ) ∈ I ′, and
apply 8.13 instead of 8.7.
In all three cases we fix a natural number e with
e ≥
e(ωηF ⊗L
γ
0 |F )
ℓ
(9.2.1)
for all fibers F of f0, where e denotes the threshold introduced in 2.1. The sheaves
F (ηi,γi)
Yˆ
are locally free. Replacing Yˆ by a non-singular alteration one finds an in-
vertible sheaf V on Yˆ with
s⊗
i=1
det(F (ηi,γi)
Yˆ
)
r
ri =
s⊗
i=1
det(gˆ∗(ω
ηi
Zˆ/Yˆ
⊗Mγi
Zˆ
))
r
ri = Vr·e·ℓ.
Remark that all assumptions remains true when we replace r by some multiple or
Yˆ by an alteration.
We are not yet done. We will need another auxiliary sheaf.
Assumptions and Notations 9.3. Consider for a locally free sheaf EYˆ a morphism
EYˆ → F
(β0,α0)
Yˆ
where
β0 = b · (β − 1) · e · ℓ+ η · b · (e− 1) and α0 = b · α · e · ℓ+ γ · b · (e− 1).
For b sufficiently large, the evaluation map
fˆ ∗EYˆ −→ ω
β0
Xˆ/Yˆ
⊗Mα0
Xˆ
(9.3.1)
is surjective over Xˆ0. We will choose
(β0, α0) = (b · (β − 1) · e · ℓ+ η · b · (e− 1), b · α · e · ℓ+ γ · b · (e− 1)) ∈ I˜ , (9.3.2)
where of course α0 = 0 in the canonically polarized case.
Lemma 8.2 allows to assume (replacing Yˆ by an alteration) that the image of the
evaluation map (9.3.1) is an invertible sheaf BXˆ , and that the image of gˆ
∗EYˆ −→
ωβ0
Zˆ/Yˆ
⊗Mα0
Zˆ
is an invertible sheaf BZˆ . We write again ΣZˆ for the effective divisor
with BZˆ = ω
β0
Zˆ/Yˆ
⊗Mα0
Zˆ
⊗OZˆ(−ΣZˆ).
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Variant 9.4. In the application we have in mind EYˆ will be a subsheaf of
F (β1,α1)
Yˆ
⊗ · · · ⊗ F (βs,αs)
Yˆ
,
with cokernel supported in Yˆ \ Yˆ0. Here we have to assume that for all ι ∈ {1, . . . , s}
the evaluation map for ωβι
Xˆ/Yˆ
⊗Mαι
Xˆ
is surjective over Xˆ0.
The morphism EYˆ → F
(β0,α0)
Yˆ
will be induced by the multiplication map
F (β1,α1)
Yˆ
⊗ · · · ⊗ F (βs,αs)
Yˆ
m
−→ F (β0,α0)
Yˆ
.
Of course one needs that β1+ · · ·+ βs = β0 and α1+ · · ·+αs = α0. In this case one
can replace the condition (9.3.2) by
(β1, α1), . . . , (βs, αs) ∈ I˜ . (9.4.1)
Finally remark that here BZˆ is contained in the tensor product of the sheaves B
(βι,αι)
Zˆ
that both coincide on Zˆ0.
We need a long list of different sheaves and divisors on certain products.
Notations 9.5.
(Saturated) polarized case. Let gˆ : Zˆ → Yˆ be the mild morphism constructed
in 8.5, 8.7 and 8.13 using the data given in 9.1–9.4 (or by abuse of notations, its
pullback under a morphism from a curve to Yˆ , assuming that it is mild). Consider
the r-fold product
gˆr : Zˆr = Zˆ ×Yˆ · · · ×Yˆ Zˆ −→ Yˆ , and MZˆr = pr
∗
1MZˆ ⊗ · · · ⊗ pr
∗
rMZˆ .
For (ν, µ) ∈ I one obtains by flat base change
gˆr∗(ω
ν
Zˆr/Yˆ
⊗Mµ
Zˆ
) =
r⊗
gˆ∗(ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
) =
r⊗
F (ν,µ)
Yˆ
. (9.5.1)
For (ν, µ) = (η, γ) the equality (9.5.1) implies that the image of the evaluation map
gˆr∗gˆr∗ω
η
Zˆr/Yˆ
⊗Mγ
Zˆr
−→ ωη
Zˆr/Yˆ
⊗Mγ
Zˆr
is the invertible sheaf B(η,γ)
Zˆr
:= pr∗1B
(η,γ)
Zˆ
⊗ · · · ⊗ pr∗rB
(η,γ)
Zˆ
. So the definition of B(η,γ)
Zˆr
is compatible with the one in 8.7, and B(η,γ)
Zˆr
can be written as
ωη
Zˆr/Yˆ
⊗Mγ
Zˆr
⊗OZˆr(−Σ
(η,γ)
Zˆr
) for Σ
(η,γ)
Zˆr
=
r∑
i=1
pr∗iΣ
(η,γ)
Zˆ
.
Since gˆr∗(ω
η
Zˆr/Yˆ
⊗Mγ
Zˆr
) = gˆr∗B
(η,γ)
Zˆr
, one has an inclusion
Vr·e·ℓ =
s⊗
i=1
det(gˆ∗M
γi
Zˆ
⊗̟ηi
Zˆ
))
⊗ r
ri
Ξ(r)
−−→
r⊗
gˆ∗(ω
η
Zˆ/Yˆ
⊗Mγ
Zˆ
) = gˆr∗B
(η,γ)
Zˆr
which splits locally, hence a section of B(η,γ)
Zˆr
⊗ gˆr∗V−r·e·ℓ whose zero divisor ΓZˆr does
not contain any fibre (but perhaps components of fibres).
In 9.3 one can apply (9.5.1) to see that the invertible sheaf
BZˆr = pr
∗
1BZˆ ⊗ · · · ⊗ pr
∗
rBZˆ
is again the image of the evaluation map gˆr∗E⊗r
Yˆ
→ ωβ0
Zˆr/Yˆ
⊗Mα0
Zˆr
.
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In Variant 9.4 the same holds true for the sheaves B(βι,αι)
Zˆr
, hence for their tensor
product and for the image BZˆr of gˆ
r∗E⊗r
Yˆ
. In both cases one finds
BZˆr = ω
β0
Zˆr/Yˆ
⊗Mα0
Zˆr
⊗OZˆr(−ΣZˆr), for ΣZˆr =
r∑
i=1
pr∗iΣZˆ .
To shorten the expressions, we put
∆Zˆr = b · (ΓZˆr + Σ
(η,γ)
Zˆr
) + ΣZˆr , N = b · e · ℓ
and G
(Ξ(r),E;β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
= gˆr∗
(
ω
β+ η
ℓ
Zˆr/Yˆ
⊗M
α+ γ
ℓ
Zˆr
⊗ J
(
−
1
N
·∆Zˆr
))
.
We will usually write G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
instead of G
(Ξ(r),E;β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
, keeping however in
mind that this sheaf depends on the choice of r, of the tautological maps Ξi and on
E .
Canonically polarized case. We will use the same notation. This is a bit queer,
but it allows to handle both cases in the same way. So in this case α = γ = 0 and
M• = O•.
Lemma 9.6. Under the assumptions made in 9.1–9.4 one may choose Yˆ and Zˆ
in 8.5, 8.7 or 8.13 and an open dense subscheme Yˆg ⊂ Yˆ0 such that in addition to
the conditions i)–v) in 8.5 or to i)–x) in 8.7 or 8.13 on has:
xi. The multiplier ideal sheaves J
(
− 1
b·e·ℓ
· ∆Zˆr
)
are compatible with pullback,
base change and products with respect to Yˆg, as defined in 6.4. In particular
they are flat over Yˆ and the direct image sheaves G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
are compatible
with pullback for morphisms ̺ : T → Yˆ where ̺ is either dominant and T a
normal variety with at most rational Gorenstein singularities, or where T is
a non-singular curve and ̺−1(Yˆg) dense in T . Moreover for r
′ > 0
G
(Ξ(r),E;β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
⊗r′
= G
(Ξ(r·r
′),E;β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
.
Proof. Choose N = ω
β−1+ η
ℓ
Zˆr/Yˆ
⊗M
α+ γ
ℓ
Zˆr
. Then NN ⊗OZˆr(−∆Zˆr) is equal to[
ωβ0
Zˆr/Yˆ
⊗Mα0
Zˆr
⊗OZˆr(−ΣZˆr)
]
⊗
[
ωη·b
Zˆr/Yˆ
⊗Mγ·b
Zˆr
⊗OZˆr(−b(Σ
(η,γ)
Zˆr
+ ΓZˆr))
]
,
where the first factor is the image of gˆr∗E⊗r
Yˆ
whereas the second one is the b-th power
of B(η,γ)
Zˆr
⊗OZˆr(−ΓZˆr) = gˆ
r∗Vr·e·ℓ. So we obtain:
Claim 9.7. For N , for ∆ = ∆Zˆr , and for E = E
⊗r
Yˆ
⊗ Vb·r·e·ℓ the assumptions made
in 6.1 hold true (for Z replaced by Zˆr).
So we are allowed to apply Theorem 6.5. Dropping the index 1, assume that
Yˆ = Yˆ1, hence that J
(
− 1
N
· ∆Zˆr
)
is compatible with pullback, base change and
products with respect to Yˆg.
For A = OZˆr in Definition 6.4 the properties i) and ii) give the compatibility with
pullback under ̺, and by flat base change also the compatibility with products. 
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Before proving an analog of Lemma 5.7 for the sheaves G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
we have to
extend the definition of the sheaves and divisors to desingularizations of compacti-
fications of Xˆr0 → Yˆ0 (or again of the pullback of this morphism to a curve, meeting
Yˆ0).
Notations 9.8. Consider the r-fold product fˆ r : Xˆr = Xˆ ×Yˆ · · · ×Yˆ Xˆ → Yˆ . The
morphism ρ′ : X(r) → Xˆr is obtained by desingularizing the main component of Xˆr.
By 4.2 the morphism gˆr : Zˆr → Yˆ in 9.5 and 9.6 is again mild, hence it is a mild
model of the induced morphism f (r) : X(r) → Yˆ . Let us write
MX(r) = ρ
′∗(pr∗1MXˆ ⊗ · · · ⊗ pr
∗
rMXˆ).
Recall that for ν divisible by η0 and for µ divisible by γ0 the evaluation map
fˆ r0
∗fˆ r0∗(ω
ν
Xˆr0/Yˆ0
⊗Mµ
Xˆr0
) −→ ων
Xˆr0/Yˆ0
⊗Mµ
Xˆr0
is surjective, where again the index 0 refers to the preimages of Y0 or for sheaves
to their restriction. Consider a non-singular modification δˆr : Z(r) → Zˆr which
allows a morphism δ(r) : Z(r) → X(r), and which dominates the main component of
Z ×Yˆ · · · ×Yˆ Z. Defining MZ(r) as the pullback of pr
∗
1MZ ⊗ · · · ⊗ pr
∗
rMZ , one has
δˆr
∗
MZˆr ⊂MZ(r) and δ
(r)∗MX(r) ⊂MZ(r).
Lemma 9.9. The sheaves MZ(r), MZˆr and MX(r) satisfy again the Assumptions
asked for in 5.4.
Proof. Since Zˆr is normal the assumption δˆ∗MZ =MZˆ in 5.4 implies that
δˆr∗MZ(r) =MZˆr .
ForMX(r) remark first, that δ
∗MXˆ⊗OZ(F ) =MZ , for some δ-exceptional effective
divisor F . Consider the diagram
Zr ×Xˆr X
(r) θ //
p1

X(r)
ρ

Zr
δr
// Xr.
Then δr∗(pr∗1MXˆ ⊗ · · · ⊗ pr
∗
rMXˆ) is a subsheaf of pr
∗
1MZ ⊗ · · · ⊗ pr
∗
rMZ and both
coincide outside of a divisor F ′ with codim(δˆr(F ′)) ≥ 2. So the same holds true for
the subsheaf
p∗1δ
r∗(pr∗1MXˆ ⊗ · · · ⊗ pr
∗
rMXˆ) = θ
∗MX(r)
of p∗1(pr
∗
1MZ⊗· · ·⊗pr
∗
rMZ). The statement is independent of the desingularization.
Hence we may assume that Z(r) dominates the main component of Zr ×Xˆr X
(r). So
δ(r)
∗
MX(r) ⊗OZ(r)(F
′′) =MZ(r) for some effective δ
(r) exceptional divisor F ′′. 
Lemma 9.9 allows to apply Lemma 5.7 and
f (r)∗ (ω
ν
X(r)/Yˆ
⊗Mµ
X(r)
) = gˆr∗(ω
ν
Zˆr/Yˆ
⊗Mµ
Zˆr
). (9.9.1)
For (ν, µ) ∈ I one can use flat base change and the projection formula to identify
the right hand side as
r⊗
gˆ∗(ω
ν
Zˆ/Yˆ
⊗Mµ
Zˆ
)
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Using 5.7 again, one finds
f (r)∗ (ω
ν
X(r)/Yˆ
⊗Mµ
X(r)
) =
r⊗
fˆ∗(ω
ν
Xˆ/Yˆ
⊗Mµ
Xˆ
).
In particular those sheaves are locally free and compatible with base change for
morphisms ̺ : T → Yˆ with ̺−1(Yˆg) dense in T .
Next we move to the right hand side of the diagram (4.6.1) and redefine all the
sheaves and divisors from 9.5 with Zˆr replaced by Xˆ(r) or Z(r). As in 9.5 we will
give the definitions in the polarized case. For the canonically polarized case the last
lines of 9.5 apply.
Notations 9.10. As at the end of the proof of Lemma 8.2, blowing up X(r) with
centers outside Xˆr0 , one may assume that the image of
f (r)
∗
f (r)∗ (ω
η
X(r)/Yˆ
⊗Mγ
X(r)
) −→ ωη
X(r)/Yˆ
⊗Mγ
X(r)
is invertible and we denote it by B(η,γ)
X(r)
. The effective divisor Σ
(η,γ)
X(r)
is chosen such
that
B(η,γ)
X(r)
⊗OX(r)(Σ
(η,γ)
X(r)
) = ωη
X(r)/Yˆ
⊗Mγ
X(r)
,
hence supported outside of X
(r)
0 . If the condition (9.3.2) holds, we can apply (9.8)
for the tuple
(β0, α0) = (b · (β − 1) · e · ℓ+ η · b · (e− 1), b · α · e · ℓ + γ · b · (e− 1))
and obtain an inclusion Er
Yˆ
→ f (r)∗ (ω
β0
X(r)/Yˆ
⊗Mα0
X(r)
). The image of f (r)
∗
Er
Yˆ
under
the evaluation map will be denoted by BX(r).
In Variant 9.4, i.e. if (9.4.1) holds, one applies (9.9.1) for the tuples (βι, αι). So
one has Morphisms
s⊗
ι=1
(gˆ∗B
(βι,αι)
Zˆ
) −→ f (r)∗ (ω
βι
X(r)/Yˆ
⊗Mαι
X(r)
).
The image of f (r)
∗
(gˆ∗B
(βι,αι)
Zˆ
)⊗r is an invertible sheaf B(βι,αι)
X(r)
, and the image of
f (r)
∗
s⊗
ι=1
(gˆ∗B
(βι,αι)
Zˆ
)⊗r under the product map is
s⊗
ι=1
B(βι,αι)
X(r)
⊂ ωβ0
X(r)/Yˆ
⊗Mα0
X(r)
.
So the image of f (r)
∗
EYˆ is a subsheaf BX(r).
In both cases BX(r) is isomorphic to ω
β0
X(r)/Yˆ
⊗Mα0
X(r)
on Xˆr0 = f
(r)−1(Yˆ0). Blowing
up X(r) we find a divisor ΣX(r) with ω
β0
X(r)/Yˆ
⊗Mα0
X(r)
= BX(r) ⊗OX(r)(ΣX(r)).
Finally the equation (9.9.1) implies that
f (r)∗ B
(η,γ)
X(r)
= f (r)∗ (ω
η
X(r)/Yˆ
⊗Mγ
X(r)
) = gˆr∗(ω
η
Zˆr/Yˆ
⊗Mγ
Zˆr
).
Hence Ξ(r) : Vr·e·ℓ → gˆr∗(ω
η
Zˆr/Yˆ
⊗Mγ
Zˆr
) induces a section of B(η,γ)
X(r)
⊗f (r)
∗
V−r·e·ℓ whose
zero divisor will be denoted by ΓX(r). We write again
∆X(r) = b · (ΓX(r) + Σ
(η,γ)
X(r)
) + ΣX(r) ,
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and recall that X
(r)
0 = Xˆ
r
0 , Σ
(β0,α0)
X
(r)
0
= Σ
(η,γ)
X
(r)
0
= 0 and δˆr
∗
ΓZˆr = δ
(r)∗ΓX(r).
Lemma 9.11. The sheaf G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
in 9.6 is equal to
f (r)∗
(
ω
β+ η
ℓ
X(r)/Yˆ
⊗M
α+ γ
ℓ
X(r)
⊗ J
(
−
1
N
·∆X(r)
))
.
On Xˆr0 = f
(r)−1(Yˆ0) one has
J
(
−
1
N
·∆X(r)
)
|Xˆr0 = J
(
−
1
e · ℓ
· ΓXˆr0
)
= OXˆr0 ,
and the inclusion G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
→
r⊗
F
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
is an isomorphism on Yˆ0.
Proof. We keep the notations from 9.8 and assume in addition that the pullbacks of
∆Zˆr and of ∆X(r) to Z
(r) are normal crossing divisors.
Since δˆr∗ωZ(r)/Yˆ = ωZˆr/Yˆ and δ
(r)
∗ ωZ(r)/Yˆ = ωX(r)/Yˆ , and since by Lemma 9.9 the
same holds for the sheaves M• one can find for all (ν, µ) effective δˆr-exceptional
divisors EZ(r)/Zˆr and FZ(r)/Zˆr and δ
(r)-exceptional divisors EZ(r)/X(r) and FZ(r)/X(r)
with
ων
Z(r)/Yˆ
⊗Mµ
Z(r)
= δˆr
∗
(ων
Zˆr/Yˆ
⊗Mµ
Zˆr
)⊗OZ(r)(ν · EZ(r)/Zˆr + µ · FZ(r)/Zˆr)
= δ(r)
∗
(ων
X(r)/Yˆ
⊗Mµ
X(r)
)⊗OZ(r)(ν · EZ(r)/X(r) + µ · FZ(r)/X(r)).
By Lemma 8.2 one has δˆr
∗
B(η,γ)
Zˆr
= δ(r)
∗
B(η,γ)
X(r)
and δˆr
∗
BZˆr = δ
(r)∗BX(r). This implies
that
δˆr
∗
Σ
(η,γ)
Zˆr
+ η · EZ(r)/Zˆr + γ · FZ(r)/Zˆr = δ
(r)∗Σ
(η,γ)
X(r)
+ η · EZ(r)/X(r) + γ · FZ(r)/X(r),
and that
δˆr
∗
ΣZˆr + β0 · EZ(r)/Zˆr + α0 · FZ(r)/Zˆr = δ
(r)∗ΣX(r) + β0 · EZ(r)/X(r) + α0 · FZ(r)/X(r) .
Moreover δˆr
∗
ΓZˆr = δ
(r)∗ΓX(r), and putting everything together one finds
δˆr
∗
∆Zˆr + (b · (β − 1) · e · ℓ+ η · b · e) · EZ(r)/Zˆr + (b · α · e · ℓ+ γ · b · e) · FZ(r)/Zˆr =
δ(r)
∗
∆X(r) + (b · (β − 1) · e · ℓ+ η · b · e) ·EZ(r)/X(r) + (b ·α · e · ℓ+ γ · b · e) ·FZ(r)/X(r)
and
δˆr
∗
(ω
β+ η
ℓ
−1
Zˆr/Yˆ
⊗M
α+ γ
ℓ
Zˆr
)⊗OZ(r)
(
−
[ 1
N
· δˆr
∗
∆Zˆr
])
=
δ(r)
∗
(ω
β+ η
ℓ
−1
X(r)/Yˆ
⊗M
α+ γ
ℓ
X(r)
)⊗OZ(r)
(
−
[ 1
N
· δ(r)
∗
∆X(r)
])
.
By the definition of multiplier ideals this implies
G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
= gˆr∗δˆ
r
∗
(
ωZ(r)/Yˆ ⊗ δˆ
r∗(ω
β+ η
ℓ
−1
Zˆr/Yˆ
⊗M
α+ γ
ℓ
Zˆr
)⊗OZ(r)
(
−
[ 1
N
· δˆr
∗
∆Zˆr
]))
= f (r)∗ δ
(r)
∗
(
ωZ(r)/Yˆ ⊗ δ
(r)∗(ω
β+ η
ℓ
−1
X(r)/Yˆ
⊗M
α+ γ
ℓ
X(r)
)⊗OZ(r)
(
−
[ 1
N
· δ(r)
∗
∆X(r)
]))
=
f (r)∗
(
ω
β+ η
ℓ
X(r)/Yˆ
⊗M
α+ γ
ℓ
X(r)
⊗J
(
−
1
N
·∆X(r)
))
.
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as claimed in 9.11. In particular one has a natural inclusion
G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
→ f (r)∗ (ω
β+ η
ℓ
X(r)/Yˆ
⊗M
α+ γ
ℓ
X(r)
) =
r⊗
F
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
,
induced by J
(
− 1
N
· ∆X(r)
)
⊂ OX(r). It remains to show that the latter is an
isomorphism over X
(r)
0 = Xˆ
r
0 .
Since ΣX(r)|X(r)0
= Σ
(η,γ)
X(r)
|
X
(r)
0
= 0,
G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
|Yˆ0 = f
(r)
0∗
(
ω
β+ η
ℓ
X
(r)
0 /Yˆ0
⊗M
α+ γ
ℓ
X
(r)
0
⊗ J
(
−
1
e · ℓ
· Γ
X
(r)
0
))
.
By definition, X
(r)
0 = Xˆ
r
0 and by [V, Proposition 5.19]
e(ΓXˆr0
) ≤ Max
{
e(ωηF r ⊗M
γ
X(r)
|F r); F a fibre of fˆ0
}
By [V, Corollary 5.21] the right hand side is equal to
Max
{
e(ωηF ⊗M
γ
Xˆ
|F ); F a fibre of fˆ0
}
.
So the choice of e in (9.2.1) implies that J
(
− 1
e·ℓ
· ΓXˆr0
)
= OXˆr0 . 
Remark 9.12. Replacing e by some larger number one can force the multiplier
ideal J
(
− 1
b·e·ℓ
·∆Zˆr
)
to be equal to OZˆr and
G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
→֒
r⊗
F
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
in 9.11 to be an isomorphism on Yˆ . However, changing e one looses the compatibility
of the multiplier ideals with pullbacks and, as remarked already in 6.12, one can not
expect the same e to work over the alterations needed to enforce this condition.
10. Mild reduction over curves
The sheaves F (ν,µ)
Yˆ
and G(β+
η
ℓ
,α+ γ
ℓ
) = G
(Ξ(r),E;β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
are only compatible with
base change for dominant morphisms, and for morphisms from curves whose image
meets a certain open subscheme Yˆg of Yˆ0. We will extend the latter in Proposi-
tion 10.5 to morphisms whose image meets Yˆ0. We will need in addition that the
pullback family over C has a semistable or mild model, as it will be defined in this
section.
First we consider the sheaves F (ν,µ)
Yˆ
. The necessary changes for G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
will
be discussed in the next Section. For the canonically polarized case the last lines
of 9.5 apply. One just has to choose M• = O• and choose α = γ = κ = 0.
We will need that the sheaves M• are also well defined for the restrictions of
our families to curves. This is evidently true for the dualizing sheaves, and for
the pullback of the invertible sheaf L on X . For the saturated extensions of the
polarization, we will need some additional arguments. So at some points we will
handle the two cases separately.
We keep in this section the setup and the assumptions from 9.1–9.4, and we choose
the morphisms in the diagram (4.6.1) according to 8.5, 8.7 or 8.13.
Definition 10.1. Consider a non-singular curve Cˆ, an open dense subscheme Cˆ0
and a morphism χ′ : Cˆ → Y with χ′(Cˆ0) ⊂ Y0.
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We say that χ : Cˆ → Yˆ has a mild reduction, if there exists a commutative
diagram
Sˆ
ζ
//

X ×Y Cˆ
pr2
{{ww
ww
ww
ww
w
Cˆ
(10.1.1)
of morphisms of normal projective varieties with
i. hˆ is mild.
ii. ζ : Sˆ → X ×Y Cˆ is a modification of X ×Y Cˆ.
The canonically polarized case.
We call hˆ : Sˆ → Cˆ a mild reduction of χ′ : Cˆ → Y .
The polarized case. We call (hˆ : Sˆ → Cˆ,MSˆ) a mild reduction of χ
′ : Cˆ → Y
(for L), if in addition to i) and ii) one has
iii. MSˆ = ζ
∗pr∗1L.
It is easy to find a mild reduction over Cˆ whenever Cˆ → χ′(Cˆ) is sufficiently
ramified. As in Section 7 one can desingularize X ×Y Cˆ such that all the fibres
become normal crossing divisors, and then one can replace Cˆ by a larger covering,
to get rid of multiple fibre components.
In the saturated case we have to be more careful. We can not choose MSˆ as the
pullback, since we do not want to require the existence of a morphism from Sˆ to Xˆ .
Definition 10.2.
The saturated case. We call in 10.1 (hˆ : Sˆ → Cˆ,MSˆ) a mild reduction of
χ′ : Cˆ → Y (for L or for L and η0), if in addition to i) and ii) in 10.1 one has:
iii. There exists a Cartier divisor Π
(η0)
Sˆ
on Sˆ with
hˆ∗hˆ∗ω
η0
Sˆ/Cˆ
−→ ̟(η0)
Sˆ
= ωη0
Sˆ/Cˆ
⊗OSˆ(−Π
(η0)
Sˆ
)
surjective. MoreoverMSˆ is a κ-saturated extension of ζ
∗pr∗1L, i.e. it satisfies
the condition required for MZˆ in 8.10:
ζ∗pr∗1L ⊂MSˆ ⊂ ζ
∗pr∗1L ⊗ (OSˆ(∗ · Π
(η0)
Sˆ
) ∩ OSˆ(∗hˆ
−1(Cˆ \ χ′−1(Y0))),
and hˆ∗MκSˆ = hˆ∗(M
κ
Sˆ
⊗OSˆ(ε · Π
(η0)
Sˆ
)) for all ε ≥ 0.
In all cases, if (hˆ : Sˆ → Cˆ,MSˆ) is a mild reduction of χ
′ : Cˆ → Y for L, we define
F (ν,µ)
Cˆ
= hˆ∗(ω
ν
Sˆ/Cˆ
⊗Mµ
Sˆ
). We will need the compatibility of this sheaf with pullback:
Lemma 10.3. Let (hˆ : Sˆ → Cˆ,MSˆ) be a mild reduction for χ
′ : Cˆ → Y and for L.
(1) If θ : Cˆ1 → Cˆ is a finite morphism between non-singular curves, then
(Sˆ ×Cˆ Cˆ1 → Cˆ1, pr
∗
1MSˆ)
is a mild reduction for χ′ ◦ θ.
(2) In (1) base change induces an isomorphism θ∗F (ν,µ)
Cˆ
∼=
−→ F (ν,µ)
Cˆ1
(which we will
write again as an equality of sheaves).
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(3) Let σ : S → X ×Y Cˆ be a modification of X ×Y Cˆ with S non-singular, and
h = pr2 ◦σ. In the (canonically) polarized case chooseMS = σ
∗pr∗1L. In the
saturated case choose MS according to Lemma 8.11 a). Then
F (ν,µ)
Cˆ
= h∗(ω
ν
S/Cˆ
⊗MµS).
In particular, the sheaf F (ν,µ)
Cˆ
is independent of the mild model.
Proof. Since Sˆ ×C C1 → C1 is again mild (1) is obvious and (2) follows by flat base
change. (3) is a special case of Lemma 5.7, using in the saturated case for a smooth
model dominating both, Sˆ and S, Lemma 8.11 a). 
Lemma 10.4. In 8.5 and 8.7, or in 8.13 one may choose an open dense subscheme
Yg ⊂ Y0 such that for all morphisms
χ′ : Cˆ
π′
−→ Yˆ
ϕ
−→ Y
with Cˆg = χ
′−1(Yg) 6= ∅ the tuple (Sˆ := Zˆ ×Yˆ Cˆ → Cˆ,MSˆ := pr
∗
1MZˆ) is a mild
reduction for χ′ and such that
F (ν,µ)
Cˆ
= π′∗F (ν,µ)
Yˆ
for (ν, µ) ∈ I. (10.4.1)
Proof. Choose Yg, such that ϕ
−1(Yg) is contained in the open set Yˆg in 8.5 iv) or 8.7
ix) and such that Zˆ is smooth over ϕ−1(Yg). Then the definition of a mild morphism
in 4.1 implies that hˆ = pr2 : Sˆ = Zˆ ×Yˆ Cˆ → Cˆ is mild. In the diagram (4.6.1) in 4.6
we require the existence of a morphism ϕˆ : Zˆ → X lifting ϕ : Yˆ → Y , hence there is
a modification ϕ′ : Zˆ → X ×Y Yˆ . The fibres of Zˆ and X ×Y Yˆ over Yˆg are smooth,
and ϕ′ restricts to a modification of those fibres. This implies that the induced
morphism Zˆ×Yˆ Cˆ → Xˆ×Yˆ Cˆ is birational. The equality in (10.4.1) follows from 8.7
ix) and from the choice of Yg.
It remains to verify the condition iii) in the saturated case, as stated in 10.2. By
assumption 8.5 iv) the direct image gˆ∗ω
η0
Zˆ/Yˆ
= gˆ∗̟
(η0)
Zˆ
is locally free and compatible
with base change for π′. Then the evaluation map for ̟
(η0)
Sˆ
:= pr∗1̟
(η0)
Zˆ
is surjective,
and the first part of the condition iii) in 10.2 holds true. The second condition just
says that the pullback of L to Sˆ coincides withM over some open subscheme of Cˆ.
This follows, since the same holds for MZˆ over Yˆ0. The last condition follows from
Corollary 8.14. 
Proposition 10.5. Let Cˆ be an irreducible curve, and let π′ : Cˆ → Yˆ be a
morphism. If Cˆ0 = π
′−1(Yˆ0) 6= ∅ and if χ′ = ϕ ◦ π′ admits a mild reduction
(hˆ : Sˆ → Cˆ,MSˆ), then F
(ν,µ)
Cˆ
= π′∗F (ν,µ)
Yˆ
for (ν, µ) ∈ I.
Proof. Remark that one may replace Yˆ in 8.5, 8.7 or 8.13 by any modification,
without loosing the properties i)—x). In particular the sheaves F (ν,µ)
Yˆ
are compatible
with pullback by dominant morphisms for (ν, µ) ∈ I. Part (1) of Lemma 10.3 allows
to replace Cˆ by any covering, hence dropping as usual the lower index 1 one can
assume that Yˆ = Yˆ1 in 7.2 and use the three properties stated there. Let us write
h : S → Cˆ for the induced morphism and MS =MXˆ |S.
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In the (canonically polarized case MS is the pullback of L to S. By assumption
Cˆ → Y has a mild reduction (hˆ : Sˆ → Cˆ,MSˆ). By 10.3 (3) F
(ν,µ)
Cˆ
= h∗(ω
ν
S/Cˆ
⊗MµS)
and by Lemma 5.8 this is the pullback of F (ν,µ)
Yˆ
.
For the saturated case, we have to argue in a slightly different way. Recall that we
defined in 8.13 the invertible sheaves B(0,κ)
Xˆ
and ̟
(η0)
Xˆ
as the images of the evaluation
maps
fˆ ∗fˆ∗M
κ
Xˆ
−→Mκ
Xˆ
and fˆ ∗fˆ∗ω
η0
Xˆ/Yˆ
−→ ωη0
Xˆ/Yˆ
.
Lemma 5.8 implies that the direct images fˆ∗M
κ
Xˆ
and fˆ∗ω
η0
Xˆ/Yˆ
are compatible with
pullback. The sheaves
B(0,κ)S = B
(0,κ)
Xˆ
|S and ̟
(η0)
S = ̟
(η0)
Xˆ
|S,
are again invertible and the images of the evaluation maps for MκS and ω
η0
S/Cˆ
, re-
spectively. The latter implies that the divisor Π
(η0)
S is the pullback of Π
(η0)
Xˆ
. By the
definition of κ-saturated in 8.10 and by Lemma 8.11 c) one knows that
fˆ∗B
(0,κ)
Xˆ
= fˆ∗M
κ
Xˆ
= fˆ∗(M
κ
Xˆ
⊗OXˆ(∗ ·Π
(η0)
Xˆ
)) = fˆ∗(ρ
∗Lκ ⊗OXˆ(∗ · Π
(η0)
Xˆ
)).
Lemma 5.8 implies that the corresponding property holds true for S instead of Xˆ .
By assumption Cˆ → Y has a mild κ-saturated reduction (hˆ : Sˆ → Cˆ,MSˆ). Let
Ψ : W → S and Ψ′ : W → Sˆ be modifications, with W smooth. By 5.7
hˆ∗̟
(η0)
Sˆ
= hˆ∗ω
η0
Sˆ/Cˆ
= h∗ω
η0
S/Cˆ
= h∗̟
(η0)
S ,
hence Ψ′∗̟
(η0)
Sˆ
= Ψ∗̟
(η0)
S . Call this sheaf ̟
(η0)
W . The divisor Π
(η0)
W with
ωη0
W/Cˆ
= ̟
(η0)
W ⊗OW (−Π
(η0)
W )
is of the form Ψ′∗Π
(η0)
Sˆ
+ η0 ·EW/Sˆ = Ψ
′∗Π
(η0)
S + η0 ·EW/S, where EW/Sˆ and EW/S are
relative canonical divisors. If L• denotes the pullback of L, as in 8.9 one finds that
for all ε ≥ 0
hˆ∗(L
κ
Sˆ
⊗OSˆ(ε · Π
(η0)
Sˆ
)) = h∗(L
κ
S ⊗OS(ε ·Π
(η0)
S )),
and that for some ε0 and all ε ≥ ε0, both sheaves are independent of ε. Since for
those ε the left hand side is hˆ∗B
(0,κ)
Sˆ
and the right hand side h∗B
(0,κ)
S the two sheaves
are equal. This implies that Ψ′∗B(0,κ)
Sˆ
= Ψ∗B(0,κ)S .
The divisor Σ
(0,κ)
Sˆ
and Σ
(0,κ)
S have the same support as Π
(η0)
Sˆ
∩ hˆ−1(Cˆ \ Cˆ0) and
Π
(η0)
S , respectively. Define Σ to be the smallest divisor on W , larger than Ψ
′∗Σ
(0,κ)
Sˆ
∩
hˆ−1(Cˆ \ Cˆ0) and Ψ∗Σ
(0,κ)
S . Adding components of Π
(η0)
W one finds some Σ
(0,κ)
W such
that
Ψ′∗B(0,κ)
Sˆ
⊗OW (Σ
(0,κ)
W )
is the κ-th power of an invertible subsheaf MW of LW ⊗ OW (∗ · Π
(η0)
W ). Obviously
Ψ′∗MW =MSˆ and Ψ∗MW =MS, hence we are allowed to apply 5.7 and find
hˆ∗(ω
ν
Sˆ/C
⊗Mµ
Sˆ
) = h∗(ω
ν
S/C ⊗M
µ
S) = F
(ν,µ)
Yˆ
|Cˆ.

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11. A variant for multiplier ideals
Let us return to the set-up in 9.1 and to the assumptions introduced in 9.3 or in
Variant 9.4. As in Section 10 we assume thatMZˆ andMXˆ are either the structure
sheaves, or the pullback of an invertible sheaf L on X , or κ-saturated extensions of
L.
Consider again a non-singular curve Cˆ and a morphism χ′ : Cˆ → Y whose image
meets Y0, and a mild reduction (hˆ : Sˆ → Cˆ,MSˆ) for L, as defined in 10.2. In
particular one has a morphism ζ : Sˆ → X , and the sheaves
F (ν,µ)
Cˆ
= hˆ∗(ω
ν
Sˆ/Cˆ
⊗Mµ
Sˆ
)
are defined. Lemma 10.3 and Proposition 10.5 imply that χ′∗F (ν,µ)
Yˆ
= τ ∗F (ν,µ)
Cˆ
,
whenever one has a lifting
C ′
χ′
//
τ

Yˆ
ϕ

Cˆ
χ
// Y
(11.0.1)
with C ′ a non-singular curve.
We will need that the different invertible sheaves and divisors introduced in 8.7, 8.9
or 8.13, and in Section 9 are defined for the morphism hˆ : Sˆ → Cˆ.
Assumption 11.1. Assume that the assumptions made in 9.1 and 9.3 hold true,
and that Yˆ , Zˆ and Xˆ is chosen according to Lemma 9.6.
1. (hˆ : Sˆ → Cˆ,MSˆ) is a mild reduction for χ
′ : Cˆ → Y and for L. For η0 the
image ̟
(η0)
Sˆ
of hˆ∗hˆ∗ω
ν
Sˆ/Cˆ
in ωη0
Sˆ/Cˆ
is locally free, as well as for (β, α) ∈ I˜ the
images B(β,α)
Sˆ
of the evaluation maps of ωβ
Sˆ/Cˆ
⊗Mα
Sˆ
.
2. There exists a subsheaf ECˆ of F
(β0,α0)
Cˆ
, with χ′∗EYˆ = τ
∗ECˆ , for all liftings ϕˆ
as in (11.0.1). Moreover the image BSˆ of the evaluation map
hˆ∗ECˆ −→ ω
β0
Sˆ/Cˆ
⊗Mα0
Sˆ
is invertible.
Remark 11.2. If in 9.4 one has EZˆ =
s⊗
ι=1
gˆ∗B
(βι,αι)
Zˆ
the condition 2) in 11.1 follows
from the assumption (β1, α1), . . . (βs, αs) ∈ I˜ for ι = 1, . . . , s.
In fact, the latter implies that the pullback of the sheaves F (βι,αι)
Sˆ
and F (βι,αι)
Yˆ
coincide on C ′, and so does their image under the multiplication map.
If EZˆ is smaller, we will need that it is defined on a compactification of Y , in order
to enforce the compatibility condition 2) in 11.1.
We will write again Π
(η0)
Sˆ
, Σ
(β,α)
Sˆ
and ΣSˆ for the divisors given by the inclusions
̟
(η0)
Sˆ
⊂ ωη0
Sˆ/Cˆ
, B(β,α)
Sˆ
⊂ ωβ
Sˆ/Cˆ
⊗Mα
Sˆ
and BSˆ ⊂ ω
β0
Sˆ/Cˆ
⊗Mα0
Sˆ
.
As in 9.5 one defines the different products, models, sheaves and divisors, with
gˆ : Zˆ → Yˆ replaced by hˆ : Sˆ → Cˆ. In particular we have again the divisor
∆Sˆr = b · (ΓSˆr + Σ
(η,γ)
Sˆr
) + ΣSˆr ,
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on the r-fold fibre product hˆr : Sˆr → Cˆ, and we define
G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
= hˆr∗
(
ω
β+ η
ℓ
Sˆr/Cˆ
⊗M
α+ γ
ℓ
Sˆr
⊗ J
(
−
1
N
·∆Sˆr
))
=
hˆr∗
(
ω
β+ η
ℓ
Sˆr/Cˆ
⊗M
α+ γ
ℓ
Sˆr
⊗ J
(
−
1
e · ℓ
· (ΓSˆr + Σ
(η,γ)
Sˆr
)−
1
N
· ΣSˆr
))
,
where N = b · e · ℓ and where ΓSˆr is the zero divisor induced by the natural inclusion
s⊗
i=1
det(hˆ∗M
γi
Sˆ
⊗̟ηi
Sˆ
))
⊗ r
ri
Ξ(r)
−−→
r⊗
hˆ∗(ω
η
Sˆ/Yˆ
⊗Mγ
Zˆ
) = hˆr∗B
(η,γ)
Sˆr
.
Again we should have written G
(Ξ(r),E;β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
since the sheaf depends on Ξ(r) and
E , but we hope that the reader will not forget.
Lemma 11.3. Let θ : Cˆ1 → Cˆ be a finite non-singular covering, and let
Sˆr1
θ′
//
hˆr1

Sˆr
hˆr

Cˆ1
θ
// Cˆ
be the induced morphism. Then:
a. If hˆ : Sˆ → Cˆ satisfies the assumption 11.1 then hˆ1 : Sˆ1 → Cˆ1 satisfies the
same assumption.
b. J
(
− 1
N
·∆Sˆr1
)
is a subsheaf of θ′∗J
(
− 1
N
·∆Sˆr
)
c. There is a natural inclusion
G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ1
−→ θ∗G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
.
Proof. As in the proof of Lemma 8.2 part a) of 11.3 follows from Lemma 10.3 (1)
and (2).
For b) remark that pr1 : Sˆ
r
1 → Sˆ
r is flat, hence θ′∗J
(
− 1
N
·∆Sˆr
)
has no torsion.
Consider a desingularization τ : S → Sˆr such that all fibres are normal crossing
divisors, and such that τ ∗ΓSˆr is a relative normal crossing divisor. So τ
∗(∆Sˆr) is a
normal crossing divisor, as well.
Let τ1 : S1 → Sˆ
r
1 be the normalization of the pullback family,
S1
σ
//
τ1
##G
GG
GG
GG
GG
GG
S ×Sˆr Sˆ
r
1
pr1
//
pr2

S
τ

Sˆr1
θ′
// Sˆr
and θ′′ = pr1 ◦ σ the induced morphisms. By flat base change
θ′∗τ∗ωS/Cˆ
(
−
[ 1
N
· τ ∗∆Sˆr
])
= pr2∗pr
∗
1
(
ωS/Cˆ1
(
−
[ 1
N
· τ ∗∆Sˆr)
]))
.
Dualizing sheaves become smaller under normalizations, and this sheaf contains
τ1∗ωS1/Cˆ1 ⊗ θ
′′∗OS
(
−
[ 1
N
· τ ∗∆Sˆr
])
.
Since S1 has at most rational Gorenstein singularities, this sheaf remains the same
if we replace S1 by a desingularization. Hence by abuse of notations we may assume
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that S1 is non-singular, that the fibres of S1 → Cˆ1 are normal crossing divisors, and
that θ′′∗τ ∗ΓSˆr is a relative normal crossing divisor.
Obviously one has an inclusion
OS1
(
−
[ 1
N
· θ′′∗τ ∗∆Sˆr)
])
⊂ θ′′∗OS
(
−
[ 1
N
· τ ∗∆Sˆr
])
and hence τ1∗ωS1/Cˆ1
(
−
[ 1
N
· τ ∗1∆Sˆr1
])
⊂ θ′∗τ∗ωS/Cˆ
(
−
[ 1
N
· τ ∗∆Sˆr
])
as claimed in b). By flat base change c) follows from b). 
Let τ : S → X ×Y Cˆ be any desingularization of the main component, and let h :
S → Cˆ denote the induced morphism. Recall that we assumed χ′ : Cˆ → Y to have
a mild reduction. So we may choose MS as the pullback of L in the (canonically)
polarized case or by Lemma 8.11 a) in the saturated case. Blowing up, we may
assume that for (ν, µ) ∈ I˜ the images B(ν,µ)S of the evaluation maps are invertible,
in particular the image ̟
(η0)
S of h
∗h∗ω
η0
S/Cˆ
→ ωη0
S/Cˆ
. We write h(r) : S(r) → Cˆ for the
family obtained by desingularizing the r-fold product Sr = S ×Cˆ · · · ×Cˆ S, where
again we assume that ̟
(η0)
S(r)
is invertible.
As above, or in Section 9 one chooses the sheafMSr as the exterior tensor product.
MS(r) will denotes its pullback to S
(r). Since χ′ : Cˆ → Y has a mild reduction, 5.5
implies that one has again the inclusions
h(r)
∗
s⊗
i=1
det(gˆ∗M
γi
Sˆ
⊗̟ηi
Sˆ
))
⊗ r
ri −→ B(η,γ)
S(r)
with zero locus ΓS(r). Writing S
(r)
0 = h
(r)−1(χ′−1(Y0)) for the smooth part of h
(r) one
obtains by 9.11:
Lemma 11.4.
G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
= h(r)∗
(
ω
β+ η
ℓ
S(r)/Cˆ
⊗M
α+ γ
ℓ
S(r)
⊗ J
(
−
1
e · ℓ
· (ΓS(r) + Σ
(η,γ)
S(r)
)−
1
N
· ΣS(r)
))
,
and J
(
−
1
e · ℓ
· (ΓS(r) + Σ
(η,γ)
S(r)
)−
1
N
· ΣS(r)
)
|
S
(r)
0
= O
S
(r)
0
.
In particular the inclusion
G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
⊂
r⊗
F
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
is an isomorphism over χ′−1(Y0).
Definition 11.5. The mild reduction (hˆ : Sˆ → Cˆ,MSˆ) is exhausting (or exhausting
for (Ξ(r), E ; β + η
ℓ
, α + γ
ℓ
)) if the properties 1) and 2) in 11.1 hold true and if:
3. For all finite coverings of non-singular curves Cˆ1 → Cˆ the inclusion
G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ1
−→ θ∗G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
.
in 11.3 c) is an isomorphism.
The Lemmata 8.2 and 9.6 imply that given χ′ : Cˆ → Y one can always find a finite
covering Cˆ1 → Cˆ and a mild reduction for the induced morphism Cˆ1 → Y which is
exhausting. Repeating the argument used to prove 10.4 one obtains in addition:
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Lemma 11.6. There exists in 9.6 an open dense subscheme Yg ⊂ Y0 such that for
all morphisms
χ′ : Cˆ
π′
−→ Yˆ
ϕ
−→ Y
from a non-singular curve Cˆ, with χ′−1(Yg) dense, χ
′ admits a mild exhausting
reduction (hˆ : Sˆ → Cˆ,MSˆ). Moreover
G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
= π′∗G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
.
Proposition 11.7. Consider in 9.6 a morphism π′ : Cˆ → Yˆ from a non-singular
curve Cˆ with π′−1(Yˆ0) 6= ∅.
If χ′ = ϕ ◦ π′ admits a mild exhausting reduction (hˆ : Sˆ → Cˆ,MSˆ), then
G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
= π′∗G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
.
Proof. By 10.5
F
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
= π′∗F
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
,
and the both sheaves remain unchanged if one replaces Cˆ by some finite covering or Yˆ
by some alteration. The same holds for the subsheaves G
(β+ η
ℓ
,α+ γ
ℓ
)
Cˆ
and π′∗G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
.
Hence they coincide, if and only if they coincide on some C ′ finite over Cˆ.
By assumption the multiplier ideal J
(
− 1
N
· ∆Zˆ
)
is compatible with pullback,
base change, and products for all alterations. In particular, J
(
− 1
N
· ∆Zˆ
)
is flat
over Yˆ .
We are allowed to replace Yˆ by an alteration or by an open neighborhood of
the image of C, hence by an local alteration for Cˆ. So by Proposition 7.8 we may
assume that π′ is an embedding, that fˆ is flat and that S = fˆ−1(Cˆ) is non-singular
and semistable over Cˆ. By abuse of notations, we will allow Xˆ to be normal with
rational Gorenstein singularities. By Lemma 7.6 this holds for the total space of
pullbacks under local alterations for Cˆ, and for the fibre products. So we will work
with the condition that fˆ : Xˆ → Yˆ is a weak semistable reduction for Cˆ, a condition
which is compatible with pullbacks and products. In particular Sr is normal with
at most rational Gorenstein singularities and hr : Sr → Cˆ has reduced fibres.
As stated in 8.8 one is allowed to replace the mild family gˆr : Zˆr → Yˆ by some mild
model, dominating the flat part of the weak semistable reduction fˆ r : Xˆr → Yˆ . Here
we might loose the compatibility of J
(
− 1
N
·∆Zˆ
)
with pullback, base change, and
products for all alterations. Theorem 6.5 allows to repair this defect, by replacing
Yˆ by some larger local alteration.
The morphism fˆ is smooth over Yˆ0, and J
(
− 1
N
·∆Xˆr1
)
|Sr1 is trivial over Xˆ0. So
we may apply Proposition 7.11 
12. Uniform mild reduction and the extension theorem
Constructing the locally free sheaves F (ν,µ)
Yˆ
and G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
we used the Weak
Semistable Reduction Theorem several times and we have no control on the al-
teration Yˆ of Y . As already indicated in 5.9 we will show how to use Gabber’s
Extension Theorem, recalled in 12.6, to obtain those sheaves on a finite covering
of a projective compactification of Y0. Again the latter will be denoted by Y and
the covering will be written as φ : W → Y . In Proposition 12.8 the corresponding
70 ECKART VIEHWEG
result is formulated for the sheaves F (ν,µ)• whereas the extension to the direct im-
ages G
(β+ η
ℓ
,α+ γ
ℓ
• of multiplier sheaves is given in Variant 12.11. The Variant 12.10
handles the case of the determinants of F (ν,µ)• , starting from a covering of a coarse
moduli scheme. As an application we will state and prove a generalization of Theo-
rem 1 allowing arbitrary polarizations in Theorem 12.12 and a variant for saturated
polarizations in 12.13.
We will need in all those cases that the trace map of φ : W → Y splits, i.e. that
OY is a direct factor of φ∗OW . By [V, Lemma 2.2] each finite surjective morphism
W˜ → Y of reduced schemes, with W˜ normal, factors through a finite covering
φ : W → Y with a splitting trace map and with W˜ → W birational. We will give
here a different construction, starting with a fixed embedding Y →֒ PN , or more
generally with any embedding Y →֒ P for P irreducible, normal and projective. The
latter will have the advantage to allow the gluing, needed to show the uniform mild
extension over curves, required by the extension theorem.
Lemma 12.1. Let Ψ : P′ → P be a finite normal covering and let Y ⊂ P be a closed
subvariety. Then φ :W = Ψ−1(Y )→ Y has a splitting trace map.
Proof. Since P′ is normal OP is a direct factor of Ψ∗OP′, hence there is a surjection
Ψ∗OP′ → OY . Obviously this factors through φ∗OW → OY . 
Definition 12.2. Let φ˜ : W˜ → Y be a surjective finite map and Y → P a closed
embedding with P irreducible, normal and projective. Then Ψ : P′ → P dominates
W˜ , if P′ is normal and irreducible, if Ψ is a finite covering and if the normalization
V → Ψ−1(Y )→ Y factors like V → W˜ → Y .
Lemma 12.3. Given φ˜ : W˜ → Y and P as in Definition 12.2, there exists a finite
normal covering Ψ : P′ → P dominating W˜ . Moreover one may choose Ψ : P′ → P
to be a Galois covering.
Proof. In order to prove Lemma 12.3 we may assume that W˜ is normal.
Let us first assume that Y and W˜ are both irreducible and writeK for the function
field of Y . The function field of W˜ can be written as K[T ]/f for a monic irreducible
polynomial f ∈ K[T ]. For some open subscheme U ⊂ P the polynomial f lies in
OY (U ∩Y )[T ] and lifts to a monic irreducible polynomial F ∈ OP(U)[T ]. Choose P′
as the normalization of P in L[X ]/F , where L denotes the function field of P. The
preimage of Y in P′ is birational to W˜ and since W˜ → Y is finite, the normalization
V of Ψ−1(Y ) dominates W˜ .
Next assume that Y is irreducible, and that W1, · · · ,Ws are the components of
W˜ . We already know how to construct Ψι : P
′
ι → P, dominating Wι → Y . We
choose Ψ : P′ → P as the normalization of P1 ×P · · · ×P Ps. Then Ψ−1(Y ) is finite
over W1 ×Y · · · ×Y Ws, and we obtain the factorization of the normalization. This
remains true if we replace P′ by a larger covering, hence we can glue the construction
for different components of Y in the same way.
Finally, if Ψ : P′ → P is a finite covering, dominating W˜ , the normalization of P′
in the Galois hull of the function field C(P′) over C(P) will again dominate W˜ . So
we can add the property “Galois” as well. 
Lemma 12.4. Let Ψ : P′ → P be a finite morphism between normal schemes, let
Y ⊂ P a closed subscheme and Y0 ⊂ Y an open set. Let W be a modification
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of W = Ψ−1(Y ) with centers outside W0 = Ψ
−1(Y0). Then there exist normal
modifications Pˆ → P and Pˆ′ → P′ with centers in Y \ Y0 and W \W0, respectively,
such that the induced rational map Ψ1 : Pˆ
′ → Pˆ is a finite morphism and such that
the proper transform of W is W .
Proof. It is sufficient to consider irreducible varieties P and P′. Assume first that P′ is
Galois over P, say with Galois group Γ. One can extend the modification W → W
to a modification P′id → P
′ by blowing up an ideal J , with OP′/J supported in
W \W0. Blowing up the conjugates of J under σ ∈ Γ the action of σ ∈ Γ, given
by σ : P′ → P′ extends to a morphism σ : P′id → P
′
σ. So Γ acts on the fibre product
×P P′σ, taken over all σ ∈ Γ.
Obviously×P P′σ contains an open dense subset of P′, embedded diagonally, and
we choose Pˆ′ to be the normalization of its closure. The projection to P′id induces the
morphism Pˆ′ → P′. The group Γ acts on Pˆ′, and we can choose for Pˆ the quotient.
If P′ is not Galois, we replace P′ by its normalization P′′ in the Galois hull of the
function field extension for P′ → P. So P′ is the quotient of P′′ by some subgroup
Γ′ ⊂ Γ. Having constructed Pˆ′′, we choose Pˆ′ = Pˆ′′/Γ′. 
Let us recall Gabber’s Extension Theorem. We start with the following set-up.
Set-up 12.5. Let P be a normal projective scheme, Y˜ ⊂ P a closed reduced sub-
scheme, and let Y˜0 ⊂ Y˜ be open and dense. Let Ψ : P′ → P be a finite covering, with
P′ normal, and write W = Ψ−1(Y˜ ), W0 = Ψ
−1(Y˜0), φ˜ = Ψ|W and φ˜0 = Ψ|W0. Con-
sider a modification ξ0 : Yˆ0 → W0 with Yˆ0 non-singular, and a projective manifold
Yˆ containing Yˆ0 as an open dense subscheme.
Let CeY0 and CYˆ be locally free sheaves on Y˜0 and Yˆ respectively, such that for
CW0 = φ˜
∗
0CeY0 one has:
i. ξ∗0CW0 = CYˆ |Yˆ0.
ii. For each morphism π : C → P′ from a non-singular projective curve C with
C0 = π
−1(W0) dense in C, the sheaf (π|C0)
∗CW0 extends to a locally free sheaf
CC such that:
a. If π′ : Cˆ → P′ factors through ι : Cˆ → C then CCˆ = ι
∗CC .
b. If π : C → P′ lifts to a morphism χ : C → Yˆ then CC = χ∗CYˆ .
Theorem 12.6. In 12.5, blowing up P with centers not meeting Y˜0 and replacing
P′ by the normalization of P in its function field, one finds an extension of CW0 to a
locally free sheaf CW on W = Ψ−1(Y˜ ) such that for all commutative diagrams
Yˆ0
⊂
//
ξ0

Yˆ Λ
ψ
oo
ρ
  
  
  
  
W0
⊂
// W
with ψ either a dominant morphism, or a morphism from a non-singular curve Λ
with ψ−1(W0) 6= ∅ one has ψ∗CW = ρ∗CYˆ .
Proof. This is more or less what is shown in [V, Theorem 5.1]. There we constructed
a compactification W of W0 and the sheaf CW . Of course, we may replace W by a
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modification of W , and by Lemma 12.4 we can embed W in a modification of P′,
finite over a modification of P. 
Applying Theorem 12.6 to prove Theorem 1 we will start with Y˜0 = Y0 and with
any compactification Y˜ . Theorem 12.6 will force us to choose for Y a modification
of Y˜ in the diagram (4.6.1). This one is a closed subscheme of P. If we have to
reapply Theorem 12.6, as it will happen in the proof of Theorem 2 iv), we may have
to replace Y by some modification. Since it is obtained by blowing up P we can
choose W as the preimage in the corresponding normal modification of P′.
The statement of 12.6 is compatible with further blowing ups of Yˆ . So by abuse
of notations, we may assume that there is a morphism Yˆ → Y˜ , as required in the
diagram (4.6.1) in case Y˜ = Y . We will denote the induced morphisms by
Yˆ0
ι′
//
ξ0

Yˆ
ξ

W0
ι
//
eφ0

W
⊂
//
eφ

P′
Ψ

Y˜0
⊂
// Y˜
⊂
// P
(12.6.1)
and ϕ = φ˜ ◦ ξ. If Y˜0 = Y0 we will drop all the ˜.
Addendum 12.7.
(1) If we consider a finite set of sheaves C•, we can choose the same compactifi-
cationW for all of them. Assume for example that C• and C′• are two systems
of locally free sheaves satisfying the conditions i) and ii) in 12.6. Then one
may choose W such that both locally free sheaves, CW and C′W exist, as well
as the morphism ξ in (12.6.1).
(2) Let R be the sheaf of OW algebras R = ξ∗OYˆ ∩ ι∗OW0. The scheme Spec(R)
is finite and birational over W , the inclusion ι lifts to an open embedding of
W0 in Spec(R). Lemma 12.4 allows to replace W by this covering, hence
we may assume that ξ∗OYˆ ∩ ι∗OW0 = OW .
(3) If in (1) one has morphisms ι : C′
eY0
→ CeY0 and ι
′ : C′
Yˆ
→ CYˆ , compatible with
the pullback in 12.6 i) one has a natural map
C′W −→ ξ∗ξ
∗C′W = ξ∗C
′
Yˆ
ι′
−→ ξ∗CYˆ = CW ⊗ ξ∗OYˆ .
So C′W maps to CW⊗R, for the coherent sheaf R considered in (2). Replacing
W by Spec(R) one obtains ι′′ : C′W → CW , and this morphism is compatible
with all further pullbacks.
Let us state three slightly different applications of Theorem 12.6 which will be
proved together after Variant 12.11.
Proposition 12.8. One may choose Y , Yˆ and Zˆ in 8.5 and 8.7 (or 8.13 in the
saturated case) such that in addition to the conditions i)–x) one has a diagram
(12.6.1) with Y˜ = Y and φ˜ = φ such that:
I. Ψ is a finite covering, P and P′ are normal and projective, Ψ−1(Y ) = W ,
and ξ is birational.
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II. Let C be a smooth curve and χ : C → Y a morphism. Assume that χ factors
through C
π
−→ W
φ
−→ Y , and that C0 = χ−1(Y0) is dense in C. Then χ
admits a mild reduction.
III. For (ν, µ) ∈ I there exists a locally free sheaf F (ν,µ)W on W with ξ
∗F (ν,µ)W =
F (ν,µ)
Yˆ
, and such that F (ν,µ)W |W0 = φ
∗
0f∗(ω
ν
X/Y ⊗ L
µ).
IV. For all curves considered in II one has π∗F (ν,µ)W = F
(ν,µ)
C .
Assume for a moment, that a coarse moduli scheme Mh exist for families of po-
larized manifolds with Hilbert polynomial h, and that the family f0 : X0 → Y0 lies
in Mh(Y0) for the corresponding moduli functor. Assume the induced morphism
Y0 → Mh is finite. Then we want to factor Yˆ0 → Y˜0 = Mh through some W0, bira-
tional to Yˆ0, and finite over Mh with a splitting trace map. In general the different
direct image sheaves do not descend to the moduli schemes, just their determinants.
So we only can expect that certain “natural” invertible sheaves descend to the com-
pactification of the moduli scheme. In the canonically polarized case, those sheaves
will be of the form det(F (ν)
Yˆ
). If one allows arbitrary polarizations, one has to choose
certain rigidifications.
Definition 12.9. Let ι and ι′ be integers. We call the sheaf
det(F (ν,µ)• )
ι ⊗ det(F (ν
′,µ′)
• )
ι′
a rigidified determinant sheaf, if ι · µ · rk(F (ν,µ)• ) + ι′ · µ′ · rk(F
(ν′,µ′)
• ) = 0.
Recall that for the moduli problem of polarized manifolds one does not distinguish
between families
(f0 : X0 → Y0,L) and (f0 : X0 → Y0,L⊗ f
∗
0N ),
where N is an invertible sheaf on Yˆ . The Definition 12.9 is made in such a way,
that the rigidified determinant sheaves are invariant under this relation. It follows
from the construction of moduli schemes that some power of a rigidified determinant
sheaf descends to Mh (see [V, Proposition 7.9], for example).
Variant 12.10. Assume that Y0 is normal and that the family f0 : X0 → Y0 (or
(f0 : X0 → Y0,L0)) induces a finite morphism Y0 → Mh. Then one can find for
a compactification Y of Y0, the schemes Yˆ and Zˆ in 8.5 and 8.7 (or 8.13 in the
saturated case), such that in addition to the conditions i)–x) one has for Y˜0 = Mh
the diagram (12.6.1) and:
I. Ψ is a finite covering, P and P′ are normal and projective, Ψ−1(Mh) = W ,
and ξ is birational.
II. Let C be a smooth curve and χ : C → Mh a morphism. Assume that χ
factors through C
π
−→ W
eφ
−→ Mh, and that C0 = χ
−1(Mh) is dense in C.
Then the induced morphism C → Y admits a mild reduction.
III. For (ν, µ), (ν ′, µ′) ∈ I and ι, ι′ ∈ Z let det(F (ν,µ)• )ι ⊗ det(F
(ν′,µ′)
• )ι
′
be a
rigidified determinant. Then there exists some p≫ 1 and an invertible sheaf
CMh on Mh with
CYˆ := (det(F
(ν,µ)
Yˆ
)ι ⊗ det(F (ν
′,µ′)
Yˆ
)ι
′
)p = ξ∗φ˜∗CMh.
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IV. Under the assumption made in III, for all curves as in II
CC := (det(F
(ν,µ)
C )
ι ⊗ det(F (ν
′,µ′)
C )
ι′)p = π∗φ˜∗CMh.
Variant 12.11. Assume again that Y˜ = Y and that the assumptions made in 8.5
and 8.7 (or 8.13 in the saturated case) hold true, as well as those made in 9.1.
Assume there exist for (ν, µ) ∈ I locally free sheaves F (ν,µ)Y on Y whose pullback to
Yˆ coincides with F (ν,µ)
Yˆ
and whose restriction to Y0 is f∗(ω
ν
X/Y ⊗L
µ). Assume more-
over, that there is a locally free sheaf EY and a morphism EY → F
(β0,α0)
Y satisfying
the assumptions 9.3 or 9.4.
Then, replacing Y by a modification with center in Y \ Y0, one can find Yˆ and Zˆ
such that 8.5, 8.7 and 9.6 hold, and such that one has a diagram (12.6.1) with:
I. Ψ is a finite covering, P and P′ are normal and projective, Ψ−1(Y ) = W ,
and ξ is birational.
II. Let C be a smooth curve and χ : C → Y a morphism. Assume that χ factors
through C
π
−→ W
φ
−→ Y , and that C0 = χ
−1(Y0) is dense in C. Then χ
admits a mild exhausting reduction for (Ξ(r), E ; β + η
ℓ
, α+ γ
ℓ
).
III. There exists a locally free sheaf G
(β+ η
ℓ
,α+ γ
ℓ
)
W on W whose pullback to Yˆ is the
sheaf G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
, defined in 9.5. One has an inclusion
G
(β+ η
ℓ
,α+ γ
ℓ
)
W
⊂
−→
r⊗
F
(β+ η
ℓ
,α+ γ
ℓ
)
W ,
and over W0 both sheaves are isomorphic.
Proof of 12.8, 12.10 and 12.11. The verification of the properties I and II in each of
the cases goes along the same line.
In 12.8 and 12.11 one starts with Y = Y˜ , where X0 → Y0 extends to a flat
morphism f : X → Y , as required in step I of 4.4 or in variant 4.8. We choose an
embedding Y → P = PM .
In 12.10 we start with an embedding Mh → P = PM . In order to be able to use
induction on certain strata, we will allow Y˜0 to be a subscheme ofMh, and we choose
Y˜ as the closure of Y˜ in P. Correspondingly we will replace Y0 by the preimage of Y˜ ,
and Y will be a compactification Y0 such that τ0 : Y0 → Y˜0 extends to a morphism
τ : Y → Y˜ , and such that f0 : X0 → Y0 extends to a flat projective morphism
f : X → Y .
In all cases our starting point are morphisms
Y
τ
−→ Y˜
⊂
−→ P and f : X −→ Y,
and f0 : X0 → Y0 is the smooth part of f . So in 12.8 and 12.10 the data I˜ and I
allow by 8.5, 8.7 or 8.13 to choose a diagram as in (4.6.1):
X
f

>>
>>
>>
>>
Zˆ
ϕˆ
oo
gˆ

==
==
==
==
Z
δˆ
oo
δ
//
g

Xˆ
fˆ    
  
  
 
ρ
// X
f
  
  
  
  
P Y˜
⊂
oo Y
τ
oo Yˆϕ
oo
ϕ
// Y
τ
// Y˜
⊂
// P.
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In Variant 12.11 we use the Lemma 9.6 to get the same diagram, starting with
the data collected in 9.1–9.4. Recall that all those conditions are compatible with
pullback under alterations of Yˆ .
Consider the Stein factorization η˜ : V˜ → Y˜ of ϕ : Yˆ → Y˜ . By 12.3 we can find an
irreducible normal covering Ψ : P′ → P dominating V˜ → Y˜ . So the normalization
of W := Ψ−1(Y˜ ) dominates V˜ . The compatibility of our constructions with further
pullback, allows to assume that Yˆ is a non-singular modification of V , and we obtain
all the morphisms in (12.6.1), except that they are not yet coming by an application
of the extension theorem. In the course of the verification of II we will have to
replace P′ by finite coverings, and by some modification with center in W \W0. The
Lemma 12.4 allows to replace Y by a modification with center in Y \Y0, and to keep
the conditions in I.
By Lemma 10.4 there exists an open dense subscheme Yg ⊂ Y0 such that χ : C →
Y admits a mild reduction if χ−1(Yg) 6= ∅ and if χ lifts to a morphism C → Yˆ .
In 12.11 we assumed that the sheaf EYˆ is the pullback of a sheaf on Y . So as
remarked in 10.2 this allows to apply 11.6, and the same holds for mild exhausting
reductions.
Replacing Yg by some open dense subscheme, we may assume in addition that:
(1) In 12.10 one has Yg = τ
−1(Y˜g) for some open dense subscheme Y˜g of Y˜ .
(2) Wg = φ˜
−1(Y˜g) is normal and the restriction of ξ to Yˆg = ξ
−1(Wg) is an
isomorphism Yˆg → Wg.
(2) implies that a morphism π : C → W from a non-singular projective curve C
whose image meetsWg lifts to a morphism C → Yˆ . So the conditions II in 12.8, 12.10
or 12.11 hold for morphisms π : C → W with π−1(Wg) dense in C.
The open set Wg will be the large stratum, and next we will construct a similar
open subset of the complement. Let us write Y˜b for the closure of Y˜0b = Y˜0 \ Y˜g in
Y˜ . Correspondingly Yb will be equal to Y˜b in 12.8 and 12.11, and equal to τ
−1(Y˜b)
in 12.10.
The dimension of Y˜b is strictly smaller than dim(Y˜ ). By induction on the di-
mension we assume that we have found a non-singular alteration Yˆb → Yb and the
covering Ψb : P
′
b → P, satisfying the conditions i)–v) in 8.5 and vi)–x) in 8.7 (or 8.13)
and the assumptions made in 9.1 and 9.3 or 9.4, such that the conditions II hold for
Y˜b instead of Y˜ .
We choose P′1 to be one of the irreducible components of the normalization of
P′ ×P P′(b). Writing Ψ1 : P′1 → P for the induced map, we choose Yˆ1 to be a
desingularization of W1 = Ψ
−1
1 (Y˜ ), which maps to Yˆ . So all the conditions needed
in 8.5, 8.7, 8.13 and stated in 9.1, 9.3 and 9.4 remain true.
Let χ : C → Y˜ be a morphism with χ−1(Y˜0) 6= ∅, and factoring through W1. If
χ−1(Y˜g) 6= ∅, we are done. Otherwise χ(C0) is contained in Y˜b. By the choice of P′1,
the morphism χ factors through P′b, hence C → Y allows again a mild (exhausting)
reduction.
So in each of the three cases considered, we found a non-singular alteration sat-
isfying I and II. Dropping as usual the lower index 1 we will use the notations from
the diagram (12.6.1).
The conditions III and IV will follow from the Extension Theorem, so again we
will have to modify all the morphisms in (12.6.1). In order to apply it, we have to
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define the sheaves CC in the Set-up 12.5 and to verify the properties i) and ii) stated
there. This will be done in each case separately.
Let us start with 12.8. Recall that by 8.5 and 8.7 on Y˜0 = Y0 the sheaves CY0 =
f0∗(ω
ν
X0/Y0
⊗ Lµ0) are locally free and compatible with base change for (ν, µ) ∈ I.
Correspondingly we choose CYˆ = F
(ν,µ)
Yˆ
, and CC = F
(ν,µ)
C , as defined in 10.2. Then
i) is obviously true, and ii) follows from II, using Proposition 10.5.
The same argument works for 12.10. However here we have to choose for CY0 the
rigidified determinant
(det(f0∗(ω
ν
X0/Y0 ⊗L
µ
0 ))
ι ⊗ det(f0∗(ω
ν′
X0/Y0 ⊗ L
µ′)
0 )
ι′)p.
As mentioned already, by [V, Proposition 7.9] for p sufficiently large, this sheaf is
the pullback of an invertible sheaf CMh . Then for CYˆ and CC , as defined in 12.10 III
and IV, the property i) follows from the compatibility of CY0 with pullback, and ii)
follows again from II, using Proposition 10.5. So the Extension Theorem 12.6 gives
the existence of the sheaf CW . It remains to show, that CW , or some tensor power
of CW descends to Mh.
To this aim, we can replace P′ by a finite covering, and assume that C(P′) is Galois
over C(P). So the Galois group Γ acts on W and the quotient is Mh. For σ ∈ Γ
one has σ∗CW = CW . In fact, this holds true on the open dense subscheme W0, and
on every curve mapping to W and meeting W0. Replacing p by some multiple, one
finds the sheaf CMh .
In 12.11 we start with
CY0 =
r⊗
f0∗(ω
β+ η
ℓ
X0/Y0
⊗L
α+ γ
ℓ
0 )
and with CYˆ = G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
. Again, those sheaves are compatible with pullback,
and i) follows from Lemma 9.11. Since EYˆ is the pullback of a sheaf on Y , we
are allowed to use the constructions in Section 11. We choose for CC the sheaf
G
(β+ η
ℓ
,α+ γ
ℓ
)
C , defined just before Lemma 11.3. The condition ii) in the set-up 12.5
follows again from II and from 11.7. So the Extension Theorem gives the existence
of the locally free sheaf G
(β+ η
ℓ
,α+ γ
ℓ
)
W and as remarked in 12.7 (5) we can assume that
it is a subsheaf of
⊗r F (β+ ηℓ ,α+ γℓ )W . By 9.11 the pullback of both to Yˆ0 are equal,
hence their restrictions to W0 as well. 
Let us formulate what we obtained up to now for the sheaves F (ν,µ)• .
Theorem 12.12. Let f : X → Y be a flat projective morphism of quasi-projective
reduced schemes, and let L be an invertible sheaf on X. Let Y0 ⊂ Y be a dense open
set, with f0 : X0 = f
−1(Y0) → Y0 smooth. Assume that ωX0/Y0 and L0 = L|X0 are
both f0 semiample.
Let I be a finite set of tuples (ν, µ) of natural numbers. Assume that for all
(0, µ′) ∈ I the direct image f0∗L
µ′
0 is locally free and compatible with arbitrary base
change. Then, replacing Y by a modification with centers in Y \ Y0, there exists a
finite covering φ : W → Y with a splitting trace map and for (ν, µ) ∈ I a locally free
sheaf F (ν,µ)W on W with:
i. For W0 = φ
−1(Y0) and φ0 = φ|W0 one has φ
∗
0f0∗(ω
ν
X0/Y0
⊗Lµ0 ) = F
(ν,µ)
W |W0.
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ii. Let θ : T → W be a morphism from a non-singular variety T . Assume that
either T → W is dominant or that T is a curve and T0 = θ−1(W0) dense in
T . For some r ≥ 1 let X(r)T be a desingularization of
XrT = (X ×Y · · · ×Y X)×Y T.
Let ϕˆT : X
(r)
T → X
r
T and f
(r)
T : X
(r)
T → T be the induced morphisms and
M = ϕˆ∗T (pr
∗
1L ⊗ · · · ⊗ pr
∗
rL)
Then f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ) =
r⊗
θ∗F (ν,µ)W .
For µ = 0 one obtains in particular parts i) and ii) of Theorem 1, and we have
seen in Section 2 already that those two conditions imply iii) in Theorem 2, saying
that the sheaf F (ν,0)W = F
(ν)
W is nef. So it remains to prove the “weak stability”
condition iv). This will be done in Section 13. Let us formulate first a variant of
the last Theorem allowing saturated extensions of polarizations.
Variant 12.13. In 12.12 fix some η0 such that the evaluation map for ω
η0
X0/Y0
is
surjective, and some κ > 0, with (η0, 0), (0, κ) ∈ I. Then there exists a finite
covering φ :W → Y with a splitting trace map, and for (ν, µ) ∈ I a locally free sheaf
F (ν,µ)W on W with the property i) and
ii. Let θ : T → W be a morphism from a non-singular variety T . Assume that
either T → W is dominant or that T is a curve and T0 = θ−1(W0) dense in
T . For some r ≥ 1 let X(r)T be a desingularization of (X ×Y · · ·×Y X)×Y T .
Let ϕˆT : X
(r)
T → X
r and f
(r)
T : X
(r)
T → T be the induced morphisms. Assume
that X
(r)
T is chosen such that the image of the evaluation map for ω
η0
X
(r)
T /T
is invertible, hence equal to ωη0
X
(r)
T /T
⊗ O
X
(r)
T
(Π
X
(r)
T
) for an effective Cartier
divisor Π
X
(r)
T
. Then for M = ϕˆ∗T (pr
∗
1L ⊗ · · · ⊗ pr
∗
rL) one has
f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ ⊗O
X
(r)
T
(∗ · Π
X
(r)
T
)) =
r⊗
θ∗F (ν,µ)W .
Proof of 12.12 and 12.13. Start with Yˆ , Zˆ and Xˆ according to 8.5 and 8.7 (or 8.13
in 12.13). Choose the compactification Y , and W using Proposition 12.8.
So there are locally free sheaves F (ν)W (or F
(ν,µ)
W ), whose pullbacks under ξ are the
sheaves F (ν)
Yˆ
(or F (ν,µ)
Yˆ
). It remains to verify the condition ii) in all cases.
Recall that, Xˆ → Yˆ has a mild model Zˆ → Yˆ , hence X(r)T → Yˆ has Zˆ
r → Yˆ as
a mild model. If T dominates Yˆ the property ii) in 12.12 follows for r = 1 from 8.5
and 8.7, and for r > 1 by flat base change. In 12.13 the same argument works for a
κ saturated extension M
X
(r)
T
, and one finds that
f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ
X
(r)
T
) =
r⊗
θ∗F (ν,µ)W .
In general there is some non-singular modification θ′ : T ′ → T such that ii) holds
on T ′. The sheaf f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ) is independent of the desingularization X(r)T ,
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and we may assume that f
(r)
T factors through h : X
(r)
T → T
′. Then
h∗(ω
ν
X
(r)
T /T
⊗Mµ) =
r⊗
θ′∗θ∗F (ν,µ)W ⊗ ω
ν
T ′/T ,
and the projection formula implies that
f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ) =
r⊗
θ∗F (ν,µ)W ⊗ θ
′
∗ω
ν
T ′/T =
r⊗
θ∗F (ν,µ)W ,
as claimed in 12.12. In the situation considered in 12.13 the same equality holds
withM replaced by the κ saturated extension M
X
(r)
T
. However both differ by some
positive multiple of Π
X
(r)
T
and
f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ
X
(r)
T
) = f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ
X
(r)
T
⊗O
X
(r)
T
(∗ · Π
X
(r)
T
)) =
f
(r)
T∗ (ω
ν
X
(r)
T /T
⊗Mµ ⊗O
X
(r)
T
(∗ · Π
X
(r)
T
)).
If T is a curve, then by Proposition 12.8 II we know that T → W → Y admits a
mild reduction, and by part IV the pullback of F (ν,µ)W is the sheaf F
(ν,µ)
C defined in
Section 10. So it is equal to h∗(ω
ν
S/T ⊗M
µ
S) for a mild model h : S → T of the
pullback family.
The r-fold fibre product hr : Sr → T is again mild, and for the exterior tensor
product MSr one has by flat base change h
r
∗(ω
ν
Sr/T ⊗M
µ
Sr) =
r⊗
θ∗F (ν,µ)W . So the
property ii) in 12.12 or 12.13 for T a curve follows from 5.7. 
13. Positivity of direct images II
Now we are all set to finish the proof of Theorem 2 iv), allowingW0 to be singular,
contrary to Variant 2.4. The lemma 1.9 allows to replace W by a larger covering,
and we will do so several times. We will also formulate and prove a generalization
to the polarized case, which in particular will imply the Lemma 3.2.
As explained in 2.5 we will construct to this aim a locally free subsheaf G of F (ν,µ)W ,
isomorphic to F (ν,µ)W overW0, whose pullback to Yˆ remains nef after tensoring with a
“negative” invertible sheaf. The sheaf G will depend on the data defined in Section 9.
Set-up 13.1. We will specify in each case the tautological maps in 9.1, and the
sheaf EYˆ according to 9.3 or 9.4. We choose the sets I˜ and I as in the Set-up 9.2 and
enlarge them such that 9.3 or 9.4 applies. By abuse of notations we will assume that
the alteration Yˆ and W are chosen according to Theorem 12.12 and Variant 12.13,
and moreover we will assume that Variant 12.11 applies, i.e. that the locally free
subsheaf G
(β+ η
ℓ
,α+ γ
ℓ
)
W of F
(β+ η
ℓ
,α+ γ
ℓ
)
W exist.
In all situations the locally free sheaf EYˆ in 9.3 or 9.4 will be the pullback of a
locally free sheaf EW , and the invertible sheaf V in 9.1 will be the pullback of an
invertible sheaf VW ; hence the r·e·ℓ-th root out of det(F
(η1,γ1)
W )
r
r1⊗· · ·⊗det(F (ηs,γs)W )
r
rs
will exist on W .
Remark already that all those conditions can be realized, after blowing up Y
with centers in Y \ Y0 for some finite covering W → Y with a splitting trace map.
The conclusion stated in the sequel remain true over any model, where the different
sheaves are defined on W , locally free and compatible with pullback.
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Proposition 13.2. In 13.1 one has:
a. If EW is nef, the sheaf G
(β+ η
ℓ
,α+ γ
ℓ
)
W ⊗V
−r
W is nef and the sheaf F
(β+ η
ℓ
,α+ γ
ℓ
)
W ⊗V
−1
W
is weakly positive over W0.
b. If for some invertible sheaf H on W the sheaf EW ⊗ H
b·e·ℓ is nef, the sheaf
G
(β+ η
ℓ
,α+ γ
ℓ
)
W ⊗H
r ⊗V−rW is nef and the sheaf F
(β+ η
ℓ
,α+ γ
ℓ
)
W ⊗H⊗V
−1
W is weakly
positive over W0.
Proof. Writing H = OW in a) we will handle both cases at once. By 12.11 one has
an inclusion
G
(β+ η
ℓ
,α+ γ
ℓ
)
W ⊂
r⊗
F
(β+ η
ℓ
,α+ γ
ℓ
)
W ,
and both sheaves are isomorphic on W0. Hence using the equivalence of (1) and (2)
in Lemma 1.6, it is sufficient to verify that the first sheaf, tensorized by Hr ⊗ V−rW
is nef. By Lemma 1.3 this follows if for Hˆ = ξ∗H the sheaf
G
(β+ η
ℓ
,α+ γ
ℓ
)
Yˆ
⊗ Hˆr ⊗ V−r
is nef. We work with the mild model, and we use the notations from Claim 9.7. There
we verified that the sheaf NN ⊗ gˆr∗V−N ·r ⊗OZˆr(−∆Zˆr) is the image of gˆ
r∗E⊗r
Yˆ
, for
N = b · e · ℓ. So Lemma 2.3 implies for N replaced by N ⊗ gˆr∗Hˆr that for a very
ample sheaf A on Yˆ the sheaf
ωYˆ ⊗A
m+2 ⊗ G
(β+ η
ℓ
,α+ γ
ℓ
)
W ⊗H
r ⊗ V−rW =
ωYˆ ⊗A
m+2 ⊗ gˆr∗
(
ωZˆr/Yˆ ⊗N ⊗J
(
−
1
N
·∆Zˆr
))
⊗ Hˆr ⊗ V−r
is globally generated. This remains true for r · r′ instead of r. Since
G
(Ξ(r·r
′),E;β+ η
ℓ
,α+ γ
ℓ
)
W =
r′⊗
G
(Ξ(r),E;β+ η
ℓ
,α+ γ
ℓ
)
W =
r′⊗
G
(β+ η
ℓ
,α+ γ
ℓ
)
W ,
13.2 follows from the equivalence of (1) and (3) in 1.6. 
Proof of Theorem 2. Remark that we already obtained Theorem 1 in Theorem 12.12,
and we keep the choice of φ : W → Y we made there. The part iii) of Theorem 2
has been verified in Section 2.
For rι = dim(H
0(F, ωηιF )) choose Ξ = (Ξ1, . . . ,Ξs) in Proposition 13.4 as the tuple
of tautological maps
Ξι :
rι∧
H0(F, ωηιF ) −→
rι⊗
H0(F, ωηιF ).
For some η0 the evaluation map for ω
η0
X0/Y0
is surjective. Replacing Ξ by ξ, . . . , ξ we
may assume that η0 divides η = η1 + · · · + ηs. We choose ℓ = η, for r we choose
some positive common multiple of r1, . . . , rs, for e any integer larger that
1
ℓ
e(ωηF ),
and for b we choose any natural number with b · (ν − 2) divisible by η0. We choose
I˜ and I such that the numerical conditions in 9.1 hold true.
So β = ν − 1, and β0 = b · β · e · ℓ+ η · b · (e− 1). As in 9.3 we assume that β0 ∈ I˜
and for EYˆ we choose F
(β0)
Yˆ
, hence EW = F
(β0)
W in 13.1.
Lemma 9.6 and Proposition 12.8 allow to replace W by some larger covering
with a splitting trace map, and to assume that the conditions in the Set-up 13.1
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hold. Doing so we are allowed to apply Proposition 13.2 a) and we obtain the weak
positivity of ( α⊗
F (ν)W
)
⊗
s⊗
ι=1
det(F (ηι)W )
− r
rι
over W0 for some α > 0. We know by part iii) of Theorem 2 that the sheaves
det(F (ηi)W ) are all nef. Hence we can enlarge the aι and assume that aι · rι is inde-
pendent of ι, hence that
⊗s
ι=1 det(F
(ηι)
W )
r
rι is ample with respect to W0. 
Remark 13.3. If one wants to avoid using s copies of Ξ, one can also argue in the
following way:
Ξ(r) defines an embedding of some linear combination N of the sheaves det(F (ηι)W )
in the sheaf
⊗
F (η)W , and it is easy to see that this inclusion locally splits. By part
iii) of the Theorem 1 the second sheaf is nef. Then the quotient is locally free and
nef, hence the determinant of
⊗
F (η)W must be ample. So we can replace in the
assumptions of theorem 2 iv) s by 1 and ηi by some large number η. In particular,
we may assume that the evaluation map for ωη0X0/Y0 is surjective.
Proof of Corollary 3. As already stated in the introduction, a) follows from Theo-
rem 1 and 2. Moreover in order to prove b) the Lemma 1.7 (4) allows to apply
Theorem 1, and to replace F (•)Y0 by F
(•)
W0
. In fact, we will choose I˜ and I as in the
proof of Theorem 2, given above, and we will choose W and EW as we did it there.
There is however a subtle point:
Even if
⊗
det(F (ηi)W0 )
ai is ample and even if
⊗
det(F (ηi)W )
ai is nef, the latter does not
have to be ample with respect to W0.
We will not refere to Y anymore, so we may blow up the boundary W \W0, and
choosing the ai large enough, we may assume that for some divisor B supported in
W \W0 the sheaf
OW (B)⊗
⊗
det(F (ηi)W )
ai
is semiample and ample with respect to W0. Moreover, replacing W by a finite
covering with a splitting trace map, we can assume that the multiplicities of B are
as divisible as needed. So applying 13.2 b) instead of a) one finds a divisor B′, still
supported in W \W0 with( α⊗
F (ν)W
)
⊗OW (−B
′)⊗
s⊗
ι=1
det(F (ηι)W )
− r
rι
nef and with OW (B′)⊗
⊗s
ι=1 det(F
(ηι)
W )
r
rι ample with respect to W0, which implies
part b) of the Corollary 3. 
Next we will show analogs of Theorem 2 for the sheaves F (ν,µ)W . As in the proof of
Theorem 2 we will rely on Proposition 13.2, however it will be a bit more complicated
to choose the right data to start with.
Proposition 13.4. Assume in Theorem 12.12 or Variant 12.13 that for some κ > 0
with (0, κ) ∈ I˜ one has det(F (0,κ)W ) = OW . In 12.13 assume in addition, that the
sheaves M• are κ-saturated.
Choose some η0 > 0 such that the evaluation map for ω
η0
X0/Y0
is surjective, and let
ǫ be a positive multiple of η0, with ǫ ≥ e(L
κ·η0 |F ) for all fibres F of f0 : X0 → Y0.
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i. Assume that (ǫ·ν, κ·ν) and (η0, 0) are in I. Then the sheaf F
(ǫ·ν,κ·ν)
W is weakly
positive over W0.
ii. Assume that for some ν ′ > 0, divisible by η0 and ν
((ǫ+ 1) · ν, κ · ν), (ǫ · ν, κ · ν), ((ǫ+ 1) · ν ′, κ · ν ′), (η0, 0) ∈ I.
Then for some positive integer c the sheaf
Sc(F ((ǫ+1)·ν,κ·ν)W )⊗ det(F
((ǫ+1)·ν′,κ·ν′)
W )
−1
is weakly positive over W0.
Proof. For simplicity we will replace L by Lκ and assume that κ = 1. Choose an
ample invertible sheaf H on W and define
ρ = Min
{
µ > 0; F (ǫ·ν,ν)W ⊗H
ǫ·ν·µ−1 weakly positive over W0
}
.
Claim 13.5. The sheaf F (ǫ·ν,ν)W ⊗H
a is weakly positive over W0 for a = ν ·ρ · (ǫ−
ℓ
ν
).
Part i) follows directly from 13.5. In fact, by the choice of ρ
ν · ρ · (ǫ−
ℓ
ν
) > ǫ · ν · (ρ− 1), or ρ <
ǫ · ν
ℓ
.
Then F (ǫ·ν,ν)W ⊗ H
ǫ2 · ν2
ℓ is weakly positive over W0. The exponent
ǫ2 · ν2
ℓ
is inde-
pendent of W and H. So the same holds true for any ample invertible sheaf H′ on
any finite covering W ′ ofW , and the weak positivity of F (ǫ·ν,ν)W over W0 follows from
1.6.
Proof of Claim 13.5. In the proof we will blow up W with centers in W \W0, so we
will not use the ampleness of H, just the condition that F (ǫ·ν,ν)W ⊗ H
ǫ·ν·ρ is ample
with respect to W0.
For r′ = rk(F (0,1)W ) one has the natural locally splitting inclusion
OW = det(F
(0,1)
W ) −→
r′⊗
F (0,1)W ,
whose pullback to Yˆ is Ξ1 : OYˆ = det(gˆ∗MZˆ) −→
r′⊗
gˆ∗MZˆ .
Choose in 9.1 ℓ = η0 and for Ξ the tuple consisting of ℓ copies of Ξ1. Hence
γ1 = · · · = γℓ = 1, γ = ℓ and η1 = · · · = ηℓ = η = 0.
By assumption ℓ · e = ǫ ≥ e(Lγ|F ), as required in 9.1. We choose β = ǫ · ν = e · ℓ · ν
and α = ν − 1, and for b′ any positive integer satisfying b′ · (β − 1, α) ∈ ℓ · N × N.
We may assume that ν and ℓ = η0 divide b
′.
By the choice of ρ the sheaf
Sb
′·ǫ− b
′
ν
·ℓ(F (ǫ·ν,ν)W )⊗ S
b′
ℓ
·ǫ·(ℓ−1)(F (η0)W )⊗H
ǫ·ν·ρ·(b′·ǫ− b
′
ν
·ℓ)
is ample with respect to W0. We can find some d≫ 1, a very ample sheaf A on W
and a morphism⊕
A −→ Sd
(
Sb
′·ǫ− b
′
ν
·ℓ(F (ǫ·ν,ν)W )⊗ S
b′
ℓ
·ǫ·(ℓ−1)(F (η0)W )⊗H
ǫ·ν·ρ·(b′·ǫ− b
′
ν
·ℓ)
)
surjective over W0. Blowing up W with centers in W \W0 we can assume that the
image of this map is locally free, hence nef. We write this image as EW ⊗ Hǫ·d·b
′·a,
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and its pullback to Yˆ as EYˆ ⊗ τ
∗Hǫ·d·b
′·a. Let us choose b = d · b′. Multiplication of
sections gives a map to F (β0,α0)
Yˆ
⊗ τ ∗Hǫ·b·a for
β0 = b · ǫ
2 · ν − b · ℓ · ǫ+ b · ǫ · (ℓ− 1) and α0 = b · ǫ · ν − b · ℓ.
Since ǫ = e · ℓ, β = ǫ · ν and α = ν − 1 one has
β0 = b · (β − 1) · e · ℓ and α0 = b · α · e · ℓ+ ℓ · b · (e− 1).
Since η = 0 and γ = ℓ this is just what we required in 9.1, and for a suitable choice
of I the assumptions in 9.1 and 9.4 hold true.
Since the sheaf EYˆ is the pullback of a locally free sheaf EW onW we can use 12.11
for W instead of Y , and obtain Yˆ1 → W1 and a finite covering τ : W1 → W with
a splitting trace map, such that the sheaf G
(β+ η
ℓ
,α+ γ
ℓ
)
W1
= G(ǫ·ν,ν)W1 exists on W1. The
conditions in the Set-up 13.1 hold on W1, and for H1 = τ
∗H the sheaf EW1 ⊗H
e·ℓ·b·a
1
is globally generated, hence nef. Proposition 13.2 b) implies that F (ǫ·ν,ν)W1 ⊗ H
a
1 is
weakly positive over τ−1(W0). By 1.6 the sheaf F
(ǫ·ν,ν)
W ⊗H
a is weakly positive over
W0. 
So we finished the proof of part one and we can use in ii) that the sheaf F (ǫ·ν,ν)W
is weakly positive over W0. In particular in the first part we can choose ρ = 1 and
F (ǫ·ν,ν)W ⊗H
ǫ·ν is ample with respect to W0. In the proof of Claim 13.5 we obtains a
bit more.
Addendum 13.6. Under the assumptions made in 13.4, there exists a projective
morphism τ : W1 → W such that its restriction τ−1(W0) → W0 is finite with a
splitting trace map, and there exists an inclusion
GW1 = G
(ǫ·ν,ν)
W1
⊂
rk(F
(0,κ)
W )⊗
F (ǫ·ν,ν)W1 ,
surjective over τ−1(W0) with G ⊗ τ
∗(H)ν·(ǫ−1)·rk(F
(0,κ)
W ) nef.
Replacing W by W1 we will assume that the subsheaf GW of
⊗r′ F (ǫ·ν,ν)W exists
on W , for r′ = rk(F (0,κ)W ). We will use 13.2 a second time, so we have to choose
again data as in Section 9. For r = rk(F ((ǫ+1)·ν
′,ν′)
W ), we start with the tautological
morphism
Ξ : det(F ((ǫ+1)·ν
′,ν′)
W )
r′ −→
r·r′⊗
F ((ǫ+1)·ν
′,ν′)
W .
So η = η1 = (ǫ+1) ·ν ′ and ℓ = γ = γ1 = ν ′. Necessarily one needs β = (ǫ+1) ·(ν−1)
and α = ν − 1. For e we choose a natural number with ℓ · e ≥ e(ω(ǫ+1)·ν
′
F ⊗L
ν′), for
all fibres F of f0. For b we choose any positive integer with
b · (β − 1, α) ∈ η0 · N× N,
such that r′ · ǫ ·ν divides α0 = b · (ν−1) · e · ℓ+γ · b · (e−1). Comparing the different
constants one finds
β0 = b · ((ǫ+ 1) · (ν − 1)− 1) · e · ℓ+ η · b · (e− 1) =
b · ǫ · (ν−1) ·e · ℓ+ ǫ · ℓ · b · (e−1)+b · ℓ · ((ν−1) ·e−1) = ǫ ·α0+ b · ℓ · ((ν−1) ·e−1).
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We choose
EW =
( r⊗
G
α0
ν
W
)
⊗
r·r′⊗
F (η0)W
(
b·ℓ·((ν−1)·e−1)
η0
)
⊂
( r·r′⊗
F (ǫ·ν,ν)W
α0
ν
)
⊗
r·r′⊗
F (η0)W
( b·ℓ·((ν−1)·e−1)
η0
)
and EYˆ will denote its pullback to Yˆ . The r · r
′-tensor product of the multiplication
map gives
EYˆ −→
r·r′⊗
F (β0,α0)
Yˆ
.
Since F (η0)W is nef, the choice of G in 13.6 implies that EW ⊗ H
α0·(ǫ−1)·r′ is nef.
Replacing W by a larger covering, we may also assume that det(F ((ǫ+1)·ν
′,ν′)
W ) is the
r · e · ℓ-th power of an invertible sheaf VW , and that Hα0·(ǫ−1) is the b · e · ℓ-th power
of an invertible sheaf.
So all the conditions made in 13.1 hold, and we can apply Proposition 13.2. One
obtains the weak positivity over W0 of
F (ǫ·ν,ν)W ⊗H
α0·(ǫ−1)
b·e·ℓ ⊗ V−1W .
The exponent α0·(ǫ−1)
b·e·ℓ
is independent of W and of the ample invertible sheaf H.
So 1.6 implies that F (ǫ·ν,ν)W ⊗ V
−1
W is already weakly positive over W0, hence
Sr·e·ℓ(F (ǫ·ν,ν)W )⊗ V
−r·e·ℓ
W = S
r·e·ℓ(F (ǫ·ν,ν)W )⊗ det(F
((ǫ+1)·ν′,ν′)
W )
−1
as well, as claimed in Proposition 13.4 ii). 
Proof of Lemma 3.2. We start with the models of our morphisms, constructed in
Theorem 12.12 or its Variant 12.13, with ǫ + 1 replaced by ǫ. We may add the
condition det(F (κ)W ) = OW . In fact, replacingW by a larger covering with a splitting
trace map, [V, Lemma 2.1] allows to assume that det(F (κ)W ) = W
rk(F
(κ)
W ) for an
invertible sheaf W. Then one can replace the polarization on Xˆ → Yˆ and on
X0 ×Y0 W0 → W0 by M⊗ fˆ
∗W−1 and pr∗1L0 ⊗ pr
∗
2W
−1.
So we may assume that the assumptions in 13.2 and 13.4 hold and the Lemma 3.2
follows from Proposition 13.4, using Lemma 1.6. 
14. The Proof of Theorems 5 and 6
In the construction of the compactifications Mh and the sheaf λ
(p)
ν we will use
the negativity of the kernels of the multiplication map, stated and proved in [V,
Theorem 4.33]. Unfortunately there we did not keep track on what happens along
the boundary, so we have to indicate the necessary modifications of the statements
and proofs.
Theorem 14.1. Let W be a reduced projective scheme, let W0 ⊂ W be open and
dense, let P and Q be locally free sheaves on W . For a morphism m : Sµ(P)→ Q,
surjective over W0, assume that the kernel of m has maximal variation in all points
w ∈ W0.
If P is weakly positive over W0 then for b ≫ a ≫ 0 the sheaf det(Q)a ⊗ det(P)b
is ample with respect to W0.
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We will not recall the definition of “maximal variation” given in [V, Definition
4.32]. Instead we will just explain this notion in the special situation where the
theorem will be applied.
Example 14.2. Assume that over W0 there exists a flat family f0 : X0 → W0 and
an f0-ample invertible sheaf L0 on X0. Assume that L is fibrewise very ample, and
without higher cohomology. So for all fibres F one has an embedding
F →֒ P = P(H0(F,L0|F ).
Choose β ≫ 1 such that the homogeneous ideal of F is generated in degree β,
for all fibres. Assume that P|W0 = S
β(f0∗L0), that Q|W0 = f0∗L
β
0 and that m is
the multiplication map. Then the kernel of m has maximal variation in all points
w ∈ W0 if and only if for each fibre F the set{
w′ ∈ W0; for F
′ = f−10 (w
′) there is an isomorphism (F,L0|F ) ∼= (F
′,L0|F ′)
}
is finite. Moreover this condition is compatible with base change under finite mor-
phisms.
Sketch of the proof of 14.1. We will just recall the main steps of the proof of [V, The-
orem 4.33], to convince the reader that one controls the sections along the boundary,
and explain where the condition “maximal variation” enters the scene.
Writing r = rk(P) we consider the projective bundle P = P(
⊕r P∨) with π : P→
W . On P one has the “universal basis”
s :
r⊕
OP(−1) −→ π
∗P,
and s is an isomorphism outside of an effective divisor ∆ on P with
OP(∆) = OP(r)⊗ π
∗ det(P).
The universal basis is induced by the tautological map
⊕r π∗P∨ → OP(1). The
latter gives a surjection
r⊕
π∗
( r−1∧
P
)
∼=
r⊕
π∗(P∨ ⊗ det(P)) −→ OP(1)⊗ π
∗ det(P).
Hence OP(1)⊗ π∗ det(P) = OP(r − 1)⊗OP(∆) is weakly positive over π−1(W0).
The sheaf B denotes the image of the composite
Sµ
( r⊕
OP(−1)
)
= OP(−µ)⊗ S
µ
( r⊕
OP
)
Sµ(s)
−−−→ Sµ(P)
π∗(m)
−−−→ π∗Q.
Remark that B → Q is an isomorphism outside ∆ ∪ π−1(W \W0). So there is a
modification τ : P′ → P with center in this set, such that B′ = B/torsion is locally
free. Writing OP′(−η) for the pullback of OP(−η), the surjection
Sµ
( r⊕
OP′
)
−→ B′ ⊗OP′(µ)
defines a morphism to a Grassmann variety ρ′ : P′ → Gr.
The condition on the “maximal variation” is used here. One needs that ρ′ is
quasi-finite on (π ◦ τ)−1(W0) \ τ−1∆. In the situation considered in Example 14.2
this is obviously true. The kernel of m determines the fibre F as a subscheme of
P(H0(F,L0|F )). So by assumption there are only finitely many PGl(r−1,C) orbits,
hence fibres of π|P\∆, whose image in Gr can meet. And obviously ρ′ is injective on
those fibres.
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The Plu¨cker embedding gives an ample invertible sheaf on Gr, and its pullback
to P′ is det(B′)⊗OP′(γ) with γ = µ · rk(Q). So this sheaf is ample with respect to
(π ◦ τ)−1(W0) \ τ−1∆.
Next, blowing up P′ a bit more, one can also assume that for some ν > 0 and for
some divisor E, supported in τ−1(∆) the sheaf
det(τ ∗π∗Q)ν ⊗OP′(γ · ν)⊗OP′(−E)
is ample with respect to (π ◦ τ)−1(W0). As the pullback of a weakly positive sheaf
τ ∗π∗ det(P)r−1 ⊗OP′(τ
∗∆)
is weakly positive over (π ◦ τ)−1(W0).
Using the equality OP′(r) = τ ∗π∗ det(P)−1⊗OP′(τ ∗∆′), one finds that for all η > 0
the sheaf
τ ∗π∗(det(Q)ν·γ ⊗ det(P)η·r−η)⊗OP′(ν · r · γ)⊗OP′(−r · E + η · τ
∗∆) =
τ ∗π∗(det(Q)ν·γ ⊗ det(P)η·r−η−ν·γ)⊗OP′(−r · E + (η + ν · γ) · τ
∗∆)
is still ample with respect to (π ◦ τ)−1(W0). For η sufficiently large the correction
divisor −r ·E + (η+ ν · γ) · τ ∗∆ will be effective. So we found some effective divisor
∆′′, supported in τ−1(∆) and a, b > 0 such that
τ ∗π∗(det(Q)a ⊗ det(P)b)⊗OP′(∆
′′)
is ample with respect to (π ◦ τ)−1(W0).
Next, by [V, Lemma 4.29], for all c > 0 one has a natural splitting
OW −→ (π ◦ τ)∗OP′(c ·∆
′′) −→ OW , (14.2.1)
compatible with pullbacks. As in [V, Proposition 4.30] this implies that “ampleness
with respect to (π ◦ τ)−1W0 descends from P′ to W :
Let us write N = det(Q)a ⊗ det(P)b. Consider two points w and w′ in W0 and
T = w ∪w′. Let P′T be the proper transform of π
−1(T ) in P′. The splitting (14.2.1)
gives a commutative diagram
H0(P′, τ ∗π∗N ν ⊗OP′(ν ·∆′′)) //
χ′

H0(W,N ν)
χ

H0(P′T , τ
∗π∗(N ν ⊗OP′(ν ·∆′′))|P′T )
// H0(T,N ν|T )
with surjective horizontal maps. For some ν ≥ ν(w,w′) the map χ′ and hence χ
will be surjective. For those ν the sheaf N ν is generated in a neighborhood of w′
by global sections t, with t(w) = 0. By Noetherian induction one finds some ν0 > 0
such that, for ν ≥ ν0, the sheaf N ν is generated by global sections t1, . . . , tr, on
W0 \ {w} with t1(w) = · · · = tr(w) = 0, and moreover there is a global section
t0 with t0(w) 6= 0. For the subspace Vν of H0(W,N ν), generated by t0, . . . , tr, the
morphism gν : W → P(Vν) is quasi-finite in a neighborhood of g−1ν (gν(w)). In fact,
g−1ν (gν(w)) ∩W0 is equal to w.
Again by Noetherian induction one finds some ν1 and for ν ≥ ν1 some subspace
Vν such that the restriction of gν to W0 is quasi-finite. Then g
∗
νOP(Vν)(1) = N
ν is
ample with respect to W0. 
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We keep the notations introduced in Section 3. For Theorem 5 we consider
the moduli functor Mh of canonically polarized manifolds (Case CP). As shown
in Lemma 3.3 (2), for Theorem 6 it is sufficient to consider the moduli functor M
(ν)
h
of minimal manifolds F with ωνF = OF , and with a very ample polarization LF
without higher cohomology (Case PO). As in the construction of Mh or M
(ν)
h in
Section 3 we will by abuse of notations consider Mh and M
(ν)
h with their reduced
structure.
In general Mh is not a fine moduli space, hence there is no universal family.
However Seshadri’s Theorem on the elimination of finite isotropies, recalled in [V,
Theorem 3.49], provides us with a finite normal covering φ0 : Y0 → Mh which
factors over the moduli stack, i.e. which is induced by a family f0 : X0 → Y0 (or by
(f0 : X0 → Y0,L0)). So we are in the situation considered in Variant 12.10, and for
each rigidified determinant sheaf, as defined in Definition 12.9, we can find Mh and
φ : W →Mh such that CMh exists. Recall that its pullback is the p-th tensor power
of the given rigidified determinant.
We apply 12.10 to det(F (ν)• ) and we obtain a morphism φ : Y → Mh. The
corresponding sheaf CMh is just the sheaf λ
(p)
ν in Theorem 5 (or λ
(p)
ν in Theorem 6).
So in order to prove both Theorems, it remains to show:
(⋆) The sheaf λ
(p)
ν is nef and ample with respect to Mh.
To do so, Lemma 1.9 allows to replace Mh by any finite covering, for example by
the normalization of W or by a modification Y of the latter with centers outside the
preimage of Mh.
The preimage of Mh in Y maps to Y0, and we may assume that both are equal.
So we are exactly in the situation considered in Section 4. Replacing Y by some
alteration, finite over Y0, we can assume that the mild morphism Zˆ → Yˆ in Propo-
sition 4.5 exists over a desingularization ϕ : Yˆ → Y of Y , hence all the morphisms
in the diagram (4.2). Moreover we can assume that the locally free sheaf F (ν)
Yˆ
(in-
vertible for M
(ν)
h ) in Theorem 1 exists and that it is the pullback of a locally free
sheaf F (ν)Y on Y . So (⋆) and hence the Theorems 5 and 6 follow from:
Claim 14.3. The locally free sheaf F (ν)Y is nef and ample with respect to Y0.
Proof of 14.3 in Case CP. Let us fix besides of ν some η0 such that for all F ∈
Mh(Spec(C)) the sheaf ω
η0
F is very ample. Choose η1 = β · η0 such that the multi-
plication map
m : Sβ(H0(F, ωη0F )) −→ H
0(F, ωη1F )
is surjective and such that its kernel generates the homogeneous ideal, defining
F ⊂ P(H0(F, ωη0F )). By Theorem 1 the sheaves F
(η0)
W , F
(η1)
W and F
(ν)
W exist on some
alteration of Y , finite over Y0. So we can replace Y by the normalization of this
alteration, and assume that they exist on Y itself. The multiplication of sections
defines a morphism Sβ(F (η0)
Yˆ
) → F (η1)
Yˆ
, hence as in Addendum 12.7 (5) this is the
pullback of m : Sβ(F (η0)Y )→ F
(η1)
Y .
Both sheaves are locally free and by Theorem 5 iii) they are nef. The kernel of
m is of maximal variation, as explained in Example 14.2. By Theorem 14.2 iii) one
finds that for some positive integers the sheaf det(F (η1)Y )
a⊗det(F (η0)Y )
b is ample with
respect to Y0 and by part iv) the same holds for F
(ν)
Y . 
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Proof of 14.3 in Case PO. The proof of Theorem 6 is similar. We choose a positive
integer β, divisible by s = h(1) such that the multiplication map
m : Sβ(H0(F,L|F )) −→ H
0(F,Lβ|F )
is surjective for all F ∈M(β)h (C), and such that its kernel defines the homogeneous
ideal of the image of F in P(H0(F,L|F )). We choose a natural number ǫ divisible
by β and with ǫ > e(Lβ|F ).
Since we are allowed to replace Y by some finite covering, we can apply 8.13,
Proposition 12.8 and [V, Lemma 2.1] and assume:
(1) The sheaves (MZˆ ,MZ ,MXˆ) are β-saturated.
(2) The invertible sheaf λ = F (ν)Y , and the locally free sheaves F
(0,1)
Y and F
(0,β)
Y
exist on Y .
(3) For s = rk(F (0,1)Y ) the sheaf det(F
(0,1)
Y ) is the s-th tensor power of an invert-
ible sheaf N .
Replacing (MZˆ ,MZ ,MXˆ) and F
(β,µ)
Y by
(MZˆ ⊗ gˆ
∗ϕ∗N−1,MZ ⊗ g
∗ϕ∗N−1,MXˆ ⊗ fˆ
∗ϕ∗N−1) and F (β,µ)Y ⊗N
−µ
we can add:
(4) det(F (0,1)Y ) = OY and hence det(F
(0,1)
Yˆ
) = OYˆ .
Claim 14.4. The assumptions (1)–(4) imply for all ǫ′ divisible by ν that:
(5) F (ǫ
′·β,β)
Y = λ
ǫ′·β
ν ⊗ F (0,β)Y .
(6) For r = rk(F (0,β)Y )) det(F
(ǫ′·β,β)
Y ) = λ
ǫ′·β·r
ν ⊗ det(F (0,β)Y )
(7) F (ǫ
′,1)
Y = λ
ǫ′
ν ⊗F (0,1)Y .
(8) For s = rk(F (0,1)
Yˆ
)) det(F (ǫ
′,1)
Y ) = λ
s·ǫ′
ν .
Proof. It is sufficient to verify those four equations on Yˆ . Let Π
(ν)
Xˆ
be the divisor
with
fˆ ∗F (ν)
Yˆ
= fˆ ∗fˆ∗ω
ν
Xˆ/Yˆ
= ων
Xˆ/Yˆ
⊗OXˆ(−Π
(ν)
Xˆ
).
By Lemma 8.11 c)
fˆ∗(ω
ǫ′·β
Xˆ/Yˆ
⊗Mβ
Xˆ
) = λ
ǫ′·β
ν ⊗ fˆ∗
(
Mβ
Xˆ
⊗OXˆ
(ǫ′ · β
ν
·Π(β)
Xˆ
))
= λ
ǫ′·β
ν ⊗ fˆ∗(M
β
Xˆ
). (14.4.1)
So (5) holds true, and (6) as well. For (7) we apply Lemma 8.11 e) saying that the
sheaves (MZˆ ,MZ ,MXˆ) are also 1-saturated. Then the equality (14.4.1) holds for
β replaced by 1. Since det(fˆ∗MXˆ) = OYˆ ) one obtains (8). 
Remark that Claim 14.4 implies in particular, that the sheaves F (ǫ
′·β,β)
Y , and F
(ǫ′,1)
Y
automatically exist, with all the properties asked for in 12.8.
By Proposition 13.4 we may assume that the sheaves F (ǫ,1)Y and F
(ǫ·β,β)
Y are both
weakly positive over Y0. Since Y is normal, the multiplication of sections on Yˆ is
the pullback of a morphism m : Sβ(F (ǫ,1)Y ) → F
(ǫ·β,β)
Y It is surjective over Y0 with
kernel of maximal variation, as explained in Example 14.2. By Theorem 14.1, for
some positive integers a and b the sheaf
det(F (ǫ,1)Y )
a ⊗ det(F (ǫ·β,β)Y )
b = λ
a·s·ǫ+b·ǫ·β·r
ν ⊗ det(F (0,β)Y )
b (14.4.2)
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is ample with respect to Y0. Since F
(ǫ,1)
Y is nef, we can replace a by a larger integer,
and assume that a · s is divisible by b · β · r. So for ǫ′ = ǫ · ( a·s
b·β·r
+ 1) the sheaf in
(14.4.2) is of the form det(F (ǫ
′·β,β)
Y )
b and 13.4 ii) implies that F (ǫ
′,1)
Y is ample with
respect to Y0, hence F
(ν)
Y as well. 
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