Watson-Crick complementarity can be viewed as a language-theoretic operation: \bad" words obtained through a generative process are replaced by their complementary ones. This idea seems particularly suitable for Lindenmayer systems. D0L systems augmented with a speci c complementarity transition, Watson-Crick D0L systems, have turned out to be a most interesting model and have already been extensively studied. In the present paper, attention is focused on Watson-Crick D0L systems, where the alphabet is the original four-letter DNA alphabet fA; G; T; Cg. Growth functions and various decision problems will be investigated. Previously known cases about growth functions that are not Z{rational deal with alphabets bigger than the DNA alphabet, and it has been an open problem whether similar constructions can be carried out for the DNA alphabet. The main result in this paper shows that this is indeed the case.
Introduction
The idea of Watson-Crick complementarity is central in Adleman's initial experiment, 1]. The idea is also behind the computational universality of many models of DNA computing, 13, 9] .
DNA (deoxyribonucleic acid) consists of polymer chains, referred to as DNA strands. A chain is composed of nucleotides The morphism h W will be referred to as the Watson-Crick morphism. Then a DNA strand x bonds with h W (x) to form a double strand.
Complementarity can also be considered as a tool in developmental models: undesirable conditions in a string trigger a transition to the complementary string. We have in mind a class of bad strings, also referred to as a trigger. Whenever a bad string x is about to be produced by a generative process, the string h W (x) is taken instead of x. If the generative process produces a unique sequence of strings (words), the sequence continues from h W (x). Sometimes the class of bad strings satis es the soundness condition: whenever x is bad, the complementary string h W (x) is not bad. Under such circumstances, no bad strings appear in the sequence. While the operational complementarity can be investigated in connection with any generative process for words, it seems particularly suitable for Lindenmayer systems, the systems themselves being developmental models. The simplest L system, namely the D0L system, has been thoroughly investigated, 10, 11] . D0L systems can be augmented with a trigger for complementarity transitions, as described above. The investigation of such \Watson-Crick D0L systems", (see 7, 8, 14] for basics and 2, 5, 17, 18, 15] for further developments) has opened new views for the classical study of iterated morphisms, apart from being itself an interesting and natural branch of DNA computing. The following point should be observed. We have been speaking only of the fourletter DNA alphabet. In the general considerations about Watson-Crick D0L systems the alphabet will be of an arbitrary size. Indeed, one considers DNA-like alphabets n = fa 1 ; : : :; a n ; a 1 ; : : :; a n g (n 1) 1 and refers to the letters a i and a i , i = 1; : : :; n, as complementary. The endomorphism h W of n de ned by h W (a i ) = a i ; h W (a i ) = a i ; i = 1; : : :; n;
is also now referred to as the Watson-Crick morphism. The purpose of this paper is to return to the original DNA alphabet, and investigate Watson-Crick D0L systems over the alphabet fA; G; T; Cg.
It has been an open problem whether this basic setup is su cient to create strange phenomena such as growth that is not Z-rational, 6, 8, 15] . This particular question will be answered positively below in Section 6. In spite of their seeming simplicity and very limited means of expression, our DNA systems are amazingly powerful in some respects. However, we do not want to enter into any speculations about the possible signi cance of this fact to evolution or DNA computing. We will use standard language-theoretic notation and terminology. If needed, 12] or 10] should be consulted. The paper is self-contained in the sense that all fundamental de nitions about Watson-Crick D0L systems will be given.
Basics about Watson-Crick D0L systems
Although we do not enter any discussion about Lindenmayer systems, the basic notion underlying our subsequent investigations is given in the following de nition, for the sake of completeness.
De nition 1 A D0L system is a triple H = ( ; g; w 0 ), where is an alphabet, w 0 2 (the axiom) and g is an endomorphism of . (In the sequel g is often de ned in terms of productions, indicating the image of each letter.) A D0L system de nes the sequence S(H) of words w i , i 0, where w i+1 = g(w i ), for all i 0. It de nes also the language L(H), consisting of all words in S(H), the length sequence jw i j, i 0, as well as the growth function f(i) = jw i j. The same equivalence problems can be formulated for Watson-Crick D0L systems as for ordinary D0L systems and, in addition, the problem of road equivalence: decide of two given systems whether or not they have the same road. The following theorem summarizes some decidability results. Detailed considerations concerning similar topics can be found from 14, 8, 5, 15] .
Theorem 1 Every ultimately periodic in nite binary word can be expressed as the road of a Watson-Crick D0L system with a nite trigger. The stability problem is decidable for Watson-Crick DOL systems with a regular trigger but undecidable for systems with a context-sensitive trigger. The road, growth, sequence and language equivalence problems are all decidable for Watson-Crick D0L systems with regular triggers but undecidable for systems with context-sensitive triggers.
As obvious from the de nitions and Theorem 1, the properties of a Watson-Crick D0L system are largely determined by the trigger. Clearly, in interesting cases the trigger is not too complicated. In a regular WatsonCrick D0L system the trigger is a regular language. In this paper, attention will be restricted to regular and standard systems. The latter will now be de ned.
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The nucleotides A and G are purines, whereas T and C are pyrimidines.
This terminology is extended to concern DNA-like alphabets: the non-barred letters a 1 ; : : :; a n are called purines, and the barred letters a 1 ; : : :; a n are called pyrimidines. The language PY R consists of words where the pyrimidines form a majority. Thus PY R consists of words over the alphabet n , where the number of occurrences of barred letter exceeds that of nonbarred letters. Or, if we are dealing with the DNA alphabet, PY R consists of words w satisfying jwj fT;Cg > jwj fA;Gg :
(Thus, words containing equally many purines and pyrimidines are not in PY R.) Clearly, PY R is a context-free non-regular language.
De nition 5 A Watson-Crick D0L system with the language PY R as its trigger is called standard. 
DNA systems
We now come to the basic notion investigated in this paper. Brie y, a DNA system is a Watson-Crick D0L system, where the underlying DNAlike alphabet has two barred and two non-barred letters. Hence, we are back in the original DNA alphabet. We prefer using the DNA notation. The association of letters is understood as follows: a 1 = A; a 2 = G; a 1 = T; a 2 = C:
Observe that this conforms with the two de nitions of the Watson-Crick morphism, as well as with the de nition of purines and pyrimidines.
De nition 6 A Watson-Crick D0L system over the DNA alphabet fA; G; T; Cg is referred to as a DNA system. A DNA system whose trigger is a regular language (resp. the language PY R) is called regular (resp. standard).
Since DNA systems are a special case of Watson-Crick D0L systems, the de nitions of the sequence, language, length sequence and growth function of the system, as well as the de nitions of road and stability, carry immediately over to DNA systems. The next de nition introduces a notion central in the considerations in Section 6 below.
De nition 7 A Watson-Crick D0L system is termed weird if its growth function is not Z-rational.
Z-rational sequences of integers can be de ned in many ways. Intuitively a simple way is to consider a square matrix M with integer entries and read the sequence from the upper right corners of the powers M i , i = 1; 2; 3; : : : .
Further discussion about Z-rational sequences and their di erent representations can be found in 16, 10, 6] . While examples of standard Watson-Crick D0L systems that are also weird have been presented earlier, 8, 14, 15], we will show in Section 6 the existence of such DNA systems.
It is easy to give examples of regular or standard DNA systems that are stable, by making sure that a word in the trigger is never reached in the sequence. For instance, the standard DNA system with the axiom AC and productions A ! AG; G ! G; C ! CT; T ! T de nes the sequence AC; AGCT; AGGCTT; AGGGCTTT; : : : AG n CT n ; : : :; where no complementarity transition takes place. Clearly, the system is stable and, thus, its road equals 0 ! . The following standard DNA system H 1 will be of interest for our theoretical considerations. The axiom is AGTC, and productions are A ! TC; G ! C; T ! G; C ! AG:
Observe that purines produce only pyrimidines, and vice versa. When the right sides of the productions are replaced by their complementary ones, we get as the "purine part" A ! AG; G ! G; and as the "pyrimidine part" T ! C; C ! TC: While the former gives rise to linear growth, the latter is In spite of the alternating role of purines and pyrimidines in the productions, stability seems to prevail. This will be established in the next section.
Stability
It has been shown in 5] that the road of a regular Watson-Crick D0L system is ultimately periodic and, moreover, e ectively contructable. The following results concerning regular DNA systems are immediate or almost immediate consequences. The following notion is de ned in the general case.
Clearly, the road of a DNA system equals either 0 ! , in which case the system is stable, or else 0 k 1x, where k 0 and x is an !-word, in which case (following 15]) we refer to the number k + 1 as the transition point of the system. Thus, the transition point of a system indicates the position of the rst bit 1 (if any) in the road of the system. For instance, the transition point of the standard DNA system de ned by the axiom AC and productions A ! T; T ! ; G ! G; C ! C equals 1. (Observe that the language fAG; AC; TG; Gg generated by the system is not a D0L language.) An upper bound, depending only on the size of the alphabet and the cardinality of the state set of the minimal nite automaton accepting the trigger, was given for the transition point of a regular Watson-Crick D0L system in 15]. Consequently, we obtain the following result.
Theorem 2 Stability and ultimate stability are decidable for regular DNA systems. An upper bound, depending only on the cardinality of the state set of the minimal nite automaton accepting the trigger, can be given for the transition point of a regular DNA system.
In connection with Lindenmayer systems it is customary to consider also schemes: a scheme is simply a system without the axiom. This idea can be readily extended to concern DNA systems. A DNA scheme is called universally stable if every system resulting from the scheme by adding an axiom is stable. All axioms turning a given regular Watson-Crick D0L scheme unstable were e ectively characterized in 15] as a nite union of regular languages. This implies the next result.
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Theorem 3 Universal stability is decidable for regular DNA schemes.
We still de ne the notion of the delay of stability. If the system is stable (resp. not ultimately stable), the delay of stability is 0 (resp. 1). If the system is ultimately stable but not stable, its road is of the form w10 ! , where jwj = k, in which case k + 1 is de ned to be the delay of stability. Theorem 4 The delay of stability is e ectively computable for regular DNA systems.
Proof. The construction given in 5] can be applied almost directly.
Consider a DNA system H with the axiom w 0 , morphism g and regular trigger TR. We associate to the two morphisms g and gh W the letters 0 and 1 of the binary alphabet f0; 1g, respectively. (In this proof we read compositions of morphisms from left to right, to be an accordance with the customary way of reading input words for a nite automaton. Thus gh W indicates that we apply rst g and then the Watson-Crick morphism.)
The association is extended to concern words over the binary alphabet and compositions of the two morphisms mentioned. Thus, the word 01101 is associated to the composition ggh W gh W ggh W : Since the language g ?1 (TR) is regular, it is an old result due to 3] that the language R = fx 2 f0; 1g j (w 0 )x 2 g ?1 (TR)g is accepted by a nite deterministic automaton A. From these relations the lemma now follows by induction.
The system H 1 has the particular property that in every two steps the purines, as well as the pyrimidines, are mapped into themselves. (This twostep character of the system is also re ected in the fact that two steps are required in the induction in the above proof.) Indeed, one can divide H 1 into the underlying purine D0L system with the productions A ! GAG; G ! AG;
and pyrimidine D0L system with the productions T ! C; C ! TCC:
Since we know by Lemma We still consider the standard DNA system H 2 with the same produc- and no complementarity transition occurs in this part of the sequence. We assume, inductively, that for some i the quadruple associated to w i satis es the inequalities < 2 < < < + ; 2 < + ; where we have omitted the lower index i for simplicity. Observe that the quadruple associated to w 10 satis es the inequalities. Observe also that, whenever the inequalities are satis ed, then the purines form a strict majority in the associated word because + < 2 + < 2 + + < 2 + + 2 = + : By our recursion formulas, the quadruple associated to w i+1 is ( ; + ; ; + ). We now claim that this quadruple satis es the inequalities required for w i+1 : < 2 < + < + < + ; 2 < 2 + :
Indeed, it is easy to see that each inequality in the claim follows by the inductive hypothesis. The last inequality follows because 2 < 2( + ) and 2 < . We have < 2 because 2 < + implies < , and we also have < + : The inequalities 2 < + and + < + are direct consequences of the inductive hypothesis, and the remaining inequality, + < + , was already established. This completes the induction. By going through the rst ten words in the sequence, we conclude that the delay of stability is 6, which proves the lemma. The argument in the proof of Lemma 1 is \tighter" than that in Lemma 2, because in Lemma 1 the same equations are reached at every second step.
Consequently, one step (from w i to w i+1 ) su ces in the induction in Lemma 2.
5 Equivalence problems
The following result is an immediate corollary of Theorem 1.
Theorem 5 The road, growth, sequence and language equivalence problems are all decidable for regular DNA systems.
In spite of this result, the situation here is essentially more complicated than in connection with D0L systems. Consider the following facts. For D0L systems, the sequence equivalence is decidable but no reasonable bound k is known such that, to decide the equivalence, it would su ce to compare the rst k words in the two given sequences. However, according to a well-known conjecture it su ces to choose k to be twice the size of the alphabet of the The condition in Lemma 4 can be expressed also in the form: both m j and m j?1 are powers of 2. We now establish some properties of the road r 1 r 2 : : :
Lemma 5 1. There are always either two or four 1's between two consecutive 0's.
2. The road is not ultimately periodic.
Proof. The rst claim follows by Lemma 4 and because between two consecutive powers of 3 there are always one or two powers of 2, whereas between 3 j and 3 j+2 there are always three or four powers of 2. The second claim is obvious by number theory; it can also be shown by a direct argument as follows. 
Conclusion
We have shown that Watson-Crick D0L systems over the four-letter DNA alphabet o er possibilities for rich functional constructions. Many of the basic decision problems, especially as regards standard DNA systems, remain still open.
