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Abstract: Task  learning  for behavior‐based mobile manipulation  is  formalized as a behavior  recognition problem  in 
this  paper.  The  goal  is  to  generate  a  behavior  diagram  through  human  demonstration, which  can  be  used  as  a 
template  for execution of a specified  task.  In order  to extract  significant and meaningful  information  from  sensory 
data, various features are defined to convert the sensory data to the feature space. A generic task learning approach 
based on combined machine  learning techniques  is used to classify behaviors from the feature space. Not only can 
this  approach  recognize  already‐known behaviors,  it  can  also provide  an  easy method  to  add new behaviors  to  a 
system by combining new training datasets with the existing ones through retraining a support vector machine kernel 
(SVM) model. Common household applications, such as door‐opening and window‐cleaning tasks, are  implemented 
for the evaluation of the proposed method. 
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Introduction 
The purpose of most automation applications is to 
reduce  routine  jobs  for human workers and  to  increase 
precision  and  efficiency  in  manufacturing  processes. 
Based  on  these  requirements,  engineers  design 
machines and write programs  to perform desired  tasks. 
In  this  case, machines  (or  robots)  that  simply  execute 
specific  programs  are  made  to  replace  humans;  this 
functionality  is  generally  categorized  as  the  task 
execution domain. As  such,  the  role of machines  in  this 
domain is relatively passive. 
Gradually,  with  the  growth  of  the  automation 
industry, robots with only task execution abilities became 
insufficient  to  meet  increasingly  demanding 
requirements.  Robots  with  a  degree  of  artificial 
intelligence  were  needed  in  addition  to  those  capable 
only of performing predefined actions. Eventually, robots 
with  the ability  to automatically generate program code 
for  further  execution — or even  function without  code 
entirely — will  be  desired.  To  succeed  in  this  feat,  the 
design of a  robot must be approached  from a different 
perspective. In fact, designing a robot to think or act like 
a human  is still a very difficult challenge. However, with 
the  help  of  machine  learning  techniques  and  sensor 
technology,  it  is possible  to develop  a  robot  capable of 
learning  a  simple  task  under  a  reasonable  set  of 
conditions.  Task  execution  consists  of  applying  one  or 
more  controls  in order  to  achieve  a desired  task, while 
task  learning  is the process of recognizing which control 
is being demonstrated. 
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Literature Survey 
Most research on behavior‐based task  learning  is 
focused  on mobile  robots.  In  general,  task  learning  on 
behavior‐based systems can be separated into two types: 
behavior  segmentation  and  recognition,  and  behavior 
coordination. Han  et  al.  introduced  a  novel  framework 
using a Hidden Markov Model  (HMM)  to  represent and 
recognize  strategic  behaviors  of  robotic  agents, 
particularly  designed  for  robot  soccer  applications  [1]. 
The  challenges  of  high‐level  behavior  recognition  from 
observed  low‐level  state  features  were  addressed.  In 
addition, the perceived signal was characterized in terms 
of behavior‐relevant state  features. States  in  the HMMs 
correspond  to  an  abstracted  decomposition  of  the 
robot’s behavior.  Intermediate  state probabilities are an 
indicator of a behavior that is in progress. 
Koenig  et  al.  [2]  made  a  reasonable  attempt  to 
address  task  learning  by  demonstration  on 
behavior‐based  robots.  A  method  for  automatic 
segmentation  of  a  complex  demonstration  into  an 
ordered set of simpler behaviors was proposed, with the 
detection  of  the  segmentation  points  performed  by 
continuous calculation of a cost function within a sliding 
time  window.  In  addition,  only  simple  mathematical 
transformations  suitable  for  runtime  conditions  were 
employed  and  later  applied  on  their  mobile  robots. 
These  transitions  between  behaviors  were  termed 
behavior boundaries by the authors. 
Billing  et  al.  focused  on  behavior  recognition  for 
learning  from  demonstration  (LFD)  [3].  They  concluded 
that  recent  work  in  LFD  often  consisted  of  the 
identification  and  selection  of  behavior  primitives,  or 
skills.  Two  methods  based  on  a  dynamic  temporal 
difference algorithm, predictive sequence  learning  (PSL), 
were presented and evaluated. The biggest advantage of 
their method is that the forward computation (controller) 
and  the  inverse computation  (recognition) are based on 
two aspects of the same model. They use tele‐operation 
to drive a mobile robot with the aim of recognizing three 
behaviors  —  approaching,  corridor  driving,  and 
unloading — in completing a load‐transport‐unload task. 
Currently,  their  method  is  applicable  only  for  mobile 
robots.  However,  it  is  thought  that  it  can  be  extended 
and  applied  to  other  domains,  such  as  mobile 
manipulation.   
Little  research  has  addressed  task  learning  of 
behavior‐based mobile manipulators. Corona‐Castuera et 
al.  claimed  to  have  developed  a  behavior‐based 
approach  for  learning  peg‐in‐hole  operations  from 
scratch [4]. The robot learns the initial mapping between 
contact  states  to motion  commands  autonomously,  by 
employing fuzzy rules and creating an acquired‐primitive 
knowledge  base  (ACQ‐PKB).  The  adaptive  resonance 
theory (ART) model was used to train the  input patterns 
and desired output classes. 
Behavior­based Task Learning 
Approaches to robot control vary depending upon 
the  type  of  robot  and  its  final  applications.  The 
behavior‐based  control  methodology,  which  keeps  a 
balance  between  the  deliberative  control methodology 
and  the  reactive  control  methodology,  is  especially 
suitable  for  operating  in  diverse,  unpredictable,  or 
rapidly changing environments [5]. Generally speaking, a 
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task  can  be  divided  into  a  series  of  subtasks. 
Accomplishing  these  subtasks  involves  the  activation of 
several  behaviors within  each  subtask.  For  this  reason, 
task  learning  in  a  behavior‐based  system  can  be 
transformed into a behavior recognition problem; that is, 
a problem of  recognizing which behaviors are activated 
within a subtask. To learn a task, useful information must 
be extracted from the sensory data. 
In  behavior‐based  systems,  elementary  behaviors 
are the basic encapsulating units  for complex tasks. The 
complex  task  is  achieved  by  activating  one  or  more 
behaviors  in a  time‐sequential order. Upon activation of 
one  behavior,  the  control  criteria  will  produce  certain 
sensory  patterns  in  the  sensory  data  (for  instance,  the 
increase of torque or force for a door‐opening task). The 
mission here  is  to  find a generic approach  to categorize 
these patterns, as well as a method to recognize each of 
them. 
In  order  to  generate  a  behavior  diagram  from 
demonstration,  a  general  method  is  required  to 
recognize  the  behaviors  executed  in  each  subtask. 
Although systems engineers predefine these behaviors — 
and thus their patterns are known in advance — a more 
general method,  which  can  also  recognize  dynamically 
generated  behaviors  where  the  patterns  might  be 
unknown,  is  required. While  these patterns may not be 
observed  or  extracted  directly  from  the  sensory  space, 
they  can  be  transformed  by  features  and  may  be 
recognized  in a higher‐dimensional space. The proposed 
method  attempts  to  construct  the  procedures  by  using 
feature  vectors  to  extract  significant  patterns  from  the 
sensory data to the feature space, and static classifiers to 
identify  the mapping  from  the  feature  space  to  specific 
behaviors.  Since  the  execution  of  a  certain  behavior  is 
already  predefined,  the mapping  from  sensory  data  to 
behaviors allows ambiguities and imprecision to be found. 
Although  the  mapping  is  accomplished  by  static 
classifiers  based  on  teaching  certain  behaviors  to  a 
specific  robot,  the presented method can be applied  to 
various  robots with different  configurations.  It  is worth 
noting that the static classifier proposed in this approach 
is  one  of  the  many  methods  that  can  be  used  to 
recognize  the  mappings.  Other  methods  may  also  be 
applicable,  with  different  advantages  or  limitations. 
However, the static classifier  is chosen  in this paper as a 
first attempt at solving the problem. 
Feature Extraction 
Sensor  information, such as  force  readings or  raw 
encoder  data,  represents  what  can  be  physically 
measured  during  a  demonstration.  These  sensory  data 
are the combined results from the user demonstration of 
a  desired  task.  In  order  to  extract  meaningful 
relationships  or  hidden  information  from  the  data, 
further processing is required. In this paper, a general set 
of features is applied as a filter for processing of the raw 
sensory data. 
Extracting  information  from  sensory data  is never 
straightforward. Sometimes, sophisticated computations 
are  required  to  elucidate  the  correlations  between 
sensor  data  and  behaviors.  A  good  example  is  the 
detection of the unscrewing of a bottle cap by trajectory 
monitoring. Treatment of  the  raw data  in  this case may 
require a regression analysis of all recorded data points, 
or  curve‐fitting  calculations.  In  the  present  paper,  we 
propose  a method  that  uses  a  set  of  feature  vectors, 
each representing a specific type of  interaction with the 
environment.  It  is  noted  that  these  feature  vectors 
should be  as  simple  as possible, with  complex  features 
being  decomposed  into  a  combination  of  more  basic 
features.  For  the  example  above,  the  unscrewing 
behavior can be recognized as a combination of  turning 
and pulling behaviors.   
Features,  in  the  context  presented  here,  contain 
individual heuristic properties of  the phenomena being 
observed. These features act as virtual sensors, trying to 
detect specific meaningful information from sensory data. 
Finding  discriminating  and  independent  features  are 
important  in  the  field  of  pattern  recognition.  Correct 
feature  vectors  increase  the  efficiency  of  the  learning 
algorithms  in  identifying  the  mappings.  However,  it  is 
difficult  to  say  which  features  are  important  and  how 
many features are sufficient. Finding a general method to 
cope  with  the  diversity  and  variety  among  different 
behaviors and users  is a challenge. For  these  reasons, a 
reasonably  sized  feature  pool  is  defined,  from  which 
features are to be selected. Moreover, machine  learning 
techniques  are  used  to  select  relevant  features 
automatically.   
The  design  of  features  should  satisfy  an 
overarching generality so as to remove their dependence 
on absolute environmental information. Below are some 
examples of the general features we use in our system. 
Plane feature 
One of  the basic  geometric  features  that  emerge 
when demonstrating a task  is the plane. The purpose of 
this feature is to detect when a demonstrated movement 
approximately  occurs  on  a  plane —  that  is,  when  the 
normal vector of the best‐fitting plane for a dataset stays 
appreciably in the same direction as that of the previous 
normal vector during a time period. This feature reflects 
certain  environmental  relationships  when  executing  a 
behavior,  and  provides  the  classifier  with  useful 
information  for  specific behavior  recognition. A point  in 
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space  is expressed as    Ti i i ip x y z where xi, yi, and 
zi are coordinates of the point p at the time instance i. A 
plane is fitted through the previous n points, pi‐(n‐1),…, pi, 
such that the summed squared distance of the points to 
the plane is minimized. This plane is parameterized by an 
origin  and  a  vector  normal  to  the  plane.  We  first 
calculate  the mean of  these points  (pm), and express all 
points  relative  to  this  mean:   i i mp p p .  Thus,  the 
origin of  the plane corresponds  to  the mean pm  [6]. An 
n3  matrix  containing  the  data  points  is  formed  as 
follows:   
 
       ( 1) 1... .
TT T T
i n i ip p pM       (1) 
 
With  this  matrix,  the  least‐squares  fitting  plane  is 
obtained  through  the  method  of  [6].  This  yields  the 
eigen‐problem  (MTM)a=a.  According  to  [7],  the 
eigenvectors of MTM are equal to the singular vectors of 
M.  Therefore,  if  we  calculate  the  singular  value 
decomposition  (SVD)  of  M  and  the  singular  vectors 
corresponding to the smallest singular value, the normal 
vector of  the best‐fitting plane among  these points  can 
be obtained. This method is equivalent to computing the 
eigenvalue  decomposition  of  the  covariance  matrix  of 
data points M. The point matrix M can be expressed as 
M=UDVT, where U is an mm unitary matrix, D is an mn 
diagonal matrix with  the diagonal entries known as  the 
singular values of M, and VT  is an nn unitary matrix.  In 
fact,  the  singular  value  decomposition  and 
eigen‐decomposition  are  closely  related.  For  example, 
the  right  singular  vectors  of M  are  the  eigenvectors  of 
MTM as mentioned previously, and the non‐zero entries 
of D  (singular values of M) are  the  square  roots of  the 
non‐zero eigenvalues of MTM. As a result, we define the 
plane feature in the experiment as: 
 
       , min min 1Tplane i i iF M M       (2) 
 
where Fplane,i  is the plane feature at each time  instance  i 
and min(Mi)  is  the singular vector corresponding  to  the 
smallest  singular  value  at  time  instance  i.  Since  V  is  a 
unitary matrix,  we  can  obtain  the  cosine  of  the  angle 
between  the  normal  vectors  of  the  current  and  the 
previous time instance. 
Notice that the plane feature here is not limited to 
the  exact  movement  on  a  plane.  As  this  feature 
calculates  points  within  a  period  of  time  with  some 
tolerance, the overall points are considered on the same 
plane  as  long  as  the  normal  vector  does  not  change 
significantly. For example, moving along the surface of a 
big cylinder slowly can also be considered as moving on a 
plane.  The  purpose  is  to  extract  further  useful 
information  from  raw  sensory data,  rather  than merely 
to  find  the  best‐fitting  plane  among  some  points.  The 
exact shape or curvature of the surface is less important 
in the behavior‐based system. During the execution, this 
shape or curvature will be implicitly accounted for by the 
interactions  with  the  environment.  Therefore,  small 
feature  changes  will  still  be  considered  as  the  same 
behavior by the classifier. In addition, the purpose of this 
feature  is  not  to  find  the  parameters  or  dimensions  of 
the model, but to indicate to the classifier the particular 
geometric  relationship  of  the  cloud  of  points.  Shakarij 
describes  other  geometric  fitting  applications,  such  as 
sphere  fitting,  cylinder  fitting,  or  cone  fitting,  but  we 
wish  to  avoid  complex  features  that  require  heavy 
computations in our system [6]. Therefore, the choice of 
defining features is preferentially kept simple. 
Line feature 
Another  useful  geometrical  feature  is  the  line 
feature.  This  feature  indicates  when  the  cloud  points 
approximately follow a line in space. The implementation 
of  the  line  feature  is  similar  to  the  plane  feature 
described  above.  According  to  [6],  the  same  equations 
(MTM)a=a can be used as in the case of plane fitting. A 
point on the line is given by pm, and the direction of the 
line  is  given  by  the  eigenvector  corresponding  to  the 
largest eigenvalue  [6]. Therefore,  the  line  feature  in  the 
following experiments is defined as: 
 
       , max max 1Tline i i iF M M       (3) 
 
where Fline,i is the line feature at each time instance i, and 
max  (Mi)  is  the  singular  vector  corresponding  to  the 
largest  singular  value  at  time  instance  i.  This  feature 
provides  information about the angle or the direction of 
the  best‐fitting  line  between  the  current  and  previous 
time instance. 
Velocity-force feature 
In addition to these and other geometrical features, 
relationships between other  kinds of  sensory data may 
also  be  considered  features.  These  represent  certain 
degrees  of  correlation  between  sensors.  In  our 
experiment,  for  example,  the  trainer  uses  a  six 
degrees‐of‐freedom (DOF) spacemouse to demonstrate a 
desired  task.  The  spacemouse  commands  are 
transformed as velocity commands to the end‐effector of 
the robot. During the guided movements, the interaction 
forces  between  the  end‐effector  and  the  environment 
are measured  and  recorded.  The  command  velocity  in 
the  above  scenario  indicates  the  intention  of  the  user 
and  the  interaction  force  reflects  the  condition  of  the 
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environment.  The  variance  of  user  intentions  with 
respect to changes in the environmental interaction force 
is  considered useful  information.  Thus,  the  relationship 
between  the  command  velocity  and  the  resulting  force 
can be defined as a feature. 
Instead  of  investigating  the  exact  correlations 
between these two factors, velocity commands and force 
readings  are  defined  as  two  separate  potential  feature 
candidates in the feature pool: 
 
  Fvelocity ,i  pi  xi yi zi 
T
,      (4) 
 
  , , , , Tforce i i x i y i z iF f f f z     ,                         (5) 
 
where  Fforce,i  is  the  force  feature,  Fvelocity,i  is  the  velocity 
feature,  and  fi  and pi are  the  force  and  velocity  of  the 
end‐effector at time instance i, respectively. 
Feature Mapping 
Decision tree learning 
A  decision  tree  is  a  decision  support  tool with  a 
tree‐like  model  of  decisions  and  their  possible 
consequences  [8].  In  data  mining,  a  decision  tree 
describes  data  but  not  decisions;  instead,  the  resulting 
classification tree can be an input for decision making. A 
tree can be  learned by splitting the dataset  into subsets 
based  on  an  attribute  value  test.  This  method  can 
therefore  be  used  to  select  relevant  features  from  the 
feature pool. The primary advantage of a decision tree is 
that  it assigns exact values  to  the outcomes of different 
actions.  It  has  few  requirements  for  data  preparation, 
and possesses  the ability  to handle both numerical and 
categorical data. Moreover,  it  is possible to evaluate the 
model by  common  statistical  tests.  The  algorithms  that 
are used  for constructing decision  trees usually work by 
choosing a variable at each step that represents the next 
best  variable  to  use  in  splitting  the  set  of  items  into 
subsets. 
In  data mining,  trees  can  also  be  described  as  a 
combination  of  mathematical  and  computational 
techniques  to  aid  the  categorization  and  generalization 
of a given set of data. Data comes in records of the form: 
(x, Y) = (x1, x2, x3, . . . , xk, Y ). The dependent variable, Y, is 
the target variable that must be classified. The vector x is 
composed of the input variables, x1, x2, x3, ..., xk, that are 
used for the performed task. 
The  algorithm  used  for  the  decision  tree  is  C4.5, 
which  generates  a  decision  tree  developed  by  Ross 
Quinlan  [9].  It  is  an  extension  of  Quinlan’s  earlier  ID3 
algorithm. At  each  node  of  the  tree, C4.5  chooses  one 
attribute of the data that most effectively splits its set of 
samples  into subsets enriched  in one class or  the other. 
The  decision  trees  generated  by  C4.5  are  classifiers, 
which  is the reason C4.5  is often referred as a statistical 
classifier. 
Support vector machines 
A support vector machine (SVM) is a set of related 
supervised learning algorithms that analyze datasets and 
recognize patterns  [10]. As  such,  an  SVM  is  a  classifier, 
which,  when  given  a  training  dataset,  will  generate  a 
model  to  predict whether  a  new  sample  falls  into  one 
category or  another.  Supposing  some  given data points 
belong  to one of  two  classes, and  the goal  is  to decide 
which  class  a  new  data  point  should  fall  in,  if  a  linear 
classifier  is first used, the separation will be achieved by 
high‐dimensional hyperplanes. However, there are many 
hyperplanes that might classify the data. One reasonable 
choice for the best hyperplane is the one that represents 
the largest separation between the two classes. In other 
words,  the  hyperplane  whose  distance  to  the  nearest 
data  point  on  each  side  is  maximized  would  be  an 
appropriate hyperplane to choose. 
To  learn  the mapping  from  the  feature  space  to 
manipulator  behavior,  the  traditional  SVM  should  be 
extended  to  a  multi‐class  SVM,  since  the  number  of 
behaviors  is  usually  more  than  two  [11].  Consider  an 
M‐class problem, where we have N training samples: {(x1, 
y1),  (x2,  y2),  …,  (xN,  yN)}.  For  this  case,  xi  א  Rm  is  an 
m‐dimensional feature vector and yi א 1, 2, …, M is the 
corresponding  class  label.  The  one‐against‐all  approach 
constructs  M  binary  SVM  classifiers,  each  of  which 
separates one class from the rest. The ith SVM is trained 
with  all  the  training  examples  of  the  ith  class  with 
positive  labels,  and  all  the  others with  negative  labels. 
Mathematically,  the  ith  SVM  solves  the  following 
problem that yields the ith decision function fi(x) = wT (x) 
+ b: 
 
 
minimize
w , ji
:
1
2
w
2 C  ji
i1
N
Subject to: y j wiT x j bi  1 ji , ji 0,     (6) 
 
where   jy   =  1  if  yj =  i  and   jy   =  −1  otherwise.  At  the 
classification phase,  a  sample  x  is  classified  as being  in 
class: 
 
      
1,..., 1,...,
* argmax argmax .Ti i i
i M i M
i f x w x b
 
       (7) 
 
In  our  experiment,  the multi‐class  support  vector 
machine described in [12] was used as the foundation; it 
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was then optimized with an algorithm that is faster in the 
linear SVM. In order to solve this problem, an algorithm 
based on structural SVMs described in [13] was used in 
our experiments to find the mapping between the 
feature space and specific behaviors. In general, xi 
represents feature vectors and yi represents the index of 
elementary behaviors in the system. 
The performance of the multi-class SVM varies 
depending on both the kernel type and the related 
parameters. Different types of kernels can be selected for 
the training process. For our experiments, we tried both 
the linear type kernel and the radial type kernel
  
2
exp
a b
. 
Post-processing 
After performing classifications at each time 
instance, the demonstrated behaviors can be recognized 
through a series of post-processing calculations. The 
classifications are highly dependent on the sensory data 
generated by the demonstrator. Delays, hesitations, and 
noise are common disturbances for the recognition 
process at each time instance, and potentially result in 
misclassified predictions. The purpose of post-processing 
is to minimize the amount of misclassified predictions, 
and to generate a reasonable subtask sequence for a 
demonstration. This is done by assuming that activated 
behaviors do not change rapidly from one behavior to 
another within a certain period of time. 
Post-processing is realized by a combination of a 
sliding window and a voting mechanism. The term raw 
prediction indicates the direct results from the SVM 
classifier, and the term final prediction (pk) the results 
after post-processing. 
Sliding window 
The concept of the sliding window is similar to that 
of the moving average, but replaces the calculation of an 
average with vote counting. The sliding window takes n 
sequential samples of the classifications from the SVM. 
The voting vector is defined as 
(1) (2) ( )...
Tb
k k kc c c   kc , where ck is the vector 
containing the votes for each elementary behavior at 
time instant k, and b is the number of behaviors. The 
votes for each behavior are obtained by 
 
 




1
( ) ( )
0
,
n
j j
k k i
i
c x      (8) 
 
where ck
(j) denotes the vote for the elementary behavior j, 
n is the window size of the sliding window, and xk
(j) is the 
classification of behavior j at time k (xk
(j) is either 0 or 1). 
The votes can then be calculated by the following 
recursive formula: 
 
      
( ) ( ) ( ) ( )
1 1 1 ,
j j j j
k k k k nc c x x    (9) 
 
From ck
(j), the behavior prediction with the highest 
number of votes during a period of time is obtained. This 
predicted behavior is the candidate which best matches 
the actual behavior in the demonstration. However, the 
highest voted candidate may have been only marginally 
preferred over the others, due to noise or demonstrator 
error. For this reason, an additional voting mechanism is 
introduced. 
Voting mechanism 
The voting mechanism ensures that the final 
prediction (pk) will only change its state when the vote 
counts within the sliding window exceed a certain 
threshold number m. Otherwise, the final prediction 
remains unchanged, as shown in (10). 
 
 
 



 
 


(1)
(2)
( )
1,     if 
2,      if 
,      if 
,   otherwise
k
k
k
b
k
k
c m
c m
p
b c m
p
    (10) 
 
This voting mechanism, however, is not merely a 
counting mechanism. The key assumption here is that 
behaviors will remain unchanged before another 
activated behavior is successfully recognized. This 
mechanism clearly improves stability and increases the 
noise tolerance.  
System Overview 
The experiments were performed on our mobile 
manipulator “LiAS” (the Leuven intelligent autonomous 
system, as shown in Figure 1). The manipulator is 
equipped with a JR3 wrist force/torque sensor and a 
gripper at the end-effector. It has 6 DOFs for the arm and 
1 DOF for the gripper. The non-holonomic platform has 
2.5 DOFs and is equipped with a SICK laser scanner and 
wheel encoders. 
The software architecture of the arm controller is 
implemented based on the OROCOS environment. 
OROCOS is an open-source robotic control system 
developed by Katholieke Universiteit Leuven [14]. It 
provides a hard real-time environment called real-time 
toolkit (RTT) and basic components for programmers to 
develop final applications, such as reporters, data ports, 
property files, and a script language interface. Another 
useful library is the kinematics and dynamics library 
(KDL), which can perform kinematic calculations. It also 
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provides mathematical  calculation  libraries. Within  the 
framework of OROCOS, we  create our generic behavior 
classes  and  a  fusion  component,  realizing  the 
constraint‐based behavior  fusion mechanism  (CBFM) on 
LiAS [15]. 
Experiment 
The  performance  of  the  entire  learning  process 
depends on  the  feedback of  the simulation process and 
the  modification  of  parameters.  The  detailed  block 
diagram of the training phase is shown in Figure 2. 
Household experiments 
The  behavior  diagram  of  a  household  task  was 
created  by  a  human  demonstration  through  a 
spacemouse. Without  prior  knowledge,  the  robot  was 
taught  to  open  a  door  and  clean  a  window  by 
demonstration of the exact task sequences on the robot. 
These  household  experiments  also  indicate  the 
applicability of the current research in our daily lives. 
 
 
 
 
Figure 1. A semi‐haptic visualization interface and spacemouse are used to assist the task learning process for the trainer. 
 
 
  
Figure 2. Detailed block diagram of behavior‐based task learning. The upper loop forms a simulation process in which new features can be analyzed 
and evaluated before being adding to the feature set. 
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Door opening   
The  behaviors  involved  in  the  door‐opening 
sequence are defined as follows: stand‐still behavior (B1: 
vx,{w}  =  vy,{w}  =  vz,{w}  =  0,  ωx,{w}  =  ωy,{w}  =ωz,{w}  =  0), 
force‐following behavior (B2: fx,{w} = fy,{w} = fz,{w} = 0, ωx,{w} = 
ωy,{w} = ωz,{w} = 0), turning behavior (B3: tz,{ee} = const., vz,{ee} 
= 0)  and pulling behavior  (B4:  fz,{ee} =  const., ωx,{ee} = 0), 
where v  is velocity, ω  is angular velocity, f is force, and t 
is  torque. A demonstrator guides  the  robot  through  the 
door‐opening  sequence by performing  the behaviors as 
follows: B1→B2→B3→B4→B1. This dataset is used to train 
the  SVM  kernel.  With  this  learned  kernel,  the 
demonstrator  re‐demonstrates  the  above  sequence  to 
evaluate the task learning performance of the robot. 
Window cleaning 
Window  cleaning  was  implemented  as  another 
household task for the experiment. This task involves the 
following  behaviors:  stand‐still  behavior  (B1), 
force‐following  behavior  (B2),  plane move  behavior  (B5: 
vz,{ee} = const., fx,{ee} = fy,{ee} = 0) and moving back behavior 
(B6).  The  moving  back  behavior  is  identical  to  the 
force‐following behavior. 
Rather  than  retraining  the  robot  from  scratch  for 
the window cleaning task, we decided to  investigate the 
addition  of  new  behaviors  to  an  existing  system.  A 
demonstrator  guides  the  robot  to  perform  the 
window‐cleaning  sequence  as  follows: 
B1→B2→B5→B6→B1.  The  obtained  dataset  is  combined 
with  the dataset  from  the door‐opening  task,  giving  six 
behaviors in total for the system. The corresponding SVM 
kernel model was  trained  by  this  combined  dataset.  A 
demonstrator  then  demonstrated  a  new  sequence 
representing a household task; this included a combined 
window‐cleaning  and  door‐opening  procedure: 
B1→B2→B5→B6→B2→B3→B4→B1.  The  classification 
results  are  shown  in  Figure  3,  in which  behavior  is  the 
demonstrated  behavior  index,  raw  classification  is  the 
direct  output  from  the  trained  SVM  model,  and  final 
classification is the final result after post‐processing. This 
figure  illustrates  the  correct  recognition  of  the 
demonstrated sequence, and a  successful  retrain of  the 
kernel  for  a newly‐added dataset.  It  is evident  that  the 
correct behavior sequence was recognized. 
 
 
 
 
  
Figure 3. Behavior recognition results for the household tasks application. (Top) the demonstrated behavior index; (middle) raw SVM classification at 
the runtime; (bottom) final classification after the post‐processing with window size = 15 and hit count = 13.
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Conclusions and Future Works 
Conclusions 
The proposed  task  learning method  simplifies  the 
learning  procedure  of  a  behavior‐based  mobile 
manipulator  to  a  behavior  recognition  problem. 
Elementary  behaviors  intuitively  encapsulate  robot 
control,  as  well  as  their  interactions  with  the 
environment. The  fusion component, which  is based on 
CBFM, allows more independent and autonomous design 
of  behaviors  by  optimizing  their  coordination.  The 
complexity of logical conditions in behavior diagrams can 
therefore  be  reduced,  and  such  reduced‐complexity 
behavior diagrams can then be recognized from sensory 
data. The expected result of the task learning process is a 
behavior  diagram.  A  general  methodology  based  on 
machine  learning techniques, such as decision trees and 
SVMs, was proposed to recognize behaviors from human 
demonstrations.  In  this methodology,  relevant  features 
are  selected  by  decision  trees  and  used  to  train  the 
kernel of the SVM classifier. The generation of a correct 
behavior  sequence  was  demonstrated  by  a  household 
example. 
 
Future works 
Proposed  in  this paper  is a  scheme  for a  systems 
framework ranging from motion controls to task learning. 
Components  in  each  level  can  be  improved 
independently  by  incorporating  more  advanced 
techniques. Additionally, during the task learning process, 
an  assisting  device  (a  spacemouse)  was  required  for 
users  to demonstrate a desired  task;  it  is acknowledged 
that this method can be rather unintuitive for new users. 
An  intuitive  and  easy‐to‐use  device  is  still  difficult  to 
acquire.  Ideally,  the  guiding  device  would  be  another 
robot with haptic  feedback,  in a similar configuration  to 
the  learning  robot.  Users  could  then  demonstrate  the 
task on the guiding robot with relative ease, and still be 
able  to  sense  the  environment  from  the  target  robot. 
However, this  ideal scenario requires more research and 
attention.   
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