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ABSTRACT 
By using a Perron-Frobenius theory for Boolean matrices, contraction is defined 
for finite cellular automata. This notion ensures global convergence towards a unique 
fixed point (stable configuration), convergence of the Gauss-Seidel associated process, 
etc. This can be seen as a link between results of numerical algebra for systems of 
equations and the domain of jinite iterations. 
1. INTRODUCTION 
L’evolution d’un “automate cellulaire” [13-161 (comme par exemple le 
plus connu, “Life” de Conway [15J) au fil des iterations est une question qui 
est loin d’btre elucidee: Les experimentations (on&reuses en temps de calcul) 
montrent une grande variete de comportements possibles: fluctuations 
d’amas de cellules, clignotement de configurations, existence de sous-config- 
urations stables, etc. 
Ce travail apporte une (tres petite) contribution dans l’etude de la 
convergence d’automates cell&tires. Precisement, il met an evidence une 
notion assez forte (celle d’automate cell&ire contractant) assurant, pour 
l’automate consider& l’existence et l’unicite d’une configuration stable et la 
convergence de l’iteration vers cette configuration stable (appelee point fixe) 
quels que soit la configuration de depart et le mode operatoire utilid pour 
faire fonctionner l’automate: parallele (mode usuel, paragraphe 3), serie 
(Methode de Gauss-Seidel, paragraphe 4) ou plus generalement, chaotique 
(paragraphe 6). Cette notion de contraction est done evidemment tres forte, 
et dans la “pratique”, elle n’est pas rklisee (existence de differentes config- 
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urations stables, importance de la configuration de depart et du mode 
opbratoire utilisk . . . ). 
NBanmoins, cette btude constitue un dt5but de tentative de mathkmatisa- 
tion du probkme de la “convergence” des automates cellulaires: En fuit, ce 
qui mm.9 a paru inthessant, c’est de voir comment des ties ou rksultukr 
valables en analyse numkrique dun-s le contexte de m&hooks itkratives pour 
lu r&olution de systkes d’6quations (r&f&ewes [l] ci [lo]) peuvent Stre 
tranposks duns le contexte d’it&ations ci plusieurs variables SW des ensembles 
finis.’ Cette transposition est possible par l’utilisation de versions “book- 
ennes” des thhorkmes de Perron-Frobenius et Stein-Rosenberg [ll] pour des 
matrices B Gments reels > 0. 
Par commodit8, le langage utilisk est un melange comportant une forte 
proportion du langage usuel en analyse numtkique et quelques expressions 
propres au contexte des automates cellulaires. 
2. ITERATIONS SUR DES ENSEMBLES FINIS 
Soit X un ensemble fini, F une application de X dans X. On s’inthresse i 
l’ithration suivante sur X: partant de x0 dans X, on dhfinit la suite des 
approximations successives: 
x r+l = F(x’) 
X &ant fini, il est clair que dew possibilitb se prksentent: 
-ou bien cette suite finit par rester stationnaire (on dira qu’elle con- 
verge) 
-ou bien cette suite ne converge pas, mais, X &ant fini, nkcessairement 
elle finit par &peter indbfiniment le mGme cycle. 
Dans ce qui suit, on essaie de prkiser le comportement de telles suites. 
DEFINITION. Pour x et y dans X, on dira que y est un descendant de x 
s’il existe un entier p > 0 ( p peut Qtre nul) tel que y = F?'(x) (tout Gment est 
son propre descendant: p = 0). 
DEFINITION. Deux &5ments x et y seront dit ~qquivaknts s’ils admettent 
un descendant commun. 
‘A remarquer d’ailleuxs que la mise en oeuvre effective, sur un moyen de &xl, quel- 
conque, de m&odes ithives pour un systhe d’kquations alg&briques, redonne nhcessaire- 
ment, du fait de la reprkmtation finie des nombres en machine, une it&ration a plusieurs 
variables sur un ensemble fiui (t&s grand): la simulation machine de l’algorithme thkrique 
revient done i faire fonctionner, de fait, un automate cellulaire. 
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11 est facile de voir que cette relation est bien une relation d’bquivalence 
sur X. X &ant fini, la partition en classes dkfinie par cette relation d’hquiva- 
lence ne peut donner qu’un nombre fini de classes, elks-mGmes finies: si on 
trace le graphe de F, il est facile de voir que les classes introduites sont les 
cmposantes cmnems du graphe: 
EXEMPLE. Voir la figure 1. 
PROPOSITION 1. Soit C une clusse dam la par&ion a%finie ci-dessus. 
Alors : 
-ou bien C contient un point fixe t de F: alms .$ est unique dans C, et 
pour tout x0 de C, l’it&ation xr+‘= F(d) reste d,ans C et cmwrge vers 5. 
-ou bien C ne contient pas de point fixe a% F. Alms pour tout x0 ahs 
C, l’itdratim x’+l= F(x’) reste dans C et parcourt idfiniment un m&me 
cycle. 
La dhmonstration est kkmentaire: 
Si C contenait dew points fixes 5 et 77, [ et 77 admettraient un descendant 
commun par definition de C. E et q &ant des points fixes de F, il vient [= 9, 
d’oti l’uniciti: du point fixe de F dam C s’il existe. 
Alors, pour tout x0 de C, x0 et ( sont kquivalents done il existe des entiers 
s et q tels que: 
F9(x0) = FQ(.$) =[ 
et par conskquent, dans l’itkration 
x’+l= F(x’), r=O,l,..., 
FIG. 1. 
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il y a convergence a partir de r = s 
Si C ne contient aucun point fixe de F, il est bien clair que, quel que soit x0 
dans C, l’iteration: 
x r+l=F(~‘) 
reste dans C et ne peut converger. Alors elle finit par d&ire indbfiniment le 
meme cycle puisque C est fini. 
EXEMPLES 
(1) X=(0,1,2 ,..., 9}. F est defini de la facon suivante: pour tout entier 
a entre 0 et 9, son transforme par F est le demier chiffre a droite dans u2. On 
obtient le graphe (figure 2),dans lequel chacune des composantes connexes 
contient un point fixe (unique). 
(2) X=(0,1,2 ,..., 9}. F est defini de la facon suivante: pour tout entier 
a, on l’eleve au came, on prend la somme des chiffres. Si elle atteint ou 
depasse 10, on reprend la somme des chiffres etc., jusqu’i obtenir un entier 
entre 0 et 9. 
11 se trouve qu’on obtient le graphe (figure 3). La dew&me composante 
connexe trouvee ne possede pas de point fixe. 
PROPOSITION 2. Dire que, pour tout x0 duns X, x7+ ’ = F(r’) converge 
vers un point fixe 5 ind2pendant de x0, c’est dire que X ne conzporte qu’une 
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Evident d’apres ce qui precede. 
X Btant fini, la notion de convergence dune suite dans X correspond a 
l’introduction sur X de la metrique discrete 6(x, y) = 0 si x = y, 6(x, y) = 1 si 
r# y. (X S) est alors Bvidemment un espace mbtrique complet puisque les 
suites convergentes, les suites de Cauchy coincident avec les suites 
stationnaires a partir d’un certain rang. 
Une condition suffisante pour que F ne definisse qu’une classe d’bquiva- 
lence sur X, dans laquelle un point fixe existe (contexte de la Proposition 2 
ci-dessus) est evidemment que F soit contractante pour la metrique discrete 
6; mais cette notion est beaucoup trop restrictive, puisque seules sont 
contractantes pour cette metrique les applications constantes. 
Dans ce qui suit, on cherchera une condition suffisante moms restrictive 
sur F, assurant neanmoins qu’il n’y a qu’une classe d’equivalence et qu’elle 
contient un point fixe: ceci de facon a assurer, quel que soit le point de 
depart x0, la convergence de la suite x’+’ = F(z’) vers une limite indepen- 
dante du point de depart. De plus nous Btudierons des iterations a k 
variables. 
3. CONVERGENCE D’AUTOMATES CELLULAIRES 
CONTRACTANTS 
Soient X,, Xs, . . . , X, k ensembles finis, et soit: 
x = x,*x,* . . . *x,. 
Tout x de X sera note: 
x=(x1Jz,...JJ avec xi~Xi (i=1,2 ,..., k). 
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Soit F: X+X. La relation z = F(x) est notbe: 
q=fi(x1,.../qJ (i=l,2,...,k) 
oti les fi sont les “composantes” de F. 
Nous utiliserons le langage des automates cellulaires: tout 616ment x de X 
sera appek une configuration. 
F est la fonction de transition. 
Faire fonctionner l’automate (en paralMe2) i partir d’une configuration 
de d&part x0, c’est effectuer l’itkration: 
x r+1=F(x’) (r=o,1,2,...) 
qui se dhtaille en: 
xi’+l=fi(x;,...,xk’) (r=O,1,2 ,..., i=1,2 ,..., k). 
X &ant fini, la convergence d’une telle it&ration correspond encore au 
fait que la suite soit stationnaire i partir d’un certain rang. Now alhw 
introduire un instrument topologique SW X, hquivakmt h. la mktrique dis- 
c&e, muis permettunt d' y dkfinir une notion de cmtraction mains restric- 
tive. 
DEFINITIONS. E = (0, l} dksignera l’alghbre de Boole usuelle: 
o+o =o, 0+1=1+0=1, 1+1=1, 
O.l=l*O=O, o*o=o, l-1=1. 
E k = (0, l}k dkignera l’ensemble des “vecteurs” boolkens B k com- 
posantes, ensemble muni de la somme (boolkenne) et de la multiplication par 
un scalaire (boolken). 
9lI+ designera l’ensemble des matrices (k, k) boolbennes, ensemble muni 
de la somme (bookenne), de la multiplication (bookene) de deux matrices 
bookenes, et de la multiplication (boolkenne) d’une matrice bookenne par 
un scalaire booken. 
On notera indiffkremment par < la relation d’ordre “composante i 
composante” sur Ek ou “Gment i &3ment” sur w induite par la relation 
d’ordre sur E: 
0 Q 0, o< 1, l< 1. 
son verra, ultkieurement, d’autres modes opkatoires possibles (cf. paragraphes 4 et 6). 
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Ces relations d’ordre introduites respectivement SW Ek et nZ, ont toutes 
les proprietes usuelles de compatibilite avec les diverses lois algebriques 
consider&es. 
On notera indifferemment par 0 l’element de Ek ayant toutes ses 
composantes “nulles” et la matrice booleenne dont tous les elements sonts 
nub. 
On considere alors l’application suivante, notee d, de X X X dans EL: 
x,yEX -+ d(q/)=(4(w))=k 
oti d,(ry) appartient d l’a&%re de Book (0 l} et vaut, precisement: 
1 0 si xi=yi, 1 si x,#y,. 
11 est clair que d v&Se les axiomes suivants: 
d(x,y)=d( y,x) vx, y, 
d(x,y) -0 ssi x=y, 
d(x,y)<d(x,z)+d( y,z) 
(attention! + = somme booleenne dans E k). Bien qu.e d prenne ses vahrs 
dans E k (c’est voulu) et non duns Rk, d constitue encore sur X un instrument 
topologique (equivalent a la metrique discrete) que nous appellerons distance 
vectmielle SW X. Muni de d, X est complet, car les suites de Cauchy, les 
suites convergentes, coincident avee less suites stationnaires i partir d’un 
certain rang. 
DEFINITION.. On appellera matrice d’incidence de-F, la matrice boole- 
enne suivante, notee B(F) = (b,): 
bii = 0 si fi ne depend pas de 5, 
bit = 1 si fi depend de xi. 
PR0P0srrr0N 3. 
Ek: 
Pour tout x et y duns X, on a l’i&galitt+ wivante dans 





+ di(fl( Y 1,xz,...,xk),~(y1,y2,xs,...,x~)) 
f . . . 
+di(fi(Y1l...,Yk-l~Xk)rfi(Y1,...,Yk-l,Yk)) 
abild,(x,,Y,)+bizd,(x,,Y,)+“’ +bikdk(Xk,Yk). 
D’oti l’i&galitk cherchke. n 
EXEMPLE. k=3 et X,=X,=X,=(0,1} avec F dkfinie sur X par la 
table: 
Xl x2 x3 
0 0 0 
0 0 1 
0 1 0 
0 1 1 
1 0 0 
1 0 1 
1 1 0 
1 1 1 
Zl x2 z3 
0 1 0 
1 1 0 
1 1 1 
0 1 1 
0 1 0 
1 1 0 
1 1 1 
0 1 1 
Cet automate cellulaire peut effectivement 8tre rep&sent& par trois 
cellules C,, C,, C, pouvant prendre chacune les deux 6tats binaires 0 ou 1, la 
fonction de transition &ant ainsi dkfinie: 
&oil: 
0 1 1 
B(F)= I 0 0 0 
0 1 0 
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Alors pour x=[lOl]=f et y=[llO]=g il vient: F(x)=[llO]=g et F(y)= 
[ill] = h d’oh: 
et l’on a bien: 
$;n:;tEr;eXET E3, on a not& “en ligne” les 616ments de X, et “en 
PROPOSITION 4. Pour qu’une matrice boolhnne M vhifie: 
Qx,yEX 4%4~~ YN <MdkY) 
il faut et il suflit que I’m ait: 
B(F) GM. 
Dhumtratim. La condition suffisante est kvidente. @ant i la condi- 
tion nkessaire: supposons qu’une matrice boolkenne M =(rnii) drifie 
l’inkgalit& 
Vx,yEX d(F(x),F(y))GM+,y) 0) 
et admette un 61Bment mii qui ne soit pas > i bii, 1’616ment correspondant 
de B(F). On a alors rkcessairement bii = IL et mii =O. Puisque bii = 1, f;: 
depend de xi: il existe x = (x1, , . . , xi,. . . , xk) et x’ = (x1,. . . , yj, . . . , xk) avec xi fyi, 
tels que: 
4(fi(x)~fi(x’))=1* 
Alors, d’aprhs (l), cette dernikre quantitb serait major&e par: 
j-l 
2 9.9 ds(xsxs,) + mij 4Cxj* Yj) + Ii m,d,(x,,x,) =O 
s-1 
-ii-- -r-i-- s=i+l T 
ce qui est absurde, d’oh mij > bii. n 
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PROPOSITION 5. L’application B v&ifie: 
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B(FG) <B(F)B(G). 
Dhn.stratim &mmtaire. Nous pouvons maintenant dkfinir la notion 
de contraction de F (relativement i la distance vectorielle d). n 
DEFINITION. F sera dit contractant relativement B la distance vectorielle 
d s’il existe une matrice boolkenne M de rayon spectral3 < 1 telle que: 
Vr,yEX d(F(x),F( y)) <Md(x,y). 
Alors, de la proposition 4 et de [ll] r&x&e la caracthisation suivante: 
PROPOSITION 6. Pour que F soit contractant relutivenwnt ci d, il faut et 
il suffit que lu matrice d’incidence B(F) soit de rayon spectral book&n 
p(B(F))=O, c’est-&dire encore qu’il existe une m&rice de permutation P 
telle que PtB(F)P soit trianguluire infkeure stricte. 
Cette condition, kvidemment suffkante, est nbcessaire: s’il existe une 
matrice boolhenne M assurant l’i&galiti: de contraction, il vient, d’aprks la 
proposition 4: 
B(F) <M 
d’oti, d’aprk [ll]: 
P@(F)) < P(M) < 1 
d’oti, puisqu’il s’agit de rayons spectraux boolbens: 
%ayon spectral “hol&en”, cf.[ll]. Si F est contractant, on dim aussi que l’automate 
cellulaire cmrespendant est contractant. 
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EXEMPLE. Dans l’exemple don& prk&demment, 
0 1 1 
B(F)= I 0 0 0 0 1 0 I 
est bien de rayon spectral booleen nul (cf. [ll]). 
La notion de contraction introduite va nous domrer effectivement un 
theoreme de point fixe, ce qui etait bien le but recherche dans cette etude: 
PROPOSITION 7. Si 
entier q<k tel que FQ 
tlr~X Fq(x)=[. 
Alms, E est l’unique _ 
F est contractant relativement h. d, il existe un 
est constant: autrement dit il existe 6~ X tel que 
point fixe’ de F ahs X, et pour tout x0 dans X, la 
suite XI+ ’ = F(x’) stationne en [ au bout de q pas au plus. 
Dhnstration. En effet, puisque p(B(F))=O, ii existe [ll] un entier 
q < k tel que: 
d’od 
[ B(F)lq=O 
Or;B(Fq) < [ B(F)lq=O. 
A.insi, B(Fq) =0: Fq ne dependant pas de X, il existe bien E tel que: 
VxEX Fq(x)=t 
et le premier point est etabli. Alors, d’apres ce resultat: 
d’ou 5= F(5). [ est done point fixe de F, evidemment unique, car soit n un 
autre point fixe de F, alors: 
O<d(&v)<B(F)d(.&v)< -** < [B(F)]qd(h)=O 
d’oh TJ = 5, et le dew&me point est Btabli. Le troisieme point decoule de 
facon immediate des dew premiers. n 
‘Appelb aussi: “configuration stable” dam le langage des automates cellulaires 
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REMARQUE. La contraction de F relativement i d est done une condi- 
tion suffisante pour que le graphe de F se rbduise i une seule composante 
connexe contenant un point fixe (unique). 
EXEMPLE. Dans l’exemple contractant donne plus haut, on verifie que F 
admet un point fixe unique d = [Oil] qu’on atteint en au plus trois pas 
(4 = k = 3) a partir de n’importe quel point de X. D’ailleurs le graphe de F 
est donne sur la figure 4. 
REMAIIQUE. D’aprb la Proposition 6, dire que F est contractant, c’est 
encore dire, en renumerotant convenablement les composantes fi et en 
operant la meme renumerotation sur les variables xi, que F peut etre mis sous 
la forme suivante (exemple pour k = 3):5 
fAJLJLl) 1 1 f&uJ) (Vx,f,(x) =cste) f3(vzLl) 
correspondant a 
0 0 0 
B(F) G 1 1 o o 1 . 
1 1 0 
a ea 
FIG. 4. 
5Ces notations signifient, par exemple, que fi ne d&end, au plus, que de x1. 
AUTOMATJB CELLUWRES CONTRACTANTS 405 
Sous cette forme, les rkultats de la Proposition 7 prb5dente apparaissent 
clairement, les composantes du point fixe 5 &ant: 
4. ITERATION SERIE: METHODE DE GAUSS-SEIDEL POUR 
UN AUTOMATE CELLULAIRE CONTRACTANT 
La mbthode ithrative XI+ ’ - F(x’): (approximations successives sur F): 
Xf ‘+‘=fi(x;,...,xk’) (i=l,2,...,k) 
correspond i un mode opbratoire paralkle dans le fonctionnement de 
l’automate cellulaire. Le mode opkratoire s&e se d&nit alors ainsi: 
Xl ‘+l=fl(r;,...,x;), 
puis 
~+l=j&c;+l,x; )..., XL), 
*k r+l=fk(X;+l )..., x;?:,x;). 
C’est la n&wo!e de Gauss-Seidel sur F. 
PROPOSITION 8. La m&ho& de Gauss-Seidel sur F est une m&ho& 
d’approximation successives sur un op&ateur G, ophrateur de Gauss-Seidel 
associt? B F. Si F est contractant relativement ri la distance vectorielle d, alms 
G au&: partunt de x0 quelconque, la m&ode de Gauss-Se&l sur F 
stutionmz au bout d’au plus k pas sur l’unique point fixe de F (et G). 
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Dbmmstratkm. Posant, pour tout x = (x1,. . . , x,J de X: 
&(4 =fi(x)y 
on vient de dkfinir un opkrateur G sur X, appelb opkrateur de Gauss-Seidel 
associi: B F, car il est clair que, Vx ‘, la m&ode de Gauss-Seidel sur F est la 
m&ode des approximations sucessives sur G. 
[I1 est facile de voir que, pour F quelconque, F et G ont exactement le m&me 
ensemble (kventuellement vide!) de points fixes.] 
Supposons de plus F contractant relativement i d: B(F) est de rayon 
spectral boolken nul, avec: 
VX>YEX d(F(x),F( y)) 6B(F)d(x,y) 
ce qui s’kcrit: 
Vx,yEX di(fi(x)~fi( Y)) ’ i$l bifdi(xjvYf) (i=1,2,..4 
alors, d’aprks la definition de G, il vient: 
i-l 
vxpY EX di(k3(x)~&( Y)) Q jzl bijdi( giCx)~gi( Y)) 
+ i: bijdj(xi9yi) (i=l,2,...,k) 
i=i 
soit, matriciellement: 
oti L dkigne la matrice boolkenne triangulaire infk-ieure stricte de B(F), U 
dksigne la matrice boolkenne triangulaire supkrieure de B(F). 
Posant, pour simplifier l’kcriture, a = d( x, y) et P = d( G(x), G( y)); il vient: 
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et, par &currence: 
/%[Z+L+..* +L’]Ua+L’+‘p (r=O,1,2 ,... ). 
Or: p(L + U) = p(B(F)) = 0 et L <L + U done, d’aprhs le thkorhme de Per- 
ron-Frobenius bool6en [ll], p(L) =O. Par conskquent, i partir de T= k L’ =0 
et I’on obtient, B partir de r = k - 1, l’in6galite: 
p<[z+L+**.+Lk-1]Ua 
d’oh: 
‘dx,y~X d(G(x),G(y))<[Z+L+*** +Lk-‘]Ud(x,y) 
ce qui montre d’ailleurs (Proposition 4) que: 
B(G)<[Z+L+... +Lk-']U. 
Or, d’aprks le thhorhme de Stein-Rosenberg boolken [II] et puisque p(L + 
U)=O alors p[(Z+L+ **a + Lk-‘)U]=O, d’oi~ i fortiori p(B(G))=O. Ainsi 
G est contractant relativement B d; G admet done un unique point fixe, qui 
est hidemment celui de F, et le reste de la proposition va de soi. n 
EXEMPLE. Reprenons l’exemple utilish pr&kdemment, et cahlons 






Xl x2 x3 
0 0 0 
0 0 1 
0 1 0 
0 1 1 
1 0 0 
1 0 1 
1 1 0 
1 1 1 
WI w2 *3 
0 1 1 
1 1 1 
1 1 1 
0 1 1 
0 1 1 
1 1 1 
1 1 1 
0 1 1 
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FIG. 5. 
On vhifie que d = [Ol l] est aussi l’unique point fixe de G et que le graple de 
G comporte Bgalement une seule composante connexe (fig. 5). Dans 13&a- 
tion de Gauss-Seidel, le point fixe est done atteint en au plus &XX pas. 
REMAFIQUES 
(1) I1 est clair que: 
d’oti: 
0 1 1 
B(G)= [ 0 0 0 0 0 0 1 
avec d’ailleurs 
0 1 1 
B(F)= [ 0 0 0 0 1 0 I 
d’oh: 
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On a: 
0 1 1 
B(G)= I 0 0 0 1 =[Z+L+L2]U et p(B(G))=p(B(F))=O. 
0 0 0 
(2) La Proposition 8 ci-dessus correspond, dans le contexte “booleen” 
developpe ici, a un resultat formellement identique concernant la conver- 
gence de la methode de Gauss-Seidel pour des systemes non lineaires 
d’bquations de points fixes sur R” [3-lo]. Les demonstrations different, mais 
correspondent neanmoins i la m2me demarche: utilisation du theoreme de 
Stein-Rosenberg usuel dans [3], [4], [9], [lo], utilisation du theoreme de 
Stein-Rosenberg booleen ici. 
Les deux paragraphes suivants sont a considerer comme un additif, dans 
lequel nous omettons les demonstrations des propositions &non&es. 
5. ADDITIF. ITERATION DE LA TRANSFORMATION 
DE GAUSS-SEIDEL 
Dans l’exemple Ctudie ci-dessus, si l’on it&e le pro&de, on constate que 
l’operateur G 12) de Gauss-Seidel associe i G coincide avec G. Dans le cas 
general, il est possible d’etablir le resultat suivant: 
PROPOSITION 9. Soit F contractant relativement d d, et la sbquence 
s&ante d ‘op&ateurs sur X: 
G co) = F, 
G(l) = G ophrateur de Gauss-Se&l associ& ci G(O), 
G(” = up6rateur de Gauss-Se&l associ6 ci G (I-‘)(r=1,2 ,.,., k). 
Zl existe alors un indice r < k ci partir _duquel le pro&& devient stutionnuire. 
Zl &finit ainsi un opbrateur limite _G, contractant relativement ri d, ayant 
r&me point fixe que F. De plus B(G) est triangulaire superieure stricte. 
Cette proposition ne fait que reprendre dans le contexte boo&en deve- 
loppe ici, l’idee etudiee dans [I] [2] pour des systemes d’bquations non 
linkrires de point fixe dans W. Alors l’equation de point fixe “limite”: 
x= E(x) 
est equivalente a l’equation etudiee x = F(x), et puisque B(e) est triangulaire 
supkieure stricte, x= c(x) se resoud trivialement: l’equation de point fixe 
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donnke a ainsi bti! triungulari&e par l’itkration de la transformation de 
Gauss-Seidel. (Mais bien entendu le calcul effectif de e n’est en ghhl pas 
trivial: calcul formel.) 
EXEMPLE ( k = 3). 




Dans l’ensemble prkkdent, c” = G. 
6. ADDITIF. ITERATIONS CHAOTIQUES POUR UN AUTOMATE 
CELLULAIRE CONTRACTANT 
En reprenant, dans le contexte &udik ici, l’idke d’itkratiom chaotiques 
pour rksoudre des systkmes d’kquations non linkires dans IW’ [4-lo], on 
peut kablir le rhltat suivant (les notations utilishes sont celles de [9] [lo]). 
PROPOSITION 10. Soit F contractant et s = {.l,, .Tz, .. . } une suite quel- 
conque de parties de { 1,2,. . . , k}, de r&i&e1 maxir~l.~ Ah l’it&ration 
chaotique suivante SUT F: 
x0 quelconque o!ans X, 
x ‘+l=q+lb) (T=0,1,2,...)7 
finit par stationner au bout d’un wrnbre fini de pas SW l’unique point fixe 
de F. 
‘Ce qui signifie que chaque indice de 1 Q k s’y retrouve “un infinite de fois”. 
‘L.e r+ lime it&& est obtenu a parti~ du &me en activant seulement les composantes 
d’indice pris dam I,+ 1, les autres restant inchang&s. 
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LA encore, nous nous bomerons a examiner un exemple. Faisons 
fonctionner l’automate deja utilis6, mais cette fois selon l’iteration chaotique 
definie par une suite s, de residue1 maximal, commenqant ainsi (exemple pris 
tout a fait au hasard) 
11 vient, selon differents vecteurs de depart: 
rO=[O 0 O]=a 
x’=[O I i]=c 
x2$ 1 i]=h 
J 
x3=[1 1 l]=h 
1 J* 
x4=[1 1 l]=h 
JJ 
x5=[0 1 l]=d 
rO=[l 0 l]=f 
J& 
x’=[l 1 O]=g 
x2+: 1 i]=h 
J 
x3=[1 1 l]=h 
x4=[1 : i]=h 
$4 
x5=[0 1 l]=d 
xO=[l 1 O]=g 
x’=[l : l]=h 
J 4 
x2=[0 1 11-d 
Sur ces exemples, on v&ifie que l’iteration finit par atteindre et stationner 
sur l’unique point fixe de F, apres neuf activations de composantes au plus. 
A noter que les approximations successives sur F convergent en au plus 
trois pas c’est-a-dire neuf activations de composantes, et que la methode de 
Gauss-Seidel sur F converge en au plus deux pas, c’est-ii-dire six activations 
de composantes. (11 est bien clair que ces dew methodes de base constituent 
en fait des cas tres particuliers d’iterations chaotiques sur F.) 
En conclusion, nous avons essay& d’ouvrir une voie d’analyse de la 
convergence d’iterations sur des ensembles finis, dans un contexte algebrique 
simple. 
I should like to thank the referee for his comments, remarks and sugges- 
tions, especially about possible connections of this work with problems of 
synchmizution and pamllel computation. 
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