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Manufactured Solutions for Verification of a Coupled
Flow and Material Response Code
Jonathan E. Wiebenga∗ and Iain D. Boyd†
University of Michigan, Ann Arbor, Michigan, 48109
The Method of Manufactured Solutions is used to perform order of accuracy code verifi-
cation tests on some features of a hypersonic computational fluid dynamics (CFD) code and
a material response code. The CFD verification tests include results for a two species gas
mixture in thermal nonequilibrium, and the material response results are for an anisotropic
material. After verifying the two codes separately, a verification test is performed with
the codes loosely coupled so that the material response code provides updated boundary
conditions to the CFD code. In the cases tested, the observed order of accuracy of the CFD
code is less than the theoretical order. The tests of the material response code, however,
show the expected order of accuracy.
Nomenclature
Ch Aerodynamic heat transfer coefficient
E Energy per unit volume
J Species diffusion flux




Q̇ Material response source term
ω̇s Chemical source term
ω̇v Vibrational energy source term
ṁ Mass flux
ṡ Surface recession rate
ε Emissivity
Ê Error
k̄, kij Thermal conductivity tensor
n̂ Normal vector








k Trajectory point index
n Number of flow field iterations before calling
material response
p Pressure, order of accuracy
qCFD Heat flux from CFD
r Grid refinement ratio
u, v, w Velocity components
Subscripts













Computational tools have become increasingly more important and more prevalent in the design andanalysis of aerospace vehicles. In addition, as computers have become more powerful, the scale and
complexity of problems that can be investigated using computational tools has grown rapidly. One area
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where this is true is the computation of hypersonic flow fields, and the coupled analysis of the flow and the
thermal response of a vehicle during high speed flight. This is a difficult problem involving many complex
physical phenomena such as: chemical and thermal nonequilibrium, reacting flows, strong shocks, surface
chemistry, ablation, anisotropic materials, nonlinear coupling, and others. When developing computational
codes, it is important to ensure that the code is working as expected and that there are no “bugs” or
other implementation errors that may affect the results. This becomes especially important, and especially
difficult, for codes dealing with complex physical phenomena.
The process of ensuring that the equations being solved by a code are being solved correctly and that
there are no implementation errors affecting the results is known as verification. Verification and validation
are two terms that are often used interchangeably when talking about code development, however, in reality,
they refer to two separate but equally important ideas. Validation is the process of ensuring that the models
used in a code accurately reflect the physical process being modeled. This can be done by comparing
computational results with experimental data. Verification, on the other hand, is concerned with whether
or not the models used in a code have been correctly implemented, and whether the theoretical order of
accuracy of the code can be obtained. Therefore, verification is a purely mathematical exercise and does not
require experimental data or even physically realizable solutions to the governing equations.
There are several ways in which verification can be accomplished including: comparison with exact
analytical solutions, comparison with highly refined solutions from numerical benchmarks, code-to-code
comparisons, and the Method of Manufactured Solutions1 (MMS). Out of all of these methods, only the
Method of Manufactured Solutions and comparisons with exact solutions can be considered rigorous order of
accuracy verification procedures.2 Of these two methods, using manufactured solutions offers an advantage
in that it does not require analytical solutions of the governing equations. This is especially useful for codes
modeling complex or coupled physics when exact solutions are not available or are too limited in scope to
test all of the features of a code.
This paper presents the results of several verification tests performed on two different codes using the
Method of Manufactured Solutions. The first code is LeMANS: a hypersonic CFD code developed at the
University of Michigan. Manufactured solutions are developed for LeMANS and used to compute the order
of accuracy of the code using both far field and no-slip, isothermal wall boundary conditions. The second
code that is used is a material response code also developed at the University of Michigan. Manufactured
solutions are again developed for this code, and the order of accuracy is determined using both specified
temperature and specified heat flux boundary conditions. Finally, LeMANS and the material response code
are coupled together through boundary conditions, and manufactured solutions are used in order to compute
the order of accuracy of LeMANS that results from this coupling procedure. In all cases the observed order
of accuracy is compared with the theoretical order of accuracy.
II. Code Overviews
II.A. CFD
The CFD code used in this study is LeMANS,3,4 which is a laminar Navier-Stokes solver developed at the
University of Michigan for use on hypersonic problems. It is capable of simulating flows with both thermal
(translation/rotational/vibrational) and chemical non-equilibrium. The translational and rotational energy
modes of all species are described by the temperatures T and Trot respectively, and the combined vibrational
and electronic energies of all species are described by a single temperature, Tve.
5 In this work it is assumed
that the translational and rotational modes are in equilibrium and can be described by a single temperature,
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Viscous stresses are modeled assuming a Newtonian fluid and using Stokes’ hypothesis. Transport prop-
erties are modeled using either Wilke’s semi-empirical mixing rule with Blottner’s curve fits for viscosity and
Eucken’s relation for thermal conductivities, or using Gupta’s mixing rule with non-coulombic/coulombic
collision cross section data to calculate viscosities and thermal conductivities. For this study the former
method is used. The heat flux consists of a convective term, modeled using Fourier’s law for all tempera-
tures, and a mass diffusion term modeled using a modified form of Fick’s Law.6 The surface can be treated
as either non-catalytic or super-catalytic, and, in addition, ablative species can be introduced via a blowing
boundary condition.7
Inviscid fluxes are computed using a modified Steger-Warming Flux Vector Splitting Scheme,8 which has
low dissipation in boundary layer regions. Second order accuracy for the inviscid fluxes is obtained by using a
MUSCL scheme to reconstruct the cell values. The viscous fluxes are calculated using a stencil that includes
property values at both cell centers and nodes.9 This avoids loss of accuracy when using unstructured meshes
and allows for second order viscous flux calculations. Time integration is performed using either a point or
line implicit method.
II.B. Material Thermal Response
The material response calculations are performed using a code that is being developed at the University
of Michigan, and is based on MOPAR,10 a one-dimensional material response code also developed at the
University of Michigan. The material response model solves the energy equation shown in Equation 5 using
Newton’s Method with a preconditioned GMRES11 linear solver to solve the nonlinear energy equation.
Since the model is currently designed to be used solely for surface (non-pyrolyzing) ablators, Equation 5 is




− ρh(∇ · vcs) +∇ · q = Q̇ (5)
The Control Volume Finite-Element Method (CVFEM)12,13 with linear triangular elements is used for
spatial discretization. In this formulation, all variables are assumed to vary linearly across an element,
which leads to a scheme that is spatially second order. The Backward Euler method is used for implicit
time integration, which leads to a first order accurate discretization in time. The heat flux is modeled using
a tensor formulation of Fourier’s Law to allow for simulation of anisotropic materials. The control surface
velocity is determined from the change in node positions during a time step as the mesh is deformed.
Several different boundary conditions are implemented including specified temperature, specified heat
flux, re-radiation, aerodynamic heating, and thermochemical ablation. If a surface is ablating, the last three
boundary conditions along with Equation 5 give the energy balance at the surface shown in Equation 6.
−k̄∇T · n̂︸ ︷︷ ︸
Conduction
− = Ch(hr − hw)︸ ︷︷ ︸
Convection
− εwσ(T 4w − T 4∞)︸ ︷︷ ︸
Re-radiation
− ṁabl(hw − hc)︸ ︷︷ ︸
Ablation
(6)
The wall enthalpy and ablative mass flux can be obtained either from interpolating a thermochemical
(B′) table which lists these quantities as functions of pressure and temperature, or from a separate surface
chemistry code which is coupled to the material response code.14 The surface recession rate can then be





To move the solution forward a time step when there is ablation, the method of Hogan, Blackwell, and
Cochran15 is used to iteratively calculate ṡ, compute new temperatures, and move the mesh if necessary.
This method iterates the thermal and mesh motion solutions at each time step until the change in surface
temperature during that time step falls below some desired level. If there is no ablation, then this iterative
method is not needed and the ablation term in Equation 6 is not computed.
II.C. Coupling
The material response model can be implemented as a boundary subroutine of LeMANS in order to link
the flow and solid calculations. This method of coupling CFD and material response has been demonstrated
for LeMANS using both one-dimensional7 and multidimensional16 material response codes. In this method,
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a vehicle’s trajectory is discretized into several points. A steady state flow solution is then found at each
trajectory point using the solution from the previous trajectory point as the initial condition. As the CFD
solution of the flow field is marched to steady state, the material response subroutine is called after every n
flow field iterations, where n is a fixed number selected before running the simulation.
Depending on the surface chemistry model being used and whether or not ablation is being considered,
the boundary values passed from LeMANS may be different. In cases where ablation is being modeled using
a B′ table, then the aerodynamic heating boundary condition shown in Equation 8 is used to compute the
convective heat flux, and the heat flux from LeMANS is used to compute Ch from Equation 9.
17





In cases where there is no ablation or ablation is modeled using a surface chemistry subroutine in Le-
MANS, then qah = qCFD and Equation 9 is not needed. Additionally, the wall enthalpy and ablative mass
flux are passed from LeMANS rather than calculated via a B′ table.
Once the boundary condition is specified, the material response is then modeled in a time-accurate
fashion from trajectory point k to k + 1 with the applied heat flux and other boundary variables being
linearly interpolated from the initial condition to the current value calculated by LeMANS. Once the material
response has been modeled up to trajectory point k+1, the updated wall temperature, wall position, and mass
flux (if using a B′ table) are then passed back to LeMANS, and the flow field is iterated for n more iterations




















Figure 1: Diagram of the
fluid/material response coupling
using a surface chemistry subroutine
in LeMANS.
In order to provide flexibility when generating meshes, the nodes
of the fluid and solid domains at their interface are not required to
be coincident. So while the surface shape will be the same in both
meshes, the number elements can be different. This allows for in-
dependent refinements of the flow and solid meshes tailored to the
problem that is being solved. One downside of this approach, how-
ever, is that it is necessary to interpolate values between the two
meshes. To accomplish this, a version of Shepard’s method18,19 is
used. This is an inverse-distance weighting method that uses data
within some radius, R, of the location where an interpolated value
is desired. The initial search radius is increased until a user-defined
minimum number of interpolating points is found. This method is
very general and can easily be extended to three-dimensional geome-
tries.
III. Manufactured Solutions
One of the most thorough approaches to verifying a numerical
code is to check the order of accuracy of the code. If the observed
order of accuracy does not match the expected order of accuracy,
then there is a strong possibility that an error is present. The ob-
served order of accuracy can be determined from Equation 10 where Ê(grid1) and Ê(grid2) are measures of
error on two separate grids, and r is the refinement ratio between the grids. If, after a series of systematic










Order of accuracy verification can be performed using analytical solutions to the governing equations that
are solved in the code, but this approach has its limits. In order to fully verify a code, all of the different
features of the code must be tested. Often there are no analytical solutions that exercise all the features of
a code and all of the terms in the governing equations. This is where the Method of Manufactured Solutions
can be useful.
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The Method of Manufactured Solutions is a powerful tool for performing order of accuracy verification
of a numerical code that does not require analytical solutions to the governing equations being solved.
The basic idea is to choose, or “manufacture”, analytical solutions for each dependent variable, and then
compute analytical source terms to balance the governing equations. The source term is necessary since the
manufactured solutions do not in general satisfy the governing equations on their own. Thankfully, while the
source term may be a complicated function, it is found in a straightforward fashion by applying the governing
equations to the manufactured solutions. This method has been used in several different verification exercises
including verification of a material response code20 and Euler and Navier-Stokes codes.21–23
In this work, the method of manufactured solutions is used to verify LeMANS and a material response
code independently, and then look at the order of accuracy of the two codes when they are coupled. Looking
first at LeMANS, it is necessary based on equations 1 - 4 to construct solutions for Ns + 5 variables (where
Ns is the number of species) that are independent of one another. For this work, a two species flow model
consisting of atomic and molecular nitrogen is used. Therefore, the set of variables for which solutions
are manufactured is ρN2 , ρN , u, v, w, Ttr, Tve. Note that this is not the only valid set of variables that
could be used, but represents one possible convenient set. In addition to the governing equations, the
necessary auxiliary relations for thermodynamic and transport properties, and the necessary vibrational
energy constants for N and N2 can be found in Scalabrin.
3 While LeMANS is able to simulate chemically
reacting flows, that capability is not tested in this work and it is assumed that there is no N2/N chemistry.
For the material response code, the governing equation is Equation 5, so the only variable that needs
to be analytically defined is temperature. In addition, analytical forms of the specific heat and thermal
conductivity are constructed.
Several guidelines for defining solutions to these variables are discussed in Knupp and Salari.1 A Solution
should be smooth enough to allow the theoretical order of accuracy to be obtained, contain enough non-
trivial derivatives to truly test the code, and be general enough that it exercises all terms in the governing
equations. In addition, since LeMANS contains a limiter, it is desirable to initially develop solutions that
are smooth enough that the limiter does not impact the observed order of accuracy. Finally, the solution
should be chosen so that code robustness is not an issue.
Based on these guidelines, the manufactured solutions for LeMANS are shown in Equation 11 and the
manufactured solution for the material response code is shown in Equation 12. The constructed values
for thermal conductivity and specific heat for the material response code are shown in Equation 13. The
constants (B,ω, ε, k0, k1, k2, cp0 , cp1) in each of these equations can be adjusted to modify both the difficulty
of the problem and also the portions of the code that are being tested. For example, by changing the
values of different constants in Equation 11 it is possible to simulate 1D, 2D, 3D, time-varying, and steady
state problems. The work presented in this paper focuses on 2D, steady-state problems in LeMANS, so
ωθ = Bθy = 0.0 for all LeMANS equations. Verification for the material response code focuses on 2D,




2 + ωρst) + ερs
u = u0 sin(Buxx
2 +Buyy
2 +Buzz
2 + ωut) + εu
v = v0 sin(Bvxx
2 +Bvyy
2 +Bvzz
2 + ωvt) + εv
w = w0 sin(Bwxx
2 +Bwyy
2 +Bwzz
2 + ωwt) + εw
Ttr = TTtr0 cos(BTtrxx
2 +BTtryy
2 +BTtrzz
2 + ωTtr t) + εTtr
Tv = Tv0 cos(BTvxx
2 +BTvyy
2 +BTvzz
2 + ωTv t) + εTv

(11)
T = T0 cos(Bxx
2 +Byy
2 +Bzz
2 + ωT t) + εT (12)
kij = k0ij + k1ijT + k2ijT
2
cp = cp0 + cp1T
}
(13)
One especially convenient aspect of MMS is that the same solutions can be used with a variety of
different boundary conditions. In this work, far field and no-slip, isothermal wall boundary conditions are
tested in LeMANS, and specified temperature and specified heat flux boundary conditions are tested in the
material response code. For the far field, specified temperature, and specified heat flux boundary conditions,
the manufactured solutions shown in Equations 11 and 12 can be used without modification. The wall
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boundary condition, however, requires a surface to be defined in the manufactured solution such that, for a
no-slip, isothermal wall, the velocity is zero and the temperature is constant on the surface. The modified
manufactured solutions used to enforce this boundary condition are shown in Equation 14. In this work,
f(x, y, z) = y and Cs = 0.0 which enforces zero velocity and constant temperature at a boundary located at
y = 0.0.
u = (f(x, y, z)− Cs){u0 sin(Buxx2 +Buyy2 +Buzz2 + ωut) + εu}
v = (f(x, y, z)− Cs){v0 sin(Bvxx2 +Bvyy2 +Bvzz2 + ωvt) + εv}
w = (f(x, y, z)− Cs){w0 sin(Bwxx2 +Bwyy2 +Bwzz2 + ωwt) + εw}
Ttr = (f(x, y, z)− Cs)TTtr0 cos(BTtrxx
2 +BTtryy
2 +BTtrzz
2 + ωTtr t) + εTtr
Tv = (f(x, y, z)− Cs)Tv0 cos(BTvxx2 +BTvyy2 +BTvzz2 + ωTv t) + εTv

(14)
Once the manufactured solutions have been constructed, it is necessary to generate analytical source
terms for each of the governing equations. As mentioned previously, the source terms serve to balance the
equations since, in general, the manufactured solutions are not physically valid solutions of the governing
equations. This is performed by substituting the manufactured solutions into the governing equations and
computing the exact result. This generally leads to very complicated source terms, so, in order to save time
and reduce the possibility for algebraic errors, Mathematica24 is used to compute the source terms. This is




The Method of Manufactured Solutions is applied to LeMANS using two different sets of boundary conditions,
the first of which is the far field boundary condition. For this boundary condition, values of the conserved
quantities are computed from the manufactured solutions and enforced at the boundary cells. Since steady
state solutions are being sought, these values are constant throughout the simulation. Three different cases
are tested using the far field boundary condition. Figure 2 shows the Mach number contours for the first two
cases. These cases are identical to one another except for the magnitude of the u-velocity component and
are meant to be simple initial test cases. Case 1 is subsonic everywhere and case 2 is supersonic everywhere.
All solutions are computed on uniform square meshes.
(a) Far field boundary case 1 (b) Far field boundary case 2
Figure 2: Mach number contours for the first two far field boundary cases.
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The observed order of accuracy results for these two cases are shown in Figure 3. For both of these
cases, the order of accuracy for most variables is less than the expected value of 2. In addition, the order of
accuracy is somewhat higher for the supersonic case than for the subsonic case.
The third case, shown in Figure 4, uses far field boundary conditions on the left and bottom boundaries,
and a zeroth order extrapolation supersonic outlet boundary condition on the top and right boundaries. This
is a more complicated supersonic case where all solutions vary nonlinearly in both the x and y directions.
Figure 4a shows the Mach number contours for this case. Though not shown in the figure, care is taken to
ensure that Mach number normal to the boundary surfaces is supersonic at all boundaries. Figure 4b shows
the observed order of accuracy for this case. The order is between 1.4 and 1.5 for most variables, which is
similar to the supersonic case in Figure 3.
In addition to the far field boundary condition, a no-slip, isothermal wall boundary condition is also
tested. The wall boundary condition is applied at the bottom boundary of the domain, and far field boundary
conditions are applied at the other three boundaries. Figure 5a shows the Mach number contours for this
case. In order to test the wall boundary condition, the manufactured solutions from Equation 14 are used.
The solutions are subsonic everywhere and Ttr = 2000K and Tve = 500K at the wall. The observed order of
accuracy for this case, shown in Figure 5b, is slightly greater than 1. Again, this is considerably less than
the 2nd order accuracy which is expected when using these boundary conditions.

































N2 Density - L2
N Density - L2
u Vel. - L2
v Vel. - L2
Trans/Rot. Temp. - L2
Vib. Temp. - L2
(a) Case 1 (subsonic)

































N2 Density - L2
N Density - L2
u Vel. - L2
v Vel. - L2
Trans/Rot. Temp. - L2
Vib. Temp. - L2
(b) Case 2 (supersonic)
Figure 3: Observed order of accuracy of LeMANS based on the L2 norm of error for a simple case using a far
field boundary condition.
All of the manufactured solution cases run in LeMANS indicate an order of accuracy between 1 and 2,
usually closer to 1. The expected order of accuracy is 2 for all cases. One possible reason for this discrepancy
is the implementation of the MMS at domain boundaries. Figure 6 shows the error contours of v-velocity for
the cases shown in Figures 2b and 4a. It can be seen that in both cases the largest error is present directly
adjacent to one or more of the boundaries. This is true of the error contours for all other variables, and for
the wall boundary condition case as well. Additionally, Figure 7 shows the order of accuracy based on the
L∞ error norms for these two cases. The order of accuracy is considerably lower than that based on the L2
norms, which indicates that lower order error is being generated in some area of the domain.23 This lends
additional support to the idea that an error in the MMS test is leading to a reduced order of accuracy, and
not an error in LeMANS. More work will be done to pinpoint the exact cause of the lower than expected
order of accuracy.
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(a) Mach number contours

































N2 Density - L2
N Density - L2
u Vel. - L2
v Vel. - L2
Trans/Rot. Temp. - L2
Vib. Temp. - L2
(b) Order from L2 norm
Figure 4: Observed order of accuracy of LeMANS based on the L2 norm of error for far field boundary
conditions on left and bottom boundaries, and supersonic outflow boundary conditions on the top and right
boundaries.
(a) Mach number contours

































N2 Density - L2
N Density - L2
u Vel. - L2
v Vel. - L2
Trans/Rot. Temp. - L2
Vib. Temp. - L2
(b) Order from L2 norm
Figure 5: Mach number contours and observed order of accuracy of LeMANS for a case with a no-slip,
isothermal wall boundary condition
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(a) Far field boundary case 2 (b) Far field/supersonic outflow BC
Figure 6: Error contours of v-velocity for two different boundary condition cases.

































N2 Density - Linf
N Density - Linf
u Vel. - Linf
v Vel. - Linf
Trans/Rot. Temp. - Linf
Vib. Temp. - Linf
(a) Far field boundary case 2

































N2 Density - Linf
N Density - Linf
u Vel. - Linf
v Vel. - Linf
Trans/Rot. Temp. - Linf
Vib. Temp. - Linf
(b) Far field/supersonic outflow BC
Figure 7: Observed order of accuracy of LeMANS based on the L∞ norm of error for two different boundary
condition cases.
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Time accurate results are desired for verification of the material response code, so it is important to test
the order of accuracy of both the spatial discretization and the time integration. For the results presented
here, spatial and temporal accuracy is simultaneously verified by adjusting both the time step and grid size
at each grid refinement.
The first test case consists of specified temperature boundary conditions at all boundaries. This is a
Dirichlet boundary condition and is especially useful because it allows for testing the equations on the
interior cells without the added complication of boundary conditions. Similar to LeMANS, all simulations
are 2D and run on square domains, however, in this case the mesh is unstructured. Figure 8 shows the
observed order of accuracy results for this case at three different simulation times. As can be seen, the
expected second order spatial accuracy and first order temporal accuracy is obtained at all three times.



































Temperature - L2 
Temperature - Linf
(a) 1 second



































Temperature - L2 
Temperature - Linf
(b) 5 seconds



































Temperature - L2 
Temperature - Linf
(c) Steady state (100 seconds)
Figure 8: Observed order of accuracy of material response code for three different simulation times using a
specified temperature boundary condition.
The second boundary condition tested is a specified flux condition. Two different domains are used to
test this boundary condition to ensure that the boundary flux calculations are correct. Figure 9 shows the
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two coarsest meshes for both domains. In both cases, a specified flux boundary condition is applied at
the top boundary and a specified temperature boundary condition at the other boundaries. The skewed
mesh makes for a more rigorous test case due to the more complicated boundary geometry which can be
useful in identifying certain types of errors. In fact, the skewed mesh tests helped to identify an error in the

























Figure 9: Coarse meshes used for testing the specified heat flux boundary condition for the material response
code.
during the specified temperature cases, the specified flux case is tested at only one time. Order of accuracy
results for this case for both domains are shown in Figure 10. As the mesh is refined, the order of accuracy
from the L2 norm again approaches second order, which is the expected result. The L∞ norm, however,
shows a much lower order of accuracy.


































Temperature - L2 
Temperature - Linf
(a) Square domain


































Temperature - L2 
Temperature - Linf
(b) Skewed domain
Figure 10: Observed order of accuracy of material response code at t = 1 seconds with a specified flux boundary
condition on one boundary.
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This again implies that errors which are less than second order are present at certain regions within the
domain. Figure 11 supports this conclusion and shows that the errors are concentrated near the top corners
of the domain where the specified flux and specified temperature boundary conditions meet. The reason for
a concentration of errors at those points is still being investigated.
(a) Square domain (b) Skewed domain
Figure 11: Error contours of temperature for the specified flux boundary condition case on two different
domains.
IV.C. Coupled Simulations
Now that LeMANS and the material response code have been studied independently of one another, the
effects on the order of accuracy of coupling them together are investigated. In this case, LeMANS is run with
a manufactured solution and a wall boundary condition on the bottom boundary of the domain. The material
response code is run without a manufactured solution, but using the heat flux values computed in LeMANS
and fictitious material properties to compute an updated wall temperature. This wall temperature is then
passed back to LeMANS and the ε terms in the manufactured solutions are updated to be consistent with the
new temperature. In this case, Ttr and Tve are set to be equal at the wall. An attempt is made to construct
the manufactured solution and material properties in such a way that the computed wall temperature is
constant along the boundary, but there are still slight variations in the wall temperature computed by
the material response code. Therefore, the average wall temperature is the value actually passed back to
LeMANS.
Figure 12 shows an example of the flow and solid domains that are used. To determine the order of
accuracy, the flow field mesh is systematically refined, but the solid mesh remains constant. This decreases
the number of variables that may impact the flow solution.
Figure 13 shows the results for the coupled simulations. While it is likely that one more mesh refinement
is needed to reach the asymptotic regime, it can be seen that the order of accuracy results are quite similar
to those shown in Figure 5 for the uncoupled wall boundary condition. However, the spread in order of
accuracy for the different variables is much larger. It appears that all variables are going to converge to an
order that is less than 2nd. Work is ongoing to pinpoint the cause.
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(a) Coarse flow mesh (b) Temperature contours on coarse flow mesh
Figure 12: Examples of coupled flow/solid domains.

































N2 Density - L2
N Density - L2
u Vel. - L2
v Vel. - L2
Trans/Rot. Temp. - L2
Vib. Temp. - L2
Figure 13: Observed order of accuracy based on the L2 norm of the error for the coupled simulation.
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Using the Method of Manufactured Solutions, several aspects of two different codes were tested. The
CFD code LeMANS was tested using both far field, supersonic outlet, and no-slip, isothermal boundary
conditions. In all cases the observed order of accuracy was between 1st and 2nd order. The expected order of
accuracy is 2nd; the lower observed order is still being investigated, but may be related to an implementation
error with the MMS.
In addition to LeMANS, a material response code designed for the simulation of anisotropic materials
was also verified using manufactured solutions. In this case, both specified temperature and specified heat
flux boundary conditions were tested. In all tested cases, the expected 2nd order spatial accuracy and 1st
order temporal accuracy were observed in the L2 norm. In the specified flux cases, however, the L∞ norm
showed a much lower order of accuracy, implying that lower order error is being generated in some portion
of the domain. This is still being investigated. In addition, an error was identified in the computation of the
boundary normal vectors that was leading to inaccurate results, underlining the usefulness of the Method of
Manufactured Solutions as a verification technique.
Finally, LeMANS and the material response code were run in a coupled manner with the heat flux based
on a manufactured solution computed in LeMANS used as an input to the material response code. An
updated wall temperature was then computed and passed back to LeMANS, and the manufactured solution
was updated to reflect the new wall temperature. This process was convergent and stable, but the observed
order of accuracy in LeMANS was again between 1st and 2nd.
This work indicates the necessity of code verification, and also the usefulness of the Method of Manu-
factured Solutions in the verification process. More work still needs to be done to fully verify all aspects of
LeMANS and the material response code, but the work presented here represents an important first step
towards that goal. It also increases confidence in the coupling methodology between LeMANS and the
material response code.
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