Abstract Kilometer-scale grid spacing is increasingly being used in regional numerical weather prediction and climate simulation. This resolution range is in the terra incognita, where energetic eddies are partially resolved and turbulence parameterization is a challenge. The Smagorinsky and turbulence kinetic energy 1.5-order models are commonly used at this resolution range, but, as traditional eddy-diffusivity models, they can only represent forward-scattering turbulence (downgradient fluxes), whereas the dynamic reconstruction model (DRM), based on explicit filtering, permits countergradient fluxes. Here we perform large-eddy simulation of deep convection with 100-m horizontal grid spacing and use these results to evaluate the performance of turbulence schemes at 1-km horizontal resolution. The Smagorinsky and turbulence kinetic energy 1.5 schemes produce large-amplitude errors at 1-km resolution, due to excessively large eddy diffusivities attributable to the formulation of the squared moist Brunt-Väisälä frequency (N 2 m ). With this formulation in cloudy regions, eddy diffusivity can be excessively increased in "unstable" regions, which produce downward (downgradient) heat flux in a conditionally unstable environment leading to destabilization and further amplification of eddy diffusivities. A more appropriate criterion based on saturation mixing ratio helps eliminate this problem. However, shallow clouds cannot be simulated well in any case at 1-km resolution with the traditional models, whereas DRM allows for countergradient heat flux for both shallow and deep convection and predicts the distribution of clouds and fluxes satisfactorily. This is because DRM employs an eddy diffusivity model that is dynamically adjusted and a reconstruction approach that allows countergradient fluxes.
Introduction
Kilometer-scale resolution has been applied in some regions to operational numerical weather prediction for about a decade (Hagelin et al., 2017) and has also become popular in regional climate studies (Prein et al., 2015) . By allowing the turbulent motions associated with deep precipitating convection to be mostly resolved, grid spacings in the 1-km range are expected to improve the fidelity of the prediction. This means the simulation of high-impact weather events on both weather and climate time scales should be improved compared with the low-resolution simulations relying on cumulus convection parameterizations. However, because the energetic eddies in deep convection are often at scales smaller than 10 km (LeMone & Zipser, 1980; Moeng et al., 2010) , the kilometer-scale resolution is in the terra incognita (TI), or gray zone, where grid spacings are comparable to the size of the most energetic eddies in a simulation (Wyngaard, 2004) . Partially resolved convection in the gray zone leads to a host of problems, such as resolution-dependent characters of convection (Ching et al., 2014; Hanley et al., 2015; and significant sensitivity to turbulence closures (Bryan & Rotunno, 2009; Shi, Hagen et al. 2018; Tompkins & Semie, 2017; Verrelle et al., 2015) .
The representation of turbulence in the TI is a challenging issue, in that neither the turbulence models used in traditional large-eddy simulation (LES) nor those in traditional mesoscale modeling are designed for the TI. LES assumes that the energy-containing turbulent eddies are resolved and only the effect of the smallest eddies need be parameterized. As a result, LES-type turbulence closures are mostly dissipative. Mesoscale models usually assume turbulent motions are not resolved and the turbulence closures used are typically responsible only for one-dimensional mixing in the vertical direction. The TI is the grid spacing range in which none of these assumptions is appropriate.
The purpose of the present study is to evaluate the performance of some LES-type turbulence models, including traditional ones and the more advanced dynamic reconstruction model (DRM), in simulations of deep tropical convection at kilometer-scale resolution. Because shallow clouds can affect the organization of deep convection (Muller & Held, 2012) , they are also a focus of the evaluation. Similar to the mixed model by Moeng et al. (2010) , the DRM allows countergradient fluxes. Indeed, the Moeng et al. mixed model is, in theory, a simplified and nondynamic version of the zero-order DRM. Thus, DRM is expected to have more general applicability for simulating atmospheric flows in the TI. The DRM has been shown to be effective in improving the simulations of the neutral boundary layer (Chow et al., 2005) , the stable boundary layer (Zhou & Chow, 2011 , and the stratocumulus-capped boundary layer ). Here we examine the performance and benefits of the DRM in kilometer-scale simulations of the atmosphere beyond boundary-layer flows, comparing to traditional turbulence schemes that are currently used.
In this study we first perform high-resolution LES of an idealized GATE III (Global Atmospheric Research Program Atlantic Tropical Experiment, phase III) case for deep tropical convection, which was originally developed by Khairoutdinov et al. (2009) ; see section 3. Figure 1 is a visualization of the simulated clouds at the end of one of these high-resolution simulations. It is presented here to set a physical context for our study by showing the typical cloud population in our simulations. The results of these high-resolution benchmark simulations (section 3) are then used to evaluate the performance of different turbulence models in the simulations at much coarser resolutions (section 4). The cloud model 1 (CM1), which solves the nonhydrostatic,
in which K h is the eddy diffusivity and the overbar denotes the spatial filter of an LES. K h is related to eddy viscosity K m by the equation K h = K m ∕Pr, where Pr = 1∕3 is the Prandtl number. The equation below determines K m in the Smagorinsky model,
in which C s = 0.18 is the Smagorinsky coefficient, Δ is a measure of the grid size, Ri = N 2 ∕S 2 is the Richardson number, N 2 is the squared Brunt-Väisälä frequency, S i = (ū i ∕ x +ū ∕ x i )∕2 is the strain rate tensor, and S 2 = 2S i S i .
The Smagorinsky model in CM1 has an isotropic version and an anisotropic version, the latter usually being recommended when the horizontal grid spacing is significantly larger than the vertical spacing. In the isotropic version, Δ = (ΔxΔyΔz) 1/3 , and S 2 sums over all components of S ij . In the anisotropic version, K m is different for the horizontal and the vertical directions. The horizontal eddy viscosity is
where Δ h is the horizontal grid spacing and ) . is included here for consistency (Wajsowicz, 1993) . The vertical eddy viscosity is
where Δ v is the vertical grid spacing and ) .
The horizontal and vertical eddy diffusivities are still related to their respective eddy viscosities by the Prandtl number Pr = 1∕3.
Turbulent Kinetic Energy 1.5-order Model
The TKE 1.5-order scheme (e.g., Deardorff, 1980 ) also has an eddy-diffusivity form (1). It uses a prognostic equation for the SFS TKE (e), and the eddy viscosity and eddy diffusivity are
where c m = 0.1 and the length scale is given by (Schumann, 1991) . In the TKE-1.5 scheme, Pr = (1 + 2l∕Δ) −1 , which varies between 1/3 and 1 and allows scalar mixing be somewhat suppressed under stable conditions.
The isotropic version has a single l determined by (9), in which Δ = (ΔxΔyΔz) 1/3 . The anisotropic version has two length scales, l h and l v , for the horizontal (K m,h ) and vertical (K m,v ) eddy viscosity, respectively, that is,
where l h is simply the horizontal grid spacing Δ h . l v is determined by (9) but with Δ replaced by Δ v , the vertical grid spacing.
Dynamic Reconstruction Model
Differing from the traditional eddy-diffusivity models, SFS fluxes in the DRM comprise two terms, the subgrid-scale (SGS) contribution and the resolvable subfilter-scale (RSFS) contribution. For example, the SFS flux in DRM is
where the tilde denotes the effect of discretization and the star denotes reconstructed variables. Though high-order reconstruction can be used in the DRM, this study only uses zero-order reconstruction, which can sufficiently represent the leading-order effects of the reconstruction (cf. the appendix of . The zero-order version of DRM is similar to the dynamic mixed model of Zang et al. (1993) . The eddy diffusivity for the SGS term is computed with the dynamic approach developed by Wong and Lilly (1994) (DWL). The dynamic eddy diffusivity for is
where
Thêoperator denotes a test filter, = 2 is the ratio of test-filter width to that of the explicit filter, and the angle brackets denote local averaging. Both the explicit and test filters are three-dimensional filters. The grid discretization operator has been removed in the above equations for succinctness. evaluated the isotropic version of DRM only. Here an anisotropic version is developed. The RSFS term is always computed for each component of SFS fluxes independently; thus, the difference between the isotropic and anisotropic versions lies only in the eddy diffusivity of the SGS term. In the isotropic version, the denominator and numerator in (13) sum over all three directions (j = 1, 2, 3). In the anisotropic version, the calculation of the horizontal eddy diffusivity sums over horizontal directions only (j = 1, 2), while for the vertical eddy diffusivity, only the vertical components (j = 3) of those terms are used in the calculation. Similar to the anisotropic Smagorinsky scheme above (cf. equations (4) and (6)), the calculation of the horizontal eddy viscosity sums the relevant terms in DWL over (i, j) = (11, 22, 33, 12) , and the calculation of vertical eddy viscosity in DWL sums over the terms with (i, j) = (13, 23).
Another modification to the DRM in this study is that we introduce a stability correction factor for the SGS term. Because of the background gradient of potential temperature in the atmosphere and the gravity waves triggered by deep convection, the dynamic procedure does not produce identically zero eddy diffusivities above the tropopause. The potential temperature gradient at and above the tropopause is so strong that even a small eddy diffusivity can lead to a significant flux, causing spurious downward transport of heat (Shi et al., 2017) . The stability (buoyancy) correction factor for DRM is calculated as follows:
The critical Richardson number Ri c here is 1∕3 for the isotropic version and 1 for the anisotropic version. This factor does not directly enter the dynamic procedure; instead, we multiply the SGS term by the stability correction factor after the dynamic viscosity and diffusivity are computed. This ensures that the SGS term is zero under stable conditions. This approach is motivated by the stability correction factor (1 − Ri∕Pr) 1/2 in the Smagorinsky model. However, we do not allow this factor to amplify the eddy diffusion determined from the dynamic procedure under unstable conditions (Ri < 0) by limiting it to a maximum of 1. The RSFS term, in contrast, does not use any stability correction; thus, the DRM overall contributions are not completely turned off under stable conditions. Similar to , two versions of the DRM are evaluated in this study, DRM-Pr and DRM-A. DRM-Pr uses DWL to calculate eddy viscosity (K m ) only and obtain the eddy diffusivity for scalars with the Prandtl number parameterization of Venayagamoorthy and Stretch (2010) , which predicts a Prandtl number of 1/3 under stable conditions and significantly larger values when the stratification becomes unstable. DRM-A applies DWL to velocity, potential temperature, and each water variable (water vapor, cloud water, cloud ice, etc.) independently so that no Prandtl number is needed, and each scalar has its unique distribution of eddy diffusivity. showed that without reconstruction, computing eddy diffusivity for scalars dynamically can be beneficial; thus, here DRM-Pr and DRM-A are compared to evaluate the potential effects of replacing dynamic eddy diffusivities with a simple Pr-based calculation, which reduces computational cost.
Saturation Criteria and the Brunt-Väisälä Frequency
An important update in CM1r19 is the criterion used to define a grid cell as "saturated". Here "saturation" is defined in the context of turbulence schemes, which need to determine the specific expression for the squared Brunt-Väisälä frequency (N 2 ) to account for buoyancy effects. In subsaturated regions, the expression is
where g is the gravitational acceleration and is density potential temperature. In saturated regions, the expression for the moist adiabatic process is used, assuming only a single phase (either water or ice) of cloud is involved, (Durran & Klemp, 1982) where T is temperature, Γ m is moist adiabatic lapse rate, q s is saturation mixing ratio, q t is total water mixing ratio, and is the ratio of the gas constant for dry air to that for water vapor.
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In CM1r18, the criterion of saturation is simply based on the mixing ratio of cloud water q c and cloud ice (q i ),
where N 2 m,w denotes the N 2 m calculated with respect to water. An implicit assumption in this formulation is that cloud water/ice exist only in saturated conditions, which is accurate for some microphysics parameterizations, such as the single-moment microphysics scheme in the System for Atmospheric Modeling (Khairoutdinov & Randall, 2003) . However, some microphysics schemes, such as the one used herein, allow cloud water/ice to sediment, which can then fall into subsaturated conditions. In fact, under some conditions, ice particles can stay in the atmosphere for a relatively long time in environments that are subsaturated with respect to ice (e.g., Wallace & Hobbs, 2006, p. 239) .
To address this problem, in CM1r19 a grid cell is defined as saturated if q n = q v + q c + q i exceeds a saturation mixing ratio q s , where q v is water vapor mixing ratio and
In the above equation q s,w and q s,i are the saturation mixing ratio with respect to water and ice, respectively, and
The temperature range over which 0 < < 1 assumes that mixed-phased clouds exist only at temperatures between 0 and −40
• C (e.g., Korolev et al., 2017) , and the assumed linear variation between these ranges is a simple but common formulation (e.g., Khairoutdinov & Randall, 2003; Tao et al., 1989) . The squared Brunt-Väisälä frequency in CM1r19 is calculated as
calculated with respect to ice.
The new criterion for saturation and formulation for N 2 m are introduced in CM1r19 to improve the representation of buoyancy effects due to turbulence in clouds. These formulations, (20)- (22), are admittedly simple but are clear improvements over the previous formulations in CM1 because they consider ice effects at low temperatures and account for sedimentation of cloud ice into subsaturated conditions.
Simulations
Setup
Our benchmark simulations follow the setup of the so-called "GigaLES" of Khairoutdinov et al. (2009) , although a smaller domain is used to reduce computational cost and allow multiple simulations using different turbulence schemes to be conducted. The extent of our domain is 126 km by 126 km in the horizontal and 25 km in the vertical. The horizontal grid spacing of the benchmark simulations is 100 m. A stretched grid is used in the vertical direction, with 50-m grid spacing below 1.25 km, increasing to 100 m between 1.25 and 5 km, and remaining constant at 100 m above 5 km. The TI resolution simulations in section 4 have 1-km grid spacing in the horizontal, and 100-to 500-m grid spacing in the vertical, with a stretching region between 1 and 4 km. We also conducted simulations with 500-m horizontal grid spacing and 100-to 300-m vertical spacing. We found that the simulations with intermediate resolution, as reported in Shi et al. (2017) , show similar characteristics to the 1-km simulations discussed in section 4. To keep our discussion concise, we present only the 1-km resolution simulations in this paper.
The idealized initial conditions and large-scale forcings are the same as Khairoutdinov et al. (2009) , and they are based on observations from the GATE III field experiment ( Figure 2) . The large-scale advective and radiative forcing are constant during the 24-hr period of the simulations. Surface fluxes are computed based on similarity theory (Jiménez et al., 2012) . The bottom surface of the domain is set as ocean surface with . Prescribed (a) large-scale advective forcing for temperature and moisture ("T tend" and "Q tend," respectively) and radiative forcing ("Rad"); (b) initial conditions of zonal (u) and meridional (v) wind components and water vapor mixing ratio (q v ); (c) initial (black dashed curves) and 24-hr-later (color solid curves) skew-T diagram showing temperature, dew point temperature, moist adiabat starting at the level of free convection, and initial wind speed and direction (barbs). Different color curves correspond to high-resolution simulations using different (isotropic) turbulence schemes. a constant temperature of 299.88 K. Random perturbations with amplitude of 0.1 K are added to the initial potential temperature field below 300 m. As in Khairoutdinov et al. (2009) , the domain mean horizontal winds are relaxed toward the initial profile with a 2-hr time scale. Doubly periodic conditions are used at lateral boundaries, while a rigid-lid condition is used at the upper boundary. A Rayleigh damping layer is applied above 19 km, with a damping time scale of 2 min at the domain top. Microphysical processes are represented with the Morrison double-moment scheme (Morrison et al., 2005) , and a fifth-order weighted essentially nonoscillatory scheme is used for the advection of momentum and scalars (Borges et al., 2008) .
In the discussion below, we refer to each simulation by the name of its turbulence model, Smagorinsky (SM), TKE-1.5, DRM-Pr, and DRM-A. Both the isotropic and anisotropic versions of the turbulence models are used in each resolution setup. The benchmark group does not have a large grid aspect ratio, but we still used the anisotropic version to obtain a complete estimate of the natural variability in the results. All our simulations were performed with the high-performance computing resources of the Cheyenne system (Computational and Information Systems Laboratory, 2017).
Benchmark Simulations
The new saturation criterion and N 2 m equation of CM1r19, as will be shown later, are more appropriate physically. However, at the benchmark resolution, the results from simulations using the CM1r18 and CM1r19 formulations are not significantly different. Accordingly, for brevity, we present only the results using CM1r19 formulations in this section. Figure 2c shows the profiles of temperature and dewpoint temperature at the beginning and end (24 hr later) of the high-resolution simulations. As in Khairoutdinov et al. (2009) , the thermodynamic state of the atmosphere exhibits only a minimal drift from the GATE sounding after 24 hr of simulation. The different simulations are nearly identical (lines overlaid) in Figure 2c , suggesting that at the benchmark resolution, the results are not sensitive to the turbulence scheme.
Some key characteristics of convection (updraft-and downdraft-core diameters, mean, and maximum vertical velocity of convective cores) in the benchmark simulations are shown in Figure 3 , along with observation data. A convective core is defined as a connected region with vertical velocity >1 or <−1 m/s and a "diameter" greater than 500 m. For each connected region, the lengths of the major and minor axis of an ellipse that has the same normalized second central moments as the region are computed first. Then those lengths are scaled such that the ellipse has the same area as the actual region. The length of the minor axis is typically defined as the "diameter" of a connected region, because in the real world, an airplane is less likely to fly through a cloud along its major axis than along its minor axis. This algorithm is not exactly the same as that used by Khairoutdinov et al. (2009) but is chosen because it appears to be more consistent with observation and can be easily implemented using existing MATLAB functions like regionprops. Figure 3 shows that the characteristics of the convective cores in the benchmark simulations match those of the observed cores reasonably well, especially for the diameter and the maximum speed of the updraft and downdraft cores. The mean speed of the most intense (99th-percentile) downdraft cores appears to be underestimated in the simulations but is within the uncertainty of the observational estimates of LeMone and Zipser (1980) . The convective cores in the simulations are identified as two-dimensional objects, while in the field experiment airplanes can only take one-dimensional measurements, which may miss some regions with relatively weak downdrafts and no visual indicators (clouds). In any case, Figure 3 suggests that most convective cores in the benchmark simulations are not sensitive to the choice of turbulence model. The statistics from different simulations agree with each other in the lower and middle troposphere. They exhibit some discrepancies above about 8 km for the most intense (99th-percentile) cores. At those heights, the number of convective cores is small, and the statistics for the high percentiles may not be robust. The benchmark simulations using anisotropic turbulence schemes exhibit very similar characteristics to those using isotropic schemes but are not included in the figure to maintain clarity.
The mean distributions of cloud and precipitation in the benchmark simulations are shown in Figure 4 . The mean profiles of cloud water and cloud ice (q c + q i ) mixing ratio feature a trimodal vertical distribution that suggests the presence of shallow cumulus, cumulus congestus, and cumulonimbus in the tropical atmosphere (Johnson et al., 1999) . The cloud fraction reaches its maximum at about 11 km, and the profile of precipitation flux has its maximum at about 1.5 km. The gray shading in Figure 4 indicates the spread of all the eight benchmark simulations, which is relatively small and suggests that the benchmark simulations have reached an almost-converged solution. The cloud fraction in the anvil region (z ≈ 11 km) exhibits some noticeable spread; however, this spread may be caused by the nonlinear nature of convection and does not suggest a systematic discrepancy due to turbulence models. The benchmark resolution, the flows are resolved at most scales, and the turbulence models only introduce a relatively small perturbations to the system.
The vertical transport of potential temperature in the benchmark simulations is shown in Figure 4d example, the total flux in Figure 4d is about 0.020 K m s −1 in the middle and upper troposphere, while the strongest SFS flux, produced by the Smagorinsky model, is about −0.002 K m s −1 . Notably, the transport of potential temperature is countergradient in the troposphere (cf. Figure 2c , which shows potential temperature increases with height). The countergradient flux at this resolution is mostly produced by the resolved flow. The total vertical flux of zonal momentum and nonprecipitating water is also examined (not shown) and consistent with Figure 4 , suggesting that the spread of all the eight benchmark simulations, which is indicated by the gray shading, is relatively small. Thus, these benchmark results can be used to evaluate the simulations at much coarser resolutions.
Determining TI Resolutions
We use the high-resolution simulations to define the LES and TI resolutions for this deep convection case. We first estimate the threshold resolution in the vertical by performing a one-dimensional Fourier transform of the profiles of vertical velocity (w) below 14 km and computing the resulting spectrum. The results from all (1,260×1,260) profiles in one time slice are averaged and are treated as one sample; thus, the last-8-hr data set with 15-min intervals from the eight simulations provides 256 samples. These spectra peak at a wavelength of about 14 km, suggesting that deep convective cells dominate the averaged spectrum of each time slice. Choosing a deeper layer for this analysis would suggest a different dominant wavelength. However, in any case the wave number-1 structure dominates, and we reach the same conclusion that the vertical motions are dominated by deep convective cells that reach the tropopause. Figure 3 suggests ascending motions vanish around 14 km, so it is the best choice for the analysis here. Matheou and Chung (2014) state that in their experience 90% of the energy or variance of the flow needs to be resolved to achieve a reliable LES. They performed an analysis of a Kolmogorov energy spectrum to create an empirical criterion to define the grid spacing required to achieve the 90% goal, namely, Δ ≤ ∕32. Thus, an estimate of the vertical resolution required to resolve 90% of w variance is about 400 m. Accordingly, while the 100-m vertical grid spacing of our high-resolution simulations seems sufficient to resolve the vertical structure of deep convection, the 500-m vertical grid spacing in the middle and upper troposphere of our coarse-resolution simulations is in the TI. Similarly, the threshold resolution in the horizontal is estimated by performing a two-dimensional spectral analysis of w at a given height level, and 256 samples are obtained from data from the last 8 hr. At the 5-km level, the spectrum peak is at about 10 km, and the horizontal grid spacing required to resolve 90% of w variance is slightly over 300 m. At the 1-km level, the spectrum peak is at about 6 km, and the required grid spacing is about 200 m. Thus, the 1-km horizontal grid spacing cases presented are also in the TI.
Results and Discussion
Different Turbulence Models and Saturation Criteria
The performance of different turbulence models in the simulations at the TI resolution is compared in this section. We first present the simulations using the previous saturation criterion and N 2 m equation in CM1r18 then show the influence of the new formulations introduced in CM1r19.
Though the different turbulence schemes do not produce significant differences at the LES resolution (100 m), they do exhibit striking discrepancies at the TI resolution (1 km), especially when the previous saturation criterion and N 2 m are used. Figures 5 and 6 show the distribution of cloud, precipitation, and heat flux in the simulations using the saturation criterion and N 2 m of CM1r18. When the isotropic turbulence schemes are used, the traditional turbulence models overpredict the mixing ratio of cloud water and ice and cloud fraction by very large amounts. For example, maximum cloud fraction in the Smagorinsky and TKE-1.5 models is about 0.8 and 0.98, respectively, while the benchmark simulations suggest cloud fraction should be no larger than 0.4. The TKE-1.5 model overpredicts the strength of precipitation flux between 5 and 9 km by a factor of 2 to 3, but somewhat surprisingly, its precipitation at the surface does not deviate from the results of the benchmark simulations as much, suggesting that the overpredicted precipitation from the middle and upper troposphere evaporates at lower levels. The vertical transport of potential temperature is shown in Figure 5d , in which large-amplitude errors exist in the simulations using traditional turbulence models. The flux in the benchmark simulations is weakly positive (cf. Figure 4d ), but the Smagorinsky and TKE-1.5 simulations at the TI resolution exhibit negative flux with large magnitude. The vertical fluxes of zonal momentum and nonprecipitable water are also dramatically overpredicted by traditional models (not shown). In contrast, the results of the DRM-Pr and DRM-A show much better agreement, though some small-amplitude deviations from the high-resolution results exist. We note that our simulations at 500-m horizontal resolution (see Shi et al., 2017 ) exhibit similar TI-zone features. Using the anisotropic versions of the turbulence schemes reduces the amplitude of the errors in the traditional models but does not eliminate them (Figure 6 ). The overprediction of cloud and incorrect flux is still notable. Therefore, the choice between isotropic and anisotropic models is not the only cause of the errors of the traditional turbulence schemes. The decrease in the amplitude of errors for the anisotropic traditional models is mainly caused by using the smaller length scales that correspond to the vertical grid spacing.
The new criterion of saturation and equation for N 2 m in CM1r19 does help the traditional models avoid large-amplitude errors (Figures 7 and 8 ). With these new formulations, traditional models can predict cloud fraction at upper levels more accurately, especially when the isotropic versions are used (Figures 7b and 8b) ; the large-amplitude negative bias of flux is mostly removed (Figures 7d and 8d) . The remaining problems of the traditional turbulence models are in the representation of shallow clouds and related fluxes. As shown in Figures 7a and 8a , the lowest peak of the cloud water and ice profiles is significantly underpredicted by the Smagorinsky and TKE-1.5 models. The vertical heat flux associated with shallow clouds and boundary layer turbulence (roughly between surface and 3 km) should be weakly positive, but the Smagorinsky and TKE-1.5 models produce weakly negative (Figure 7d ) or nearly zero fluxes (Figure 8d ). Because shallow clouds can affect the organization of deep convection (Muller & Held, 2012) , these errors at low levels could Figure 9 . Mean profiles of eddy diffusivity (K h ) for the simulations using (a) CM1r18 and (b) CM1r19 saturation criteria and N 2 m equations at TI-resolution. Solid curves represent K h from the isotropic versions of the turbulence models, and dashed curves represent K h in the vertical direction from the anisotropic schemes. For DRM-A, which computes separate eddy diffusivities for different scalars, the eddy diffusivity for potential temperature is shown here.
affect the properties of deep convection if interactive radiation were included and/or the simulations were run for a longer time. In fact, even with the new formulations of CM1r19, the anisotropic Smagorinsky model exhibits an incorrect distribution of clouds at all levels and underestimated precipitation (Figure 8 ), which might be a result of the misrepresentation of shallow clouds and the boundary layer. Above the tropopause, the Smagorinsky model exhibits negative flux due to the use of a small nonzero value as its background eddy diffusivity. This error can be easily removed by setting the background eddy diffusivity to zero (not shown).
The DRM-Pr and DRM-A simulations are not very sensitive to the changes in saturation criteria and the calculation of N 2 m . When the new formulations of CM1r19 are used, their isotropic versions slightly overpredict the cloud fraction around 10 km (Figure 7b ) and the cloud water and cloud ice mixing ratio around 4 km (Figure 7a ), which correspond to cloud anvils of deep cumulonimbus and cumulus congestus, respectively. However, switching to the anisotropic versions ameliorates these problems (Figures 8a and 8b) . The local minimum of cloud water and cloud ice mixing ratio at about 3 km is still overpredicted by the anisotropic versions of DRM-A and DRM-Pr (Figure 8a ), but this error might be caused by the limitation of the advection scheme in representing sharp gradients at coarse resolutions (Δz is about 450 m at the 3-km level); thus, it probably cannot be easily improved by changing turbulence models only.
The large-amplitude errors in the Smagorinsky and TKE-1.5 simulations using CM1r18 formulations are mostly due to errors of the parameterized SFS fluxes (not shown separately). In section 4.2, we investigate the root cause of the problems of the traditional models and explain how they are ameliorated by CM1r19's new saturation criterion and N 2 m equation, of which the former turns out to be a critical update. In section 4.3, the results of the DRM-Pr and DRM-A are discussed in more detail.
Failure of the Traditional Eddy-Diffusivity Models
The SFS fluxes in the traditional models are determined by their eddy viscosities and diffusivities and local gradients. Figure 9 shows the mean eddy diffusivities (K h ) of all turbulence schemes in the TI-resolution simulations. When the previous saturation criterion and N 2 m equation of CM1r18 are used, the maximum values of the isotropic Smagorinsky and TKE-1.5 models are about 500 m 2 /s, and about 50 and 100 m 2 /s for their anisotropic versions, respectively. However, the K h of the DRM-Pr and DRM-A is almost 0. Such large eddy diffusivities of the traditional models can produce very strong downgradient fluxes, which explain the errors shown in Figures 5 and 6 . Because potential temperature increases with height in the troposphere, with this background gradient and the excessively large eddy diffusivities, the Smagorinsky and TKE-1.5 models produce a very strong downward SFS flux, which dominates the total transport of heat for the of CM1r19 are used, the eddy diffusivities of the Smagorinsky and TKE-1.5 models become much smaller, on the same order as those of DRM-Pr (Figure 9b ), but still significantly different from the eddy diffusivities of DRM-A, which are basically zero except near the surface.
Next, we examine details of the isotropic TKE-1.5 model to understand the root cause of its large eddy diffusivity. Apart from a constant coefficient, the eddy diffusivity of the TKE-1.5 model is determined by three variables: the length scale l, the square root of SFS TKE e 1/2 , and the inverse Prandtl number Pr −1 (equations (7) and (8)). Figure 10 compares the mean values of these factors in the benchmark simulation and the TI-resolution simulation using CM1r18 saturation criterion and N 2 m equation. Compared to the benchmark simulation, l is increased by a factor of about 50, e by a factor of about 1,000, and Pr −1 by a factor of about 2. The change in grid size (Δ = 3 √ ΔxΔ Δz) is only a factor of 8 in the middle and upper troposphere of the domain, implying that the flow in the TI-resolution simulation is more unstable than the flow in the benchmark simulation on average (cf. equation 9). The change in Pr −1 is caused by changes in the ratio of l to Δ, which is mainly influenced by stability. Therefore, the actual physical factors governing the changes in the eddy diffusivity shown in Figure 10 are SFS TKE (It should be mentioned that because the TI simulations have coarser resolution, their SFS TKE is expected to be larger than that in the benchmark simulations. Total or filtered TKE from the benchmark simulations might be better metrics for evaluating the correct size of SFS TKE in the TKE-1.5 model. However, since the purpose of the analysis here is to determine the cause of the extremely large diffusivities of the TKE-1.5 model, comparing the actual e values gives a more straightforward explanation.), static stability, and grid spacing. Making the length scale l larger as the grid spacing increases seems reasonable. The change in stability might simply be a result of the erroneous flux, because the downward heat flux destabilizes the atmosphere.
The change in SFS TKE between the benchmark and TI-resolution simulations requires more explanation. The prognostic equation for SFS TKE in CM1 is
in which the righthand side terms are advection, shear production, thermal (buoyancy) effect, parameterized diffusion, and dissipation. The advection and diffusion terms redistribute SFS TKE within the domain, while the other three terms are sources and sinks of SFS TKE. Figure 11 shows the evolution of the source and sink terms in the TI-resolution simulation using the isotropic TKE-1.5 model and the saturation criterion and N 2 m of CM1r18. Deep convection starts to develop after about 6 hr of spin-up, and the magnitudes of these terms start to increase afterward. Their values are relatively small before hour 12, and later the thermal effect term and the dissipation term dominate the SFS TKE budget. The shear production term is roughly 2 orders smaller than the thermal effect term in the last 8 hr of the simulation. Therefore, the key process leading to the excessively large values of SFS TKE is the thermal effect term. The thermal effect term is positive at most levels of the troposphere, meaning that N 2 < 0 on average.
Since the tropical atmosphere is often conditionally unstable, meaning that N is used. Negative N 2 leads to a positive thermal effect term, which increases SFS TKE and leads to a larger eddy diffusivity. Then the resultant strong downward (downgradient) heat flux further destabilizes the flow and enhances instability, that is, increasing the (positive) factor −N 2 , which in turn makes SFS TKE become even larger through the thermal effect. This feedback between instability and eddy diffusivity is the key mechanism through which SFS TKE, and therefore eddy diffusivity, become too large in the TI-resolution simulation that uses CM1r18 saturation criterion and N 2 m equation. The root cause of this feedback is that traditional models cannot produce countergradient heat flux, which would stabilize the flow, instead of destabilizing it.
The Smagorinsky model is a simplified TKE-1.5 model in theory. If one keeps the three source/sink terms only in (23) and neglects all other terms by assuming steady and homogeneous turbulence, SFS TKE (e) can be diagnosed from the simplified equation. Substituting the resulting expression of e in (7) leads to the Smagorinsky model. Therefore, the errors of the Smagorinsky model at TI resolution originate from the
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same problem as those of the TKE-1.5 model. Practically, the major issue of the Smagorinsky model is that it allows the stability dependence factor (1 − Ri∕Pr) 1/2 to be greater than 1 under unstable conditions so as to "amplify" its eddy viscosity and diffusivity. The "amplified" eddy diffusivity further destabilizes the flow and makes the stability dependence factor even larger. It seems possible to improve the Smagorinsky model's performance by limiting the stability factor to be no larger than 1. However, many previous studies allowed the stability factor to be larger than 1 (e.g., Kirkpatrick et al., 2006; Mason, 1985; Wyant et al., 1997) ; thus, it may be desirable to allow the amplification effect in some other dynamic regimes.
An interesting feature in Figure 11b is that the thermal effect term is stronger at about 4 and 8 km, which are the levels with zero vertical wind shear (cf. Figure 2b) . The lack of shear instability, or more generally instability at resolved scales, is likely important for the occurrence of the aforementioned feedback between instability and eddy diffusivity, because otherwise the resolved turbulence can stabilize the flow quickly and prevent the eddy diffusivity (and SFS TKE) from growing excessively.
Therefore, the practical effect of the new saturation criterion in CM1r19 is to ensure the squared dry Brunt-Väisälä frequency (N 2 d ) is used in "nonturbulent" cloudy regions, so that they are labeled as a "stable" environment and small eddy diffusivities are applied there. As a result, the magnitude of the thermal effect term becomes similar to that of the shear production term in the TI simulation using the CM1r19 saturation criterion (now shown). The new saturation criterion is reasonable because microphysical processes in mixed-phase clouds are very complicated and the presence of cloud water and/or ice does not necessarily mean air motions can be assumed as moist adiabatic. An extreme example is that if cloud ice, due to sedimentation, exists in an environment that is subsaturated with respect to ice, upward motions would not cause any deposition or release of latent heat. We conducted a group of TI-resolution simulations in which the new formulation of N 2 m of CM1r19 (equation (22)) is used but saturation/subsaturation is assigned with the CM1r18 criterion based on cloud water and ice. These simulations still exhibit large-amplitude errors in most fields (not shown), confirming that the change in saturation criteria is more critical than the improved calculation of N 2 m . We also ran a TI-resolution simulation with the new saturation criterion but the old (liquid-only) formulation of N 2 m . As expected, the large dissipation in the 4-to 8-km level is greatly reduced (not shown), which further reinforces the conclusion that the new saturation criteria is most important.
To add further insight, off-line calculations of N 2 m were made using model output fields; specifically, the formulations (19) and (22) were computed using identical thermodynamic fields (p, T, q v , etc.) . Results show that differences in the two N 2 m are typically small (<10%) where both formulations identify a grid point as saturated. However, there is a substantial difference in the total number of grid points identified as saturated by the two formulations. At the end of the simulations (t ≈ 24 hr), the number of grid points diagnosed as saturated is a factor of 2 lower when using the new saturation criteria.
Dynamic Reconstruction Models
This section discusses the performance of the DRMs and highlights their similarities and differences. As shown in section 4.1, DRM-A and DRM-Pr perform better than the traditional models in general. They can produce satisfactory distribution of clouds, precipitation, and vertical fluxes at the TI-resolution. In contrast to the traditional models, which cannot predict low clouds correctly even with the updated saturation criterion, DRM-A and DRM-Pr correctly simulate low clouds at the TI-resolution. Though the isotropic versions overpredict cloud fraction near the tropopause (Figure 7b ), the anisotropic versions exhibit improved results (Figure 8b ).
The DRM-A and DRM-Pr are relatively insensitive to the choice of saturation criteria and the specific equation used to calculate N 2 m . These formulations only affect the stability correction factor C b (equation (16)) of DRM-A and DRM-Pr. Under unstable conditions, the eddy viscosity and diffusivity of DRM are determined by the dynamic procedures, because C b = 1 when Ri < 0. The dynamic procedures, which use test-filter-level fluxes in their calculation, usually do not produce large viscosity and diffusivity in a nonturbulent environment; thus, DRM-A and DRM-Pr do not exhibit problems similar to the traditional models.
Another more important difference between DRM and the traditional models is that DRM can produce countergradient fluxes. Figure 12 shows the vertical SFS flux in the TI-resolution simulations using the CM1r19 saturation criterion and N 2 m equation. Even with the new formulations, the Smagorinsky and TKE-1.5 models produce significant downward heat flux in the troposphere, especially at lower levels, but DRM-A and DRM-Pr, in contrast, produce upward heat flux, which is countergradient. For the DRM-A simulations, the magnitude of lower-level SFS heat flux is comparable to the total flux in the benchmark simulations. This is important because boundary-layer turbulence and shallow convection are significantly underresolved at the TI resolution.
The SFS heat flux profiles of DRM-A and DRM-Pr are consistent with their different eddy diffusivity profiles (Figure 9b ). For DRM-A, its eddy diffusivity for potential temperature is essentially zero; thus, the SFS heat flux is determined by the reconstructed RSFS flux, which is more smooth and exhibits a single peak. For DRM-Pr, though the same reconstruction procedure is used, its eddy diffusivities are positive and therefore make its SFS heat flux weaker than that of DRM-A. The structure of the eddy diffusivity in DRM-Pr (Figure 9b ) is determined by that of its eddy viscosity, for which the double-peak structure corresponds to the character of the wind field (cf. Figure 2b ).
Overall, DRM-A, which computes the eddy diffusivity for each scalar independently, appears to be better than DRM-Pr, whose eddy diffusivity is determined with a Prandtl number parameterization, which can be erroneous in some conditions . The anisotropic versions of DRM-A and DRM-Pr are slightly better than the isotropic versions, consistent with previous findings, which suggest turbulence in the TI is often anisotropic (Kitamura, 2016) . However, the differences between DRM-Pr and DRM-A are relatively small, implying that the reconstructed RSFS fluxes contribute most to the SFS fluxes produced by them. Thus, for this case of deep convection, it might be acceptable to employ a reconstruction model that neglects the SGS component and reduces computational cost. However, whether such an reconstruction model closure can match the performance of DRM in different dynamic regimes is questionable.
Summary and Discussion
In this study we employed LES of a deep tropical convection case to evaluate the performance of some LES-type turbulence closure schemes at TI resolutions. The fine-resolution simulations produce almost-converged solutions, which are not sensitive to turbulence closure choice, and therefore were used as our benchmark for further evaluation. Using the estimation technique of Matheou and Chung (2014) , it was suggested that the TI's lower limit of the grid spacings is about 200 to 400 m.
At our TI resolution of 1 km, the traditional Smagorinsky and TKE-1.5 models can produce intolerable errors if the "saturation" definition, or more precisely, the choice between dry and moist Brunt-Väisälä frequency is based on the presence of cloud water and/or ice. These errors include overpredicted cloud and precipitation in the middle and upper troposphere and excessive mixing of momentum and scalars due to SFS fluxes. The root cause of these errors is that the traditional models can only represent forward-scattering turbulence.
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The resultant downgradient heat flux destabilizes the conditionally unstable environment and enlarges eddy diffusivity, which in turn leads to even more destabilization.
The new criterion in CM1r19 defines saturation more carefully and helps traditional turbulence models avoid large-amplitude errors. The new criterion is based on saturation mixing ratio. This new threshold ensures that the moist Brunt-Väisälä frequency is only used in a "sufficiently" moist environment, which likely contains or at least supports turbulence at resolved scales. As a result, the feedback between instability and the eddy diffusivity of traditional models can be suppressed by the resolved turbulence. However, because traditional eddy diffusivity models cannot produce countergradient flux, their representation of shallow clouds and boundary-layer mixing is still problematic even with the updated saturation criterion. It is worth mentioning that the Advanced Regional Prediction model (Xue et al., 2001 ) and the current Weather Research and Forecast model (Skamarock et al., 2008 ) use a saturation criterion based on cloud mass mixing ratio in their Smagorinsky and TKE-1.5 SGS models, similar to the approach used in CM1r18. However, cloud ice mixing ratio is ignored in Weather Research and Forecast model's saturation condition; thus, a grid cell is defined as "saturated" only when liquid water exists.
In contrast, DRM-Pr and DRM-A in the TI-resolution simulations produce satisfactory results that agree reasonably well with the benchmark simulations in terms of the distribution of cloud, precipitation, and vertical fluxes. DRM-Pr and DRM-A are not sensitive to the choice of saturation criteria and produce countergradient heat fluxes for both shallow and deep convection. The isotropic versions exhibit some small-amplitude errors, but the anisotropic versions provide improved results.
The countergradient (nonlocal) character of turbulence fluxes in deep convection is well known and has been represented by mass flux-based cumulus parameterizations in global models since Arakawa and Schubert (1974) , but the countergradient nature of SFS fluxes in simulations of deep convection at kilometer-scale resolution has not been addressed until recently. The turbulence schemes used in global models, such as the eddy diffusivity mass flux approach (Siebesma et al., 2007) and the Cloud Layers Unified By Binormals scheme (Golaz et al., 2002; Larson & Golaz, 2005) , are also capable of producing countergradient transport, but they are designed to compute turbulent mixing in the vertical direction only. Because the energetic eddies associated with deep convection are partially resolved at kilometer-scale resolutions, the one-dimensional schemes like eddy diffusivity mass flux and Cloud Layers Unified By Binormals would need modification to accurately predict the horizontal mixing due to SFS processes, which can significantly alter the characteristics of many atmospheric processes, such as distribution of pollutants (Zhou et al., 2017) , the organization of tropical convection (Tompkins & Semie, 2017) , and the intensity of hurricanes (Bryan & Rotunno, 2009) , at kilometer-scale resolution.
The DRM is able to produce overall countergradient fluxes by muting its SGS part through the dynamic eddy diffusivity model and allowing countergradient fluxes through the reconstructed RSFS fluxes. Though it was originally designed for LES, the DRM appears to work quite well in the TI for simulating deep convection. More evaluation and comparison are needed to understand the advantages and disadvantages of different specific versions of the DRM. It is also possible that some further modifications may be needed to ensure it performs well in all weather regimes. In any case, the DRM is a promising option for turbulence closure in the terra incognita.
