The standard Monte Carlo approach to evaluating multi-dimensional integrals using (pseudo)-random integration nodes is frequently used when quadrature methods are too di cult or expensive to implement. As an alternative to the random methods, it has been suggested that lower error and improved convergence may be obtained by replacing the pseudo-random sequences with more uniformly distributed sequences known as quasi-random. In this paper the Halton, Sobol' and Faure quasi-random sequences are compared in computational experiments designed to determine the e ects on convergence of certain properties of the integrand, including variance, variation, smoothness and dimension. The results show that variation, which plays an important role in the theoretical upper bound given by the Koksma-Hlawka inequality, does not a ect convergence; while variance, the determining factor in random Monte Carlo, is shown to provide a rough upper bound, but does not accurately predict performance. In general, Quasi-Monte Carlo methods are superior to random Monte Carlo, but the advantage may be slight, particularly in high dimensions or for integrands that are not smooth. For discontinuous integrands, we derive a bound which shows that the exponent for algebraic decay of the
Introduction

Low Discrepancy Sequences
Monte Carlo methods use independent, uniformly distributed random numbers on the s-dimensional unit cube I s as the source of integration nodes. In This shows the familiar convergence rate of N ?1=2 associated with random methods. The key property of the random sequence is its uniformity, so that any contiguous subsequence is well spread throughout the cube. This idea has lead to the suggestion that using other sequences which are more uniformly distributed than a random sequence may produce better results. Such sequences are called quasi-random or low discrepancy sequences.
Initially it may appear that a grid would provide optimal uniformity. However, grids su er from several di culties. First, in high dimension, the number of points required to create even a course mesh is exponentially large in dimension. Also, grids have rather high discrepancy, a quantity which measures the uniformity of a set of points. This is de ned and discussed below. Finally, the only obvious method for increasing accuracy of a uniform grid is to halve the mesh size, which requires adding 2 s times the current number of points; so that the accuracy of a uniform grid cannot be increased incrementally.
A solution to this problem is to use in nite sequences of points such that for every N, the rst N terms of the sequence are uniformly distributed throughout the cube. In order to quantify this, the discrepancy of a set of N points in de ned as follows: Let Q be a rectangle contained in I s with sides parallel to the coordinate axes, and let m(Q) be its volume. By the law of iterated logarithms, the expectation of the discrepancy of a random sequence is bounded by (log log N)N ?1=2 . There are many quasirandom sequences known for which the discrepancy is bounded by a constant times (log N) s =N, which suggests greater uniformity than a random sequence. Three such sequences, the Halton, Sobol' and Faure sequences, were chosen for comparison in this work, and are brie y described now. A more thorough discussion of these sequences can be found in 9, 14, 15] The Halton sequence 4] in one dimension is generated by choosing a prime p and expanding the sequence of integers 0; 1; 2; : : :; N into base p notation. The n th term of the sequence is given by z n = a 0 p + a 1 p 2 + a 2 p 3 + + a m p m+1 ;
Note that the numbers lie in cycles of p increasing terms, and that within the cycle, the terms are separated by 1=p. The e ect is that once a grid of re nement 1=p m is lled in by repeated sweeps of these cycles, the next cycle starts lling in the grid at level 1=p m+1 . The s-dimensional Halton sequence is generated by pairing s one-dimensional sequences based on s di erent primes; usually the rst s primes are chosen. One di culty with this sequence is that in high dimensions, the base p must be large, so that the cycle of increasing terms is rather long. When paired against another large prime based sequence, the result is that the points lie on parallel lines which slowly sweep through the unit square. Thus the distribution of points is not very uniform.
In the de nition of D N , the restriction to rectangles with sides parallel to the coordinate axes is due to this construction of an s-dimensional sequences as a product of 1-dimensional sequences.
As an alternative, the theory of (t,s)-nets has been developed by Sobol' 19] , Faure 3] and Niederreiter 14] . The Sobol' sequence solves the problem of large primes by only using p = 2. The sequence is generated such that the rst 2 m terms of each dimension for m = 0; 1; 2; : : : are a permutation of the corresponding terms of the Halton sequence with prime base 2 (also known as the van der Corput sequence). If the proper choice of permutations is used, the resulting s-dimensional sequence can be shown to have good uniformity properties. However, as dimension increases, more permutations must be used, and the possibility increases that a bad pairing may exist between two dimensions leading to a highly non-uniform distribution in that plane.
The Faure sequence is similar to the Sobol' sequence in that each dimension is a permutation of a Halton sequence; however, the prime used for the base is chosen as the smallest prime greater than or equal to the dimension. If this prime is labeled p(s), then each dimension of the Faure sequence is generated such that the rst p(s) m terms for m = 0; 1; 2; : : : are a permutation of the corresponding terms of the Halton sequence base p(s). The advantage of this is that as long as s p(s), an optimal set of permutations can be prescribed. However, as dimension increases, the problems of large primes arise, though not as quickly as with the Halton sequence.
In his review papers 12] and 13], Niederreiter summarizes the properties and theory of these sequences. The key point is that their discrepancy where c s , di erent for each sequence, is constant in N, but depends on s. This is an optimal upper bound in the sense that for any in nite sequence, there exist an in nite number of N such that D N c (log N) s N for some constant c. These bounds suggest that, at least for large N, the quasi-random sequences described above will be considerably more uniform than a random sequence. The relationship between discrepancy and integration error is described next.
Error Bounds
As stated above the expectation of error for random Monte Carlo integration is (f)N ?1=2 . Because probability theory can no longer be used, a di erent approach is necessary to bound the integration error when quasi-random sequences are used. It turns out that it is the variation of the integrand which appears, and not the variance. If f(x 1 ; : : :; x s ) is su ciently di erentiable, then for all positive k s and all sets of k integers 1 i 1 < i 2 < : : : < i k s, de ne the quantity 
The restriction of di erentiability is stronger than necessary and may be relaxed to the standard notion of bounded variation. The main results on integration error is known as the Koksma-Hlawka inequality, which states that if f is a function of bounded variation in the sense of Hardy and Krause, and fx i g is a sequence of N points in I s with discrepancy D N , then
As with the expectation of error in the random case, the e ects of the integrand are separated from those of the sequence. The bound on the discrepancy of a random sequence indicates N ?1=2 type convergence, and suggests that a sequence with smaller discrepancy than a random sequence will give smaller errors. The requirement that the integrand be of bounded variation is considerably more restrictive than the condition for the random case of nite variance, and it excludes many integrands of interest. For example the characteristic function of any non-rectangular set has in nite variation. The relationship of such functions to particle simulation is described in section 3 as motivation for the convergence results presented there.
Another approach to describing integration error comes from considering the average case error for the class of continuous functions equipped with a Wiener sheet measure. In 20] Wo zniakowski gives a result which relates this average integration error for such functions to an L 2 version of discrepancy. Further discussion and an alternative derivation of this can be found in 9]. This result suggests that low discrepancy sequences should out perform random sequences, at least for large enough N, even for functions that are only H older continuous with exponent 1=2.
Applications of Quasi-Random Sequences
The above-mentioned theoretical studies of quasi-random sequences have shown that they have the potential for providing great improvements in integration error, for values of N that are su ciently large and for smooth integrands. On the other hand, other computational studies 1, 18, 8, 16, 6] have provided evidence of signi cant improvement, which, however, falls short of the theoretical potential. In this paper we focus on identifying the nature and source of this discrepancy.
The objective of our study is to provide a set of careful numerical experiments that clearly show the in uence of variation, variance, dimension and smoothness on the convergence rates of Quasi-Monte Carlo integration. We expect that the conclusions of this study will be useful for the application of Quasi-Monte Carlo methods to particular problems, as well as for the development of variance reduction and other Monte Carlo techniques using quasi-random sequences.
In sections 2 and 3 the integrals of several test functions are approximated by using the Halton, Sobol' and Faure sequences. For each example the integration error is approximated by the form cN ? , in which N is the number of quasi-random integration points. In general, the results show that quasi-Monte Carlo integration is superior to standard Monte Carlo in exponent (which is 1=2 for standard Monte Carlo) or in the constant c, but that the improvement degrades as the smoothness of the integrand decreases or the dimension increases. These conclusions and their implications for further use of quasi-random sequences will be discussed in section 4.
Variation,Variance, Sequences and Dimension
From the Koksma-Hlawka inequality 3, one might hope that variation would play the same role for quasi-random integration as variance does for standard Monte Carlo. However, certain observations suggest that variation is a suspect quantity for measuring integration error. For example, from the de nition it can be seen that total variation involves a sum of variations over only those lower dimensional boundaries where all the restricted variables are equal to 1 (not 0). This can lead to considerable di erences between the discrepancy of two basically identical functions. It might be expected that the functions f and g, would be integrated virtually identically by a quasi-random sequence. However, V (f) = 1 and V (g) = 2 s ? 1. While this may be an extreme case, it does introduce some doubt as to the usefulness of variation in predicting integration errors.
Setup of Numerical Experiments
In order to investigate the actual roll that variation plays in determining the integration error, a variety of test functions with a wide range of variations were integrated over the unit cube. E ects of variance, dimension and choice of sequence were also observed. The functions were chosen so that they could be integrated analytically, and so that the variance and variation could be at least estimated, if not explicitly calculated. The test functions used were all normalized so that they integrated to 1.
For each experiment, the results of error versus N are plotted on a log log scale (base 2), and an empirical convergence rate cN ? are determined, in which N is the number of quasi-random points used and is somewhere between 0 and 1 ( = 0:5 is the expected behavior of a random sequence). The values of and c are found by a least square linear t of cN ? to the data on a log log scale in a certain range of N. Although this formula cannot be expected to be an asymptotic formula for the integration error, there is too much scatter in the numerical results to determine a more precise convergence rate. Moreover, for the range of computationally practical N, this is an adequate indicator of performance.
Within a given range of N, we choose m values of N, denoted N i ; 1 i m, that are equally spaced on the logarithmic scale. For example for the range N = 1000 to N = 100; 000 and m = 100, we have that N 0 = 1000, N 1 = 1047; : : : ; N 99 = 95; 499, N 100 = 100; 000. While this tends to make the low end of the range of N have a few more points, it is much better than evenly spacing the N i . On the log scale that causes almost all of the points to be clustered together at the high end.
The experiments were run by generating the rst N 1 terms of the sequence in question. Because the Halton sequence starts with a point very close to zero in high dimensions (the rst points is ( ; : : :; 1 q(s) ), where q(s) is the s th prime), and some of the integrands used are highly sensitive to this point, the rst 200 terms of the sequence are discarded. This number is arbitrary, and discarding the rst 10 terms would probably su ce. The Faure sequence has a similar problem, so following Bratley and Fox 1], it is also started in the middle at the (p(s) 4 ? 1) th term, where p(s) is the rst prime greater than or equal to s.
Once these N 1 terms have been generated, the integral is approximated with them, and the square error R I s f dx ?
2 is recorded. Then the next N 2 terms of the sequence are generated, and the process is repeated. This leads to values of the square error at N = N 1 ; : : :; N m and requires P N i points in the quasi-random sequence.
Unfortunately, just as in the random case, there is a great deal of scatter in the value of the error. A consistent and reliable value of the error is obtained by performing the numerical computation a number of times (or runs) and using the root mean square error for each value of N. The second run begins by calculating the next N 1 terms of the sequence, which are di erent from any of the terms used in the rst run.
It is important to note that the error calculated for each value of N is \independent" of the error calculated for other values of N, since points in the quasi-random sequence are not reused. The advantage of doing this is that the errors associated with N 1 and N 2 will not be correlated, as they would be if the other method were used. This helps make convergence more easily identi able. On the other hand, the method of adding N 2 ? N 1 points to the original N 1 to get the error using N 2 points is exactly the approach used to actually evaluate an integral, when the answer is unknown and determination of convergence rate is not the goal.
Simple Multi-Dimensional Integrals
The rst set of trial functions consisted of relatively simple multi-dimensional functions formed from products of one dimensional functions, such as those used in 1] and 8]. The advantage of this was that the values of the integral, the variance and the variation could be easily obtained. These functions could also be chosen to have speci c properties such as high variation and low variance. Thus they were important for determining the e ect of the various factors in question, even if the integrals themselves are of little practical interest. The functions, their variances and their variations are given in Figures 1 and 2 show plots of log(error) versus log N for the range N 0 = 1000 to N 25 = 30000 for the last two functions from Table 1 . The error here is the root mean square error described above, obtained from averaging over 50 runs. Results are given for dimensions s = 5; 10; 20; 30 for the Sobol' sequence. For reference, the expected value of the rms error for a random sequence is also plotted for each dimension. The calculated errors are represented by points which are connected by lines to help clarify the trend. Because these are log log plots, the linear behavior corresponds to an error of size cN ? .
These plots illustrate certain points which hold true in general for quasiMonte Carlo integration. Of particular importance here is that for the rst function, the variation grows exponentially with dimension, while in the second plot, the variation is virtually constant with dimension. Such trends in the error cannot be detected. However, both functions have similar variances, and also similar behavior with regard to error. From these experiments, as well as those described below, it can be seen that the use of quasi-random sequences generally results in lower error than with random sequences. As the random error is determined by the variance of the integrand, the variance may then be interpreted as part of an approximate upper bound on the integration error.
The tion is not an important quantity in determining integration error. These examples were of limited generality, however, since the integrands were all product functions. In the next three subsections, more realistic examples are presented, which contain many of the features of true scienti c or engineering problems, but in a simpli ed or restricted setting where the exact solution is known. The roles of dimension and choice of sequence will be considered more carefully in the next section.
Absorption
Monte Carlo methods are frequently used to solve integral equations associated with transport problems. The behavior of quasi-random sequences in this setting was studied by Sarkar and Prasad in 18], where a fairly simple one dimensional absorption problem was investigated. We consider an even simpler problem, the integral equation
which describes particles traveling through a one dimensional slab of length one. In each step the particle travels a distance which is uniformly distributed on 0; 1]. This may cause it to exit the slab; otherwise, it may be absorbed with probability 1 ? before the next step. In the equation, x describes the current position of the particle, and y(x) gives the probability that the particle will eventually leave the slab given that it has already made it to x. The quantity of interest to calculate is then y(0), the probability that a particle entering the slab will leave the slab. The solution of this test problem is
The solution may also be represented by an in nite dimensional integral over the unit cube y(x) = Z This corresponds to a Monte Carlo particle simulation where the particle does a simple forward random walk with jump size uniformly distributed on 0; 1]. If it leaves on its (n + 1) th jump, it contributes n to the sum which approximates y(x). Because the high dimensions represent the contributions of particles which undergo many collisions before leaving the slab, and the likelihood that a particle can go more than a few collisions before either leaving or being absorbed is quite small, y(x) can be quite accurately represented by truncating the integral at a nite n. For the purposes of computational experiments, the cut-o n = 20 was chosen, although the same results would have been obtained with n = 6. When x = 0 and the integrand is normalized so that the above integral is 1, the variance of the function can be calculated as 2 (F normalized ) = 1 ? (1 ? )e ? 1 :
The variation of F is in nite, because it is composed of characteristic functions of non-rectangular sets (cf. section 3). Figure 3 shows the results of running this simulation for a survival probability of = 0:5. The data were taken at 50 points evenly distributed on a log scale between N = 1000 and N = 30000. The data were averaged over 100 runs. The results are discussed below, where they are compared with results from a modi ed version of this simulation which has nite variation. This second simulation is described next.
Following the work of Sarkar and Prasad, the \analog" simulation described above can be adapted to produce a smooth integrand. The idea is that each jump that the particle makes should contribute something to the evaluation of the integral, so that there is not an all-or-nothing (discontinuous) contribution if the particle leaves the slab or is absorbed. In fact in the For reasons given above, it is only necessary to go out to a nite n (number of jumps that the particle makes), here chosen to be 20. The corresponding simulation follows a particle through 20 jumps. If after n jumps the particle is at position x 0 , the length of the next jump is sampled uniformly from the interval 0; 1 ? x 0 ] and the quantity n (1 ? x 0 ) n is added to the sum which approximates y(x).
The most important di erence between the second simulation approach and the rst is that the integrand of the second is now smooth and has much lower variance. The variance of F starting from initial particle position x = 0 can be given explicitly by a rather lengthy formula. Once the integrand has been normalized, the value of this variance is 0.0742, whereas the variance for the rst method (non-smooth) is 1.8467, assuming a survival probability of = 0:5 is used. As stated above, the variation of the rst method is in nite; because the integrand for the second method is smooth, it has nite variation. Figure 4 shows the computational results of using quasi-random sequences to perform the second simulation, and is to be compared with Figure 3 for the non-smooth simulation. Again a of 0.5 was used. Since the e ective dimension of this problem was only 6, it is not surprising that the smooth case results look quite similar to the results of the other low dimensional test problems, with the Halton sequence giving the best performance. The Faure sequence has somewhat higher error than the others, but this can be attributed to the fact that the prime used to generate the sequence was 23, the rst prime larger than the dimension 20. The rate of convergence for all the sequences is around N ?:95 for the smooth case.
On the other hand, for the analog particle simulation of Figure 3 , Halton has the lowest error and a convergence rate of N ?:7 . Faure has larger error, but a slightly better convergence rate of N ?:85 . The slow convergence of 
Boltzmann Collision Integral
The second example comes from the Boltzmann equation, which describes the evolution of a distribution function f( ) for the density of a rare ed gas in velocity space. Suppose f( ) can be written as f( ) = f 1 ( ) + f 2 ( ) where the f i are Maxwellians, i.e. they have the form
Here ; u and are the uid dynamic density, velocity and inverse temperature. In 2] Deshpande and Narasimha give an exact formula for this case for the gain in f( ) due to binary collisions. This gain can be described by an integral over all possible collision which result in a particle with velocity . If the hard sphere collision model is used with molecular diameter = 2, and the Maxwellians are chosen so that 1 This is the rst example given here which is not explicitly an integral over the unit cube. But the standard Monte Carlo methods for sampling variables which are not uniformly distributed on the interval 0; 1] may also be used here to create quasi-random sequences with the required distribution. In this case these sampling methods are equivalent to the change of variables w i = erf ?1 (2x i ? 1) w sin e h(u;w; ; ) dx :
It should be noted here that many sampling techniques, when viewed as a change of variables, produce non-smooth integrands or may map the characteristic function of rectangular set to an irregular set. As discussed in the next section, this may cause a decay in the performance of the quasirandom sequences which is not observed in the random case. Thus care must be taken when using low discrepancy sequences with the standard methods of Monte Carlo, including sampling and variance reduction.
The results of the convergence experiment for this 5 dimensional integral are given in Figure 5 . Here u was taken to be 0.25, and the results shown are relative error (the integral is normalized to one). All three quasi-random sequences show similar behavior which is signi cantly better than the pseudorandom behavior. The least squares t convergence rates range from N ?:65 to N ?:61 for these sequences, while pseudo-random shows a convergence rate of N : 51 . (1 ?
This is just the integral of u s (x) which is equal to the integral of the initial data and thus equal to one. Again this is not an integral over the unit cube, but the same methods used for the Boltzmann collision integral may be used here. The inverse error function is used to generate Gaussian distributed points, and x is sampled uniformly on 0; 2 ] by multiplying uniform numbers on 0; 1] by 2 . The results of the experiment using pseudo-and quasi-random sequences to evaluate this integral in 40 dimensions (s = 39 time steps plus one spatial integration) are shown in Figure 6 . Even though the dimension is rather high, the Halton sequence still gives the lowest errors, although the Sobol' sequence is very close. On the other hand, the Faure sequence is noticeably worse. For small N it leads to errors roughly the size of those given by the pseudo-random sequence. All three quasi-random sequences show convergence between N ?:65 and N ?:61 , while the least squares t for pseudo-random indicates convergence like N ?:49 . Although in this computation each dimension is of equal signi cance, it may be possible to formulate an improved method in which the higher dimensions are of decreasing signi cance.
Characteristic Functions, Continuity and Dimension
The performance of quasi-random sequences in evaluating integrals of characteristic functions is of considerable interest because this indicates their potential for success in Monte Carlo particle simulations. As illustrated in the last section, a particle simulation may frequently be described by a multidimensional integral. Characteristic functions arise whenever a yes/no decision must be made, such as if the particle is absorbed. The characteristic function to be integrated corresponds to the subset of the parameter space where the parameter values indicate a positive decision. When the domain of the parameter space is mapped onto the unit cube, the volume of the`yes' set (i.e., the value of the integral of its characteristic function) is just the probability that the decision is accepted. In this section another side of the variation issue is also raised. In general characteristic functions have in nite variation, the exception being rectangles with sides parallel to the coordinate axes. The question of whether the in nite variation causes performance degradation is addressed by also considering integration of a continuous and a smooth function with support on a sphere inside the unit cube.
Characteristic Functions of Cubes and Cones
In order to determine the e ects of jumps in the integrand, integration experiments were run using characteristic functions of a cube and a cone. The cube was used because it is the basis of the de nition of discrepancy, and has nite variation equal to 2 s . This is related the fact that there is a jump of size one in the direction of the coordinate axes at each corner. The cone was chosen because it has in nite variation and is pointed. The experiments were run to compare sequences and to determine convergence rates as a function of dimension. In order to compare results across dimensions, the integrands were normalized so that the integral of each function for all shapes and dimensions was one. In a given shape class, the largest radius possible was used in dimension 6. The radii used for dimensions 2 through 5 were then computed such that these functions would have the same variance. This has the advantage that if random numbers were used for the calculation, the size of the error would be the same in all dimensions.
For the cube, the center was chosen to be (1=2; 1=2; : : : ; 1=2), and side length was the`radius' parameter. In 6 dimensions, the side length was chosen to be 7=8, which gives a normalized variance of 1.228. This actually describes two cones with a common tip at (1=2; 1=2; : : : ; 1=2) and circular bases of radius R lying in the x s = 0 and x s = 1 planes. In 6 dimensions R was set to 1=2, and the corresponding normalized variance was 360= 2 ? 1 which is about 35.48. Table 2 shows the radii (or side lengths) used for each shape and each dimension. Table 3 shows the results of using a pseudo-random sequence (R) and the three quasi-random sequences (H, S, F) to integrate the characteristic functions of the sets described above. The experiment consisted of 50 runs using 50 logarithmically evenly spaced values of N in dimensions 2 through 6. For both the shapes, the size of the error increases with dimension. Convergence behavior is generally best in 2 dimensions, and tends to decay as the dimension increases. For the most part, the Halton sequence gives slightly lower errors, especially in two dimensions. For the cube, convergence in two dimensions is around N ?:95 for all sequences, while for dimensions 3 to 6, the least squares t convergence rates ranged from about N ?:71 to N ?:89 . The Faure sequence appears to start out with slightly higher error, but it converges a little faster, so that all the sequences end up with similar error size at N = 30; 000. For the cone, the error is considerably closer to the expected random error in size and in convergence rate than for the cube. For dimensions 4 to 6, all the sequences and dimensions look about the same, except for the 4 dimensional Sobol' sequence, which performs rather erratically. The convergence rates range from N ?:54 to N ?:62 . Again, the Halton sequence is marginally better than the others, with the greatest di erence being in dimension 2. Otherwise, Halton and Faure look very much alike, while Sobol' gives errors in about the same range, but is less predictable.
A similar set of experiments were done for the characteristic function of a sphere in dimensions 2 through 6. These showed error behavior similar to that of the cone. For the sphere, the two dimensional convergence rate for all sequences was about N ?:78 , while the higher dimensions had a rate around N ?:6 . Again, Halton performed slightly better in two dimensions; however, the Sobol' sequence did not look particularly odd or unpredictable compare with the others.
The fact that quasi-random sequences performed better on the cube was to be expected. The sequences are constructed to minimize discrepancy, which is based on rectangles. Also, each multi-dimensional sequence is made from a combination of one dimensional sequences. This corresponds to a cube being the product of one dimensional characteristic functions. However, it should be noted that the 1=N type convergence suggested by the discrepancy bound (ignoring the log factors) is only approached in two dimensions, at least for the range on N considered here. For non-rectangular characteristic functions, it appears that a convergence rate only moderately better than that of a random sequence can be expected from quasi-random sequences. This is of particular importance for particle simulations where a decision process may be equivalent to such a function. On the other hand, note that in all of these experiments the error for quasi-Monte Carlo is signi cantly lower than the error for standard Monte Carlo at the largest value of N. This indicates that quasi-Monte Carlo can decrease the constant c in the integration error size cN ? , even if it does not signi cantly improve the decay rate .
Continuous and Smooth Functions on a Sphere
The question arises now as to whether the poor performance of quasi-random sequences on characteristic functions relative to the smooth functions examined earlier is connected to the fact that these functions have in nite variation. To investigate this, two more sets of experiments were conducted. Both involved functions which have support on spheres contained within the unit cube. The rst was the continuous but not di erentiable function and R(s) is the radius given in Here z = r=R(s). The variation of the function can be estimated if it is assumed that in each quadrant, the s th derivative will be of one sign. Because the function is zero at the boundary of the cube, the variation will be the sum of the function integrated over the boundary of each quadrant of the Then the normalized variance of the smooth function is 64 H(6)= 3 ?1, which is around 15.63. The appropriate radius necessary to maintain variance for each dimension and each of the functions is listed in Table 4 . What is interesting about these results is that despite having in nite variation and higher variance, the continuous function has smaller error and better convergence than the smooth function. The convergence rates for the continuous function are about the same as for the cube, and better than for the other characteristic functions. This suggests that continuity of the integrand is important for improved quasi-random convergence, but that differentiability does not necessarily help. These examples show that neither variation nor variance nor smoothness consistently predict quasi-random integration error behavior.
Theoretical Bounds for Integration of Characteristic Functions
To try and approach the convergence of quasi-random sequences on characteristic functions of non-rectangular sets analytically, Kuipers and where C s is a constant depending only on dimension. Because J N is a bound on the integration error associated with characteristic functions of convex sets, this bound suggests that the convergence rate for such functions may only be N ?1=s . The computed examples of such functions show decreased convergence rates with increasing s, but nothing this extreme.
Press and Teukolsky 17] suggest another argument to explain the observed decline in convergence rates of quasi-random sequences when applied to characteristic functions. They reason that near the boundary of the set described by the characteristic function, whether a point of the sequence lands inside the set (and thus contributes a value of one to the average) or outside the set (where the function is zero) is essentially random for non-rectangular sets. Combining the random error near the boundary, which has N ?:5 type behavior, with the superior quasi-random behavior over the rest of the set, described by the discrepancy D N , leads to a new convergence estimate. As dimension increases, the boundary of any set plays an increasingly dominant role. This helps explain the decline in convergence rate with increasing dimension.
This argument can be made more rigorous by reworking the theorems mentioned above under the assumption of randomness near the boundary. The following lemma summarizes this result. Proof: Theorems 1.5 and 1.6 show that it can be assumed that C is a closed convex polytope, which means that it is possible to construct sets P r which are unions of a nite number of disjoint rectangles such that P r C and m(C) ? m(P r ) is arbitrarily small. Consider such a set P r . Then This result suggests that for an integration problems with discontinuous integrand in a high dimension, convergence much better than that of a random sequence cannot be expected. This is a result of the fact that sets in high dimensions are almost entirely boundary, where the integration error of a quasi-random sequence behaves like the error for a random sequence.
A comparison of this theoretical bound with the above experimental results for characteristic functions shows again that the bound is somewhat pessimistic. For example, for the characteristic function of the cone, the Halton sequence in two dimensions has a calculated convergence rate of about N ?:8 ; whereas the bound from the Lemma has the convergence rate of N ?:67 . In six dimensions the Halton convergence rate is N ?:6 ; while the bound predicts a convergence rate of N ?:55 The actual integration error shows some similarities to the bound behavior, but the rates of convergence are better than predicted. Moreover the constant c in the integration error rate (cN ? ) is often seen to be improved through quasi-Monte Carlo.
Conclusions
The computational experiments described above show that Quasi-Monte Carlo methods, using quasi-random (i.e. low discrepancy) sequences, provide an e ective integration technique for many multi-dimensional integration. Moreover, the error in the Quasi-Monte Carlo integration method is found to be signi cantly less than the corresponding error for a standard Monte Carlo (i.e. random or pseudo-random) method. Of the quasi-random sequences tested, for low dimensional problems up to around s = 6, the Halton sequence generally gives the best results. In higher dimensions, for most problems the Sobol' sequence was superior. The Faure sequence, which has the best theoretical bound 9], was generally better than random, but was for the most part outperformed by Halton or Sobol'.
It is important to note, however, that the error reduction for QuasiMonte Carlo methods is limited by several factors. For integration of smooth functions in 1 dimension, the error is of size c 1 N ?1 , compared to error size c 2 N ?1=2 for random simulation (which has this error size for all dimensions). If the dimension is increased or the integrand function is less smooth, the observed error may be of size c 1 N ? in which 1=2
1. Still the error for Quasi-Monte Carlo integration is almost always signi cantly better than that for standard Monte Carlo, using a random or pseudo-random sequence, due to either a larger algebraic decay rate or a smaller constant c. Thus for a xed error tolerance level, the quasi-random simulation requires signi cantly smaller number N of simulation points. In many problems with complicated integrands, use of the simulation points entails a lot of computation, so that the resulting reduction in computational e ort will more than compensate for the increased work required to generate the quasi-random sequence.
In the companion paper 10] we have used a Quasi-Monte Carlo method for simulating solutions of the heat equation. The computational results in 10] indicate a dependence on dimension that is quite similar to that for Quasi-Monte Carlo integration seen above. They also show that use of quasirandom sequences is delicate, since the elements of the sequence are correlated. For example, e cient simulation of the heat equation is only possible if the particle labels are reordered. Also use of a quasi-random sequence in the Box-Muller method for sampling a Gaussian distribution results in signi cant loss of e ciency.
These di culties suggest that great care must be used in applying quasirandom sequences to Monte Carlo methods. In particular, some sampling and variance reduction techniques should be modi ed to avoid discontinuous integrands. Also, in some simulation and integration problems should be reformulated to reduce the e ective dimension or increase the smoothness.
For example, in section 3 the analog absorption method with a discontinuous integrand was transformed to the smoothed absorption method with a continuous integrand. Our computational results show that this made the quasi-Monte Carlo method much more accurate. Further progress on effective application of quasi-random sequences to Monte Carlo sampling and variance reduction, including the acceptance-rejection method, Feynman-Kac integrals, and Di usion Monte Carlo, has been made by Moskowitz 11] .
