Minimal predicates P satisfying a given first-order description (P) occur widely in mathematical logic and computer science. We give an explicit first-order syntax for special first-order 'PIA conditions' (P) which guarantees unique existence of such minimal predicates. Our main technical result is a preservation theorem showing PIA-conditions to be expressively complete for all those first-order formulas that are preserved under a natural model-theoretic operation of 'predicate intersection'.
All examples so far had defining clauses satisfying IP -as is easy to check by a direct set-theoretic argument. Also, their intended minimal predicates P are evidently the intersections of all predicates satisfying $ ( P, Q) in the given model. Thus, IP justifies the phrasing 'minimal predicate satisfying the given description'. It is even a little bit stronger, as it also quantifies over smaller families of predicates satisfying $ ( P, Q). We will retain this slight over-kill henceforth for technical convenience.
But our examples also suggest a concrete syntactic format behind this behaviour.
The following definition introduces a sort of generalized Horn clauses, allowing non-atomic antecedents in the format 'P-positive antecedent implies P-atom': The There is also an obvious dual MAX of MIN for maximal predicates satisfying a given first-order description, but we will stick with minimization here. In Section 3, we will generalize this minimization format to an extension MIN(FO) of first-order logic closed under nested applications of predicate minimization. But for now, we continue with the model-theoretic analysis of first-order PIA conditions.
A preservation theorem for intersectivity
The main technical result of this paper is a model-theoretic preservation theorem stating the extent to which the syntactic PIA-format is expressively complete. But before proving this result, we state a simpler proposition, whose proof is a warm-up version for the more complex argument to follow. First, we restrict the PIA-format.
Definition 3 A universal Horn formula w.r.t. P is a first-order implication of the form 1
x (2 (P, Q, x)
3 Px) whose antecedent is constructed from arbitrary Qatoms and their negations, positive P-atoms, conjunction and disjunction only.
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This restricted first-order format suffices for many computational purposes, such as logic programming, or specifying abstract data-types. The following preservation theorem and its proof come from van Benthem 1985 . But the result is already implicit in the discussion of reduced products and submodels in Chang & Keisler 1973 , which refers to general results by Weinstein 1965 and Malcev 1971. Moreover, a related semantic take on universal Horn clauses in computer science is found in Mahr & Makowsky 1983 . For convenience, we consider unary predicates P only in the arguments to follow, merely to save on tuple notation.
Theorem 1
The following are equivalent for all first-order formulas Proof Extend the given first-order language L(P, Q) with new constant names e for each object e 8 M . Then for each object d8 M which lacks the property P:
The following set 9 of formulas is finitely satisfiable:
where the latter set consists of all Q-atoms and their negations that are true in M, plus all positive P-atoms that are true in M.
Proof of (#) Suppose otherwise. Then there is some finite conjunction Proof The argument has the same three major steps as the proof of Theorem 1, but there are some complications due to the absence of the shortcut via submodels.
From (b) to (a), the result is just Proposition 1. Next, assume condition (a). Again, we consider just a unary predicate P to avoid cumbersome tuple notation for objects. 
Proof of the Set-Up Lemma We state at the outset that all models in the following argument are countable, and so is the totality of all models used in the construction.
As before, (M, M) is the model M expanded to a model for the first-order language 
, L(P, Q)(M) with only
those formulas having all occurrences of P positive. is 1-1.) We can do this for any object in M lacking the property P, and the result is a countable family of models N d with maps f d from M into them. In a picture: 
Proof of (##)
So, the current maps may be partial, and non-surjective. We now give a three-step procedure for extending these models and maps to larger domains, while restoring the properties that we start with here -in particular, the crucial invariant ($).
Step A We find an elementary extension for each model N To summarize the result of Step A, we note that:
, but not necessarily surjective
Step For that purpose, we now arrange all these models in some countable enumeration, and repeat the preceding construction through all finite ordinals. In particular, in each of these steps, the current descendant of the initial model To summarize the result of Step B, we write:
Step C In taking the union M In particular, the initial situation has been restored.
Iteration to an Elementary Chain
To conclude the proof of the Set-Up Lemma, we iterate the inductive step described here through all finite ordinals. The result is an 
. P. Predicate-minimizing and fixed-point logics
Predicate minimization can also be added as a general device to first-order logic.
The result is the following formalism.
Definition 4
The language of first-order logic with predicate minimization (MIN(FO) ) has all the recursive formation rules of standard first-order logic plus a new formation rule for formulas x MIN(FO) is closely related to the more standard language LFP(FO) extending firstorder logic with a recursive formation rule for fixed-point operators.
Definition 5 LFP(FO) extends the usual inductive formation rules for first-order
syntax with an operator defining smallest fixed-points
where P may occur only positively in u ( P, Q, x), and x is a tuple of variables of the right arity for P. The relevant fixed-points are those of the following monotone set operation on predicates in any given model M:
By the Tarski-Knaster Theorem, the denotation of Nevertheless, there is an intimate connection between the two formalisms.
Proposition 2 MIN(FO) and LFP(FO) have equal expressive power.

Proof (a) From LFP(FO) to MIN(FO).
The smallest fixed-point for the operation F as described above is also a smallest 'pre-fixed point', which can be represented as follows, writing x for the tuple of the relevant free variables:
Px)
Here we can assume inductively that the LFP(FO)-antecedent ( P, Q, x) already has a MIN(FO)-equivalent. (b) From MIN(FO) to LFP(FO). Minimization just occurs over PIA-conditions x ( (P, Q, x)
Px), with P occurring only positively in ( P, Q, x). But the same predicate can be described as
x).
A choice between the languages LFP(FO) and MIN(FO) seems largely a matter of practical convenience. More theoretically, our preservation results in Section 2 are the counterpart of the above 'Lyndon justification' for imposing the constraint of positive occurrence in LFP(FO). We have tried to find some more direct reduction of our preservation results in Section 2 to a Lyndon-style one, but without success. 
Remark: an open preservation problem
Minimization and fixed-points in modal correspondence theory
In this final section, we explore some new uses of predicate minimization and PIA positive in all its proposition letters. Also, the first-order correspondents can be computed uniformly and effectively from the given modal axioms.
Proof sketch The proof of this result is widely available in the modal literature.
Here is the effective procedure. The substitution algorithm computing the frame equivalents works as follows for modal axioms g h of the given syntactic form:
(a) Translate the modal axiom into its canonical first-order form, prefixed with monadic set quantifiers for proposition letters:
x: 
(e) the latter simplifies to the usual form 
(e) the latter simplifies to the usual form
o For the correctness of the substitution algorithm, we refer to the cited literaturesince it is not our main concern here. The main idea is this. Clearly, the formulas of step (a) imply their special substitution instance in step (d). Vice versa, assume that the latter is true in a modal frame We could also define these frame correspondents in MIN(FO). Either way, many modal axioms beyond Sahlqvist forms have correspondents in fixed-point logics.
By itself, this observation is not new. LFP(FO) has also been used explicitly in
Nonnengart & Salas 1999, as part of their 'SCAN-algorithm' for analyzing secondorder frame properties and turning them into more manageable logical forms.
Here is one more illustration of the fine-structure of useful fixed-point equivalents.
Example 9 'Cyclic Return'. 
On strict linear orders (T, <), this expresses Dedekind Completeness: every subset of T with a lower bound has a greatest lower bound. Again, the antecedent is not PIA. And indeed, this monadic 1 1 -property is not definable in the above style.
Proof Dedekind continuity holds in the reals R, and fails in the rationals Q. But there exists a well-known potential isomorphism between these frames. As potential isomorphisms preserve all formulas of LFP(FO), non-definability follows.
Thus, we find a new hierarchy among frame correspondents in temporal logic:
first-order, fixed-point definable, essentially higher-order.
A similar hierarchy exists in modal logic:
Theorem 4 There are modal formulas which are not definable in LFP(FO).
Proof Le Bars 2002 presents a modal formula whose truth on finite frames does not satisfy the Zero-One Law for the probability of truth with increasing domain size. But all formulas definable in LFP(FO) do satisfy this Zero-One Law (Ebbinghaus & Flum 1995) . More precisely, Le Bars looks at finite frames satisfying a simple first-order condition saying that a frame has relational width 2, which is known to hold with probability 1 in the limit on finite models. Then he considers a further modal formula which may be written as follows: To do our model-theoretic analysis of syntactic formats then would require preservation theorems for fixed-point languages. But, as already observed in connection with monotonicity in Section 3, positive results of this sort are scarce, as the typical first-order routines used in the above proofs are no longer available.
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Conclusion and further directions
We have analysed predicate minimization as a logical device, determining the circumstances when it is appropriate in both semantic and syntactic terms. Our main result is a syntactic characterization of all first-order formulas satisfying a semantic property of predicate intersection underlying many uses of minimization. When the latter device is added in full generality to first-order logic, the resulting formalism
MIN(FO)
provides an alternative to fixed-point languages like LFP(FO). Moreover, it sheds new light on old issues of frame definability in modal logic, leading to a new hierarchy of frame conditions with a natural level of fixed-point definability in between first-order and general higher-order. Eventually, this connection suggests a more thorough-going use of fixed-points, matching up stronger modal fixed-point languages like the -calculus with first-order fixed-point frame conditions.
