MisclassiÞcation in binary choice (binomial response) models occurs when the dependent variable is measured with error, that is, when an actual "one" response is sometimes recorded as a zero, and vice versa. This paper shows that binary response models with misclassiÞcation are semiparametrically identiÞed, even when the probabilities of misclassiÞcation depend in unknown ways on model covariates, and the distribution of the errors is unknown.
Introduction
This paper shows that binary response models with misclassiÞcation of the dependent variable are semiparametrically identiÞed, even when the probabilities of misclassiÞcation depend in unknown ways on model covariates, and the distribution of the errors is unknown.
Let x i be a vector of covariates that may affect both the response of observation i, and the probability that the response is observed incorrectly. For identiÞcation, assume there exists a covariate v i that affects the true response but does not affect the probability of misclassiÞcation. If more than one one such covariate exists, let v i be any one of the available candidates (that satisÞes the regularity conditions listed below), and the others can without loss of generality be included in the vector x i :
Let y ¤ i be an unobserved latent variable associated with observation i, given by
where the e i are independently, identically distributed errors. The true response is given by e y i D I .y
where I .¢/ equals one if ¢ is true and zero otherwise. When e y i is observed, this is the standard latent variable speciÞcation of the binary response model (see, e.g., McFadden 1984). Now permit the true response (i.e., classiÞcation of observation i) to be observed with error. Letting y i denote the observed binary dependent variable, the misclassiÞcation probabilities are
So a.x i / is the probability that an actual zero response is misclassiÞed (i.e., incorrectly recorded) as a one, and a ¤ .x i / is the probability that a one response is misclassiÞed as a zero. These misclassiÞcation probabilities are permitted to depend in an unknown way on observed covariates x i : This framework encompasses models where misclassiÞcation probabilities may also depend on variables that do not affect the true response, since any covariate x ji that affects a or a ¤ but not y ¤ is just a covariate that has a coefÞcient¯j that equals zero.
and deÞne the function g to be the conditional expectation of y, which in this model is
where F is the cumulative distribution function of the random variable ¡e: Another model that corresponds to equation (1) is when a fraction a.x/ of respondents having characteristics x always answer one, a fraction a ¤ .x/ always answer zero, and the remainder respond with I .v°C x¯C e¸0/: In this interpretation some respondents give "natural responses" that are due to factors other than the latent variable, while the other respondents follow the latent variable model. While this model is observationally equivalent to the misclassiÞcation model, the interpretation of the natural response model (in particular, the implied marginal effects) is quite different. See, e.g., Finney (1964) .
Examples of recent papers that consider estimation of misclassiÞcation model parameters or misclassiÞcation probabilities include Manski (1985) , Chua and Fuller (1987) , Brown and Light (1992) , Poterba and Summers (1995) , Abrevaya and Hausman (1997) , and Hausman, Abrevaya, and Scott-Morton (1998). These last two papers provide parametric (maximum likelihood) estimators of the model when the function F is known, and a semiparametric estimator for the case where F is unknown and the misclassiÞcation probabilities a and a ¤ are constants (independent of all covariates). They also show that when F is unknown, the coefÞcients of covariates that do not affect the misclassiÞcation probabilities can be estimated.
This paper shows that (given some regularity) the entire model is identiÞed even when the functions a; a ¤ , and F are unknown. The assumption that the sum of misclassiÞcation probabilities be less than one is what Hausman et. al. (1998) call the monotonicity condition, and holds by construction in the "natural response" form of the model. Letting j°j D 1 is an arbitrary free normalization, as long as°6 D 0: Only the covariate v is assumed to be continuous. The Þnal condition in Assumption A.1 is a parametric identiÞcation assumption that would provide identiÞcation of¯from the score function if f was a known function and there was no misclassiÞcation.
DeÞne the function Á.v; x/ by
Let r .v; x/ be any function such that r .v; x/¸0; sup r .v; x/ is Þnite, and E[r .v; x/] D 1:
This Lemma shows identiÞcation of the model coefÞcients. Estimation based on this Lemma could proceed as follows. First, estimate b g as a nonparametric regression of y on v and x: Next deÞne b Á by equation (2) , replacing g with b g and the expectation with a sample average. Then let b°equal the sign of any weighted average derivative of E.yjv; x/ with respect to v (using, e.g., the estimator of Powell More generally, Lemma 1 shows that Á.v; x/ D ».v°C x¯/, so¯can be estimated using any of a variety of linear index model estimators, treating b Á.v; x/ as the dependent variable. For example, Powell, Stock, and Stoker (1989) could be used to estimate the coefÞcients of the continuous regressors, and Horowitz and Härdle (1996) for the discrete regressors. The limiting distributions of these estimators will be affected by the use of an estimated dependent variable b Á.v; x/ instead of an observed one. However, all of these estimators involve unconditional expectations, estimated as averages of functions of nonparametric regressions. With sufÞcient regularity (including judicious selection of the function r; e.g., having r be a density function that equals zero wherever Á might be small), such expectations can typically be estimated at rate root n. See, e.g., Newey and McFadden (1994) . Also, some relevant results on the uniform convergence and limiting distribution of nonparametric kernel estimators based on estimated (generated) variables include Andrews (1995) and Ahn (1997) .
DeÞne w D v°C x¯, which by Lemma 1 is identiÞed. Let f w .w/ denote the unconditional probability density function of 
Instead of using Lemma 2, log derivatives of b.x/ (and hence of a.x/ and a ¤ .x/ when they are equal) with respect to continuously distributed elements of x can be directly estimated, without requiring numerical integration, the "large w support" assumption, or the generated variable b w; by the following Lemma.
Lemma 3 Let x j be any continuously distributed element of x and let¯j be the corresponding element of
: Let Assumption A1 hold, and assume b.x/ is differentiable in x j : Then
Dividing this estimate by ¡2 yields an estimate of @ ln a.x/=@ x j and @ ln a ¤ .x/=@ x j when a.x/ D a ¤ .x/:
Next, consider identiÞcation of a.x/ and a ¤ .x/ when they are not equal. Let F w .w j x/ denote the conditional cumulative distribution function of w given x and let f w .w j x/ D @ F w .w j x/=@w be the conditional probability density function of w given x; and let Ä wjx denote the support of w given x: Let Taken together, these Lemmas show that the entire model is identiÞed. The parameters°and¯can be consistently estimated (with regularity, at rate root n), and the functions a.x/; a ¤ .x/; and F.w/, can be consistently estimated nonparametrically. The estimators provided here are not likely to be very practical, since they involve up to third order derivatives and repeated applications of nonparametric regression, and they do not exploit some features of the model such as monotonicity of F. However, the demonstration that the entire model is identiÞed suggests that the search for better estimators would be worthwhile.
A Appendix
Proof of Lemma 1: 
