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Abstract
In solar engineering, we encounter big time series data such as the satellite-derived irradiance data
and string-level measurements from a utility-scale photovoltaic (PV) system. While storing and
hosting big data are certainly possible using today’s data storage technology, it is challenging to
effectively and efficiently visualize and analyze the data. We consider a data analytics algorithm
to mitigate some of these challenges in this work. The algorithm computes a set of generic and/or
application-specific features to characterize the time series, and subsequently uses principal com-
ponent analysis to project these features onto a two-dimensional space. As each time series can
be represented by features, it can be treated as a single data point in the feature space, allowing
many operations to become more amenable. Three applications are discussed within the overall
framework, namely (1) the PV system type identification, (2) monitoring network design, and (3)
anomalous string detection. The proposed framework can be easily translated to many other solar
engineer applications.
Keywords: Principal component analysis, Time series features, Solar irradiance, Characterization
1. Introduction
Many solar engineering datasets, such as high-resolution satellite-derived irradiance data (e.g.,
Nikitidou et al., 2015), power output data from hundreds of photovoltaic (PV) plants in an area
(e.g., Yang et al., 2017) and module-level measurements from a PV plant (e.g., Guerriero et al.,
2016), align well with the HACE theorem1 proposed by Wu et al. (2014) that characterizes big
data. One of the main challenges of processing these raw datasets is the high noise and irrelevant
information embedded. Moreover, visualization and analysis through operating directly on the
∗Corresponding author. Tel.: +65 9159 0888.
Email address: yangdazhi.nus@gmail.com; yangdz@simtech.a-star.edu.sg (Dazhi Yang)
1Big Data starts with large-volume, heterogeneous, autonomous sources with distributed and decentralized control,
and seeks to explore complex and evolving relationships among data (Wu et al., 2014).
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raw datasets can be ineffective. On this point, the Pareto principle, better-known as the 80/20
rule, commonly applies: researchers and solar engineers often spend most of their time collecting,
cleaning, filtering, reducing and formatting the data. In this paper, a data analytics algorithm is
used to overcome some of the aforementioned challenges. We will look into a class of applications
which involve big time series data, or more specifically, solar irradiance and other related forms.
A time series is a collection of observations taken sequentially in time; this definition provides
a natural grouping for the data. Instead of viewing the data points as individual entities, we can
view time series as entities. Once this seemingly trivial statement is understood, much convenience
can be added to data handling and analytics. Traditionally, to reduce the complexity in time series
data, we often shorten each time series, but preserve the number of entities. For example, satellite-
derived irradiance data can be considered as time series of lattice processes. As the data usually
span decades, some reduced form, such as a typical meteorological year (TMY) file, can be useful.
Composition of the TMY data typify conditions at a particular site over a longer period of time,
i.e., 10 to 30 years. For computer simulations of solar energy conversion systems and building
systems to facilitate performance comparisons of different designs, this type of reduced dataset is
sufficient (Wilcox and Marion, 2008). Our approach of representing raw time series is similar to
the construction of TMY datasets.
The core concept is rather simple: each time series is treated as an individual entity which can
be characterized by a set of generic or application-specific features. This step dramatically reduces
the dimension of the data, i.e., from hundreds of samples in a time series to a few descriptive
features. As each time series can now be treated as a single data point in the feature space, many
operations become more amenable in that feature space. Furthermore, it is also easier to visualize
big time series data in the feature space as compared to the traditional time series visualization
methods such as the spaghetti plot and horizon plot, which are informative but not very scalable.
We illustrate these points with a toy example.
1.1. A toy example
Let us consider the problem of detecting faulty strings using commonly available data from a
PV plant. Suppose we represent each string-level output current time series with a single feature,
namely the mean value over a period of time, and plot it on the real line, the faulty string could be
detected by locating the outliers in that one-dimensional feature space, as illustrated in Figure 1.
While the single feature approach may allow us to detect the faulty strings, it is difficult to isolate
the fault type. The decrease in output current is a shared observation for several different fault types
(see Table 2 in Chine et al., 2016). If a second feature is added, namely, the mean output voltage
over that period of time, the faulty strings can now be represented in a two-dimensional space.
Since the voltage of the faulty strings can increase, decrease or remain constant, corresponding to
different faults, combining two features would better identify fault types.
The above idea can immediately be expanded to a feature space with p dimensions, with the
additional features being, e.g., mean short circuit current, mean open circuit voltage and number of
maximum power point; these features were used in Chine et al. (2016). Within the narrow premise
of this toy example, more features imply better isolation of faults. In the ideal case, the described
approach could circumvent the tedious string-by-string fault check, which often involves complex
procedure and flow chart.
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Figure 1: An illustrative example of PV string fault detection in a one-dimensional feature space.
The one-dimensional case displayed in Figure 1 provides excellent visualization of multiple
time series. It is not difficult to imagine such plots in a two- or three-dimensional space. When
p > 3, the scatter plot can still be visualized by performing principal component analysis (PCA)
on the features. PCA uses an orthogonal transformation to convert possibly correlated features to
linearly uncorrelated variables, known as principal components (PCs). As the first few PCs often
contain most variation, it is common to plot the data points – recall each data point represents a
time series in our case – in a new low-dimensional space constructed by the directions of the first
few PCs. When PCA is considered, its companion algorithms, such as the k-means clustering,
α-hull and high density region, can be then applied to solve a variety of problems, and thus make
the data analytics algorithm very versatile.
1.2. Applications
We study three applications in this work, namely, (1) PV system type identification, (2) moni-
toring network design and (3) anomalous PV string detection. We note that all three applications
are well-studied in the literature (the literature review will distribute to respective sections), how-
ever, the merit of the present work goes to the new point of view on data handling. In clustering
problem like the first two applications, the k-means algorithm will be used together with PCA.
Unlike other alternatives, this approach does not cluster raw point values using a distance metric,
rather it clusters based on global features extracted from each time series. The third application
is in line with the toy example above. A two-dimensional outlier detection algorithm, the α-hull
algorithm, will be applied to the result of PCA. This is also distinct from most outlier detection
studies in the literature, where outliers are identified within one time series or based on statisti-
cal rules. Besides the these applications, there are many other applications that could potentially
benefit from the analytics algorithm. We briefly enumerate several other applications in Appendix
E.
2. Principal component analysis and biplot
For a centered dataset X, an n × p matrix, where n is the number of time series (observation,
each time series is considered as one observation) and p is the number of time series features
(variable), PCA computes the most meaningful2 basis to re-express X. If Z is the re-represented
data, the above statement can be written as Z = XA, where A is an p × p matrix and its columns
are a set of basis vectors for representing of columns of X.
2For a detailed discussion on the motivation for PCA, and what should be considered as “most meaningful”, we
refer the readers to Shlens (2003).
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PCA assumes all basis vectors are orthonormal. It first selects a normalized direction in p-
dimensional space along which the variance in X is maximized; this basis vector is denoted as
a1. In other words, we maximize V(a>1 x), where x is vector of p random variables (p time series
features in this case). Since the maximum will not be achieved with finite a1, a normalization
constraint is imposed, namely, a>1 a1 = 1. The subsequent direction is again selected based on the
maximum variance criterion, however, due to the orthonormal assumption, the choice is limited to
the directions that are perpendicular to a1. The procedure continues until p directions are selected.
Thus a>k x is defined as the kth sample principal components and zik = a
>
k xi is the score for the ith
observation on the kth PC.
2.1. Solving PCA with eigendecomposition
As the goal of PCA is to reduce redundancy, it is desired that each variable co-varies as little
as possible with other variables. In other words, we aim to diagnolize the covariance matrix of the
re-represented data. Let SZ be the covariance matrix of Z, i.e.,
SZ =
1
n − 1Z
>Z, (1)
we have
SZ =
1
n − 1(XA)
>(XA)
=
1
n − 1A
>(X>X)A
=
1
n − 1A
>(EDE−1)A, (2)
where E is a matrix of eigenvectors of X>X arranged as columns and D is a diagonal matrix. If
we let A ≡ E, the covariance matrix
SZ =
1
n − 1A
>(ADA−1)A
=
1
n − 1(A
−1A)D(A−1A)
=
1
n − 1D (3)
can be diagnolized (note that A−1 = A> when A is orthogonal). This was the goal for PCA. The
eigenvectors can be found via eigendecomposition. Alternatively, a more mathematically involved
approach to solve PCA is through singular value decomposition (SVD). One advantage of using
SVD is that it can handle the situation where there are more dimensions than samples. However,
this is rarely the case when big time series data is considered.
The derivation shown above are based on the eigenvectors and eigenvalues of the covariance
matrix. However, when the variables in the centered dataset vary by orders of magnitude, per-
forming PCA with this data will lead to large loadings3 for variables with high variance, which is
3Eigenvectors are cosines of rotation of variables into components. Loadings are eigenvectors normalized to
respective eigenvalues, i.e., loading = eigenvectors · √eigenvalues.
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undesirable. It is therefore appropriate to perform scaling before PCA; this is achieved by dividing
each variable by its standard deviation.
There are various statistical packages which provide implementations of PCA. For instance
two popular functions in software R, namely, princomp and prcomp, which compute principal
components using eigendecomposition and SVD, respectively. In this paper, we use princomp
throughout and the supplementary material, i.e., the R code, is provided in Appendix A.
2.2. Biplot
A biplot represents both the observations and variables of a matrix of multivariate data on the
same plot. It uses points to represent the scores of the observations on the principal components,
and uses vectors to represent the coefficients of the variables on the principal components. Super-
imposing the observations and variables provides additional insights about relationships between
them not available in either individual plot (Jolliffe, 2002).
Recall that PCA splits covariance or correlation matrix into a scale part (eigenvalues) and a
direction part (eigenvectors), plotting loadings instead of eigenvectors makes them comparable by
magnitude with the covariance or correlation observed between the variables. In fact, loadings
are the covariances or correlations between the original variables and the unit-scaled components.
This point will be reiterated in later sections of this paper.
Biplots are informative; we will thus interpret them in the following three sections. At this
stage, several interpretations are summarized:
1. Biplots are scatter plots, the points in a biplot can therefore be interpreted the same way:
closer points correspond to observations that have similar scores on the PCs. This interpre-
tation is useful for clustering applications;
2. Projection of points onto a vector gives original values of that variable. By examining points
along the particular direction of a vector (and its opposite direction as well), samples with
anomalous values on what the variable measures can be identified;
3. Angle between two vectors denotes their correlation. Vectors that point in the same direction
correspond to variables that have similar response profiles;
4. The apparent length of a vector gives an idea about the variance of that variable. This can
be used to conclude the importance of a variable during clustering.
3. Applications A: PV system type identification (generic time series features)
The first, and arguably the simplest, application is PV system type identification. In particular,
we are interested in identifying whether a PV system has a fixed orientation or single-axis tracking;
these two types of systems are more utilized than duel-axis tracking systems due to their better
cost, reliability and energy production trade-off (Mousazadeh et al., 2009; Nann, 1990).
The data used in this application comes from the western wind and solar integration study
(WWSIS). WWSIS is a three-phase project (GE Energy, 2010; Lew et al., 2013; Miller et al.,
2014) conducted by the National Renewable Energy Laboratory (NREL) to explore the operational
impact of high renewable penetration into an electricity grid. The sub-hour solar irradiance data
in WWSIS were synthetically generated using the algorithm developed by Hummon et al. (2012).
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Figure 2: Sample time series from the WWSIS dataset during 2006 August 1 to 7. Power output from PV systems
with trackers (right column) has a flatter top as compared to that from systems with fixed orientations (left column).
The irradiance was then converted to solar power output through the System Advisor Model.
The full dataset contains approximately 6000 PV plants of different size in western US locations,
however, for demonstration purposes, only data from 405 plants in California are used. The data
is first normalized by dividing the series with its respective system size.
Figure 2 shows some samples of the normalized time series from the WWSIS dataset (five
random samples from each type of systems). It can be seen that the power output from those PV
systems with trackers (plotted in the column on the right) has a flatter top, due to the DNI gain
by the sun-tracking panels. This effect is most apparent in the late morning and early afternoon
hours. Although identifying PV systems types by visually inspecting the time series transient is
easy, the method is not scalable when thousands or more series need to be identified. The proposed
framework can be useful in this application. Due to the simplicity of this application, using only
generic time series features would suffice.
Generic time series features refer to the statistics (such as mean, variance and autocorrelation)
and results of simple counting (such as number of times a series crosses its mean and length of
a time series) which can be applied to most, if not all, time series. Hyndman et al. (2015) con-
solidated a total of 15 generic time series features; these features are listed verbatim in Table 1.
Since time series are often being recorded in different scales, despite the earlier normalization us-
ing system size, another round of normalization is in general recommended. After normalization,
the series should have zero mean and unit variance. Two features, namely, the mean and variance,
can thus be dropped.
The 13 time series features are computed for each of the 405 normalized PV power time series.
Using the earlier notation, the data matrix X has a dimension of 405 × 13. The total process time
for computing the generic time series features is 257 s on a late 2013 MacBook Pro. After running
PCA, the data points are projected onto the two-dimensional feature space as shown in Figure 3;
the numbers in the figure index their corresponding systems. We note that our biplot presentation
follows Gabriel (1971), where observations are scaled up by
√
n and variables scaled down by
√
n.
After the projection, two linearly separable clusters can immediately be seen. At this stage, any
sensible 2-dimensional clustering algorithm could be used to identify the system types. For our
choice, k-means clustering with 2 centers and 25 random initialization of centers is used. Multiple
initializations are used because this clustering approach can be sensitive to the initial selection
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Table 1: Fifteen non-seasonal time series features used for PV system type identifications. These generic features are
adopted from Hyndman et al. (2015).
Feature Description
Mean Mean.
Var Variance.
ACF1 First order of autocorrelation.
Trend Strength of trend.
Linearity Strength of linearity.
Curvature Strength of curvature
Entropy Spectral entropy.
Lumpiness Changing variance.
Spikiness Strength of spikiness.
Lshift Level shift using rolling window.
Vchange Variance change.
Fspots Flat spots using discretization.
Cpoints The number of crossing points.
KLscore Kullback-Leibler score.
Change.idx Index of the maximum KL score.
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Figure 3: Clustering of PV system types (fixed or tracking) using k-means with principal component analysis. The
Indian red cluster shows the PV systems with fixed orientations; the turquoise blue cluster shows the PV systems with
trackers. The cluster centers are indicated with black crosses. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
of centers. The initialization that leads to the best results4 is chosen. The resulting clusters are
displayed in Figure 3 using Indian red and turquoise, which represent PV systems with fixed
orientations and trackers, respectively.
It can be seen from the biplot that some features, namely, vchange and change.idx, are less
4Best results refer to the smallest sum of squares of the observations to their assigned cluster centers.
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variable than others across all time series; they contribute less in terms of separating the systems.
The figure also reveals some opposing features, e.g., curvature and linearity; lshift and cpoints.
Time series with high linearity in general expects a low curvature. It is worth to mention that the
separation of the two clusters is along the direction of lshift, the level shift using rolling window.
As this feature computes the maximum absolute difference between consecutive mean values from
a rolling window5, the tracker systems with more rapid power changes have higher lshift values
than those systems with fixed orientations.
A concluding remark of this section is on the time series feature design. As most of the
generic time series features used in this application are well distributed in the two-dimensional
space, i.e., pointing to various directions, redundancy in the feature space is minimal. A similar
distribution of feature vector direction was observed earlier for fast moving consumer goods time
series (Yang et al., 2015a). We thus believe that these features designed by Hyndman et al. (2015)
are representative and sufficient for many applications.
4. Applications B: Irradiance monitoring network design (application-specific features)
Tobler’s first law of geography states that near things are more alike than distant things, and
solar irradiance is no exception. In an irradiance monitoring network design problem, we aim
to separate a geographical area into strata, so that irradiance at locations in each stratum can
be sufficiently represented by data from a single sensor. The immediate task is thus to define
a distance measure to gauge the proximity between locations, and such measure needs not be
geographical distance. Once the proximity is defined, the stratification of the geographical area
can be performed using clustering algorithms in the proximity space, or feature space if PCA is
considered.
In alignment with the present work is the study carried out by Zagouras et al. (2013), in which
the PCA plus k-means framework was used on satellite-derived irradiance maps. In their ap-
proach, the satellite-derived irradiance was first converted to a so-called “cloud modification factor
(CMF)”, which is essentially just clear sky index. Two years (730 days) of daily average values
of CMF at 28800 pixels over the greater area of Greece were arranged into a data matrix. After
PCA, the 730 initial dimensions were reduced to 102 eigenvectors that were thought to preserve
sufficient initial variance. The k-means algorithm was subsequently used to cluster the dimension-
reduced dataset into 22 clusters; the optimal number is determined based on two validation indices.
In Zagouras et al. (2013)’s case, proximity is the Euclidean distance in the feature space derived
by performing PCA.
Although the work is perhaps the first in using PCA to design irradiance monitoring network, it
has two drawbacks. The first drawback, as mentioned by Yang and Reindl (2015), is its inflexible
design criterion. Since the data matrix is formed by daily CMF values, the optimality of the
design is solely based on the geometrical structure of the data. On this point, a method which
would consider multiple criteria is desired. Secondly, the dimension-reduced dataset carries little
physical meaning, and the feature space cannot be interpreted graphically (102 is still a big number
to be plotted). Our present approach could effectively improve on these two drawbacks.
5This is the precise reason that we include the code segment in the paper. The computational details can be well
understood from the code.
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Figure 4: SUNY data used for the network design covers a 10◦ by 10◦ square (10000 pixels) over some states in
Southern US. The heatmap shows the mean hourly clearness index in 2004.
4.1. SUNY data
The State University of New York (SUNY) gridded satellite-derived irradiance data is used
in this application. The full dataset contains hourly estimates (using the Perez et al., 2002,
model) of global, diffuse and direct irradiance over a 10 km (about 0.1◦ latitude and longitude)
grid for all states in the United States, except for Alaska where satellite cannot resolve cloud
cover information, for 1998 to 2005. A copy of the dataset can be obtained freely at ftp:
//ftp.ncdc.noaa.gov/pub/data/nsrdb-solar.
To demonstrate our algorithm, using a spatio-temporal subset of the full dataset is sufficient.
The partial dataset of our choice contains estimates from the year 2004 and covers a 10◦ by 10◦
square (10000 pixels) over some states in Southern US. A commonly adopted irradiance data
transformation technique, namely, converting global horizontal irradiance to clearness index, kt,
is then applied to the partial dataset for diurnal trend removal. The geographical coverage of the
partial dataset and the heatmap of the mean hourly clearness index over that region are shown in
Figure 4.
4.2. Choice of features
Recall that we are interested in constructing a proximity so that the similarity in irradiance
at different locations can be quantified. More specifically, if each irradiance time series can be
represented by a set of characteristics, the proximity will be the Euclidean distance in the (re-
expressed) feature space. The most intuitive features under this consideration are perhaps the
geographical locations, namely, the latitude and longitude of each pixel. By including the locations
as features, the Tobler’s first law is reinforced numerically during the analysis.
Besides the geographical locations, the next best approach to generate characteristics is using
statistics. Watanabe et al. (2016) used sample mean, variance and entropy to evaluate the variation
in solar irradiance. Woyte et al. (2007) used a wavelet-based localized spectral analysis to identify
and classify the fluctuations in time series of the instantaneous clearness index. One could give
plenty of examples of such statistics for characterizing irradiance. Our network design approach
is thus flexible in terms of choice of features.
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Generally speaking, a random variable can be well characterized by its distribution function
(Kobayashi et al., 2011). There are various ways to describe a distribution function. For instance,
we can use quantiles to describe an empirical distribution function, and use parameters to describe
a parametric distribution function. In the monitoring network design problem, it is found that some
descriptive statistics are more useful than others. After some exploratory analyses, see Appendix
B, it is concluded that two features, namely, the lag 12 autocorrelation of the clearness index time
series and the highest location parameter in the fitted skew-normal mixture distribution6, are most
informative.
Besides statistical features, features with physical and engineering implications can also be
considered. For example, it is well-known that the optimal orientation of a PV system, in terms of
maximizing its annual yield, is subjected to not only the Sun path, but also the intricate geograph-
ical and climatic conditions. Many works have shown that by deviating from the conventional PV
placement strategy (latitude-level tilt and equator-facing), the annual energy yield of a PV system
can be improved significantly (Smith et al., 2016; Lave et al., 2015; Khoo et al., 2014). More
details on optimizing PV orientation are provided in Appendix C and the references therein cited.
Suppose one of the tasks of the designed monitoring network is to help monitor the PV perfor-
mance in its proximity, features such as the optimal tilt and azimuth angles are useful. These two
features, together with the earlier features, are arranged in Table 2; four feature maps are plotted
in Figure 5. It is observed that all four features contain strong spatial structure (see discussion
below), which is in favor of the linearity assumption in PCA.
Table 2: Six application-specific time series features used for irradiance monitoring network design. See Appendix B
and Appendix C for more details.
Feature Description
Lat Latitude.
Lon Longitude.
ACF12 Lag 12 autocorrelation.
µ1 The highest location in the fitted skew-normal mixture distribution.
Opt.Tilt Optimal PV tilt angle that maximizes annual yield.
Opt.Azimuth Optimal PV azimuth angle that maximizes annual yield.
4.3. Clustering results
The data matrix X in this application has a dimension of 10000 × 6. Once the data matrix is
prepared, PCA is performed and the corresponding biplot is shown in the left panel of Figure 6.
Unlike the previous application, it is observed that the clusters are not linearly separable in this
case. It is therefore necessary to choose a “k” during clustering. As mentioned earlier, Zagouras
et al. (2013) computed two indices, namely, the DB index (Davies and Bouldin, 1979) and CH
index (Calin´ski and Harabasz, 1974). As both indices decrease with the number of clusters, the el-
bow method (Thorndike, 1953) was then used to identify the optimal value of k. Besides these two
6It is known that the distribution of clearness index is bimodal. Mixture distributions are often used to model
distributions with two peaks. The highest location parameter in the mixture distribution is essentially gauging the
position of the second peak in the bimodal distribution.
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Figure 5: Maps of four PCA features extracted from kt time series. (a) The highest mean value (location parameter)
from the mixture distribution fitting; (b) the autocorrelation at lag 12; (c, d) optimal PV tilt and azimuth angles that
maximize the annual yield of a flat surface collector.
indices, the elbow method can be applied to many other evaluation metrics, such as the percentage
of variance explained (Goutte et al., 1999) and Silhouette index (Rousseeuw, 1987). However, it
is not our immediate interest to advise on the “most appropriate” validation index for irradiance
monitoring network design in this work. Instead, a fixed number of clusters, 10, is adopted. This
fixed number can be thought of in a practical context as the number of sensors that an installation
budget allows. Based on the setting of k = 10, the final cluster map is shown on the right panel of
Figure 6.
The clustering results show a series of important findings. Firstly, latitude and longitude appear
to be the major features defining the first and second principal components, respectively. This
indicates that the geographical location contributes the most to the overall variation in the time
series feature space, i.e., a major deciding factor in our network design setup. Secondly, the
small angle between latitude and the optimal PV tilt suggests that the optimal PV tilt depends
largely on the site’s latitude (the two variables are highly correlated), but not on longitude; this
11
123
4
5
6
7
8
9
1011123
1415
16
1718
1920
2122
3
24
25
26
27282930
31
3233
4
536
373839
40414243
445
467
4849
5051
52
535455
5
5758
5960
6162
6364 6566678
69
70
71
72
73745
67778
79
8818283
84
8586878
89
909129394956979899
100
101102103104
105
107108
109
110
111113
141151 67
1811920
1 2
12345
126
78
29
1 01 113233
41351361 7
13813
1 0
1412143144
14
146147
8
9
1 01512153
15
51 6
1 7
1 8159
6061162
16316416516167169170171
1721734175176177
1 891801811 2
183184
1 51 6
789091921194195
19671989200
201202
203204 2 5206207
2
209102 1
212
2132 4
2 5
21621721892
221
222
224
56227
22822930
12 2
3234
35
623738
2392402 122 324
242462 748249
250
51252
253
2 4256572 826
2 12
3
264
2652662 7262692702712 227327275276
2 7278
792802 1823
84
2 52 672 889290912922932942952 6297
299300
013 2303
304305
33 7
3309310
313
3 4315
3 61718
93 0321
33245
33 7
32893 0
331
33 45
63373839
403 1
3423 3
345
34634734
3490351
3
353
3543535
78
5
360363 363364365
36367
368 3 9
370
37
3 3374
375
76377837
380
3813823384
3 53873
9
39091
92
333 3967398399
400
401
402
4034 444 6407
4
4104 1412413
414
4 54 417
418
420
42 4
42425
4 6427428
4 9
4 04
43244 434
4 74 844441
4 2 34
445
448
449 0 14523544 6
45
859
0
461462
4 44654 64 7
4684694704 144 3474 778
474 04 182
4 348454 6487
4884
904 12494 54 64 8499
5 0
501
502503
55
5 65 785 9
5
51
5 345517
5 85 0
552
4256
5
5 8529
5 0
531
24
5 5
6
53
5 8
539
540
5
542
5
5 4
5 55 47548
54950 12
553554
56785 9 60
561562
5 3
5645 5
56
567
56855 05
557575
5 6
577
578579
555583
584585
5 6785
5 5 2
5595955 65 759890
601
6026036 45
6066 76 8
66
6 1
6 2
616615
616617618
6 9
206
623
62
5
6 6
6 7628296 066
6346 36
663839640
641
6 26 36 6 66 7
6 8649
665 2
366
6 7
8
659602
6 64
6 5
66
66766866906 16 273746
6 6
776786 980126 3
6 4
8
6 66 9
06916 26936 4
56 666 8
67 0
701
70203
704
70
706707
7 8
77
7
7 237 4
7 5
7 67178
7 9
720721
7
7 3247 5
7 6
727
7 89
07 1
73
7
73
73567 7
897741742
7 3
7
7
7 6
7 77 87 97
7 1
75
7 3
7 4
6
7
59
76076
7 37 5
7
77 8697 017 47 767
881
2
785687
78
12
7 3
457 7
88
801802
803
804
805
8 68 780
809
8 0
8 8 38 4
8
8 678 8819
820
82822
8 45
8 68278 8
8 9
83031
8388 45368 788398 04
2
88448 5
78490
851
52
853
88
88
8 0
28
864868 686886908872
8 3
8876877
8 12888888 801 234
5 67
00
901
9 29039045
9 69 7
908
9099
9
9 3
99 5
916
9 799199 09
9
92 24
925
9 7
9 89
930
932
9 4
9 5
9 6
3738
93
9 0941
9
94
94
9
9 7
9 995051
995395956
995609
962
9639649 59
99 8609 19 299 59 9779789798
8987
990
29934
995
99697981 0
1 110021003
10 4
1005
1
07
1 8
1 09101
1010013
10
1 50 61100
10 0
010 4
2
1
1 8
010
0 34
50 6037
0380391040
1041104210434
1010 0 7
1 81 49105
1051
0 30 41010 6
10
10589
10601061
106210 3106410 5
10 6606010 110 21 310 5
10761077
10781079
10801 1108210 341081088
100 11 1 394
0 51 7981 991001 1
1 2
110311041105
1 61
1109
11
14
671
1 0
11 1
1 4526
1 27
23
1
4
11351136
7
1138
91 401141142143
1 4
1145
111471481 9151 511 253
111 61 57
1 81 59
11601161
1162
11631164
1165161 168
1161
11 2731 411751 761177
178 111 23
45
1 67188
911 11 3
11 41 6
11971981992 02 12 2120
12 412 512 6
112
12 0122
1
4
15
2
11 9
1222 14 578901233567
1238
239
124012243
412462 724812 9
2 1
25225342212572 8
259
12602 12622631264
2612212126901 2
127312742 5127612 7
2 812801312 4
7
1 88
128922 11 212 3
2 42951 6297
1298
29930002
4
3 5
113 7
13 8313
13 313
314
1315
63
3 8
932
3213 2
33 63
13 3 9
1 333 213 3513 6
713 8
33940442433 4
13464
1 8
93 01 5213533543 5
1 6
313581 593603 3 2
3 31 641133
3
1 633733 4
1375
3 63 78
1 033 21
313388
13 3 13 23 31 451 9673
94 014014 2144
1414 6
1401408
1409
14 0
14
4414 4151
4
14
4 94
4
4
24
14 5241429
4
4 31 36437381 91 04
1442
4 44446781449
1 514
1 5414551456
457
145814590
464 24 34644656
4690471 71 744
4
44 94 0
481 248458784
14 014 2495
49614974984150015
5 350
15
150715 8
150
15 0
51 13
5 4 5 5
15 65
15185 95 0
55 51524
52152615 7
8
1529
0
5 1 5 45 5536537
538395515425 3
5 6
1
5 8549
0
15511552
1553
1 541555
1 61 5758
1 9
15 0
1561
15 21565641565515 95715715 21 3157415755
57580
8 5 515 6
7
55515 1
5 25 315 4
5 51 9615 85 9600
160 6 216016 56 61607160816 9
16 06
66
4
6 5
6 6
1617
6 8166
6
16
16241625162616 71628
6 9
30
1632
1 3631635
6 637
1 3816 9
406
2
16
1644
646
47
6 9
506526531654161656
16 7658
6 9
1 066 21 64
61661 68
1 6
6 066 2
73
16741675
6
1 789166 3
6 46
816891 0
1 26694
56
6 76989917
7
702
07 4
7 57
1707
08
707
7
7 2
7
777
1717
719
17207 17172317241725172
172
1730
17311732
17337 4
73737 717381739
74
42
7 3
7 5
17467 71 8
7
750
717521 53
175
17557 6
7 7758
7
1 6076
7
1763
7 47177 8
176
1770
1
7 2
77717751 761 79
7 1
3
178677
90 179293945
1796 7 7
1798799188
880
8
88181
8
8 3486181
1818
81820
182
182231821825
2
1827
8281 983832318348358 61837
8 8
8
8408
8 24
8
8
1 49
8 08
1852
1 53
8 4
18551856
18 78588 918 0
861
8623
18 48 586686898 07
18728 38 4
88 68778 98 8
4
8 561 71 898 9192
8 389495
1 96
8 7
898
99
9
1902
1903
9 4
9 519 69
9 8
0
9 0
9
19
19 5
9
19
19181919
19209 1
919241929 627
9
192919309 1193219 419 5
19361937891940
1941
943 4
9459
479
9491 50
95
19521 3
954
195 9569 71958
19591960
9 219 9 496519669689699 099 29 319749 6
99 89
9
98119 2
39 69 7991 19 2
9 31 5790
00
2
2
22
07
200
0
2
2
2020 3
202 5
20
2017
20 820 92020
2021
20 220234025
20 7
2028
20 9
2030
020320332 202036
2037
203820 920402041042
20432045
0 672049050
2 510 20 32 42020
20572058
20 0206
00632 42020206920 02020
32 4
20 520 6
2 020 9081
080 340 5
20 020 8
2089
0 020 12092
3420 562 782
2 0221
4
2
2
2
08
9
22
2
1 422 6
21 72 1821 9201
2 22
2123
42125621 7
21282 29
0312132
1332 3521361 72 32 92140121423
2 421 5
462147
21 9
2 021521 3
21 42121572158
2
2 322
62 922 12 72 421 5
21762177
178
217980
21812 828321 4
2 618
2 1 021 1
21 2
112 59981 92200
12 2220 6
722209
0
2211
22
22
2215
2162 782192022 4
25
2 6227
2 8
2930
2 13234235
2 62 7
38
402 122 32442245
2 647
22
2240
25522 53
22 422552 72258
2 2 0
2 232 46
2 7686222271
7 32 4762
227880
8234
2 562 7
882 82 1292
9322 495967892300303 5
23 7230
3
23
232
3 4
3 523163 73
319
23 03 13 23 23 43 563 7
23 8
293 0 133
2 32 35
6
372338394023422343344
3423 6347348
23 1232 533543 53 6
23572358
3 9
23 032 3 3
3 4
363 3
2369
3 3 323742376
3
879238
812 23 34
23 52 8
2 88
2389
0
23 13922393
3 433 67823994 0
40
24 2
3
24024
07
2 8
0224 2 3
2414
24 54 644 84 9420
4
42423
24242425
4 6
244 8
2
430243144 4
24354 372 892440244124423
42445
244624 72
2 9
04 144 34 44 5624572458
2459
46044 3444
247024247 4 345244 8
9
2 804 1483
4 456824894904 2
4 34 54 82500
1
2
25 5506
5 05225 4
5 5
2516
7
1
5 9
252
2522
25 55 5675 9
30
3555342535
5 65 753
253925405
25422543425 5
25472548
5
2 5
255 35 4
5 625 72 58
255
5
2561
55625666
625 95 0
2572575 55
95881
582
2584
55 75589259025915
5
25945 5675 890
26
2 02
2
0
526
07608
60926
662613261
26
26 6
6 7626 92266 36
26 56266 8
6 9
306
626 4
6
26 6
26 7626392640
6 1264243264 526466 726 8649
650626535
26566 7
2 58
5365 66670
6 16 26 3
6 52 76678
6 98082 846
682 86906 16 2
6 366696
26 8697
7
2 2
770
2
2707 8709101
271271271427 5
6718
2719
27 017272724725
7 67 79 077
7
7 52736737
2738
7397 0
7 1
2 277 5678
2 49
7 0
7 354
7 56
2757
2758
757 0 22 46
6
727737 527 67
2 012 8 4
7 567 72 882
90
2 912792
27937 4
2795
62 77 8788 4
2802806
807808809
88
8 4815
28 888 18
824
58 68 7
8 8 92 0831283
883483
8 6
28372 8
8 9
8 0
84
8 28 32288 6
8 72 48849
0
2828 48 528562857
285885
18
5
769
2 02 718 2
8 38 4
28752 7628 8
928 0882
8
67
8
2 90
9
88
56 828992 0
290
9
90
29 4
9
2
902 099 09 129 399 59
9 729
9
2 209 12 229 924925
92 7899 093199
9 49 59 632938
2941294229 39 92946294729482949
92 59599
2956
29572958
29599
9 1996399 69669099 29 34
297529 6
9 99 1982
8 9 59 67
9 8999
45722 993 0
30 2
3
300303 030 7
30083 0
30303301
030 5
3016
330 83 0 0
130 23 3
0 4
3 30 63027930 13030 5
0330 8
3040
0042
3
0
0 5
0 6
3 47830
300 1
30
30 3
00
305630573058
30530 06
0 23 4066003 0 1030730 407530768
030 0308
3 23
03 5
0863087
88893 03091
30
0
30 60 7309830 91
31013 02
3 033 04
33
3 01
3 3 03 13
1 3
3 1
531 631173 18
3
3 03 131 223124
1 71 81 30131
3 561 0
141
3142314
11 61 7
3148
314931503151
3152313 31 5315631 731589
3131 1
31
31 33 1 566
31
31 31
7
1 1231741 5317
3
3 9313183
41 53186
711 0
1 11 3
3 43 53 9
3 7
3 831993203 01
3202
2 3
3 042 5 6
3 073 832
1
3 3
4
3 53 673 202 2 32 4
53 7 80
333
57
1
2324332443245
3246247 32483249
2
32 1232254
3 563 5
32583259
01
2 33 643 65332690
12
32
3 73
2 629 80123284
5
3 623 88
32 03 1
3
2 43 95
2
2 82993
3 3 0
3
33 305
3 030
33
10
3 11 4
33168
0
33
3 53 633
33 0
3 45
68940
3341 23 434
3 45346
3347 3348
3349
3 03 5123 53
4335
3360361
3 2364
5793 70
3 73 37
3
73 9
3 63 8
3903
3 4
39
3 6
39733983400
340
33 3
34
34 534 734 9
4 0
3414
34
4156
4 74 84 94
34 4
4 5
64 2
44304 44 3
4434 04
423 4
3445
3 46
7344834493450
43
4
4 434545
34589
4 6166344 6
3
3468
4 934 04 14
54 434 04484 74 9
4 04 14 4 43 5496799
3500
50 0
50
04335
5 9
35105 1
351 5
5
5 55 53520
35 1
3 5
5
8 95 0
533
5
5 6 785390
35415 23435 5
5 65 735483549
550
355153
4
55 5 6
3 5
35583559
5601
5 355 6
356753 69570571
2335 9
0815 24
5 7
3505 13 9259
45 5
35963597
5
35993600
360
6 604
360063 0736
9
636133614
63 6
36176 8636 0
6236
3624
532 8
9
0
632
66
6 56 6
6 89
6 136426 336443645
364636473648
6 96503651
3 23 5
6 4
66 6657
36 8
3659
3660
26 4666 786696 16726736 4
76 677798
36 2
84 56687
8
3 906913692
3
43 953 99798
7 0
370
3703
37
7 6
3707
708737
3711737 31371
3716
8
3719
7
3
7 4
373 6
3
7 07
7 2
77
5
7 83740
37 13742
37437 57
7 7 83750
375175
3 37
3757
77 9
3760
1643 666737 897712373
77 677
718278345
3 07 1
3 977 57 787 9
3800
3808
8
4
538063 7
8 8380
8 08 18 388 538163817
18381938 08
838 5
8 73
3
8 1 5
8 6838839
38418 2843
38443845
38463847848
38493850
8
3852
88 8
8 738583859
8 0
3
86
58 673 870
8 1
8728
88 5878 923458
73 89
3 99192
3 4
5
78
3 99
999053 6
3 08
9 9
3 9
915
939173918919
920
921
39 9 33924
9929 9 0 1
29 33
6
9 79 8
3939394
39 2943
39449 5
9 6
3947948
49
9
9 2
5
9 499 6
395
3958
9960
9 1
9399
99
9 839 9249
999
9 2
9 499 6992
39
79 839994000
404 040
40 544007
4 084009
401
4
40
401440 5
44017
40 8
0402040 0234024
0 6
027
404 940 2
44 3
36
0370 901
0 20 34044
4045
046
40 7
40 8
40490
40 1404040 440
4057
4058
40
40 040 124044 0664040 8940
40 27
44 54040 8408 82 40854 6
0878
40890940 10 2934
504
441
4 1
4 0
344
4 6
410841 0
41
44 1444 164 79120
41214122
4 234124
4 25
4
4127141 1 141321 3
14 1 89
411 141 4414
1451 641 7
148
41 9
4 0
11 2
415311
15641 7
41581 9
14111
1
16 71 84141 11
14 4
417791418234184 5
86
1 84189
111 241 4954 61 7
41941
2
4
444 4 5
4
42
4 94 0422 22 2 642 72 8421920 124 34 24
2 842 922 4
4 6784 94 4122 3
22452 6
4247
2 8
22 0
2 14 22 442
2 6
2574252 92
2 12 242 42
262
22 78224 22 5
86
2 728822 0
4 14 2
3 4567424300
43
3 2
4 33 40 644
0
4 143
143154 16
4 7433 13 24323
324
4 284 2
4330
143
4
37
390
4
443 3 454 7
34350
13
35
356
435
4358
3 9364 63
3 4
3 8
94 74 6
3783 034 823 34 843 53843 9
9091
23 34 4 5693440044
4404 44 5644094
44144 54 9201444 3
442 7
8
44 04 3
4 356
44 7
4 8
1
42344
454 6
4 47
4 48
494 50
4 5
4 44
4
44 74 584459460
4 56
07 45
77944804 1
4
44 34
58878
4 1245
799
45
5450455 505 7
45094 3
54515
5 64517518
4519
4 05 1
545
55526
45 7
5 5545 2
45 55 6374538 9
5
4 5 2
45 35445 6547
8
454
05 2
55
4556455785 94 60614 62563
4 6
55 45
58024 83
5 55 65 0
4 9234
5
968
606 056
6 86614
46136 566 76
4620
6 14622
46 324625
6 66 72894646 36 46 6
76
3966
464246 36645644647
6 8
6 96
6646
6 646 7
46465606 24 6
6
4667 904 5
67786716 26 4
6 5874688
466 12345700
7707
70457
7 87
74 27747 57 67 7
4718
4719
47207 147 2
7 37 4
7 57 7728
729
7
17 5647
8
47 947 1
7 27747 674748
7497
75147 2
7 7 6
757747 9047 1 27
4774
4
747777 147828344785
678847 97 12934
74 87
8 148 8
48 58
8 78 98
4818 38
8
4816
7
4818
4819820
84 2
848248248268 88 988 888
8 674 8
484 0
8484
8 3
48458 68
8 8
8498 0
8 1
8 3544
4856 857
8 8
9848614886
48878 54 80
4 824 8344 854 6488892994
54 96
7
4 0
490
49049099079
491349
9 5 6
4917
49184919
9201
922
4923
4924
9 59269 79299 09 149 2
499
4935
9 9 78994049 149
9 3994946
9 7
9 89 9
9509512
495399
495659 8
49 9
49609 19 23
494 6694 99 999
498149824983
8498549864 749899049 29
9 5
9
85
55
5
50 4
5
5007
505 95 0
555 3505
16
50 750185019
502050 1
50225023502
0 8950 0
0 0
503550 6
0 8039
5 0
50
5
504350
50455046
50450
0 0
5051
5 65 850 90 010 20
06505 75 75007950 050 15050 3
450 675 95 150 3455 7
91
555
5 7
5
05 151 35 15 16
15 85119120
5 151225 351 4
1 5512651 75151290
13151 1 3513451351 65137
51 0
51 151 251551 5
1
1 751 8
15 05151
1 1
1 4
151 7
91601 2
1
64
1 6
611 9
5 7171
8
11 8115 83
184511 9
1
9219351 45 5
1 67
5
5
5 045 555 78
205 12135 46
2 725219
5220
5 15 23
55
52275 2825 305 152325225523652 78
55
225252
5246
5247
5248
52 9
2 2
2 25253254252 6
7
25
5260265 22 42526752682 9527
2252 325272 727272 052 182
2 3452 57
8
5 9 232 45295
2 9
53
5
5 50
803153 6317
35319
3 05
5 23 33 45353 6273 85
1533 63853 9
0553 334
53 5
3 8
95350
3515 3 333533 013653643 55 853693 03 1
5
3 376775 73 03 1
233 53 633
3 1
43
504705
44 35
5
54 6
4174184
04 14 2
5 4245426
28430
54
543554 6
54 7854 9
54 0 15 355 67
5 8
55 50
5 55 54 65 1
54645 65 649705471
47
347 6
75
4
5481
44 345 794 054914
6 78500
5
55
50
8
09
5 15
51
16
551755 8
195520
555225 355525
6
5 75528
55 9 0
355 2
3
55355
5 738
9
5 05 1555
5 5 8
5 95515 35
6
578560
5563
5565 6
76
5 65570
715572557345775 77
75558055582
456
87588902593
5 900
6
5656
04
6055606
6
8
9
5
6 1
1
16
5617656195620
6
56 2
65
6 66276 8
6
3 6315632
6
6 456356 7
86 0 165 5
66 76
56515
56 656 86 96
56616 26635664566556695 705671
5 72367465 656 7786 06 15682
36 4
6 66 756886 96 01
6 2
6 4
6 56
9 8900
5 107057
70
08
7 3
57 4715
1
7 7871
57 057 15722572357 475727
728
97305731
757345 3
5736
7 75 38
07 1277
7 65 4
857 7 177537 4
7 77 8
7 97 0
7777757678957705 715772374 55 77
8795780578157825 83
477 8785790791
92779565797
8900
8 1
8 3
58 8
18
85813
8 4581
8 658
8
9
8201
8288 4826
8 7
8 9830
5 318 55836
58 7
58 8
839584
88888
8 950
28 35
688 85 958 08 238
586558658658 88698 0587158725873
45 7565858798 058815882
5883 48 5758 89124589596
978900
59
09 6
70
59 1
919959159 6
9 79 8
9 0
9
99 45 259275928
9 9
930
995 35
99
93859395940 1
99 3959 5
9 6
599 9 99 0
9 199 3659 99 1
6
9596459655966
699 0
59729 35974
59759 69 7
999819829 3
4
98679093
955 9689 9000
600
6 66 07
6 90 16012
6013
60 46 606 178
9
0
606023066 660
6060290
60316 3203
0 4603660370386039040
604
66060
0 66 604
60 0020 30050 705860 00616 206360 46065660660 860696070607100736 475
0766077607898060816082
608360 4508660876 8
60890910926 345676 98
9100
1
6 3
6 0610
07
81 96 10
11
1 236 4
6 616 86
6120
1
6 24
66 26612761281331
1 2
161 41 66 3738140
61 1261 3
11 5
1461 86 96111 235111 71 81 91 061611 21 36 4
165
111689171616173746161767617896180
116 3
1618561 7
6 886 89906 1
1 26 3161 7
9
2
206202
2 6
2 782 9
62 02
2621
62
62162 786 1902
6 342 6
7
2 962 26262342
62 76 382 96240
412 32246 9
6 5522 362 422 7582 962602 12 22632 4622 62 866270262726273
6227562762 7
2
627922 122 3
2845
862876289262 12
4
952 67
2 862 9
6 063
30330
6 673 83
63
316363 4636 1663173 83
63201
23 363 4
66 266 276 82
6 0333
36335
83 16 423
566 76 9
36 1233 763 83596333 36363 563 733693 0
637126373
6363753766 763763793 03816383
6384
3 5
3 6
3 733 0391
263
3 63 563 663978
4 0
4 2
46 040 9
64 064 264136414
5
6 4 84 96642164224
44
4 7
4 8464
6431
64323
4 46435
674
6 9
16 42
64 46 6 05166454
6 64
4 0464 24 34 4644 664
8470
64712647364746475
47676 78647906481
4 264834
444874 8
4
904 1
2394 56 964 7
499
00
506
650
6 055
5 8
9
516 2
6513
5
5 5 82
6526 5
65 72829 06531565 5 5
56 755 16
55 45
690346 5 15 35 55
555735 465756576565786579
65808123
65845856
5 7585 06
5
95
66 9
6 026046 56 607
6 0609
6 1
6 2
66134517
6 16 6 76 28
6 91
6 36 56636
6376 3
66406641
42
66 46 7
89
6 0 1368
966 612666466
6 90
7123667466 78
66 1
668266 8466856
668991
26 9346
8
997 07
6702
7 3
6704
76707
087 9
6710
67767137
7 17 3
6724
7 5
77 787296 3
6
7 27377 53677 074123
76
49
7675675
7 77 9777676 57 869027 4
75
77 81
7783784
7 57 77 8
7 77 1237 57 6796800
680888 0680
6807
88
8
6813
8 81
817868 988
68 568276 28
6 018
348366837
8 984084128 3
68684
8 88 088 26853
858685886859
8
8 288 4888 868 98 08 188 3
8748
88 88 96
28 36 84856
76 8016 92
8 456 9697
868 90
99969070869099 09 19 26913
49
9
69 799 9
920
9 1 269249
69
9 9
0
3 569369 76938
9 96 409 9 2
39 49 499 0
95295396995959
960
9 399966969 89
019727
699 0
9 9 49 59 6
9 789 990149959967
9 000
1
3
7004
7 570070070 8701170 213701470157016
7 170180197 200
707024
70070 8
0 0
703
70 334703570
703780
0 1
7042
0 4
700 6040 870 9705070570
7053
054
7070570 787070 0
7
2
470
7
770070 2
3 47007
0 98 100 40 56
70 770887 970 12
30 67 97700 91
101027 3
71 471056
7
7 087 9110
7 137 4516
1 18
7 1
7 2217 26
7 128711 0
1 171 2
7 31 571367
7 31
1 0
7 11 271 3
714414
71 7111 17157153471 571 7
71 8
7171 1
1 2
71 1 611 01 17271 4
1 51 7
1
91 011 271 34
1 5
91771 3
47 5
71 899200
2720272 32
72057206
7 8
972 072123
272157 12721872 97272 1272247225
2282 02 2
2 4
7235
23
72238
7 9
07 12
3424
2 722 252 225342527257258
22 12
2 5
72
2 82 9271 42 2 6
27227 81
282
2 4562
22 92 0
2 12 272 3
2 42 2 8299
73017302
730373047305
3 633
730931013
3 43
7
731833 0732273 37324
3
2877 07
3334
3567
38902
7 37373
3
3477 487 50523
7354
3
373577358593 173 53 83 93 0737173723
753803 333673
0919
3 473 56
3 87399400
7401
7402
4 3
4
74054 6
4
74089741011
127413
47415416
417
74187419
74
7421
74
774247425
2
4
444 27474 4543
7 3497 4041
4 34477 504 1745745
7477 5 046744 644 1 24
748 14 37
4 04494
4 54 677 989
5 0
75015 275035 475057506
5 7875090
11275 375147515
5 65 78519
5 05
752575265 7 890
5 17 5 537
5 4577557551
5 2
5 3
5
7 79
155 0
1
7 72 6
55 0 582834
5 8
585759235 5
7597
857 0
76016
76037604
6 56 6
7607
76087 097610
67612
7613
7614
76157616676187619
6 06 1
7 22
7 2767 26 8 96
17 46 536
6363907 344664896 06 15765
66
7 58
586 1 34
5
76
8126 4
766 6 0
6 127693767 96
7 97986 90
7702
7 304
5
7 6
7 0 708
7709
7
7 1
7 27 3
7147 157 167 77718
71920
7 17 224
7 57
7727
28
772930
3
237 37
7 97 447 44 8
950
257 5 37 4776897772 3
7 5778177827783784
86787
8
8 17
47 56779877 97800
7801
78028 38 4
8 57 678077808
098 08
8
13478157816781778187819
8 07821
28 25678277828
7 298
1
83388
838
88 18
78478 6847898 287 5
88 908 18 348
8 9 01872
388 5688 887908 84
58 687
88
7 8990
2367789800
790179027903
9 49
67907
79087909
079119 27913
9 47915
7916
9 7
7918
97920921
7922
799 479 5
9 6
79 789 9793079 17 32
7 339 4
793
9 6
9937 0
9 2
9439799994879499
7 5
79537 54
59
99 1
79639 59 8
9 9
07971
9 9 49 59 79 979099 47 85698 8989
09 349967 979890
8001
80
80 3800405
80068007
898 08 1180123
80 40158016
178 898020
8021
0 232
025808 288 290 18
0 30 45
038
3908040480
804504
80
808080 0
0
80538054
8 80505
08080 18062080 48 606780686708071
0 207380 4
07580 678080 0
0 1
80
0
8408580 60
91
0 20 96
0 8
9100
1
102
8103
8 4105
81068107
1 98 101
2
38114
158 611788 19
81 081 1122
81 381241 5
12681 811
81 1813281 3
41
818 313881 12181 48145
81
1881450
8 1
115411 155
01611 381 41 5681678168169817081 1
81 21 7 617711 98021 6
11 898
81 191 391 5196
81
900
8208202
82032
2 58 06822 88209
8 02 1122 382148215
2168 7
2 882 9
82 02 3
2 42
03
8 323823
8 7228 0
122 32242 6828248250
22
8254
2 5
22
82
6265
2 62
8268
826908271
22 32 482 5
822 082 1
282
8 32 42 6
87822 02
3
2 97988 0
83018302
3 383 48305
6
7
8
8 0983108311312
8 1383145316
83178318
319
3203218322
3 3
28 25638 29
08331
38
8 3
8034183
3 38345334
83483498350
3 283 33543 8
3
8364
33 788369
0
83 23 48375376
787933
3 34
73389128 4
83
3
83 883 9400
84014 28403
4 4
405
840648408
84098418411
841284148 158416
4 7
4 9
4 421
424 3
4 48425
4 684 94 2
4 8
8 3
4 1
48 48 4
4
8449450
4 2 44 545459
4 0344 6484688 698470
1444 54768479
4 084 24
54049144 54 884998500
8501
5 285038504
850555 75 809
851085118512
8 13455 6
8517
51851955
5
523
85 45255 6
8552
52
53
25358
90
5
5 35
8 6479
85 238 5 58
98 06185 28 635
566
56770
5 15757355 56
555 5825 34568590
5 34
55
5 85996
86018602
86038604
586060786090861
8 126 3
8614
86158616
8617
618
86 9062168 23624
86258 26
686288 9
3
863
8 6 38
646468 6666 916 2
556 9123
8 64
8 658 678866970
6 1
672386 4
6 5867789
6 18235
66 89
6 1
6 27
68700
87018702
7 37 4
7 57 707708870987107 1
87 27 348715
87168717
7188 98 20727 28723
8 48725
7267
7 3
37 3 38 38 38
747748 97 287537
7
7 1
8 37 477 87 9718772
7738 4
68 7 89
1 2
887897 1257 677 899
8800
888028 038804
5
68 78 890
2388148 58 16
8817
881819
82082
823
8 68 27
8 9
0
3138
9
88
47
95188528 5 58 9018 28 348 58 688 9871
3
8 5 78 88808 12
38709128938 45
8988998900
9 1
8902
9 3
4
90906079 889 09112
9 3
914918 6
9919192089
9238924
9 5
8926
28939
989
938
99499 9 09 29 39 495998960
29 39 59 689678 686
79 2 39 47 6
9 8
89798980
9 19 9 4 69 7
88912993459 69788 90
9001
900290039004
9 05
9006900700890 99010
110 2
90 3
901459017
0 9
0021
90 90239024
025
0
90 79029029
3000
9
0
9 8
99 49 19 7904904909051905290539054055905890 9
06
906190 2
0 3
064
0 5
9 690 68
900 0
2
0 307490 6
90
9080
0 10 3085086
700
909
09120 30 45 960 79 8099100
1
9102
91031
9105
91 6
71 891099 10
91119112
149 517
91 89 19 20
219122
1 3919125
91291 79
1 0
91913
137
9 3
991 12
4
91
1 414091519152
1 31151919 581 96091619 2
31191
9 9
1 29 317561 7178991 1
1 2385
1 711 2394
195
961 7 19200
92019202
92039204
92059 0620892091
92 22 392142 5
162178
9 192209 2122
9223
225269 29 29 1
2
9 332
32
2299
8242 1
92
925392549 55
562 79258992602612 2
2 39 456
60
279 3
29276
7
27
927
2 2285286
289 8 019
92 3929452 6
2 8
2990
33 29 039304
93059306
3 73089
931012
3 393 4931568
9 99339322
9 23
93243 5
3 63273 2933
93 29333 0
334634793513 2393543
93
9358
3 03
9362
339365
9 69 0
9
9 3
9
3 63790381
3393 1
9393
53 6 739894
4 194024
94044 5
4 6
44 84 99411
9412
494 444 6
4 49 209 94 23
4 49425
94 642794
4 2
9
7
4
4464 7444 294539454
44 785 09 614
4 34 4
46546804 1
9 44 4 794 04
59 4 7494 2349 5 69497
84995
95019502
5 5
950555 7
9508
950995101
9512
9513
5 455 69517
5189 195209521
522523
95249525
9 65 75
25355 23
3
99 4
754595519 52
95535
9 55685595 095619562
95 3
5 45
9
76055 2
55
57 65 78
58123
5
5 8
1 4
95955969597
85 96 0
96019602
6 396045
66 7
9608
609
9610
9611
12961361
96 66 9618961962096219622
96239624
9626627
62
636
5963
9
696 02
66 746 06 16 29 396 4
9696566 758996609661
6 2
9 3459 0 1
696
6 49 696
779
6 023
6 56
66
6 06 15966 7896 90
97017 37 4
9705
97097079708
709107
97129 3
9715
97 6
9717 8199720
972197229723
724
9729727
77 0132
3
077 29 447749747 07 1 29757 5
7979758
997 0
9761
7 63
645
9 6
7
9
9 67
77 8813
5
779 17 27967 899800
8980298039804
8 59 069807
98089809111
98 21
98148188981929822
98 3
88
29 2
9 1 58
288484888
9851
98523
88998578
98601
8 34
68681
7235
987887
8 02
67
98 08 198938 598 6
9901
99029903
99 4
56
79 99
29 39 15
9
1718
9 999 09 29922
9923
9929 26
339
47
9 8
499951995249559 69957958959
9 09 61
996234
9 579
9 3 679 9980
9 812580 1399969 9789999
1 000
latitude
longitude
µ1
ACF12
Opt.Tilt
Opt.Azimuth
−1.0 −0.5 0.0 0.5 1.0
−2
0
2
−1.0
−0.5
0.0
0.5
1.0
−2 0 2
Loadings of features with PC1
PC1 (55.2% explained var.)
PC
2 
( 3
0.6
 %
 ex
pl
ai
ne
d 
va
r.
)
Lo
ad
in
gs
 o
f f
ea
tu
re
s w
ith
 P
C2
Figure 6: (Left) Biplot of the satellite-derived irradiance data; a total of 6 features are considered during PCA. (Right)
The k-means clustering results. Pixels with same colors have similar properties, and thus can be approximated by a
single sensor.
knowledge is known a priori. Another important observation is that the clustering results shown
in Figure 6 agree well with the features maps. For example, the chartreuse cluster along the vector
representing optimal PV azimuth can be related to the observations shown in the bottom left corner
of Figure 5 (d), namely, the lime green patch; the pink and light steel blue clusters along the vector
µ1 can be linked to the high µ1 values depicted in the left side of Figure 5 (a). We conclude that
the geographical shapes of the final clusters are influenced by the selected features. This linkage
between the feature maps and clustering results gives flexibility and practical advantages to our
network design approach. The design framework can be applied to any features that are thought
appropriate, and the results are readily interpretable.
5. Applications C: PV string fault detection (exploratory features)
In the era of data, solar engineers are often required to study PV data for tasks such as PV
degradation estimation, monitoring quality control and string fault identification. Many traditional
data processing techniques, which examine a few time series of a few parameters at a time, can be
inadequate when dealing with large amount of data. For instance, identifying a faulty string from
a utility-scale PV plant with thousands of strings is difficult; this section considers such scenarios.
In particular, we analyze data from a PV plant located in Senftenberg, Germany. The monthly
files contain 15 min information including string-level current, voltage, main switch status, surge
protector status and combiner box temperature.
In the literature, many PV fault detection methods involve comparing a signal (power, voltage
or current) to its theoretical expectation (e.g., Dhimish and Holmes, 2016; Chine et al., 2016;
Platon et al., 2015). Such methods mostly likely would require meteorological measurements
such as irradiance and ambient temperature, which may not be always available. An alternative
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to these methods is to use peers to identify anomalous strings with statistical outlier detection
rules (e.g., Zhao et al., 2014, 2013). The statistical outlier detection is usually performed in a
univariate setting, i.e., based on a single variable such as current in a string. In other words, this
type of method is somewhat limited to detecting faults that can be associated to a single variable.
However, as Chine et al. (2016) summarized in Table 2 of their work, deviations observed in
parameters such as string output current, voltage and short circuit current can be linked back to
more than one type of fault. A statistical outlier detection method that can operate in multivariate
settings is thus desired. On this point, the approach discussed in this paper is suitable.
Similar to the previous applications, a set of features is first defined based on domain knowl-
edge or experts’ view. After the PCA, the data are again represented in the feature space in the
form of a biplot. Standard two-dimensional anomaly detection algorithms such as highest den-
sity regions and α-null can then be applied to identify outliers in the space formed by first and
second PCs. This approach was first discussed by Hyndman et al. (2015). In this way, the faulty
string could be detected based on its “overall” anomalousness. Detailed fault identification and
root cause analysis could be carried out subsequently.
5.1. Feature selection
The power plant in Senftenberg is connected to PVGuard WebPortal7, a online monitoring
platform that gained popularity through the past decade. The web portal itself is equipped with
the capability of generating fault alarms up to string level. We examine some frequently reported
faults to select our time series features; these faults include:
1. Inverter power drop-out, current Power: 0 kW;
2. DC Current: String x differs from the other strings by y%;
3. Combiner box status event: Voltage Deviation;
4. Combiner box status event: Power Drop;
5. Inverter fault state: IGBT Switch Fault.
It can be concluded that most faults can be detected by observing the output current and voltage at
difference levels, i.e., inverter, combiner box and string levels. It is also noted that if I–V curves
are available, more faults can be identified (Chine et al., 2016). Unfortunately, our dataset does
not contain I–V curve information. To that end, the four features considered for this part of the
work are listed in Table 3. Each feature can be evaluated over a period of T , which is taken as one
week in this case study. A total of 14 (= 4 × 4 − 2) features are generated using the four weeks of
data from 2017 March. Two weeks in that month contain no missing data, feature F1 from these
two weeks are thus excluded from the data matrix X.
5.2. Outlier detection
After performing PCA, the biplot of this application is depicted in Figure 7. A total 1391 points
are indexed in the plot, representing the 1391 strings in the Senftenberg system. Some anomalous
7http://www.skytron-energy.com/en/system/supervision-software/
pv-scada-software-webportal/
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Table 3: Four exploratory time series features used for PV string fault detection.
Feature Description
F1 Number of missing data points.
F2 Number of data points that record a negative current,.
F3 Mean current in a string.
F4 Mean voltage across a string.
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Figure 7: Biplot for the anomalous PV string detection application. Four features, names, F1 to F4, are extracted
from four weeks of data from 2017 March. The α-hull algorithm, with α = 0.5, is used for outlier detection. The
outliers are marked with Indian red triangles; the main hull is contoured with turquoise blue. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
strings, such as string numbers 254 and 613, can be spotted immediately without any detection
algorithm. However, there are many definitions of an outlier in the literature (e.g., Barnett and
Lewis, 1994; Hawkins, 1980). There is not any universal rule that governs what should be called
an outlier. Under such considerations, we prefer sequential outlier detection methods (identify one
or few outliers at a time) over the single-step methods (identifying all outliers at once), which in
general grants more control over the outlier detection and provides a rank of anomalousness in the
outliers detected.
We consider the α-hull algorithm (see Appendix D for more details). When the control param-
eter, namely, α, decreases from ∞ to 0, a continuous transform from the convex hull to isolated
points (singletons) is observed. Based on this property, the α-hull algorithm can be used as a se-
quential two-dimensional outlier detection algorithm. An example hull with α = 0.5 is shown in
Figure 7. Four singletons have been isolated at this stage.
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It can be seen from Figure 7 that features F3 computed from different weeks are well correlated
with each other, i.e., pointing to similar directions. Similar observations can be found for F2
and F4, but not for F1. Recall the features defined in Table 3, high correlation in features from
different weeks reveal that various faults persist through the month. String numbers 254 and 613
locate along the opposing direction of F3, indicating the mean current values in these strings are
low. String numbers 978 and 787 locate along the direction of F2, indicating that there are some
negative current measurements in these strings. At this stage, four outliers have been identified;
a quick plot of data confirms the findings (we omit the plot). The proposed detection method
is shown to be able to narrow down the unusual strings, so that detailed investigation can be
performed subsequently.
6. Concluding remarks
An analytics method for handling big time series data is discussed. In this method, each time
series is reduced to a set of features, either generic or application-specific. The reduced feature
space facilitates visualization and analyses. Three solar engineering applications are considered
to demonstrate the idea. Traditional approaches to these applications consider data points as indi-
viduals; the present approach that considers time series as entities is thus novel in terms of data
handling. Principal component analysis and biplot are the main tools in all three applications. Bi-
plots make the results of PCA interpretable. By examining the biplots, geometrical relationships
among the features and original time series can be established, which leads to insights that are
otherwise unobservable using traditional methods.
The analytics method is flexible in terms of feature design and can be applied to a variety of
other applications. However, common to all dimension reduction strategies, extracting time series
features may result in information loss. One should be cautious when replacing the traditional
methods with the present method. We advise readers to use the proposed method as an exploratory
tool rather than solely relying on the method itself.
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Figure B.8: Statistical characteristics of 100 randomly selected clearness index time series. Subplots (a, b) show the
probability density functions of kt and ∆kt, respectively; subplots (c, d) show the autocorrelation functions of kt and
∆kt, respectively. The pdf of kt is shown to be bimodal; the pdfs of various time series differ mostly at their second
peaks.
Appendix B. Exploratory analysis on distributions of clearness index
It is considered appropriate that an irradiance (or clearness index) time series can be character-
ized through statistical distributions. Where a parametric distribution is concerned, its parameters
describe the distribution (e.g., µ and σ describe a normal distribution). When the distribution is
taken as an empirical one, statistics such as quantiles can be used to summarize the distribution
(e.g., 25, 50, 75 percentiles). In either case, the original time series is reduced to a few numbers
(parameters and/or quantiles), which can be taken as features for our irradiance monitoring net-
work design application. Besides the distribution itself, other statistics can also be employed. On
this point, Hansen et al. (2010) suggested three statistics, namely,
1. Statistical distribution of irradiance (or clearness index);
2. Statistical distribution of ramps of irradiance (or clearness index);
3. Autocorrelations functions of clearness index and of ramps in clearness index.
This appendix aims to explore these statistics visually and select the most meaningful features, so
that satellite pixels with similar time series features could be subsequently grouped together.
Figure B.8 (a) shows the kernel density estimates (KDE) of distributions of 100 randomly
selected kt time series, while subplot (b) shows the KDE for the corresponding ∆kt distribution.
Figure B.8 (c) and (d) show the autocorrelation functions of those selected kt and ∆kt time series,
respectively. As our goal is to use features to describe each time series for clustering purpose, it
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is more amenable if the features are descriptive and distinctive. To that end, the information con-
tained in density and autocorrelation function of ∆kt time series can be dropped immediately due to
the high similarities among various time series. On the other hand, as annotated in Figure B.8 (c),
it is observed that the spread of autocorrelation functions of kt is most significant around lag 12.
We therefore select ACF12 as one of our features.
It is also noticeable from Figure B.8 (a) that the distributions of kt time series are most dis-
tinguishable around kt = 0.7, i.e., the higher peaks in the KDE. A parameter which can describe
the position of this peak is thus needed. More particularly, given the bimodal distribution, we
are looking for the “center” of the largest component of some finite mixtures of distributions. A
mixture distribution has density of the form
g(z;Θ) =
n∑
i=1
pi f (z; θi), (B.1)
where pi ≥ 0, with ∑ni=1 pi = 1, are the mixing weights; f (·; θi) is density of the i-th component in
the mixture, parameterized by θi; and Θ = (p1, · · · , pn, θ>1 , · · · , θ>n )>. In describing the irradiance
distribution, the value for n, i.e., the number of components, it is often taken as 2 or 3.
In fact, the statistical distribution of solar irradiance, or clearness index, has been well-studied
for data over a wide range of temporal granularities (Voskrebenzev et al., 2015; Hollands and
Suehrcke, 2013; Jurado et al., 1995; Saunier et al., 1987; Hollands and Huget, 1983). Most of these
works confirm that the distribution of clearness index follows a bimodal distribution, originated
from the clear and cloudy radiation states. Among various modeling approaches, mixtures of
normal distributions are most commonly used. For examples, Jurado et al. (1995); Hollands and
Suehrcke (2013) use two- and three-component normal mixtures, respectively. Figure B.9 shows
the fittings of two- and three-component normal mixture distributions to four randomly selected
clearness index time series. The results are however unsatisfactory, due to the skews observed
at both high and low kt values. Furthermore, the bimodal distribution is found having a positive
skewness at low kt and a negative skewness at high kt values. To model this, we consider the scale
mixtures of skew-normal distribution.
A univariate random variable Z has skew-normal distribution with location parameter µ, scale
parameter σ2 and skewness parameter λ, if its density is given by
f (z; θ) = 2φ
(
z; µ, σ2
)
Φ
(
λ(z − µ)
σ
)
, (B.2)
where θ = (µ, σ2, λ)>; φ is the probability density function of a normal distribution with mean
µ and variance σ2; and Φ is cumulative distribution function of the standard normal distribu-
tion. If we assume the mixture distribution can be modeled with three components, its parame-
ter Θ = (p1, p2, p3, θ>1 , θ
>
2 , θ
>
3 )
>, where θi = (µi, σ2i , λi)
>, can be determined by fitting the para-
metric distribution to observations. In this paper, parameter Θ is estimated via the expectation–
maximization algorithm, as described in Prates et al. (2013), for each clearness index time series.
Four examples of the fitted density are plotted in Figure B.9. It can be seen that the skew-normal
mixtures fit the empirical distributions better than two- or three-component normal mixtures. In
this way, we obtain our second feature, namely, µ∗ = max(µ1, µ2, µ3). This feature, together with
ACF12, is plotted in Figure 5.
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Figure B.9: Distributions of 4 randomly selected clearness index time series. The scale mixture of skew-normal
distributions with three components shows best fit.
Appendix C. Determining the optimal orientation for a flat surface solar collector
To maximize the annual yield of a flat surface solar collector, the collector is often placed at a
tilt angle equals to the latitude of the site, facing the equator. However, due to the intricate location-
specific geographical and climatic conditions, this rule-of-thumb may not be always optimal. For
such reasons, simulation is used to optimize the orientation and thus maximize the expected energy
output of a solar collector (Smith et al., 2016; Lave et al., 2015; Khoo et al., 2014).
The procedure of the simulation usually involves a so-called “transposition model”, which con-
verts a set of irradiance measurements collected on a horizontal surface to the irradiance expected
on a tilted surface. For every pair of tilt (α) and azimuth (β) angles, the global tilted irradiance
(Gc) can be simulated. In this way, the optimization problem can be written as:
argmax
α,β
T∑
t=1
Ĝc(t), (C.1)
where Ĝc(t) is the modeled global tilted irradiance.
There are many transposition models available; most of them require the information of global
horizontal irradiance and diffuse horizontal irradiance. The transposition models have varying
degree of complexity, we refer the readers to the review by Yang (2016) for a detailed comparison
of transposition models. However, for our current purpose, we adopt the simplest model, namely,
the isotropic model (Liu and Jordan, 1961), in our simulation. The maximization problem is solved
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using the general-purpose optimization routine (function optim) in R (R Core Team, 2016). The
detailed procedure of our simulation and the computational issues are discussed in Yang et al.
(2016). After the pair optimal tile and azimuth angles is found for each pixel, the two features (α
and β) are plotted in Figure 5.
Appendix D. The α-hull algorithm
The α-convex hull, or simply α-hull, is a generalized convex hull8 that is studied in different
fields of research, primarily in computational geometry. Informally, a hull can be considered as
a geometrical structure that serves to characterize the shape of a set. Unlike the convex hull, the
α-hull is able to reconstruct non-convex sets. The mathematical definition of α-hull is given by
Pateiro-Lopez and Rodriguez-Casal (2016): if we denote an open ball with center x and radius α
with B˚(x, α), a set A ⊂ Rd is said to be α-convex, for α > 0, if
A = Cα(A) =
⋂
{B˚(x,α):B˚(x,α)∩A=∅}
(
B˚(x, α)
)c
, (D.1)
where Cα(A) is called the α-hull of A. We can immediately see that the shape of the hull is
influenced by the ball radius α.
Starting from some big enough initial α value which returns a hull that bounds all points, a
series of α-hulls are computed in the space formed by first two PCs with decreasing α. A point is
identified as an outlier when it becomes a singleton. With the decreasing α, the outliers identified
in each step are naturally assigned with a rank; the highest rank corresponds to the α value that
leads to the first singleton. The implementation of the α-hull invoves the Delaunay triangulation,
Voronoi diagram and α-shape. We use the R package alphahull (Pateiro-Lopez and Rodriguez-
Casal, 2016) to compute α-hulls for our application.
Appendix E. Several other potential applications of the analytics algorithm
Three applications are demonstrated in the main text. We outline several other potential appli-
cations that can benefit from the PCA-based algorithm.
Appendix E.1. Forecasting with sensor network
Irradiance forecasting is an important aspect towards integrating variable solar energy into
the electricity grid reliably and efficiently. There is a rich literature in solar forecasting; a good
overview on this topic is found in Inman et al. (2013). With the advent of sensor network tech-
nology, spatio-temporal forecasting methods became popular. As solar irradiance is a spatio-
temporal process, there is very little reason to use univariate methods when data from multiple
sensors within a certain geographical proximity are available (see forecast comparisons made by
Aryaputera et al., 2015b; Yang et al., 2015c).
8The convex hull of a set of points, X, in an affine space is the smallest convex set that contains X. In such a space,
the convex set is a subset of that space that is closed under convex combination.
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The variability in irradiance is primarily caused by moving clouds. Suppose a regression ap-
proach is used for prediction, i.e., predicting the irradiance at a focal station using lagged time se-
ries measured at neighboring stations, the direction and speed of these moving clouds have strong
implication on predictor selection. In a previous work, the lasso regression was used to make such
variable selection (Yang et al., 2015c). However, it was found that even with only 17 stations,
the predictor pool could be large, owing to the fact that the number of predictors multiplies when
lagged versions of a variable are considered. For example, if time series up to lag-10 from each of
the 17 stations are used, the total number of predictors is 170, including the autocorrelated series.
On this point, we can consider the approach discussed in this work and pre-select some predictors
based on their similarities to the predictand. We refer the readers to a parallel work by Kim and
Swanson (2016) for further reading.
Appendix E.2. Forecasting with satellite-derived irradiance
As an alternative to an irradiance sensor, satellite images provide estimates of ground level irra-
diance. When ground-based measurements are not available, after some bias corrections, satellite-
derived irradiance data can be used for forecasting with a horizon up to a few days. One of the
options to perform such forecasting is to used time series models such as the seasonal autoregres-
sive integrated moving average model (SARIMA) and exponential smoothing (ETS) model, as
seen in Aryaputera et al. (2015a); Yang et al. (2015b, 2012).
These statistical forecasting modals require parameter estimation, e.g., process orders in an
SARIMA model; the parameters are periodically updated when rolling forecasts are used. When
irradiance values at a large number of locations need to be forecast, training and iteration can be
time consuming. If we cluster the time series based on features such as autocorrelation and partial
autocorrelation, process orders in a cluster can be assumed similar. This could reduce the search
space for ‘optimal’ process order based on information criteria, which are often used in automated
forecasting.
Appendix E.3. PV performance evaluation
Projects like “solar city”, in O¯ta, Tokyo, prove allure of Sun’s energy in Japan. As three
quarters of homes in O¯ta city’s Pal town neighborhood are equipped with rooftop PV systems
that are free for their residents, centralized monitoring is important for the investors to ensure the
performance of these PV systems. Similar to the application discussed in Section 5, anomalous
PV systems can be identified using the proposed method with a set of properly designed evaluation
indices, such as performance ratio and yield.
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