Elementary components of Hilbert schemes by Jelisiejew, Joachim
ar
X
iv
:1
71
0.
06
12
4v
5 
 [m
ath
.A
G]
  7
 A
pr
 20
19
Elementary components of Hilbert schemes of points
Joachim Jelisiejew∗
Abstract
Consider the Hilbert scheme of points on a higher-dimensional affine space. Its component
is elementary if it parameterizes irreducible subschemes. We characterize reduced elementary
components in terms of tangent spaces and provide a computationally efficient way of finding
such components. As an example, we find an infinite family of elementary and generically smooth
components on the affine four-space. We analyse singularities and formulate a conjecture which
would imply the non-reducedness of the Hilbert scheme. Our main tool is a generalization of
the Białynicki-Birula decomposition for this singular scheme.
MSC classes: 14C05, 14L30, 13D10
1 Introduction
While the Hilbert scheme of points on a smooth connected surface is smooth and irreducible [Fog68],
little is known about the irreducible components of Hilbert schemes of points on higher-dimensional
varieties [Ame10], despite much recent interest in their geometry. Following [Iar73], a component
is elementary if it parameterizes subschemes supported at a single point. All components are
generically étale-locally products of elementary ones.
Up to now, the only known method of finding elementary components is to construct a lo-
cus L inside the Hilbert scheme, and verify that the tangent space to the Hilbert scheme at a
point of L has dimension dimL, to conclude that L contains an open neighbourhood of this point.
Roughly speaking, the construction step is conceptual and the verification step is algorithmic. Iar-
robino [Iar73, Iar84, IK99] obtained loci L by choosing general forms of prescribed degrees and taking
their apolar algebra. The obtained algebras are called compressed. Recently, Huibregtse [Hui17]
extended Iarrobino’s method in certain cases, taking into account the automorphisms of the ambi-
ent variety. All known elementary components come from the constructions of these two authors.
Verification of tangent space dimension was done in [IE78] for an explicit degree 8 scheme, then
extended [Sha90] for algebras of multiplicity two, and afterwards conducted for several other explicit
cases [IK99, EV10, Hui17], see Remark 6.10. It is conjectured that the tangent space has correct
dimension in greater number of compressed cases, see [IE78, §2.3]. The main limitation of this
approach is that one needs to construct the locus L. As a side effect, all loci L obtained so far are
isomorphic to open subsets of products of Grassmannians.
The aim of the present paper is to avoid the construction step entirely. We answer the following
question:
Question 1.1. How to check that a given point [R] ∈ Hilbpt(A
n) lies on an elementary component?
The n-dimensional additive group acts on An and Hilbpt(A
n) by translations. Let R ⊂ An be a
finite subscheme supported at the origin. The tangent map of the An-orbit of [R] is
span (∂1, . . . , ∂n)→ Hom(IR,OR)<0.
We say that R has trivial negative tangents if this tangent map is surjective or, equivalently,
T 1(R)<0 = 0. If the characteristic is zero or IR is homogeneous, then R has trivial negative
tangents if and only if dimHom(IR,OR)<0 = n. Our main result is that having trivial negative
tangents is intimately connected to lying on an elementary component.
∗Institute of Mathematics, Polish Academy of Sciences and Institute of Mathematics, University of Warsaw. Email:
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Theorem 1.2 (Theorems 4.5 and 4.9). Let R ⊂ An be a finite subscheme supported at the origin.
(1) If R ⊂ An has trivial negative tangents, then every component of Hilbpt(A
n) containing [R] is
elementary. The subscheme R is not smoothable or cleavable unless R is a point.
(2) Conversely, let Z ⊂ Hilbpt(A
n) be an elementary irreducible component. When the character-
istic is zero and Z is generically reduced, a general point of Z has trivial negative tangents.
Theorem 1.2 gives an answer to Question 1.1 in characteristic zero, modulo generically non-
reduced components. No examples of such components are known. Moreover, the answer depends
only on the information contained in the tangent space, which a priori would seem insufficient.
For instance, in a similar context Erman and Velasco [EV10, p.1144] state that the “tangent space
dimension is rather coarse invariant in the study of smoothability”. If a component Z has a smooth
point, then it is automatically generically reduced. Using Theorem 1.2(1), we can certify that a
given point [R] lies on an elementary component without any knowledge of this component. This
is an advantage over the above construct-and-verify method. This theorem is well suited for the
search for new elementary components: we can search for R having trivial negative tangents, a far
more tractable property.
Better yet, deformation theory provides sufficient conditions for smoothness of a point [R] of
Hilbpt(A
n). Classically, the point [R] ∈ Hilbpt(A
n) has an obstruction space given by the Sch-
lessinger’s functor T 2(R) ⊂ Ext1(IR,OR). If additionally the finite subscheme R has trivial negative
tangents, we can restrict to the non-negative part of T 2(R). We obtain the following result.
Corollary 1.3 (Corollary 4.6). Let R ⊂ An be a finite subscheme supported at the origin. If R
has trivial negative tangents and T 2(R)>0 = 0 then [R] is a smooth point of Hilbpt(A
n) lying on a
unique elementary component.
In a number of cases, the vanishing of Ext1(IR,OR)>0 is forced by the degrees in the Betti
table; see Example 6.9. This makes Corollary 1.3 effective: computer algebra experiments show
that it is a rich source of smooth points on elementary components. Of course, the point [R] may
be smooth even if T 2(R)>0 6= 0. A subtler relative smoothness criterion is given in Corollary 4.13.
Applying it, we obtain the following infinite family of elementary components of Hilbpt(A
4). Let
S = k[x1, x2, y1, y2] and, for all e ∈ Z+, take a finite subscheme M(e) ⊂ A
4 defined by ideal
(x1, x2)
e + (y1, y2)
e. A form s of degree 2(e− 1) in S/IM(e) is uniquely written as
s =
∑
i,j
cijx
i
1x
e−1−i
2 y
j
1y
e−1−j
2 , where cij ∈ k.
We say that s is general if the e×ematrix [cij ] is invertible. Fix a general form s and let R(e) ⊂M(e)
be the subscheme cut out by this form. The degree of R(e) is d :=
(
e+1
2
)2
− 1. The subscheme R(e)
deforms freely in M(e) and so all points [R(e)] corresponding to different choices of s lie in the same
irreducible component of Hilbd(A
4).
Theorem 1.4. For all e > 2 the point [R(e)] ∈ Hilbd(A
4) is a smooth point on an elementary
component Z(e) of dimension 4 degR(e)− (e− 1)(e+ 5) = e4 + 2e3 − 4e+ 1.
The component Z(3) gives a negative answer to the following open question, stated at [Ame10]:
Is the Gröbner fan a discrete invariant that distinguishes the components of Hilbd(A
n)? Namely, we
construct a curve C ⊂ Hilb35(A
4) such that all subschemes corresponding to points of C share the
same Gröbner fan with respect to the standard torus action, and a general point of C is a smooth
point on Z(3), while the special point on C lies in the intersection of Z(3) and another component,
see Example 6.8.
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A central idea of the proof of Theorem 1.2 is to consider a scheme Hilb+pt(A
n) that is a generaliza-
tion of the Białynicki-Birula decomposition for the scheme Hilbpt(A
n) with the Gm-action coming
from the standard Gm-action on A
n. Intuitively, the scheme Hilb+pt(A
n) parameterizes families that
have a limit at infinity, see Section 3 for details. In particular:
• the k-points of Hilb+pt(A
n) correspond to subschemes R ⊂ An supported at the origin,
• the tangent space to Hilb+pt(A
n) at a k-point [R] is Hom(IR,OR)>0,
• deformations of [R] ∈ Hilb+pt(A
n) have an obstruction space T 2(R)>0.
The scheme Hilb+pt(A
n) comes with a forget-about-the-limit-and-translate map
θ : Hilb+pt(A
n)× An → Hilbpt(A
n), (1.1)
A finite subscheme R has trivial negative tangents if and only if the tangent map dθ is surjective at
([R], 0) and in this case θ is an open immersion onto a neighbourhood of R; see Theorem 4.5. The
proof of Theorem 1.2(2) crucially depends on representability of Hilb+pt(A
n) by a finite type scheme.
Apart from finding new elementary components of Hilbpt(A
n) we also investigate its singularities.
It is widely expected that Hilbpt(A
n) has arbitrary bad singularities, as defined in [Vak06, p. 570].
However, absolutely no hard evidence for this exists. The following questions remain open.
Question 1.5 ([Fog68, CEVV09, Ame10]). Is Hilbpt(A
n) always reduced?
In this paper, we do not answer Question 1.5 directly, however we reduce it to an algorithmic
tangent-space-level Conjecture 1.6. We recall some background results. Vakil [Vak06] proved the
Murphy’s Law for all Hilbert schemes other than the Hilbert schemes of points. His method depends
on the information in the projective embedding and does not apply to the zero-dimensional case.
Using [Vak06], Erman [Erm12] proved that the Murphy’s Law holds for HilbGmpt (A
n). His idea is
that homogeneous deformations of a high enough truncation of a cone correspond to deformations
of this cone and the associated projective variety. Erman’s result does not imply anything about
Hilbpt(A
n), as he explicitly states in [Erm12, p. 1278]. The problem is that HilbGmpt (A
n) is a closed,
nowhere dense, subset of Hilbpt(A
n).
We extend Erman’s idea to Hilb+pt(A
n) and use the map (1.1) to compare of Hilb+pt(A
n) × An
and Hilbpt(A
n). Our argument can be made on the infinitesimal level, however for clarity we will
keep using the geometric language. The first step is to prove that Hilb+pt(A
n) satisfies Murphy’s
Law. This is done in Theorem 5.1 by finding a smooth locus of the pass-to-the-limit retraction
Hilb+pt(A
n) → HilbGmpt (A
n). The second step is to compare Hilb+pt(A
n) × An with Hilbpt(A
n) using
the map θ from (1.1). By Theorem 1.2, if the subscheme [R] has trivial negative tangents, then θ is
an open embedding near [R]. It is not clear why a chosen point [R] ∈ Hilb+pt(A
n) with pathological
deformation space should have trivial negative tangents. Therefore, we put forward a conjectural
method of modifying any point of Hilbpt(A
n) to a point having trivial negative tangents.
Conjecture 1.6. Let S be a polynomial ring over k and I ⊂ S be an ideal of regularity r0. For
all r > r0 + 2, there exists an integer t, a polynomial ring T = S[x1, . . . , xt], and a linear subspace
L ⊂ Tr such that the finite scheme R given by the ideal I ·T+L+T>r+1 has trivial negative tangents.
For I = 0, the obtained ideals are compressed and in this case the conjecture was formulated
already in [IE78] with much more quantitative precision. Shafarevich [Sha90] proved this more
precise version for I = 0 and L spanned by quadrics. Not much more is known. Since r > r0 + 2,
the Gm-invariant deformations of I and IR are smoothly equivalent. By semicontinuity, if the
conjecture holds for one particular L ⊂ Tr, then also for a general L
′ ⊂ Tr of the same codimension;
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the particular choice of L brings little information apart from ensuring that all deformations of
R are supported on a single point, by Theorem 1.2(1). Conjecture 1.6 implies that Hilbpt(A
n) is
highly singular, in particular non-reduced, answering Question 1.5, see Section 5.
Let us mention another open question. It is known [Iar72] that Hilbd(A
3) is reducible for d > 78.
However none of its components other than the smoothable one is known. Also the minimal d such
that Hilbd(A
3) is reducible is not known, except for the bound 12 6 d 6 78, see [Ame10, DJNT17].
By Theorem 1.2, to prove that d 6 d0 it is enough to find a degree d0 subscheme having trivial
negative tangents.
Question 1.7. What is the smallest d such that Hilbd(A
3) is reducible?
Similarly, new examples of finite Gorenstein subschemes of A4 and A5 would likely improve
the bounds given [BB14, §8.1] and perhaps allow to extend the smoothability results on finite
Gorenstein algebras presented in [CN11, CN14]. It would also be very interesting to know how the
Białynicki-Birula decompositions could be used to improve explicit computations on the Hilbert
schemes [BCR17, LR11].
Our focus on An is without loss of generality as Hilbert schemes of points on other smooth
varieties have the same components, see [Art76, p.4] or [BJ17]. The idea of proving smoothness
using the Białynicki-Birula decomposition is very general; we plan to investigate its applications
to other moduli spaces, such as Quot schemes. We believe that the characteristic zero assumption
in Theorem 1.2(2) can be removed. Upon completion of this work we learned that the Białynicki-
Birula decomposition for algebraic spaces was constructed earlier by Drinfeld [Dri13], by an entirely
different method. His method was extended [JS18] to actions of groups other than Gm. While this
paper was in review, a preprint [Jel18] appeared, which in particular claims to answer Question 1.5.
The organization of the paper is linear. In Section 2, we discuss all algebraic preliminaries. In
Section 3, we construct Hilb+pt(A
n) and, in Section 4, obstruction theories. Finally, in Section 5, we
discuss singularities and Conjecture 1.6. We conclude with Section 6, which contains some explicit
examples.
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2 Preliminaries
Throughout the article, k is an arbitrary field, S is a finitely generated k-algebra, A := SpecS and
Hilbpt(A) =
∐
dHilbd(A) is the Hilbert scheme of points on A. For closed subschemes R ⊂M ⊂ A
by IM ⊂ IR ⊂ S we denote the respective ideals and by OR = S/IR, OM = S/IM the corresponding
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algebras. We define J = IR/IM so that there are short exact sequences
0→ IM → IR → J → 0,
0→ J → OM → OR → 0.
The associated long exact sequences form the following commutative diagram (2.1) of S-modules
with exact rows and columns. Here and elsewhere Ext := ExtS and Hom := HomS .
0 0 0
0 Hom(J, J) Hom(J,OM ) Hom(J,OR) Ext
1(J, J)
0 Hom(IR, J) Hom(IR,OM ) Hom(IR,OR) Ext
1(IR, J)
0 Hom(IM , J) Hom(IM ,OM ) Hom(IM ,OR) Ext
1(IM , J)
Ext1(J, J) Ext1(J,OM ) Ext
1(J,OR) Ext
2(J, J)
ψ
φ
∂
(2.1)
Now we fix assumptions and conventions regarding the torus action. In this paper, we eventually
restrict to S = k[x1, . . . , xn] graded by deg xi > 0, so it might be helpful to have this example in
mind. For a homogeneous ideals the definitions below are well-known, but non-homogeneous ideals
and their Hom’s are used substantially in the proof of Theorem 1.2(2).
We fix an N-grading on S and assume that S0 = k. The origin of S is the distinguished k-point
of SpecS given by the ideal S+ =
⊕
i>0 Si. Consider the algebraic torus Gm := Speck[t
±1] and the
affine line Gm := Speck[t
−1] with the natural Gm-action. The grading on S induces a Gm-action
on A = SpecS. The origin is the unique Gm-fixed point. For a homogeneous ideal IR ⊂ S, we
denote
Hom(IR,OR)i = {ϕ ∈ Hom(IR,OR) | ϕ ((IR)j) ⊂ (OR)i+j for all j ∈ N}.
Under the above convention, we have t · ϕ = t−iϕ for all t ∈ Gm(k) and all ϕ ∈ Hom(IR,OR)i.
Let IR ⊂ S be an ideal, not necessarily homogeneous, supported at the origin. We now define
Hom(IR,OR)>0 and Ext
1(IR,OR)>0. While Hom>0 is easy, Ext
1
>0 requires some care and a change
of perspective. For all k > 0, we define the k-subspaces S>k :=
⊕
i>k Si ⊂ S, (IR)>k := IR ∩S>k ⊂
IR and (OR)>k = (S>k + IR)/IR ⊂ OR. We set
Hom(IR,OR)>0 := {ϕ ∈ Hom(IR,OR) | ϕ((IR)>k) ⊂ (OR)>k for all k ∈ N} . (2.2)
If the ideal IR is homogeneous, then Hom(IR,OR)>0 =
⊕
k>0Hom(IR,OR)k as expected. We also
define
Hom(IR,OR)<0 := Hom(IR,OR)/Hom(IR,OR)>0.
and again for homogeneous ideals we have Hom(IR,OR)<0 =
⊕
k<0Hom(IR,OR)k as expected.
The group Ext1>0 could be defined using the formula (2.2) and constructing a filtered free res-
olution [Bjö87]. However, we have not found a suitable reference for the independence of the
resolutions, so we take a different path. Consider the ring S[t±1]. Ideals of S correspond bijectively
to homogeneous ideals of S[t±1]. Explicitly, for an element i ∈ IR, with i =
∑
ik where ik ∈ Sk, we
define ih :=
∑
t−kik and I
hom
R := (i
h | i ∈ IR)S[t
±1]. The ideal IhomR ⊂ S[t
±1] is the homogeneous
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ideal corresponding to IR. Setting O
hom
R := S[t
±1]/IhomR , we have a canonical isomorphism
Hom(IR,OR) ≃
(
HomS[t±1](I
hom
R ,O
hom
R )
)
0
. (2.3)
Let IhR := I
hom
R ∩S[t
−1] and OhR := S[t
−1]/IhR ⊂ O
hom
R . On the right side of (2.3), the condition (2.2)
translates into ϕ(IhR) ⊂ O
h
R and we obtain canonically
Hom(IR,OR)>0 =
(
HomS[t−1](I
h
R,O
h
R)
)
0
. (2.4)
Since R is supported at the origin, for large enough k we have S>k ⊂ IR. Therefore, S>k[t
−1] ⊂ IhR
so the algebra OhR is finite over k[t
−1]. The algebra OhR is flat over k[t
−1]; see [Eis95, p. 346].
Geometrically, the family SpecOhR ⊂ A×Gm → Gm corresponds to a morphism Gm → Hilbpt(A)
that is the closure of the Gm-orbit of the point [R]. The tangent space to [R] ∈ Hilbpt(A) is
isomorphic to the space of Gm-invariant vector fields on the orbit Gm[R]. The space Hom(IR,OR)>0
is the space of Gm-invariant vectors fields on Gm[R]. It consists of the vector fields in Hom(IR,OR)
that extend from Gm[R] to Gm[R]. The advantage of (2.4) over (2.2) is that it easily extends from
Hom to Ext. We define
Ext1(IR,OR)>0 :=
(
Ext1S[t−1](I
h
R,O
h
R)
)
0
.
We will also use Schlessinger’s T 2 functor, so we recall its construction [Har10, §1.3]. For a finite
subscheme R ⊂ A we fix a surjection j : F → IR from a free S-module F . Let G = ker j and K ⊂ F
be the submodule generated by j(a)b − aj(b) for all a, b ∈ F . We have K ⊂ G. We define T 2(R)
to be the S-module Hom(G/K,OR)/Hom(F,OR). As Ext
1(IR,OR) = Hom(G,OR)/Hom(F,OR),
we have an inclusion, which is usually strict
T 2(R) ⊂ Ext1(IR,OR).
We also need a homogenized version. Let IhomR ⊂ S[t
±1] and IhR ⊂ S[t
−1] be defined as in (2.3).
By localization we obtain T 2(OhR) →֒ T
2(S[t±1]/IhomR ) ≃ T
2(OR[t
±1]). We define T 2(R)>0 to be
T 2(OhR)0. As a result we have a canonical inclusion
T 2(R)>0 = T
2(OhR)0 →֒ T
2(OR[t
±1])0 ≃ T
2(R).
Following [BBKT15, Definition 5.15], we say that a finite subscheme R ⊂ An is cleavable if it is
a limit of geometrically reducible subschemes of An. Here and elsewhere, geometrically means “after
base change from k to its algebraic closure k”. If k is algebraically closed, this is vacuous, while
for non-algebraically closed fields geometric reducibility is better behaved than reducibility [Liu02,
§3.2.2]. Put differently, the subscheme R is cleavable if the point [R] lies on a non-elementary
component of Hilbpt(A
n).
Finally, we recall the notion of a Gm-limit. Let ∞ := Gm(k) \Gm(k). For a separated scheme
X with a Gm-action and a k-point x ∈ X, we say that the orbit of x has a limit at infinity, if the
orbit map µ : Gm ∋ t→ t · x ∈ X extends to µ : Gm → X. This extension is unique and we denote
the point µ(∞) ∈ X by limt→∞ t · x. When X is proper, the limit always exists.
3 The Białynicki-Birula decomposition
The Białynicki-Birula decomposition in its classical version [BB73, Theorem 4.3] applies to a smooth
and proper variety X with a Gm-action. In this setup, the locus X
Gm is also smooth and, for each
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its component Yi ⊂ X
Gm , the decomposition associated to Yi is a smooth locally closed subscheme
of X defined by
Y +i := {x ∈ X | limt→∞
t · x exists and lies in Yi}.
The Białynicki-Birula decomposition is Y + =
∐
i Y
+
i . In this section, we generalize the decomposi-
tion to the case of Hilbert scheme of points Hilbpt(A), which is singular and non-proper. In contrast
with [BB73], we are interested also in the local theory. We define a functor Hilb+pt(A) : Sch
op → Set
by
Hilb+pt(A)(B) :=
{
ϕ : Gm ×B → Hilbpt(A) | ϕ is Gm-equivariant
}
. (3.1)
Consider A′ := A×Gm = Spec(S[t
−1]) with its induced grading and Gm-action. We stress that the
variable t−1 has negative degree. The multigraded Hilbert functor HS : Schop → Set given by
HS(B) = {Z ⊂ A′ ×B
pi
−→ B | Z is Gm-invariant, ∀i (π∗OZ)i locally free of finite rank}
is represented by a scheme with quasi-projective connected components [HS04, Theorem 1.1]. We
denote this scheme by HS. We have a natural transformation ι : Hilb+pt(A) → HS. Indeed, by
definition
Hilb+pt(A)(B) ≃
{
Z ⊂ A′ ×B | Z is Gm-invariant,Z → Gm ×B flat, finite, Gm-equivariant
}
.
The transformation ι assigns to an embedded family Z → Gm × B the family Z → B. Since
Z → Gm ×B is finite, flat and Gm-equivariant, the pushforward of OZ is a locally free OB-module
with finite rank graded pieces.
Proposition 3.1. The functor Hilb+pt(A) is represented by an open subscheme of HS and ι is the
corresponding open immersion. Abusing notation, we use Hilb+pt(A) to denote both the functor and
the scheme representing it.
Proof. Choose a connected scheme B and an element of HS(B) corresponding to a Gm-invariant
family Z ⊂ A′ ×B. For each point b ∈ B the family Z|b → b corresponds to an element of HS(b).
Suppose a point b ∈ B is such that the corresponding element lies in ι(Hilb+pt(A)). This means that
Z|b ⊂ A
′× b is a finite Gm-equivariant flat family over Gm× b so there exists a number k such that
the ideal of Z|b ⊂ A
′ × b contains S>k ⊗k κ(b).
Denote by p the natural Gm-equivariant affine map Z → Gm × B. We prove that p∗OZ is
a finitely generated OGm×B-module. The algebra k[t
−1] is negatively-graded and S>k ⊗k κ(b) is
contained in the ideal of Z|b so ((p∗OZ)i)|b = 0 for all i > k. The OB-modules (p∗OZ)i are
locally free for all i and B is connected, so (p∗OZ)i = 0 for all i > k. The ideal of Z ⊂ A
′ × B
contains S>k ⊗kOB , so the algebra OZ is a quotient of (S/S>k)⊗k k[t
−1]⊗kOB which is a finitely
generated OB [t
−1]-module. Thus, the OGm×B-module p∗OZ is finitely generated. Fix a finite set
of homogeneous generators of this module and let ∆ ⊂ Z be the finite set of their degrees.
Pick a finite rank graded free O
Gm×B
-module F and a graded homomorphism r : F → p∗OZ
such that r|b is an isomorphism. Denote by ri the i-th graded piece of r. The set ∆ is finite and for
all i ∈ ∆ the map (ri)|b is an isomorphism, so by Nakayama’s lemma there exists an open set U ⊂ B
such that for all i ∈ ∆ the map (ri)|U is an isomorphism. Therefore, the map r|U is surjective. For
all i the map (ri)|U is as surjection of locally free OB-modules of the same finite rank, hence is an
isomorphism. As a result, the OGm×B-module p∗OZ is locally free so the map p|U is finite flat so
the family Z|U → U comes from an element of ι(Hilb
+
pt(A)).
Remark 3.2. Representability of the functor Hilb+pt(A) follows also from [JS18, Proposition 5.3]
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as the Hilbert scheme has a covering by Gm-stable affine open subschemes [MS05, Chapter 18].
However, the embedding ι is crucial for constructing obstruction theories for Hilb+pt(A) in Section 4.
We have a natural transformation θ0 : Hilb
+
pt(A) → Hilbpt(A), given by forgetting about the
limit point. More precisely, for a Gm-equivariant family ϕ : Gm ×B → Hilbpt(A) corresponding to
a B-point of Hilb+pt(A), we take θ0(ϕ) : B → Hilbpt(A) to be the restriction of ϕ to {1Gm}×B. The
map θ0 is a monomorphism because having θ0(ϕ) = ϕ|1×B we uniquely recover ϕ|Gm×B and then
ϕ. In particular, the map θ0 is injective on k-points. By a slight abuse of notation, we identify
the k-points of Hilb+pt(A) with their images in Hilbpt(A) and we denote by [R] both the point of
Hilbpt(A) and the corresponding point of Hilb
+
pt(A) if the latter exists.
In the following Proposition 3.3, we classify the k-points of Hilbpt(A) lying in the image of θ0.
The answer is very intuitive: since the grading on S is non-negative, the action of Gm on A is
divergent, with all points except the origin going to infinity. Thus the only points [R] ∈ Hilbpt(A)
for which the orbit has a limit at infinity are those corresponding to R supported at the origin.
Proposition 3.3. The morphism θ0 sends k-points of Hilb
+
pt(A) bijectively to k-points of Hilbpt(A)
corresponding to subschemes supported at the origin.
Proof. Since θ0 is a monomorphism, it is injective on k-points. It remains to describe the k-points
in its image. Consider a k-point [R] corresponding to a finite subscheme R ⊂ A of degree d. The
Hilbert-Chow morphism ρ : Hilbd(A)→ Sym
d(A) is equivariant. The map ρ is a base change of the
projective morphism ρ¯ : Hilbd(P) → Sym
d(P), where P is a compactification of A, so the fibers of
ρ are proper. If R ⊂ A corresponds to a scheme supported at the origin, then [R] lies in ρ−1(0),
which is proper and Gm-invariant, hence the Gm-orbit of [R] extends to Gm → Hilb
+
pt(A) and the
point [R] is in the image of θ0.
Conversely, if [R] lies in the image of θ0, then for every point v ∈ SuppR, the map ϕ induces an
Gm-equivariant map ϕv : Gm → A with ϕv(1) = v. Choose an equivariant embedding A ⊂ A
N =
k[x1, . . . , xN ], where deg xi > 0 for all i. For v = (v1, . . . , vN ) ∈ A
N we have
t · v = (tdeg x1v1, . . . , t
deg xNvN ),
so that ϕv exists only if v = (0, . . . , 0).
Our strategy is to gain knowledge about Hilbpt(A) by an analysis of Hilb
+
pt(A) and the map
θ0 : Hilb
+
pt(A)→ Hilbpt(A). This is done using obstruction theories in the next section.
We conclude this section by providing a purely algebraic description of Hilb+pt(A). For a k-
algebra A and a quotient OR = S ⊗ A/IR, we have a natural filtration on OR, where (OR)>i is
the image of S>i⊗A. Define gr(OR) =
⊕
(OR)>i/(OR)>i+1. The scheme Hilb
+
pt(A) represents the
functor
(
Hilb+pt(A)
)
(Spec(A)) = {OR = S ⊗A/IR | OR and gr(OR) are finite, A-flat, and of degree d} .
Flatness of gr(OR) is equivalent to preservation of local Hilbert function. The infinitesimal version
of this construction appeared in [Kle98, p. 614]. Since we will not use this description further, we
leave the details to the reader.
4 Obstruction theories
In this section we construct obstruction theories for Hilbert schemes of points and their Białynicki-
Birula decompositions. We choose a very explicit approach and follow the notation of [FGI+05,
Chapter 6] and, when speaking about Schlessinger’s T i functors, of [Har10].
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The slogan is that the obstruction space for the Białynicki-Birula decomposition of Hilbpt(A
n)
is the non-negative part of the obstruction space for Hilbpt(A
n). An important feature is that the
non-negative part frequently vanishes; in particular this happens in the setting of Theorem 1.4.
Let Artk be the category of finite local k-algebras with residue field k. For an algebra A ∈ Artk
a small extension is an algebra B ∈ Artk together with a surjective homomorphism of algebras
f : B ։ A such that the ideal K = ker f is annihilated by the maximal ideal of B. A small
extension gives rise to an exact sequence of B-modules 0→ K → B → A→ 0.
Let X be a k-scheme and x ∈ X be a k-point. The deformation functor associated to the pair
(X,x) is given on an algebra B ∈ Artk by
DX(B) = {ϕ : SpecB → X | ϕ(Speck) = x} ,
see [FGI+05, Section 6.1]. An obstruction theory for (X,x) is a pair of spaces (T,Ob) and a collection
of maps obX such that for every small extension 0→ K → B → A→ 0 we have
T ⊗k K DX(B) DX(A) Ob⊗k K,
obX
see [FGI+05, Definition 6.1.21]. We call T and Ob the tangent and obstruction space, respectively.
For a morphism ϕ : (X,x) → (Y, y) a map of obstruction theories from (TX , ObX) to (TY , ObY )
consists of maps Tϕ : TX → TY and Obϕ : ObX → ObY such that for every small extension we have
a commutative diagram
TX ⊗k K DX(B) DX(A) ObX ⊗k K
TY ⊗k K DY (B) DY (A) ObY ⊗k K.
Tϕ⊗idK
obX
Obϕ⊗idK
obY
We begin with recalling a natural obstruction theory of the Hilbert scheme of points. It employs
Schlessinger’s T 2 functor, which was recalled in Section 2. This theory appears in [FGI+05, Theo-
rem 6.4.5] but with a larger obstruction space.
Proposition 4.1. The scheme (Hilbpt(A
n), [R]) has an obstruction theory (Hom(IR,OR), T
2(R)).
Proof. For the tangent space and other details of the construction we refer to [FGI+05, Theo-
rem 6.4.5], which we follow closely. We abbreviate S ⊗k (−) to S(−). We begin by constructing the
obstructions. Fix a small extension 0→ K → B → A→ 0 and a deformation R of R over A. The
ring OR is a quotient of SA by an ideal IR. We form a commutative Diagram 4.1 with exact rows
and columns. Its top row comes from applying (−) ⊗k K to 0 → IR → S → OR → 0, its bottom
row comes from the deformation R, and its column comes from applying S(−) to the small extension
above. The subquotient ker β/ imα is an SA-module. The obstruction class ob ∈ Ext
1
S(IR,OR) is
0 IR ⊗k K SK OR ⊗k K 0
SB
0 IR SA OR 0
α
β
Diagram 4.1: Constructing obstruction
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defined as the extension
0→ OR ⊗k K →
ker β
imα
⊗A k→ IR ⊗A k→ 0. (4.2)
We show that this element lies in T 2(R). Let i1, . . . , ir be the generators of IR. Fix a rank r free
S-module F with basis e1, . . . , er and a surjection j : F → I given by j(ea) = ia. Let G = ker j.
After a choice of lifting γ : F → ker βimα ⊗A k we obtain the commutative diagram with exact rows
0 G F IR 0
0 OR ⊗k K
ker β
imα ⊗A k IR ⊗A k 0
j
γ =
The obstruction ob lies in T 2(R) if and only if γ(iaeb− ibea) = 0 for all 1 6 a 6 r and all 1 6 b 6 r.
Consider the following commutative diagram of surjections of SB-modules
ker β IR
kerβ
imα ⊗A k IR
pi (−)⊗Ak
Choose lifts j1, . . . , jr ∈ ker β of i1, . . . , ir ∈ IR respectively. For every element f of (ker β/ imα)⊗Ak
we have π(ja)f = iaf . Choose γ so that γ(ea) = π(ja) for each a = 1, . . . , r. It follows that
γ(iaeb − ibea) = iaγ(eb)− ibγ(ea) = π(ja)π(jb) − π(jb)π(ja) = 0. Hence, we see that γ(K) = 0, so
ob ∈ T 2(R), which concludes the proof.
Consider the finite subscheme R ⊂ A supported at the origin. We show that the scheme
(Hilb+pt(A), [R]) has an obstruction theory with obstruction space T
2(R)>0. As explained in the
introduction, the restriction from T 2(R) to T 2(R)>0 is crucial for proving smoothness.
Theorem 4.2. The scheme (Hilb+pt(A), [R]) has an obstruction theory with tangent space Hom(IR,OR)>0
and obstruction space T 2(R)>0 ⊂ Ext
1(IR,OR)>0.
Proof. The open embedding ι from Proposition 3.1 sends [R] to a family Z ⊂ A × Gm given by
the ideal IhR, see Section 2. Applying the argument of Proposition 4.1 to (HS, [Z]) and taking into
account Gm-invariance, we obtain an obstruction theory
(
HomS[t−1](I
h
R,O
h
R)
)
0
, (T 2Z)0.
These spaces are isomorphic to HomS(IR,OR)>0 and T
2(R)>0 respectively, see Section 2.
Below we consider A equal to An with positive grading. In algebraic terms, we consider A =
SpecS for a graded polynomial ring S = k[x1, . . . , xn] with deg(xi) > 0 for all i. Recall from
Section 3 the natural forget-about-the-limit map θ0 : Hilb
+
pt(A
n)→ Hilbpt(A
n). We form the map
θ : Hilb+pt(A
n)× An → Hilbpt(A
n),
that sends ([R], v) to the subscheme [R] translated by the vector v. The map θ is the forget-about-
the-limit-and-translate map defined in the introduction.
Lemma 4.3. The morphism θ is injective on K points for all fields K ⊃ k.
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Proof. After base change to K, we may assume K = k. Let ([R], v) be a k-point of Hilb+pt(A
n)×An.
Then v is the support of θ([R], v). From θ([R], v) we recover θ0([R]) as the scheme θ([R], v) translated
by −v. But θ0 is a monomorphism, hence is injective on k-points. This concludes the proof.
Remark 4.4. The map θ is a monomorphism of schemes when k has characteristic zero. It is not a
monomorphism for char k = p > 0, because the action of An on Hilbpt(A
n) is not free; for example
the stabilizer of (xp1, x2, . . . , xn) is not reduced.
The tangent bundle to An is trivial, spanned by global sections corresponding to partial deriva-
tives ∂i. The tangent map dθ[R] sends ∂i to a homomorphism ∂i : IR → OR defined by the formula
(∂i)(s) := ∂i(s) + IR. We obtain the linear subspace
〈∂1, ∂2, . . . , ∂n〉 ⊂ Hom(IR,OR).
The image of dθ[R] in Hom(IR,OR) is equal to Hom(IR,OR)>0 + 〈∂i |1 6 i 6 n〉.
Now we prove the key theorems comparing Hilb+pt(A
n) and Hilbpt(A
n). Following [BBKT15,
Definition 1.15], we say that a finite subscheme R ⊂ An is cleavable, if it is a limit of geometrically
reducible subschemes. Put differently, the subscheme R is cleavable if and only if the point [R] lies
on a non-elementary component of Hilbpt(A
n).
Theorem 4.5. Let R ⊂ An be a subscheme supported at the origin and with trivial negative tangents.
Then the map
θ : Hilb+pt(A
n)× An → Hilbpt(A
n)
is an open embedding of a local neighbourhood of ([R], 0) into Hilbpt(A
n). Hence, every component
of Hilbpt(A
n) containing [R] is elementary. In particular, if R 6= Speck, then the scheme R is not
smoothable or cleavable.
Proof. For brevity, we denote H := Hilbpt(A
n) and H+ := Hilb+pt(A
n). Since R has trivial negative
tangents, the tangent map dθ[R] is surjective. Fix a small extension 0 → K → B → A → 0. By
Theorem 4.2, the map θ induces a map of obstruction theories
TH+×An,[R] ⊗k K (H
+ × An)(B) (H+ × An)(A) Ext(IR,OR)>0 ⊗k K
TH ⊗k K H(B) H(A) Ext(IR,OR)⊗k K.
dθ[R] Obθ
By a diagram chase, the map θ# : OˆH,[R] → OˆH+,[R] satisfies infinitesimal lifting. Consequently, the
map θ is smooth at [R]. By Lemma 4.3, this map is universally injective [sta17, Tag 01S2], hence
it is étale at [R] so it is étale at some neighbourhood U of [R]. But then θ|U : U → Hilbpt(A
n)
is an open immersion [sta17, Tag 02LC] and so by Proposition 3.3 every component of Hilbpt(A
n)
containing [R] is elementary.
Corollary 4.6. Let R ⊂ An be a finite subscheme supported at the origin and with trivial nega-
tive tangents. Suppose further that T 2(R)>0 = 0 or Ext
1(IR,OR)>0 = 0. Then [R] is a smooth
point of Hilbpt(A
n) lying on a unique elementary component of dimension n+ dim[R]Hilb
+
pt(A
n) =
dimkHom(IR,OR).
Proof. By Theorem 4.2, the point [R] ∈ Hilb+pt(A
n) is smooth. By Theorem 4.5 the map θ is an open
immersion near [R] so [R] ∈ Hilbpt(A
n) is smooth as well. Other assertions follow immediately.
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In the following corollary we show that having trivial negative tangents can be, in most cases,
deduced from the Hilbert function of the tangent space.
Corollary 4.7. Let S be standard graded and let R ⊂ An be a finite subscheme supported at the
origin. Suppose that the characteristic of k is zero or the ideal IR is homogeneous. Then the
subscheme R has trivial negative tangents if and only if dimkHom(IR,OR)<0 = n.
Proof. If R has trivial negative tangents, then by Theorem 4.5 the map dθ[R] is bijective, so
dimkHom(IR,OR)<0 = dimk span (∂1, . . . , ∂n) = n. Suppose dimkHom(IR,OR)<0 = n. We are
to prove that ∂1, ∂2, . . . , ∂n are linearly independent elements of Hom(IR,OR)/Hom(IR,OR)>0.
Suppose it is not so. After a coordinate change we see that ∂1 ∈ Hom(IR,OR)>0. By definition of
Hom>0, the operator ∂1 satisfies for all k the containment
∂1((IR)>k) ⊂ IR + S>k. (4.3)
Suppose that the characteristic is zero and take a smallest k such that (IR)>k = S>k. Then
∂1((IR)>k) = S>k−1, so S>k−1 ⊂ IR, a contradiction with the choice of k.
Suppose that IR is homogeneous. In this case Equation (4.3) implies that ∂1(IR) ⊂ IR so that
char k = p is positive and IR is generated by elements of k[x
p
1, x2, . . . , xn] ∩ IR. Recall that for all
1 6 i 6 n the derivation ∂i is a first element of a sequence of differential operators ∂
[j]
i on S, called
Hasse derivatives. They are defined first as operators on Z[x1, . . . , xn] by
∂
[j]
i :=
1
j!
∂j
∂xji
and then descended to S by k-linearity. For all s ∈ N and f, g ∈ S they satisfy the identity
∂
[s]
i (fg) =
∑s
j=0 ∂
[j]
i (f)∂
[s−j]
i (g).
Let Q = (q1, . . . , qn) be the lex-largest sequence of powers of p such that after some coordinate
change the ideal IR is generated by IR ∩ k[x
q1
1 , . . . , x
qn
n ]. Let S′ = k[x
q1
1 , . . . , x
qn
n ]. For all i and
j < qi we have ∂
[j]
i (IR) ⊂ IR so by the identity above the operator ∂
[qi]
i descents to a S-module
homomorphism ∂
[qi]
i : IR → OR of degree −qi. The operator ∂
[qi]
i acts on S
′ as a partial derivative
with respect to i-th coordinate. We claim that the homomorphisms {∂
[qi]
i | i = 1, . . . , n} are
linearly independent. Suppose not. By homogeneity, the dependence occurs between operators
{∂
[qi]
i | i = 1, . . . , n, qi = q} for some fixed q. After a coordinate change we have ∂
[qi]
i = 0. If
∂
[qi]
i (IR) ⊂ IR, then the ideal IR ∩S
′ is preserved by the i-th partial derivative so the sequence Q is
not maximal, a contradiction. We conclude that all homomorphisms ∂
[qi]
i are linearly independent.
We claim that also the elements
{
xji∂
[qi]
i | i = 1, 2, . . . , n, j = 0, 1, . . . , qi − 1
}
(4.4)
are linearly independent in Hom(IR, S/IR)<0. Suppose it is not so. Since IR is generated by IR∩S
′,
the quotient S/IR is naturally graded by G = Z/q1×Z/q2×. . .×Z/qn. The homomorphism x
j
i∂
[qi]
i is
non-zero and has G-degree (0, . . . , 0, j, 0, . . . , 0), so the linear dependence may occur only between
elements of {∂
[qi]
i | i = 1, . . . , n}. But that was excluded above. Therefore, there are no linear
dependencies and the set (4.4) is a basis of a (q1+ . . .+qn)-dimensional subspace of Hom(IR,OR)<0.
But q1 + . . .+ qn > p+ (n− 1) > n, a contradiction.
Remark 4.8. We do not know whether the equivalence of Lemma 4.7 holds also for non-homogeneous
ideals in positive characteristic, though we would guess so.
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Theorem 4.9. Let Z ⊂ Hilbpt(A
n) be a irreducible component. Suppose that Z is generically
reduced and that k has characteristic zero. Then Z is elementary if and only if a general point of
Z has trivial negative tangents.
Proof. If any point of Z has trivial negative tangents, then Z is elementary by Theorem 4.5.
Conversely, suppose that Z is elementary, so it lies in the image of θ. Take an irreducible component
W of Hilb+pt(A
n)×An which dominates Z. By assumptions, a general point of Z is smooth. Choose
a point [R] ∈ θ(W) which is a smooth point of Hilbpt(A
n). The characteristic is zero, so the tangent
map
dθ[R] : THilb+pt(An)×An,[R]
→ THilbpt(An),[R]
is injective at [R], see proof of Corollary 4.7. Since [R] is smooth, we have dimTHilbpt(An),[R] =
dim[R]Hilbpt(A
n) = dimZ. Since θ is dominating near [R], we have dimTHilb+pt(An)×An,[R]
>
dim[R](Hilb
+
pt(A
n) × An) > dimZ. The source of the injective map dθ[R] has dimension at least
equal to the dimension of the target, so this map is surjective as well.
Example 4.10. An earlier version of this paper incorrectly stated that in the proof of Theorem 4.9
we may take [R] ∈ Z to be any smooth point of Hilbpt(A
n). This is false. For example take I =
(x1, x2)
2+(x3, x4)
2+(x1x3+x2x4) ⊂ S = Q[x1, x2, x3, x4], which is a smooth point on an elementary
component by [CEVV09] or Theorem 1.4. Introduce a grading on S by deg(x1) = deg(x3) = 3 and
deg(x2) = deg(x4) = 1. Then a direct computation shows that Spec(S/I) does not have trivial
negative tangents. In this example, the grading on S is non-standard. We do not know whether a
similar example exists for the standard grading.
Let us pass to the flag case. We return to the slightly more general setup: we consider subschemes
of A instead of just An. Consider the flag Hilbert scheme HilbFlag, parametrizing pairs R ⊂M of
subschemes of A, see [Ser06, Section 4.5]. As in Proposition 3.1, we see that its Białynicki-Birula
decomposition HilbFlag+ exists and is embedded by a map ιflag as an open subset of a multigraded
flag Hilbert scheme HSFlag defined functorially by
HSFlag(B) = {Y ⊂ Z ⊂ A′ ×B
pi
−→ B | Y,Z are Gm-invariant, (4.5)
∀i (π∗OY)i and (π∗OZ)i are locally free of finite rank}.
The scheme HilbFlag comes with forgetful maps πM ([R ⊂M ]) = [M ] and πR([R ⊂M ]) = [R]. We
obtain a diagram of schemes
Hilb+M HilbFlag
+ Hilb+R
HilbM HilbFlag HilbR,
pi+Rpi
+
M
piRpiM
(4.6)
where HilbR = HilbM = Hilbpt(A) and the subscript indicates the k-point of interest.
Fix subschemes R ⊂ M ⊂ A supported at the origin and denote by p = [R ⊂ M ] the obtained
k-point of HilbFlag+. We construct an obstruction theory for the scheme (HilbFlag+, p) and maps
between the obstruction theories of the schemes of the upper row of Diagram (4.6).
Theorem 4.11. Suppose that the map φ>0 in Diagram (2.1) is surjective. The pointed scheme
(HilbFlag+, [R ⊂ M ]) has an obstruction theory (Tflag, Obflag) given by the following pullback dia-
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grams
Tflag Hom(IR,OR)>0
Hom(IM ,OM )>0 Hom(IM ,OR)>0
piR
piM
Obflag T
2(R)>0
T 2(M)>0 Ext
1(IM ,OR)>0
piR
piM
The projections πM and πR are maps of obstruction theories.
Proof. Using the embedding ιflag, see (4.5), it is enough to produce an obstruction theory for
HSFlag. Let T = S[t−1] = H0(A′,OA′). The tangent space is computed in [Ser06, Proposi-
tion 4.5.3]. Our construction of the obstruction space below is a straightforward generalization of
Proposition 4.1. We abbreviate T ⊗k (−) to T(−). Consider a small extension 0→ K → B → A→ 0
and an element d ∈ DHSF lag(A) corresponding to a Gm-invariant deformation R ⊂M ⊂ Spec(TA).
Diagrams 4.1 for deformations R and M jointly form the commutative Diagram 4.7 with ex-
act rows and columns. By Theorem 4.2, the obstructions to deforming R and M are elements
eM ∈ T
2(M)>0 ⊂ Ext
1(IM ,OM ) and eR ∈ T
2(R)>0 ⊂ Ext
1(IR,OR) respectively. By tracing their
0 IhM ⊗k K TK O
h
M ⊗k K 0
0 IhR ⊗k K TK O
h
R ⊗k K 0
TB
TB
0 IM TA OM 0
0 IR TA OR 0
αM
αR
βM
βR
Diagram 4.7: Constructing obstructions.
construction in (4.2) and comparing with Diagram 4.7, we see that the images of both eR and eM
in Ext1(IM ,OR) are canonically isomorphic to
0→ OhR ⊗k K →
ker βM
imαR
⊗A k→ IM ⊗A k→ 0,
thus we obtain an obstruction class eflag = (eM , eR) ∈ Obflag. It remains to prove that the vanishing
of eflag is necessary and sufficient for d ∈ DHSF lag(A) to lie in the image of DHSF lag(B). Necessity
follows from Theorem 4.2. Suppose that eflag = 0. It this case, πM(d) ∈ DHilb+M
(A) and πR(d) ∈
DHilb+R
(A) come from elements d′1 ∈ DHilb+M
(B) and d′2 ∈ DHilb+R
(B) respectively. These elements
correspond to extensions JM,JR ⊂ TB, which give a commutative Diagram 4.8 with exact rows
and columns.
To obtain an element of DHSF lag(B), we need to ensure that JM ⊂ JR. In other words, we
need the induced TB-module homomorphism f : JM → QR to be zero, see Diagram 4.8. Since
0 = f ◦ iM = sR ◦ f , the map f is induced from a TB-module homomorphism IM → O
h
R ⊗k K,
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IhM ⊗K TK O
h
M ⊗K
IhR ⊗K TK O
h
R ⊗K
JM TB QM
JR TB QR
IM TA OM
IR TA OR
iM
j
sR
Diagram 4.8: Obstruction equal to zero.
which comes from a T -module homomorphism h : IhM → O
h
R ⊗k K. By construction, h lies in
HomT (I
h
M ,O
h
R)0 ⊗k K ≃ HomS(IM ,OR)>0 ⊗k K.
By assumption on φ>0, such a homomorphism lifts to a Gm-invariant homomorphism I
h
M → O
h
M ⊗k
K and hence it gives a Gm-invariant homomorphism f : JM → QM. By [FGI
+05, Theorem 6.4.5]
the element d′1 − f ∈ DHilb+M
(B) is another Gm-invariant extension of πM (d). We replace JM by
the ideal J ′M corresponding to d
′
1 − f . By a diagram chase, we check that the map J
′
M → QR is
zero so J ′M is contained in JR and we obtain an element of DHSF lag(B).
In the remaining part of this section we concentrate on the coarse obstruction spaces Ext1
and not T 2. The following theorem summarizes our discussion and gives a rich source of smooth
components of Hilbpt(A). The idea is to take a smooth point [M ], so that any obstruction e =
eflag from Theorem 4.11 satisfies πM (e) = 0 and so πR(e) lies in the kernel of Ext
1(IR,OR)>0 →
Ext1(IM ,OR)>0. This kernel vanishes in a number of cases, one of them discussed in Remark 4.15.
Recall from Diagram (2.1) the homomorphisms φ>0 : Hom(IM ,OM )>0 → Hom(IM ,OR)>0 and
∂>0 : Hom(IM ,OR)>0 → Ext
1(IR/IM ,OR)>0.
Theorem 4.12. Suppose that [M ] ∈ Hilbpt(A) is a smooth Gm-invariant point and the maps
φ>0, ∂>0 are both surjective. For all p = [R ⊂ M ] ∈ HilbFlag
+, the points [R] ∈ Hilb+pt(A) and
p ∈ HilbFlag+ are smooth and the map π+R : HilbFlag
+ → Hilb+pt(A) is smooth at p. Moreover
dim[R]Hilb
+
pt(A) = dim[M ]Hilb
+
pt(A)− dimExt
1(J,OR)>0 (4.9)
+ dimHom(J,OR)>0 − dimHom(IM , J)>0.
Before we prove Theorem 4.12, we put forward its main consequence.
Corollary 4.13. In the setting of Theorem 4.12 assume additionally that A is equal to An with
positive grading and that R has trivial negative tangents. The point [R] ∈ Hilbpt(A
n) is smooth lying
on an elementary component of dimension
n+ dim[R]Hilb
+
pt(A
n) = n+ dimHom(IM ,OM )>0 − dimExt
1(J,OR)>0
+ dimHom(J,OR)>0 − dimHom(IM , J)>0. (4.10)
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Proof of Theorem 4.12. We prove that every obstruction class eflag obtained in Theorem 4.11 is
actually a zero element of the obstruction group. We have an exact sequence
Hom(IM ,OR)>0 Ext
1(J,OR)>0 Ext
1(IR,OR)>0 Ext
1(IM ,OR)>0.
∂>0 i ν
On the one hand, since [M ] ∈ Hilbpt(A) is a smooth Gm-invariant k-point, the completed local
ring A = OˆHilbpt(A),[M ] is regular. Also the ring OˆHilb+pt(A),[M ]
= A/(A>0) is regular and so the
scheme Hilb+pt(A) is smooth at [M ]. There are no obstructions for deforming [M ] ∈ Hilb
+
pt(A) so
the obstruction class eflag lies in ker ν. On the other hand, by surjectivity of ∂>0, the map i is zero,
hence ker ν = 0, so eflag is zero and HilbFlag
+ is smooth at p by the infinitesimal lifting criterion.
Since φ>0 is surjective, the tangent map dπ
+
R is surjective at p so the morphism π
+
[R] is smooth
at p and [R] ∈ Hilb+R is a smooth point, see [Gro67, Theorem 17.11.1d, p. 83]. It remains to prove
Equality (4.9). The claim follows from the description of tangent spaces in Theorem 4.2 and a chase
on Diagram (2.1). Indeed, since φ>0 and ∂>0 are surjective, we have
dimHom(IR,OR)>0 = dimHom(J,OR)>0 + dimHom(IM ,OR)>0 − dimExt
1(J,OR)
dimHom(IM ,OM )>0 = dimHom(IM ,OR)>0 + dimHom(IM , J)>0.
Proof of Corollary 4.13. Directly from Theorem 4.12 and Corollary 4.6.
Remark 4.14. Jan O. Kleppe, during his investigation of Gm-invariant deformations of embed-
ded schemes using Laudal deformation theory and flag Hilbert schemes in [Kle06, Proposition 4]
and [Kle81, Theorem 1.3.4], constructed an obstruction space analogous to the one from The-
orem 4.11 and derived a theorem analogous to Theorem 4.12. Roughly speaking, he considers
(HilbGmpt (A), φ0, ∂0) instead of (Hilbpt(A), φ>0, ∂>0).
Remark 4.15. Let us discuss the conditions of Corollary 4.13 in a special case. Let R ⊂M ⊂ An
be Gm-invariant finite subschemes. Let d be the maximal number such that (OM )d 6= 0 and suppose
that J = IR/IM is concentrated in degree d. In this case
Ext1(J,OR) ≃
⊕
Ext1(k[−d],OR) =
⊕
Ext1(k,OR)[d]
is concentrated in negative degrees, so the map ∂>0 is automatically surjective. Similarly,
Ext1(IM , J) ≃ Ext
1(IM ,k)[−d] ≃ Ext
2(OM ,k)[−d] ≃ Tor2(OM ,k)
∨[−d]
and this space is negatively graded exactly when there are no second syzygies of OM in degrees 6 d.
Finally, R having trivial negative tangents seems to be the most subtle assumption and we do not
see any interesting sufficient conditions for it yet.
5 Singularities
In this section we prove that equicharacteristic Murphy’s Law holds for Hilb+pt(A
n) and discuss
Conjecture 1.6. Here, equicharacteristic is used to underline that we work over k, while Vakil [Vak06]
works over Z.
Let us recall the main notions. A pointed scheme (X,x) is a scheme X of finite type over k
together with a point x ∈ X. A morphism of pointed schemes (X,x) → (Y, y) is a morphism of
schemes f : X → Y such that f(x) = y. A retraction is a pair i : (Y, y) → (X,x) and π : (X,x) →
(Y, y) such that π ◦ i = idX and i is closed immersion.
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Vakil [Vak06] defines an equivalence relation on pointed schemes by declaring (X,x) ∼ (Y, y) to
be equivalent if there exists a pointed scheme (Z, z) and smooth morphisms (X,x)← (Z, z)→ (Y, y).
An equivalence class of ∼ is called an equicharacteristic singularity. The equicharacteristic Murphy’s
Law holds for M if every equicharacteristic singularity appears on M.
The key to investigation of singularities of Hilb+pt(A
n) is its relation with HilbGmpt (A
n). Namely,
there is a functorial retraction Hilb+pt(A
n)→ HilbGmpt (A
n). To construct it, observe that HilbGmpt (A
n)
represents the functor of Gm-equivariant families ϕ0 : B → Hilbpt(A
n), where the Gm-action on B
is trivial. Recall from (3.1) that Hilb+pt(A
n) represents the functor
Hilb+pt(A
n)(B) =
{
ϕ : Gm ×B → Hilbpt(A
n) | ϕ is Gm-equivariant
}
.
We have a functorial map i : HilbGmpt (A
n)→ Hilb+pt(A
n), which sends a family ϕ0 : B → Hilbpt(A
n)
to ϕ0 ◦ pr2 : Gm × B → Hilbpt(A
n) and a functorial map π : Hilb+pt(A
n) → HilbGmpt (A
n), which
sends a family ϕ : Gm × B → Hilbpt(A
n) to ϕ|∞×B : B → Hilbpt(A
n). We have π ◦ i = id by
construction. A family ϕ : Gm × T → Hilbpt(A
n) is equal to i(ϕ0) if and only if ϕ|1×T = ϕ|∞×T .
Since Hilbpt(A
n) is separated, i is a closed immersion. For every k-point [R] of HilbGmpt (A
n), the
morphism π : (Hilb+pt(A
n), [R])→ (HilbGmpt (A
n), [R]) induces a map of obstruction theories, which is
just the projection T 2(R)>0 → T
2(R)0.
Theorem 5.1. The equicharacteristic Murphy’s Law holds for HilbGmpt (A
5) and for Hilb+pt(A
5).
Proof. The proof for HilbGmpt (A
5) is build around the ideas of [Erm12], who actually proved that
Murphy’s Law holds for
∐
nHilb
Gm
pt (A
n). Our contribution in this case, if any, is the reduction to
embedding dimension five.
Fix an equicharacteristic singularity S. First, by [Vak06, M3] there is a surface V ⊂ P4 such
that singularity class of the corresponding Hilbert scheme of surfaces (Hilb(P4), [V ]) is S. Let
p = p(t) be its Hilbert polynomial and S be the homogeneous coordinate ring of P4. By Gotzmann
Regularity Theorem [HS04, Proposition 4.2] there exists a d such that Hilbp(P4) is isomorphic to
the multigraded Hilbert scheme parameterizing deformations of pairs (Id, Id+1) such that Id ⊂ Sd,
Id+1 ⊂ Sd+1 and S1Id ⊂ Id+1, see [HS04, Theorem 3.6 and its proof]. The isomorphism sends V to
((IV )d, (IV )d+1). This multigraded Hilbert scheme, in turn, is isomorphic to the locus in Hilb
Gm
pt (A
5)
that parameterizes homogeneous ideals with Hilbert function h satisfying h(d − 1) = dimSd−1,
h(d) = p(d), h(d+ 1) = p(d+1), and h(d+ 2) = 0. The isomorphism is given by sending (Id, Id+1)
to the ideal
J = Id ⊕ Id+1 ⊕ S>d+2.
Let R = SpecS/J . We conclude that the singularity type of (HilbGmpt (A
5), [R]) is equal to S. It
remains to prove that π : (Hilb+pt(A
5), i([R])) → (HilbGmpt (A
5), [R]) is smooth. This is formal. The
homogeneous generators of J = IR all have degree at least d and (OR)d+2 = 0. We deduce that
Ext1(IR,OR)>0 = 0. Therefore, the morphism T
2(R)>0 → T
2(R)0 induced by π is injective. The
tangent map dπ : Hom(IR,OR)>0 → Hom(IR,OR)0 is clearly surjective. Consequently, the map
π is smooth at i([R]) by infinitesimal lifting property, see the proof of Theorem 4.5 or [FM98,
Section 6].
As discussed in the introduction, Theorem 5.1 does not shed light on the singularities of
Hilbpt(A
5). As a caution, we present the following example.
Example 5.2. Consider Y = Speck[x1, x2, x3] andGm acting on Y by t·(x1, x2, x3) = (x1, tx2, t
−1x3).
The scheme Z = Speck[x1, x2, x3]/(x
2
1 − x2x3) is clearly reduced and has an action of Gm, but
ZGm = Speck[x1]/(x
2
1) and Z
+ = Speck[x1, x3]/(x
2
1) are both non-reduced.
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However, Theorem 5.1 strongly suggests that Hilbpt(A
5) is non-reduced. In contrast, Conjec-
ture 1.6 implies that Hilbpt(A
n) is non-reduced for large enough n.
Proposition 5.3. If Conjecture 1.6 is true, then the Hilbert scheme of points on some An is non-
reduced.
Sketch of proof. LetS be a non-reduced singularity. Let (Id, Id+1) be as in the proof of Theorem 5.1.
Let I be the ideal generated by them. Let r = d+2. As we assume that Conjecture 1.6, we conclude
that there exists a polynomial ring T ⊃ S, and a subspace L ⊂ Tr such that I
′ = I · T +L+ T>r+1
has trivial negative tangents. One proves directly that the Gm-equivariant deformations of I
′ and
I + T>r+1 are smoothly equivalent.
Let An := SpecT and R′ = Spec(T/I ′) ⊂ An. We scheme that (HilbGmpt (A
n), [R′]) is non-
reduced and R′ has trivial negative tangents. Since π : (Hilb+pt(A
n), [R′]) → (HilbGmpt (A
n), [R])
is a retraction, also Hilb+pt(A
n) is non-reduced at [R′]. Since R′ has trivial tangents, the map
θ : Hilb+pt(A
n) × An → Hilbpt(A
n) is an isomorphism near [R′], see Theorem 1.2. Hence, also
[R′] ∈ Hilbpt(A
n) is a non-reduced point.
The arxiv version (arXiv:1710.06124v3) of this paper contains some observations potentially
useful for the proof of Conjecture 1.6.
6 Examples
In this section we describe several examples and prove Theorem 1.4. This theorem follows from
Corollary 4.13 once we verify its assumptions in our case. We keep the notation from introduction:
S = k[x1, x2, y1, y2] and the subscheme R(e) ⊂ M(e) is defined by a single form s so that J = ks.
The ideals IM , IR are bi-graded with respect to
deg
(
xa11 x
a2
2 y
b1
1 y
b2
2
)
= (a1 + a2, b1 + b2),
so we will speak about forms of given bi-degree. Observe that OM has a basis consisting of all
monomials of bi-degree (a, b) with a, b < e.
Proposition 6.1. Let R1 ⊂ Speck[x1, x2] and R2 ⊂ Speck[y1, y2] be finite schemes. Then the
subscheme R1×R2 ⊂ A is smoothable and [R1×R2] ∈ Hilbd1d2(A
4) is a smooth point. In particular
dimHom(IR1×R2 ,OR1×R2) = 4degR1 degR2.
Proof. Let di = degRi for i = 1, 2. The Hilbert schemes Hilbd1(A
2) and Hilbd2(A
2) are irre-
ducible [Fog68] so both R1 and R2 are smoothable. Consequently, R1 × R2 is smoothable [BJ17,
Proposition 5.12]. Since THilbd1d2 (A
4),[R1×R2] =
⊕
i THilbdi (A
2),[Ri], the point [R1×R2] is smooth.
Corollary 6.2. For all e > 2, the subscheme M(e) is smoothable and [M(e)] ∈ Hilbpt(A
n) is a
smooth point.
Proof. Apply Proposition 6.1 to M(e) = Spec (k[x1, x2]/(x1, x2)
e)× Spec (k[y1, y2]/(y1, y2)
e).
We proceed to show that ψ and φ from Diagram (2.1) are surjective, in all degrees, forM = M(e)
and R = R(e). Recall that J ≃ k, or, taking into account the grading, J ≃ k[−(2e− 2)].
Proposition 6.3. In Diagram (2.1) applied to R(e) ⊂M(e), the homomorphism ψ is surjective.
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Proof. We abbreviate M(e) and R(e) to M and R respectively. Since M is monomial, it is straight-
forward to compute that Ext1(J,OM ) is concentrated in degree −1 and that
dimHom(IM ,OM )−1 = dimExt
1(J,OM )−1 = 2e(e + 1).
It is enough to show that Hom(IR,OM )−1 is zero. Let s =
∑
j fjy
j
1y
e−1−j
2 , where fj =
∑
i cijx
i
1x
e−1−i
2 ,
be the form defining R(e) inside M(e), as in the introduction. Pick ϕ ∈ Hom(IR,OM )−1. The el-
ement t := ϕ(s) of OM has degree 2e − 3, so it is uniquely written as t1 + t2 where t1, t2 ∈ OM
have bi-degree (e − 2, e − 1) and (e − 1, e − 2) respectively. Write t1 =
∑
j gjy
j
1y
e−1−j
2 , where
gj ∈ k[x1, x2]e−1. Consider the equation
x1t1 = x1t = ϕ(x1s) =
∑
j
ϕ(x1fj)y
j
1y
e−1−j
2 .
The element x1fj ∈ k[x1, x2] is a form of degree e, thus x1fj ∈ IM . Analysing ϕ|IM ∈ Hom(IM ,OM )−1
directly, we see that ϕ(x1fj) lies in the image k[x1, x2] and so it is a form of degree (e − 1, 0).
Therefore x1t1 and
∑
j y
j
1y
e−1−j
2 ϕ(x1fj) are two forms of bi-degree (e − 1, e − 1) equal modulo
IM . Comparing their coefficients next to y
j
1y
e−1−j
2 , we see that ϕ(x1fj) = x1gj ∈ OM . The same
argument shows that ϕ(x2fj) = x2gj .
Restrict ϕ to a homomorphism ϕ′ : (x1, x2)
e → OM and extend ϕ
′ to a degree minus one
homomorphism ϕ′ : (x1, x2)
e−1 → OM by imposing, for every λ• ∈ k, the condition
ϕ′
(∑
λjfj
)
=
∑
λjgj .
The syzygies of (x1, x2)
e−1 are linear, so the map ϕ′ sends them to forms of degree e−1. No such form
lies in IM , thus ϕ
′ lifts to an element of Hom((x1, x2)
e−1, S)−1. But Hom((x1, x2)
e−1, S)−1 = 0 and
so ϕ′ = 0. Therefore, ϕ((x1, x2)
e) = ϕ′((x1, x2)
e) = 0. Repeating the argument with yi interchanged
with xi, we obtain ϕ((y1, y2)
e) = 0, so ϕ = 0.
Proposition 6.4. In Diagram (2.1) applied to R(e) ⊂M(e), the homomorphism φ is surjective.
Proof. We abbreviateM(e) and R(e) toM and R respectively. We begin with a series of reductions.
Let N = (x1, x2)
e⊕ (y1, y2)
e, with the surjection N → IM . We have Hom(N,OM ) ≃ Hom(IM ,OM )
and Hom(N,OR) ≃ Hom(IM ,OR) so it is enough to show that Hom(N,OM ) → Hom(N,OR) is
surjective. Second, it is enough to show that for N0 = (x1, x2)
e the map
Φ : Hom(N0,OM )→ Hom(N0,OR)
is surjective. Third, the map Φ preserves bi-degree, so we may restrict to homomorphisms of given
bi-degree. Fourth, the generators of syzygies of N0 are linear of bi-degree (1, 0), the modules OM
and OR differ only in bi-degree (e− 1, e− 1) and N0 is generated in bi-degree (e, 0). If we consider
homomorphisms of bi-degree (d1, d2) 6= (−2, e− 1) then the syzygies of N0 are mapped into degree
(e, 0) + (d1, d2) + (1, 0) 6= (e − 1, e − 1) and the map Φ is an isomorphism. Hence, we restrict
to homomorphisms of bi-degree (−2, e − 1). Each such homomorphism sends generators of N0 to
elements of bi-degree (e− 2, e − 1).
Pick a homomorphism ϕ ∈ Hom(N0,OR) of bi-degree (−2, e − 1). For each 0 6 i 6 e the
element ϕ(xe−i1 x
i
2) is a form of bi-degree (e−2, e−1) so it can be uniquely lifted to a form ϕi ∈ S of
bi-degree (e− 2, e− 1). Recall that IR = IM + ks. Since ϕ is a homomorphism to OR, the syzygies
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between elements of N0 give the following relations between forms of bi-degree (e− 1, e − 1):
x1ϕi+1 − x2ϕi = λis mod IM i = 0, 1, . . . , e− 1. (6.1)
To prove that ϕ is in the image of Φ it is enough to prove that λi = 0 for all i. Since s is general,
for appropriate choice of a basis f0, . . . , fe−1 of k[y1, y2]e−1 we have
s = xe−12 f0 + x
e−2
2 x1f1 + . . .+ x
e−1
1 fe−1.
Fix k ∈ {0, . . . , e}. Both sides of each Equation (6.1) have the form
∑
j rjfj, where rj belong to
the image of k[x0, x1]e−1 in OM . Extracting coefficients of fk from both sides, we obtain equalities
in k[x1, x2]:
x1τi+1 − x2τi = λix
e−1−k
1 x
k
2 mod (x1, x2)
e for i = 0, . . . , e, (6.2)
where τi is the coefficient of fk in ϕi. Let m0 := x
k
1x
e−1−k
2 . We have m0 · (x1, x2)
e ⊂ (xe1, x
e
2), hence
Equation (6.2) for i = k multiplied by m0 gives
xk+11 x
e−1−k
2 τk+1 − x
k
1x
e−k
2 τk = λkx
e−1
1 x
e−1
2 mod (x
e
1, x
e
2). (6.3)
For all monomials m ∈ k[x1, x2]e−1 different from m0 we have x
k
1x
e−1−k
2 ·m ∈ (x
e
1, x
e
2). Multiplying
Equation (6.2) for i = k − 1 by the monomial xk−11 x
e−k
2 , we obtain
xk1x
e−k
2 τk − x
k−1
1 x
e−k+1
2 τk−1 = x
k−1
1 x
e−k
2 · λk−1x
e−1−k
1 x
k
2 = λkx
e−2
1 x
e
2 = 0 mod (x
e
1, x
e
2).
Similarly, Equations (6.2) for i = k − 1, k − 2, . . . and i = k + 1, k + 2, . . . , give
xk1x
e−k
2 τk = x
k−1
1 x
e−k+1
2 τk−1 = . . . = x
e
2τ0 = 0 mod (x
e
1, x
e
2). (6.4)
xk+11 x
e−1−k
2 τk+1 = x
k+2
1 x
e−2−k
2 τk+2 = . . . = x
e
1τe = 0 mod (x
e
1, x
e
2). (6.5)
Together, Equations (6.3), (6.4) (6.5) imply that 0 = λkx
e−1
1 x
e−1
2 mod (x
e
1, x
e
2), so λk = 0. Since k
is arbitrary, we have λi = 0 for all i. As a result, the map ϕ lifts to Hom(IM ,OM ) and the claim
follows.
Proof of Theorem 1.4. By Remark 4.15, Corollary 6.2, and Proposition 6.4 the assumptions of The-
orem 4.12 are satisfied for M := M(e) and R := R(e). A chase on Diagram (2.1), taking into
account surjectivity of ψ and φ, shows that
Hom(IR,OR)<0 = ker
(
Hom(IM ,OR)<0 → Ext
1(J,OR)<0
)
= ker
(
Hom(IM ,OM )<0 → Ext
1(J,OR)<0
)
= Ext1(J, J)<0 ≃ Ext
1(k,k)<0.
As a result, we obtain dimkHom(IR,OR)<0 = n. The ideal IR is homogeneous, so by Lemma 4.7
the subscheme R(e) has trivial negative tangents. Corollary 4.13 implies that Z(e) is elementary.
Formula (4.10) yields
dimZ(e) = 4 + (4degM − 2e(e+ 1))− 0 + (e2 − 1)− (2e+ 2) = 4degR− (e− 1)(e + 5).
Remark 6.5. In the setting of Theorem 1.4, denote by Zflag the component of HilbFlag
+ containing
p = [R ⊂M ]. By Remark 4.15, we have Ext1(J,OR)>0 = 0 soHom(IR,OR)>0 → Hom(IM ,OR)>0 is
surjective, so the tangent map of πM : Zflag → imπM ⊂ Hilb
+
M is surjective at the point p. Counting
dimensions, we see that the general fiber of πM is (e
2 − 1)-dimensional, so Zflag is dominated by a
family of Pe
2−1 and also Z(e) is dominated by such a family.
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Our proof of Theorem 1.4 does not give an explicit description of the components Z(e). Below
we describe Z(2) and Z(3), with their reduced scheme structure.
Example 6.6. The component Z(2) was discovered in [IE78, Section 2.2]. It is isomorphic to
Gr(3, 10) × A4. This component was throughly analysed in [CEVV09].
Example 6.7. In contrast with Z(2), the component Z(3) was not known before. It is more
complicated than Z(2) and we do not know if it is rational.
The Hilbert function of OR(3) is h = (1, 4, 10, 12, 8) and the Hilbert series of Hom(IR(3),OR(3))
is 4T−1 + 56 + 64T so the component Z is a rank 68 fiber bundle over ZGm and dimZGm = 56.
Let Hilbh(A4) be the multi-graded Hilbert scheme [HS04], parameterizing graded subschemes with
Hilbert function h. The scheme Hilbh(A4) is naturally identified with
F res := {(I3, I4) ∈ Gr(8, S3)×Gr(27, S4) | S1 · I3 ⊂ I4} .
Projection to first coordinate maps F res onto a determinantal scheme
F := {I3 ∈ Gr(8, S3) | dimk(I3 · S1) 6 27} ⊂ Gr(8, S3),
which is given by 28× 28 minors, thus its dimension at every point is at least 8 · 12− (35− 27) · (4 ·
8− 27) = 56. By comparing bounds, we see that equality occurs near [R(3)], 56 = dim[R(3)] F
res =
dim[R(3)]Hilb
h(A4) and so ZGm is equal to the unique component of F res passing through [R(3)].
Since F is determinantal, it has an embedding into the generic determinantal variety D. The
map F res → F is the pullback of the resolution of singularities of D via the embedding F ⊂ D,
see [ACGH85, Section II.2].
Example 6.8. In this example we construct a one-parameter family of finite subschemes Rt of A
4.
The schemes Rt have degree 35 and satisfy the following conditions
1. the Gröbner fans of all schemes Rt are equal,
2. for t 6= 0 the point [Rt] ∈ Hilb35(A
4) is smooth lying on an elementary component Z(3),
3. the point [R0] lies in the intersection of two components of Hilb35(A
4) and it is cleavable. In
other words, R0 is a limit of reducible subschemes.
Let k = F3. Put st = x
2
1x
2
3 − x
2
2x
2
3 + tx1x2x3x4 − x
2
1x
2
4 − x
2
2x
2
4 and Rt = (x1, x2)
3 + (x3, x4)
3 + st.
The assertions on [Rt] for t 6= 0 follow immediately from Theorem 1.4 as the form st corresponds
to a matrix 

1 0 −1
0 t 0
−1 0 −1

 ,
which is invertible for t 6= 0. Also the equality of Gröbner fans is clear. The point [R0] lies on Z(3).
The family
Spec
k[x1, x2, x3, x4][z]
(x3, x4)3 + (x1x22, x1x2 · z − x
2
1x2, x
2
1 · z − x
3
1, (x1x
2
3 − x1x
2
4) · z − s0)
→ Speck[z],
is finite and flat. Its fiber over z = 0 is R0, and its fiber over z = 1 is reducible and so the image
of Speck[z]→ Hilb35(A
4) is contained in an irreducible component other that Z(3) and [R0] lies in
the intersection of those two components.
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Example 6.9. Suppose we know the Betti table of a finite subscheme which has trivial negative
tangents. In this example we show how may sometimes deduce that this subscheme is a smooth
point of the Hilbert scheme. Let S = k[x, y, z, t]. Let R ⊂ A4 = SpecS be given by IR =
(x3, y3, z3, t3, Q1, Q2), where Q1, Q2 are quartics. For k = F2 and Q1 = xy
2z + y2z2 + x2yt,
Q2 = yz
2t + xzt2 we have HOR(T ) = 1 + 4T + 10T
2 + 16T 3 + 17T 4 + 8T 5, degR = 56 and the
following Hilbert series
HHom(IR,OR)(T ) = 4T
−1 + 98 + 84T + 32T 2. (6.6)
The resolution of OR is
S S(−3)4 ⊕ S(−4)2 S(−6)16 ⊕ S(−7)4 . . . (6.7)
Comparing (6.7) with HOR , we see that Ext
1(IR,OR)>0 = 0 by degree reasons. Since Ext
1 has no
non-negative part and R has only trivial negative tangents, Corollary 4.6 implies that [R] is a smooth
point of an elementary component Z of dimension dimHom(IR,OR) = 218. Since degR = 56 and
56 · 4 > 218, the component Z is small and elementary. Macaulay2 [GS] experiments suggest
that (6.6) is true for a general choice of Q1, Q2. We stress that we deduced Ext
1
>0 = 0 only from the
graded Betti numbers of OR. The group Ext
1 is non-zero in negative degrees, with Hilbert function
HExt1(IR,OR)(T ) = 60T
−3 + 204T−2 + 60T−1.
Remark 6.10. Below we discuss examples of elementary components known before this work.
To the author’s best knowledge, these are all the examples found in the literature. Trivially,
Hilb1(A
n) = An is elementary. The first two nontrivial examples, with Hilbert function (1, 4, 3)
and (1, 6, 6, 1) respectively, are given in [IE78]. For any integers (d, e) with
3 6 e 6
(d− 1)(d − 2)
6
+ 2
an elementary component with Hilbert function (1, d, e) is given in [Sha90]. Five examples, with
Hilbert function (1, n, n, 1), 8 6 n 6 12, are given in [IK99, Lemma 6.21]. Two other examples are
given in [IK99, Corollaries 6.28, 6.29]. Five examples are discovered in [Hui17]. Only six of all these
elementary components are small: those with Hilbert function (1, 4, 3), (1, 5, 3), (1, 5, 4), (1, 6, 6, 1)
and two examples (1, 5, 3, 4), (1, 5, 3, 4, 5, 6) from [Hui17]. The elementarity of all these examples
except the last two, which crucially employ non-graded schemes, can be proved using Corollary 1.3
and the obtained components are products of An with Grassmannians. Therefore, they are smooth
and rational.
Both Iarrobino-Kanev [IK99, Conjecture 6.30], relying on [IE78], and Huibregtse [Hui17, Con-
jecture 1.4] state conjectures which would give other infinite families of elementary components. To
prove these conjectures it is, in each case, enough to check that the tangent space to the Hilbert
scheme at a given point has expected dimension.
References
[ACGH85] E. Arbarello, M. Cornalba, P. A. Griffiths, and J. Harris. Geometry of algebraic curves. Vol.
I, volume 267 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of
Mathematical Sciences]. Springer-Verlag, New York, 1985.
[Ame10] American Institute of Mathematics Problem List. Components of Hilbert schemes. Available at
http://aimpl.org/hilbertschemes, 2010.
22
[Art76] Michael Artin. Deformations of singularities. Notes by C.S. Seshadri and Allen Tannenbaum. Tata
Institute of Fundamental Research, Bombay, India, 1976.
[BB73] A. Białynicki-Birula. Some theorems on actions of algebraic groups. Ann. of Math. (2), 98:480–497,
1973.
[BB14] Weronika Buczyńska and Jarosław Buczyński. Secant varieties to high degree Veronese reembed-
dings, catalecticant matrices and smoothable Gorenstein schemes. J. Algebraic Geom., 23:63–90,
2014.
[BBKT15] Weronika Buczyńska, Jarosław Buczyński, Johannes Kleppe, and Zach Teitler. Apolarity and
direct sum decomposability of polynomials. Michigan Math. J., 64(4):675–719, 2015.
[BCP97] Wieb Bosma, John Cannon, and Catherine Playoust. The Magma algebra system. I. The user
language. J. Symbolic Comput., 24(3-4):235–265, 1997. Computational algebra and number theory
(London, 1993). Available for use on-line at http://magma.maths.usyd.edu.au/calc/.
[BCR17] Cristina Bertone, Francesca Cioffi, and Margherita Roggero. Double-generic initial ideal and
Hilbert scheme. Ann. Mat. Pura Appl. (4), 196(1):19–41, 2017.
[BJ17] Jarosław Buczyński and Joachim Jelisiejew. Finite schemes and secant varieties over arbitrary
characteristic. Differential Geometry and its Applications, 2017.
[Bjö87] Jan-Erik Björk. Filtered Noetherian rings. In Noetherian rings and their applications (Oberwolfach,
1983), volume 24 of Math. Surveys Monogr., pages 59–97. Amer. Math. Soc., Providence, RI, 1987.
[CEVV09] Dustin A. Cartwright, Daniel Erman, Mauricio Velasco, and Bianca Viray. Hilbert schemes of 8
points. Algebra Number Theory, 3(7):763–795, 2009.
[CN11] Gianfranco Casnati and Roberto Notari. On the irreducibility and the singularities of the Goren-
stein locus of the punctual Hilbert scheme of degree 10. J. Pure Appl. Algebra, 215(6):1243–1254,
2011.
[CN14] Gianfranco Casnati and Roberto Notari. On the Gorenstein locus of the punctual Hilbert scheme
of degree 11. J. Pure Appl. Algebra, 218(9):1635–1651, 2014.
[DGPS15] Wolfram Decker, Gert-Martin Greuel, Gerhard Pfister, and Hans Schönemann. Singular 4-0-2
— A computer algebra system for polynomial computations. http://www.singular.uni-kl.de,
2015.
[DJNT17] Theodosios Douvropoulos, Joachim Jelisiejew, Bernt Ivar Utstøl Nødland, and Zach Teitler. The
Hilbert scheme of 11 points in A3 is irreducible. In Combinatorial algebraic geometry, volume 80
of Fields Inst. Commun., pages 321–352. Fields Inst. Res. Math. Sci., Toronto, ON, 2017.
[Dri13] Vladimir Drinfeld. On algebraic spaces with an action of Gm. arXiv:1308.2604., 2013.
[Eis95] David Eisenbud. Commutative algebra, volume 150 of Graduate Texts in Mathematics. Springer-
Verlag, New York, 1995. With a view toward algebraic geometry.
[Erm12] Daniel Erman. Murphy’s law for Hilbert function strata in the Hilbert scheme of points. Math.
Res. Lett., 19(6):1277–1281, 2012.
[EV10] Daniel Erman and Mauricio Velasco. A syzygetic approach to the smoothability of zero-dimensional
schemes. Adv. Math., 224(3):1143–1166, 2010.
[FGI+05] Barbara Fantechi, Lothar Göttsche, Luc Illusie, Steven L. Kleiman, Nitin Nitsure, and Angelo
Vistoli. Fundamental algebraic geometry, volume 123 of Mathematical Surveys and Monographs.
American Mathematical Society, Providence, RI, 2005. Grothendieck’s FGA explained.
[FM98] Barbara Fantechi and Marco Manetti. Obstruction calculus for functors of Artin rings. I. J. Algebra,
202(2):541–576, 1998.
[Fog68] John Fogarty. Algebraic families on an algebraic surface. Amer. J. Math, 90:511–521, 1968.
23
[Gro67] Alexander Grothendieck. Éléments de géométrie algébrique. IV. Étude locale des schémas et des
morphismes de schémas IV. Inst. Hautes Études Sci. Publ. Math., (32):361, 1967.
[GS] Daniel R. Grayson and Michael E. Stillman. Macaulay2, a software system for research in algebraic
geometry. Available at http://www.math.uiuc.edu/Macaulay2/.
[Har10] Robin Hartshorne. Deformation theory, volume 257 of Graduate Texts in Mathematics. Springer,
New York, 2010.
[HS04] Mark Haiman and Bernd Sturmfels. Multigraded Hilbert schemes. J. Algebraic Geom., 13(4):725–
769, 2004.
[Hui17] M. E. Huibregtse. Some elementary components of the Hilbert scheme of points. Rocky Mountain
J. Math., 47(4):1169–1225, 08 2017.
[Iar72] Anthony Iarrobino. Reducibility of the families of 0-dimensional schemes on a variety. Invent.
Math., 15:72–77, 1972.
[Iar73] A. Iarrobino. The number of generic singularities. Rice Univ. Studies, 59(1):49–51, 1973. Complex
analysis, 1972 (Proc. Conf., Rice Univ., Houston, Tex., 1972), Vol. I: Geometry of singularities.
[Iar84] Anthony Iarrobino. Compressed algebras: Artin algebras having given socle degrees and maximal
length. Trans. Amer. Math. Soc., 285(1):337–378, 1984.
[IE78] Anthony Iarrobino and Jacques Emsalem. Some zero-dimensional generic singularities; finite alge-
bras having small tangent space. Compositio Math., 36(2):145–188, 1978.
[IK99] Anthony Iarrobino and Vassil Kanev. Power sums, Gorenstein algebras, and determinantal loci,
volume 1721 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1999. Appendix C by
Anthony Iarrobino and Steven L. Kleiman.
[Jel18] Joachim Jelisiejew. Pathologies on the Hilbert scheme of points. arXiv:1812.08531, 2018.
[JS18] Joachim Jelisiejew and Łukasz Sienkiewicz. Bialynicki-Birula decomposition for reductive groups.
To appear in Journal de Mathématiques Pures et Appliquées, arXiv:1805.11558, 2018.
[Kle81] Jan O. Kleppe. The Hilbert-flag scheme, its properties and its connection with the Hilbert scheme.
applications to curves in 3-space. Unpublished, see https://www.cs.hioa.no/~jank/papers.htm,
1981.
[Kle98] Jan O. Kleppe. The smoothness and the dimension of PGor(H) and of other strata of the punctual
Hilbert scheme. J. Algebra, 200(2):606–628, 1998.
[Kle06] Jan O. Kleppe. Maximal families of Gorenstein algebras. Trans. Amer. Math. Soc., 358(7):3133–
3167, 2006.
[Liu02] Qing Liu. Algebraic geometry and arithmetic curves, volume 6 of Oxford Graduate Texts in Mathe-
matics. Oxford University Press, Oxford, 2002. Translated from the French by Reinie Erné, Oxford
Science Publications.
[LR11] Paolo Lella and Margherita Roggero. Rational components of Hilbert schemes. Rend. Semin. Mat.
Univ. Padova, 126:11–45, 2011.
[MS05] Ezra Miller and Bernd Sturmfels. Combinatorial commutative algebra, volume 227 of Graduate
Texts in Mathematics. Springer-Verlag, New York, 2005.
[Ser06] Edoardo Sernesi. Deformations of algebraic schemes, volume 334 of Grundlehren der Mathematis-
chen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin,
2006.
[Sha90] I. R. Shafarevich. Deformations of commutative algebras of class 2. Algebra i Analiz, 2(6):178–196,
1990.
[sta17] Stacks Project. http://math.columbia.edu/algebraic_geometry/stacks-git, 2017.
[Vak06] Ravi Vakil. Murphy’s law in algebraic geometry: badly-behaved deformation spaces. Invent. Math.,
164(3):569–590, 2006.
24
