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LANE EMDEN PROBLEMS WITH LARGE EXPONENTS AND
SINGULAR LIOUVILLE EQUATIONS
MASSIMO GROSSI, CHRISTOPHER GRUMIAU, FILOMENA PACELLA
ABSTRACT. We consider the Lane-Emden Dirichlet problem{
−∆u = |u|p−1u, in B,
u = 0, on ∂B,
where p> 1 and B denotes the unit ball in R2. We study the asymptotic behavior
of the least energy nodal radial solution up, as p →+∞. Assuming w.l.o.g. that
up(0) < 0, we prove that a suitable rescaling of the negative part u−p converges
to the unique regular solution of the Liouville equation in R2, while a suitable
rescaling of the positive part u+p converges to a (singular) solution of a singular
Liouville equation in R2. We also get exact asymptotic values for the L∞-norms
of u−p and u+p , as well as an asymptotic estimate of the energy. Finally, we have
that the nodal line Np := {x ∈ B : |x| = rp} shrinks to a point and we compute
the rate of convergence of rp.
1. INTRODUCTION
We consider the superlinear elliptic Dirichlet problem{
−∆u = |u|p−1u, in B,
u = 0, on ∂B, (Pp)
where B is the unit ball in R2 and p > 1.
In this paper, we are interested in studying the asymptotic behavior, as p→+∞,
of the least energy sign changing radial solution of (Pp) which will be denoted by
up. This solution has two nodal regions and it has been proved in [2] that it is not
the least energy nodal solution of Problem (Pp) in the whole space H10 (B). Indeed,
up has Morse index at least three while the least energy nodal solution has Morse
index two (see [3]) and its nodal line touches the boundary ( [2]).
In our previous paper [9], we have analyzed the asymptotic behavior, as p →
+∞, of low energy nodal solutions wp of Problem (Pp), i.e. solutions satisfying :
p
∫
B
|∇wp|2 → 16pie (1)
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as p → +∞ in general bounded regular domains Ω. Under the additional condi-
tion (B) that we recall later, we have proved, among other results, that suitable
rescaling of both w+p and w−p converge, as p → +∞, to the regular solution U of
the Liouville equation in R2 with
∫
R2 e
U < +∞. Moreover the L∞-norms ‖w±p ‖∞
converge to the same value
√
e and, in Ω for large p, pwp looks like the differ-
ence of two Green functions, centered at the maximum and the minimum point of
wp which are far away from each other. So for this kind of solutions the positive
and negative part separate but have the same profile and approach, after suitable
rescaling, the same solution of the same limit problem in R2, as p →+∞.
A similar analysis was carried out in [5] for low energy nodal solutions of an
almost critical problem in a bounded domain Ω in RN , N ≥ 3, namely :
{
−∆u = |u|(2∗−2)−εu, in Ω,
u = 0, on ∂Ω,
(P2ε )
where 2∗ = 2NN−2 , ε > 0 and ε → 0.
A complete classification of these solutions given in [5] together with an ex-
istence result of [11] show the presence of both nodal solutions concentrating at
two different points or at a single point. In both cases, positive and negative points
of the solution converge, after rescaling, to the positive solution of the analogous
problem in RN .
By the results of these two papers it is not difficult to deduce that for the least
energy nodal radial solution of (P2ε ) in the ball the positive and negative part
concentrate at the center of the ball as ε → 0, approaching the analogous problem
in RN and carrying the same energy.
In view of these results, in studying the behavior of the least energy nodal radial
solution of (Pp) as p →+∞, one could expect a similar asymptotic behavior.
However that is not the case and we are able to show an interesting new phe-
nomenum : the positive and negative part of up concentrate at the center of the
ball but the limit problems for u+p and u−p are different. Indeed, assuming w.l.o.g.
that up(0) < 0, we prove that a suitable rescaling of u−p converges to the regular
solution of the Liouville equation in R2 while a suitable rescaling of u+p converges
to a singular solution of a singular Liouville equation in R2. Moreover the limits
of the L∞-norms of u+p and u−p are different as well as the energies.
This shows that in our case the situation is more subtle and we think that it is pe-
culiar of the fact that we work in dimension 2 (see also Remark 3.4)
To be more precise let us consider the following problems :


−∆u = eu, in R2.∫
R2
eu <+∞, u(0) = u′(0) = 0,
(L1)
which has the unique regular solution
U(x) := log
(
1
(1+ 18 |x|2)2
)
(2)
LANE EMDEN PROBLEMS AND LIOUVILLE EQUATIONS 3
and, for δ0 being the Dirac measure at the origin,

−∆u = eu +Hδ0, in R2,∫
R2
eu <+∞,
(L2)
where H is a constant, and whose radial solutions can be all computed explicitely.
Note that (L1) is the classical Liouville equation in R2 while (L2), after an easy
transformation, reduces to a limiting equation which appears in the blow-up anal-
ysis of periodic vortices for the Chern-Simons theory.
Then, denoting by
• Np = {x ∈ B : up(x) = 0}= {x ∈ B : |x|= rp} the nodal circle;
• sp ∈ (0,1) the value of the radius such that u+p (x) = ‖u+p ‖∞ for |x|= sp;
• (ε±p )−2 = p‖u±p ‖p−1∞ ;
we have the following results :
Theorem 1. i) Let z−p : B
(
0, rp
ε−p
)
→ R be defined as
z−p (x) =−
p
‖u−p ‖∞
(u−p (ε
−
p x)+up(0)) (3)
then z−p →−U in C 1loc(R2) as p →+∞ (U as in (2)).
ii) Let l = limp→+∞ spε+p . Then, l > 0 and defining the one-variable function
z+p (|x|) = z+p (r) =
p
up(sp)
(u+p (sp + ε
+
p r)−up(sp)) (4)
in the interval
(
rp−sp
ε+p
,
1−sp
ε+p
)
, we get
z+p (|x|− l) = z+p (r− l)→ Zl(|x|) = log
(
2α2β α |x|α−2
(β α + |x|α)2
)
in C 1loc(R2 \ {0}) as p → +∞ for α =
√
2l2 +4 and β = (α+2α−2)1/α l. Moreover,
Zl(|x|) is a radial (distribution) solution of (L2) for H :=−
∫ l
0 e
Zl(s)sds.
Theorem 2. We have, as p →+∞,
‖u−p ‖∞ →
√
e
¯t
e
¯t
2(¯t+
√
e) ≈ 2.46, (5)
‖u+p ‖∞ → e
¯t
2(¯t+
√
e) ≈ 1.17 (6)
where ¯t ≈ 0.7875 is the unique root of the equation 2√e log t + t = 0, and
p
∫
B
|∇up|2 → 8pie
¯t
¯t+
√
e
(
e
¯t2
+1+ 2
√
e
¯t
)
≈ 332. (7)
Moreover pup(x) converges to 2piγG(x,0) = γ log |x| in C1loc (B1 \{0}) where γ =(
4+ 12
√
e
¯t
)
e
¯t
2(¯t+
√
e) and G(x,0) is the Green function of the unit ball computed at
the origin.
To prove the previous results we start showing that the nodal line shrinks to
the origin. Later, as a consequence of the rescaling argument and of the estimates
needed to prove Theorem 1 and Theorem 2 we also get the rate of convergence of
the “nodal radius” rp. More precisely we show :
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Theorem 3. We have
r
2/(p−1)
p →
¯t
e
¯t
2(¯t+
√
e)
≈ 0.67
for ¯t as in Theorem 2.
Remark 4. As mentioned before we already know by [2] that the solutions up are
not the least energy nodal solutions of (Pp) in the whole H10 (B). The convergence
result (7) shows that up are not even “low energy” solutions in the sense that they
do not satisfy (1). Moreover, by comparing (1) and (7) we get the exact difference
between the limit energies of this kind of solutions.
The proofs of the above theorems are quite long and technically complicated.
They follow from several delicate asymptotic estimates on u−p and u+p . In particular,
the ones which concern the asymptotic behavior of u+p , i.e. the part of up supported
in an annulus are nontrivial and crucial for the final results.
In the final part of the paper we shortly complete the analysis of low-energy
nodal solutions done in [9], in the case of the ball by considering solutions wp
which satisfy (1) and
∃K > 0 such that p ∣∣wp(x+p )+wp(x−p )∣∣6 K (B)
with x+p and x−p such that wp(x±p ) =±‖w±p ‖∞.
We prove :
Theorem 5. If wp are sign changing solutions of (Pp) with Morse index two,
satisfying (1) and (B) with x± = limp→+∞ x±p then pwp converge, as p → +∞ in
C 1(R2 \{x+,x−}) to a function which is even with respect to the diameter passing
through x+ and x− and odd with respect to the orthogonal diameter.
The previous result is a further step in the direction of proving that low energy
solutions are indeed antisymmetric functions as it is conjectured to be the case for
least energy nodal solution in the ball.
The paper is organized as follows. In Section 2 we prove some preliminary
estimates on up and u−p and we show that the nodal line shrinks to the origin. In
Section 3 we prove the important estimates on u+p . In Section 4 we prove some
crucial lemmas about the limit values of ‖u+p ‖∞ and rp, as p→+∞. From these we
deduce the proofs of Theorem 1, Theorem 2 and Theorem 3. Finally, in Section 5
we prove Theorem 5.
2. PRELIMINARY ESTIMATES ON up AND u−p
2.1. Control of the total energy. We first recall that solutions of problem (Pp)
are the critical points of the energy functional Ep defined on H10 (B) by
Ep(u) =
1
2
∫
B
|∇u|2− 1
p+1
∫
B
|u|p+1.
If u is a nodal solution then∫
B
|∇u+|2 =
∫
B
|u+|p+1 and
∫
B
|∇u−|2 =
∫
B
|u−|p+1. (8)
So, Ep(u) =
(
1
2 − 1p+1
)∫
B|∇u|2. Moreover, if u is a radial nodal solution with least
energy then Ep(u) ≤ Ep(v) for any radial function v belonging to the nodal Nehari
set Np := {u : u± 6= 0 and
∫
B|∇u±|2 =
∫
B|u±|p+1}.
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This first proposition gives a control on the energy and, thus, on the H10 and
Lp+1-norms. Let us remark that this result will be improved in Theorem 2.
Proposition 2.1. p
∫
B|∇up|2 6C for a positive constant C independent of p.
Proof. On one hand, let us consider the unique positive radial solution vp of−∆u=
up in ARp := B\B[0,Rp] with u = 0 on ∂ARp , for Rp ∈ (0,1).
Using some results of [8] (see also [7]), by some delicate and nontrivial estimates
in [6] it is proved that for Rp = e−α p and α > 0,
p
∫
A
|∇vp|2 6 8piee
2α−1
α
, (9)
for p sufficiently large.
On the other hand, let us consider the unique positive radial solution ηp of
−∆u = up in B(0,Rp) and define ηp(r) = ηp(|x|).
We get that ηp(r) = R−2/(p−1)p fp(r/Rp) where fp is the unique positive solution of
−∆u = up on the unit ball B. In [1],[7], it is proved that p∫B|∇ fp|2 = p∫B f p+1p →
8pie as p→+∞. So, p∫ 10 f ′p(r)2r dr = p∫ 10 f p+1p (r)r dr → 4e when p→+∞. Thus,
p
∫ Rp
0
η ′p(r)2r dr = p
∫ Rp
0
η p+1p (r)r dr =
p
R4/(p−1)p
∫ 1
0
f ′p(r)2r dr =
4e+o(1)
R4/(p−1)p
.
(10)
For Rp = e−α p, we get 4e1+4α and when α = 15 , we get 4e
9
5
.
Then, as up is a least energy nodal radial solution and as the function defined by
vp in B(0,Rp) and ηp on ARp is radial and belongs to the nodal Nehari set, we get
that
p
∫
B
|∇up|2 ≤ 8pie
9
5 +40piee
2
5 ≈ 339.

2.2. The nodal line shrinks to (0,0). In the sequel we will use the well known
"radial lemma" due to Strauss (see [12]). Let us denote by Hrad(B) the subspace of
H10 (B) given by radial functions.
Lemma 2.2. There exists cN > 0 such that
|u(r)| ≤ cN ‖u‖H1
r(N−1)/2
∀u ∈ Hrad(B) and r ∈ (0,1).
The following lemma shows that ‖u±p ‖∞ do not go to 0.
Lemma 2.3. For any p > 1 we have that ‖u±p ‖∞ > λ
1
p−1
1 where λ1 is the first eigen-
value of −∆ on B.
Proof. Using Poincaré’s inequality, we get
1 =
∫
B|u±p |p+1∫
B|∇u±p |2
≤ ‖u
±
p ‖p−1∞
∫
B(u
±
p )
2∫
Ω|∇u±p |2
≤ ‖u±p ‖p−1∞ λ−11 ( ˜Ω±p ),
where ˜Ω±p are the nodal domains of up. As ˜Ω±p ⊆ B, we have λ1( ˜Ω±p )≥ λ1 which
ends the proof. 
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Remark 2.4. Using Proposition 2.7 of [9], we also get that ‖u±p ‖∞ are bounded
from above. So, Lemma 2.3 implies that there exists 0 < a < b such that a <
‖u±p ‖∞ < b for any p > 1.
Let us denote, as in Section 1, by rp the "nodal radius", i.e. up(x)= 0 for |x|= rp.
We will prove that rp → 0 as p →+∞.
Proposition 2.5. rp → 0 as p →+∞.
Proof. Assume by contradiction that rp ≥ r∗ > 0. Then, by the radial lemma 2.2,
we get
up(sp)≤C‖up‖H1
s
1/2
p
,
where up(sp) = ||u+p ||∞.
As liminfp→∞ up(sp)≥ 1 (see Lemma 2.3), multiplying by √p, for p large we get
C
(
p
∫ 1
0
u′p(r)
2r dr
)1/2
≥ 1
2
√
pr1/2∗ →+∞
which is a contradiction with Proposition 2.1 . 
Moreover, using the same kind of argument as in the proof of Proposition 2.1,
we obtain the following proposition.
Proposition 2.6. We have, as p →+∞,
• maxx∈B(0,rp)|up(x)| = r−2/(p−1)p (
√
e+o(1)) ;
• p∫ rp0 |up(r)|p+1r dr = 4e+o(1)r4/(p−1)p ;
• pu′p(rp) = pr−1p
∫ rp
0 |up(r)|pr dr = 4
√
e+o(1)
r
2/(p−1)+1
p
;
• p∫B(0,rp)|up(x)|p dx = C+o(1)r2/p−1p .
Proof. We again consider the function fp = r2/(p−1)p up(rpr) which is the ground
state of our problem on B and we use estimates on f given in [1, 9]. In particular,
we use that p
∫ 1
0 |∇ fp(r)|2r dr → 4e and ‖ fp‖∞ →
√
e. 
As rp ≤ 1, let us remark that the second point of Proposition 2.6 implies that
there exists 0 < a such that a < r
2
p−1
p ≤ 1. From now on, let us define
0 < r∞ := limp→∞ r
2
p−1
p . (11)
2.3. Rescaling in the ball B(0,rp).
Proposition 2.7. For
(
ε−p
)−2
:= p‖u−p ‖p−1∞ = p|up(0)|p−1, the rescaled functions
z−p : B(0,rp/ε−p )→ R defined by
z−p (x) =−
p
|up(0)| (u
−
p (ε
−
p |x|)+up(0))
converges to −U in C 1loc(R2), U defined as in (2).
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Proof. We have that z−p satisfies
−∆z−p =−
∣∣∣∣1− z−pp
∣∣∣∣
p−1(
1− z
−
p
p
)
in B
(
0,
rp
ε−p
)
.
So, a classical argument (see [1, 7, 9]) gives that z−p → z∞ in C 1loc(D), where D is
the limit domain of B(0,rp/ε−p ) as p →+∞ and −∆z∞ =−e−z∞ .
Moreover
rp
ε−p
=
(
r
2/(p−1)
p
(
(ε−p )
−2)1/(p−1))(p−1)/2
=
(
(r∞ +o(1))p1/(p−1)|up(0)|
)(p−1)/2
.
As p1/(p−1) → 1 and, by Proposition 2.6, |up(0)|=
√
e+o(1)
r∞
, we also get
rp
ε−p
= (
√
e+o(1))(p−1)/2 →+∞.
Hence the limit domain D is the whole R2. Let us show that
∫
R2 e
−z∞ < +∞. By
Proposition 2.1,∫
R2
e−z∞ ≤ liminf
∫
B(0,rp/ε−p )
∣∣1− z−p /p∣∣p = liminf p|up(0)|
∫
B(0,rp)
|u−p |p <+∞
using Hölder’s inequality. Therefore we get the assertion recalling that the function
−z∞ =U := log
(
1
(1+ 18 |x|2)2
)
solves the problem (L1). 
3. ESTIMATES ON u+p
In this section we prove the following crucial result on the convergence of the
rescaling of the positive part u+p .
Proposition 3.1. For
(
ε+p
)−2
:= p‖u+p ‖p−1∞ = pup(sp)p−1 and l := limp→+∞ spε+p >
0, the one variable rescaled function z+p : ˜Ap := ( rp−spε+p ,
1−sp
ε+p
)→ R defined by
z+p (r) =
p
up(sp)
(u+p (sp + ε
+
p r)−up(sp)) (12)
converges to a function z˜l(r) in C 1loc(−l,+∞). The function z˜l(r− l) solves equa-
tion (L2) for H := ∫ l0 ez˜l(s−l)sds. Moreover, z˜l(r− l) = Zl(r) = log
(
2α2β α |x|α−2
(β α+|x|α )2
)
for α =√2l2 +4 and β = (α+2α−2)1/α l.
We already know that u+p is a positive radial solution to{
−∆u = |u|p−1u, in Arp := {rp < |x|< 1},
u = 0 on ∂Arp .
As up is radial, we have u+p (x) = up(r) with r ∈ (rp,1). It satisfies −u′′p− 1r u′p = upp
in the interval (rp,1) with the Dirichlet boundary condition. We get that z+p satisfies
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for any p > 1

−(z+p )′′(r)−
1
r+ sp/ε
+
p
(z+p )
′(r) =
(
1+
z+p (r)
p
)p
in ˜Ap,
z+p ≤ 0,z+p
(
rp− sp
ε+p
)
= z+p
(
1− sp
ε+p
)
=−p and z+p (0) = (z+p )′(0) = 0.
(13)
So, we have three possibilities:
rp− sp
ε+p
→−∞, rp− sp
ε+p
→ 0 or rp− sp
ε+p
→−l < 0, for some l > 0.
The two following results show that the two first possibilities cannot happen.
Lemma 3.2. rp−sp
ε+p
→−∞ cannot happen.
Proof. Otherwise, as rp > 0, we have that sp/ε+p → +∞. Passing to the limit
in (13), we get z+p → z˜l in C 1loc(R) where z˜l solves −z˜′′l = ez˜l with z˜l(0) = z˜′l(0) = 0.
We know that the unique solution of this problem is given by
z˜l(s) = log
4e
√
2s
(1+ e
√
2s)2
.
Integrating the equation from rp to sp, we get
−
∫ sp
rp
(u′p(r)r)
′ dr =
∫ sp
rp
upp(r)r dr.
As u′p(sp) = 0, by the change of variable r = sp + ε+p s we get
u′p(rp)rp =
∫ sp
rp
upp(r)r dr
= ε+p u
p
p(sp)
∫ 0
rp−sp
ε+p
(
1+ z+p (s)/p
)p
(sp + ε
+
p s)ds
= ε+p spu
p
p(sp)
∫ 0
rp−sp
ε+p
(
1+ z+p (s)/p
)p ds+(ε+p )2upp(sp)∫ 0rp−sp
ε+p
(
1+ z+p (s)/p
)p
sds
≥ ε+p spupp(sp)
∫ 0
rp−sp
ε+p
(
1+ z+p (s)/p
)p ds
=
sp
ε+p
up(sp)
p
∫ 0
rp−sp
ε+p
(
1+ z+p (s)/p
)p ds.
By Fatou’s lemma,
∫ 0
rp−sp
ε+p
(
1+ z+p (s)/p
)p ds ≥ ∫ 0−∞ ez˜l =C0 > 0. Since u′p(rp) =
C+o(1)
pr(p+1)/(p−1)p
by Proposition 2.6, we get C+o(1)
r
2/(p−1)
p
≥ C0up(sp)sp2ε+p . This is a contradiction
as the right-hand side is not bounded ( sp
ε+p
→+∞ and up(sp) stays away from 0 by
Proposition 2.3) and the left-hand side is bounded by Proposition 2.6.

Lemma 3.3. rp−sp
ε+p
→ 0 cannot happen.
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Proof. Integrating up between 0 and sp, as −(u′p(r)r)′ = |up(r)|p−1up(r)r, we have
0 =
∫ sp
0
|up(r)|p−1up(r)r dr =−
∫ rp
0
|up(r)|pr dr+
∫ sp
rp
upp(r)r dr.
So, using Proposition 2.6 and since there exists 0 < a such that a < r2/(p−1)p ≤ 1,
we have C2 ≥ p
∫ rp
0 |up(r)|pr dr = p
∫ sp
rp
u
p
p(r)r dr = 4
√
e+o(1)
r
2/(p−1)
p
≥C1 > 0.
Let us consider the two alternatives
i) sp
ε+p
6C
ii) sp
ε+p
→+∞ as p →+∞.
In the first case, using the change of variable r = sp + ε+p s, we get
p
∫ sp
rp
upp(r)r dr = p
sp
ε+p
(ε+p )
2
∫ 0
rp−sp
ε+p
upp(sp + ε
+
p s)ds+ p(ε+p )2
∫ 0
rp−sp
ε+p
upp(sp + ε
+
p s)sds
=
sp
ε+p
up(sp)
∫ 0
rp−sp
ε+p
(
up(sp + ε+p s)
up(sp)
)p
ds+up(sp)
∫ 0
rp−sp
ε+p
(
up(sp + ε+p s)
up(sp)
)p
sds.
As up(sp) is bounded (see Remark 2.4), we get
p
∫ sp
rp
upp(r)r dr ≤C
(
sp− rp
ε+p
)
→ 0
which gives a contradiction.
In the second case, as sp
ε+p
→+∞, zp → z˜l in C 1loc(l,+∞) where z˜l solves −u′′ =
eu. In this case, l = limp→+∞ rp−spε+p = 0. Then, putting again r = sp + ε
+
p s,
p
∫ 1
rp
upp(r)r dr ≥ p
∫ 1
sp
upp(r)r dr
= up(sp)
sp
ε+p
∫ 1−sp
ε+p
0
(
1+
zp(s)
p
)p
ds+up(sp)
∫ 1−sp
ε+p
0
(
1+
zp(s)
p
)p
sds.
By Fatou’s lemma, we get
∫ 1−spε+p
0
(
1+ zp(s)p
)p
ds≥ ∫+∞0 ez˜l(s) > 0 which implies that
p
∫ 1
rp
upp(r)r dr ≥ up(sp)
sp
ε+p
∫ +∞
0
ez˜l(s) ds+up(sp)
∫ +∞
0
ez˜l(s)sds
which is a contradiction as sp
ε+p
→+∞ and the left-hand side is bounded.

Remark 3.4. We observe that the result of Lemma 3.3 will be crucial in the sequel
to prove that the limit problem for u−p is a singular Liouville equation in R2 \{0}.
We stress that in higher dimension the analogous statement of Lemma 3.3 would
be false implying therefore that the analogous limit problem for u+p is the same as
for u−p .
Now, we consider the "good" case rp−sp
ε+p
→ −l < 0. The following lemma
proves, in particular, that sp → 0.
Lemma 3.5. Let l > 0 be such that rp−sp
ε+p
→−l, then sp
ε+p
→ l as p →+∞.
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Proof. Let m = limp→+∞ spε+p . We already know that −l + o(1) =
rp−sp
ε+p
≥ − sp
ε+p
=
−m+o(1) which implies that −l ≥ −m. Arguing by contradiction, let us assume
that −l >−m.
On one hand, as −(z+p )′′− 1r+sp/ε+p (z
+
p )
′ = (1+ z+p /p)p in
(
rp−sp
ε+p
,
1−sp
ε+p
)
, inte-
grating we get
z′p(r)(r+
sp
εp
) =
∫ 0
r
(
1+
zp
p
)p
(s+
sp
εp
)ds, for r ∈ (−l,0).
Then,
|z′p(r)||r+m+o(1)| ≤
∫ 0
−l
(|s|+ |m|+o(1))ds ≤C1. (14)
As −l > −m we get |r+m+ o(1)| ≥C2 > 0 which implies that |z′p(r)| ≤C3 uni-
formly in (−l,0) and in p (for p large). On the other hand, as zp(0) = 0 and
zp
(
rp−sp
ε+p
)
= −p, by the mean value theorem in (−l,0), we get that there exists
tp ∈ (−l,0) such that z′p(tp) ≥ pl which gives a contradiction as z′p is uniformly
bounded. 
Proof of Proposition 3.1 : We know that z+p → z˜l in C 1loc(−l,+∞) and z˜l verifies
−z˜
′′
l −
1
r+m
z˜′l = e
z˜l in (−l,+∞),
z˜l ≤ 0, z˜l(0) = z˜′l(0) = 0.
(15)
We already know that z+p → z˜l in compact sets in (−l,+∞) and z˜l satisfies equa-
tion (15). So Zl(s) := z˜l(s− l) solves
−Z
′′
l −
1
r
Z′l = e
Zl in (0,+∞),
Zl ≤ 0, Zl(l) = Z′l(l) = 0.
(16)
Let us compute the solutions of equation (16). Setting v(t) = Zl(et)+ 2t we get
that −v′′ = e2teZl(et) = ev in (−∞,+∞). Thus all solutions are given by
vδ ,y(t) = log
(
4
δ 2
e
√
2(t−y)/δ
(1+ e
√
2(t−y))/δ )2
)
for δ > 0, t ∈ R and y ∈ R. Hence
Zl(t) = log
(
4
δ 2
e
√
2(log t−y)/δ
(1+ e
√
2(log t−y)/δ )2
)
−2log t. (17)
Observing that from Z′l(t) = 0 we get
1−√2δ
1+
√
2δ = e
√
2
δ (log t−y)
. Moreover, Zl(t) = 0
for t =
√
1−2δ 2
δ . As Zl(l) = Z
′
l(l) = 0, we get that l2 = 1−2δ
2
δ 2 which implies that
δ = 1√
2+l2 . Inserting those estimates in (17) gives that Zl = log
(
2α2β α |x|α−2
(β α+|x|α )2
)
for
α =
√
2l2 +4 and β = (α+2α−2)1/α l.
To complete the result, we prove that∫ +∞
−l
(z˜′l(r)(r+ l))′ϕ ′(r)dr =
∫ +∞
−l
ez˜l (r+ l)ϕ(r)dr+
∫ l
0
ez˜l(s−l)sdsϕ(−l)
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for any ϕ ∈ C ∞0 ([−l,+∞)). Let us fix a function ϕ ∈ C ∞0 ([−l,+∞)). Multiplying
by ϕ the equation solved by z+p and integrating by parts, we get for p large that∫ 1−sp
ε+p
rp−sp
ε+p
(z+p )
′(r)(r+
sp
ε+p
)ϕ ′(r)dr+(z+p )′
(
rp− sp
ε+p
)
rp
ε+p
ϕ
(
rp− sp
ε+p
)
=
∫ 1−sp
ε+p
rp−sp
ε+p
(
1+
z+p (r)
p
)p(
r+
sp
εp
)
ϕ(r)dr.
(18)
Since
∫ 1−spε+p
rp−sp
ε+p
(z+p )
′(r)(r+ sp
ε+p
)ϕ ′(r)dr → ∫+∞−l z˜′l(r)(r+ l)ϕ ′(r)dr and as
∫ 1−spε+p
rp−sp
ε+p
(
1+ z
+
p (r)
p
)p
ϕ(r)dr → ∫ ∞−l ez˜l(r)ϕ(r)dr, it remains to compute
lim
p→+∞(z
+
p )
′
(
rp− sp
ε+p
)
rp
ε+p
ϕ
(
rp− sp
ε+p
)
to get the claim. As (z+p )′(r) =
pε+p
up(sp)
u′p(sp + ε+p r), we have
(z+p )
′(
rp− sp
ε+p
)
rp
ε+p
=
prp
up(sp)
u′p(rp).
Integrating by parts the equation satisfied by up, u′p(rp)rp =
∫ sp
rp
u
p
p(r)r dr, we fi-
nally get substituting again r = sp + ε+p s
lim
p→+∞(z
+
p )
′
(
rp− sp
ε+p
)
rp
ε+p
= lim
p→+∞
p
up(sp)
∫ sp
rp
upp(r)r dr
= lim
p→+∞ p(ε
+
p )
2up(sp)
p−1
∫ 0
rp−sp
ε+p
(
1+ z+p (s)/p
)p( sp
ε+p
+ s
)
ds
=
∫ 0
−l
ez˜l(s)(s+ l)ds.
Then for H =−∫ 0−l ez˜l(s)(s+ l)ds, passing to the limit in equation (18) we obtain∫ +∞
−l
(z˜′l(r)(r+ l))′ϕ ′(r)dr =
∫ +∞
−l
ez˜l (r+ l)ϕ +Hϕ(−l)
for any ϕ ∈ C ∞0 ([−l,+∞)).

4. FINAL ESTIMATES AND PROOFS OF THEOREM 1, THEOREM 2 AND
THEOREM 3
We start with some preliminary identities.
Lemma 4.1. For any r ∈ (0,1), u′p(r)r log r − up(r) =
∫ 1
r s log(s)u
p
p(s)ds. So,∫ 1
sp
s log(s)upp(s)ds =−up(sp).
Proof. By the equation, we have −∫ 1r (u′p(s)s)′ logsds = ∫ 1r upp(s)s log sds. Inte-
grating by parts the first integral we derive the first assertion. To get the second
one, we just have to take r = sp. 
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Lemma 4.2. We have
1 =−1
2
log(r∞u∞)
∫ l
0
eZl(t)t dt =−1
2
log(r∞u∞)(α −2)
where α is given in Proposition 3.1, r∞ by the equation (11) and u∞ := limp→∞ up(sp).
Proof. We first observe that, by Proposition 3.1 and using the definiton of β ,∫ l
0
eZl(t)t dt =
∫ l
0
2α2
β α tα−1
(β α + tα)2 dt
= 2α
lα
α+2
α−2 lα + lα
= α −2.
Multiplying −(u′p(r)r)′ = upp(r)r by logr− logrp and integrating by parts leads to∫ sp
rp
(logr− logrp)upp(r)r dr =−
∫ sp
rp
(u′p(r)r)
′(log r− logrp)dr
=
∫ sp
rp
u′p(r)r
1
r
dr
= up(sp).
Then, as sp
ε+p
→ l (see Lemma 3.5), we observe that
log(sp + ε+p s)− logrp = log(lε+p + ε+p s+o(1)ε+p )− logrp
= log(l + s+o(1))+ log
ε+p
rp
= log(l + s+o(1))+ 1
2
log 1
pup(sp)p−1r2p
= log(l + s+o(1))+ p−1
2
log 1
p1/(p−1)up(sp)r
2/(p−1)
p
= log(l + s+o(1))+ p−1
2
log 1+o(1)
r∞u∞
.
(19)
With the usual change of variable r = sp + ε+p s, we get, using also (19)
up(sp) = ε
+
p
∫ 0
rp−sp
ε+p
(log(sp + ε+p s)− logrp)
u
p
p(sp + ε+p s)
up(sp)p
up(sp)
p(sp + ε
+
p s)ds
= (ε+p )
2up(sp)
p
∫ 0
rp−sp
ε+p
(
log(l + s+o(1))+ p−1
2
log(1+o(1)
r∞u∞
)
)
(1+
z+p
p
)p(
sp
ε+p
+ s)ds
=
up(sp)
p
∫ 0
rp−sp
ε+p
(
log(l + s+o(1))+ p−1
2
log(1+o(1)
r∞u∞
)
)
(1+
z+p
p
)p(
sp
ε+p
+ s)ds
which converges to 0+ u∞
(−1
2
)
log(r∞u∞)
∫ 0
−l e
z˜l(s)(l + s)ds as p → +∞. So we
obtain the claim. 
Lemma 4.3. 4
√
e
r∞
= u∞(α −2).
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Proof. As −∫ sprp (u′p(r)r)′ dr = ∫ sprp upp(r)r dr, rp−spε+p →−l and spε+p → l, putting r =
sp + ε+p s, we have
u′p(rp)rp =
∫ sp
rp
upp(r)r dr
= ε+p
∫ 0
rp−sp
ε+p
upp(sp + ε
+
p s)(sp + ε
+
p s)ds
=
up(sp)
p
∫ 0
rp−sp
ε+p
(
1+ z+p /p
)p
(
sp
ε+p
+ s)ds
=
u∞ +o(1)
p
(∫ 0
−l
ez˜l(s)(l+ s)+o(1)ds
)
=
u∞ +o(1)
p
(∫ l
0
eZl(s)sds+o(1)ds
)
.
Since by Proposition 2.6, u′p(rp)rp ≈ 4
√
e
pr2/(p−1)p
, we get our statement using Lemma 4.2.

Proposition 4.4. We have that r∞u∞ is the unique root of the equation
2
√
e logx+ x = 0. (20)
Proof. By Lemma 4.2 and Lemma 4.3, we get that 4
√
e
r∞
= 2u∞− log(r∞u∞) . It implies that
2
√
e log(r∞u∞) =−r∞u∞ which ends the proof. 
Let us denote by ¯t the unique solution of 2
√
e log t + t = 0. Then
r∞ =
¯t
u∞
. (21)
Remark 4.5. Lemma 4.3 and equation (21) imply that
α = 2+
4
√
e
¯t
> 2.
Previous results give some links between α , r∞ and u∞. So, it is enough to
compute exactly u∞ to be able to characterize all the other values. For this, we
need some other preliminary estimates.
Lemma 4.6. Ip :=
∫ 1−spε+p
0
(
sp
ε+p
+ t
)(
1+ z
+
p (t)
p
)p
dt is bounded.
Proof. We have, substituting t = s−sp
ε+p
,
Ip =
1
ε+p
∫ 1
sp
(
sp
ε+p
+
s− sp
ε+p
)(
1+
z+p ((s− sp)/ε+p )
p
)p
ds
=
1
(ε+p )2
∫ 1
sp
s
u
p
p(s)
up(sp)p
ds
=
p
up(sp)
∫ 1
sp
supp(s)ds
≤C1 p
(∫ 1
sp
sup+1p
) p
p+1
≤C2
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since up(sp) ≥ 12 by Proposition 2.3 and
∫ 1
sp
su
p+1
p (s)ds is bounded by Proposi-
tion 2.1. 
Lemma 4.7. Ip :=
∫ 1−spε+p
0
(
sp
ε+p
+ t
)(
1+ z
+
p (t)
p
)p
dt → α +2.
Proof. Let us denote by I∞ := limp→+∞
∫ 1−spε+p
0 (sp/ε
+
p + t)
(
1+ z+p (t)/p
)p dt. We
first remark that I∞ ≥ α +2 > 4. Indeed, by Fatou’s lemma and Lemma 4.2, we get
I∞ ≥ liminfp→+∞
∫ 1−sp
ε+p
0
(
(sp/ε
+
p + s)(1+
z+p (s)
p
)p
)
ds
>
∫ +∞
0
(l + s)ez˜l(s)ds
=
∫ +∞
l
seZl (s)ds = α +2.
By Pohozaëv identity we have
2
p+1
∫
B
|up(x)|p+1 dx = 12
∫
∂B
(x ·ν)
(∂up(x)
∂ν
)2
.
So, 2p+1
∫ 1
0 |up(r)|p+1r dr = 12u′p(1)2, i.e. p
∫ 1
0 |up(r)|p+1r dr = p(p+1)4 u′p(1)2. More-
over, by the equation,
−u′p(1) =
∫ sp
0
|up(r)|p−1u(r)r dr+
∫ 1
sp
|up(r)|p−1u(r)r dr
=
∫ 1
sp
upp(r)r dr
= ε+p
∫ 1−sp
ε+p
0
upp(xp + ε
+
p s)(sp + ε
+
p s)ds
=
up(sp)
p
∫ 1−sp
ε+p
0
(
1+ z+p (s)/p
)p (
sp/ε
+
p + s
)
ds
=
u∞ +o(1)
p
∫ 1−sp
ε+p
0
(sp/ε
+
p + t)
(
1+ z+p (t)/p
)p dt.
Hence,
p
∫ 1
0
|up(r)|p+1r dr = p(p+1)4
(u∞ +o(1))2
p2
I2p.
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On the other hand, using Proposition 2.6 and Lemma 4.2, we get
p
∫ 1
0
|up(r)|p+1r dr = p
∫ rp
0
|up(r)|p+1r dr+ p
∫ sp
rp
|up(r)|p+1r dr+ p
∫ 1
sp
|up(r)|p+1r dr
=
4e+o(1)
r
4/(p−1)
p
+ p(ε+p )
2up(sp)
p+1
∫ 0
rp−sp
ε+p
(
1+ z+p (s)/p
)p+1( sp
ε+p
+ s
)
ds
+ p(ε+p )
2up(sp)
p+1
∫ 1−sp
ε+p
0
(
1+ z+p (s)/p
)p+1( sp
ε+p
+ s
)
ds
=
4e+o(1)
r2
∞
+o(1)
+ (u2
∞
(α −2)+o(1))+up(sp)2
∫ 1−sp
ε+p
0
(
sp
ε+p
+ s
)(
1+ z+p (s)/p
)p+1 ds
=
4e+o(1)
¯t2 +o(1)
u2
∞
+u2
∞
(α −2)+o(1)+up(sp)2
∫ 1−sp
ε+p
0
(
sp
ε+p
+ s
)(
1+ z+p (s)/p
)p+1 ds.
(22)
The inequality
(
1+ z+p /p
) ≤ 1 implies (1+ z+p /p)p+1 ≤ (1+ z+p /p)p. So we
get
p
∫ 1
0
|up(r)|p+1r dr ≤ 4e
¯t2 +o(1)
u2
∞
+u2
∞
(α −2)+ (u2
∞
+o(1))Ip +o(1).
Hence Pohozaëv identity becomes
p(p+1)
4
(u∞ +o(1))2
p2
I2p ≤
4e+o(1)
¯t2 +o(1)
u2
∞
+u2
∞
(α −2)+ (u2
∞
+o(1))Ip +o(1).
Since Ip is bounded by Lemma 4.6, passing to the limit as p →+∞, we obtain
u2
∞
4
I2
∞
≤ 4e
¯t2
u2
∞
+u2
∞
(α −2)+u2
∞
I∞.
Thus, by previous estimates (as u∞ > 0), I
2
∞
4 − I∞ ≤ 4e¯t2 +(α−2) =
(α−2)2
4 +(α−
2) = (α+2)
2
4 − (α + 2). Since the function x
2
4 − 4 is increasing on x ≥ 2 and we
already proved that I∞ ≥ α +2, we directly get that I∞ = α +2. 
Lemma 4.8. Jpp :=
1
p
∫ 1−spε+p
0
(
sp
ε+p
+ t
)(
1+ z
+
p (t)
p
)p
log(l+t+o(1))dt = o(1) as p→
+∞.
Proof. We prove that ∀ε > 0,∃p0 > 0 : ∀p > p0, Jpp < ε .
Let us fix ε > 0 and choose Rε such that
2αβ α
β α +(Rε + l)α <
ε
3(log u∞ +1)
. (23)
Then, for p large,
Jp
p
=
1
p
∫ Rε
0
(
sp
ε+p
+ t
)(
1+
z+p (t)
p
)p
log(l + t +o(1))dt
+
1
p
∫ 1−sp
ε+p
Rε
(
sp
ε+p
+ t
)(
1+
z+p (t)
p
)p
log(l + t +o(1))dt
=
J′p
p
+
J′′p
p
.
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Since
(
sp
ε+p
+ t
)(
1+ z
+
p (t)
p
)p
log(l + t + o(1)) → (l + t)ez˜l(t) log(l + t) and Rε is
fixed, we get J
′
p
p → 0. So, there exists p′0 such that, for any p > p′0,
J′p
p <
ε
3 .
Then, for J
′′
p
p , we have
log(l + t +o(1))≤ log(l + 1− sp
ε+p
+o(1))≤
|log(lε+p +1− sp +o(ε+p ))|+ |logε+p | ≤C1 +C2 p
for large p. Indeed, the first term is bounded and for the second one we have
2|log ε+p |= log(pup−1p (sp)) = log p+(p−1) logup(sp)≤C2 p.
Hence,
J′′p
p
≤ C1 +C2p
p
∫ 1−sp
ε+p
Rε
(
sp
ε+p
+ t
)(
1+
z+p (t)
p
)p
dt
= o(1)+C2
∫ 1−sp
ε+p
Rε
(
sp
ε+p
+ t
)(
1+
z+p (t)
p
)p
dt.
Finally, using Lemma 4.7,
∫ 1−sp
ε+p
Rε
(
sp
ε+p
+ t
)(
1+
z+p (t)
p
)p
dt =
∫ 1−sp
ε+p
0
(
sp
ε+p
+ t
)(
1+
z+p (t)
p
)p
dt
−
∫ Rε
0
(
sp
ε+p
+ t
)(
1+
z+p (t)
p
)p
dt
which converges to α +2− ∫ Rε0 (l + t)ez˜l(t) dt = α +2− ∫ Rε+ll teZl(t) dt.
As
∫ Rε+l
l te
Zl(t) dt =α+2− 2αβ αβ α+(Rε+l)α , we get
J′′p
p ≤ o(1)+C2
(
o(1)+ 2αβ
α
β α+(Rε+l)α
)
.
Hence, by definition of Rε , there exists p′′0 such that for all p > p′′0
J′′p
p
≤ ε3 +C2
ε
3C2
=
2ε
3 .
This ends the proof using p0 = min(p′0, p′′0).

Proposition 4.9. u∞ = e
2
α+2
.
Proof. By Lemma 4.1, substituting s = sp + ε+p t, we derive
−up(sp) = ε+p
∫ 1−sp
ε+p
0
(sp + ε
+
p t) log(sp + ε+p t)upp(sp + ε+p t)dt
= (ε+p )
2upp(sp)
∫ 1−sp
ε+p
0
(sp/ε
+
p + t) log(sp + ε+p t)
(
1+ z+p (t)/p
)p dt.
Using the same idea as in equation (19), we get
log(sp + ε+p t)− logup(sp) = log(l+ t +o(1))+
1
2
log(1/p)− p+1
2
log(up(sp)),
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i.e. log(sp + ε+p t) = log(l + t + o(1)) + 12 log(1/p)− p−12 log(up(sp)). It implies
that
−up(sp) = up(sp)p
∫ 1−sp
ε+p
0
[
(sp/ε
+
p + t)
(
1+ z+p (t)/p
)p (− p−1
2
log(up(sp))+
1
2
log(1/p)+ log(l + t +o(1))
)]
dt = (−u∞
2
logu∞ +o(1))Ip +o(1)Ip +
up(sp)
p
Jp.
As Ip → α + 2 by Lemma 4.7 and Jpp = o(1) by Lemma 4.8, we get that −u∞ =
− 12u∞ logu∞(α +2) which ends the proof. 
Proof of Theorem 1, Theorem 2 and Theorem 3 : Proposition 2.7 and Propo-
sition 3.1 give Theorem 1. Then, combining Proposition 4.9 and Remark 4.5 we
obtain the convergence of ‖u+p ‖∞ (see equation (6)) which is the first part of Theo-
rem 2.
Since r∞ = ¯t
e
2
α+2
by equation (21), we get Theorem 3.
From this result, we directly get the convergence of ‖u−p ‖∞ using Propostion 2.6
(see equation (5)) which is the second point of Theorem 2.
Moreover, by the equation (22) and as Ip → α + 2, we get that p
∫
B|∇up|2 →
8pie
r2
∞
+4piαu2
∞
. Using Proposition 4.9, Remark 4.5 and equation (21), we deduce (7).
Finally, to prove that pup(x) converges to γ log |x|, which is the last part of Theo-
rem 2, let us use the representation formula
pup(x) = p
∫
B
G(x,y)|up(y)|p−1up(y)dy
= p
[
−
∫
{|y|6rp}
G(x,y)|up(y)|pdy+
∫
{rp<|y|<1}
G(x,y)|up(y)|pdy
]
where G(x,y) is the Green function of the unit ball. For the first term we have
∫
{|y|<rp}
G(x,y)|up(y)|pdy = p
∫ 2pi
0
∫ rp
0
G(x,(r cos θ ,r sin θ))|up(r)|prdrdθ
(setting r = rpτ)
= p
∫ 2pi
0
dθ
∫ 1
0
G(x,(rpτ cosθ ,rpτ sin θ))|up(rpτ)|p (rp)2 τdτ
=
p
r
2
p−1
p
∫ 2pi
0
dθ
∫ 1
0
G(x,(rpτ cosθ ,rpτ sinθ))
∣∣∣∣r 2p−1p up(rpτ)
∣∣∣∣
p
τdτ
=
p
r
2
p−1
p
∫
B
G(x,rpy)
∣∣∣∣r 2p−1p up(rp|y|)
∣∣∣∣
p
dy
−→ 8pi
√
e
r∞
G(x,0) = 4
√
e
r∞
log |x| in B\{0}.
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For the second term we have, setting r = ε+p τ + sp, by the third equality in Propo-
sition 2.6 and the uniform convergence of G(x,y) to G(x,0) in B\{0},
p
∫
{rp<|y|<1}
G(x,y)|up(y)|pdy = p
∫ 2pi
0
∫ 1
rp
G(x,(r cos θ ,r sin θ))|up(r)|prdrdθ
= p
∫ 2pi
0
dθ
∫ 1−sp
ε+p
rp−sp
ε+p
G(x,(ε+p τ + sp)cos θ ,(ε+p τ + sp)sinθ))|up(ε+p τ + sp)|p
(
ε+p
)2(
τ +
sp
ε+p
)
dτ
= ||u+p ||∞
∫ 2pi
0
dθ
∫ 1−sp
ε+p
rp−sp
ε+p
G(x,(ε+p τ + sp)cos θ ,(ε+p τ + sp)sinθ))
∣∣∣∣1+ zp(τ)p
∣∣∣∣
p(
τ +
sp
ε+p
)
dτ
Using (6), Lemma 4.7, the fact that rp−sp
ε+p
→−l, ∫ ∞−l(s+ l)eZl(s)ds = 2α and the
uniform convergence of G(x,(ε+p τ + sp)cosθ ,(ε+p τ + sp)sin θ))→ G(x,0) in B \
{0}, as p →+∞ we finally get
p
∫
{rp<|y|<1}
G(x,y)|up(y)|pdy → 4piαe
¯t
2(¯t+
√
e) G(x,0)
= 2αe
¯t
2(¯t+
√
e) log |x|
So, summing up we get that,
pup(x) −→
(
4
√
e
r∞
+2αe
¯t
2(¯t+
√
e)
)
log |x| =
(
4+ 12
√
e
¯t
)
e
¯t
2(¯t+
√
e) log |x|
as we wanted to show.

5. LOW ENERGY SOLUTIONS – ASYMPTOTIC ANTISIMMETRY
We end by proving Theorem 5. Let us denote by wp a family of low energy nodal
solutions, i.e. solutions satisfying (1), having Morse index two. In [9], we have
proved that, under the assumption (B) stated in the introduction, pwp converges,
up to a subsequence, to 8pi
√
e(G(.,x+)−G(.,x−)) where G is the Green function
on B and x+ and x− are the limit points of the maximum point x+p and the minimum
point x−p of wp. Moreover it holds

∂G
∂xi
(x+,x−)− ∂H∂xi (x
+,x+) = 0,
∂G
∂xi
(x−,x+)− ∂H∂xi (x
−,x−) = 0,
(24)
for i = 1,2, where H denotes the regular part of G. Since the domain is a ball we
have that
G(x,y) =− 1
2pi
ln|x− y|+ 1
2pi
ln|y|+ 1
2pi
ln|x− y/y2|
and
H(x,y) = G(x,y)+ 1
2pi
ln|x− y|.
Since wp have Morse index 2, by the symmetry result of [10] (or [4] for least energy
nodal solution) we deduce that wp are foliated Schwarz symmetric, i.e. they are
even with respect to a diameter and monotone in the polar angle. Moreover, by [2],
wp cannot be radial and this implies that the maximum point x+p and the minimum
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point x−p are on the same diameter but on different sides with respect to the centre
of the ball. Therefore, up to rotation, we can assume without loss of generality that
x+ = (0,a) and x− = (0,−b) with a > 0, b > 0. Inserting this information in (24)
we get the system 

−1
a+b +
b
ab+1 −
a
a2−1 = 0,
1
a+b −
a
ab+1 −
b
1−b2 = 0.
whose unique solution is a = b =
√
−2+√5. Hence the points x+ and x− are
antipodal and so the limit function G(.,x+)−G(.,x−) is even with respect to the
diameter passing through x+ and x− and odd with respect to the orthogonal diam-
eter. Then the assertion of Theorem 5 is proved.

Remark 5.1. Let us consider the least energy nodal solutions w˜p of (Pp). By [9]
we know that they satisfy (1) and by [3] we know that they have Morse index two.
Therefore if we knew that they satisfy condition (B), Theorem 5 would apply and we
could claim that w˜p are asymptotically antisymmetric with respect to a diameter.
We believe that this is true but so far we have not been able to prove (B) for this
kind of solutions.
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