solution for the optimal thresholds used in the LLRQ decision rule at each sensor [8], except for distributions with certain symmetric properties [2].
I. INTRODUCTION
Binary pseudorandom sequences with optimal autocorrelation play important roles in many areas of communication and cryptography. In code-division multiple-access (CDMA) communication systems, the sequences are needed to acquire the accurate timing information of received signals. In cryptography, on the other hand, the sequences are employed to generate key streams in stream cipher encryptions. Therefore, lots of attention have been paid to binary sequences with optimal autocorrelation. More details on the sequences will be discussed in Section II.
For a binary sequence of period N 0 (mod 4), the autocorrelation fN; 0; 04g or fN; 0; 4g is optimal in the sense that it has the two out-of-phase values with the smallest magnitudes [17] . If we allow three out-of-phase values with the smallest magnitudes, then the best autocorrelation should be fN; 0; 64g, where the autocorrelation is optimal with respect to its magnitude. In practical applications, it has the same meaning as conventional optimal autocorrelation. Consequently, the autocorrelation of fN; 0; 64g is also considered as optimal in this correspondence.
In [13] , Gong introduced the interleaved structure of sequences that is indeed a good method not only for understanding a sequence structure, but also for constructing new sequences of an interleaved form [13] , [14] . In this correspondence, we show that binary sequences of period 4v with optimal autocorrelation shown in [1] can be represented by a v 2 4 interleaved structure. We also show that a binary product sequence [19] of period 4v with optimal autocorrelation can be represented as a 4 2 v interleaved structure. Inspired by these interpretations, we discover a new construction of binary sequences of period N = 4(2 m 0 1) with the four-valued autocorrelation fN; 0; 64g by the interleaved method. In details, we use a 4 2 (2 m 0 1) interleaved structure defined by the perfect binary sequence of period 4 and a binary m-sequence of period 2 m 0 1. In the interleaved structure, a sequence defined over 4 is used as a shift sequence. The new sequences are almost balanced, i.e., the difference between the numbers of zeros and ones in a period is 2 [22] , and optimal with respect to autocorrelation magnitude. The complete autocorrelation distribution and the exact linear complexity of the sequences are mathematically derived. From the simple implementation with a small number of shift registers and a connector, the sequences have a benefit of obtaining the large linear complexity.
This correspondence is organized as follows. In Section II, we give preliminary concepts and definitions on binary sequences for understanding this correspondence. Interleaved structures of known binary sequences with optimal autocorrelation are discussed in Section III.
Section IV constructs new binary sequences of period N = 4(2 m 01) for even m 4 with the four-valued autocorrelation fN; 0; 64g using a 4 2 (2 m 0 1) interleaved structure. The autocorrelation distribution is mathematically derived in the section. In Section V, the linear complexity of the sequences is investigated and the implementation is discussed. Concluding remarks are given in Section VI.
II. PRELIMINARIES
The following notations will be used throughout this correspondence.
-m is a ring of integers modulo m and + m = fr 2 mjr 6 = 0g.
-q = GF (q) is a finite field with q elements and 3 q is a multiplicative group of q .
-For a binary sequence a = fatg; at 2 f0; 1g. a is the complement of a, or a = fa t + 1g where the addition is computed modulo 2.
-For a sequence a = fatg over q and an integer g, a + g = fa t + gg where the addition is computed modulo q. 
A. Equivalence of Sequences
Let a = fatg and b = fbtg be two periodic sequences. Then, they are called cyclically equivalent [12] if there exists an integer k such that at = b t+k for all t 0. Otherwise, they are called cyclically distinct.
B. Balance and Almost Balance Properties
Let a = fa t g be a binary sequence of period N . Then, a is called balanced [11] if the number of zeros is nearly equal to the number of ones in a period, i.e., S = N01 t=0 (01) a 1. For odd N , a is balanced if and only if S = 1, and for even N , it is balanced if and only if S = 0. If N is even and S = 2, then a is called almost balanced [22] .
C. Optimal Autocorrelation
The (periodic) autocorrelation of a binary sequence a = fa t g of period N is defined by for all 's. In particular, the case 1) is called ideal two-level autocorrelation and the binary sequence of the case 1) corresponds to the cyclic difference set [2] , [15] . The complete classes of all known inequivalent binary sequences of period N = 2 m 0 1 with ideal two-level autocorrelation are summarized in [5] along with the corresponding cyclic difference sets. The binary sequences of the cases 2)-4) correspond to almost difference sets (ADSs), which are the generalization of two different types of ADSs independently defined by Ding [6] and Davis [4] . The generalization was done in [8] . Several classes of the binary sequences of the cases 2) and 3) are described by the corresponding ADSs in [7] and [8] , respectively. Using known cyclic difference sets, four classes of the binary sequences of the case 4) and the corresponding ADSs are presented in [1] , where the sequences generally contain the binary sequences constructed from the product method in [19] . Another ADS corresponding to the binary sequence of the case 4) is presented in [26] by the addition of two indices to one class of the ADSs in [1] . From a finite field approach, the binary sequences of period N = p m 0 1 for odd prime p corresponding to the cases 3) and 4) are also described in [17] and [22] . (It is known that the sequences in [17] have already been described in [23] and called the Sidelnikov sequences.) For a survey of binary and quadriphase sequences with optimal autocorrelation, see [20] .
In this correspondence, if C a ( ) 2 fN; 0; 64g for N 0 (mod 4), we consider it is also optimal in the sense that its autocorrelation magnitude is identical to that of the case 4).
D. Perfect Sequences
Let a be a binary sequence of period N . If its autocorrelation C a ( ) is equal to 0 for all 6 0 (mod N ), then a is called a perfect sequence. We also define the perfect sequence for a nonbinary case by extending the definition of its autocorrelation [12] . For nonbinary cases, a few polyphase perfect sequences are known in [9] and [10] . However, the only known perfect binary sequence is a = (0; 1; 1; 1) or its complement [2] . For a period of 4 < N < 108 900, no perfect binary sequences are found [24] , and it is conjectured in [16] that no other perfect binary sequence exists except for N = 4.
E. Product Sequences
Let a and b be binary sequences of periods N 1 and N 2 , respectively, where gcd(N1; N2) = 1. Then, the product sequence [19] [12] . Then, u is represented by a (2 k 0 1; 2 k + 1) interleaved sequence [13] , i.e., u = A(a; e).
In its array form U = (u0; . . . ; u 2 ), the base sequence a is a binary m-sequence of period 
In other words, u 0 is a zero sequence of length 2 k 01, and u j ; j 6 = 0, is a cyclic ej shift of a, where ej is given in (4).
III. INTERLEAVED STRUCTURES OF KNOWN BINARY SEQUENCES WITH OPTIMAL AUTOCORRELATION
In this section, we examine interleaved structures of binary sequences of period N = 4v with optimal autocorrelation.
A. ADS Sequences
In the ADS sequence s defined by (2) and (3), let a be a binary sequence of period v 3 (mod 4) with ideal two-level autocorrela- 3) b = (0; 1; 1; 1) is the perfect binary sequence.
From the interleaved structure, s is cyclically distinct for each ; 0 v 0 1. In particular, if = 0, it is easy to see that s is equivalent to the product sequence of a and b, i.e., s = a + b. Thus, the product sequence of period 4v with optimal autocorrelation is a special case of the ADS sequence, which is pointed out in [1] . 
B. Product Sequences
In Section III-A, the product sequence of period 4v with optimal autocorrelation is represented by a v 24 interleaved structure as a special case of the ADS sequence ( = 0). Here, it is also represented by a 
Thus, the product sequence p has the following interleaved structure. 
3) b = fbig is a binary sequence of period v with ideal two-level autocorrelation.
In the interleaved structure of p = (p0; . . . ; pv01), its jth column is given by p j = L e (a) if b j = 0, or p j = L e (a), otherwise. (6) Interestingly, each column of the (2 k 0 1) 2 (2 k + 1) interleaved structure of e = (e 0 ; e 1 ; . . . ; e 2 ) is given by e j = fe i;j g; where e i;j = 3(i + j) (mod 4) (7) for 0 i 2 k 0 2 and 0 j 2 k . Note that ei;j = e i(2 +1)+j and both expressions are used throughout this correspondence.
In Section IV, we will give a new construction of binary sequences of period N = 4(2 m 01) for even m 4 with optimal four-valued autocorrelation by modifying the shift sequence of the interleaved structure of a product sequence.
IV. NEW BINARY SEQUENCES WITH OPTIMAL FOUR-VALUED AUTOCORRELATION
This section presents a new construction of binary sequences of period N = 4(2 m 0 1) for even m 4 with optimal four-valued autocorrelation, i.e., Cu( ) 2 fN; 0; 64g for any . 3) e = (e 0 ; e 1 ; . . . ; e 2 ) is a sequence over 4 represented by a 
for 0 i 2 k 0 2 and = 1 or 01.
In fact, we obtain the new sequence u by modifying the shift sequence of (7) in the interleaved structure of a product sequence. Hence, the difference between the numbers of zeros and ones in the period is 2, i.e., u is almost balanced.
B. Autocorrelation
To compute the autocorrelation function of u, we first consider Proposition 1. 
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Using (8), (13), and (20), we obtain (17) immediately. Moreover, the assertions of (18) and (19) are from (17) . Now, we are ready to compute C u (). Proof: To compute Cu( ), we use (9) in Proposition 1. Because C a (t l ) = 0 at any nonzero t l , C u () is determined by the cases of t l = 0 in (9) . For the following three cases, recall (11) Thus, C u ( ) = (n 0 1 1 + n 1 1 (01)) 1 C a (0) = 04.
3) h = 2: In this case, no elements are zero in T . Thus, Cu( ) = 0 from Ca(t l ) = 0.
From (11), note that v 3r + x + y 3 1 (3y 0 x + r) 0h
(mod 4). Combining 1), 2), and 3), we have 
In (23), note that y 6 = 0 implies s 6 = 0.
If we combine (21), (22), and (23), then the proof is completed. From the Cases 1-3, the proof is completed. Note that Cu (1) is determined by the last column of D corresponding to the zero column of T . Then, we can easily compute C u (1) = 04.
The autocorrelation function from Theorem 2 is shown in Table I . From Theorem 3, the complete autocorrelation distribution is given by 
V. LINEAR COMPLEXITY AND IMPLEMENTATION OF NEW BINARY SEQUENCES
In this section, the exact linear complexity of the new binary sequences is mathematically derived. Also, this section shows that the implementation of the sequences requires only a small number of shift registers and a simple logic to provide the large linear complexity.
A. Linear Complexity
The linear complexity of a sequence is defined as the shortest length of a shift register that generates the sequence, or equivalently, a degree of the minimal polynomial of the sequence [12] . Before examining the linear complexity of the new sequence, we consider the following lemmas. From [18] , the minimal polynomial of c is given by (25) where c = fctg is the binary sequence from Lemma 4.
Proof: Assume that u = a + b + f where f = ff t g. Because u t = a t + b t at t 6 0 (mod 2 k + 1), it is clear that From (26) and (30), f = c in (24), and hence (25) is true.
The linear complexity of the binary sequences from Construction 1 is presented by Theorem 4. where the degree of m u (x) or the linear complexity of u is given by structures, their linear complexities are given by m + 4 and 2m + 4, respectively, which will be discussed in the Appendix. Table II shows that the new binary sequences from Construction 1 provide much larger linear complexities than the other two classes of sequences. The linear complexities of Table II are confirmed by computer experiments of the Berlekamp-Massey algorithm [3] , [21] . 
Remark 5:
In the Appendix, the linear complexities of the product and the ADS sequences are l+4 and at most 2l+4, respectively, where l is the linear complexity of a binary sequence with ideal two-level autocorrelation employed as the indicator or the base sequence in the sequences. If l m, the linear complexities may be larger than that of the new sequences in Theorem 4. However, we need as many numbers of shift registers as the linear complexities for their implementation, which requires the larger implementation cost.
VI. CONCLUSION
From a 4 2(2 m 01) interleaved structure, we have constructed new binary sequences of period N = 4(2 m 0 1) for even m 4 with four-valued autocorrelation fN; 0; 64g, which is optimal with respect to autocorrelation magnitude. The complete autocorrelation distribution and the exact linear complexity of the sequences have been mathematically derived. Only with (m + 7) shift registers and a simple connector, the sequences are implemented to give large linear complexity.
APPENDIX
We discuss the linear complexities of the product and the ADS sequences of period 4v.
Lemma 6: Let p = a + b be the product sequence of period 4v with optimal autocorrelation, where a is the perfect binary sequence of period 4 and b a binary sequence of period v with ideal two-level autocorrelation. Then, its linear complexity is given by L c = l + 4 where l is the linear complexity of b. Lemma 7: Let s be the ADS sequence of period 4v defined by (3) with a binary two-level autocorrelation sequence a of period v and a matrix G in (2) . If the linear complexity of a is l, then the linear complexity Lc of s is at most 2l + 4, i.e., Lc 2l + 4. In particular, the equality is achieved if a is a binary m-sequence and 6 = 0.
Proof: From (2) (32) If = 0, we have w = a and s = a + b. Thus, the linear complexity of s with = 0 is given by L c = l + 4 from Lemma 6.
For a nontrivial ADS sequence with 6 = 0, it is clear that w is a binary sequence of period 2v from (32). Also, w is represented by a v22 interleaved structure where its first column is (a 0 ; a 2 ; a 4 ; . . .) and the second column is (a 1+ ; a 3+ ; a 5+ ; . . .). Because each column sequence is a shift-and-decimation of a, its minimal polynomial is identical to m a (x), the minimal polynomial of a. Let m w (x) be the minimal polynomial of w. 
