Structurally disordered materials continue to pose fundamental questions, [1] [2] [3] [4] including that of how different disordered phases ("polyamorphs") can coexist and transform from one to another. [5] [6] [7] As a widely studied case, amorphous silicon (a-Si) forms a fourfold-coordinated, covalent random network at ambient conditions, but much higher-coordinated, metallic-like phases under pressure. [8] [9] [10] However, a detailed mechanistic understanding of the liquid-amorphous and amorphous-amorphous transitions in silicon has been lacking, due to intrinsic limitations of even the most advanced experimental and computational techniques. Here, we show how machine-learning (ML)-driven simulations can break through this long-standing barrier, affording a comprehensive, quantum-accurate, and fully atomistic description of all relevant liquid and amorphous phases of silicon. Combining a model system size of 100,000 atoms (tennanometre length scale) with a prediction accuracy of a few meV per atom, our simulations reveal a remarkable, three-step transformation sequence for a-Si under increasing external pressure. First, up to 10-11 GPa, polyamorphic low-and high-density amorphous (LDA and HDA) regions are found to coexist, rather than appearing sequentially. Then, we observe a structural collapse into a distinct, very-high-density amorphous (VHDA) phase at 12-13 GPa, reminiscent of the dense liquid but being formed at a much lower temperature. Finally, our simulations indicate the transient nature of this VHDA phase: it rapidly nucleates crystallites at 13-16 GPa, ultimately leading to the formation of a poly-crystalline, simple-hexagonal structure, consistent with experiments 11-13 but not seen in earlier simulations. 9,14-16 These results shed new light on the structural nature of the archetypical disordered material system, viz. liquid and amorphous states of silicon, and the insight gained herein can map onto other polyamorphic network systems, such as liquid water and amorphous ices. 17,18 In an even wider context, our work exemplifies a new, ML-driven approach to multiscale materials modelling, in which predictive simulations move beyond small, simplified models and reveal phenomena on physically realistic length and time scales.
in liquid silicon among the most recent ones. 23 We have previously carried out pilot studies of amorphous silicon (a-Si) based on molecular-dynamics (MD) simulations with a Gaussian approximation potential (GAP) ML model, 24, 25 using system sizes between 512 and 4,096 atoms, and considering only the ambient-pressure regime at that time. 26, 27 In the present work, we now report a landmark step forward: we performed much more extensive GAP-MD simulations of a system containing 100,000 silicon atoms (Fig. 1a ), and we surveyed this system throughout the full parameter space of relevant temperatures and pressures (Fig. 1b ). Comprising several million individual timesteps at this system size, such simulations would previously have only been possible with much simpler, empirically parameterised force fields of (necessarily) limited accuracy and transferability. 28, 29 High-pressure forms of matter show diverse and often unexpected atomic environments, and therefore structural exploration at gigapascal pressures requires predictive, quantum-accurate methods. 30 We therefore begin by justifying the ML potential model that we use: we developed it, based on an established GAP for silicon 25 ("GAP-18"), but now include iteratively sampled liquid and amorphous structures under very high pressures in the reference database ("GAP-18P"), as detailed in the Methods section. Uncertainty quantification, based on the Gaussian process variance, 25 shows that our ML approach can indeed reach a quantum-mechanical level of prediction accuracy, which we take to be within a few meV per atom ( Fig. 1c ). Beyond numerical verification, a new ML potential must also be amenable to validation against experiments: 31 here, existing X-ray diffraction data for the dense liquid 32 provide a suitable benchmark, and indeed the measured and computed structure factors, S(q), are in excellent agreement over the entire pressure range up to 23 GPa (Fig.   1d ). Having validated our method for the highly complex liquid phases, we may now apply it to further structural questions with full confidence. (a) A fully relaxed amorphous silicon (a-Si) structure with 100,000 atoms, created in the present work. The smaller boxes on the left show the size of a 512-atom system from a recent study, 26 marking the limit of current DFT methods for simulations over several nanoseconds, and that of a 4,096-atom system in our pilot GAP-MD studies; 26 all boxes are drawn to scale. (b) Overview of the present study, illustrating the parameter space of temperatures and pressures in which we probe all relevant transition pathways ("1-3"). The existence and nature of (very) high-density amorphous phases have been widely discussed; they are indicated here by a dashed box and are studied in this work. (c) Uncertainty quantification for our ML model, using predicted errors based on the Gaussian process variance, shown for the general-purpose GAP-18 (dashed lines) 25 and for our new, extended GAP-18P model (solid lines); see Methods. (d) Structure factors of liquid silicon during compression (pathway 1). Computed values from our simulations (red) are overlaid on the experimental reference data (black); the figure is adapted from the original work by Funamori and Tsuji. 32 Reprinted figure with permission from Ref. 32 (https://dx.doi.org/10.1103/PhysRevLett.88.255508). Copyright 2010 by the American Physical Society. Arrows indicate the location of the maxima and a shoulder in the first peak, the latter being gradually diminished at higher pressure, all of which are correctly described by our simulations.
The first mechanism to be studied here in atomistic detail is the liquid-amorphous transition.
Cooling liquid silicon at a properly chosen rate yields a high-quality, glassy a-Si network, as we have previously established for small GAP model structures. 26, 27 We have now carried out a quench simulation for our 100,000-atom system, reducing the temperature at a rate of 10 11 K s -1 in the relevant region ( Fig. 2a ). The large system size and (relatively) slow cooling allow us to pinpoint the transition from a high-density liquid (HDL) to a low-density amorphous (LDA) phase, as the volume increased by about 10% between 1,195 and 1,175 K ( Fig. 2a ). While our initial, 1,500 K liquid appeared to be fully disordered ( Fig. 2b) , we observed an onset of spatial heterogeneity ("patchiness") during cooling, shown at 1,195 K, just before the transition set in. At this stage, regions of high coordination numbers (red in Fig. 2b ) coexisted with others that were much closer to fourfold, "diamond-like" coordination (white), and spatial fluctuations occurred on the length scale of a few nanometres. Upon further cooling (1,195 → 1,175 K), we then observed a rapid transition to a largely fourfold coordinated, glassy network, concomitant with a sudden drop in the atomic mobility (as monitored by the mean-square displacement, MSD; Fig. 2a ). Beside the coordination numbers, the overall, short-to medium-range structural similarity to crystalline silicon also increased sharply during the transition: we measure that using the Smooth Overlap of Atomic Positions (SOAP) kernel, 33 which defines a quantitative value for the structural similarity to diamondtype silicon, ranging between zero and one for each atom (Fig. 2c ). 27 We may finally link the evolution of the spatial (and purely structural) heterogeneity with that of local energetic stability: "machine-learned" atomic energies, εML, derived from the GAP regression model, can serve as an indicator for the stability of individual atomic environments in liquid and amorphous silicon. 27 Those regions that are low-coordinated (white in Fig. 2b ) and similar to diamond-type silicon (light green in Fig. 2c ) also have low -that is, favourable -ML atomic energies (blue in Fig. 2d ), and vice versa. Fig. 1b ), taken from the equilibrated liquid (top), just before (middle), and just after the structural transition (bottom). Simulation cells are shown in plan view, offering the same perspective in all panels. Atoms are drawn as opaque spheres, and so the slice thickness is a few Å at most. Coordination numbers, N (spatial cut-off = 3.1 Å), are indicated by colour coding. (c) Same for the SOAP-kernel similarity to ideal diamond-type crystalline ("dia") Si. 34 (d) Same for the ML atomic energies, εML (referenced to dia-Si). 27 (e) Evolution of εML shown as kernel-density estimates ("smoothed histograms"), evaluated at 1 K temperature increments between 1195 and 1175 K, and shown separately according to coordination numbers, N.
The arrows indicate the direction of evolution of the curves with decreasing temperature, i.e. during the quench from the liquid to the amorphous state.
Remarkably, the distribution of εML and its evolution during the HDL → LDA transition (between 1,195 and 1,175 K) can be deconvoluted into distinct contributions from four-, five-, and sixfold bonded environments ( Fig. 2e ). This approach complements the colour-coded plots in Fig. 2d by now giving insight into the entirety of the system -collecting local information for a total of 21 simulation snapshots, or 2.1 million distinct atomic environments.
The second mechanism, and perhaps the most intriguing question in the context of the present work, concerns the structural transformations of a-Si under high pressure. Diamond-anvil cell (DAC) experiments have indicated an amorphous-amorphous transition upon compressing a-Si to several gigapascals, evidenced by the sudden disappearance of high-frequency Raman-peak fingerprints and by a concomitant sharp increase of the electrical conductivity (a semiconductor-metal transition), both indicative of a major change in atomistic structure. [8] [9] [10] Increasing the pressure even further, to about 14 GPa, was seen to induce crystallisation (thereby demarcating the phase boundary of dense disordered silicon), 11, 12 although the experimental results may depend on the nature, origin, and purity of the sample, 13, 35 and the mere appearance of Bragg peaks does not explain the mechanism by which a crystalline phase forms. Furthermore, while experiments made it possible to identify the transition in the first place, they can lend relatively little insight into the atomistic structure of the amorphous high-density phase(s). Over the years, computer simulations have led to predictions of various high-pressure structures, including those with N = 5 predominantly 9,10,15 and those with much higher coordination numbers, 14 presumably depending on the computational method used. No simulation has been able to reproduce the pressure-induced crystallisation of simple hexagonal (sh) silicon, to the best of our knowledge. Motivated by these observations (and outstanding questions), we have now carried out ML-driven simulations of our 100,000-atom a-Si system under isothermal compression. Hydrostatic pressure was applied at a constant rate of 0.1 GPa ps -1 , while the temperature was held at 500 K: high enough to overcome local energy barriers, but low enough to prevent melting. The evolution of our a-Si system with increasing pressure is visualised in Fig. 3a -e, which reveals multiple interesting phenomena. Up to 11 GPa, most atoms remained in fourfold-coordinated (LDA-like) environments. However, regions of higher coordination emerged (magenta in Fig. 3a) , consistent with the notion of a "high-density amorphous" (HDA) phase. A striking result is the coexistence of LDA-and HDA-like regions at the same temperature and pressure; that is, the simulations directly indicate the presence of polyamorphism. Being able to capture this phenomenon at all requires system sizes beyond the nanometric length scale (Fig. 1a ), and the quantum-level accuracy of the ML potential ( Fig. 1c ) and its preceding validation for the even more disordered liquid ( Fig.   1d ) allow us to have complete confidence in the prediction. We note that McMillan et al. explicitly mention the presence of both polyamorphs on decompression, inferred from Raman data at the time; 9 further experimental investigations would certainly be worthwhile.
Upon even further compression, beginning at around 12 GPa, much higher coordinated (N ≥ 7)
regions suddenly emerged in our simulation (orange regions in Fig. 3b ), again exhibiting spatial heterogeneity on a scale of several nanometres. These highly-coordinated regions rapidly coalesced into a new, dense form that is distinct from both LDA and HDA (Fig. 3c ). We refer to this phase as "very-high-density amorphous" (VHDA), in line with conventions in the field. 14 The rapid structural collapse during VHDA formation reduced the volume from around 18 to around 14 Å 3 per atom ( Fig. 3f ). Importantly, this VHDA phase is transient in nature in these pressurization simulations, and crystalline regions rapidly nucleated in our simulation (Fig. 3d ), in agreement with experiments: DAC X-ray measurements showed sharp diffraction peaks, consistent with an sh phase, beginning to appear at around 14 GPa. 11 The remarkable finding of the present work is not just the existence of sh at high pressure (that, alone, has been deduced from free-energy estimations 36 , and observed by X-ray diffraction 11, 12 ), but the observation of a multistep crystallisation process which proceeds through an entirely distinct VHDA precursor phase -at variance with the assumption in previous work of direct HDA → crystalline transitions. 11, 12, 36 Having reached a pressure of 20 GPa (at the compression rate used, a few tens of picoseconds after the crystallisation had first set in), our system had fully transformed into a polycrystalline cell exhibiting hexagonally packed layers, stacked to form an sh structure ( Fig. 3e and S3 ). Disordered regions between the crystal grains remained, as expected for poly-and nano-crystalline materials. This crystallisation mechanism cannot be described in conventional, small-scale simulations: we compressed a system containing 1,000 atoms (cell length ≈ 2.4 nm at 13 GPa) under otherwise similar conditions, and it retained a metastable VHDA-like structure up to 50 GPa (Fig. S5) . Indeed, the small number of crystallites observed in our simulation (Fig. 3e ) suggests a nucleation-controlled mechanism with a critical nucleus size of at least several atoms. It is challenging to quantify the critical nucleus size in these simulations, due to the highly disordered nature of the VHDA phase, but we may refer to an earlier, DFT-based thermodynamic estimate of a critical-nucleus diameter of ≈ 0.7 nm at 14 GPa, 11 much smaller than our simulation system size of > 10 nm for the 100,000-atom model. We note that an early DFT simulation 14 on a 216-atom a-Si model predicted an abrupt collapse of the tetrahedral network near 16 GPa (which we may now interpret as VHDA formation), though the tiny cell and short simulations revealed nothing about the stability of the structure, and did not show crystallization. 14 The pressure-induced crystallisation of amorphous solids appears to be a rather infrequent occurrence: two such instances include Ge2Sb2Te5 (Ref. 37) and Ce75Al25, 38 but neither seem to involve (transient) VHDA-like phases in the crystallisation process.
Among the experimental indicators for the amorphous-amorphous transition in silicon is a sudden increase in the electrical conductivity. 9 Having accurate structural models available, we may study the electronic properties through the transition more closely, using tight-binding computations which are able to treat 100,000-atom size systems (Fig. 3h) . A linear-scaling, maximum-entropy method 39 was combined with the tight-binding Hamiltonian of Kwon et al., 40 previously used in studies of Urbach tails in a-Si 41 (Methods section). The density of states at the Fermi level, DOS(EF), plotted on the right-hand side of Fig. 3h , is a primary signature of electrical conductivity, 42 and its dramatic increase during compression indicates metallization in the transient VHDA phase, qualitatively consistent with the rapid conductivity increase between 10-12 GPa observed in DAC experiments. 9 At 13 GPa, the pseudogap is entirely filled in (left-hand side of Fig. 3h ) and therefore DOS(EF) increases to a relative value of ≈ 17 (right-hand side). Interestingly, the computed DOS of the VHDA phase is virtually indistinguishable from that of the 1,500 K liquid at similar pressure ( Fig. S7b) , notwithstanding the temperature of our compression run (500 K), which is far below the melting line, and the somewhat larger degree of structural ordering of VHDA at lower temperature compared with that of the pressurised liquid at a higher temperature (Fig. S4 ). The prediction of this distinct electronic feature might be tested by ultrafast spectroscopy techniques, which have been previously applied to liquid silicon. 43 With even further increasing pressure and the initiation of crystallisation (> 15 GPa), a pseudogap appears again, reducing the normalised value of DOS(EF) to around 10. The pseudogap at EF, seen at 20 GPa in Fig. 3h , may also be taken to indicate the stability of the polycrystalline sh-rich phase as compared to the transient VHDA structure.
The driving force for crystallisation can further be demonstrated by using, once more, the ML atomic energies (Fig. 3i ). In the transient VHDA phase, the atomic-scale structural disorder is reflected in a seemingly random distribution of more stable (blue) and less stable (yellow) atomic environments. In contrast, the emerging sh crystallites at 16 GPa provide distinct spatial regions of stability, around 0.3-0.5 eV at. -1 above that of the fully relaxed diamond-type structure, in line with the computed equations of state for the sh and diamond-type crystalline phases. 25 Our simulations have, therefore, described and explained the full range of phase transitions, reaching up to the experimentally established limit of existence (namely, sh formation) of dense amorphous silicon.
Beyond this one specific material, our findings demonstrate the general ability of quantumaccurate, linear-scaling, ML-driven simulations to enable scientific discovery in a wide range of material systems. These methods can reveal yet unknown phases and phenomena, including those that emerge under extreme conditions, from individual atomic environments to nanoscale heterogeneity. Simulations of disordered materials have thereby taken a qualitative step forward: from simple structural models to predictive, realistic, and fully atomistic descriptions of material systems under experimentally challenging conditions.
Methods
An ML potential for dense disordered silicon. Building on an existing general-purpose GAP for silicon, 25 henceforth referred to as "GAP-18", we created an extended version of this potential ("GAP-18P") that includes highly disordered high-pressure liquid and amorphous phases in the reference database. We adopted an iterative melt-quench (MQ) approach, as previously used for amorphous GeTe 44 and amorphous carbon. 31 In this, MQ simulations were run by a preliminary version of the potential and the resulting structures were evaluated by (single-point) DFT and fed back into the database. Here, to explore a wide range of pressures, we chose the unit-cell volume as a simple parameter, which we varied from 20 Å 3 at. -1 (almost corresponding to ambient-pressure a-Si) down to 11 Å 3 at. -1 (extreme compression). We performed GAP-driven constant-volume MQ simulations using a Langevin thermostat, as implemented in quippy (https://github.com/libAtoms/QUIP); the protocol is similar to that in Ref. 31 . The reference DFT data were obtained using CASTEP 8.0 (Ref. 45 ) and the PW91 functional, 46 with convergence parameters as in the previous potential fit. 25 The final potential uses the same fitting architecture as before, namely a baseline for exchange repulsion at short distances and a Smooth Overlap of Atomic Positions (SOAP) 33 descriptor and kernel for the GP regression. The SOAP parameters are a cut-off radius of 5.0 Å, a smoothness parameter of σat = 0.5 Å, and a fit using 9,000 reference points. The unique identifier of the potential parameter files is GAP_2018_5_14_60_21_25_5_692. The potential can be run with LAMMPS 47 through the quippy interface (see below) and is freely available as Supplementary Information.
Test results for the new GAP-18P potential are given in Table S1 , demonstrating that it does equally well for properties for which GAP-18 was initially certified. We computed the most central properties of crystalline (diamond-type) Si, including the optimised lattice parameter, a, the bulk modulus, B, and the formation energy of a single vacancy, ΔEvac. All these are within a few percent of the DFT reference and also deviate by no more than 1% from what is obtained with the general-purpose GAP-18 model. 25 We hence conclude that the application range of the new potential does not appear to be restricted compared to the previous formulation.
Uncertainty quantification. We evaluated the predicted error of the GAP models, which provides a measure for how far the potential is from configurations to which it has been fitted. 25 The GAP-18 was not fitted to high-pressure amorphous structures and therefore the prediction error for the VHDA structure at 13 GPa is correspondingly large (Fig. 1c ). Our extended potential, GAP-18P, has encountered such configurations during fitting, and therefore its predicted error is low throughout (solid lines in Fig. 1c ). It is notable that the 500 K snapshot at 20 GPa exhibits a bimodal distribution of errors when evaluated with GAP-18: most atoms in this structure are in crystalline-like (sh-like) environments, and such environments are included in the fitting database, leading to a low predicted error; a small number of atoms remains in disordered, interstitial regions (Fig. 3e ) for which the predicted error is notably larger, centred at around 8 meV per atom. In contrast, GAP-18P shows a low predicted error throughout for this configuration, as well as for all others considered.
Molecular-dynamics simulations. MD simulations were carried out using LAMMPS, 47 with a Nosé-Hoover thermostat controlling temperature and a barostat controlling hydrostatic pressure. [48] [49] [50] The ambient-pressure quench follows the protocol established in our preceding pilot studies, and similarly uses the GAP-18 model: liquid Si at ambient pressure was quenched from 1,500 to 1,250 K at a rate of 10 13 K s -1 , then to 1,050 K at 10 11 K s -1 , and finally to 500 K at 10 13 K s -1 .
Pressurisation runs, using the GAP-18P model described above, were performed independently for the equilibrated 1,500 K liquid structure (pathway 1 in Fig. 1b ; compressing to 14 GPa over 140 ps, and then to 23 GPa over another 40 ps) and for the quenched a-Si structure at 500 K (pathway 3; compressing to 20 GPa over 200 ps). The time step in all simulations was 1 fs.
Electronic-structure computations. The densities of electronic states (Fig. 3h) were obtained using the methods of Ref. 39 . A relatively realistic tight-binding scheme using four orbitals (one s and three p) per site (Ref. 40 ) was employed to compute the Hamiltonian matrices for snapshots from 0 to 20 GPa, and also for large supercells of the diamond-type and simple hexagonal crystal phases of silicon. The electronic densities of states were computed with 70 Tchebychev polynomial moments extracted from sparse Hamiltonian matrices of dimension 400,000. For each snapshot, the 400,000 × 400,000 matrix was converted into a sparse format. A conservative initial guess, somewhat broader than the exact support of the spectrum, was made; the sparse Hamiltonian was then scaled and shifted onto the range (-1,1 ). An approximate "impartial vector" reproducing the first three exact moments was obtained, 39 and Tchebychev polynomial moments were extracted from the matrix [which, are in turn, Tchebychev moments of the density of states (DOS) function of the matrix]. The preceding matrix operations were order-N (N being the dimension of the matrix), since they required only matrix-on-vector operations 51 (no matrix multiplications). To obtain an approximate DOS, we solved the resulting Hausdorff moment problem. The Principle of Maximum Entropy 52 was used to solve the moment problem, both because of its underlying fundamental rationale, and its rapid pointwise convergence 53, 54 compared to methods such as the Kernel Polynomial Method. 55 For large numbers of moments, numerical convergence is sensitive to the guessed spectral support, and this is iteratively tuned to the exact support as the number of moments increases. The convergence of the DOS was examined and 70 moments was found to be more than sufficient to obtain accurate pointwise estimates for the DOS across the full spectral range for all of our snapshots. In Fig. S7a , we illustrate the DOS computed with 70 and 120 moments for a 12 GPa snapshot: the functions are essentially identical. For reference, and to showcase the system sizes accessible to our method, we also include the DOS of the diamond-type structure (computed for a cubic 2,097,172-atom cell, 34.7584 nm on a side), using 170 moments, in Fig. S7c . This result may be compared to analogous computations in large fullerenes and graphene. 56 Figure S1 : Computed structure factor for the fully optimised a-Si structure. The static structure factor, S(q), as a probe for medium-range structural order, has been evaluated for the relaxed amorphous system in Fig. 1a and compared to experimental data from Ref. 58 . The inset shows a radial distribution function, g(r), for the same structure, indicating long-range correlations beyond the first nanometre, which our ML-driven simulations can access. A dashed line at ≈ 11 Å indicates the limit of DFT modelling, corresponding to half the cell length of the smallest system sketched in Fig. 1a . Figure S2 : Computed structure factors during quenching. The plot on the left-hand side shows the evolution of simulated structure factors through the relevant part of the liquid-quenching trajectory (pathway 2) in the vicinity of the glass transition, plotted in 1 K temperature increments. The emergence of the first sharp diffraction peak, FSDP (between 1.5 and 2.0 Å -1 ), as well as the structuring of the third peak (between 5 and 6 Å -1 ), are clearly visible. On the right-hand side, a detailed view is provided of the evolution of the FSDP. We analyse two snapshots at the same pressure (13 GPa, corresponding to Fig. 3c in the main text, where the VHDA phase is seen), but necessarily at different temperatures (500 K for VHDA, 1,500 K for the liquid), showing computed radial distribution functions (left-hand side) and structure factors (right-hand side) to emphasise structural similarities and differences between the two phases. Figure S5 : Compressing a 1,000-atom a-Si structure. In this case, despite an otherwise similar simulation protocol (and using the GAP-18P model throughout), no crystallisation was observed; instead, the VHDA phase densified further upon compression up to 50 GPa. Further compression runs were performed with 1,000-atom a-Si structures that had been quenched at constant external pressures of 1, 2, and 5 GPa, respectively; only the last of them led to crystallisation, whereas the others did not, and we therefore conclude that a system size of 1,000 atoms (cell length ~2.4 nm at 13 GPa) will be too reliant on stochastic effects (e.g., the existence of a crystallisation nucleus) to describe the multiscale physical nature of the system correctly. Figure S6 (as a supplement to Fig. 3f in the main text): Evolution of coordination numbers for the 100,000-atom model during compression. This figure provides a more detailed representation of the data shown in the inset of Fig. 3f , i.e., the abundance of given coordination numbers, N, during the full compression run (coordination numbers determined using a 2.85 Å spatial cut-off). The volume-versus-pressure plot is reproduced from the main text for reference. Figure S7 (as a supplement to Fig. 3h in the main text): Additional results for electronic-structure computations on ultra-large systems. Panel (a) compares the electronic DOS computed using 70 moments (solid orange line) and 120 moments (dashed red line), which are practically indistinguishable; a difference plot (blue) is given below (shifted vertically by -0.02). Panel (b) compares the electronic structure of the transient VHDA phase to that of the 1,500 K liquid at the same pressure. The similarity in the DOS curves reflects the structural similarity of the two states ( Fig. S4) . Panel (c) shows the electronic DOS computed with the same approach but for a diamond-type crystalline silicon supercell at atmospheric pressure, and containing > 2 million atoms (see details in the Methods section). The energy scale is set by Ref. 40. 
