The present paper is devoted to the use of the simplex method in the processing of results from geodetic measurements as compared with the standard used method of least squares. Using the simplex method, a minimization problem is usually solved in a standard tabular form by rearranging lines and columns in order to find an optimal solution. The paper points out the simpler, more stable and more efficient way to solve a problem of linear programming through a matrix of relations.
INTRODUCTION
In geodetic practice, the least square method (LSM) ranks among standard used processing methods. This method is based on the vector of corrections of the L2 norm which together with the L1 norm is most often applied to the processing of results of geodetic measurements. However, a prerequisite for the proper functioning of the LSM is a normal distribution of errors; otherwise the created probabilistic model is not correct. For this reason, the geodetic practice started to use variant processing methods as well. Such methods include, for example, robust estimation procedures that preserve their function in a certain neighbourhood of a normal distribution, i.e. not fail in case of a moderate failure to comply with this requirement. The more the method is resistant, the more it is robust. Several types of these methods are known, from the robust M-estimates [5] , [6] , [7] , [8] to linear programming methods to which undoubtedly the simplex method belongs. The LSM and the simplex method will be demonstrated on two examples; on the examples of a regression line and a geodetic network. In the first case, the models of a regression line and a geodetic network are loaded by the normal distribution of measurements, in the other the line and the geodetic network are loaded by the value of an experimental outlier.
METHOD OF LEAST SQUARES
The essence of this method lies in minimizing the sum of squares of deviations in measurements of the behaviour of any quantity or physical phenomenon (3) . The least square method is based on the condition of socalled L2-norm; the norm is the number assigned to each n-dimensional vector of residual deviations [3] , [13] . In geodesy, the most commonly used types of objective functions are as follows: which leads to the least square method that leads under certain conditions to the most reliable estimates of unknown quantities, and hence it is the most commonly used method in geodetic practice. The least square method will be explained on a one-dimensional linear model, while all the estimation methods will be demonstrated on the example of a regression line.
Let us assume that the following linear relationship exists between a variable y, variables X ( 
Fig. 2 Residual deviations
Since the residual deviations may take a positive as well as negative value, they null each other. The nullifying problem can be solved just by applying the LSM, the principle of which consists in the sum of squares of deviations and not of the deviations themselves. The LSM formulation is then as follows:
The minimum of a function of two variables can be found by placing its partial derivatives under both variables (coefficients b 0 a b 1 ) equal to zero: (8) In the processing of geodetic measurements, methods of adjustment are used, by which the most probable value of a quantity and its accuracy characteristics are determined. In determining the parameters of the regression line, a mediating adjustment was used [1] , [10] , [9] , [12] , where the relationship between the measured and unknown variables is expressed by the intermediating function of the searched unknown parameters, the socalled estimates:
For the vector of residues, the following is valid:
leading to the Guss-Markov model: 
matrix of weight coefficients
The minimum of the function of two variables can be found again by placing the partial derivatives of the function (12) equal to zero
P and so getting the system of two equations, from which the searched variables (estimates) can be determined:
matrix of coefficients of normal equations
When using the LSM for searching the estimates, (indices), the following applies after adjusting the parameters:
SIMPLEX METHOD
The simplex method is an iterative computational procedure that is used to find optimal solutions whereas the objective (minimized) function must be in a canonical form. The minimization problem is typically solved by means of methods of linear programming in a tabular form by rearranging columns and line unless the objective function optimization is reached. The paper presents a simpler procedure of processing based on the principle of matrix solution [2] , [4] . This method will again be presented on the example of a regression line. The model line was chosen not only because of its simplicity, but especially considering the fact that in the processing of results from geodetic measurements there is a need, quite often, to determine the accuracy of the measured length which can be expressed by the following relationship:
Where:
STD -the standard deviation of a measured length, -the parameter reflecting the impact of errors dependent on the measured length which take into account the influence of the physical environment, -the parameter reflecting the impact of the errors independent of the measured length.
The functional relationship for the correction of the intermediate variable can be expressed as follows:
where v is the vector of corrections , A the matrix of coefficients, Θ is the vector of unknown parameters (estimates), f is the vector of observations, n is a number of measurements, and k is a number of necessary measurements (determined parameters). Within the search of an optimal solution, first the measured values f are divided to the basic variables (needed measurements) and non-basic variables (r = n-k, r-a number of redundant measurements).
The vector f can be broken down as follows:
In the case of observations with varying accuracy, the L1 norm can be derived from the objective function L2 norm:
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To determine the individual elements of the weighting matrix P, the Cholesky decomposition is used:
For the functional relationships of measured values, it applies:
The relationship for the objective function for the L1 norm after the adjustment takes the form:
Where () vectd is a column vector and the matrix v has the following form:
For calculating the unknown parameters, it applies:
Where ) 1 (
S is the diagonal matrix with dimensions (k x k).
The vector of corrections is divided into two parts: v , it applies:
The assignment is solved by linear programming methods and is defined as follows:
. The target function (27) can be written in a matrix form as well: where 1 is the all-ones vector (
. The default simplex table has the following structure:
The calculation can be tabulated using the rearrangement operations of columns and lines; in the paper, the procedure of transforming the simplex table using a "pivot" matrix K was used:
I * -the variable pivot matrix; its diagonal elements have a value +1, or -1 to meet the condition met .
The iterative process is carried out by multiplying the initial simplex table (30) with the pivot matrix in inverse form. The structure of the transformed simplex table after the adjustment is as follows:
Where the elements of the table can be determined according to the following relationship:
The objective function is transformed to minimize the function r so-called reduced "cost" vector (34) which can be simplified in comparison with the original form, because its elements 
EMPIRICAL DEMONSTRATION
In the following chapter, the method of least squares and the simplex method are presented on the example of a regression line and a geodetic network. The regression line and the geodetic network in the first example are loaded by a normal distribution of measurements; due to the investigation of the properties of the used estimation methods, the line and the geodetic network are loaded by an experimental outlier before the adjustment.
Application of estimation methods using the example of a regression line loaded by a normal distribution of measurements
The regression line in this case is expressed by the equation of a rangefinder as follows:
Where: STD -a standard deviation of the measured length, d -the measured length, ppm -parts per million (10 -6 ). 
Application of estimation methods using the example of the regression line loaded by an experimental outlier
With regard to the fact that the present contribution is devoted to the issue of estimation methods which allow to reveal so-called outlier measurements in the set of measured data, and for which the arithmetic mean was not selected as the centrality parameter, the regression line was deliberately loaded with the only outlier (Fig. 5 ) in order to track the performance of such methods. In the figure, the experimental values are shown in blue; the line behaviour in deterministic form is shown in red. From the results of the adjustment through the LSM, it is evident that in this case the LSM found an outlier measurement at a measured length of 1800 m and just this measurement was assigned the greatest value of correction after the adjustment. Comparing the two estimation procedures, we concluded that both methods arrive at a mutually similar results and the simplex method found an outlier measurement at a measured length of 1800 m.
Adjustment of a geodetic network loaded by a normal distribution of measurements
Characteristics of the presented estimation methods will also be investigated on the example of a geodetic network. This is a simulated geodetic network where the point No. 6 is the point being determined whose position is defined by triangulation (angular) measurements (Fig. 7) . Such a network model was proposed on the grounds that the geodetic practice is often encountered with the task when it is necessary to determine the location of an inaccessible point which can be done just through triangulation measurements. The geodetic network will be processed as a binding network by both network estimative procedures, first by a normal distribution of measurements, and consequently after it is loaded by outlier experimental values. Tab. The graphical interpretation of the results of adjustment (Fig. 8) is presented through the confidence ellipses constructed at 99% and 95% probability.
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Volume LIX (2013) Results of the adjustment of the geodetic network show that the LSM found two outliers just on the measured angles loaded by multiples of the median error of the measured angle. Infiltrating outlier measurements to the set of the processed data, however, was also studied through The resulting simplex table shows that in the processing of geodetic network using this method, the optimal solution was found, since all elements of the vector r are positive and the table of resulting corrections ( Tab. 8) points out to the fact that this method identified two outlier measurement at the points where the angles are loaded by multiples of the standard deviation of the measured angle. The graphical interpretation of the results obtained is shown through the confidence ellipses constructed at 95% and 99% probability (Fig. 10) 
CONCLUSIONS
The estimation methods that were used and applied to the example of a regression line and a geodetic network showed the mutual tightness of the achievements. In the present contribution, simple but all the more illustrating examples demonstrating the positive attributes of alternative estimation methods were deliberately chosen. Among the many such methods published in foreign literature [8] , the simplex method was presented in this paper which also allows to solve the problem of infiltration of outlier measurements to the set of processed data. The minimization problem of the L1-norm is normally solved using a linear programming tabular form; however, the paper presents a simpler and more efficient way to solve a linear programming problem using matrix relations.
