ABSTRACT. For n > 2, let G(n) denote the two-fold covering group of SO.(l,n).
1. Introduction. For n>2, let G(n) denote a two-fold covering group of SOe(l, k). The latter group is the identity component of the orthogonal group of a real nondegenerate quadratic form of signature (+, -•••-) and of dimension « + 1. Incase « > 3, G(ri) is isomorphic to Spin(l,n) and is simply connected. For « = 2, G(«) is isomorphic to SL(2, R). In a previous paper we determined, up to infinitesimal equivalence, all the irreducible quasi-simple representations of G(n). The main purpose of the present paper is to determine which of these representations are unitarizable. Thus, with the aid of some results of Harish-Chandra [3a, b] and Nelson [6] , we determine all the unitary representations of G(n), up to unitary equivalence.
Before explaining the results and methods of this paper in more detail, we make some remarks concerning the notation. For any unexplained notation we refer the reader to [10] . One major change, however, is that C7(«) refers here to the group Spin(l, «), rather than to the group SOe(l, «). A similar change in the main result for them (Theorem 1). In §4 this theorem is proved, along with some lemmas which are also needed for the remaining results of the paper. We remark incidentally that the form of these Fourier components of the intertwining operators reduce in the case of class 1 representations, to some formulas for Fourier components of intertwining operators announced by Johnson and Wallach in [4] . However, Wallach's formulas are valid for more general real-rank 1 groups. (See also [11] .) In §5 we apply the results on the intertwining maps to obtain an explicit construction of the isomorphisms between the subquotient representations in the nonirreducible cases of the nonunitary principal series, and certain subrepresentations. These isomorphisms were already known to exist from our work in [10] , but there we based our argument on some results of Harish-Chandra's character theory. In §6 we discuss infinitesimally pseudounitary representations as a preliminary step in the discussion of the unitary representations. The unitary representations are classified in §7, and the results of the arguments in that section are summarized in Theorem 3. In §8 we compare our results with some known results and offer some conjectures.
We gratefully acknowledge some encouraging comments made by N. Wallach concerning the methods and the problems under consideration in this paper.
2. Basic recursion relations for the Fourier components of the intertwining operators. We make some preliminary remarks and recall some notation from [10] . If L denotes a compact group, then £2 (7,) denotes the set of equivalence classes of finite-dimensional irreducible representations of L. Of course, this set is equal to the set of equivalence classes of irreducible unitary representations of L. If [p] G £2(M(«)), we denote by £2M(X"(«)) the set of classes in H(K(n)) whose restrictions to the subgroup M(n) contain the class [p] , under complete reduction. The elements of the subset Slß(K(n)) are called the p-admissible classes in £l(K(n) ) . As in [10, §3] , we define an Hermitian inner product on G(«)c, given by (X, Y) = -cB(X, QY), for X and YGG(n), and where B is the Killing form on G(«)c, and 0 is the Cartan involution corresponding to the Cartan decomposition G(«) = K(«) + P(«), and c = '/£(« -1). Then let H denote the element of P(«) given in matrix units by H = YQX = Eox + Exo; so that we may, and do, take A(«) = RH. Then also a(H) = 1, where a is the unique restricted positive root with respect to some Weyl chamber in A(«). We let H(«) be some Cartan subalgebra of K(n), such that the intersection H(«) n M(«) is a Cartan subalgebra of the subgroup M(n). Let p be the rank of K(«), and let (iex, • • • , iep) be an ordered orthonormal basis of H(«)c; so that ef, 1< i < p, are real forms on i'H(n). (We identify H(«)c with its dual via the form ( , ).) Then, for each class [co] G l~l(K(ri)), the highest weight Aw can be expressed in the form Au = SÇA^e,, where the components License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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Au¡ are all integers or half odd integers which satisfy the inequalities: Aw x > Ao;2 >•> IAwp| in case n = 2p, and Aw, > Aw2 > ■ • ■ > A^p > 0, in case n -2p + I. When n = 2p > 4, we chose the basis (iex, ■ • • , ie ) such that (iex, -• • , iep_{) is an ordered basis of H(n) n M(n). (In case n = 2p + 1, rank(M(n)) = p; so that M(n) D H(n).) When it is convenient to do so, we identify the elements of Sl(K(n)) with their highest weights.
Let us realize the Weyl group of G(n)/K(n) as the factor group NK(Mfn))lM(ri), where NK(M(n)) is the normalizer of M(n) in K(n). Then there exists an element w in the coset other than M(n) such that Ad (w)e¡ = e¡, for i & p, and Ad(w)ep = -ep. It follows easily that if n = 2p and if [p] E Sl(M(n)), then the Weyl conjugate representation: m -► pw(m) = p(Ad (w)m) is equal to p, while for n = 2p + 1, and [p] E Sl(M(n)), the Weyl conjugate representation pw has highest weight A w. whose components are A w. = A ¡ for i^p, and A w =_A"_. Thus this Weyl conjugate is equal to the representa-_ u p Pr tion p whose character is the complex conjugate of the character of p. We note finally that Ad (wyH = -H.
As in [10] we define for each YE P(n) the function 4>y on the subgroup K(ri) by k-> $Y(k) = (Ad (k)Y, H), and let S denote the pointwise algebra of functions generated over C by these functions. Then S is the pointwise algebra generated by the polynomial functions on the sphere (Ad K)h. Now let T be a C(G(n))-module homomorphism from the U(G(n) , L2(K(n), fiT) is identified with its canonical projection in this direct sum.) Since U intertwines the action of right translations by elements of K(n), it follows from a standard argument that U commutes with the operator Eu for each class [co] G Sl(K(n)). We denote by U^ the operator UU=ELJU= UE^, which maps £2(A:(n), fi) into L2^(K(n), H" The first lemma applies to the situation when p. = p.. We write v" = dA(H) -(n -l)/2.
Lemma 1 (basic recursion relation). Assume that for some index i with 1 < i < p, that A^ and Aw + et are both highest weights of ¡i-admissible classes in £2(AT(«)). 77ie« the following statements are true.
(1) 77ie numbers un(p, v, Aw), and un(p, v, Aw + e¡) must satisfy the pair of equations (here we identify the elements of £l(K(n)) with their highest weights):
(u" + A», -/ + (« + 1)/2>i"0u, p, AJ-(v + Art-i + (n + l)/2>i"(p, u, A^ + e,) = 0,
(2) The map U is nonzero only if either v"=-v, or u" = v. In the latter case U is a scalar map.
(3) Let T be an intertwining map from [dC^fKfr), ff), dUA] to [dCß(K(n), H), dïlA-]. Then the complex coefficients tn(p, v, Aw + e,) must satisfy the recursion relations
Proof. Let [co'] denote the class in î~l(K(n)) corresponding to the highest weight Aw + e¡. It follows from Theorem 1 in [10] , and from the explicit calculation in the proof of Theorem 2 in [10] , that for all elements Y G P(«)c, and fGEwLl(K(n),H) we have where in the last step, formula (a) is used again with X replaced by X" = dA"(H). Now, if /# 0, then for some element Y E ?(n) we must have Eu>$Yf + 0. Assume indirectly that ECJ'$Yf= 0 for all YEP(n). By taking linear combinations of right translates by elements of K(n), it follows that EW<$YFW = 0, where Fw is the subspace given by Fw = E^L^Kty), H), which by hypothesis is different from zero. Let D denote the projection given by D = E^ + Ew'. This projection satisfies the hypothesis of Lemma 5 in [10] . Hence by that lemma we have DL2(K(n), fi) = DSFU = SDFU, where SD is the operator algebra generated by the operators D$Y, with Y E P(n). On the other hand, by the indirect hypothesis we have D^yF^ = F^. It follows by an induction argument based on the filtration of SD that 5DFW = Fu. This result leads to a contradiction, since by hypothesis of the lemma, DF^ ¥= Fw. Thus the assertion is proved.
The first equation of the lemma now follows immediately by the substitution: v = X -in -l)¡2, and v" = X" -(n -l)/2. By applying an argument similar to the above one to equation (b), we obtain the second equation. Thus statement 1 is proved.
The conditions v = u", or v = -v" in statement 2 result from the usual determinant condition for the existence of nontrivial solutions of a linear system. First, assume that v" = v. Then both of these equations of statement 1 result in the equation un(p, v, Aw) = un(p, v, Aw + e,). Assume that U # 0. Then un(p, v, Aw) # 0 for some class [cj] G í2M(rv(n)). Now, apply induction in each of the p-directions e¡, with 1 < i < p. Thus, we find that un(p, v, u>) = un(p, v, t) for all classes [r] G Slß(K(n)). Hence the second statement follows.
Statement 3 follows by the substitution v" = -v in either of the two equations in statement 1. Q.E.D.
Next, we assume that the character of p is not real, so that p¥= p. As pointed out above, this situation only occurs when n = 2p + 1, and the component Aßp is different from zero. In order to deal with this situation we must modify the considerations connected with Lemma 1. For this case the unitary induced representation theory of semidirect product groups is helpful.
Lemma 2. (1) For n>2,
there exists an isometry I from the Hubert space L2(K(n), H) to the Hubert space LjfK(n), ff) such that I intertwines multiplication by 4>r, for all YEP(n) as follows. Let f E dC^Kin), H). Then l*Yf=-*ylf.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 334 E. A. THIELEKER Moreover, I intertwines the action of right translations by elements of K(n).
(2) Assume that n # 2p + 1 and that p^p. Let T be a U(G(n))-
Assume that Au and Aw + e¡, for some i, with 1 < i < p, are both highest weights of p-admissible classes in £2(rv(«)). 77ze« if I denotes an isometry whose existence is assured by statement 1 and which has the properties stated there, then the Fourier components T., and 7\
. 
Proof.
Let G0 denote the motion group associated with the Cartan decomposition G(«) = P(n) + K(m). Thus G0 is isomorphic to a semidirect product of K(n) and the vector addition group of P(«). Accordingly, the multiplication on G0 can be given by: ') with X,X'G?(n), and k, k' G K(n). These two representations are therefore conjugate under the action of the element w. It follows from a celebrated theorem of Mackey_ [7, Theorem 14.1] , that the unitary induced representations ifH and UT~Hß are unitarily equivalent. Now, the representations U H and U ~H may be considered as acting on the Hubert spaces L2(K(n), H) and LjfKfy), fi), respectively. Let I denote an isometry from the first to the second of these Hubert spaces. The restriction to K(n) of each of these two induced representations is the action of right translations by elements of K(ri), while the action of P(«) is given by
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Mackey's theorem, we may assume that the isometry I intertwines these actions. Hence,
for almost all k E K(n). Now restrict / to lie in the linear subspace dC^KQi), H). The latter subspace consists of differentiable, even real-analytic functions. Hence, by differentiating along the one-parameter subgroup of G0 given by f -► (f Y, e), statement 1 follows. Now we make the assumptions of statement 2 in the lemma. Let I0 denote, for each class [a] E Sl(K(n)), the Fourier component of I; that is, la = EaJ = \Ea. If [a] is a p-admissible class, then I0 is a one-to-one map from EaL2(K(n), H) to the subspace EgLjJ(K(n), ff). Let I"1 denote the inverse map of la. Then both la and I"1 are /v(n)-module isomorphisms. Hence the map l~lTala is a linear transformation on the finite-dimensional space EaL2(K(n), H) which commutes with the action of K(n). Since this action is irreducible, it follows from Schur's lemma that l~lTala = tn(p, v, a)la, where 10 is the identity map on EaL2(K(n), H) and where tn(p, v, a) is a complex number. The remainder of the proof now follows the pattern of proof as Lemma 1, with the exception of some obvious modifications, by applying the intertwining map T to each of the equations (a) and (b) in the proof of Lemma 1. The details are left to the reader. Q.E.D.
Statement 1 of the last lemma has a useful corollary which we state as Lemma 3 below. This corollary has some implications for the theory of spherical functions on the (n -l)-sphere. For n = 3, it is known, and "explains" the fact that these functions obey three-term recursion relations, rather than four-term recursion relations. Let Aw be the highest weight of a class [co] G Q,(K(n)), and if n > 3, let AM be the highest weight of a class [p] G £2(M(«)). We will assume that the class [co] G £2(>v(«)) is p-admissible. Then it follows from the branching rule that Aw = SÇA^j-e,, where the components Aw/ can be expressed in the following form:
If « = 2p + 1, then A^ = SÇAM/ef, where the components Aßi are all integers or half odd integers which satisfy the inequalities:
Then we may write Aw/ = m¡ + |A I, for 1 < / <p, where m¡ is a nonnegative integer which satisfies one of the inequalities:
If « = 2p, with p > 2, then AM -2p_1AM,.e,. where, for 1 < i <p -1, the components AM/ are all integers or half odd integers which satisfy the inequalities:
In this case we may write for the components of Au, Awi = m/ + AM/ for 1 < i'<p-l, and Awp = «ip -AMp_j, where mi is for each index i anonnegative integer which satisfies one of the conditions: In case v is a pole for one of the meromorphic functions defined above, we define additional complex numbers as follows.
For some index i with 1 < i < p assume that there exists a nonnegative integer nt which satisfies condition (3b) and such that n¡ + 1 also satisfies condition (3b). Assume also that v is given by v = ~(Aßi + p -i + Vx 4-n¡). Then v is a pole for all Tni(p, -, m¡) with m¡ > n¡ + 1. For this value of v we set rni(p, v, m¡) = 0, for 0 < m, < n¡,
Now, suppose Aiip_1=5t0, and there exists a positive integer n suchthat 0 < np < 2AMp_j, and such that v = n -Aßp_x -%, In this case there must also exist a positive integer n'p such that 0 < n < 2A _j and such that v = AMp_j 4-% -n'p. We must distinguish between two cases: Case 1. «p < n'p. Case 2. n > n .
In Case 1 we have v = (n -n')/2 < 0. We define two functions on the set of integers mp which satisfy the inequality 0 < m < 2A _ j.
T+p(ju, v, mp) = 0, for 0 < mp < np,
In Case 2 we have v = (np -np)/2 > 0, and we define one function on the set of integers which satisfy the inequality 0 < m < 2A j.
T^pQx, v, mp) = 0, for 0 < mp < n'p -1,
TFnpQx, v, mp) = T\ J , for ri < mp < 2A ,.
/=np+lv "p-* Now suppose that n = 2; so that p = 1. Then for all [co] G £2(K (2)), Aw = A^e,, where A0)X is either an integer or a half odd integer, depending on whether p is the trivial or the nontrivial representation of M (2), respectively. In the latter case, we write p = -, and A^, = % + m, with mGZ, while in the former case we write p = + and Aw x = m G Z. For each integer m we define a rational function t2x(+, v, m) on C as follows.
For each m G Z we also define a rational function on C by
We now consider the poles of these functions. If p = +, a zero for r21(+, i>, «i) occurs for some m if there exists an integer « such that v = « + ri. In this case there exists an integer «' such that v = -(«' + V4). This value of i> is a pole for some r21(+, v, m). Then also « + «' + 1 = 0. We must distinguish between two cases: Case 1. -(« + 1) = ri > n. Then u = (n-n')/2 < 0. t21(+,p,«)= n7Tl~=V B-m /' form<"~1;
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In Case 2, we define only one function on Z:
7-f x(+, v, m) = 0, for m > n 4-1 and m < -n -1,
for -n + 1 < m < n.
Similarly, if p = -, a zero occurs for some t2x(-, -, m) when there exists an integer n such that v = n + 1. In that case one must also have v = -(«' + 1) for some integer n'. We again distinguish between two cases: Case 1. -(n + 2) = n> n. Then v = (n -n')/2 < 0. Case 2. -(n + 2) = n < n -1. Then i> = (n -n')/2 > & In Case 1 we define two functions on Z, as before. 
if m¡ satisfies condition 3a and m¡ > n¡ + 2. We now write down some candidates for intertwining operators from the 
is a uniquely
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use defined complex valued function on C. In fact, if v is not a pole for any of the rational functions r",(p, v, m¡), then these functions are defined by formulas (4), (5), (9), (10), or (17). On the other hand, if v is a pole of one of these functions, then the number Tni(p, v, m¡) is defined by one of the formulas (6) or (18). Condition C precludes the possibility that v is a pole of the rational functions Tnpip, v, mp), when n -2p. We may now write the formal sum:
Hence, Tn(p, v) defines a linear map from dC^fKty), H) to dC^Kfy), ff). In Case 1 we define for each class [co] G Si (K(n)), two linear operators T^fp, v, co) and T^(p, v, co) by the formula
where f*(p, i>, to) is defined by the product: (1) If condition C holds, then the space of intertwining maps:
has complex dimension 1, and is spanned by the linear map Tn(p, v).
(2) Assume n = 2p, and that if n > 4, Aßp_x ¥* 0. Assume also that condition C does not hold. Then in Case 1, the complex dimension of V is equal to 2, and is given by the span:
In Case 2 the space of intertwining maps has complex dimension equal to 1 and is given by V = CT^(p.,v).
4. Proof of Theorem 1. We state and prove some simple lemmas which will be needed in the proof of Theorem 1, as well as in the subsequent discussion. Again, [H, p] is a finite-dimensional irreducible representation of the subgroup M(n), and v is the parameter defined in terms of the character A in the last section.
Lemma 4. If n = 2p + 1, let i be an index with 1 < i < p. If n = 2p, and n> 4, let i be an index with 1 < i < p.
(a) Assume that for all integers ni such that n( and n¡ + 1 both satisfy condition 3a or 3b, we have v =£ ~(AM/ -/ + (« + l)/2 + n¡). (In order for such integers n¡ to exist, we must have i=l, or Aßi_x>Aßi.) Then for any complex number a, the sequence:
is the unique solution sequence of the difference equations la such that z(0) = a.
(b) Assume the hypotheses of (a). Assume moreover, that there does exist an integer n¡ such that both n¡ and n¡ + 1 satisfy the conditions 3a, b. Then the solution Tni(p, v, m¡) is equal to zero for all m¡ >n¡ + 1, where m¡ satisfies 3a, b, and this solution is different from zero for all 0 < m¡ < n¡. Proof. The proof of this lemma is contained in the proofs of Theorems 3,4,-andSof [10] . Q.E.D. Lemma 6 . Suppose n = 2p > A. Assume that Aßp_x =£ 0, and assume that there exists an integer n such that 0 < n < 2AMp_ x, and such that v -np-Aßp_x -lA. Then there exists an integer n'p such that v = A _x + Vi -n'p. In Case I, n'p> np, and every sequence {z(mp): 0 < m < 2AMp_j} wni'cn satisfies the difference equation:
i-\P-i +mp + 1Á-vfzimp) = i~Aßp_x + mp + tt + vyz(mp + 1) lies in the two-dimensional sequence space {ar+pip, v, mp) + ßT-p(p, v, mp): 0 < mp < 2AMp_!, a, ß G C}.
In Case 2, n'<n , and every sequence {z(/n ): 0 <mp < 2A _j} which satisfies the above difference equation must be proportional to the sequence {TnpiM, v, mp): 0 < mp < 2AMp_x}.
7« Case 1, T~p(p, v, mp) = 0 for all integers mp such that n < m < 2AMp_j a«c7 T*p(p, v, mp) = 0 for ail mp such that O < mp < n'p.
In Case 2, r^p(p, v, mp) = O for all integers mp such that O < m < n and np <mp<2Aßp_x.
Finally, suppose « = 2p> 2, and condition C holds; then for i =p, vG C, the sequence {z(m )} = {cvrnp(p, y, m )} is l«e unique solution sequence of (la) wi'I« «i satisfying 3b, a«cf z(O) = a.
The first remark of the lemma was already indicated in the discussion preceding equation (7), and is trivial. Next note that by eliminating the parameter v, one can write the equation of the lemma in the form:
Let {z(j): 0 </ < 2A _ j} be a solution sequence to this equation. In Case 1 we write a = z(0), and ß = z(2A _x). By upward recursion one can solve equation (*) for all integers m such that 0 < m < n'p, since for those integers the coefficient of the right-hand side of (*) is never equal to zero. For those integers we get z(m ) = ar~ (p., v, m ). By downward recursion, one can solve equation (*) for all integers m such that « < mp < 2AMp_1; since for those integers the left-hand side of (*) is never zero. In this case we have z(m ) = ßr"p(p, v, mp). Now it is obvious from the explicit formulas in equation (7), that r*p(p, v, mp) = 0 for m < «p, and that T~p(p, v, mp) = 0 for all «ip such that «p<«2 <2A _j. Hence,
for all integers mp such that 0 < mp < 2AMp_t. We have also proved, by the last remark, the last statement of the lemma concerning the function r*p(p, v, • ). In Case 2, let a = z(n ). Since the right-hand side of equation (*) is equal to zero when j = n'p -1, it follows by downward recursion, that z(mp) = 0 for all integers mp such that 0 < mp <«' -1. On the other hand, mp-n'p + 1 # 0 for all «îp such that «p < «ip < 2AMp-1. Hence, by upward recursion, we must have z(mp) = aT^p(p, v, mp) for all integers mp such that «p < m < 2AJup_1. Hence, by the definition in equation (8) , the last equation is true for all integers m which satisfy the inequality 0 < mp < 2AMp_j. The last statement of the lemma concerning the function T"p(p, v, • ) is now obvious from the explicit formula in equation (8) .
The proof of the last statement is similar to the proof of statement 1 of Lemma 4. The details are left to the reader. Q.E.D.
The singular cases for « = 2 are treated in the following lemma. In Case 2 we have v = (n -n')j2 > 0. In this case, every sequence {z(m)} which satisfies equation (19) must be proportional to the sequence {t2x(+, v, -n)}, and every sequence which satisfies equation (20) must be proportional to the sequence {t2x (-, v, -n)}. Proof. The proof of this lemma is similar to the proof of Lemma 6, with some obvious simplifications. The details are left to the reader. Q.E.D.
We now turn to the proof of the theorem in the case when n = 2p. The following result is known from Theorem 1 in [10] . Let YE P(n) argument shows that these operators have the intertwining property. If 1 < i < p, then the sequence of factors {r",(p, v, m¡)} is unique up to a constant, by Lemma 4, while by Lemma 6, the sequence spaces spanned by the factor sequences: {rnp(p, v, m )} has dimension 2. (In case n = 2, Lemma 6 in the last statement must be replaced by Lemma 7.) It follows that for each p-admissible class [co], the space spanned by Tn(p, v, co) has dimension 2. Hence, the space spanned by the operators Tn(p, v) also has dimension 2.
In Case 2, the operator T^(p, v) is defined. An obvious modification of the above argument shows that this operator is unique up to a complex constant multiple. Hence the theorem follows for the groups with even n. Now we turn to the case with n = 2p + I. In this case, a = 0 is also a weight in the K(n)c-module [P(")c> acH > in addition to the weights o = e¡, with 1 < i < p. Then by Theorem 1 of [10] , there is in addition to the pair of equations (28), also the equation where again we apply equations (28) and (28a).
The theorem now follows in this case also.
5. Subrepresentations and subquotients. In this section we point out how the results of [10] can be interpreted in terms of the kernels and images of the intertwining maps constructed here. One by-product of this analysis is the result that every subquotient C(G(n))-module in the induced representation modules considered here is equivalent to a submodule of an induced representation module.
As before, let [H, p] be a fixed finite-dimensional irreducible representation of the subgroup M(n). Let A denote a complex character of the subgroup S(n), and let A' denote the Weyl reflected character X' = dA'(H) = -dA(H) + n -1 = -X + n -1. The parameter v is defined in terms of X by the formula v = X -(n -l)/2. Expressed in terms of the parameter v, a necessary and sufficient condition for the irreducibility of the t7(G(n))-module [dCß(K(n), H), dUA] is the following one (see [ 
10, Theorem 6]): (D) If i is an index such that 1 < í <p, then v + Au¡ + (n + l)/2 -i ¥= 0, for all [co]'G Siß(K(n)) such that [A^, + et] is also in Siß(K(n)), and v-Awi-(nl)/2 + i ¥> 0 for all [co] G Siß(K(n)) such that [Au -e,] is also in Siß(K(n)).
We remark that this condition implies the condition C stated in §3. The following theorem "explains" this irreducibility criterion in terms of intertwining homomorphisms. Next we remark that in case p>2, the condition in statement 2 implies that the component Aßp_x is positive.
Finally, we remark that the above theorem may be deduced from Theorem 6 of [10] . However, we shall now show that this theorem follows easily from the results established in the last section.
Proof of the Theorem. The statement concerning the range of the map T"(fi, v) follows from an argument similar to one used above.
In case « = 2, and p -1, statement 2 follows from Lemma 7, by modifying the above argument in an obvious manner.
By Proof. Let fGHF, and let 33, denote the linear span:
Then 35, has finite dimension and is a Hilbert space under the restriction of the Hermitian form < , >. Consequently, by the standard Riesz representation theorem, there exists an element x, G 35, C H, such that fij) = {y, xi for all y G 35, However, for all y G 35, G H we have f(y) = 0 = (y, x,>. Hence f\y) = {y, x,> for all y G H. The fact that the map /-► x, is conjugate linear and one to one follows from a standard calculation. The fact that this map is onto follows in a standard way from the nondegeneracy of the Hermitian form < , >.
The second half of the lemma follows by an analogous argument. Q.E.D. Proof. The proof is immediate from the definitions, the above lemma, and Lemma 3.
It now becomes a routine matter to list all the pseudo-unitary representations by making use of Theorem 1. We will not do this here, but turn now to the classification of the unitary representations. Then Tni(p, v, m¿) > 0, for all m¡ which satisfy 3a, b.
(2) Let n = 2p, and i = p. Assume condition C of §3 is satisfied. Then the factor rnp(p, v, mp) is never zero for any integer mp satisfying condition 3b. Moreover, this factor is positive for all mp satisfying 3b, i/a«cf only if 2AMp_ j is an even integer, and 0 < \v\ < Vi, when n> 4, and if and only if p = + and 0 < \v\ < xh, when « = 2. Statement 3 follows easily from the explicit formulas given in equations (7) and (8), in case « > 4, and from equations (12), (13), (14), and (15), in the case when « = 2.
From our point of view the irreducible unitary representations fall into two broad classes I and II:
I. 77ie principal series. These representations are the representations on L2(K(n), H) with [H, p] an arbitrary irreducible finite-dimensional representation of M(ri), and v pure imaginary or zero. Note that it follows from the irreducibility conditions of [10, Theorem 6] , or in §5, that the only nonirreducible case of the principal series occurs if v = 0, n = 2p > 4, and the component Aßp_x is a half odd integer, or in case « = 2, v -0, and p is the nontrivial representation of M (2) . In these cases the principal series splits into two irreducible components.
II. Representations with a redefined inner product on dCß(K(ri), ff). In this case one defines an inner product on dCß(K(ri), ff) such that for some character A on S(n) the representation [dCß(K(ri), ff), dflA] is infinitesimally unitary with respect to this inner product. Then the unitary representation of G(n) is supposed to act on the Hubert space completion, with respect to the norm defined by this inner product, of the quotient space dCß(K(ri), fO/(radical (A)), where A is the inner product. This second class of representations splits up into two subclasses:
IIA. Irreducible complementary series. In this case the radical of the inner product A is equal to the zero space.
IIB. Nonirreducible case; the end point and isolated point representations. In this case the radical of A is nontrivial.
First, we discuss the class IIA in more detail. For this class there is no substantial difference between the case « = 2p and the case n = 2p + 1. By Corollary 4, we must have p= p, and v a real number, where v = dA(H) - Proof. An examination of the formulas (17), or the formulas (4) and (5) Then the subrepresentation [range (£rf), <zTiA], which is equivalent to the above quotient module, is infinitesimally unitary with respect to the inner product (x, y) -* Bn(p, -p; x, y) = <T"(p, -p)~ 1x, y).
In order to prove that there exist globally defined unitary group representations for each of the infinitesimally unitary representations listed above for Case IIB, one could argue as with Proposition 1 above. A modification of this argument is valid for the above representations in the subrepresentation picture rather than in the quotient picture. However we shall instead apply a theorem of Nelson [6, Theorem 5] . According to the hypotheses of that theorem it will be sufficient to show that for each of the representations listed above, the differential operator 77ie representations corresponding to the pairs (p, v) and (p., -v) are unitarily equivalent. Moreover, the complementary series as defined here overlaps with the principal series in case v = 0. Here, the operator Tn(p, 0) reduces to the identity, and Hß0= L2ß(K(n), ff). The unitary action is uniquely defined, and for this action U we have dU = dflA', where A' is determined by dA'(H) = -p + (n -l)/2 =/-1. The eigenvalue of Si is obtained by substituting n¡ = 0 info the last formula for this eigenvalue. We remark that in case j = 1, then p is the trivial representation of M(n), and U is a one-dimensional representation on the space of constant functions. 
