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Résumé
Cette thèse est constituée de deux parties :
• Dans la première partie nous étudions l’existence de solutions pério-
diques, de periode donnée, et à variations bornées, de l’équation de van der
Pol en présence d’impulsions. Nous étudions, en premier, le cas où les im-
pulsions ne dépendent pas de l’état. Ensuite, nous considèrons le cas où les
impulsions dépendent de la moyenne de l’état et enfin, nous traitons le cas
général où les impulsions dépendent de l’état. La méthode de résolution est
basée sur le principe de point fixe de type contraction.
Nous nous intéressons ensuite à l’étude d’un problème avec trois points
aux limites, associé à certaines équations différentielles impulsives du second
ordre. Nous obtenons un premier résultat d’existence de solutions en appli-
quant le théorème de point fixe de Schaefer. Un deuxième résultat est obtenu
en utilisant le théorème de point fixe de Sadovskii. Pour le résultat d’uni-
cité des solutions nous appliquons, enfin, un théorème de point fixe de type
contraction.
• La deuxième partie est consacrée à la justification de la technique de
moyennisation dans le cadre des équations différentielles floues. Les condi-
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Introduction
Cette thèse est constituée de deux parties, le tout étant réparti en cinqchapitre :
• La première partie concerne certaines équations différentielles impul-
sives qui sont devenues un domaine de recherche important au cours des
dernières années, stimulées par leurs applications aux systèmes dynamiques
ayant un comportement dynamique impulsif en raison de changements
brusques à certains instants au cours de l’évolution du processus.
• La deuxième partie est consacrée à des équations différentielles floues,
se basant sur la théorie des ensembles flous qui a été introduite par Zadekh
en 1965 comme un outil puissant pour la modélisation de l’incertitude et de
la transformation des informations vagues dans les modèles mathématiques.
Les cinq chapitres sont répartis comme suit :
Chapitre 1 : C’est un rappel de quelques définitions et notions de base de
l’analyse fonctionnelle (espaces, opérateurs, théorèmes de point fixe, etc.).
Chapitre 2 : Dans ce chapitre nous étudions l’existence des solutions pé-
riodique de période donnée T de l’équation différentielle de van der Pol, avec











ai[x]δti [x](t), t ∈ [0, T] (1)
dans l’espace des fonctions à variations bornées, définies sur [0, T] noté
NBV(T). µ > 0, δti [x] est l’impulsion sur l’accélération x
′′, avec l’amplitude
ai : NBV(T) → [−γ, γ] qui dépend de l’état x aux instants ti : NBV(T) →
[0, T] et la fonction f ∈ L1(T), l’espace des fonctions Lebesgue intégrables
et T-périodiques presque partout. L’équation (1), en l’absence de forces im-
pulsives, a été introduite par van der Pol [64, 66] pour modéliser les circuits
triode de tube vide qui ont étaient utilisé pour contrôler l’écoulement de
l’électricité dans le circuit des émetteurs et des récepteurs. Elle a alors fait
1
Introduction
l’objet d’Øtude par Cartwright dans [ 11, 12, 45, 46], puis rØcemment, par Ka-
las et Kaderabek [25], Guckenheimer, Hoffman et Weckesser [22] et Lin [ 44].
Dans ce chapitre nous abordons l’existence de solutions T-pØriodiques de







pas la condition de Lipschitz, cela ajoute une difcultØ à obtenir des rØsultats
comme dans [5, 6, 19, 20, 51].
Figure 1  Un circuit Ølectrique avec une tunnel diode pour l’oscillateur de van der Pol.
Notre approche consiste alors à transformer le problŁme d’existence de
solutions de l’Øquation (1) en un problŁme de point xe de l’opØrateur Hρ
dØni de l’espace NBV (T) dans lui mŒme par




ai [ x + ρ]D t i
oø ∆t0 et D t0 sont dØnis dans ( 1.5) et (1.6), respectivement, puis on applique
le ThØorŁme1.3 (ThØorŁme de point xe de Banach, page 13). On distingue
trois cas : le premier cas oø les impulsions sont indØpendantes de l’Øtat (c’est
à dire, les ai et t i sont constants pour tout i). Le deuxiŁme cas est celui oø les
impulsions dØpendent de la moyenne de l’Øtat, et le troisiŁme et dernier cas
est celui dans lequel les impulsions dØpendent de l’Øtat. Les rØsultats de ce
chapitre sont publiØs dans [3].
Chapitre 3 : Il est consacrØ à l’Øtude d’un problŁme avec trois points aux
limites, associØ à des Øquations diffØrentielles impulsives du second ordre de
la forme
x00(t) + f (t, x(t), x0(t)) = 0, a.e.t 2 J := [0, 1], t 6= t1, (2)
∆x(t1) = I1(x(t1), x0(t1)), ∆x0(t1) = I2(x(t1), x0(t1)), (3)
x(0) = 0, x(1) = αx(η), (4)
oø la fonction f : J  Rn  Rn ! Rn et les fonctions impulsives I1, I2 : Rn 
Rn ! Rn sont donnØes. Le moment d’impulsion t1 est tel que 0 < t1 < 1,
avec∆x(t1) = x(t+1 )   x(t
 
1 ), ∆x
0(t1) = x0(t+1 )   x
0(t  1 ), α 2 R et η 2 J.
Dans la littØrature plusieurs rØsultats d’existence pour les Øquations diffØren-
tielles impulsives sont prouvØs sous des conditions fortes sur les fonctions
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d’impulsions par exemple dans [ 23] l’auteur a supposØ que les fonctions im-
pulsives sont lipschitziennes, et dans [7] l’auteur les a supposØ continues et
bornØs (voir aussi [7, 9, 10, 15, 18, 23, 52, 63]). Dans ce chapitre on propose des
hypothŁses plus faibles que celles de la littØrature. On impose aux fonctions
d’impulsions I1 et I2 d’Œtre continues. Nous prouvons un rØsultat d’existence
de solutions du problŁme ( 2)-(4) en utilisant le ThØorŁme de point xe de
Schaefer. Nous montrons ensuite un rØsultat alternatif en appliquant le ThØo-
rŁme de point xe de Sadovskii. Dans le dernier thØorŁme de ce chapitre nous
montrons un rØsultat d’existence et d’unicitØ pour le problŁme (2)-(4) en ap-
pliquant le ThØorŁme de point xe de Banach. Les rØsultats obtenus dans ce
chapitre sont publiØs dans [37].
Chapitre 4 : C’est un rappel sur les ensembles ous et l’espace Ed des en-
sembles ous.
Chapitre 5 : Ici on Øtudie l’approximation des solutions d’un problŁme à va-








, x(0) = x0, (5)
oø f : R+  U ! Ed, U un sous ensemble ouvert de Ed, x0 2 U et ε >
0 un petit paramŁtre. Le problŁme à valeur initiale moyennisØe associØ au
problŁme (5) est donnØ par
y = f o(y), y(0) = x0, (6)









f (τ, x)dτ, f o(x)
)
= 0 (7)
oø D est une distance sur l’espaceEd. Nous justions alors l’utilisation de
la mØthode de moyennisation pour le problŁme (5) comme dans les travaux
[33, 34, 36, 40, 41], en supposant que la fonction f est continue et bornØe, la
fonction intØgrale de f est Lipschitzienne et que la limite ( 7) existe. Les condi-
tions que nous supposons dans ce chapitre sont plus gØnØrales que celles
considØrØes dans la littØrature (voir [29, 30, 43, 49]), tout en Øtant moins res-
trictives que celles que nous avons imposØes dans [38].
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Première partie :
Sur l’existence de solutions pour
l’équation de van der Pol et pour
certaines équations




D ans ce chapitre nous rappelons quelques dØnitions, notionset rØsultats fondamentaux qui nous seront utiles dans les cha-
pitres 2 et 3.
1.1 GØnØralitØs
On note par L1(T) l’espace de Banach des fonctions rØellesx : R ! R ,
Lebesgue intØgrables et presque partoutT-pØriodiques (c’est à dire x(t +T) =






jx(t)j dt, x 2 L1(T).





Soit x une fonction à valeurs rØelles, dØnie sur un intervalle [a, b] de R et
soit P = f t0, t1...tkg une partition de l’intervalle [a, b]. On dØnit la variation





jx(t i)   x(t i   1)j,
et la variation totale de la fonction x est donnØe par
ν(x) = supf Var(x, P) : P une partition de [a, b]g
DØnition 1.1 (Fonction à variation bornØe) Une fonction x, à valeurs rØelles,




Les fonctions à variations bornØes sont Lebesgue intØgrables sur tout in-
tervalle bornØ et peuvent Œtre considØrØes comme des fonctions pØriodiques
gØnØralisØes surR .




x(n)einωt , ω =
2pi
T , t 2 R
oø i = +
p
  1 et x(n) 2 C sont telles quex(   n) est le conjuguØ complexe de
x(   n) et il existe k2 N tel que x(n)
nk





(Voir par exemple [ 17] pour la dØnition d’une fonction gØnØralisØe dans
le cas pØriodique. Dans [70] on trouve une dØnition dans le contexte des







DØnition 1.3 (Fonction absolument continue) Une fonction x: [0,T] ! R est
dite absolument continue sur[0,T], si pour toute > 0, il existeδ > 0 tel que pour
toute famille nie d’intervalles ouverts contenus dans[0,T], deux à deux disjoints,









jx(t i+1)   x(t i)j < e.
La continuitØ absolue d’une fonction x sur un intervalle [0,T] signie que
pour tout e > 0 on peut choisir δ > 0 de façon que la variation totale sur tout
intervalle de longueur infØrieure à δ ne dØpasse pase. Par consØquent, toute
fonction absolument continue est à variation bornØe puisque l’intervalle [0,T]
peut Œtre partagØ en un nombre ni d’intervalles de longueur infØrieure à δ
d’oø la variation totale de x sur [0,T] est nie. Pour la preuve nous renvoyons,
par exemple, à [ 54].
Proposition 1.1 ([55]) Soit x une fonction à variation bornØe sur l’intervalle[0,T].




En 1881Jordan a montrØ que toute fonction T-pØriodique à variation bor-
nØe, admet une sØrie de Fourier simplement convergente. Il Ønonça alors le
thØorŁme suivant :
ThØorŁme 1.1 (Dirichlet-Jordan) Soit x une fonction T-pØriodique et à variation
bornØe. Alors











2[x(t   ) + x(t+)]
oø x(t
 
) et x(t+) sont les limites à gauche et à droite de la fonction x au point
t, respectivement, etx(n) 2 C est donnØe par (1.1)
(ii) Si x est continue sur un intervalle[a, b] dans [0,T], sa sØrie de Fourier
converge uniformØment vers x sur[a, b].
(iii) En tout point t oø x est continue, sa sØrie de Fourier converge vers x(t).
Une fonction x à variation bornØe est la diffØrence de deux fonctions crois-
santes. Ceci assure que les limites à droite et à gauche existent en tout point.
Si x est seulement continue on a, en gØnØral, ni la convergence uniforme ni la
convergence simple. Toute fonction x à variation bornØe peut Œtre identiØe à











2 =   1. Puisque la fonction x est à valeurs rØelles, x(   n) est
le conjuguØ complexe de x(n) pour tout n 2 Z et la moyenne de x sera
la constante x(0). Par exemple la sØrie de Fourier de la fonction de Dirac
T-pØriodique, δt0 (voir [ 70]), associØe aux impulsions arrivant aux instants













Deux fonctions T-pØriodiques sont Øgales au sens de distribution si leurs sØ-
ries de Fourier ont des coefcients identiques.
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DØnition 1.4 NBV (T) est l’espace des fonctions x2 L1(T), T-pØriodique et à
variation bornØe sur l’intervalle[0,T]. ]NBV (T) est l’espace des fonctions x2
NBV (T) dont la moyenne est nul :
]NBV (T) = f x : x 2 NBV (T)g
oø x = x   flx.
L’espace ]NBV (T) muni de la norme des variations totale est un espace de
Banach. Pour tout x 2 ]NBV (T) et tout t 2 [0,T] on a
jx(t)j  ν(x). (1.2)
En effet, si x 2 ]NBV (T) alors flx = 0 et donc il existe t0 2 [0,T] tel que x(t0)
a un signe opposØ à celui de x(t) et donc jx(t)j  j x(t)   x(t0)j  ν(x). En
gØnØral, pour toutx 2 ]NBV (T) on a∫ T
0
jx0(t)jdt  ν(x)
avec l’ØgalitØ six est absolument continue (voir [ 54]).
DØnition 1.5 On dØnie la convolution de deux fonctions gØnØralisØes x et y par
(x  y)(t) = ∑
n2Z
x(n) y(n)einωt t 2 [0,T].
Pour tout x et y dans L1(T) on a, pour tout t 2 [0,T]




et pour tout x et y 2 NBV (T), on a
ν( x  y)  k yk∞ν( x). (1.3)
Pour tout x 2 NBV (T) et f 2 L1(T)
ν( x  f )  k f k1ν( x). (1.4)
Au sens des fonctions gØnØralisØes,δt0 est la dØrivØe de la fonction T-







T   2(t   t0)
2 , si t
0< t < t0+ T,




∆t0 2 NBV (T) et ∆t0 est la dØrivØe au sens gØnØralisØ de la fonctionT-











6T(t   t0)   6(t   t0)2   T2















Soit 0  t0 < t00< T. La fonction t 7! (D t0(t)   D t00(t)) est absolument
continue sur [t0, t0+ T]. D’autre part on a (D t0   D t00)0 = ∆t0   ∆t00 presque
partout. D’oø
ν(D t0   D t00) =
∫ t0+T
t0




j∆t0(t)   ∆t00(t)j dt+
∫ t0+T
t00
j∆t0(t)   ∆t00(t)j dt
oø chacune des deux intØgrales du membre de droite de l’ØgalitØ sont don-
nØes respectivement par la surface d’une bande dØlimitØe par les segments de
droites ∆t0(t) et ∆t00(t) pour t0< t < t00et t00< t < t0+ T. La premiŁre bande
est contenue dans un rectangle de hauteurT et de largeur t00  t0tandis que la
seconde se compose d’un parallØlogramme ayant deux côtØs de pente   1, ne
dØpassant pas
p
2T en longueur et deux côtØs verticaux dØlimitØs par t00  t0
en longueur. Ainsi, nous avons
ν(D t00  D t0)  (1+
p
2)T(t00  t0). (1.9)
D’oø ν(D t00  D t0) tend vers zØro lorsque(t00  t0) tend vers zØro.
1.2 Équation de van der Pol
L’Øquation de van der pol dØcrit les oscillations avec un amortissement
non linØaire. L’Ønergie est dissipØ à forte amplitudes et gØnØrØ à faibles am-
plitudes. Par consØquent, il existe des oscillations oø la production et la perte
d’Ønergie est ØquilibrØ. Ces oscillations donnent des solutions pØriodiques (ou
cycles limite) de l’Øquation. On se propose au Chapitre 2 d’Øtudier l’existence












ai [x]δt i [x]
(t), t 2 [0,T] (1.10)
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oø f 2 L1(T). Les impulsions sur l’accØlØration sont donnØes par le dernier
terme de l’Øquation (1.10). Ces impulsions sont d’amplitude ai qui dØpendent
de l’Øtat x aux instants t i [x] + kT, k 2 Z , t i 2 [0,T), i 2 f 1, ...,mg, m peut Œtre
ni ou inni.
Une solution de l’Øquation (1.10) est une fonction dØnie sur l’intervalle













ai [x]δt i [x]
,
et
x = x + flx
l’Øquation (1.10) s’Øcrit
x00= (g( x + flx))0   x + f + I( x + flx). (1.11)
Une solution de l’Øquation (1.11) doit vØrier la relation suivante
flx = flf + flI( x + flx) (1.12)
oø




ai( x + flx).
En appliquant la convolution des deux cotØs de l’Øquation (1.11) par la fonc-
tion D0, on obtient
D0  x00(t) = D0  (g( x(t) + flx))0   D0  ( x(t)   f (t)) +D0  I( x(t) + flx) (1.13)
En remarquant que
D0 = ∆0  ∆0, ∆0  x0= x, D0  x00= x
et




ai [ x + flx]D t i
l’Øquation (1.13) s’Øcrit aussi




ai [ x(t) + flx]D t i . (1.14)
Pour tout x dans NBV (T), la fonction g( x + flx) est dans NBV (T). D’aprŁs
la Proposition 1.1, (g( x + flx))0 est dans l’espaceL1(T). En utilisant l’inØga-
litØ (1.4) on conclut que ∆0  (g( x + flx))0 est dans ]NBV (T) et d’aprŁs l’inØga-
litØ (1.3), on a ∆0  ( x   f ) 2 ]NBV (T), d’oø on a
x
0
= ∆0  (g( x + flx))
0




ai [ x + flx]∆t i
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est dans ]NBV (T) et x00dans L1(T). Pour tout ρ 2 R on dØnie l’opØrateur Hρ
sur l’espace ]NBV (T) par
Hρ[ x] = Fρ[ x]   G[ x] + Jρ[ x], x 2 ]NBV (T). (1.15)
oø






ai [ x + ρ]D t i . (1.16)
L’Øquation (1.14) s’Øcrit alors comme ceci :
x = Fρ[ x]   G[ x] + Jρ[ x]. (1.17)
On remarque alors que tout point xe de l’opØrateur Hρ pour ρ = flx est
une solution de l’Øquation (1.17). An de montrer l’existence et l’unicitØ de
solution de l’Øquation (1.17) on utilisera le ThØorŁme de point xe de Ba-
nach. Par la suite, dans cette thŁse, nous aurons à utiliser certains thØorŁmes
de points xes (ThØorŁme de Banach, ThØorŁme de Brouwer, ThØorŁme de
Schaefer et le ThØorŁme de Sadovskii). Dans ces thØorŁmes interviennent des
opØrateurs qui sont continus et d’autres qui sont complØtement continus, d’oø
ce qui suit.
1.3 ThØorŁme d’Ascoli-Arzelà : cas impulsif
Soit J= [0, 1]  R , t0 = 0< t1 < ...< tk < ...< tn = 1.
DØnition 1.6 PC(J, Rn) est l’espace de Banach des fonctions continues x: J !
Rn pour tout point t 6= tk, continues à gauche en t= tk et admettant une limite à
droite au point t= tk, muni de la norme
kxk = supfj x(t)j : t 2 Jg, x 2 PC(J, Rn)
DØnition 1.7 PC1(J, Rn) est l’espace de Banach des fonctions x: J ! Rn, x 2
PC(J, Rn) continßment diffØrentiables pour tout point t6= tk, avec x0 continue à
gauche en t= tk et admettant une limite à droite en t= tk, muni de la norme
kxk0 = max(kxk, kx0k), x 2 PC1(J, Rn).
Soit M une partie de l’espace PC1(J, Rn).
DØnition 1.8 (Ensemble uniformØment bornØ) On dit que M est uniformØment
bornØ s’il existe un nombre rØel c= c(M ) > 0 tel que :
kx(t)k  c, 8t 2 [a, b], 8x 2 M .
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DØnition 1.9 (Ensemble quasi-Øquicontinu) On dit que M est quasi-
Øquicontinue dans l’intervalle J si, pour toute > 0, il existeδ > 0 tel que, pour
tout x 2 M et tout τ1, τ2 2 ]tk, tk+1], k = 0, ...,n   1, si jτ1   τ2j < δ alors
kx(τ1   x(τ2k < e.
Le thØorŁme d’Ascoli Arzelà pour les fonctions impulsives est donnØ par
le thØorŁme suivant
ThØorŁme1.2 (ThØorŁme d’Ascoli-Arzela, [1]) M est relativement compact si et
seulement si, M est uniformØment bornØ et quasi-Øquicontinue.
preuve Pour simplier la preuve on prends le cas 0 = t0 < t1 < t2 = 1.
Soit xn une suite dans M  PC1([0,T], Rn) et considØrons la suiteyn + zn oø
yn(t) =
{
xn(t) si 0  t  t1




xn(t) si t1  t  1
0 si 0  t < t1
En appliquant le thØorŁme classique d’Ascoli-Arzelà pour l’espace
PC1(]0, t1], Rn) on dØduit l’existence d’une sous suite f yj : j 2 N1  N g
de la suite yn qui converge vers y 2 PC1(]0, t1], Rn). De mŒme il existe
une sous suite f zk : k 2 N2  N1  N g de la suite zn qui converge vers
z 2 PC1(]t1, 1], Rn). On conclu alors l’existence d’une sous suite f yk+ zk : k 2
N2g de la suite f yn + zn : n 2 N g qui converge vers y + z dans le sens de
PC1([0,T], Rn) sur [0,T]nf t1g. Or f xk(t1) : k 2 N2g est bornØe dansRn, donc
il existe une sous-suite f xl (t1) : l 2 N3  N2g telle que xl (t1) converge. Ainsi
on a f xl : l 2 N3g est une sous-suite convergente dansPC1([0,T], Rn).
DØnition 1.10 (OpØrateur continu) Un opØrateurΓ dØni d’un espace de Banach
E dans lui mŒme est dit continu si pour toute suite(xn)n2N dans E qui converge
vers x, la suite(Γxn)n2N converge versΓx.
DØnition 1.11 (OpØrateur complØtement continu) L’opØrateurΓ dØni d’un
espace de Banach E dans lui mŒme est dit complŁtement continu si
1) Γ est continu.
2) 8B  E bornØ,Γ(B) est relativement compact.
1.4 ThØorŁmes de point xe
Nous rappelons ci-aprŁs les thØorŁmes de point xe que nous allons utili-
ser aux chapitres 2 et 3.
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ThØorŁme1.3 (ThØorŁme de point xe de Banach, [ 59]) Toute contraction dans
un espace mØtrique complet non vide dans lui mŒme admet un point xe unique.
Commentaire 1.1 La preuve du ThØorŁme1.3 donne non seulement l’existence
et l’unicitØ du point xe mais une mØthode de le calculer dite des approximations
successives. En effet, soit E un espace mØtrique complet muni d’une distance, notØe
d, et f une fonction contractante dØnie sur E dans lui mŒme (pour un certain k< 1,
on a : d( f (x), f (y))  kd(x, y), pour tous x et y dans E). On choisit un point x0 de
E quelconque et on dØnit la suite(xn)n = f (xn   1)n. On montre par rØcurrence que
d(xn, xn+p)  knd(x0, x1) pour tout n 2 N . Si on note fn = f  f  ...f alors on a
d( f n, f m)  k
n
1   kd(x1, x0), 8m > n (1.18)
et donc d(xn, xm) = d( f n(x0), f m(x0)) ! 0 lorsque m! ∞. Comme E est un
espace complet et(xn)n est une suite de Cauchy, il existe un a2 E tel que xn ! a,
et par continuitØ xn+1 = f (xn) ! f (a), d’oø f(a) = a. L’unicitØ est un rØsultat
immØdiate de la contraction de la fonction f .
ThØorŁme1.4 (ThØorŁme de point xe de Brouwer, [ 61]) Toute fonction conti-
nue sur un intervalle fermØ et bornØ[a, b] dans lui mŒme admet au moins un point
xe.
ThØorŁme 1.5 (ThØorŁme de point xe de Schaefer, [61]) Soit E un espace de
Banach et soitΓ : E ! E un opØrateur complŁtement continu. Si l’ensemble
E = f x 2 E : λx = Γx pour λ > 1g
est bornØ, alorsΓ admet un point xe.
ThØorŁme1.6 (ThØorŁme de point xe de Sadovskii, [ 56]) Soit E un espace de
Banach et soitΓ : E ! E un opØrateur complŁtement continu. SiΓ(B)  B pour un
ensemble fermØ, non vide, convexe et bornØ B de E, alorsΓ dmet un point xe dans
B.
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2Équation de van der Pol avecimpulsions
Ce chapitre est consacré à l’étude de l’existence de solutions T-périodiques de l’équation de van der Pol en présence d’impul-
sions. Nous étudions le cas où les impulsions sont indépendantes
de l’état, ensuite le cas où les impulsions dépendent de la moyenne
de l’état, et enfin nous traitons le cas où les impulsions dépendent
de l’état. Pour obtenir ces résultats nous appliquons le Théorème
de point fixe de Banach.
2.1 Cas des impulsions indépendantes de l’état
Dans ce chapitre nous nous intéressons à l’étude de l’équation de van der
Pol suivante :













Dans ce paragraphe nous assumons que les ai et ti sont des constantes réelles
indépendantes de x ∈ NBV(T). Pour simplifier nous écrivons I et J au lieu
de I[x] et J[x], respectivement. Dans un premier temps nous allons montrer
que l’opérateur Hρ donné par
Hρ[x˜] = Fρ[x˜]− G[x˜] + Jρ[x˜], x˜ ∈ N˜BV(T)
où
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Proposition 2.1 Pour tout ρ 2 R , Hρ envoie]NBV (T) dans lui mŒme.
DØmonstration.Pour tout x 2 ]NBV (T) on a
ν(Hρ[ x])  ν(Fρ[ x]) + ν(G[ x]) + ν(J). (2.3)
D’une part







∆0(t   s)g( x(s) + ρ)ds
)
qui donne


































et donc on a
ν(Fρ[ x])  µ2T
[






ν(G( x)) = ν
(
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D’oø
ν(G[ x])  T
2
4 (ν( x) + k









et donc Hρ[ x] est dans ]NBV (T).
Pour r > 0 et x 2 ]NBV (T), on pose
B( x, r) = f y 2 ]NBV (T) : ν( y   x)  rg. (2.6)
Le but est de trouver des conditions pour lesquelles le nombre ρ = flf + flI
garantie l’existence de r > 0 tel que Hρ une contraction sur B(0,r). En uti-
lisant le principe de contraction de Banach nous prouvons l’existence d’un
point xe unique x de Hρ dans B(0,r). Par (1.12) et (1.14), x = ρ+ x est nØ-
cessairement une solution de (2.1) dans NBV (T). Pour s > 0 et ρ 2 R , on
pose

















D’aprŁs (2.3) et (2.9), pour ρ = flx = flf + flI , on obtient
ν(H flx[ x])  pflx(ν( x))
pour tout x 2 ]NBV (T). On dØnit le polynôme qflx sur R pour s> 0 par
qflx(s) = pflx(s)   i(s) (2.10)
oø i(s) = s est l’identitØ.
Proposition 2.2 Supposons que r0flx > 0 et r00flx > 0 sont des racines positives dis-
tinctes du polynôme qflx donnØ par (2.10). Pour un r compris entre r0flx et r00flx , l’opØrateur
H flx donnØ par (1.15) pour ρ = flx = flf + flI envoi B(0,r) dans lui mŒme.
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DØmonstration.Pour montrer que l’opØrateur H flx envoi B(0,r) dans lui mŒme
pour r > 0, il suft de prouver que
pflx(s)  r (2.11)
pour tout s 2 [0,r ]. Le polynôme pflx est indØniment dØrivable. Sa dØrivØe
premiŁre est positive pour tout s 2 R et est donnØe par
p0flx(s) = 2µT[1+ (j flxj + s)2] + T
2
4 > 0.
Sa deuxiŁme dØrivØe est positive, pour touts> 0, et est donnØe par
p00flx (s) = 4µT(j flxj + s) > 0.
Donc, pour s  0, pflx est un polynôme convexe strictement croissant de degrØ
trois. Supposons que le graphe de pflx rencontre l’identitØ dans le premier
quadrant en s= r0flx et s= r00flx avec r0flx 6= r00flx . Ceci est Øquivalent à l’existence de
deux racines distinctes s= r0flx > 0 et s= r00flx > 0 de l’Øquationqflx(s) = pflx(s)   s
pour ρ = flx = flf + flI . Pour tout r strictement compris entre r0flx et r00flx , on a
qflx(r) < 0 (i.e. pflx(r) < r). Or, on a pflx(s) < pflx(r) pour tout s 2 [0,r [. Alors
on obtient nalement ( 2.11) en prenant r un point dans l’intervalle [r0flx,r00flx ]. Ce
qui achŁve la dØmonstration.
ThØorŁme 2.1 Pour T > 0, µ > 0 et f 2 L1(T), supposons que qflx donnØ par
(2.10) admet deux racines distinctes strictement positives. Soit r0flx la plus petite des
deux. Alors il existe un uniquex 2 B(0,r0flx)  ]NBV (T) tel que x= flx + x est une
solution de (2.1) pour flx donnØ par (1.12). On a x02 ]NBV (T), x002 L˜1(T) et, pour
tout y dans la boule B(0,r0flx), on a
kHnflx [ y]   xk∞ 
2λnr0flx
1   λ
pourλ = p0flx(r0flx) et n 2 N .
DØmonstration.Soient T > 0 et µ > 0. Montrons que l’opØrateur H flx est une
contraction dans la boule B(0,r). Soit x, y 2 ]NBV (T). On a
ν(H flx[ x]   H flx[ y])  ν(Fflx[ x]   Fflx[ y]) + ν(G[ x]   G[ y])
oø
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est continue sur R . Pour x, y dans B(0,r) et
t 2 [0,T], d’aprŁs le ThØorŁme des accroissements nis, il existe zt 2 [   r, r ]
tel que
g( x(t) + flx)   g( y(t) + flx) = g0(zt + flx)( x(t)   y(t)).
oø
jg0(zt + flx)j  µ(1+ (zt + j flxj)2)  µ(1+ (r + j flxj)2)
d’oø
















1+ (r + j flxj)2
)
ν( x   y)ds
)
 µν(∆0)(1+ (r + j flxj)2)ν( x   y)
 2µT(1+ (r + j flxj)2)ν( x   y).
D’autre part on a















jD0(t   s)jj ( x(s)   y(s))jds
)
 ν(D0)ν(x   y)

T2
4 ν(x   y).
Donc on a l’inØgalitØ
ν(H flx[ x]   H flx[ y]) 
[




ν( x   y)
et alors
ν(H flx[ x]   H flx[ y])  p0flx(r)ν( x   y). (2.12)
Dans le contexte de la Proposition 2.2, on a 0 < p0flx(r0flx) < 1 si r0flx est la plus
petite des deux racines de l’Øquation (2.10). Par une application du principe
de contraction de Banach on obtient l’existence d’un point xe unique
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x 2 B(0,r0flx) de l’opØrateur H flx qui est solution de l’Øquation (2.1). En appli-
quant la relation ( 1.18) à l’opØrateur H flx pour k = λ = p0flx(r0flx) on obtient
ν(Hnflx [ y]   x) 
λn
1   λν(H flx[ y]   y) (2.13)
pour tout y 2 B(0,r0flx) et tout n 2 N . En appliquant ( 1.2) à ( 2.13) on aura
kHnflx [ y]   xk∞ 
λn
1   λν(H flx[ y]   y). (2.14)
Par la Proposition (2.2), l’image de la boule B(0,r0flx) par l’opØrateur H flx est
incluse dans B(0,r0flx) et donc
kHnflx [ y]   xk∞ 
2λnr0flx
1   λ .
Dans le contexte du ThØorŁme2.1, on a 0  p0flx(r0flx) < 1. D’oø on conclut
que, pour tout µ > 0
1< 4   T
2
8Tµ (2.15)
qui est Øquivalent à
0< T <   4µ+ 2
√
4µ2 + 1 < 2. (2.16)







+ x(t) = 10 sin(2pit)
oø T = 1, µ = 0.25, flI = 0, α = 0, flf = 0 et f(t) = 10 sin(2pit). Alors
















sont s= 1.70+ 1.64i, s= 1.70   1.64i et s=   3.41. MalgrØ que la relation





soit vØriØe, on observe que dans le premier quadrant, le graphe de p0 ne rencontre
pas le graphe de l’identitØι comme le montre le graphe dans la gure (2.1).
Remarque 2.1 On remarque que l’inØgalitØ (2.16) est nØcessaire, mais pas sufsante
pour garantir la rencontre du polynôme pρ et l’identitØ. D’oø la nØcessitØ d’imposer
d’autres conditions qui assurent cette rencontre.
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Figure 2.1 – Graphiques de p0 et de i.
A cette ﬁn nous supposons que dans le premier quadrant le graphe de px¯
rencontre celui de ι en deux points r′¯x et r′′¯x avec 0 < r′¯x < r′′¯x . Alors p′¯x(r′¯x) < 1
et p′¯x(r′′¯x ) > 1 et puisque p′′¯x (s) > 0 pour tout s ≥ 0, il existe un unique point





− 1− |x¯|. (2.17)
Réciproquement, si rx¯ donné par (2.17) est tel que
0 < px¯(rx¯) < rx¯, (2.18)
alors le graphe de ι est au-dessus de celui de px¯ en rx¯ et donc il existe deux
points tels que rx¯ soit compris strictement entre eux. Donc le graphe de px¯(s)
rencontre celui de ι(s) dans le premier quadrant, ce qui prouve le résultat
suivant.
Corollaire 2.1 Soit (2.16) vériﬁée pour T > 0 et soit μ > 0 et f ∈ L1(T). Si (2.18)
est vériﬁée pour rx¯ donné par (2.17), alors qx¯ donné par (2.10) possède deux racines
positives distinctes. Si on note r′¯x la plus petite de ces deux racines et que r′¯x > 0 alors
il existe un unique x˜ dans la boule B(0, r′¯x) tel que x = x¯ + x˜ est solution de (2.1).
En outre, x˜′ ∈ N˜BV(T), x˜′′ ∈ L˜1(T) et que la relation (2.14) est vériﬁée pour tout
n ∈N, tout y ∈ B(0, r′¯x) et λ = p′¯x(r′¯x).







+ x(t) = 10 sin(2πt) + δ0.5(t) (2.19)
où T = 1, μ = 0.01, I¯ = 1, α = 0.25, f¯ = 0, x¯ = 1 et f˜ (t) = 10 sin(2πt). Alors
‖ f˜ ‖1 = 20/π, r1 = 5.042 (par (2.17)) et p1(r1) = 4.693. Donc on a (2.18). Les
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qui sont les points de rencontre du polynôme pρ et de l’identité sont r′1 = 3.252,
r′′1 = 6.669 et r
′′′
1 = −12.921. Donc λ = p′1(r′1) = 0.632. D’après le Corollaire 2.1,
il existe un unique x˜ ∈ B(0, 3.252) ⊂ N˜BV(1) tel que x = 1 + x˜ est solution
de (2.19). En outre, x′ ∈ N˜BV(1) et x′′ ∈ L˜1(1).





Figure 2.2 – Graphiques de p1 et de i.
2.2 Cas des impulsions dépendantes de la valeur
moyenne de l’état
Soient les fonctions a : NBV(T) → [−γ, γ] ⊂ R, γ > 0 et t : NBV(T) →
[0, T[. On considère l’équation de van der Pol de la forme
x′′(t) = (g(x(t)))′ − x(t) + f (t) + a[x¯]δt[x¯](t) (2.20)
où g est donnée par (2.2) et l’impulsion est d’amplitude a[x¯] qui dépend de la
moyenne de l’état aux instants t(x¯) + kT (k ∈ Z). L’équation (2.20) est un cas
particulier de l’équation (2.1) pour m = 1. Le cas général où m est quelconque
s’étudie de la même manière (m peut être inﬁni). Toute solution x ∈ NBV(T)
de (2.20) doit vériﬁer x¯ = f¯ + a(x¯). L’équation (2.20) s’écrit sous la forme d’un
système de deux équations comme suit, pour tout x˜ ∈ N˜BV(T), avec ρ = x¯,
on a
x˜′′ = (gρ(x˜))′ − x˜ + f˜ + aρδ˜tρ (2.21)
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et
ρ = flf + aρ (2.22)
oø aρ = a[ρ], tρ = t[ρ] et gρ( x) = g(ρ+ x). Le but est de donner des conditions
sur ρ qui assurent l’existence et l’unicitØ de la solution xρ 2 ]NBV (T) de
l’Øquation (2.21) et de montrer que sous ces conditions, ρ peut Œtre choisi de
sorte que l’Øquation (2.22) soit satisfaite. D’oø x = ρ+ xρ sera une solution
de l’Øquation (2.20) dans NBV (T). Pour tout ρ 2 R posons
Jρ = aρD tρ . (2.23)
Puisque   γ  aρ  γ on aura
ν(Jρ)  α (2.24)
oø α = γT2/4. Un raisonnement analogue à celui utilisØ dans le premier cas
aboutit au rØsultat suivant :
Proposition 2.3 Pour ρ 2 R donnØ, on suppose que qρ donnØ par (2.10) avec
α = γT2/4 admet deux racines distinctes strictement positives. Alors, pour tout
r > 0 compris entre ces deux racines l’opØrateur Hρ envoie B(0,r) dans lui mŒme.
En suivant les mŒme Øtapes que dans la dØmonstration du ThØorŁme2.1
on aboutit à ce qui suit :
ν(Hρ[ x]   Hρ[ y])  p0ρ(r)ν( x   y) (2.25)
pour tous x, y 2 B(0,r0ρ)  ]NBV (T) et 0< p0ρ(r0ρ) < 1 oø r0ρ est la plus petite
des deux solutions de l’Øquation (2.10) avec α = γT2/4. Par une application
du ThØorŁme de point xe de Banach on dØduit l’existence d’un unique point
xe xρ 2 B(0,r0ρ) de l’opØrateur Hρ, tel que pour tout n 2 N




oø y est un ØlØment quelconque deB(0,r0ρ), avecλρ = p0ρ(r0ρ). Dans le contexte





8µT   1   j ρj (2.27)
et
0< pρ(rρ) < rρ. (2.28)
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ThØorŁme2.2 Soit T> 0 et µ > 0 vØriant ( 2.16) et soit f 2 L1(T). Si ρ 2 R est




8µT   1   j ρj,
alors le polynôme qρ admet deux racines distinctes positives. Si la plus petite des
deux racines est notØe par r0ρ, alors (2.21) admet une solution uniquexρ dans la boule
B(0,r0ρ). En outre xρ 2 ]NBV (T), x0ρ 2 L˜1(T) et, pour tout y 2 B(0,r0ρ) et tout
n 2 N , on a :




Nous devons imposer d’autre conditions sur ρ pour lesquelles l’Øquation
(2.22) est Øgalement satisfaite, rendant ainsix = ρ+ xρ solution de ( 2.20). En
remarquant que
rρ = r0   j ρj et pρ(rρ) = p0(r0)   T
2
4 jρj
nous pouvons alors exprimer qρ(rρ) en fonction de q0(r0)
qρ(rρ) = pρ(rρ)   rρ = q0(r0) +
4   T2
4 jρj.
Si nous supposons que
q0(r0) < 0 (2.29)
alors la solution positive unique de l’Øquation qρ(rρ) = 0 est donnØe par
ρ0=  
4
4   T2q0(r0). (2.30)
Si l’Øquation (2.28) est satisfaite pour ρ = ρ0> 0 donnØ, elle l’est aussi pour
tout ρ tel que jρj  ρ0. Pour cette valeur de ρ0> 0 l’Øquation (2.28) est satis-
faite pour tout ρ 2 ]   ρ0, ρ0[ et r0ρ0 = rρ0 = r0   ρ0oø la premiŁre ØgalitØ rØsulte
du fait que le graphe du polynôme pρ0 et celui de l’identitØ i se rencontrent
tangentiellement en r0ρ0. D’aprŁs le ThØorŁme de point xe de Brouwer, l’Øqua-
tion (2.22) est vØriØe pour au moins un ρ 2 ]   ρ0, ρ0[ si la fonction ρ 7! flf + aρ
est continue sur l’intervalle ]   ρ0, ρ0[ et si elle envoie un certain sous inter-
valle fermØ dans]   ρ0, ρ0[ dans lui mŒme. Nous avons ainsi montrØ le rØsultat
suivant :
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Corollaire 2.2 Soit T > 0 et μ > 0 tels que (2.16) est vériﬁée. Pour ρ ∈ R et
f ∈ L1(T), soit qρ donné par (2.10) avec α = γT2/4. Si (2.29) est vériﬁée, ρ′
est donné par (2.30) et −ρ′ < ρ < ρ′, alors (2.21) admet une unique solution x˜ρ
dans la boule B(0, r′ρ), où le rayon r′ρ est la plus petite des deux racines positives
du polynôme qρ. En outre x˜′ρ ∈ N˜BV(T), x˜′′ρ ∈ L˜1(T), et pour tout y˜ ∈ B(0, r′ρ),
(2.26) est vériﬁée pour λρ = p′ρ(r′ρ), n ∈ N et Hρ déﬁni par (1.16) avec Jρ (donné
par (2.23)) au lieu de Jρ[x]. Si (2.29) est vériﬁée et s’il existe ρ ∈]− ρ′, ρ′[ tel que
(2.22) est satisfaite pour ce même ρ (comme dans le cas où la fonction ρ 
→ f¯ + aρ
est continue sur R et envoie un sous intervalle fermé dans ]− ρ′, ρ′[ dans lui même),
alors x = ρ + x˜ρ est solution de (2.20).
Exemple 2.3 Considérons l’équation de van der Pol suivante où l’impulsion dépend










où T = 1, μ = 0.01, aρ = sin(1 + ρ), tρ = 12 cos
2(ρ), γ = 1, α = 0.25, f¯ = 0
et f˜ (t) = 10 sin(2πt). Alors ‖ f˜ ‖1 = 20/π, r0 = 6.042, q0(r0) = −1.099 < 0 et
ρ′ = 1.465. Puisque la fonction sin(1 + ρ) est continue sur l’intervalle [−1, 1] ⊂
]− 1.465, 1.465[ alors l’équation ρ − sin(1+ ρ) = 0 admet la racine ρ0 ≈ 0.935 ∈
] − 1.465, 1.465[ et donc, par le Corolaire (2.2), x = ρ0 + xρ0 ∈ NBV(1) est une














Figure 2.3 – Graphiques de pρ0 et de i.
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2.3 Cas gØnØral des impulsions dØpendantes de
l’Øtat
Soient les fonctions a : NBV (T) ! [   γ,γ]  R et t : NBV (T) ! [0,T[.
ConsidØrons l’Øquation de van der Pol
x00(t) = g0(x(t))   x(t) + f (t) + a[x]δt[x](t) (2.32)
oø g est donnØe par (2.2) et l’impulsion est d’amplitude a[x] dØpendante de
l’Øtat aux instants t[x] + kT (k 2 Z , t[x] 2 [0,T)). Toute solution x 2 NBV (T)
de (2.32) doit vØrier l’ØgalitØ flx = flf + a[x]. Donc l’Øquation (2.32) est Øquiva-
lente au systŁme constituØ par les deux Øquations
x00= (gρ( x))0   x + f + aρ[ x] δtρ[ x] (2.33)
et
ρ = flf + aρ[ x] (2.34)
oø aρ[ x] = a[ρ + x], tρ[ x] = t[ρ + x] et gρ( x) = g(ρ + x) pour tout x 2
]NBV (T). L’objectif est d’Øtablir des conditions assurant l’existence d’une so-
lution unique xρ 2 ]NBV (T) de (2.33). Si ρ vØrie l’Øquation
ρ = flf + aρ( xρ) (2.35)
alors x = ρ+ xρ sera une solution de (2.32) dans NBV (T). La fonction Jρ[ x]
dans (1.16) est donnØe par
Jρ[ x] = aρ[ x]D tρ[ x] (2.36)
et ainsi, pour tout ρ 2 R et tout x 2 ]NBV (T), nous avons ν(Jρ[ x])  α pour
α = γT2/4. Supposons que aρ[ x] et tρ[ x] satisfont, pour tous ρ1, ρ2 2 R et
tous x1, x2 2 ]NBV (T), les conditions de Lipschitz
jaρ2[ x2]   aρ1[ x1]j  a0jρ2   ρ1j + a00ν( x2   x1) (2.37)
et
jtρ2[ x2]   tρ1[ x1]j  τ0jρ2   ρ1j + τ00ν( x2   x1) (2.38)
pour des constantes a0, a00, τ0, τ002 [0,∞[. D’aprŁs les relations (1.9) et (2.38)
nous avons
ν(D tρ[ x2]   D tρ[ x1])  (1+
p
2)Tτ00ν( x2   x1)
et
Jρ[ x2]   Jρ[ x1] = (aρ[ x2]   aρ[ x1])D tρ[ x2] + aρ[ x1](D tρ[ x2]   D tρ[ x1])
et donc
ν(Jρ[ x2]   Jρ[ x1])  βν( x2   x1) (2.39)
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D’aprŁs l’inØgalitØ (2.39) nous avons pour x 2 ]NBV (T)
ν(Jρ[ x])  ν(Jρ[ x]   Jρ[0]) + ν(Jρ[0]  βν( x) + α. (2.41)
Soit les polynômes de degrØ trois piρ, θρ : R ! R donnØs par
piρ(s) = ϕρ(s) + βs+ χ(s) + α
et
θρ(s) = piρ(s)   ι(s) (2.42)
oø les polynômes ϕρ et χ sont donnØs par (2.7) et (2.8) respectivement. En
introduisant les inØgalitØs (2.4), (2.5) et (2.41) dans (2.3) avec Jρ[ x] donnØ par
(2.36), nous obtenons
ν(Hρ[ x])  piρ(ν( x))
pour x 2 ]NBV (T) quelconque. En procØdant comme dans le deuxiŁme cas
plus haut, on obtient la variante suivante de la Proposition 2.3 :
Proposition 2.4 Soit ρ 2 R et soit θρ donnØ par (2.42) avecα = γT2/4 . Si θρ
admet deux racines distinctes strictement positives, alors, pour tout r> 0 compris
entre ces deux racines l’opØrateur Hρ donnØ par (1.16), avec Jρ[ x] donnØ par (2.36),
envoie la boule B(0,r) dans elle mŒme.
On suppose que, pour ρ 2 R , θρ donnØ par (2.42) avec α = γT2/4 admet
deux racines distinctes strictement positives. Notons par r0ρ la plus petite des
deux racines. Par un raisonnement similaire à celui fait à la Proposition 2.3,
on a, pour tout r compris entre ces deux racines et pour tous x, y dans la
boule B(0,r)
ν(Hρ[ x]   Hρ[ y])  pi0ρ(r)ν( x   y). (2.43)
Puisque 0< pi0(r0ρ) < 1 alors l’opØrateur Hρ est une contraction sur la boule
B(0,r0ρ) et l’Øquation (2.26) est vØriØe pour λρ = pi0ρ(r0ρ), y 2 B(0,r0ρ), quel-
conque, et tout n 2 N . Dans le contexte de la Proposition 2.4, il existe rρ > r0ρ
tel que pi0ρ(rρ) = 1. D’oø (2.27) et (2.28) sont remplacØes par
rρ =
√
4(1   β)   T2
8µT   1   j ρj = r0   j ρj (2.44)
et
0< piρ(rρ) < rρ (2.45)
respectivement. Il est clair que si l’Øquation (2.45) est vØriØe pour ρ = ρ0> 0,
elle est aussi vØriØe pour tout ρ tel que jρj  ρ0. Puisque le polynôme pi0
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vØrie 0 < pi0(r0ρ) < 1, on aura
1< 4(1   β)   T
2
8µT (2.46)
et alors on obtient un rØsultat analogue au ThØorŁme2.2.
ThØorŁme 2.3 Soit f 2 L1(T), T > 0 et µ > 0. On suppose que (2.37) et (2.38)
sont vØriØes et queβ (donnØ par (2.40)) satisfait (2.46). Si pourρ 2 R , l’Øquation
(2.45) est vØriØe pour rρ donnØ par (2.44), alors θρ donnØ par (2.42) (avecα =
γT2/4 ) admet deux racines distinctes positives dont on note la plus petite par r0ρ.
Si r0ρ > 0, alors (2.33) admet une unique solutionxρ dans la boule B(0,r0ρ). En
outre x0ρ 2 ]NBV (T), x00ρ 2 L˜1(T) et pour tout y 2 B(0,r0ρ), (2.26) est vØriØe pour
λρ = pi0ρ(r
0
ρ), n 2 N et l’opØrateur Hρ dØni par (1.16) avec Jρ[ x] donnØ par (2.36).
Notre objectif est d’obtenir, dans le contexte du ThØorŁme 2.3, d’autres
conditions sur ρ de sorte que (2.35) est Øgalement vØriØe rendantx = ρ+ xρ
solution de ( 2.32). Pour cela, on suppose que
θ0(r0) < 0 (2.47)
oø r0 est donnØ par (2.44) pour ρ = 0. La condition (2.47) est indispensable
car autrement (2.45) n’est pas vØriØe pour tout ρ > 0. On aura que
θρ(rρ) = piρ(rρ)   rρ = θ0(r0) +
4(1   β)   T2
4 jρj
est alors l’unique ρ0> 0 tel que θρ0(rρ0) = 0, et ρ0est donnØ par
ρ0=  
4
4(1   β)   T2θ0(r0). (2.48)
Pour cette valeur de ρ0 l’Øquation (2.45) est vØriØe pour tout ρ 2 ]   ρ0, ρ0[ et
rρ0 = r
0
ρ0 = r0   ρ
0
oø la premiŁre Øquation rØsulte du fait que le graphe du polynôme piρ0 et
celui de l’identitØ ι se rencontrent tangentiellement en r0ρ0. En outre (2.35) est
vØriØe pour au moins un ρ 2 ]   ρ0, ρ0[ quand la fonction ρ ! flf + aρ[ xρ]
est continue sur ]   ρ0, ρ0[ et envoie tout sous segment fermØ de ]   ρ0, ρ0[
dans lui mŒme. Le rØsultat du Corollaire 2.2 s’Ønonce maintenant comme
suit : Soient f 2 L1(T), T > 0 et µ > 0. On suppose que (2.37) et (2.38)
sont vØriØes et que β (donnØ par (2.40)) satisfait (2.46). Pour ρ 2 R , soit θρ
donnØ par (2.42) avec α = γT2/4. Si ( 2.47) est vØriØ, ρ0 est donnØ par (2.48)
et   ρ0 < ρ < ρ0, alors (2.33) admet une solution unique xρ dans la boule
B(0,r0ρ). De plus x0ρ 2 ]NBV (T), x00ρ 2 L˜1(T) et pour tout y 2 B(0,r0ρ), (2.26)
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est vØriØe pour λρ = pi0ρ(r0ρ), n 2 N et Hρ dØni par ( 1.16) avec Jρ[ x] à la
place de J. Si (2.47) est satisfaite et s’il existe ρ 2 ]   ρ0, ρ0[ tel que (2.35) est
satisfaite pour ce ρ (comme c’est le cas lorsque la fonction ρ ! flf + aρ[ xρ] est
continue sur ]   ρ0, ρ0[ et envoie un sous segment fermØ de]   ρ0, ρ0[ dans lui
mŒme), alorsx = ρ+ xρ est une solution de (2.32). Pour appliquer la derniŁre
partie du paragraphe prØcØdente, on doit prouver la continuitØ de la fonction
ρ ! flf + aρ[ xρ] sur ]   ρ0, ρ0[. La dØmonstration repose gØnØralement sur le
fait que, pour ρ,σ 2 ]   ρ0, ρ0[ on a
lim
ρ! σ
jj xρ   xσjj∞ = 0 (2.49)
qui est une consØquence de
lim
ρ! σ
ν( xρ   xσ) = 0 (2.50)
et l’inØgalitØj xj  ν( x). Il suft donc de montrer ( 2.50). De
Hρ( xρ)   Hσ( xσ) = (Hρ( xρ)   Hρ( xσ)) + (Hρ( xσ)   Hσ( xσ))
et
ν( xρ   xσ) = ν(Hρ( xρ)   Hσ( xσ))
on dØduit que
ν( xρ   xσ)  ν(Hρ( xρ)   Hρ( xσ)) + ν(Hρ( xσ)   Hσ( xσ)). (2.51)
En appliquant ( 2.43) (pour r = r0ρ) à ν(Hρ( xρ)   Hρ( xσ) dans (2.51) on obtient
0  (1   pi0ρ(r0ρ))ν( xρ   xσ)
 ν(Hρ( xσ)   Hσ( xσ))
 ν(Fρ( xσ)   Fσ( xσ)) + ν(Jρ[ xσ]   Jσ[ xσ])
oø la premiŁre inØgalitØ est triviale. On observe que les racines du polynôme
de troisiŁme degrØ θρ donnØ par (2.42) vØrie r0ρ ! r0σ lorsque ρ ! σ (voir,
par exemple, [8]). La composition des fonctions continues piρ et r0ρ en ρ est










D’autre part, on a
lim
ρ! σ
(gρ( xσ)   gσ( xσ)) = 0.
D’oø l’on conclut que
lim
ρ! σ





(gρ( xσ)   gσ( xσ)) = 0
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( gρ( xσ)   gσ( xσ)) = lim
ρ! σ
(gρ( xσ)   gσ( xσ))   lim
ρ! σ
( flgρ( xσ)   flgσ( xσ)) = 0.
On sait que (Fρ)0= (∆0  gρ)0= (∆0)0  gρ = gρ pour tout ρ dans R et puisque
la fonction Fρ est absolument continue, alors on a
lim
ρ! σ









j gρ( xσ)   gσ( xσ)j = 0.
De plus on a
Jρ[ xσ]   Jσ[ xσ] = (aρ[ xσ]   aσ[ xσ])D tρ[ xσ] + aσ[ xσ](D tρ[ xσ]   D tσ[ xσ])
et donc
ν(Jρ[ xσ]   Jσ[ xσ])  j aρ[ xσ]   aσ[ xσ]jν(D tσ[ xσ]) + jaσ[ xσ]jν(D tρ[ xσ]   D tρ[ xσ])

T2
4 jaρ[ xσ]   aσ[ xσ]j + γν(D tρ[ xσ]   D tσ[ xσ]).
Par l’inØgalitØ (2.37) on a
lim
ρ! σ
jaρ(xσ)   aσ(xσ)j 6 a0 lim
ρ! σ
jρ   σj = 0
et par les inØgalitØs (1.9) et (2.38) on obtient
lim
ρ! σ











ν(Jρ[ xσ]   Jσ[ xσ]) = 0
ce qui prouve que
lim
ρ! σ
ν(Hρ( xσ)   Hσ( xσ) = 0.
De la mŒme maniŁre on montre que
lim
ρ! σ




k xρ   xσk∞ 6 lim
ρ! σ
ν( xρ   xσ) = 0.
Ceci achŁve la dØmonstration.
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= sin(2pit) + 0.1 sin(x(0.1))δ0.5cos2(x(0.1))(t)
(2.52)
où T = 1, µ = 0.01, aρ[x˜] = 0.1 sin(ρ + x˜(0.1)), tρ[x˜] = 0.5 cos2(ρ + x˜(0.1)),
γ = 0.1, α = 0.025, f¯ = 0, et f˜ (t) = sin(2pit). En appliquant la loi de la moyenne
et la relation |x˜(t)| ≤ ν(x˜), on aura (2.37) et (2.38) pour a′ = a′′ = 0.1 et τ′ =
τ′′ = 1. On a β = 0.2664 (par(2.40)), ‖ f˜ ‖1 = 2/pi, r0 = 4.8146 (par (2.44)),
θ0(r0) = −1.3039 < 0 (et donc (2.47) est vérifiée) et ρ′ = 2.6962 (par (2.48)). La
fonction ρ → aρ[x˜ρ] est continue et envoie [−0.1, 0.1] ⊂]− ρ′, ρ′[ dans [−0.1, 0.1].
Par le Corollaire 2.2, il existe une solution x ∈ NBV(1) de (2.52) telle que x′ ∈
N˜BV(1), x′′ ∈ L˜1(1) et x¯ ∈ [−0.1, 0.1].
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3É quations impulsives d ’ordre 2 à3 points aux limites
L ’existence de solutions d’Øquations diffØrentielles ordinairesimpulsives du second ordre avec trois points aux limites sous
des conditions plus faibles sur les fonctions impulsives que celles
de la littØrature est ØtudiØe dans ce chapitre. L’approche est basØe
sur l’utilisation de la thØorie du point xe.
3.1 Introduction et rØsultats prØliminaires
Fixons un moment d’impulsion t1 dans J = [0, 1]. Nous nous proposons
d’Øtudier l’existence de solutions pour le problŁme aux limites suivant :
x00(t) + f (t, x(t), x0(t)) = 0, p.p. t 2 J, t 6= t1, (3.1)
∆x(t1) = I1(x(t1), x0(t1)) (3.2)
∆x0(t1) = I2(x(t1), x0(t1)) (3.3)
x(0) = 0, x(1) = αx(η), (3.4)
oø la fonction f : J  Rn  Rn ! Rn et les fonctions impulsives I1, I2 : Rn 
Rn ! Rn sont donnØes,∆x(t1) = x(t+1 )   x(t  1 ), ∆x0(t1) = x0(t+1 )   x0(t  1 )
et α 2 R , 0 < η < 1 sont tels que αη 6= 1. Notons que nous pouvons consi-
dØrer le cas plus gØnØral oø le nombre d’impulsion est quelconque (voir, par
exemple, [35, 39]). Cependant, ici, nous restreindrons notre attention au cas
d’une impulsion d’autant plus que la diffØrence entre la thØorie correspon-
dant au cas d’une seule impulsion avec celle d’un nombre ni ou inni d’im-
pulsions est minime. Les rØsultats d’existence sont ØnoncØs dans les thØorŁme
3.1 et 3.2. Nous imposons aux fonctions impulsives I1 et I2 d’Œtre uniquement
continues. Les preuves sont basØes sur le ThØorŁme de point xe de Schaefer
et sur le ThØorŁme de point xe de Sadovskii. Pour le rØsultat d’unicitØ ob-
tenu dans le ThØorŁme3.3, la preuve est basØe sur le ThØorŁme de point xe
de Banach. PrØsentons les hypothŁses sous lesquelles les rØsultats principaux
d’existence, puis d’unicitØ de ce chapitre seront obtenues :
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(H1) La fonction f : J  Rn  Rn ! Rn est CarathØodory, c’est-à-dire,
(i) pour tous x, y 2 Rn, la fonction f (  , x, y) : J ! Rn est mesurable,
(ii) pour presque tout t 2 J, la fonction f (t,  ,  ) : Rn  Rn ! Rn est
continue.
(H2) Il existe trois fonctions p, q, r 2 L1(J, R+) telles que
j f (t, x, y)j  p(t)jxj + q(t)jyj + r(t)
pour presque tout t 2 J et tous x, y 2 Rn.
(H2)

Il existe une fonction q 2 L1(J, R+) et une fonction continue et
croissanteψ : R+ ! R+ telles que
j f (t, x, y)j  q(t)ψ(maxfj xj, jyjg)
pour presque tout t 2 J et tous x, y 2 Rn.
(H3) Les fonctions impulsives I1, I2 : Rn  Rn ! Rn sont continues.
Nous allons commencer par prouver quelques lemmes nØcessaires aux dØ-
monstrations des thØorŁmes Øtablis dans ce chapitre.
Lemme 3.1 Soit a, b, α 2 R et f : J ! Rn dans L1(J, Rn). On suppose que
0< t1 < η < 1 avecαη 6= 1. Alors le problŁme à valeur initiale
x00(t) + f (t) = 0, a.e. t2 J := [0, 1], t 6= t1, (3.5)
∆x(t1) = a, ∆x0(t1) = b, (3.6)
x(0) = 0, x(1) = αx(η) (3.7)









(1   t) + α(t   η)
1   αη , s  min f t, ηg
t
(1   s) + α(s   η)
1   αη , t  s  η,
s(1   t) + αη(t   s)
1   αη , η  s  t,
t
(1   s)
1   αη , s  maxf t, ηg,
(t, s) 2 J  J, (3.9)
et pour t2 J
V (t) = (H(t   t1)   t) + α(t   ηH(t   t1))1   αη (3.10)
et
W(t) =   (1   H(t   t1))t  
(H(t   t1)   t) + α(t   ηH(t   t1))
1   αη t1. (3.11)
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La fonction H : R ! f 0, 1g dans (3.10) et (3.11) est la fonction de Heavi-
side, dØnie par H(s) = 0 si s  0 et H(s) = 1 si s> 0.
DØmonstration.Sans les conditions aux limites (3.7), le problŁme (3.5)-(3.6)
admet comme solution :
x(t) = A + Bt  
∫ t
0
(t   s) f (s)ds+ H(t   t1)b(t   t1) + H(t   t1)a.
En introduisant les conditions aux limites ( 3.7) et avec un calcul simple nous









1   αη f (s)ds  
(1   t1) + α(t1   η)
1   αη b  
1   α













1   αη f (s)ds
+
(H(t   t1)   t) + α(t   ηH(t   t1))
1   αη a
 
{
(1   H(t   t1))t +
(H(t   t1)   t) + α(t   ηH(t   t1))










(η   s) f (s)ds+
∫ η
t







(1   s) f (s)ds+
∫ η
t
(1   s) f (s)ds+
∫ 1
η





(t   s) f (s)ds+ (H(t   t1)   t) + α(t   ηH(t   t1))1   αη a
 
{
(1   H(t   t1))t +
(H(t   t1)   t) + α(t   ηH(t   t1))












(1   s) + α(s   η)





(1   t) + α(t   η)
1   αη f (s)ds+
(H(t   t1)   t) + α(t   ηH(t   t1))
1   αη a
 
{
(1   H(t   t1))t +
(H(t   t1)   t) + α(t   ηH(t   t1))
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(t   s) f (s)ds  
∫ t
η
(t   s) f (s)ds   tα1   αη
∫ η
0






(1   s) f (s)ds+
∫ t
η
(1   s) f (s)ds+
∫ 1
t
(1   s) f (s)ds
}
+
(H(t   t1)   t) + α(t   ηH(t   t1))
1   αη a
 
{
(1   H(t   t1))t +
(H(t   t1)   t) + α(t   ηH(t   t1))







(1   t) + α(t   η)
1   αη f (s)ds+
∫ t
η
s(1   t) + αη(t   s)





1   αη f (s)ds+
(H(t   t1)   t) + α(t   ηH(t   t1))
1   αη a
 
{
(1   H(t   t1))t +
(H(t   t1)   t) + α(t   ηH(t   t1))
1   αη t1
}
b.
Ce qui dØmontre le lemme.
Compte tenu du Lemme 3.1, nous transformons le problŁme d’existence
de solution du probŁme ( 3.1)-(3.4) en un problŁme de point xe de l’opØrateur




G(t, s) f (s, x(s), x0(s))ds
+V (t)I1(x(t1), x0(t1)) +W(t)I2(x(t1), x0(t1)),
(3.13)
oø G, V et W sont donnØs par (3.9)-(3.11), avec 0< t1 < η < 1 et αη 6= 1.
Lemme 3.2 ConsidØrons le problŁme à valeur initiale (3.1)-(3.4). Supposons que
la fonction f : J  Rn  Rn ! Rn satisfait les conditions (H1) et (H2) ou (H1) et
(H2)

, et les fonctions impulsives I1, I2 : Rn  Rn ! Rn satisfont la condition (H3).
Si x est un point xe de l’opØrateurΓ, alors x est une solution du problŁme (3.1)-(3.4).
DØmonstration.Pour la dØmonstration de ce lemme il suft de dØriver deux




G(t, s) f (s, x(s), x0(s))ds
+ V (t)I1(x(t1), x0(t1)) +W(t)I2(x(t1), x0(t1))
oø x 2 PC1(J, Rn) est un point xe de l’opØrateur Γ. Nous vØrions facilement
(3.2)-(3.4).
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Lemme 3.3 Supposons que la fonction f: J  Rn  Rn ! Rn satisfait les condi-
tions (H1) et (H2) ou (H1) et (H2)

, et les fonctions impulsives I1, I2 : Rn  Rn !
Rn vØrient les condition (H3). Alors l’opØrateurΓ : PC1(J, Rn) ! PC1(J, Rn)
donnØ par(3.13) est complŁtement continu.
DØmonstration.Nous considØrons ici le cas oø la fonction f satisfait les hypo-
thŁses (H1) et (H2). Le cas oø f vØrie les conditions (H 1) et (H2)

se traite
de maniŁre similaire à celle dØveloppØe ci-aprŁs.
Etape 1. Montrons que l’opØrateurΓ est continu. Soit (xn)n2N  PC1(J, Rn)
une suite telle que (xn)n2N converge vers x 2 PC1(J, Rn) et soit t 2 J. D’une
part, nous avons
jΓxn(t)   Γx(t)j 
1∫
0
jG(t, sj  j f (s, xn(s), x0n(s))   f (s, x(s), x0(s))jds
+ jV (t)j  j I1(xn(t1), x0n(t1))   I1(x(t1), x0(t1))j
+ jW(t)j  j I2(xn(t1), x0n(t1))   I2(x(t1), x0(t1))j
d’oø l’on dØduit que
jΓxn(t)   Γx(t)j  M0
1∫
0
j f (s, xn(s), x0n(s))   f (s, x(s), x0(s))jds
+ V0j I1(xn(t1), x0n(t1))   I1(x(t1), x0(t1))j




jG(t, s)j, V0 := sup
t2 J
jV (t)j, et W0 := sup
t2 J
jW(t)j.
D’aprŁs (H1) la fonction f est continue, et par (H3) les fonctions I1 et I2 sont
continues, et donc le terme de droite tends vers zØro lorsque n tend vers
l’inni. D’autre part, nous avons




∣∣∣∣  j f (s, xn(s), x0n(s))   f (s, x(s), x0(s))jds
+ V1  j I1(xn(t1), x0n(t1))   I1(x(t1), x0(t1))j
+W1  j I2(xn(t1), x0n(t1))   I2(x(t1), x0(t1))j
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qui donne
jΓ0xn(t)   Γ0x(t)j  M1
1∫
0
j f (s, xn(s), x0n(s))   f (s, x(s), x0(s))jds
+ V1j I1(xn(t1), x0n(t1))   I1(x(t1), x0(t1))j






(t, s)j, V1 := sup
t2 Jnf t1g
∣∣V0(t)∣∣ et W1 := sup
t2 Jnf t1g
∣∣W0(t)∣∣.
Pour les mŒme raisons que plus haut, le terme de dro ite tends vers zØro
lorsque n tend vers l’inni. Nous concluons ainsi que l’opØrateur Γ est
continu.
Etape 2. Prouvons que l’opØrateurΓ transforme chaque ensemble uniformØment
bornØ en un ensemble relativement compact. Soit B un ensemble uniformØment
bornØ dansPC1(J, Rn). Il existe c> 0 tel que pour tout x 2 B on a kxk0  c.
1) Montrons que l’ensemble Γ(B) est uniformØment bornØ. Soitx 2 B et




jG(t, sj  j f (s, x(s), x0(s))jds
+ jV (t)j  j I1(x(t1), x0(t1))j + jW(t)j  j I2(x(t1), x0(t1))j
d’oø l’on dØduit que
kΓxk  M0 [kpkL1  c+ kqkL1  c+ krkL1] + V0 I˜1 +W0 I˜2 =: η1 (3.14)
oø
I˜1 = supfj I1(u, v)j : juj  c, jvj  cg
et






∣∣∣∣  j f (s, x(s), x0(s))jds




kpkL1  c+ kqkL1  c+ krkL1
]
+ V1 I˜1 +W1 I˜2 =: η2. (3.15)
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Des majorations (3.14) et (3.15) on dØduit que kΓxk0  maxf η1, η2g ; ce qui
achŁve de montrer que l’ensemble Γ(B) est uniformØment bornØ.
2) Prouvons maintenant que l’ensemble Γ(B) est quasi-Øquicontinu. Com-
mençons par poser t0 = 0 et t2 = 1. Soit x 2 PC1(J, Rn) et τ1, τ2 2 ]tk, tk+1],
k = 0, 1, avecτ1 < τ2. Nous avons alors
jΓx(τ2)   Γx(τ1)j 
1∫
0
jG(τ2, s)   G(τ1, s)j  j f (s, x(s), x0(s))jds
+ jV (τ2)   V (τ1)j  j I1(x(t1), x0(t1))j
+ jW(τ2)   W(τ1)j  j I2(x(t1), x0(t1))j,
ce qui donne
jΓx(τ2)   Γx(τ1)j  [kpkL1  c+ kqkL1  c+ krkL1] 
1∫
0
jG(τ2, s)   G(τ1, s)jds
+jV (τ2)   V (τ1)j  I˜1 + jW(τ2)   W(τ1)j  I˜2.
(3.16)
Les propriØtØs deG, V et W permettent alors de dØduire que le second
membre de l’inØgalitØ (3.16) tend vers zØro lorsqueτ2 tend vers τ1, et prouve
ainsi la quasi-ØquicontinuitØ deΓ(B). Les Øtapes1 et 2 permettent, nalement,
de conclure que l’opØrateur Γ est complØtement continu.
3.2 Existence de solutions
Dans ce paragraphe nous Ønonçons et prouvons des rØsultats d’existence
pour le problŁme ( 3.1)-(3.4).
ThØorŁme3.1 Supposons que (H1), (H2) et (H3) soient vØriØes. Si
M0kpkL1 < 1 M1kqkL1 < 1 et M0kpkL1 + M1kqkL1 < 1, (3.17)
alors le problŁme à valeur initiale (3.1)-(3.4) admet au moins une solution dans J.
DØmonstration.Nous appliquons le ThØorŁme 1.5 pour obtenir l’existence de
solutions de l’Øquation intØgrale x = Γx, oø Γ : PC1(J, Rn) ! PC1(J, Rn) est
dØnie par (3.13). Notons que, par le Lemme 3.3, l’opØrateur Γ est complØte-
ment continu. Alors, il ne reste plus qu’à vØrier que toute solution possible
de la famille de problŁme
λx = Γx, λ > 1 (3.18)
est bornØe à priori dans PC1(J, Rn) par une constante indØpendante deλ.
Soit x une solution de (3.18) et soit λ > 1 tel que λx = Γx. Alors xj [0,t1]
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G(t, s) f (s, x(s), x′(s))ds
)
.











En introduisant les constantes ξ = sup{|x(s)| : s ∈ [0, t1]} et ξ = sup{|x′(s)| :
s ∈ [0, t1]} dans (3.19) on obtient
|x(t)| ≤ M0(‖p‖L1ξ + ‖q‖L1ξ + ‖r‖L1).
A partir de quoi on déduit que
ξ ≤ M0(‖p‖L1ξ + ‖q‖L1ξ + ‖r‖L1). (3.20)




















(‖p‖L1ξ + ‖q‖L1ξ + ‖r‖L1 .) .
De là nous concluons que
ξ ≤ M1
(‖p‖L1ξ + ‖q‖L1ξ + ‖r‖L1)
et donc
ξ ≤ M1 (‖p‖L1ξ + ‖r‖L1)
(1−M1‖q‖L1)
. (3.21)

















Alors, par (3.21), nous avons
ξ ≤ M1 (‖p‖L1ξ1 + ‖r‖L1)
(1−M1‖q‖L1)
= M1‖r‖L1 := ξ1. (3.22)
38
Chapitre 3. Équations impulsives d’ordre 2 à 3 points aux limites




G(t, s) f (s, x(s), x′(s))ds
+V(t)I1(x(t1), x′(t1)) +W(t)I2(x(t1), x′(t1))
)
.
















Notons par ρ = sup{|x(t)| : t ∈ J}, ρ = sup{|x′(t)| : t ∈ J}, I1 =
sup{|I1(u, v)| : |u| ≤ ξ1, |v| ≤ ξ1} et I2 = sup{|I2(u, v)| : |u| ≤ ξ1, |v| ≤ ξ1}.
Par (3.23) nous obtenons
|x(t)| ≤ M0(‖p‖L1ρ+ ‖q‖L1ρ+ ‖r‖L1) +V0 I1 +W0 I2.
D’où
ρ ≤ M0(‖p‖L1ρ+ ‖q‖L1ρ+ ‖r‖L1) +V0 I1 +W0 I2. (3.24)






(t, s) f (s, x(s), x′(s))ds
+V′(t)I1(x(t1), x′(t1)) +W ′(t)I2(x(t1), x′(t1))
)
donc
ρ ≤ M1(‖p‖L1ρ+ ‖q‖L1ρ+ ‖r‖L1) +V1 I1 +W1 I2
et alors
ρ ≤ M1(‖p‖L1ρ+ ‖r‖L1) +V1 I1 +W1 I2
1−M1‖q‖L1
. (3.25)














) := ρ1 (3.26)
et donc, par (3.25), nous avons
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Par consØquent, il existe une constante$ = maxf ρ1, ρ1g telle que
kxk0 = maxfk xk, kx0jg  $.
Ceci montre que toutes les solutions possibles de (3.18) sont bornØes dans
PC1(J, Rn) par la constante $. Par le ThØorŁme1.5 nous concluons que le
problŁme à valeur initiale ( 3.1)-(3.4) admet au moins une solution x sur J. Ce
qui achŁve la preuve.
Exemple 3.1 (Équation de Josephson, [ 4]) L’Øquation de Josephson suivante :
x00(t) + (c+ dcos(x(t)))x0(t) + asin(x(t)) = φ(t), t 2 J := [0, 1], t 6= t1,
(3.28)
∆x(t1) = I1(x(t1), x0(t1)), ∆x0(t1) = I2(x(t1), x0(t1)), (3.29)






oø c, d, a sont des constantes rØelles etφ 2 L1(J, Rn). Les fonctions dØnies par
f (t, x, y) = (c+ dcos(x))y+ asin(x)   φ(t)
I1(x, y) =
p
x, I2(x, y) =
p y
p(t) = jaj, q(t) = jcj + jdj, r(t) = kφ(t)k
vØrient les hypothŁses du ThØorŁme3.1, et donc l’Øquation (3.28) admet au moins
une solution sur J.
Si l’hypothŁse (H2) et la condition ( 3.17) dans le ThØorŁme3.3 sont rem-
placØes par l’hypothŁse (H2)

et la condition ( 3.31) si dessous, nous obtenons
le rØsultat alternatif suivant :
ThØorŁme3.2 Sous les conditions (H1), (H2)

et (H3), si la fonctionψ dans (H2)

vØrie
M0kqkL1 lim infr ! +∞
ψ(r)
r










I1,r := supfj I1(u, v)j : juj  r, jvj  rg
et
I2,r := supfj I2(u, v)j : juj  r, jvj  rg,
le problŁme à valeur initiale (3.1)-(3.4) admet au moins une solution dans J.
DØmonstration.La dØmonstration est basØe sur le ThØorŁme1.6. Montrons
qu’il existe r > 0 tel que Γ(Br)  Br oø l’opØrateur Γ est dØni par ( 3.13) et Br
est la boule fermØ dansPC1(J, Rn) de centre 0 et de rayon r. Raisonnons par
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l’absurde et supposons que cette propriØtØ est fausse. Alors pour toutr > 0 il





G(tr , s) f (s, xr(s), xr 0(s))ds





q(s)ψ(maxfj xr(s)j, jxr 0(s)jg)ds
+ V0I1(xr(t1), xr 0(t1)) +W0I2(xr(t1), xr 0(t1))
 M0kqkL1ψ(r) + V0 I1,r +W0 I2,r
et alors on dØduit que
1  M0kqkL1 lim infr ! +∞
ψ(r)
r









ce qui contredit ( 3.31). Soit r > 0 tel que Γ : Br ! Br . D’aprŁs le Lemme 3.3,
l’opØrateur Γ est complŁtement continu et d’aprŁs le ThØorŁme 1.6 nous
concluons que le problŁme à valeur initiale ( 3.1)-(3.4) admet au moins une
solution x sur J.
Exemple 3.2 Nous reprenons l’Øquation de Josephson dans laquelle nous posons
q(t) = jcj et ψ(z) = 1+ jdj + jajjcj z+
kφk
jcj , c 6= 0.
Nous avons :j f (t, x, y)j  q(t)ψ(z) oø z = max(jxj, jyj). Si jdj + jaj < 2, les
fonctions f , I1 et I2 satisfont les conditions du ThØorŁme3.2 et donc le problŁme
(26)-(28) admet au moins une solution dans J.
D’aprŁs la preuve du ThØorŁme 3.2, nous obtenons immØdiatement les
deux corollaires suivants :
Corollaire 3.1 Supposons que (H1) et (H2)

sont vØriØes, et que la condition sui-
vante est satisfaite :
(H3)

Les fonctions impulsives I1, I2 : Rn  Rn ! Rn sont continues et il existe
ai , bi 2 R+, i = 1, 2, 3, tels que, pour tous x, y 2 Rn, on a :
j I1(x, y)j  a1jxj + a2jyj + a3
et
j I2(x, y)j  b1jxj + b2jyj + b3j.
Si l’inØgalitØ
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M0kqkL1 lim infr ! +∞
ψ(r)
r
+ V0(a1 + a2) +W0(b1 + b2) < 1
est vØriØe, alors le problŁme à valeur initiale (3.1)-(3.4) admet au moins une solution
sur J.
Corollaire 3.2 Supposons que (H1), (H2)





Les fonctions impulsives I1, I2 : Rn ! Rn sont continues et il existe
ai , bi 2 R+, i = 1, 2, 3, αi , βi 2 [0, 1[, i = 1, 2, tels que, pour tous x, y 2 Rn,
on a :
j I1(x, y)j  a1jxjα1 + a2jyjα2 + a3
et
j I2(x, y)j  b1jxjβ1 + b2jyjβ2 + b3.
Si l’inØgalitØ




est vØriØe, alors le problŁme à valeur initiale (3.1)-(3.4) admet au moins une solution
sur J.
3.3 Existence et unicitØ de solution
Nous achevons ce chapitre par un rØsultat d’existence unique de la solu-
tion du problŁme à valeur initiale ( 3.1)-(3.4) sous des conditions de Lipschitz
sur les fonctions f , I1 etI2.
ThØorŁme3.3 Supposons que, pour tous x, y 2 Rn, la fonction f(  , x, y) : J ! Rn
est mesurable et que les conditions suivantes sont vØriØes :
(H2)
 
Il existe deux fonctions p, q 2 L1(J, R+) telles que, pour presque tout
t 2 J et pour tous x1, x2, y1, y2 2 Rn,
j f (t, x1, y1)   f (t, x2, y2)j  p(t)jx1   x2j + q(t)jy1   y2j.
(H3)
  
Il existeαi , βi 2 R+, i = 1, 2, tels que, pour presque tout t2 J et pour
tous x1, x2, y1, y2 2 Rn,
j I1(x1, y1)   I1(x2, y2)j  α1jx1   x2j + α2jy1   y2j,
j I2(x1, y1)   I2(x2, y2)j  β1jx1   x2j + β2jy1   y2j.
Si on a
M [kpkL1 + kqkL1] + V [α1 + α2] +W[β1 + β2] < 1, (3.32)
oø M = maxf M0, M1g, V = maxf V0, V1g et W = maxf W0, W1g, alors le pro-
blŁme à valeur initiale (3.1)-(3.4) admet une solution unique sur J.
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DØmonstration.Soit x, y 2 PC1(J, Rn). Nous avons, pour tout t 2 J,
jΓx(t)   Γy(t)j 
∫ 1
0
jG(t, s)jj f (s, x(s), x0(s))   f (s, y(s), y0(s))jds
+ jV (t)jj I1(x(t1), x0(t1))   I1(y(t1), y0(t1))j
+ jW(t)jj I2(x(t1), x0(t1))   I2(y(t1), y0(t1))j
de quoi il est facile de dØduire l’inØgalitØ suivante
jΓx(t)   Γy(t)j 
(
M (kpkL1 + kqkL1) + V (α1 + α2) +W(β1 + β2)
)
kx   yk0.
D’autre part, nous avons




∣∣∣∣ j f (s, x(s), x0(s))   f (s, y(s), y0(s))jds
+
∣∣V0(t)∣∣ j I1(x(t1), x0(t1))   I1(y(t1), y0(t1))j
+
∣∣W0(t)∣∣ j I2(x(t1), x0(t1))   I2(y(t1), y0(t1))j

(
M (kpkL1 + kqkL1) + V (α1 + α2)




kΓx   Γyk0 
(
M [kpkL1 + kqkL1] + V [α1 + α2] +W[β1 + β2]
)
kx   yk0
et donc, Γ est un opØrateur contractant. Par une application du ThØorŁme
de point xe de Banach nous obtenons l’existence et l’unicitØ du point xe
de l’opØrateur Γ ; ce qui prouve que le problŁme à valeur initiale ( 3.1)-(3.4)
admet une solution unique sur J.






12x = 0, (3.33)
I1(x(t1), x0(t1)) =
sin(x)
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La fonction
















β2 = 0. La condition (3.32) est vérifiée avec M = W = 2, V =
1
2
. Donc d’après le
Théorème 3.3 le problème (3.33)-(3.35) admet une solution unique dans J.
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Deuxième partie :
Sur la moyennisation pour les
équations différentielles floues
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4Rappels sur les ensembles flous
Dans ce chapitre nous rappelons quelques définitions et notionsde base de la théorie des ensembles flous. Ces concepts seront
utilisés au chapitre 5.
4.1 Introduction
La modélisation mathématique des différents phénomènes réels a deux
inconvénients. Le premier est la complexité de la situation à modéliser. Cela
à deux conséquences : on se retrouve soit dans l’impossibilité de formuler
le modèle, soit le modèle construit est trop compliqué pour être utilisable.
Le second inconvénient concerne l’indétermination causée par notre incapa-
cité à différencier exactement les événements dans une situation réelle, et
donc à définir les notions nécessaires de façon précise. Cette indétermination
n’est pas un obstacle lorsque nous utilisons le langage naturel, parce que sa
principale propriété est l’imprécision de sa sémantique et donc capable de
travailler avec des notions floues. Cependant, les mathématiques classiques
ne peuvent pas faire face à ces notions. Il est donc nécessaire d’avoir certains
outils mathématiques pour décrire des notions floues et incertaines et ainsi
aider à surmonter les obstacles qui précèdent la modélisation mathématique
des phénomènes réels.
En 1965 Lotfi Zadekh a initié le développement de la théorie des en-
sembles flous qui est un outil qui rend possible la description des notions
floues et de les manipuler. Lorsque nous modélisons un phénomène réel par
une équation différentielle à valeur initiale x′ = f (t, x), x(t0) = x0, nous ne
pouvons pas nous assurer que le modèle est parfait. Par exemple, c’est le cas
lorsque la valeur initiale n’est pas connue exactement, ou le second membre
f (t, x) contient des paramètres incertains, et donc il y a nécessairement un
taux d’erreur d’estimation de la solution de l’équation différentielle. Vue le
caractère naturel des ensembles flous à décrire les situations naturelles ils sont
utilisés dans de nombreux domaines, comme le classement, la classification
des objets et le traitement d’image (voir [2, 14, 27, 47, 49, 60, 62, 67]).
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4.2 PrØliminaires
Dans ce qui suit on considŁre un espace mØtriqueX .
DØnition 4.1 Un ensemble ou A de l’espace X est dØni comme une fonction
u : X ! [0, 1]
x 7! u(x)
oø u(x) est le degrØ d’appartenance de l’ØlØment x à l’ensemble A, avec u(x) = 0
correspondant à la non-adhØsion de l’ØlØment x à l’ensemble A,0 < u(x) < 1 à
l’adhØsion partielle, et u(x) = 1 à la pleine adhØsion.
Les ensembles ous sont une gØnØralisation des ensembles classiques re-
prØsentØs par leurs fonctions caractØristiques. Dans le cas oøX = R , l’en-
semble ou A est dit un nombre ou. La fonction d’adhØsion de l’ensemble
vide est constante et est Øgale à zØro. Un ensemble ou peut modØlisØ l’incer-
titude linguistique comme le montre l’exemple suivant.
Exemple 4.1 L’expression "les nombres rØels proches de zØro" peut Œtre reprØsentØe
par l’ensemble ou suivant :
u : R ! [0, 1]
x 7! 11+ x2 .
Évidemment cette reprØsentation n’est pas unique.
DØnition 4.2 Soit u : X ! [0, 1] un ensemble ou et soit0 < α  1. L’ensemble
α-coupe de l’ensemble u est dØnie par l’ensemble classique comme suit :
[u]α = f x 2 X : u(x)  αg.
L’ensemble classique [u]α de X associØ à l’ensemble u pour le seuil α est
l’ensemble des ØlØments qui appartiennent à u avec un degrØ au moins Øgale
à α. Sa fonction caractØristique est
χ[u]α(x) =
 1 si u(x)  α0 sinon.
Pour α = 0, l’ensemble [u]0 (appelØ le support de u) est dØni comme Øtant
l’adhØrence pour la topologie de X de l’ensemble f x 2 X : u(x) > 0g. Pour
α = 1, l’ensemble [u]1 = f x 2 X : u(x) = 1g est appelØ le noyau deu. La
hauteur d’un ensemble ou est la borne supØrieure de la fonction d’adhØsion
supf u(x) : x 2 Xg (c’est la valeur maximale atteinte sur le support de u).
Cette borne n’est pas nØcessairement atteinte. En effet, si nous considØrons
l’expression grand nous pouvons la reprØsenter par la fonction tangente
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hyperbolique tanh sur la droite rØelle positive R+ qui croit de la valeur 0
pour x = 0 vers la limite 1 quand x tend vers l’inni. Cette limite n’est jamais
atteinte et donc le noyau de la fonction tanh est vide et son support est Øgale
à R+  (l’ensemble des rØels positifs non nuls). Siα, β 2 ]0, 1] tels que 0 
α  β  1 alors [u]β  [u]α  [u]0. Si (αn)n est une suite croissante dans
l’intervalle [0, 1] qui converge vers α > 0 alors on a [u]α = ⋂i  1[u]αi .
Exemple 4.2 On considŁre l’ensemble ou u dØni sur l’intervalle fermØ[40, 100]




0 si 40  x < 50
x   50
10 si 50  x < 60
1   x   6010 si 60  t < 70
0 si 70  x  100.
Les ensemblesα-coupe de l’ensemble u sont donnØs par, pour0 < α  1,[u]α =
[50+10α, 70   10α], [u]1 = f 60g, [u] 12 = [55, 65], et l’ensemble[u]0(x) = [50, 70].
4.2.1 OpØrations sur les ensembles ous
Les opØrations habituelles dans les ensembles classiques se gØnØralisent
aux ensembles ous. Soit u et υ deux fonctions d’appartenance des ensembles
ous A et B, respectivement, dans l’espaceX . Les ensembles ous A et B sont
dits Øgaux si leurs fonctions d’appartenance u et υ sont Øgales en tout point
de X . C’est-à-dire, si
8x 2 X : u(x) = υ(x)
Si pour tout x ØlØment deX , x appartient moins à A qu’à B, on dit que A est
inclus dans B :
8x 2 X : u(x)  υ(x).
L’intersection A \ B est l’ensemble ou u ^ υ = min f u(x), υ(x)g pour tout
x 2 X . L’union A [ B est l’ensemble ou u _ υ = maxf u(x), υ(x)g pour tout
x 2 X . Le complØmentaire de l’ensembleA est l’ensemble notØ flA reprØsentØ
par sa fonction d’appartenance flu(x) = 1   u(x). La propriØtØ de non contra-
diction n’est pas vØriØe par les ensembles ous ( A \ flA 6= φ), de mŒme que
la propriØtØ de tiers exclu (A [ flA 6= X). Remarquons que tout ensemble ou
dØni par une fonction d’appartenance continue non constante, coupera tou-
jours son complØmentaire ˆ la hauteur 12. Dans le reste de ce chapitre on
identiera l’ensemble ou A avec sa fonction d’adhØsionu.
DØnition 4.3 (DiffØrence de Hukahara) Soit A et B deux ensembles non vides
dansRd. La diffØrence de Hukahara de A et B notØ A B est dØnie par l’existence
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d’un ensemble C tel que A= B+C. Autrement dit
A  B = C () A = B+C.
La diffØrence de Hukahara A  B est unique et une condition pour qu’elle
existe est que A contienne une translation de B (B+ f cg  A, avec c 2 Rd).
Une propriØtØ importante de  est que : pour tous A, B 2 Rd on a A  A =
f 0g et (A + B)  B = A. En gØnØralA   B 6= A  B. Par exemple, si A = f 0g
et B = [0, 1] alors A   B = ? et A  B n’existe pas puisque le singleton f 0g
ne peut contenir une translation de l’intervalle [0, 1].
DØnition 4.4 Soit u un ensemble ou. u est dit normal s’il existe au moins un
point x0 2 X tel que u(x0) = 1.
Autrement dit u est normal si son noyau n’est pas vide, ou encore si la
hauteur de u est Øgale à 1.
DØnition 4.5 Soit u un ensemble ou. u est convexe si pour toutλ 2 [0, 1] et tous
x, y 2 X on a
u(λx + (1   λ)y)  min[u(x), u(y)].
4.2.2 Espace des ensembles ous
Notons par Conv(Rd) la classe de tous les sous ensembles compacts et
convexes dansRd. DØnissons la mØtrique d’Hausdorff dans Conv(Rd) par












, A, B 2 Conv(Rd)
oø j.j est la norme euclidienne dans R . L’espaceConv(Rd) muni de la distance
ρ est un espace complet (voir [13], page 40).
DØnition 4.6 Ed est l’espace des fonctions u: Rd ! [0, 1] telles que
(1) u est normale ;
(2) u est convexe oue ;
(3) u est semi-continue supØrieure. C’est-à-dire que, pour tout x0 2 Rd ete > 0,
il existeδ = δ(x0, e) > 0 tel que u(x) < u(x0)+ e pour tout x 2 Rd vØriant
la conditionjx   x0j < δ ;
(4) [u]0 est compact.
DØnition 4.7 L’ensemble nul dansEd est la fonction notØ0 dØni par
0(x) =
{
1 x = 0
0 x 6= 0 (4.1)
D’aprŁs (2) on conclut que l’ensemble [u]α est convexe dansRd. En effet
soit x, y 2 [u]α avec α 2 ]0, 1]. Puisque u(x)  α, u(y)  α, alors pour tout
λ 2 [0, 1]
u(λx + (1   λ)y)  min [u(x), u(y)]  α.
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D’oø λx + (1   λ)y 2 [u]α. D’aprŁs (iv) l’ensemble [u]0 est fermØ et bornØ.
D’autre part u est semi-continue d’aprŁs (iii ) et donc l’ensemble [u]α est fermØ
et est bornØ comme sous ensemble de[u]0, et par suite l’ensemble [u]α est un
compact. Puisque l’espace(Conv(Rd), ρ) est complet et que ρ([u]α, [u]0) tend
vers zØro quandα tend vers 0+ alors l’ensemble [u]0 est convexe.
Proposition 4.1 Si A est un sous ensemble non vide, convexe et compact deRd
alors sa fonction caractØristiqueχA est dansEd.
Nous dØnissons la somme et la multiplication par un scalaire dans Ed,
comme
[u+ v]α = [u]α + [v]α, [λu]α = λ[u]α
pour tous u, v 2 Ed, λ 2 R  et α 2 [0, 1]. On dØnit la fonction D : Ed  Ed !
[0, 1] par
D(u, v) = sup
α2 [0,1]
ρ([u]α, [v]α) u, v 2 Ed (4.2)
oø ρ est la distance d’Hausdorff. La borne supØrieure dans la dØnition de D
peut ne pas Œtre atteinte.
Exemple 4.3 Si u, v 2 E1 sont tels que
[u]α = [v]α = [0, 1] pour 0  α  12
et




0 si 0  α < 12
2(1   α) si 12 < α  1.
Donc la borne supØrieure deρ([u]α, [v]α) pour α 2 [0, 1], qui Øgale à1, n’est pas
atteinte.
La fonction D donnØe par (4.2) dØnie une distance sur Ed telle que (pour
les preuves, voir [43], page 19) :
(1) (Ed, D) est complet ;
(2) D(u + w, v + w) = D(u, v) pour tous u, v, w 2 Ed (c’est à dire, D est
invariante par translation) ;
(3) D(ku, kv) = jkjD(u, v) pour tous u, v 2 Ed et k 2 R (c’est à dire, D est
compatible avec les dilatations).
Dans ce qui suit notons par I un intervalle de R .
DØnition 4.8 Une fonction f : I ! Ed est fortement mesurable sur I si, pour tout
α 2 [0, 1], la fonction fα : I ! Conv(Rd) dØnie par fα(t) = [ f (t)]α pour tout
t 2 I est Lebesgue-mesurable.
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Une fonction φ : I ! Rd est une sØlection defα si est seulement si
φ est intØgrable etφ(t) 2 fα(t), pour tout t 2 I .
DØnition 4.9 Une fonction f : I ! Ed est intØgrablement bornØe sur I s’il existe
une fonction Lebesgue intØgrable k telle quekxk  k(t) pour tout x 2 f0(t).
DØnition 4.10 Soit f : I ! Ed une fonction. L’intØgrale de la fonction f sur
l’intervalle I, notØ
∫
I f (t)dt, est dØni comme un ØlØment G deEd tel que, pour tout







φ(t)dt j φ : I ! Rd sØlection mesurable de fα
}
.
DØnition 4.11 Une fonction f : I ! Ed est intØgrable si elle est fortement mesu-
rable et intØgrablement bornØe.
ThØorŁme 4.1 [43] Si les fonctions f, g : I ! Ed sont intØgrables sur I, et si
λ 2 R , alors les assertions suivantes sont vraies :
(i) ∫I [ f (t) + g(t)]dt = ∫I f (t)dt+ ∫I g(t)dt ;
(ii) ∫I λ f (t)dt = λ ∫I f (t)dt ;
(iii) D (∫I f (t)dt, ∫I g(t)dt)  ∫I D( f (t), g(t))dt.
DØnition 4.12 Une fonction f : I ! Ed est continue au point t0 2 I si, pour tout
ε > 0, il existeδ = δ(t0, ε) > 0, tel que pour tout t2 I la condition jt   t0j < δ
entraine D( f (t), f (t0)) < ε. La fonction f est dite continue sur I si elle est continue
en tout point t0 2 I.
DØnition 4.13 Une fonction f : I  Ed ! Ed est dite continue au point
(t0, x0) 2 I  Ed si, pour tout ε > 0, il existe δ = δ(t0, x0, ε) > 0 tel que
D( f (t, x), f (t0, x0)) < ε quand jt   t0j < δ et D(x, x0) < δ, t 2 I et x 2 Ed.
La fonction f est dite continue sur I Ed si elle est continue en tout point
(t0, x0) 2 I  Ed.
DØnition 4.14 Une fonction f : I  Ed ! Ed est continue en x2 Ed uniformØ-
ment par rapport à t 2 I si, pour tout x0 2 Ed et ε > 0, il existeδ = δ(x0, ε) > 0
tel que D( f (t, x), f (t, x0) < ε pour tout t 2 I quand D(x, x0) < δ, x 2 Ed.
DØnition 4.15 Une fonction f : I ! Ed est Hukahara diffØrentiable avec comme
dØrivØe f0(t0) en t0 2 I si pour tout h> 0 sufsamment petit les diffØrences
f (t0)  f (t0   h) et f(t0 + h)  f (t0) existent et il existe f0(t0) 2 Ed tel que
lim
h! 0+
f (t0)  f (t0   h)
h = limh! 0+
f (t0 + h)  f (t0)
h = f
0(t0).
DØnition 4.16 Une fonction f : I ! Ed est diffØrentiable au point t0 2 I si, pour
tout α 2 [0, 1], la fonction fα : I ! Conv(Rd) est Hukuhara diffØrentiable au point
t0, sa dØrivØe est Øgale à DH fα(t0), et la famille d’ensemblesf DH fα(t0) : α 2 [0, 1]g
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dØnie la fonction f0(t0) 2 Ed (appelØe la dØrivØe oue de la fonction f au point t0).
La fonction f est dite diffØrentiable sur I si elle est diffØrentiable en tout point t0 2 I.
Nous avons l’analogue suivant du thØorŁme fondamental du calcul intØ-
gral et diffØrentiel.
ThØorŁme 4.2 [43] Supposons que la fonction f: I ! Ed est diffØrentiable et que
sa dØrivØe oue f0 : I ! Ed est intØgrable sur I. Alors, pour tous a, t 2 I, nous
avons





5Moyennisation pour lesØquations diffØrentielles floues
D ans ce chapitre nous justions la mØthode de moyennisationpour certaines Øquations diffØrentielles oues perturbØes sous
des conditions plus faibles que celles de la littØrature.
5.1 Introduction
La moyennisation est une mØthode trŁs utilisØe dans la littØrature pour
approximer les solutions de certaines Øquations diffØrentielles perturbØes ra-
pidement oscillantes. Elle prend ses racines dans la mØcanique cØleste pour
dØterminer l’Øvolution des orbites planØtaires sous l’inuence des perturba-
tions mutuelles entre les planŁtes et pour Øtudier la stabilitØ du systŁme so-
laire. Elle concerne la construction approximative, essentiellement du premier
ordre, d’Øquations diffØrentielles ordinaires rapidement oscillantes en la va-








oø x 2 R+, t 2 R et e > 0 un paramŁtre rØel. À cette Øquation est associØe
l’Øquation diffØrentielle ordinaire autonome suivante






f (t, y, 0)dt (5.2)
obtenue à partir de l’Øquation ( 5.1) en prenant la moyenne, dont nous suppo-
sons l’existence, par rapport à la variable temps de la fonction f , pour e = 0
et appelØe Øquation moyennisØe. Le principe de la mØthode afrme que le
comportement d’une trajectoire de l’Øquation ( 5.1) est trŁs proche de celui de
l’Øquation (5.2), issue de la mŒme condition initiale (ou mŒme d’une condi-
tion initiale proche) sur des intervalles de temps nis. En troduisant dans
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l’Øquation (5.1) un changement dans l’Øchelle du temps en posantt = eτ, on
obtient :
x0= e f (τ, x, e). (5.3)
Faisons de mŒme avec l’Øquation (5.2). L’Øquation moyennisØe s’Øcrit alors
y0= e f 0(y). (5.4)
Il est à noter que les Øcritures ( 5.1) et (5.3) sont Øquivalentes. L’Øtude du pro-
blŁme à l’une ou à l’autre Øchelle de temps t ou τ = t
e
conduit aux mŒmes
rØsultats. Dans la littØrature diffØrentes techniques de calcul pour justier les
rØsultats de moyennisation ont ØtØ ØlaborØes. Nous citons deux des plus im-
portantes :
 La technique de la dØcomposition appelØe dØcomposition de Bogoliobov-Hale.
Elle consiste à introduire un changement de variable faisant apparaitre l’Øqua-
tion (5.1) comme une perturbation (singuliŁre) de l’Øquation moyennisØe (5.2).
Ainsi on montre l’existence d’une fonction u(τ, z, e), vØriant certaines pro-
priØtØs dont celle-ci : la fonctionu(τ, z, e) tend vers zØro avece, uniformement
en τ dans R et en z dans les compacts deR , de sorte que le changement de
variable
x = z+ eu(τ, z, e)
transforme l’Øquation (5.1) en l’Øquation
z0= e f 0(z) + eF(τ, z, e).
Puis on nØglige le terme F(τ, z, e), supposØ tendre vers zØro avece, unifor-
mement en τ dans R et en z dans les compacts deR , pour obtenir l’Øquation
moyennisØ (5.4). Sous des conditions convenables, la mØthode aboutit nale-
ment au rØsultat :
x(τ) = y(τ) +O(e)
sur des intervalles de temps τ de type [0,L/ e] oø L > 0 est une constante
arbitraire.
 Le concept de moyenne locale dß à Eckhaus. Il s’agit de dØnir la notion
de moyenne locale du second membre de l’Øquation (5.1). Les solutions de
l’Øquation qui lui est associØe constituent alors des solutions intermØdiaires
entre celles de l’Øquation (5.1) et l’Øquation (5.2). L’idØe est de considØrer
l’Øquation moyennisØe locale associØe à l’Øquation (5.1)
z0= e
1
T fT(τ, z) = e
∫ τ+T
τ
f (t, z, 0)dt
et de vØrier par des Øvaluations d’intØgrales, moyennant des hypothŁses
convenables, qu’uniformØment par rapport à τ 2 [0,L/ e], L > 0, on a d’une
part
x(τ) = z(τ) +O(eT)
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et d’autre part











∣∣∣∣∫ τ0 ( f (t, x)   f 0(x))dt
∣∣∣∣
est supposØe petite avece. Enn, le choix du paramŁtre T tel que e2T2 = δ(e)
donne le rØsultat recherchØ
x(τ) = y(τ) +O(δ 12(e)).
5.2 RØsultat de moyennisation
ConsidØrons le problŁme à valeur initiale associØ à l’Øquation diffØrentielle







, x(0) = x0 (5.5)
oø f : R+  U ! Ed, U un sous ensemble ouvert de Ed, x0 2 U et ε > 0 un
petit paramŁtre.
DØnition 5.1 La fonction x: I ! U , oø I= [0,ω[, 0< ω  ∞, est dite solution
du problŁme (5.5) si elle est continue et, pour tout t2 I, satisfait l’Øquation intØgrale









Nous associons au problŁme (5.5) le problŁme à valeur initiale moyennisØ
y = f o(y), y(0) = x0, (5.6)









f (τ, x)dτ, f o(x)
)
= 0. (5.7)
ThØorŁme5.1 Supposons que les conditions suivantes sont satisfaites :
(H1) La fonction f : R+  U ! Ed dans (5.5) est continue ;
(H2) Il existe une fonction localement intØgrable m: R+ ! R+ et une constante
M > 0 telles que
D( f (t, x), 0)  m(t), 8t 2 R+, 8x 2 U
avec ∫ t2
t1
m(t)dt  M (t2   t1), 8t1, t2 2 R+;
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(H3) Il existe une constanteλ > 0 telle que pour toutes les fonctions continues













(H4) pour tout x 2 U , la limite (5.7) existe.
Soit x0 2 U . Soit xε une solution de (5.5) et soit I = [0,ωε[, 0 < ωε  ∞, son
intervalle maximal positif de dØnition. Soit y la solution de (5.6) et soit J= [0,ω0[,
0 < ω0  ∞, son intervalle maximal positif de dØnition. Alors, pour tout L> 0,
L 2 I \ J, etδ > 0, il existeε0 = ε0(L, δ) > 0 tel que, pour toutε 2 ]0,ε0], nous
avons
D(xε(t), y(t)) < δ, 8t 2 [0,L].
Notons que la condition (H 3) est une condition de Lipschitz sur la fonc-
tion intØgrale de f et non pas sur la fonction f elle mŒme. D’autre part, les
rØsultats publiØs dans [29, 30, 49] sont obtenus sous des conditions plus fortes
comparØes avec celles imposØes dans ce chapitre. En particulier, dans la littØ-
rature on assume souvent que la fonction f est uniformØment bornØe et lip-
schitzienne par rapport à la seconde variable. En utilisant la condition (H 3)
nous prouvons dans le lemme si aprŁs que la fonction f 0 : U ! Ed dans (5.7)
est lipschitzienne et donc l’unicitØ de la solution du problŁme moyennisØ ( 5.6)
est garantie.
Lemme 5.1 Soit f : R+  U ! Ed et supposons que f satisfait les conditions
(H2)-(H4) dans le ThØorŁme5.1. Alors la fonction fo : U ! Rd dans (5.6) est
uniformØment bornØe par la constante M donnØe par la condition (H2)
D( f o(x), 0)  M , 8x 2 U
et satisfait la condition de Lipschitz avec comme constante de Lipschitz, la constante
λ donnØe par (H3) .
DØmonstration.Soit x 2 U . Par les conditions (H2) et (H4) on dØduit que pour
tout η > 0 il existe T0 = T(x, η) > 0 tel que, pour tout T  T0, nous avons






















f (τ, x)dτ, 0
)
dτ
 η + M .
Puisque la valeur de η est arbitraire, en passant à la limite lorsque η ! 0
, nous obtenons
D( f o(x), 0))  M .
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Soit x, x0 2 U . D’aprŁs les conditions (H 3) et (H4), on conclut que pour tout
η > 0 il existe T0 = T0(x0, x, η) > 0 tel que, pour tout T  T0


























 2η + 1Tλ
∫ T
0
D(x, x0)dτ = 2η + λD(x, x0).
La constante η Øtant arbitraire, en passant à la limite lorsque η ! 0 nous
obtenons :
D( f o(x), f o(x0))  λD(x, x0).
Ce qui achŁve la preuve.
Lemme 5.2 Soit f : R+  U ! Ed. Supposons que f satisfait la condition (H1),








∫ t/ ε+α/ ε
t/ ε
f (τ, x)dτ, f o(x)
)
= 0.
DØmonstration.Soit x 2 U , t  0 et α > 0.









f (τ, x)dτ, f o(x)
)
= 0.





∫ t/ ε+α/ ε
t/ ε





t/ ε+ α/ ε
∫ t/ ε+α/ ε
0









t/ ε+ α/ ε
∫ t/ ε+α/ ε
0


















t/ ε+ α/ ε
∫ t/ ε+α/ ε
0














f (τ, x)dτ, f o(x)
)
= 0.
Donc le terme de droite dans (5.9) tend vers zØro lorsque ε tend vers zØro et
nous obtenons ainsi le rØsultat du Lemme 5.2.
Le corollaire suivant est un rØsultat direct du Lemme 5.2.
Corollaire 5.1 Supposons que la fonction f dans (5.5) satisfait les conditions (H1)-
(H4) dans le ThØorŁme5.1. Soit x0 2 U et y la solution (unique) de (5.6), soit
J= [0,ω0[, 0 < ω0  ∞, son intervalle maximale positif de dØnition. Soit L> 0







∫ t/ ε+α/ ε
t/ ε
f (τ, y(t))dτ, f o(y(t))
)
= 0. (5.10)
Lemme 5.3 Supposons que la fonction f dans (5.5) satisfait les conditions (H1)-
(H4) du ThØorŁme5.1. Soit x0 2 U et y la solution (unique) de l’Øquation (5.6) et
soit J= [0,ω0[, 0 < ω0  ∞, son intervalle maximale positif de dØnition. Alors,



















DØmonstration.Soient L > 0, L 2 J et t0 = 0 < t1 <    < tn <    < tp = L,
(p 2 N ), une partition de [0,L] avec α = α(ε) := tn+1   tn, n = 1, . . . ,p et
lim
ε! 0


































































































Chapitre 5. Moyennisation pour les équations différentielles floues
Pour tout n = 0, . . . , m − 1 et τ ∈ [tn, tn+1], et par le Lemme 5.2 ( f 0 est
bornée par la constante M) nous pouvons conclure que D(y(τ), y(tn)) ≤ Mα




































































































f (τ, y(tn)) dτ, f o(y(tn))
)
:= α$n ≤ α$m
où $m = max{$n = $n(ε) : n = 0, . . . , m − 1} et d’après le Corollaire 5.1,
lim
ε→0












(tn+1 − tn) = $mt ≤ $mL ≤ $L,
où $ = $(ε) = max{$m : m = 0, . . . , p− 1} et lim
ε→0









α ≤ 2λMαt ≤ 2λMαL.
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 2M (λL+ 1)α. (5.13)
Le terme de droite dans (5.13) tend vers zØro lorsque ε tend vers zØro, et le
Lemme est ainsi prouvØ.
Nous citons sans dØmonstration le lemme de Gronwall-Bellman qui nous
sera utile pour la preuve de ThØorŁme 5.1
Lemme 5.4 (Gronwall-Bellman) [68] Soient c 0 etψ, y deux fonctions positives,










8t 2 [a, b].
Preuve de ThØorŁme5.1
Nous pouvons maintenant montrer le ThØorŁme 5.1. Nous supposons que
les hypothŁses associØes à ce thØorŁme sont vØriØes. Pourt 2 [0,L]  Iε \ J,
en utilisant la condition (H 3), nous avons















































D (y(τ), xε(τ)) dτ
(5.14)
oø
















D’aprŁs le Lemme 5.3, nous avons lim
ε! 0
σ = 0. En utilisant le Lemme de
Gronwall-Bellman, pour l’inØgalitØ ( 5.14) nous dØduisons que






D(xε(t), y(t)) = 0.
Ainsi la preuve du thØorŁme est achevØe. 
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Conclusion
Les résultats que nous avons obtenus dans cette thèse généralisent ceux ob-tenus dans la littérature. L’expression (x(t)− x(t)3/3) dans l’équation de
van der Pol ne satisfait pas la condition de Lipschitz proposée dans [5]. Nous
avons ainsi prouvé l’existence de solutions périodiques, de période fixée, et à
variations bornées, de l’équation de van der Pol avec impulsions en utilisant
le principe de contraction et sans cette condition de Lipschitz. Nous avons
aussi montré l’existence et l’unicité de solutions de certaines équations diffé-
rentielles impulsives du second ordre à trois points aux limites en utilisant
la technique du point fixe sous des conditions plus faibles que celles de la
littérature. Enfin, nous avons justifié la méthode de moyennisation pour les
équations différentielles floues perturbées en imposant des conditions plus
générales que celles de la littérature, en améliorant notre résultat dans [38].
Dans l’avenir nous comptons poursuivre nos travaux de recherche dans ces
différentes voies. En particulier et concernant la dernière voie, nous traiterons
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