Frustration-free (FF) spin chains have a property that their ground state minimizes all individual terms in the chain Hamiltonian. We ask how entangled the ground state of a FF quantum spin-s chain with nearest-neighbor interactions can be for small values of s. While FF spin-1/2 chains are known to have unentangled ground states, the case s = 1 remains less explored. We propose the first example of a FF translation-invariant spin-1 chain that has a unique highly entangled ground state and exhibits some signatures of a critical behavior. The ground state can be viewed as the uniform superposition of balanced strings of left and right parentheses separated by empty spaces. Entanglement entropy of one half of the chain scales as 1 2 log n + O(1), where n is the number of spins. We prove that the energy gap above the ground state is polynomial in 1/n. The proof relies on a new result concerning statistics of Dyck paths which might be of independent interest.
Frustration-free (FF) spin chains have a property that their ground state minimizes all individual terms in the chain Hamiltonian. We ask how entangled the ground state of a FF quantum spin-s chain with nearest-neighbor interactions can be for small values of s. While FF spin-1/2 chains are known to have unentangled ground states, the case s = 1 remains less explored. We propose the first example of a FF translation-invariant spin-1 chain that has a unique highly entangled ground state and exhibits some signatures of a critical behavior. The ground state can be viewed as the uniform superposition of balanced strings of left and right parentheses separated by empty spaces. Entanglement entropy of one half of the chain scales as 1 2 log n + O(1), where n is the number of spins. We prove that the energy gap above the ground state is polynomial in 1/n. The proof relies on a new result concerning statistics of Dyck paths which might be of independent interest.
The presence of long-range entanglement in the ground states of critical spin chains with only short-range interactions is one of the most fascinating discoveries in the theory of quantum phase transitions [1] [2] [3] . It can be quantified by the scaling law S(L) ∼ log L, where S(L) is the entanglement entropy of a block of L spins. In contrast, non-critical spin chains characterized by a nonvanishing energy gap obey an area law [4] [5] [6] asserting that S(L) has a constant upper bound independent of L.
One can ask how stable is the long-range ground state entanglement against small variations of Hamiltonian parameters? The scaling theory predicts [2, 7] that a chain whose Hamiltonian is controlled by some parameter g follows the law S(L) ∼ log L only if L does not exceed the correlation length ξ ∼ |g − g c | −ν , where ν > 0 is the critical exponent and g c is the critical point. For larger L the entropy S(L) saturates at a constant value. Hence achieving the scaling S(L) ∼ log L requires fine-tuning of the parameter g with precision scaling polynomially with 1/L posing a serious experimental challenge. The stringent precision requirement described above can be partially avoided for spin chains described by frustration-free Hamiltonians. Well-known (non-critical) examples of such Hamiltonians are the Heisenberg ferromagnetic chain [8] , the AKLT model [9] , and parent Hamiltonians of matrix product states [10, 11] . More generally, we consider Hamiltonians of a form H = j g j Π j,j+1 , where Π j,j+1 is a projector acting on spins j, j + 1 and g j > 0 are some coefficients. The Hamiltonian is called frustration-free (FF) if the projectors Π j,j+1 have a common zero eigenvector ψ. Such zero eigenvectors ψ span the ground subspace of H. Clearly, the ground subspace does not depend on the coefficients g j as long as they remain positive. This inherent stability against variations of the Hamiltonian parameters motivates a question of whether FF Hamiltonians can describe critical spin chains.
In this Letter we propose a toy model describing a FF translation-invariant spin-1 chain with open boundary conditions that has a unique ground state with a logarithmic scaling of entanglement entropy and a polynomial energy gap. Thus our FF model reproduces some of the main signatures of critical spin chains. In contrast, it was recently shown by Chen et al [12] that any FF spin-1/2 chain has an unentangled ground state. Our work may also offer valuable insights for the problem of realizing long-range entanglement in open quantum systems with an engineered dissipation. Indeed, it was shown by Kraus et al [13] and Verstraete et al [14] that the ground state of a FF Hamiltonian can be represented as a unique steady state of a dissipative process described by the Lindblad equation with local quantum jump operators. A proposal for realizing such dissipative processes in cold atom systems has been made by Diehl et al [15] .
Main results. We begin by describing the ground state of our model. The three basis states of a single spin will be identified with a left bracket l ≡ [, right bracket r ≡ ], and an empty space represented by 0. Hence a state of a single spin can be written as α|0 + β|l + γ|r for some complex coefficients α, β, γ. For a chain of n spins, basis states |s correspond to strings s ∈ {0, l, r} n . A string s is called a Motzkin path [16] iff (i) any initial segment of s contains at least as many l's as r's, and (ii) the total number of l's is equal to the total number of r's. For example, a string lllr0rl0rr is a Motzkin path while l0lrrrllr is not since its initial segment l0lrrr has more r's than l's. By ignoring all 0's one can view Motzkin paths as balanced strings of left and right brackets. We shall be interested in the Motzkin state |M n which is the uniform superposition of all Motzkin paths of length n. For example, |M 2 ∼ |00 + |lr , |M 3 ∼ |000 + |lr0 + |l0r + |0lr , and |M 4 ∼ |0000 + |00lr + |0l0r + |l00r +|0lr0 + |l0r0 + |lr00 + |llrr + |lrlr .
Let us first ask how entangled is the Motzkin state. For a contiguous block of spins A, let ρ A = Tr j / ∈A |M n M n | be the reduced density matrix of A. Two important measures of entanglement are the Schmidt rank χ(A) equal to the number of non-zero eigenvalues of ρ A , and the entanglement entropy S(A) = − Tr ρ A log 2 ρ A . We will choose A as the left half of the chain, A = {1, . . . , n/2}. We show that χ(A) = 1 + n/2 and S(A) = 1 2 log 2 n + c n
where lim n→∞ c n = 0.14(5). The linear scaling of the Schmidt rank stems from the presence of locally unmatched left brackets in A whose matching right brackets belong to the complementary region B = [1, n]\A. The number of the locally unmatched brackets m can vary from 0 to n/2 and must be the same in A and B leading to long-range entanglement between the two halves of the chain. Although the definition of Motzkin paths may seem very non-local, we will show that the state |M n can be specified by imposing local constraints on nearestneighbor spins. Let Π be a projector onto the threedimensional subspace of C 3 ⊗ C 3 spanned by states |0l − |l0 , |0r − |r0 , and |00 − |lr . Our main result is the following. Theorem 1. The Motzkin state |M n is a unique ground state with zero energy of a frustration-free Hamiltonian
where subscripts indicate spins acted upon by a projector. The spectral gap [17] of H scales polynomially with 1/n. The theorem remains true if H is modified by introducing arbitrary weights g j ≥ 1 for every projector in Eq. (2) . A polynomial lower bound on the spectral gap of H is, by far, the most difficult part of Theorem 1. Our proof consists of several steps. First, we use a perturbation theory to relate the spectrum of H to the one of an effective Hamiltonian H eff acting on Dyck paths -balanced strings of left and right brackets [18] . This step involves successive applications of the Projection Lemma due to Kempe et al [19] . Secondly, we map H eff to a stochastic matrix P describing a random walk on Dyck paths in which transitions correspond to insertions/removals of consecutive lr pairs. The key step of the proof is to show that the random walk on Dyck paths is rapidly mixing. Our method of proving the desired rapid mixing property employs the polyhedral description of matchings in bipartite graphs [20] . This method appears to be new and might be interesting on its own right. Exact diagonalization performed for short chains suggests that the spectral gap of H scales as ∆ ∼ 1/n 3 , see Fig. 1 . Our proof gives an upper bound ∆ = O(n −1/2 ) and a lower bound ∆ = Ω(n −c ) for some c ≫ 1. The dashed line shows a linear fit log ∆ = 0.68 − 2.91 log n. Our numerics suggests that the first excited state of H belongs to the subspace spanned by strings with exactly one unmatched bracket.
Previous work.
Examples of spin chain Hamiltonians with highly entangled ground states have been constructed by Gottesman and Hastings [21] , and Irani [22] for local dimension d = 9 and d = 21 respectively (here and below d ≡ 2s + 1). These models exhibit a linear scaling of the entropy S(L) for some blocks of spins while the spectral gap is polynomial in 1/n. The model found in [22] is FF and translation-invariant. Ref. [23] focused on 'generic' spin chains with a Hamiltonian H = j Π j,j+1 where the projectors Π j,j+1 are chosen randomly with a fixed rank r [24] . The authors of [23] identified three important regimes:
, and (iii) FF chains with product ground states, r < d. It was conjectured in [23] that generic FF chains in the regime d ≤ r ≤ d 2 /4 have only highly entangled ground states with probability one. This regime however requires local dimension d ≥ 4. The new model based on Motzkin paths corresponds to the case d = r = 3 (ignoring the boundary terms) and thus it can be frustrated by arbitrarily small deformations of the projectors making them generic. In addition, results of [23] imply that examples of FF spin-1 chains with highly entangled ground states have measure zero in the parameter space. The question of whether matrix product states specified by FF parent Hamiltonians can exhibit quantum phase transitions has been studied by Wolf et al [25] . However, the models studied in [25] have bounded entanglement entropy, S(L) = O(1).
Hamiltonian.
Let us now construct a FF Hamiltonian H whose unique ground state is |M n . First we need to find a more local description of Motzkin paths. Let Σ = {0, l, r}. We will say that a pair of strings s, t ∈ Σ n is equivalent, s ∼ t, if s can be obtained from t by a sequence of local moves 00 ↔ lr, 0l ↔ l0, 0r ↔ r0.
These moves can be applied to any consecutive pair of letters. For any integers p, q ≥ 0 such that p + q ≤ n define a string
Lemma 1. Any string s ∈ Σ n is equivalent to one and only one string c p,q . A string s ∈ Σ n is a Motzkin path iff it is equivalent to the all-zeros string, s ∼ c 0,0 .
Proof. Indeed, applying the local moves Eq. (3) one can make sure that s does not contain substrings lr or l0 . . . 0r. If this is the case and s contains at least one l, then all letters to the right of l are l or 0. Similarly, if s contains at least one r, then all letters to the left of r are r or 0. Since we can swap 0 with any other letter by the local moves, s is equivalent to c p,q for some p, q. It remains to show that different strings c p,q are not equivalent to each other. Let L j (s) and R j (s) be the number of l's and r's among the first j letters of s.
The lemma shows that the set of all strings Σ n can be partitioned into equivalence classes C p,q , such that C p,q includes all strings equivalent to c p,q . In other words, s ∈ C p,q iff s has p unmacthed right brackets and q unmatched left brackets. Accordingly, the set of Motzkin paths M n coincides with the equivalence class C 0,0 .
Let us now define projectors 'implementing' the local moves in Eq. (3). Define normalized states |φ ∼ |00 − |lr , |ψ l ∼ |0l − |l0 , |ψ r ∼ |0r − |r0
and a projector Π = |φ φ| + |ψ l ψ l | + |ψ r ψ r |. Application of Π to a pair of spins j, j + 1 will be denoted Π j,j+1 . If some state ψ is annihilated by every projector Π j,j+1 , it must have the same amplitude on any pair of equivalent strings, that is, s|ψ = t|ψ whenever s ∼ t. It follows that a Hamiltonian
is FF and the ground subspace of H ∼ is spanned by pairwise orthogonal states |C p,q , where |C p,q is the uniform superposition of all strings in C p,q . The desired Motzkin state |M n = |C 0,0 is thus a ground state of H ∼ . (It is worth mentioning that not all states |C p,q are highly entangled. For example, |C n,0 = |r ⊗n is a product state.) How can we exclude the unwanted ground states |C p,q with p = 0 or q = 0? We note that C 0,0 is the only class in which strings never start from r and never end with l. Hence a modified Hamiltonian H = |r r| 1 + |l l| n + H ∼ that penalizes strings starting from r or ending with l has a unique ground state |C 0,0 . This proves the first part of Theorem 1. We can also consider weighted Hamiltonians H ∼ (g) = n−1 j=1 g j Π j,j+1 and H(g) = g 0 |r r| 1 + g n |l l| n + H ∼ (g), where g 0 , . . . , g n ≥ 1 are arbitrary coefficients. One can easily check that the ground state of H(g) does not depend on g and H(g) ≥ H. It implies that the spectral gap of H(g) is lower bounded by the one of H.
Entanglement entropy.
We can now construct the Schmidt decomposition of the Motzkin state. Let A = {1, . . . , n/2} and B = {n/2 + 1, . . . , n} be the two halves of the chain (we assume that n is even). For any string s ∈ Σ n let s A and s B be the restrictions of s onto A and B. We claim that s is a Motzkin path iff s A ∼ c 0,m and s B ∼ c m,0 for some 0 ≤ m ≤ n/2. Indeed, s A (s B ) cannot have unmatched right (left) brackets, while each unmatched left bracket in s A must be matched with some unmatched right bracket in s B . It follows that the Schmidt decomposition of |M n can be written as
where |Ĉ p,q is the normalized uniform superposition of all strings in C p,q and p m are the Schmidt coefficients defined by
Here we added an explicit dependence of the classes C p,q on n. For large n and m one can use an approximation p m ∼ m 2 exp (−3m 2 /n), see the Supplementary Material for the proof. Note that p m achieves its maximum at m * ≈ n/3. Approximating the sum m p m = 1 by an integral over α = m/ √ n one gets p m ≈ n −1/2 q α(m) , where q α is a normalized pdf defined as
It gives
Evaluating the integral over α yields Eq. (1). The approximation
. This bound will be used below in our spectral gap analysis. We conjecture that one can achieve a power law scaling of S(A) in Eq. (1) by introducing two types of brackets, say l ≡ [, r ≡], l ′ ≡ {, and r ′ ≡}, such that bracket pairs lr and l ′ r ′ are created from the 'vacuum' 00 in a maximally entangled state
The local moves Eq. (3) must be modified as 0x ↔ x0, where x can be either of l, r, l ′ , r ′ , and 00
We expect the modified model with two types of brackets to obey a scaling S(A) ∼ √ n, while its gap will remain lower bounded by an inverse polynomial. Spectral gap: upper bound. Let λ 2 > 0 be the smallest non-zero eigenvalue of the Hamiltonian defined in Eq. (2) . We shall use the fact that the ground state |M n is highly entangled to prove an upper bound λ 2 ≤ O(n −1/2 ). Fix any k ∈ [0, n/2] and define a 'twisted' version of the ground state:
where θ m = 0 for 0 ≤ m ≤ k and θ m = π otherwise. Note that |φ and |M n have the same reduced density matrices on A and B. Hence φ|H|φ = φ|Π cut |φ , where
, that is φ is almost orthogonal to the ground state. Define a normalized state |φ ∼ |φ − M n |φ · |M n . Then φ |M n = 0 and φ |H|φ = φ |Π cut |φ ≤ φ|Π cut |φ + O(ǫ). The difference φ|Π cut |φ − M n |Π cut |M n gets contributions only from the terms m = k, k ± 1 in the Schmidt decomposition, since Π cut can change the number of unmatched brackets in A and B at most by one. Since M n |Π cut |M n = 0, we get
We arrive at φ |H|φ = O(n −1/2 ). Therefore λ 2 is at most O(n −1/2 ). Spectral gap: lower bound.
It remains to prove a lower bound λ 2 ≥ n −O (1) . Let H p,q be the subspace spanned by strings s ∈ C p,q and H M ≡ H 0,0 be the Motzkin space spanned by Motzkin paths. Note that H preserves any subspace H p,q and the unique ground state of H belongs to H M . Therefore it suffices to derive a lower bound n −O(1) for two quantities: (i) the gap of H inside the Motzkin space H M , and (ii) the ground state energy of H inside any 'unbalanced' subspace H p,q with p = 0 or q = 0. Below we shall focus on part (i) since it allows us to introduce all essential ideas. The proof of part (ii) can be found in the Supplementary Material.
Recall that a string s ∈ {l, r} 2m is called a Dyck path iff any initial segment of s contains at least as many l's as r's, and the total number of l's is equal to the total number of r's. For example, Dyck paths of length 6 are lllrrr, llrlrr, llrrlr, lrlrlr, and lrllrr. The proof of part (i) consists of the following steps:
Step 1. Map the original Hamiltonian H acting on Motzkin paths to an effective Hamiltonian H eff acting on Dyck paths using perturbation theory.
Step 2. Map H eff to a stochastic matrix P describing a random walk on Dyck paths in which transitions correspond to insertions or removals of consecutive lr pairs.
Step 3. Bound the spectral gap of P using the canonical paths method [26] .
To construct a good family of canonical paths in Step 3 we will organize Dyck paths into a rooted tree in which level-m nodes represent Dyck paths of length 2m, edges correspond to insertion of lr pairs, and each node has at most four children. Existence of such a tree will be proved using the fractional matching method [20] .
Let D m be the set of Dyck paths of length 2m, D be the union of all D m with 2m ≤ n, and M n be the set of Motzkin paths of length n. Define a Dyck space H D whose basis vectors are Dyck paths s ∈ D. Given a Motzkin path u with 2m brackets, let Dyck(u) ∈ D m be the Dyck path obtained from u by removing zeros. We shall use an embedding V :
One can easily check that V † V = I, that is, V is an isometry. For any Hamiltonian H, let λ 2 (H) be the second smallest eigenvalue of H.
Step 1. The restriction of the Hamiltonian Eq. (2) and
, where Π move projects onto the subspace spanned by |0l − |l0 and |0r − |r0 , while Π int projects onto the state |00 − |lr . Note that the boundary terms in Eq. (2) vanish on H M . We shall treat H int as a small perturbation of H move . To this end define a modified FF Hamiltonian H ǫ = H move + ǫH int , where 0 < ǫ ≤ 1 will be chosen later. One can easily check that |M n is the unique ground state of H ǫ and λ 2 (H) ≥ λ 2 (H ǫ ) (use the operator inequality H ≥ H ǫ ). Note that H move ψ = 0 iff ψ is symmetric under the moves 0l ↔ l0 and 0r ↔ r0. It follows that the ground subspace of H move is spanned by states V |s with s ∈ D. To compute the spectrum of H move , we can ignore the difference between l's and r's since H move is only capable of swapping zeros with non-zero letters. It follows that the spectrum of H move must coincide with the spectrum of the Heisenberg ferromagnetic spin-1/2 chain, that is, Π move can be replaced by the projector onto the singlet state |01 − |10 , where 1 represents either l or r. Using the exact formula for the spectral gap of the Heisenberg chain found by Koma and Nachtergaele [8] we arrive at λ 2 (H move ) = 1 − cos π n = Ω(n −2 ). Let
be the first-order effective Hamiltonian acting on the Dyck space H D . Applying the Projection Lemma of [19] to the orthogonal complement of |M n in H M we infer that
Choosing ǫ ≪ n −3 guarantees that ǫ H int is small compared with λ 2 (H move ). For this choice of ǫ one gets
Hence it suffices to prove that λ 2 (H eff ) ≥ n −O(1) . Step 2. Recall that H eff = V † H int V acts on the Dyck space H D . Its unique ground state |D ∈ H D can be found by solving |M n = V |D . It yields
Let π(s) = s|D 2 be the induced probability distribution on D. Given a pair of Dyck paths s, t ∈ D, define
We claim that P describes a random walk on the set of Dyck paths D such that P (s, t) is a transition probability from s to t, and π(s) is the unique steady state of P . Indeed, since π(t) is a zero eigenvector of H eff , one has t P (s, t) = 1 and s π(s)P (s, t) = π(t). Offdiagonal matrix elements s|H eff |t get contributions only from terms −|00 lr| and −|lr 00| in H int . It implies that s|H eff |t ≤ 0 for s = t and hence P (s, t) ≥ 0. Furthermore, P (s, s) ≥ 1/2 since s|H eff |s ≤ n/2. In the Supplementary Material we shall prove the following.
Lemma 2. Let s, t ∈ D be any Dyck paths such that t can be obtained from s by adding or removing a single lr pair. Then P (s, t) = Ω(1/n 3 ). Otherwise P (s, t) = 0.
Let λ 2 (P ) be the second largest eigenvalue of P . From Eq. (9) one gets λ 2 (H eff ) = n(1 − λ 2 (P )). Hence it suffices to prove that the random walk P has a polynomial spectral gap, that is, 1 − λ 2 (P ) ≥ n −O(1) .
Step 3. Lemma 2 tells us that P describes a random walk on a graph G = (D, E) where two Dyck paths are connected by an edge, (s, t) ∈ E, iff s and t are related by insertion/removal of a single lr pair. To bound the spectral gap of P we shall connect any pair of Dyck paths s, t ∈ D by a canonical path γ(s, t), that is, a sequence s 0 , s 1 , . . . , s l ∈ D such that s 0 = s, s l = t, and (s i , s i+1 ) ∈ E for all i. The canonical paths theorem [26] shows that 1 − λ 2 (P ) ≥ 1/(ρl), where l is the maximum length of a canonical path and ρ is the maximum edge load defined as
The key new result that allows us to choose a good family of canonical paths is the following. 
such that (i) the image of any path s ∈ D k can be obtained from s by removing a single lr pair, (ii) any path t ∈ D k−1 has at least one pre-image in D k , and (iii) any path t ∈ D k−1 has at most four pre-images in D k .
The lemma allows one to organize the set of all Dyck paths D into a supertree T such that the root of T represents the empty path and such that children of any node s are elements of f −1 (s). The properties of f imply that Dyck paths of length 2m coincide with level-m nodes of T , any step away from the root on T corresponds to insertion of a single lr pair, and any node of T has at most four children. Hence the lemma provides a recipe for growing long Dyck paths from short ones without overusing any intermediate Dyck paths. It should be noted that restricting the maximum number of children to four is optimal since
, where C k is the k-th Catalan number. Our proof of Lemma 3 based on the fractional matching method can be found in the Supplementary Material. Five lowest levels of the supertree T are shown on Fig. 2 .
We can now define the canonical path γ(s, t) from s ∈ D m to t ∈ D k . Any intermediate state in γ(s, t) will be represented as uv where u ∈ D l ′ is an ancestor of s in the supertree and v ∈ D l ′′ is an ancestor of t. The canonical path starts from u = s, v = ∅ and alternates between shrinking u and growing v by making steps towards the root (shrink) and away from the root (grow) on the supertree. The path terminates as soon as u = ∅ and v = t. The shrinking steps are skipped whenever u = ∅, while the growing steps are skipped whenever v = t. Note that any intermediate state uv obeys min (|s|, |t|) ≤ |u| + |v| ≤ max (|s|, |t|).
Since any path γ(s, t) has length at most 2n, it suffices to bound the maximum edge load ρ. Fix the edge (a, b) ∈ E with the maximum load. Let ρ(m, k, l ′ , l ′′ ) be the contribution to ρ that comes from canonical paths γ(s, t) such that a = uv ∈ D l ′ +l ′′ , where
and such that b is obtained from a by growing v (the case when b is obtained from a by shrinking u is analogous). The number of possible source strings s ∈ D m contributing to ρ(m, k, l ′ , l ′′ ) is at most 4 m−l ′ since s must be a descendant of u on the supertree. The number of possible target strings t ∈ D k contributing to ρ(m, k, l ′ , l ′′ ) is at most 4 k−l ′′ since t must be a descendant of v on the supertree. Taking into account that π(s) and π(t) are the same for all s ∈ D m and t ∈ D k we arrive at 
By definition, σ l ≤ 1 for all l. Also, one can easily check that σ l as a function of l has a unique maximum at l ≈ n/3 and decays monotonically away from the maximum. Consider two cases. Case (1): l ′ + l ′′ is on the left from the maximum of σ l . From Eq. (11) one gets min (m, k) ≤ l ′ + l ′′ and thus σ m σ k ≤ σ min (m,k) ≤ σ l ′ +l ′′ . Case (2): l ′ + l ′′ is on the right from the maximum of σ l . From Eq. (11) one gets max (m, k) ≥ l ′ + l ′′ and thus σ m σ k ≤ σ max (m,k) ≤ σ l ′ +l ′′ . In both cases we get a bound ρ(m, k, l
. Since the number of choices for m, k, l ′ , l ′′ is at most n O(1) , we conclude that ρ ≤ n O (1) and thus 1 − λ 2 (P ) ≥ n −O(1) . Open problems.
Our work raises several questions. First, one can ask what is the upper bound on the ground state entanglement of FF spin-1 chains and whether the Motzkin state achieves this bound. For example, if the Schmidt rank χ(L) for a block of L spins can only grow polynomially with L, as it is the case for the Motzkin state, ground states of FF spin-1 chains could be efficiently represented by Matrix Product States [27] (although finding such representation might be a computationally hard problem [28] ). One drawback of the model based on Motzkin paths is the need for boundary conditions and the lack of the thermodynamic limit. It would be interesting to find examples of FF spin-1 chains with highly entangled ground states that are free from this drawback. We also leave open the question of whether our model can indeed be regarded as a critical spin chain in the sense that its continuous limit can be described by a conformal field theory. Finally, an intriguing open question is whether long-range ground state entanglement (or steady-state entanglement in the case of dissipative processes) in 1D spin chains can be stable against more general local perturbations, such as external magnetic fields.
SUPPLEMENTARY MATERIAL Schmidt coefficients of the Motzkin state
In this section we compute the Schmidt coefficients p m defined in Eq. (5) and show that for large n and m one can use an approximation
Let D n,k ⊆ {l, r} 2n+k be the set of balanced strings of left and right brackets of length 2n + k with k extra left brackets. More formally, s ∈ D n,k iff any initial segment of s contains at least as many l's as r's, and the total number of l's is equal to n + k.
Lemma 4 (André's reflection method). The total number of strings in
Proof. For any bracket string s let L(s) and R(s) be the number of left and right brackets in s. Any s ∈ {l, r} 2n+k such that s / ∈ D n,k can be uniquely represented as s = urv, where r corresponds to the first unmatched right bracket in s, while u is a balanced string (Dyck path). Let v ′ be a string obtained from v by a reflection r ↔ l and
Furthermore, any string s ′ with n − 1 left brackets and n + k + 1 right bracket can be uniquely represented as s ′ = urv ′ . Hence the number of strings in D n,k is
One can easily check that |C p,q (n)| = |C 0,p+q (n)| since the identity of unmatched brackets does not matter for the counting. Let
Lemma 4 implies that
It can be rewritten as
where
Let α = m/ √ n and β = (i − n/3)/ √ n. Using Stirling's formula one can get
We approximate the sum in Eq. (13) by integrating over i. Since i = n 3 + β √ n, we get di = √ ndβ, Since the maximum is near i = n 3 , we can turn this sum into an integral from −∞ to ∞. The integral we need to evaluate is thus
Recalling that
we arrive at Eq. (12).
Proof of Lemma 2
Suppose s ∈ D k and t ∈ D k±1 . Using the definition of P (s, t) one can easily get
u|H int |v .
Here M n [s] = {u ∈ M n : Dyck(u) = s}. Note that u|H int |v = −1/2 if u and v differ exactly at two consecutive positions where u and v contain 00 and lr respectively or vice versa. In all other cases one has u|H int |v = 0. Suppose t ∈ D k+1 and P (s, t) > 0. Let us fix some j ∈
Suppose now that t ∈ D k−1 . Let us fix some j ∈ [1, 2k−1] such that t can be obtained from s by removing the pair s j s j+1 = lr. For any string u ∈ M n [s] in which s j and s j+1 are not separated by zeros one can find at least one v ∈ M n [t] such that u|H int |v = −1/2. The fraction of strings u ∈ M n [s] in which s j and s j+1 are not separated by zeros is at least 1/n which implies
Proof of Lemma 3
Let us first prove a simple result concerning fractional matchings. Consider a bipartite graph G = (A ∪ B, E) . Let x = {x e } e∈E be a vector of real variables associated with edges of the graph. For any vertex u let δ(u) be the set of edges incident to u. Define a matching polytope [20] 
for all a ∈ A and b ∈ B}.
Lemma 5. Suppose P is non-empty. Then there exists a map f : B → A such that (i) f (b) = a implies (a, b) ∈ E, (ii) any vertex a ∈ A has at least one pre-image in B, and (iii) any vertex a ∈ A has at most four pre-images in B.
Proof. Since P is non-empty, it must have at least one extremal point x * ∈ P. Let E * ⊆ E be the set of edges such that x * e > 0. We claim that E * is a forest (disjoint union of trees). Indeed, suppose E * contains a cycle Z (a closed path). Then x * a,b < 1 for all (a, b) ∈ Z since otherwise the cycle would terminate at b. Hence 0 < x * e < 1 for all e ∈ Z. Since the graph is bipartite, one can label edges of Z as even and odd in alternating order. There exists ǫ = 0 such that x * can be shifted by ±ǫ on even and odd edges of Z respectively without leaving P. Hence x * is a convex mixture of two distinct vectors from P. This is a contradiction since x * is an extreme point. Hence E * contains no cycles, that is, E * is a forest. We claim that x * e = 1 for all e ∈ E * . Indeed, let T ⊆ E * be the subset of edges with 0 < x * e < 1. Obviously, T itself is a forest. Degree-1 nodes of T must be in A and there must exist a path γ ⊆ T starting and ending at degree-1 nodes u, u ′ ∈ A. Since 0 < x * e < 1 for all e ∈ γ, there exists ǫ = 0 such that x * can be shifted by ±ǫ on even and odd edges of γ respectively without leaving P. This is a contradiction since x * is an extreme point. Hence x * e = 1 for all e ∈ E * . We conclude that x * e ∈ {0, 1} for all edges of G. The desired map can now be defined as
We are interested in the case where 
and
Here 1 ≤ X n ≤ 4 is some function of n that we shall choose later. We shall define f using induction in n.
Lemma 6. For every n ≥ 1 there exists 1 ≤ X n ≤ 4 and a stochastic map f : D n → D n−1 satisfying Eqs. (17, 18) .
Proof. Any Dyck path b ∈ D n can be uniquely represented as b = lsrt for some s ∈ D i , t ∈ D n−i−1 , and i ∈ [0, n − 1]. We shall specify the map f : D n → D n−1 by the following rules:
Here we assumed that f has been already defined for strings of semilength up to n − 1 such that Eqs. (17, 18) are satisfied. By abuse of notation, we ignore the index n in f , so we regard f as a family of maps defined for all n.
It is clear that our inductive definition of f on D n satisfies Eq. (17) . The probabilities p 1 , . . . , p n−2 ∈ [0, 1] are free parameters that must be chosen to satisfy Eq. (18) . Note that these probabilities also implicitly depend on n. The choices of f (b) in the first two lines of the above table are represented by black and red nodes in the example shown on Fig. 2 . Consider three cases:
These possibilities are mutually exclusive. Hence
Substituting it into Eq. (18) gives a constraint
Case 2: a = ls ′ r for some s ′ ∈ D n−2 . Then f (b) = a iff b = ls ′ rlr or b = lsr for some s ∈ D n−1 such that f (s) = s ′ . These possibilities are mutually exclusive. Hence
It says that X n must be a non-decreasing sequence.
, and i = 1, . . . , n − 3. In other words, both s ′ and t ′ must be non-empty. Then
′ . These possibilities are mutually exclusive. Hence
for each i = 1, . . . , n − 3. Let us choose
Combining Eqs. (19, 20, 21) we obtain a linear system with unknown variables p 1 , . . . , p n−2 ∈ [0, 1]. We shall look for a solution {p i } having an extra symmetry
One can check that the system defined by Eqs. (19, 20, 21, 23) has a solution
Hence we have defined the desired stochastic map f : D n → D n−1 . This proves the induction hypothesis. It remains to note that for n = 1, 2 the map f is uniquely specified by Eqs. (17, 18) and our choice of X n . Indeed, one has D 2 = {llrr, lrlr}, D 1 = {lr}, and D 0 = ∅. To satisfy Eq. (17), we have to choose f (llrr) = f (lrlr) = lr for n = 2 and f (lr) = ∅ for n = 1. It also satisfies Eq. (18) since X 2 = 2 and X 1 = 1. This proves the base of induction.
Ground state energy for unbalanced subspaces
Recall that the unbalanced subspace H p,q is spanned by strings s ∈ C p,q that have p unmatched right and q unmatched left brackets. Our goal is to prove that the restriction of H onto any subspace H p,q with p > 0 or q > 0 has ground state energy at least n −O (1) . By the symmetry, it suffices to consider the case p > 0. To simplify the analysis we shall omit the boundary term |l l| n . Note that such omission can only decrease the ground state energy. Accordingly, our simplified Hamiltonian becomes
Recall that Π is a projector onto the subspace spanned by states |00 − |lr , |0l − |l0 , and |0r − |r0 . Let λ 1 (H) be the ground state energy of H. Any string s ∈ C p,q can be uniquely represented as
where u i and v j are Motzkin paths (balanced strings of brackets). The remaining p right and q left brackets are unmatched and never participate in the move 00 ↔ lr. It follows that the unmatched brackets can be regarded as "solid walls" that can be swapped with 0's but otherwise do not participate in any interactions. In particular, the spectrum of H restricted to H p,q depends only on p + q as long as p > 0. This allows us to focus on the case q = 0, i.e. assume that all unmatched brackets are right. Given a string s ∈ C p,0 , lets ∈ {0, l, r, x, y} n be the string obtained from s by the following operations: (i) replace the first unmatched right bracket in s by 'x', and (ii) replace all other unmatched brackets in s (if any) by 'y'. Define a new Hilbert spaceH p whose basis vectors are |s , s ∈ C p,0 . Consider a Hamiltoniañ
where Θ x and Θ y are projectors onto the states |0x −|x0 and |0y − |y0 respectively (with a proper normalization). One can easily check that s|H|t = s|H|t for any s, t ∈ C p,0 . Hence the spectrum of H on H p,0 coincides with the spectrum ofH onH p . Furthermore, if we omit all the terms Θ y j,j+1 inH, the ground state energy can only decrease. Hence it suffices to consider a simplified Hamiltonian
which acts onH p . Note that positions of y-particles are integrals of motion for H x . Moreover, for fixed positions of y-particles, any term in H x touching a y-particle vanishes. Hence H x can be analyzed separately on each interval between consecutive y-particles. Since our goal is to get a lower bound on the ground state energy, we can only analyze the interval between 1 and the first yparticle. Equivalently, we can redefine n and focus on the case p = 1, q = 0, that is, assume that there is only one unmatched right bracket. The relevant Hilbert spacẽ H 1 is now spanned by states |s ⊗ |x ⊗ |t , where s ∈ M j−1 , t ∈ M n−j .
Recall that M k is the set of Motzkin paths (balanced strings of left and right brackets) of length k.
We would like to treat the terms responsible for the motion and detection of the x-particle as a small perturbation. To this end, choose any 0 < ǫ ≤ 1 and define the Hamiltonian
Clearly, H x ǫ ≤ H x , so it suffices to get a lower bound on the ground state energy of H . Let us now turn on the perturbation. The firstorder effective Hamiltonian acting on the ground subspace spanned by ψ 1 , . . . , ψ n describes a hopping of the x-particle on a chain of length n with a delta-like repulsive potential applied at site j = 1. Parameters of the hopping Hamiltonian can be found by calculating the matrix elements j |j + 1 j + 1| −α j β j (|j j + 1| + |j + 1 j|)
is a rank-1 projector. Applying the Projection Lemma of [19] we infer that Hence it suffices to show that λ 1 (H eff ) ≥ n −O (1) , where H eff is now the single x-particle hopping Hamiltonian Eq. (29).
Let us first focus on the hopping Hamiltonian without the repulsive potential:
This Hamiltonian is FF and its unique ground state is |g ∼ n j=1 M j−1 M n−j |j .
Our strategy will be to bound the spectral gap of H move and apply the Projection Lemma to H eff by treating the repulsive potential |1 1| as a perturbation of H move . First let us map H move to a stochastic matrix describing a random walk on the interval [1, n] with the steady state π(j) = j|g 2 . For any a, b ∈ [1, n] define
Since π(j) is a zero eigenvector of H move , we infer that k P (j, k) = 1 and j π(j)P (j, k) = π(k). A simple algebra shows that P (j, j + 1) = M n−j−1 2M n−j and P (j + 1, j) = M j−1 2M j are the only non-zero off-diagonal matrix elements of P . We shall use the following property of the Motzkin numbers.
Lemma 7. For any n ≥ 1 one has 1/3 ≤ M n /M n+1 ≤ 1. Furthermore, for large n one can use an approximation
where c ≈ 1.46.
The lemma implies that 1 6 ≤ P (j, j ± 1) ≤ 1 2 for all j. Hence the diagonal matrix elements P (j, j) are non-negative, that is, we indeed can regard P (j, k) as a transition probability from j to k. Furthermore, using Eq. (31) and the above lemma we infer that the steady state π is 'almost uniform', that is,
In particular, min j π(j) ≥ n −O (1) . We can now easily bound the spectral gap of P . For example, applying the canonical paths theorem stated above we get 1−λ 2 (P ) ≥ 1/(ρl) where ρ is defined in Eq. (10) and the canonical path γ(s, t) simply moves the x-particle from s to t. Since the denominator in Eq. (10) is lower bounded by n −O(1) , we conclude that 1 − λ 2 (P ) ≥ n −O (1) . It shows that λ 2 (H move ) ≥ n −O(1) . To conclude the proof, it remains to apply the Projection Lemma to H eff defined in Eq. (29) by treating the repulsive potential |1 1| as a perturbation. Now the effective first-order Hamiltonian will be simply a cnumber 1|g 2 = π(1) ≥ n −O(1) which proves the bound λ 1 (H eff ) ≥ n −O(1) .
