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ABSTRACT
Arrival time data, acquired in southern Peru during the summer of 1981,
were used to relocated microearthquakes using three-dimensional structures
to model lateral heterogeneities of the crust and upper mantle. The results of
these relocations were very similar to the original hypocentral solutions
computed by Grange(1983), indicating that the simple fiat layered structures
which he used were reasonable approximations to the actual structure. The
tectonic characteristics of southern Peru were equally well defined with either
set of earthquake locations. The most prominent feature, the bend in the
Nazca plate as it is subducted under southern Peru, was located beneath the
northern end of the volcanic arc in the region. North of the bend, the slab is
being subducted at a shallow angle (10 -15*), while south of the bend, the slab
is descending at a steeper angle (250 -30*). These observations corroborated
the theory of Barazangi and Isacks (1976;1979) that a wedge of aesthenosphere
is required between the overridding and subducted plates, for subduction-
related volcanism to occur. It was also shown that the contorted zone of the
Nazca plate is parallel to the plate's direction of motion with respect to the
South American plate.
A subset of the well located events was then used to perform three-
dimensional velocity inversions in an attempt to model the seismic structure of
the region. Criteria established by Roecker (1982) to aid in the interpretation of
the inversion results were used. The features that appear from these results
are the following: First, a velocity gradient seems to exist perpendicular to the
coast. The velocities are higher in the southwest crossing the Moho under the
coast, and decrease under the Western Cordillera of the Andes and the
Altiplano. Second, the Moho at its deepest point under the Altiplano, seems to
be at a depth of about 70 km. Third, the upper mantle seems to be a region
where P and S velocities are gradually increasing with depth, with the exception
of a few P velocity anomalies between 70 and maybe as much as 130 km depth.
The average velocities for this region seem to be in the range of 7.5 to 8.0 km/s
for the P, and 3.9 to 4.6 km/s for the S. The velocities for the anomalies were
greater than 8.0 km/s and less than 7.5 km/s. Finally, an S wave low-velocity
zone is seen between 100 and 130 km depth. However, it does not seem to be as
pronounced as it was originally thought to be, when Wadati plots were made to
determine Vp to Vs ratios for different depth slices.
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The subduction of the Nazca plate beneath the western margin of South
America, is the archtypical example of subduction of an oceanic plate beneath
a continental plate. It is the object of many studies, not only to understand
what is occurring along the western edge of South !America (the "Andean "
margin), but to gain insight into :the processes which followed this same model
in other parts of the world in past eras. Being a seismicaly active region,
information can be gathered about the tectonic deformation from the crust
down to hundreds of kilometers within the mantle. Distinctive features of the
region can be recognized, an example being the deformation of the Nazca plate
as it is subducted under southern Peru. By analyzing shallow and intermediate
depth rnicroearthquakes, the geometry of this particular feature as well as the
patterns of deformation occurring within the crust can be better understood.
Temporary seismic networks were installed in central and southern Peru
during the summers of 1980 and '1981 to record :nucroearthquakes. The
recorded P and S arrival times were used by Grange (:1983) to study the
deformation of the crust and of the Nazca plate subducting beneath South
America. In the study carried out by this author, only the arrival times
recorded in 1981 were used. With this data, earthquakes were'relocated using
three-dimensional models of the crust and upper mantle. Next, three-
dimensional velocity inversions were carried out to determine the velocity
structure of the region. The results were then anialyzed in terms of the
tectonics and seismic characteristics of the region.
This project was carried out be faculty members and students of the
Massachusetts Institute of Technology and of the Universitd de Grenoble with
help from staff of the Instituto Geofisico del Peru and other individuals.
This paper begins with a brief overview of the tectonics of southern Peru, a
large portion of the information being based on work described in papers by
members of this project (Grange (1983), Grange et al., (1984a;1984b)). Next, a
review of the problem of determining earthquake hypocenters and inverting for
the velocity structure is carried out in chapter 3. Chapter 4 describes the
manner in which initial velocity structures were determined and the
earthquakes relocated, along with an analysis of the seismicity patterns. The
velocity inversions and the implications of their results are described in
chapter 5. Appendix A contains a list of 396 events considered to be well
located used in the velocity inversion. Appendix B contains the computer
printouts of the inversion runs.
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CHAPTER 2
THE TECTONICS OF SOUTHERN PERU
Earthquakes that occur at intermediate and deep depths within the
subducted oceanic lithospheres define the geometry of the downgoing slabs.
These seismic zones generally outline simple, inclined planes, but often show
that the subducted lithosphere is contorted or discontinuous. For example,
profiles of different parts of the subducted portion of the Nazca plate beneath
South America show that the dip of the seimic zone varies between 10* - 150 and
25"-300 [Swift and Carr (1974); Barazangi and Isacks (1976;1979)]. Under
northern and central Peru, and again under central Chile, the seismic zone dips
at a gentle angle (100-150 ), while under southern Peru, Bolivia and northern
Chile the dip of the seismic zone is steeper (25 ° - 3 0 0 ).
Barazangi and Isacks (1976;1979) made profiles perpendicular to the coast,
using data from the International Seismological Center. They inferred the
existence of a discontinuity in the seismic zone trending northeast through
160 S, 720 W, and implied a tear in the slab (Figure 1). However, Hasegawa and
Sacks (1981), using earthquake locations based on data from a local network of
stations, pointed out that any discontinuity of the seismic zone would be small,
the prominent feature being a contortion in the slab and not a tear (Figure 2).
Corroborating this result, Grange (1983) and Grange et al. (1984a;1984b), using
microearthquake data collected in 1980 and 1981, showed that profiles
perpendicular to the coast had the same dips as those of Hasegawa and Sacks
(1981), gradually becoming shallower towards the northwest (Figure 3). The
focal depths of these earthquakes were as great as 250 km in the southeast but
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no deeper than 130 4km in the northwest. Profiles made parallel to the coast
also showed a bend in the seismic zone with no offset of the seismic activity that
would imply a tear between the two parts of the slab (Figure 4). Morever, maps
of the earthquake epicenters at different depth intervals show a gradual
broadening of the seismic zone to the northeast for depths greater than 100 km
(Figure 5).
Grange :(1983) and Grange et al. (1984a;1984b), also showed that the
transition zone is parallel to the direction of motion of the Nazca plate relative
to the South American plate (approximately N800 E) and not perpendicular to
the coast as both Barazangi and Isacks (1976;1979) and Hasegawa and Sacks
(1981) had implied. This can be clearly seen by observing that profiles
perpendicular to the coast flatten out towards the northeast at large depths,
while profiles parallel to N800 E do not show any change in the dip of the
seismic zone for each profile (Figure 6). This feature can also be seen if
contours of the events at different depth ranges are made on a map (Figure 7).
Because of this orientation, it is not necessary for the transition zone within
the Nazca plate to migrate with respect to the South American plate.
Barazangi and Isacks (1976;1979) pointed out the lack of Quaternary
volcanism of ,the :South American plate in areas where the Nazca plate is being
subducted at a shallow angle, and its occurrence where the subduction of the
Nazca plate is at a steeper angle. They inferred that a wedge of
aesthenospheric imaterial must exist between the overriding plate and the
subducted plate for subduction-related volcanism to occur. They also
estimated the "tear" in the Nazca plate to be about 100 km southeast of the
northernmost volcanoes. But the results of Grange et al. (1984a;1984b) show
that the bending lof the Nazca plate actually seems to occur under the northern
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edge of the volcanic arc in southern Peru. This would further support
Barazangi and Isacks's reasoning for the need of a wedge of aesthenosphere to
exist between the plates.
The locations of shallow microearthquakes within the South American plate
were divided into three belts parallel to the coast by Grange (1983), and Grange
et al. (1984b): a group offshore between the trench and the coast following the
1800 m bathymetric contour, another beneath the coast, and a third under the
Western Cordillera of the Andes. In addition, a few scattered microearthquakes
were located within the Altiplano.
Both the offshore belt of activity and the belt beneath the coast, despite
being separated by a gap, seem to be associated with the slip between the Nazca
and South American plates. The offshore group appears to occur below the
South American crust at the interface between the two plate. The group under
the coast, though, does not seem to occur at the base of the crust, but between
slabs of mantle lithosphere. The fault plane solutions for this last group do not
show simple underthrusting, but a variety of deformation styles (Figure 8).
Although each solution can be explained in terms of plate deformations, no
clear interpretation for the group as a whole could be made. No fault plane
solutions could be made for the offshore group due to the distribution of the
recording stations.
The belt of earthquakes located under the Western Cordillera is situated 60
to 100 km from the coast, and occurs in both the crust and the mantle. The
belt seems to terminate at about 160 S in the northwest direction, and in the
seismicity maps of Grange (1983), extends only as far south as 170S. However,
this does not appear to be the actual southern limit of the belt, but the result
of the elimination of poorly located events in the region. The fault plane
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solutions for some of these events show a rather unexpected deformation style.
Thrust faulting is predominant towards the northwest end of the belt, while
earthquakes towards the southeast, have large components of strike slip
faulting. For both cases, neither nodal plane for most of the events parallels
the seismic zone. However, the P axes for both types of faulting do parallel the
zone, thus suggesting some crustal shortening in the southeast-northwest
direction.
The fault plane solutions for the few events within the Altiplano indicate
mostly normal faulting. These last few events are characteristic of the present
tectonic state of the Altiplano, as described by Suarez et al. (1983) and others.
The low level of seismicity of the crust and upper mantle under the coast,
coupled with the fault plane solutions for the events under the Western
Cordillera give no indication of any active "tectonic erosion" of the leading edge
of South America. This concept of tectonic erosion has been used by a number
of authors [e.g. Plafker (1972); Rutland (1971)] to explain the exposure of
Precambrian rocks near the coast of Peru and the inland migration of
volcanism over the last 100 m.y. If such erosion of the plate does occur, it
seems to be aseismic, and any crustal thickening perpendicular to the Andes
takes place along its eastern edge [Suarez et al. (1983;1984)].
A few other points of interest were noted by Grange et al. (1984b). First,
there is an apparent gap in seismicity in the southernmost part of the area
studied between depths of approximately 130 and 180 km (Figure 3). Since the
station networks were recording only for short periods of time during the
summers of 1980 and 1981, one cannot conclude that this gap is permanent.
But its existence does not seem to be due to poor locations. Second, there
seems to be a small decrease in the seismic activity within the steeply dipping
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zone when compared to the contortion zone. This is in agreement with the idea
that there are greater stresses and more rapidly occuring deformations within
the contorted part of the downgoing slab. The third point concerns the shallow
events under the Western Cordillera whose northern limit is close to the zone of
bending of the Nazca plate. Since this zone is actually slightly farther north,
and at a greater depth than the shallow events, one cannot directly correlate
the stresses associated with these events with the bend. But it seems entirely
plausable that these earthquakes may be related to the occurrence of active
volcanoes, which in turn are linked to the existence of a wedge of
aesthenospheric material between the plates.
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CHAPTER 3
SEISMIC DATA INVERSION THEORY
I. The Inversion Problem
The inversion problem under consideration involves matching observed and
calculated travel time data by simultaneously determining the hypocentral
parameters (origin time, latitude, longitude and depth) for each event, and the
velocities of elastic waves in a three-dimensionally varying structure. We
proceed by formulating the problem in the following fashion:
A set of observed arrival times of waves'from r earthquakes recorded at s
stations can be described by
tv = tij [z,Yk) ,zT24',zY, 2..--.] (1)
for i = 1,2,.....,r and .j = 1, 2,.....,s
where z1i through z 4i represent the hypocentral parameters and y through yk
represent the k parameters used to describe the velocity model used. For the
sake of clarity we will describe this entire set:of parameters by a vector X with n
components (n = 4r + k).
Given an initial set of model and hypocentral parameters X., we can
calculate a travel time for each hypocenter (the forward problem), and
compare it with the observed travel time. The diference between these times -
the travel time residual - is then minimized in a least squares sense by making
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adjustments to the initial solution. The travel time functions are nonlinear
functions of the hypocentral and model parameters, which we can estimate by a
linear system of simultaneous equations using a Taylor series expansion. The
travel time residuals can now be described by
gos - t =16 FtA + = At1  (2)
Here
Azl = z , -z0 and AtV = tj - tij (3)
where the subscript o denotes values calculated using the initial set of
parameters. The variable si represents the contribution of noise and higher
order terms. Using matrix notation, (2) becomes
G& = a+i (4)
where G is an m z n matrix of partial derivatives, & is a "correction" vector
(= X -), and d is a vector of travel time residuals. The vector 4i whose
elements are the Eq, represents the error found in the data. The "correction"
vector is determined by minimizing id - GxI] 2. Thus the changes in travel time
needed to eliminate the residuals can be expressed in terms of corrections to
the initial model and hypocentral parameters to obtain a "best fit" solution.
The actual solution, AM of the least squares problem is approximated by a
generalized inverse solution, M' (Aki and Richards, 1980) through the operation
fl T = IGG) G a (5)
However, because GTG may have small eigenvalues, a stochastic inversion is
used instead. The stochastic inverse provides a damping factor which prevents
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a solution from becoming unstable. Furthermore, this inverse rPuis only
relatively simple matrix operations, while the generalized inverse r~quies a
complete eigenvector analysis. The solution described here, a special case of
the stochastic inverse, is of the least squares variety (Franklin, 1970; Aki and
Richards, 1980):
( = L(G)
where the stochastic inverse operator is
L = (GTG + 2-') GT (7)
The damping term 62 is the ratio of the variance of the data to the
variance of the model, -, and I is the identity matrix. In this inversion,
am
contributions due to eigenvectors with small eigenvalues (X < t5) are
suppressed. As discussed in the next section, although & does not satisfy (4)
exactly, it represents a smoothed version of the true model.
As shown by Lanczos (1961), any rectangular matrix can be decomposed
into three matrices:
G = UAV (8)
where U is an m z m matrix whose columns span the data space of G, A is an m
.z n diagonal matrix containing the singular values of G, and VT is the transpose
:of an n z n matrix V whose columns span the model space of G. We can divide V
jinto two parts, V and Vo, where Vp consists of the eigenvectors with nonzero
:singular values and Vo is made up of eigenvectors with zero singular values.
-Here, p, the number of nonzero singular values found in A, is the number of
-14-
independent parameters used to determine the solution. In the same ashion,
we can divide the matrix U into two parts: U,, representing the nonzero
eigenvalues, and Uo, representing the zero eigenvalues. U, can be further
divided as shown below [U, = (Ul, U2).
We are working with an overdetermined system of m equations (m = rs), n
unknowns (n = 4r + 1) and p independent parameters. Our data space, then,
consists of p pertinent bits of data and m-p bits of excess data. Thus we can
say that part of Up, which we will call U1, spans the pertinent data space, while
the remainder of U,, call it U2, will span the excess data space along with U0.
Schematically we have
U1 U2 UO V (G _ ---- ()
0V 0
II. The Stochastic Inverse vs. the Generalized Inverse
The reason for using the stochastic inverse can be illustrated as follows.
As we noted earlier, the solution to the generalized inverse is described by (5).
We can then take the decomposition of '(8) one step further, as shown by
Lanczos (1961), where
G = UPAV (10)
This is possible as the Uo and Vo spaces are not mapped by the operator G. By
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substituting (10) into (5), we then have
' = V, p-Upr (11)
where Aih- = (12)
x-1
In the neighbourhood of any singularity, one or more small eigenvalues
mapped through (11) would produce large changes in the parameters contained,
in ih. These small eigenvalues then become a source of instability by reducing
the precision of the calculations when the inversion of large matrices are
carried out, as well as causing an amplification of the noise within the data. In
addition, this instability could cause the solution to diverge as the calculations
proceed from one iteration to another.
Because of this problem in the neighbourhood of singularities, a method
that suppresses large changes due to small eigenvalues is desirable. The
stochastic inverse introduced by Franklin (1970) performs this stabilizing
function for small eigenvalues. By substituting the stochastic inverse operator
(7) and the matrix decomposition (10) into the stochastic inverse solution (6)
we have
aI = Vd Upa (13)
Here + i21 +
Here each element of the diagonal matrix is given by Xt
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As we can see, small eigenvalues, specifically those smaller than the
damping term 62, cause the changes in the parameters to decrease. As the
eigenvalues decrease, the changes approach zero smoothly, instead of
approaching infinity, as in the case of the generalized inverse. This process is





Comparison of the influence of small eigenvalues on the behavior of
parameter changes for the generalized and stochastic inverse methods.
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II. Decoupling the Hypocenter and Velocity Solutions
As noted earlier, these inversion methods solve for the changes made to
the model and hypocentral parameters. However, by including the hypocenter
for each event four rows and columns are added on to the matrix of partial
derivatives. This leads to difficult storage and computational problems when
carrying out the calculations. On the other hand, if perturbations to the
hypocenters are not considered - that is, the hypocenters are fixed - we are
assuming that there is no coupling between the hypocentral and the model
parameter solutions. To overcome this problem, Pavlis and Booker (1980) and
Spencer and Gubbins (1980) proposed methods of solving an equivalent
inversion problem in which the hypocenter parameters are separated from the
velocity parameters. With the notation of (4), this is
d = GH + B + (14)
where H is the vector containing changes in hypocentral parameters, and V is
the vector containing the velocity changes. As before, we can decompose G into
the form of (9), where UI spans the pertinent data space of G. Now the
elements of the residual vector, which map into U1 will determine the
hypocenters, while the remaining elements will determine the velocity
parameters or be considered noise.
Since the system of equations is overdetermined, U 2 is assured to exist. Its
columns will be orthogonal to U1 so that if we premultiply (14) by U2, the
hypocentral solution will be detached from the velocity solution because
U : d = UTB + U2 (15)
By this method, as much data as is desired can be utilized while only a number
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of columns and rows equal to the number of parameters being solved for is
stored.
The inclusion of S wave velocities in the solution increases the accuracy of
the earthquake location. Although increasing the number of parameters used
to describe the model, the hypocenter locations become more stable, being less
susceptible to changes in the velocity structure than when only P waves are
used [Chatelain et al. (1980)]. As stated by Roecker (1982) "the S waves appear
to rotate the Ux space of the hypocenter matrix out of the U1 space of the
velocity matrix, thereby uncoupling the solutions". If both P and S waves are
used for the locations, both also have to be used when solving for the velocity
structure. Otherwise, we would be working with different U spaces, each of
which would cause different residual components to project onto the
hypocentral solution.
If both types of waves are used simultaneously, it is reasonable to assume
that some amount of coupling may occur between the velocity parameters.
Then, it would be best if the solutions for the P and for the S wave velocities
could be decoupled in the same fashion as the hypocenter and velocity
solutions were. This being a difficult task however, we cannot hold the S
velocities fixed, but must let them vary in the same manner as the P velocities.
IV. Obtaining Solutions and Estimating their Reliability
To avoid nonlinearity effects when trying to obtain stable solutions, either
the partial derivatives in G must be nearly constant, or the corrections in i
must small. To avoid violating these conditions of linearity, we can vary the
- 19-
parameters in a sequential fashion. This is done by beginning the inversion
with the least sensitive parameter ,i.e., the one with the smallest partial
derivative. In this manner, with each successive step, the residuals are reduced
making subsequent corrections smaller. The sequence in which the parameters
are allowed to vary begins with the hypocentral latitude and longitude, followed
by the focal depth and origin time, phase velocities of the blocks, and the
changes in the fractional slowness (1/velocity) of the structure. This
procedure was called a "progressive" inversion by Roecker (1982).
The confidence we have in our solutions can be measured through two
reliability estimators: the covariance matrix C, which gives us an estimate of
the standard error of the solution, and the resolution matrix R, which indicates
the degree to which our calculated solution approximates the true least
squares solution.
The error within the data, Ad, will produce an error Am in our solutions
which can be expressed through the covariance matrix (Aki and Richards, 1980)
as
C = <AmAmT> = adLLT
= + 61 vP (16)
where au is the estimated variance of the data.
The resolution matrix is given by Mt = lih or
R =LG
= V (17)
(Aki +and Richards, 1980).21
(Aki and Richards, 1980).
-20-
Should any diagonal of R be zero, the corresponding parameter cannot be
resolved. If, on the other hand, R is the identity matrix, then the solution is
perfectly resolved and we have calculated the true solution (l = i). The
manner in which one interprets R for values between zero and one is rather
subjective, but it often allows us to separate what we consider to be reliable
solutions from unreliable solutions.
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CHAPTER 4
MICROEARTHQUAKE LOCATIONS IN SOUTHERN PERU
The data used for this paper were acquired during the summer of 1981 in
southern Peru. A temporary network of smoked paper recorders was installed
in a dense array, the stations being within or close to the Western Cordillera of
the Andes (Figure 9). In addition, data from station ARE of the World Wide
Standardized Seismograph Network (WWSSN) and two stations installed by the
Department of Terrestrial Magnetism of the Carnegie Institution in Washington
(ONG and AYE) were used.
Over 20,000 P and S arrival times from approximately 3,000 events were
read using a digitizing table. The uncertainties of these data, taking into
account the uncertainties of the measurements, drifts of the recorders's
internal clocks and variations in drum rotations, were estimated to be less than
0.1 seconds for P arrival times and about 0.8 seconds for S arrivals.
I. Original Hypocentral Solutions
Over 1200 events were initially located by Grange (1983) using the program
HYPOINVERSE [Klein (1978)] after it had been modified to include elevation
corrections. This correction was necessary since the altitude of the stations
varied from sea level to 4,900 m. A series of tests was carried out to evaluate
the quality of the locations so that the results could be discriminated between
more or less reliable locations. Further tests were made to determine whether
- 22-
or not it was valid to use flat layered structures, and to see ff any lateral
heterogeneities could be approximated by these methods. The results of the
locations and tests were described in detail by Grange (1983) and Grange et al.
(1984b), and are summarized here. It was decided that a reasonable
approximation of the probable structure could be made by using three different
simple layered models together. The three models corresponded roughly to the
region between the trench and the Peruvian coast, the coastal region, and the
region under the Western Cordillera and the Altiplano (Figure 10). Different
stations were assigned to each model. The criteria arrived at to determine good
locations were the following:
(1) A minimum of eight phase arrivals, at least one being an S-wave arrival.
(2) A root mean square value of travel time residuals (RMS) less than 0.40 sec.
for events with 20 or more arrival times (N), an RMS less than 0.35 sec. for
15 < N < 20, and an RMS less than 0.30 sec. for 8 < N < 15.
(3) Estimated epicentral and focal depth errors of less than 10 km.
(4) Events with a maximum azimuthal aperture without stations (GAP)
measured from the epicenter greater than 3000, must have an epicentral
distance to the nearest station (DMIN) less than one-half the calculated
focal depth. For events with a GAP less than 3000, DMIN must be smaller
than the calculated focal depth for events deeper than 60 km, and less
than twice the calculated focal depth for events shallower than 60 km.
To minimize bias in locations introduced by erroneous choices of velocity
structure, the only events that were retained were those whose locations did
not change by more than 10 km when relocated using different velocity
structures. 592 events met these criteria, and the errors for depth and
- 23-
epicentral coordinates were estimated to be no more than 5 k and' 7 kmn
respectively. An additional 296 events were retained, since 1mey bad stable
solutions, although they did not fulftll all the criteria above.
II. 3-D Hypocentral Relocations - The Initial Model
For the purposes of this study, the work done by Grange (1983), (described
in the previous section) provided us with a set of events with stable solutions.
These events were relocated using three-dimensional velocity models, which are
presumably a more realistic approximation of the probable structure than that
used by Grange. By relocating these events in a realistic structure, any errors
due to lateral heterogeneities would be reduced. Also, the events would be
located within a structure that could be used as an initial model for a three-
dimensional velocity inversion. Assuming that the relocations were reasonably
accurate, any changes of the hypocentral parameters made during the
inversion would be relatively small. This was a necessary condition to avoid
instabilities due to the nonlinearity of the inversion problem. Both the set of
events retained by Grange and a portion of the set he discarded for having
failed his reliability criteria were relocated.
The initial three-dimensional model was set up by taking a rectangular
prism, aligned parallel to the Peruvian coast, centered about 16*S, 72' W. The
dimensions of the rectangle, within which all the events are located, are 440 km
in length by 330 km in width, or approximately 40 by 30 of arc. Next, a cross-
section of the layers was taken perpendicular to the Peruvian coast. Each layer
was divided up into blocks in a southwest to northeast direction. This profile
was then extended in a southeast-northwest direction, producing a three-
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dimensional structure (Figure 11). The geometry and assigned meloities, ased
on work by Grange (1983) (Figure 10), James (1971), and Ola nd eyer
(1973) (Figure 12), modeled a crust that thickened from the trench towards the
Western Cordillera, and then thinned towards the Brazilian Shield. In this frst
relocation, the mantle below 70 km depth was modeled by one homogeneous
block.
Once the relocation run was completed, the first step taken to pick the
more reliably located events was to remove those events whose matrix of partial
derivatives produced small eigenvalues. (Small eigenvalues were defined as
those whose ratio to the largest eigenvalues was less than 0.D1). Next, the
events that showed some degree of instability - that is, those whose hypocentral
parameters oscillated by large amounts from one iteration to the next - were
discarded. The limits imposed on the oscillations were on the order of 2 to 3 km
for latitude and longitude, 3 to 4 km for focal depth, and 1.0 sec for origin time.
We noted that a few events with large changes in the hypocentral parameters
required several iterations before converging. The criteria used by Grange
(1983) was then applied, and 467 of the approximately 1,100 earthquakes
satisfied all conditions. When the RMS criterion was relaxed, an additional 109
relocated events were considered reliable. This relaxation of the rule was the
following:
(1) For number of phases (N) less than 15, the RMS had to be less than 0.5
seconds.
(2) For 15 < N < 20, an RMS of less than 0.6 was required.
(3) For N > 20, the RMS could not be greater than 0.7 seconds.
-25-
Over ninety percent of the chosen relocations were among i~tase events
determined by Grange to be more reliable. A closer comparison of the results
showed that most of the new locations tended to be slightly farther northeast
and shallower than Grange's locations, and the origin time occured about 1
second later. The changes in locations were on the average no.greater than 10
km. This appears to indicate that the data favors the parts of the model having
slower than average crustal velocities. The estimated precision of the relocated
events is approximately the same as those from Grange (1983). Few events
located at depths greater than about 90 km satisfied all the criteria, suggesting
that it is not sufficient to model the upper mantle by using one homogeneous
block.
l. 3-D Hypocentral Relocations - Refining the Crustal Model
A second relocation was carried out, the purpose being to detect a few of
the characteristics of the crustal structure on a smaller scale (e.g., tens of
kilometers). Also, the events would then be located within a model that would
then be used as an initial solution for the three-dimensional velocity inversion.
The principal aim was to try to determine the approximate location and
shape of the Mohorovi6ic discontinuity (the Moho), across which the phase
velocities should increase substantially. Previous studies (for example,
Anzoleaga (1964), James (1971), Ocola et al. (1971), Ocola and Meyer (1973))
seem to agree on a Moho increasing from the coast towards the Andes. It
appears to reach a maximum of 70±10 km under the Altiplano and then
gradually becomes shallower towards the Brazilian shield (Figure 12).
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Another important consideration in setting up the model, w as te
existence of low velocity zones (LVZ). Based on large amplitude secondary
arrivals from refraction studies in the Altiplano, Ocola and Meyer (1972) stated
that there existed two thin LVZs within the crust. However, since the
dimensions of these low velocity zones were too small to be resolved, they were
not included in the model. The remaining major boundary across which a
change in velocity could perhaps be modeled was the LVZ that occurs within the
mantle. According to James (1971), there .did not appear to be any significant
LVZ for shear waves in the upper 150 km of mantle beneath the continental
crust, although it seemed that both P and S velocities were somewhat low. Yet,
a major S wave LVZ was required under the oceanic crust in the area to satisfy
phase and group velocity data. He set the upper boundary of this LVZ between
50 and 60 km depth, and the lower boundary at a depth greater than 200 km.
To determine whether the existence of a LVZ could be resolved, a series of
Wadati plots was made to calculate the Vp to Vs ratio for different depth slices
(Figure 13). This was done by ploting Vp minus Vs arrival times versus Vp
arrivals. The slope of this graph minus one is equal to the average Vp to Vs
ratio down to that depth slice. Since the ray paths for the events in any one
slice passed through the layers above it, the resulting Vp to Vs ratios were an
average of all ratios down to that respective slice. Thus, the ratio for each
individual depth slice was calculated by eliminating the averaging effect due to
any overlaying layers. The arrival times used for these calculations were from
the events considered to be well located. Whether a layer boundary
representing the Moho was assumed to be at 60 km, 80 km, or any other depth
in that neighbourhood was immaterial, since the calculated Vp to Vs values
were 1.74+0.01 for all layers down to about 100 km. At this depth a large
increase in the ratio was noted, to 1.84±0.01. Even after taking into
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consideration an increase in the P wave velocity, a pronounced S wave LVZ was
required to fit the results. Trying different upper and lower boundaries in the
calculations seemed to put this layer between 100±10 km and 130±10 km.
Despite not having a large number of events located below 130 km depth, all
layers below this point had Vp to Vs ratios of about 1.72±0.02.
The next step was to determine the parameters of the model, which were
governed by two factors. First, the total number of blocks was limited by
computational storage requirements, so that a large number of small blocks
was ruled out. Besides, blocks with small dimensions (less than 20 km to a side)
are poorly resolved in the inversion process. The second factor had to do with
the number of ray paths through each block, also an indication of how well a
block will be resolved. 20 rays through each block was set as the necessary
minimum of samplings needed to "see" it. On the other hand, it would have
been rather useless to use a small number of large blocks, each of which would
be sampled a very large number of times (e.g., a thousand or more times), thus
providing only redundant information. This was especially true for the region
in the center of the structure, an area with a high concentration of
earthquakes. To determine the number of ray path segments passing through
each block, part of the three-dimensional velocity inversion program was used.
This was repeated using different block arrangements, until a satisfactory
balance in the number of samplings per block and their dimensions was
obtained. The locations of the events from the first relocation run were used as
the initial solutions for the partial velocity inversion runs. This procedure is
valid since stable solutions do not vary significantly from one model to another.
The block structure was extended to a greater depth in this run, so that the
upper mantle, including the S wave LVZ, could be adequately modeled. In this
manner, a larger number of intermediate depth events could be better located.
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The resulting model is depicted in Figure 14.
Using the same selection criteria that were used for the first relocation
run, 442 events were considered to be well located. Nearly a hundred additional
events were considered to have good stable solutions under the relaxed
criteria. This set of relocations showed the same trends as the previous set
when compared to the locations by Grange. However, the changes were smaller
in magnitude: on the average, the differences in latitude and longitude were of
about 5 km, approximately 7 km for the depths, and the new relocations
indicated that the origin times were about 0.5 to 1.0 sec later. Also, the RMS
values were about 0.1 sec less on the average. Once again, the errors in the
hypocentral locations were about the same as Grange's. In this set of
relocations, 92 percent of the reliable locations were among the events chosen
by Grange.
IV. Final Observations
As a final comment on the relocations of these microearthquakes, it should
be pointed out that the simple models used by Grange were a valid
approximation of a three-dimensional structure. The results he attained were
often very near the hypocenters calculated for the relocations, usually close
enough so that the uncertainty margins of both solutions overlapped. Also, it
should be noted that the few additional locations picked despite their larger
RMS, are valid solutions. The RMS residual is an indication of the effect of noise
within the data on the solution, and of the bias due to the model being used.
Since the RMS in all the flat layered and three-dimensional locations were about
the same size for most of the well located events, the bias due to the models
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could be considered to be small. Since we then knew that the noise in the data
was the major source of the RMS residual, we could relax the criterion
established by Grange for this parameter, provided that these solutions
converged and were stable for all models.
As could then be expected, the same seismicity patterns observed by
Grange (1983), described here in chapter 2, were noted. Despite having a
smaller set of earthquakes, the contortion zone of the Nazca plate could be
easily identified in cross-sections parallel to the Peruvian coast (Figure 15), and
in others parallel to the direction of motion of the Nazca plate (Figure 16). The
location of the bend clearly matched the northern end of the volcanic arc in
southern Peru. All three shallow seismicity belts were seen. The belts beneath
the coast and beneath the Western Cordillera were the most prominent due to a




The work done by Grange (1983) and by this author, show that the velocity
models used to relocate the earthquakes are reasonable approximations of the
crust and upper mantle under southern Peru. Nevertheless, these models were
somewhat limited. Grange's locations and subsequent tests provided only
velocity models varying with depth. The relocations performed with more
complex block structures were essentially only two-dimensionally varying
models. That is, the wave velocities changed only with depth and across the
profile made perpendicularly to the Peruvian coast. Thus we felt that
performing a three-dimensional velocity inversion was the best method with
which we could gain some insight into the complexities due to lateral
heterogeneities of the Earth's crust.
I. Procedure and Estimated Confidence Indicators
The inversions performed here used for starting models, the same block
structures and velocities used for relocating the microearthquakes.
Simultaneously solving for the velocity structure and hypocentral solutions,
these calculations proceeded in an iterative fashion by making the changes in
the block's fractional slowness which best fit the residuals (see Chapter 3 and
Roecker (1982) for details).
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The arrivals used in these inversions were from the 442 events cousidered
to be well located, and from 61 events with higher RMS. Besides having sta:le
solutions these additional events were chosen because they had a large number
of arrival times recorded, and most were located at depths greater than 70 km.
Before proceeding with the inversions, however, the first group of 442 events
was screened for events with less than 10 recorded phase arrivals located
within regions of high seismic activity. These events, while occupying the same
number of elements of the G matrix as events with a greater number of arrivals,
only provide small amounts of redundant information. When this selection
process was finished, 396 events were kept for the inversions. A list of these
events is found in Appendix A and plotted in Figure 17.
Three velocity inversions were carried out. The first used the same model
previously used in the second earthquake relocation. The second inversion
used a slightly modified strucutre, in which the block interfaces parallel to the
coast were shifted inland in a northeast direction. This shift allowed a greater
number of blocks on the northeast side of the model with a sufficient number of
ray paths through them to be resolved. The final inversion was carried out
using a model in which the boundaries between the layers of blocks were
changed so that the Moho could be determined with greater accuracy.
A simplified map of the area was made as a template (Figure 18). The
results for each layer of blocks were then overlayed on the map in four
different formats. First, the calculated P and the percent change from the
initial model velocities were shown superimposed on the map. Second, a map
was made which included the resolution and the standard deviation of the
calculated P velocity. The third and fourth formats were similar to the first two,
except that they used the calculated S velocities.
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Before proceeding with the analysis, some degree of nfiene in the
results had to be established. A series of tests was performed by Roecker
(1982) to determine to what extent problems such as nonlinearity and improper
parameterization of the block structures affected the solutions to the inverse
problems. The data used in these tests were microearthquakes rec:rded in the
Pamir-Hindu Kush region of Central Asia. A summary of the criteria Roecker
established to interpret the inversion results follows:
(1) The inferred velocities should be contourable. Trends should occur across
several blocks instead of being defined by the fluctuation of any one block.
This criterion is not only valid for variations within a layer, but from one
layer to another as well.
(2) Large velocities at the edges of layers with few events are unreliable, and
extreme variations in regions of low seismic activity could be exaggerated.
(3) A reasonable cut-off value for resolution is about 0.6 for P velocities. For
the S velocities, the cut-off is about 0.5 since the S arrivals are assigned a
smaller weighting.
(4) For the array and types of anomalies studied by Roecker, variations in the
velocities smaller than 2% were probably insignificant.
Since the dimensions of the array and the magnitude of the anomalies
being studied in southern Peru were roughly the same as those in the Parnir-
Hindu Kush region, the same lower limit on velocity variations was adopted.
Roecker estimated that the velocity variations for a given layer were
mainly due to the data from the events in that layer. Morever, one can usually
be confident that the large scale variations of the calculated velocities
- 33-
reasonably describe the actual!structure. It should be kept in maim , oweer,
that any structural features presented by the initial model will sully be
present in the inversion results. The amount of change in the velocities
between the initial and resulting models is a more appropriate indicator of
whether the initial assumptions of the structure were reasonable or not.
II. Analysis of the Inversion Results
Overall, the results of the inversions were similar to one amother. Several
characteristics stand out: First, there was good correlation between the P and
S velocities in each inversion down to about 70 km. Second, a velocity gradient
trending southwest-northeast exists within the crustal layers. Third, the
resolution deteriorated with depth due to the decrease in the number of events,
especially below 100 km. Fourth, the data variance was considerably reduced
(by approximately 60 %), with the resulting variance being about equal to the
assumed noise level in the data (0.1 s). Finally, no resovable change in velocity
could be associated with the contortion in the Nazca plate.
The Crust
The top layer of the crust showed scattered results and low resolution
because of the geometry of the station network (Figures 19,20,33,34,47,48). For
the layers between about 20 km and 70 km depth, a gradient for both P and S
velocities was seen, with isovelocity contours roughly parallel to the alignment
of the model and the coast. Compared to the initial model, the gradient in the
results was smaller towards the edges of the structure and larger in the center.
The velocities decreased towards the northeast, under the Altiplano, and
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increased towards the southwest because of the effect ac se a ceire vnd
thinner continental crusts. The largest change noticed in the PanmdSeix citis
occured under the Western Cordillera of the Andes. The P vlocitisrwete in the
range of 6.1 to 7.0 km/s to the northeast of the Cordillera, and were in the
range of 6.6 to 7.6 km/s to the southwest. The results for these layers are
shown in Figures 21-26, 35-40, and 49-52.
The Upper Mantle
Below about 70 km depth, the velocity gradient disappeared. Instead,
there seemed to be a zone in which the P velocity increased with depth
interspersed with regions of higher velocities (Vp>8.0 km/s) and lower
velocities (Vs<7.5 km/s) (Figures 27-32, 41-46, and 53-58). Poor resolution did
not permit any interpretations below 130 km depth. Nevertheless, the smaller
regions of anomalous P velocities only stood out down to about 100 km. Below
this point there did not appear to be any large changes in P velocities. But one
should remember that poor resolution and the large scale of the blocks at this
depth may not have allowed us to resolve any small scale features that may
exist.
Within the mantle, the P and S velocities are not well correlated. The S
velocities did not show any small scale velocity anomalies, but only gradual
lateral changes in velocity with a high in the middle of the layers. Vertically, a
low-velocity zone could be noted in the layer between 100 and 130 km depth.
However, the velocity changes were such that no LVZ of the magnitude
indicated by the Wadati plots was noted. Poor resolution of the calculated S




As mentioned above, the initial model for the third velocity inversion was
designed so that a larger velocity contrast across the Moho could be detected,
at a maximum depth under the Altiplano of either 80 or 80 km. In the previous
inversions, a significant velocity contrast associated with the Moho could be
seen at about 70 km depth under the Altiplano, and at shallower depths under
the coastal region (Figures 25-28 and 39-42). The P velocities were at most
about 7.0 km/s above this boundary, and about 7.6 km/s or more below.
The results of the third inversion did not reflect any changes at either 60
or 80 km under the Altiplano as markedly as the two previous inversions.
Instead, it showed gradual velocity changes across these boundaries (Figure
51-56). This appears to indicate that under the Altiplano, the Moho is at about
70 km depth, and that the result of the third inversion is a consequence of
averaging the velocities above and below this depth.
The Bend in the Nazca Plate
Because of the small size of the three-dimensional structures used, only a
portion of the bend was included in our model. Unfortunately, this portion was
located in the northern part of the structure, a region of poor resolution. For
this reason, a small low velocity anomaly that could possibly be associated with
the bend was only resolved to a reasonable degree between depths of about 70
and 100 km. Since only a few blocks with lower velocities matched the
approximate location of the bend, no definite correlation could be made.
The last two criteria established by Roecker (1982), summarized earlier,
were used to make contour maps of the percent change in P and S velocities
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with the epicenters of the earthquakes for layers 3 through 6 (Figures 57-ED).
In addition, a few profiles parallel to the direction of motion of the Nazca plate
were made and contoured in the same fashion (Figures 61-64). These figures





The arrival time data set acquired in southern Peru during the summer of
1981 was used by Grange (1983) to locate a number of microearthquakes. This
author, using the same data, relocated these events using three-dimensional
structures to model lateral heterogeneities of the crust and upper mantle. The
results of these relocations were very similar to the original hypocentral
solutions computed by Grange, indicating that the simple flat layered
structures which he used were reasonable approximations to the actual
structure. The tectonic characteristics of southern Peru were equally well
defined with either set of earthquake locations. The most prominent feature,
the bend in the Nazca plate as it is subducted under southern Peru, was located
beneath the northern end of the volcanic arc in the region. North of the bend,
the slab is being subducted at a shallow angle (10-15'), while south of the
bend, the slab is descending at a steeper angle (25 -300). These observations
corroborated the theory of Barazangi and Isacks (1976;1979) that a wedge of
aesthenosphere is required between the overridding and subducted plates, for
subduction-related volcanism to occur. It was also shown that'the contorted
zone of the Nazca plate is parallel to the plate's direction of motion with
respect to the South American plate.
A subset of the well located events was then used to perform three-
dimensional velocity inversions in an attempt to model the seismic structure of
the region. Criteria established by Roecker (1982) to aid in the interpretation of
the inversion results were used. The features that appear from these results
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are the following: First, a velocity gradient seems to exist perpendicular to the
coast. The velocities are higher in the southwest crossing the Moho under the
coast, and decrease under the Western Cordillera of the Andes and the
Altiplano. Second, the Moho at its deepest point under the Altiplano, seems to
be at a depth of about 70 km. Third, the upper mantle seems to be a region
where P and S velocities are gradually increasing with depth, with the exception
of a few P velocity anomalies between 70 and maybe as much as 130 km depth.
The average velocities for this region seem to be in the range of 7.5 to 8.0 km/s
for the P, and 3.9 to 4.6 km/s for the S. The velocities for the anomalies were
greater than 8.0 km/s and less than 7.5 km/s. Finally, an S wave low-velocity
zone ts seen between 100 and 130 km depth. However, it does not seem to be as
pronounced as it was originally thought to be, when Wadati plots were made to
determine Vp to Vs ratios for different depth slices.
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Figure 1. Earthquake locations used by Barazangi and Isacks to infer a tear in
the Nazca plate as it is subducted under southern Peru. From Isacks
and Barazangi (1976), and Barazangi and Isacks (1979).
Figure 2. a) Vertical cross sections of earthquakes relocated by Hasegawa and
Sacks inside rectangles shown in the inserted map. Solid line is the
assumed shape of the seismic zone inferred from the seismicity below
a depth of 50 km.
b) Map of local seismic network used by Hasegawa and Sacks.
c) Subduction model proposed by Hasegawa and Sacks. From
Hasegawa and Sacks (1981).
Figure 3. Vertical cross sections of earthquakes perpendicular to the trench,
and their locations on a map. All earthquakes were located by Grange
(1983) and are considered to be reliable. Fault plane solutions are
back hemisphere projections with dark compressional and light
extensional quadrants. "T" indicates the position of the trench, "C"
the position of the coast. Triangles at the top of some sections
indicate the position of active (open triangles) and dormant (closed
triangles) volcanoes. In some sections the Mohorovitic discontinuity,
as inferred from the model of Couch et al., (1981), appears as a dotted
line. From Grange (1963).
Figure 4. Vertical cross sections of earthquakes parallel to the trench, and
their locations on a map. Symbols are the same as in figure 3. From
Grange (1983).
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Figure 5. Maps of reliably located earthquakes at different depth intervals.
From Grange (1983).
Figure 6. Vertical cross sections of earthquakes parallel to the direction of
underthrusting of the Nazca plate, and their locations on a map. From
Grange (1983).
Figure 7. Map of all epicenters with contours for events in different depth
ranges. Note the change in orientation of contours from being parallel
to the coast to more northerly trends near 150 to 15.50 S. Open
triangles show locations of active volcanoes, closed triangles dormant
ones. The arrow to the left gives the direction of relative plate motion
between the Nazca and South American plates. From Grange et al.,
(1984b).
Figure 8. Maps of reliably located earthquakes at different depth intervals with
fault plane solutions. Fault plane solutions are lower hemisphere
projections with dark compressional quadrants and light dilatational
quadrants. From Grange (1983).
Figure 9. Map with locations of seismic stations in southern Peru. Latitude,
longitude and depth for each station is listed.
Figure 10. Configuration of three-layered structures used by Grange (1983).
The sections labelled 1, 2, and 3 show the limits of the three simplified
structures used to approximate the thickening of the crust. Note that
these limits depend on the relative postition of the event and the
station.
Figure 11. Profile of first model used to relocate microearthquakes. Numbers
are P and S velocities of different parts of the model.
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Figure 12. a) Structure proposed by James (1971) for Bolivia and southern Peru.
b) Depth contours for the Moho proposed by James (1971).
Figure 13. Wadati plots for different depth intervals. Plotted points are P minus
S arrival times vs. P arrival times.
Figure 14. Profile of second model used to relocate microearthquakes. Also
used as the initial model for velocity inversions. Numbers are P and S
velocities.
Figure 15. Vertical cross sections of relocated earthquakes, parallel to the
trench, and their locations on a map. These earthquakes are
considered to be reliably located.
Figure 16. Vertical cross sections of relocated earthquakes parallel to the
direction of underthrusting of the Nazca plate, and their locations on
a map.
Figure 17. a) Map of all relocated earthquakes used in the velocity inversions.
b) Maps of relocated earthquakes at different depth intervals with an
outline of the three-dimensional structure used in the velocity
inversions.
Figure 18. Simplified map used as a template to display the the calculated
three-dimensional velocity structures.
Figures 19 - 58. Maps displaying calculated values for P and S velocity
structure. On each page, the top map shows the calculate velocity and
the percent change from the initial model for each block in the
specified layer, and the bottom map shows the resolution and the
standard deviation of the calculated velocity for each block. At the
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bottom of each page the number of the inversion run, the upper and
lower bounds of the layer, and the type of phase used (P or S) are
specified.
Figures 59 - 61. Contour maps of the percent changes in P and S wave velocities
for the first inversion. The configuration of the blocks used in the
inversion is superimposed upon the seismicity maps.
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This appendix contains a list of the 396 events used in the velocity
inversion. These locations were determined in the second relocation run and
are considered reliable. The following information is presented for each
earthquake:
(1) Number used as a reference during this study.
(2) Date (year, month, day).
(3) Origin time (hour, minute, second).
(4) Latitude, longitude, and depth.
(5) Magnitude determined by Grange (1983) using the duration of the coda T in
seconds and the formula ML = -1.1 + 2log[H + 0.007Z + 0.0035D where D is
the epicentral distance and Z the depth at which the earthquake occurred
(modified from Lee et al., 1972).
(6) RMS - root mean square of the time residual.
(7) GAP - maximum azimuthal aperture without stations measured from the
epicenter.
(8) DMIN - distance to the nearest station.
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































HYPIT OUTPUT - Ist INVERSION RUN
origin of cartesian coordinates depth sti
-16 0. -72 0. 0. 6;
short distance conversions
one mir, lat 1.8443 km
orne min ion 1.7839 km
tr wfac wsum swtfac vthet





nl neqs ires nkr nmin kfirst



















































































































































































































































































































































































































0. 10.00 25.00 55.00 110.00 225.0
0 0 0 0 0 0 *
number of p arrivals
p weight
number of s arrivals
s weight









0 217 0 0 0 0 a 0
B & 298 32 89 131 0 0
0 0 65 0 0 0 0 0
3090 0 158 2 0 0 0 0
40 128 0 0 0 0 0 23
£ 338 0 0 0 10 22 94
0 0 31 0 0 2 6 0
0 8 7#7 0 0 0 1 0
0 1 111 0 0 66 147 0
106 137 309 0 0 10 2 115
150 3 45 0 1 97 0 0
0 0 0 0 0 0 0 0
layer 2
0 71 198 5 5 0 0
0 0 13 97 129 1 0
0 0 70 345 49 0 0
62 44 69 220 3 0 2
312 341 171 98 2 8 77
29 89 270 169 12 39 27
17 36 581 448 53 122 30
78 21 363 289 49 74 115
117 113 121 100 96 27 9
4 17 0 0 0 0 "0
layer 3
11 99 174 43 7 0 0
27 67 87 73 32 8 0
59 99 123 176 56 6 1
88 177 235 162 34 6 19
193 290 324 158 36 29 65
150 30~ 440 241 62 55 45
119 2;. 460 268 104 88 51
11 l , 327 205 92 69 44
0 197 0 0 0
0 0 263 21 68
0 0 62 0 0
287 B 143 2 0
38 123 0 0 0
0 313 0 0 0
0 0 31 0 0
0 6 645 0 0
0 0 99 0 0
100 126 268 0 a
124 3 35 0 1
0 0 0 0 0
0 70 178 5 3
0 0 13 83 66
0 0 66 292 16
59 43 64 250 2
295 329 156 93 1
27 84 245 156 9
16 32 525 401 39
73 18 334 246 35
101 95 113 85 57
4 16 0 0 0
11 98 155 37 4
26 67 89 66 13
56 93 108 131 22
81 162 211 129 20
170 273 295 138 24
136 286 395 213 41
107 189 431 218 64
























71 173 196 87 55
3 22 23 4 2
layer 4
71 146 134 60 25
33 146 160 61 27
41 196 184 90 51
63 180 245 166 88
233 253 298 195 117
260 293 331 209 117
75 167 210 203 114
61 167 163 99 54
14 42 27 12 5
layer 5
19 97 79 78 61
& 90 105 98 75
0 62 118 127 78
2 52 137 184 110
8 105 219 190 126
0 99 236 174 118
0 53 109 162 94
14 62 91 77 61
25 23 48 12 7
27 8
1 0
61 139 175 74
3 21 20 2
67 136 117 48
31 135 146 51
38 180 169 72
57 159 222 125
204 224 270 164
237 267 300 177
66 154 192 167
53 150 145 75
14 38 25 8
17 85 69 62
0 84 94 70
0 61 106 92
2 46 123 143
8 100 193 154
0 92 208 135
0 48 94 132
12 57 81 65



































a total number of 587 blocks were hit
172578 elements of g are used
a total number of 402 blocks are kept for Inversion
81003 elements of 9 are used
g diagonals for p velocity model
layer 1
0. 3.38 0. 0.
0. 0. 8.70 0.21
0. 0. 0.35 0.
2.57 0. 2.22 0.
0.83 0.93 0. 0.
0. 2.59 5. 0.
0. 0. 0.03 0.
5. 0. 10.51 0.
0. 0. 0.60 0.
1.01 2.14 6.01 0.
1.40 0. 1.15 0.
5. 5. 5. 8.
layer 2
0. 4.33 10.61 0.
5. 0. B. 2.94
B. 0. 1.77 12.55
2.36 0.33 1.06 11.14
8.58 11.29 7.77 1.88
0. 3.56 12.49 7.14
0. 0.46 18.13 10.58
4.79 0. 15.68 10.19
4.41 6.99 4.67 4.39
0. 0. 0. 0.
layer 3
0. 4.28 11.57 1.86
a. 3.22 3.33 3.29
2.65 2.65 4.94 6.51
4.19 9.56 11.55 6.16
7.16 13.05 16.90 5.40
5.00 12.34 17.55 10.83
5.74 10.85 14.52 14.89
3.87 5.12 9.37 9.64
3.09 9.49 5.80 3.53






































































































g diagonals for z velocity model
0. 4.73 5. B.
5. 0. 18.56 5.
0. 5. 8.51 5.
3.34 0. 2.85 5.
8.04 1.19 0. a.
0. 3.35 0. , .
0. a. .805 5.
5. 0. 11.98 5.
0. 5. 0.69 5.
1.43 2.67 7.93 B.
1.880 . 1.35 0.
5. 0. 0. 5.
B. 6.87 14.49 B.
B. B. 5. 3.28
B. 8. 2.87 13.82
2.76 8.48 1.20 14.88
11.13 14.22 9.29 3.11
5. 4.63 17.15 9.95
5. 8.65 22.02 13.22
7.37 0. 21.80 12.11
5.13 9.45 6.07 5.73
5. 5. a. a.
5. 6.46 15.25 2.45
5. 5.18 4.20 3.88
3.42 3.34 5.54 6.44
5.10 11.69 15.08 5.99
7.05 16.00 21.43 7.22
6.01 14.33 22.64 13.87
6.61 12.85 20.69 16.63
5.04 6.44 11.74 10.54
3.55 13.12 7.10 4.27





































































































1.81 4.17 5.34 4.60
0.87 3.92 8.81 2.53
1.33 6.42 8.46 4.62
2.33 5.72 10.92 9.94
4.02 10.44 16.28 11.56
3.46 9.93 17.88 12.23
1.65 8.26 12.46 15.04
2.19 7.91 9.74 7.20
































































































































































































































































rc: idu:: 1 variance
m.: re idual norm
m.: st::ndard variance
mo. or ,j inal variance
nv-, t -  idual variance
petrct eii-ge improvement
macr
' per ,entage improvement






















































































































































































































































































































































































































































































































































































































































0,. . . 0. 0. 0.
. . 0. 0. 0. 0.
p. 0. 0. 0. 0. 0.
0 f. 7.90 0. 0. 0.
Xfr-ction change for p velocity model Xfraction change for s velocity model
layer 1
.9P 0. . 0.. . . . . 0. 5.96 0. 0. 0. 0. 8. B.
.7.P -1.8A -0.65 -1.79 0. 0. 0. 0. 8.25 0. -1.82 -3.41 0. 0.
5.rli 0. 0. 0. 0. 0. 1.06 0. 0. 0. 0. 0.
1.01 '. -11.67 P. 0. 0. 0. 0. 9.93 0. -2.51 0. 0. 0. 0. .
-1.37 .7 0. . 0. . 0. -1.17 -0.34 0. 0. 0. 0. 0. 0.
p. !.56 0. r. o. 0. 0. -1.74 0. 10.46 0. 0. 0. 0. 0. 2.60
P. .. 0. 2 . . . 0. 0. 0. 0. 1.11 0. 0. 0. 0. 0.
. .. 1 73 . 0. f. 0. 0. 0. 0. 2.70 0. 0. .0. . .
. . 5.59 P. 0. -?.38 -5.34 0. 0. 0. 5.43 0. 0.- 1.79 2.64 0.
2.05-2'.2 14.'E fy. 0. 0. 0. -4.29 7.39 -5.48 12.25 0. a. 0. 0. -1.15
-0.-4 .. 14.11 '. 0. -,.28 0. 0. 2.28 0. 11.90 0. 0. -1.95 0. 0.
(, ,. 0. 0. 0. 0. 0. 0. 0. . 0. 0. 0. 0. 0. 5.
layer 2
0. -1.90 14.70 0. 0. a. 0. 0 -3.54 9.83 0. 0. 0. 0.
. . 0. 0.80 -5.62 0. 0. 0. 0. 0. 1.88 -3.81 0. 0.
G. P. -1.62 -1.27 -0.72 0. 0. 0. 0. 0.63 2.58 0. 0. 0.
-'"A ".n 2.'1 0.19 0. 0. 0. 7.23 4.20 2.31 3.38 0. 0. 0.
-. -;.1q47 -?9 R.. (. -195 .75G 941. 0. -4.6
1.37 5.63 8.19 4.12 0. a. -4.64
- - - .I f 4.73 -2.94 O. 1. -1.95
,. --<.51
~. .35














































































































































































































































































































0. 1.81 1 .23
0 -. -;.58C -3.87
. -.0.32 -1.21
0. ,.30 1 .56
0. . 7 3.49

















































































































































fre = 1 kmin = 1 kmax = 402
sur. of dc'agonal -lements of resolution matrix for 402 elements












. o. 65 Pr. . 7 . 0.
7. .'.62 '.57 . .
0. 0.61 0.68 0. a. 0. 0.
0. 0. 0. 0.64 0.53 0. 0.
289.592
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0.71 0.90 0.94 0.93 0.90 9.80 0.70 0.74 0.92 0.95 0.94 0.90 0.77 f.
.. 76 0.90 0.90 0.87 0.82 0.74 0. 0.80 0.91 0.92 0.89 0. 0. 0.
0. 0.60 0. .. . 0. 0. 0. .63 0. 0. 0. 0. a.
layer 5
0. 0.55 0.67 0.64 0.68 0. 0. 0. 0.65 9.73 0.69 0.59 0. 0.
0. 0.39 0.66 0.76 0.72 0.67 0.50 0. 0.47 0.68 0.78 0.69 0. 0.
0. 0.44 0.73 0.83 0.81 0.76 0.63 0. 0.52 0.74 0.83 0.79 0.71 0.59
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0. B.56 0.76 0.81 0.79 0.68 0. 0. 0.63 0.81 0.83 0.81 0. B.
0. (. 0.66 0. 0. 0. 0. 0. B. 0.66 0. 0. 0. 0.
layer 6
0. 0.27 0. 0. 0.26 R.
0. 0.72 0.59 0. 0.81 0.68
0. 0.72 0.62 0. 0.82 0.67
0. 0.49 0. 0. 0. 0.
layer 7
0. 0. 0. . 0. 0.
0. 0. 0.20 0. 0. 0.
0. 0.59 0.54 0. 0.68 0.47
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0 *5 65'0 88'0 80'0 880 '5 .PO ~*0 Wo Ella5 v1 91*0 ~
*Y .5f .0 '0 60*0 .0 H j .8 '5 * 91 ky .0
'H H 'a 90*9 90*0 98*0 /-B*O 'H ZI'0 I1FS 68*0 60'0 WE. CI'f
00 10'SO Solo Vale v'S solo 80'S ZI*5 11*0 LO'S Lff'0 WO' 0t'fV S'L)
LO'H LHI' so'o vo*o t'kJ' solo tS'S 01*0 11'0 LS'S LO'S LH'ff 60'AJ WISt.































HYPIT OUTPUT - 2nd INVERSION RUN
origin of cartesian coordinates depth strike
-16 0. -72 0. 0. 62.50
short distance conversions
one min lat 1.8443 km







nl neqs ires nkr Imin kflr5t




















































































































































































































































































































































-- I6. -,'9. ;0














































































































neqs = 396 nvar =  764 kvar - 292230
scal,- factors
la:r p scale s scale
1.00.0o 1.000
1 . 000 1 .00
I .f00 ; 1 .0 0










number of p arrivals
p :oight
ruther ,f s arrivals
s \ oig-h1
to( ii number of arrivals
p ol-,erv-lticn matrix
() 2 1 0
s observation matrix
laye r 1
If 217 9 0 0 0
S i 0 298 131 0 0
A f 219 0 D 0
30, 551 107 11 0 22 39
1 fP 341 385 0 155 3
10. (0 145 306 1 10 115
0 1501 45 36 97 0
0 (1A 0 0 0
layer 2
10 217 24 9 0 0 0
0 0 37 124 19 0 0
0 11 231 174 6 0 01
72 32 189 67 0 0 2
334 297 109 19 6 13 77
61 181 289 27 34 14 27
20 18I 784 75 97 40 16
8' 18 450 76 63 75 87
2k ,. 54 14.0 51 97 12 6
2L, 1 e 0 0 0 0
layer 3
3: 204 91 22 0 0 a
68 97 77 54 15 1 0
113 93 154 121 23 1 1
130 242 215 86 9 8 15
32.3 363 258 48 30 35 53
281 3GI.f 424 91 48 38 31
lq -,9 451 148 89 64 26
1., 18 341 106 79 54 23
I ( If; 15 ') 52 49 7 5
V t 2 c 0
0 17 197 B0 0 0 0
0 0 B 263 66 0 0 0
0 0 0201 B0 0 0
287 525 99 11 0 10 21 50
0 8 305 356 0 96 2 0
100 0 134 266 1 8 68 0
0 124 0 35 29 57 0 0
0 0 B B 0 0 0 0
10 197 18 7 B0 0
0 0 36 75 2 0 0
0 9 219 112 0 0 0
68 29 177 57 B 0 0
316 281 101 19 2 9 46
58 162 270 21 16 8 11
19 161 709 55 59 18 9
75 166 393 51 42 43 45
170 44 125 39 57 9 3
19 1 0 0 0 0 0
31 190 78 19 0 0B
65 96 76 43 3 B a
108 78 134 67 6 0 0
126 216 194 53 5 4 7
296 333 233 43 14 18 30
256 323 382 71 25 16 12
172 274 406 109 58 29 17
139 160 304 69 46 26 15
139 152 149 36 28 5 3
19 30 7 2 0 0 0
layer 4
137 138 98 41 8
91 18F 110 41 20
1y 224 11P 70 39
10~ 252 189 133 62
307' 333 260 147 86
347 294 284 143 89
15C 19f% 235 155 85
135 186 137 73 53
19 46 17 7 5
layer 5
36 106 75 91 27
1l 110 91 86 47
12 107 125 98 72
6 110 160 152 99
2if 188 232 146 111
1? 184 213 140 95
30 71 141 131 71
36 76 84 78 47
36 40 25 12 5
layer 6
0 48 2 0
i 135 166 17
f 414 292 67
C 126 104 7
IT 23 4 0
layer 7
f 0 0 0
~C 0 0
k0 11 89 23
P 49 103 9





128 129 80 29
84 172 98 31
96 288 107 44
94 231 166 86
270 299 224 112
313 274 258 102
144 184 206 105
122 164 117 46
18 42 16 4
32 92 63 67
15 101 76 -56
12 102 102 66
6 101 133 115
20 176 199 100
12 167 179 99
26 64 120 100
34 70 75 60
31 37 21 7
0 34 0 0
0 108 111 7
0 338 183 41
S100 60 3

































a total number of 572 blocks were hit
162078 elements of g are used
a total number of 423 blocks are kept for
89676 elements of g are used
g diagonals for p velocity model
layer 1
Inversion



















































































































































































































8. 8. B. 5. 5.
10.98 3.73 5. a. S.
3.09 0. B. 5. a.
0. 0. 8. 5.32 1.61
9.87 0. 6.26 5. 5.
7.75 B. a. 4.03 8.
1.34 0.46 2.85 5. B.








































































































































































































































8.67 5.25 3.11 2.85 0.








































































































9.56 4.44 2.32 0.






























































mod residual norm 988.58447
mod standard variance 0.23463
mci! original variance 0.23521
no,1 reidual variance 0.09319
poi centage improvement 57.94295














































































































































































































































































































7.'1 7.0" 6.16 6.26 0. P. 0. 4.03 3.97 3.91 3.83 0. a. 0.
.'3 7.4r 7. G5 C.18 G.35 -.38 6.98 4.01 4.24 4.02 3.78 0. 0. 3.76
S /. 7.ff0 6.11 G.44 0.31 6.46 4.09 4.05 3.96 3.79 3.79 0. 0.
. .: .7 6.67 6.17 6.37 G.61 6.46 4.13 3.87 3.90 3.79 3.57 3.86 0.
7.31 .G9 6.67 6.17 G.39 r.65 6.52 4.18 3.92 3.91 3.85 3.78 3.68 0.
'1 .97 6.76 6.30 6.14 JY. 0. 4.00 3.88 3.92 3.72 3.72 0. 0.
.4 1 0. fU. 0. '. 0. 0. 4.09 0. 0. 0. 0. 0.
l ay'r 4
7.,'4 .7r 7.17 G.95 0. U. 0. 4.48 4.61 4.20 4.12 0. 0. 0.
7.04 '.7 7.41 7.07 6.96 V. 0. 4.57 4.50 4.20 3.98 0. 0. 0.
7.t1 7.74 7.:35 6.81 6.74 6.61 0. 4.28 4.51 4.24 4.08 0. 0. B.
7.73 7.74 7.33 6.8 6.84 6.91 0. 4.31 4.39 4.19 3.92 3.96 0. 0.
8.?1 7.75 7.37 6.7G 6.95 G.91 6.72 4.64 4.42 4.26 3.85 3.88 3.85 0.
7.78 ; .55 7.39 G.65 7.01 G.98 6.44 4.43 4.37 4.29 3.91 3.87 3.80 0.
7.q8 7.76 7.18 6.60 7.05 6.81 6.86 4.49 4.47 4.09 3.86 4.05 3.84 0.
7.44 7.32 7.43 6.72 7.11 6.81 0. 4.29 4.24 4.22 3.86 3.98 B. 0.
0. 7.30 0. 0. 0. 0. 0. 0. 4.18 0. 0. 0. 0. 0.
layer 5
8.12 7.80 7.67 7.78 7.76 0. 0. 4.35 4.45 4.55 4.47 0. 0. B.
0. 7.84 7.93 /.61 7.47 7.62 7.60 0. 4.45 4.44 4.50 4.49 0. 0.
0. 7.88 7.93 7.91 7.91 7.75 7.75 0. 4.60 4.57 4.61 4.55 4.53 4.37
0. 7.64 7.72 7.80 7.55 7.62 7.58 0. 4.65 4.53 4.52 4.35 4.37 4.39
7.60 7.65 7.84 7.77 7.57 7.74 7.73 4.56 4.61 4.54 4.60 4.46 4.35 4.13
k8. 7.81 8.04 8.02 8.01 7.79 0. 0. 4.34 4.66 4.45 4.40 4.48 0.
7.0 '.-7 8.16 7.9F 7.90 7.99 0. 4.65 4.43 4.83 4.53 4.30 0. 0.























































































































































































































.5 0 Is *0 68*1 HS'! LLCE-
Of 58 ES*- EV*Z- LPL* 69*V SEVZ-
*6 LVI 90*5 ELZ LE'S !Z- Is
ES*9- CO~l- LE'I 96*E VLZ LSSE V#!1
91*0- IL'5- 61*I- EZ 8SZ LV*V Is
9908- VVE 8V*E ECV 0#F2 E 5N
.6 Is 96*1 8VT SVSO 80*0 .0
.5 Is 50 ZZ 86*Z ZO*- tVE:-
50 15 f 5 1 5 05 f 89!1- 1 f
Is *0 99*0 99'E L8*Z EU*- 9S*Z
*0 EV~I- 5S'Z WE- ZE*5- 80*S 60*Z
*0 6S'Z- L6*1- ZZZ Z9'V 18*Z ZL5
'0 SV*I- 98'1- Z8*E- 58's 5I'V VS*G
.0 * SZ*H II'Z- SZ* ES*: ET*Z-
to 50 5P0 OVZ WE I9 69'Z-
to .5 *0 19*6- 6V*Z L6*9 WE~
so .9 * 86*Z ES*Z 9V*8 16*1
9*51 88- WIT- E8l!
WE! 88'S- SVIo WIT
*0 91*I BZ*B- Betz
~Z8I*- Z6*.0 £9*0- GV 11-E HS'Af-
*0 8LVE 99* 8 1 Be I6~ 0Z- 85 .-
Is !z*1 Solt fi1P 9E~ t clI If
0)*0 0910 S991- L8AH 98-1 Eul- Z9-
Z9*1- 50*1- 96*1- lE?! 0E?0 OV*I- 0f
69*8 6909 69*Z CLZ E6*Z 99*1
.0 *0 LC 8W!1 6E20- 6990 Il'
ft Is .6 0 *8 9EI- .0
0 ZPV0 90* 10*- 96*E #VI- 9L'Z-
L80 Vito BUZ L9*9- 9E*H 06*V VZ*V
9Z*S- 09'Z VS9I !#*V- LUEe SHZ 11*1
vi'P- 99*1 L9*.0 6V*E- WE~ 9L~f ZE*L
0 89'1 98*0- L8*Z- VS*Z ZS*' Toll
Is 6LZ- SC2Z- CL*Z- 6E'I- 99'V E8'T-
0 *0 Z8*0 86*0 Z9* 60* 8V*Z
0 09 'S 8LV- EV.0 69* 9V*Z
Is .0 0f 5 69*0- L!!l
LE?.0 VZ* 6t*Z- ZS*9- 9V'H- SL*E2- V8*0-
69*9- ZLTl 91Z- 6V*9- VV'H- LS*E- ZW0
89*5- L8*Z- 69*1- 9E*L- 9V*V SL.0 ZT*T-



































tres 1 kmin = I kmax - 423
sum of diagonal elements of resolution matrix for 423 elements =
resolution for p velocity model
295.965
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.5 '0 C ' * if
'V S'0 '4 '0
' "0 99"4 '0
LZ'0 91 '0 98"i '
"0 .0 "y "0
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18 "3
£8'~































#8 3 98 "3
L8 3
59 I'l
































6 , *0 8'g


















































standard error for p velocity model standard error for s velocity model
B.03 B. B. B.
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981' 9'0 90" 91'0 0 90'0 90'0 68'0 8'80 0I'0 IO 0'0 60'0 60'0
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0. 0.14 0.13 0.13 . 0.07 .07 0.09
0. 0.14 0.14 0. 0. 0.07 0.08 0.
0.. 8. B. B. 0.
layer 7
0. 0. . 0. 0. 0. 0. 0.
0. o. 0. 0. 0. 0. 0. 0.
.. 0. 0.14 1 0. 0. 0.10 0.
A. 0.16 0.14 0. 0. 0.09 0.08 0.
0. 0. 0. 0. 0. 0. 0. 0.
layer 8
0. 0. b. 0.
0. 0.12 0. 0.08
.A 0. 0.12 0. 0.07
layer 9
0. B. 0. 0.
B . . B. B.
0. 0.10 0. B.07
HYPIT OUTPUT - 3rd INVERSION RUN
origin of cartesian coordinates depth strike
-16 0. -72 0. 0. 62.50
short distance conversions
one min lat 1.8443 km







nl neqs ires nkr nmin kfirst

















































-16 27.73 -71 29.48
-17 0.80 -71 40.31
-15 39.62 -71 56.66
-16 3.74 -71 22.21
-16 21.25 -71 46.45
-15 8.00 -71 47.71
-15 47.07 -73 28.38
-16 10.65 -72 2.11
-17 0.52 -72 2.88
--15 53.94 -72 28.39
-15 45.47 -71 39.44
-15 45.33 -72 43.62
-15 29.89 -72 45.06
-16 18.13 -72 4.85
-16 33.87 -72 42.75
-16 20.46 -72 28.25
-15 32.09 -71 21.03
-15 38.00 -71 49.69
-16 29.62 -71 55.79






















































































































































































































- .. rI - I ~J
3 5
4 V!' v '. r
S W vector :
-U'5. :" -8211.A4 W vcctor














-? 0. (0 -70.0.0
ner:v - A 19 nvar
s - . - I Lor ,



























































































0• 0 0 0 0 0
number of p arrivals
p weight
number of s arrivals
s weight









0 27 231 0 0 B 0
S0 0 315 137 B B0
9 a 0 226 5 a a B
316 578 111 11 8 25 41 151
0 & 362 405 0 170 4 0
114 0 150 326 1 11 126 8
0 156 B 48 37 151 0 a
D 0 0 0 0 0 
layer 2
10 105 214 24 7 a 0
9 44 42 113 136 6 a
44 19 133 384 69 4 a
78 118 161 275 14 2 13
378 405 312 149 12 22 83
107 208 426 247 38 61 38
87 144 733 569 88 153 44
96 89 449 356 88 98 126
122 159 252 124 115 36 13
7 23 8 4 2 8 0
layer 3
76 123 174 68 18 a 0
62 162 164 69 23 11 3
87 206 194 98 61 21 11
103 269 305 170 70 21 25
332 346 386 252 98 56 52
3~6 38no0 399 250 120 75 62
14 23' 297 261 123 75 61
8 161' 291 149 69 54 29
G' IfRc; 179 59 36 27 11
1 G! 34 13 4 4 0
0 25 209 0 a 5 0
5 8 B 278 72 5 0 0
S8 B9 208 5 8 B 8
303 547 98 10 5 12 22 55
8 0 324 375 0 104 2 5
107 8 138 282 2 1I 77 5
0 131 0 37 28 58 0 0
15 97 194 22 5 5 0
12 45 45 97 73 8 0
42 20 118 324 27 0 0
77 110 152 240 15 1 6
350 382 281 139 8 10 55
94 192 395 228 25 27 19
83 135 672 491 59 88 26
85 66 411 296 58 67 77
186 126 192 106 67 25 9
8 22 8 2 1 0 B
69 116 155 56 13 0 5
58 145 148 56 13 2 0
81 190 168 79 26 6 5
90 241 273 126 33 8 12
288 314 338 167 65 25 28
328 346 359 206 73 31 35
127 215 263 204 71 36 32
71 135 177 106 35 27 14
65 163 149 45 26 18 6














50 108 82 5B 32 7 1
0 124 122 73 38 17 7
1 89 146 105 55 33 22
13 64 151 156 1I0 64 39
23 117 205 163 124 70 49
54 119 247 167 102 54 46
14 87 148 139 81 43 37
15 84 117 72 50 29 21
30 37 43 9 4 4 1
layer 5
0 35 73 77 47 17 2
O 49 81 78 66 35 29
ff 30 62 98 62 69 70
k" 30 65 151 85 71 67
V 61 163 150 97 71 57
1 18 144 126 95 69 35
1 19 73 125 81 50 33
22 46 71 68 69 42 28
13 19 37 12 6 5 3
47 98 75 43 22 3 0
0 114 110 55 27 8 1
1 84 133 76 29 17 8
13 59 141 124 56 34 16
23 109 185 131 76 34 30
54 110 227 127 68 33 29
13 82 132 115 47 23 20
13 78 105 57 29 18 9
28 34 40 6 1 1 0
0 31 63 61 34 13 1
0 44 67 52 43 25 15
0 30 55 72 38 51 35
0 30 61 126 56 47 40
0 56 146 122 63 43 43
1 18 128 99 65 41 24
1 17 66 107 57 25 18
19 41 64 66 47 25 12
13 15 33 9 2 1 1
layer 6
0 50 9 0
0 147 166 27
1 413 335 68
14 152 111 9
6 27 4 0
layer 7
0 B 0 0
0 13 114 22
1 61 130 9
11 17 14 0
0 34 6 0
0 117 111 13
1 334 215 41
12 122 67 4
5 20 a B
& B B 0
0 13 77 14
2 51 93 4







a total number of 609 blocks were hit
:;' 745 elements of g are used
a ",Lal number cf 465 blocks are kept for
I0 .345 elements of g are used
g diagonals for p velocity model
layer 1
Inversion
























































































































































































































































































































































































































































































0. 2.75 4.23 3.25 2.23 1.47 8.84






























































































0. 3.22 5.37 3.25 1.82 B. B.


























































































modI residual norm 1205.84875
m,,' st.:,dard variance 0.27132
m.. or j iriAl variance 0.27239
m.,.' <, du l variance 0.09925
p. -l ' (i" imp ,ovement 60.40707












































































































































































































































































velocities for a velocity model

































































































































































































































































































































































































Xfriction change for p velocity model
f0.
0.
0. 0. 7.29 H. H. 0. 0.
Xfraction change for a velocity model
layer 1
0. -1.25 8.36 0. 0. 0. 0. 0.
0. 0. 0. 10.34 -2.13 0. 0. 0.
0. 0. 0. -11.14 0. 0 . . 0.
-6.25 -5.40 3.24 0. 0. 1.41 -3.72 3.18
0. 0. -3.60 17.27 0. -3.91 0. 0.
-0.38 0. -19.46 21.54 0. 0. -2.07 0.
0. 0.66 0. 13.33 -6.30 -1.33 0. 0.
0. J. 0. 0. 0. 0 . . 0.
layer 2
P. 4.51 18.93 0.67 0 0. 0.
f. 4.04 5.75 -0.29 1.68 0. B.
1.46 0. 0.72 -1.68 -0.01 0. 0.
0.13 Y.51 3.89 0.95 0. 0. 0.
-2.06 3.54 6.30 2.83 0. -2.18 -0.27
-1.41 0.09 1.51 1.19 -4.89 1.46 -1.25
-2.31 0.90 -1.20 9.72 -4.24 -1.17 -1.31
3.30 1.78 1.67 -0.50 -1.52 -4.00 0.43
-0.47 2.11 2.16 -0.64 -3.50 -5.06 0.
0. 1.64 0. 0. 0. 0. 0.
layer 3
3.33 3.33 5.44 -4.31 0. 0. 0.
-4.00 7.85 5.77 -1.27 -0.79 0. 0.
-1.42 6.71 3.93 -7.34 -6.03 -6.45 0.
1.41 2.65 5.69 -3.00 -3.79 0.09 4.70
-i.f - .5 9.82 -3.18 -3.27 -0.11 3.62
0. -2.07 9.36 0. B.
0. 0. 0. 12.93 -2.89
0. 0. 0. -0.06 0.
5.49 7.43 3.29 0. 0.
0. 0. -1.94 8.53 0.
7.70 0. -6.64 11.85 0.
0. 2.33 0. 7.87 -6.14









a. 8.15 17.00 1.45 f. 0. a.
0. -0.44 3.68 3.22 0.79 0. 0.
-3.76 1.71 1.81 -2.09 -3.84 B. 0.
2.87 0.97 2.46 -0.32 0. 0. 0.
-1.35 5.38 5.83 1.74 0. 0. -1.34
-2.75 1.01 3.88 3.45 -0.56 0.34 0.
-4.59 0.17 1.92 1.36 -1.01 -1.81 2.40
5.73 5.12 2.02 1.28 4.59 0.22 -2.32
0.23 1.07 3.53 3.13 1.80 0.01 0.
0. 3.02 0. 0. 0. 0. a.
4.42 7.37 10.32 2.98 0. 0. a.
-2.61 7.73 9.39 -0.18 0. 0. B.
-5.16 4.87 9.46 1.08 2.48 0. a.
-3.21 2.36 7.65 0.30 3.19 0. a.









-1.82 3.82 6.93 -2.77 -5.78 0.98 -0.84
2.G66 0.82 2.00 -5.39 -4.11 1.96 9.82
-4.35 1.40 -0.27 -4.71 -3.74 1.55 0.72
3.64 -7.27 1.54 -6.47 -1.00 -2.64 0.
0. 3.08 -2.13 0. 0. 0. 0.
layer 4
-1.59 1.19 1.89 -0.35 1.16 (. 0.
0. -0.73 0.21 -J0.08 -0.62 0. 0.
0. 2.04 3.32 5.01 -1.31 2.99 1.13
0. 2.09 -0.07 2.08 -0.81 -2.18 0.91
0.39 1.88 1.23 0.70 -1.03 -0.71 -9.90
-0.45 1.79 2.G4 4.10 -0.99 -0.13 -0.73
0. 0.44 3.49 2.69 0.45 0.63 3.18
0. 0.36 1.G9 1.41 -1.25 1.96 -1.08
2.23 -0.53 -6.74 0. 0. . 0.
layer 5
0. 0.14 -0.62 -1.94 -0.67 0. 0.
0. 2.28 1.06 1.60 -1.77 -4.59 -1.36
0. 0.84 -2.04 2.88. 6.47 3.94 -3.41
0. -5.17 -6.70 -1.15 3.70 -0.71 -0.23
0. -3.20 -1.62 1.24 0.04 1.41 4.56
0. 0. 1.91 1.98 3.73 3.19 1.97
0. 0. 0.73 4.37 -0.50 3.70 -2.54
7.90 -1.09 3.50 2.60 -0.53 -1.07 0.77
. -5.37 0. 0 . 0.
-3.54 5.67 8.53 1.51 -2.85 -1.64
-1.59 2.55 4.32 0.28 -2.17 3.51
-3.91 2.89 2.02 -0.40 -1.41 2.31
-1.41 -1.77 0.99 -3.78 2.38 0.










0.77 3.68 -3.78 -0.67 0. 1.
0.24 0.89 2.60 1.11 B. 0.
4.76 1.98 5.27 -0.73 0. B.
1.84 -0.31 4.19 -2.27 1.92 0.
4.99 3.63 3.19 1.70 -2.77 -2.78
1.72 5.34 4.97 -1.97 0.48 -1.55
1.89 3.04 4.17 -2.25 -1.35 0.98
2.68 3.00 3.56 -7.42 0. a.
-2.28 -3.43 0 0. . . B.
-0.45 1.23 1.42 0.67 0. 0.
1.34 2.29 -1.79 2.20 -1.67 B.
0.73 4.06 3.35 2.10 3.74 -1.85
9.23 0.29 0.71 4.51 -5.95 0.27
5.03 1.81 2.62 0.97 2.49 -3.48
0. 1.48 3.87 -2.68 0.31 1.43
0. 10.22 9.02 -1.17 -2.83 0.
0.67 6.06 4.30 -3.57 -1.94 0.






















































fres = 1 kmln =  1 kmax - 465
sum of diagonal elements of resolution matrix for 465 elements -


































resolution for s velocity model
17..j. 1


























































































































































































































































































































































































































































































































standard error for p velocity model
..02 0.06 0. 0. 0.



























standard error for a velocity model
0.02 0.04 0. 0. 0.


















































































































































































































































































































































































































































,q.08 0.05 0.05 0.05 0.07 0. 0.
















ii UIIIiY IIIIIYIhiU IEEEI~ EIEI inIYIEYIYiIEIII IH UIu muiI 11flE1 flEIHE i I u, " Ii'g
0. 0.14 0.14 0.13 0. 0.07 0.07 0.09
0. (.14 0.14 0. 0. 0.07 0.08 0.
0. 0.16 0. 0. 0. 0.09 0. 0.
layer 7
0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0.
0. .. .15 0.12 0. 0. 0.10 0.
0. ".17 0.14 T. 0. 0.09 0.08 0.
S . g. . . 0. 0. 0.
layer 8
. 0.3 0. .08
0. ,.13 0. 0.08
layer 9
0. 0. 0. 0.
0. I. 0. 0.
U. i.11 0. 0.08
