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We analyze a stochastic model to describe the evolution of ﬁnancial prices. We consider the stochastic
term as a sum of the Wiener noise and a jump process. We point to the effects of the jumps on the return
time evolution, a central concern of the econophysics literature. The presence of jumps suggests that the
process can be described by an inﬁnitely divisible characteristic function belonging to the De Finetti
class. We then extend the De Finetti functions to a generalized nonlinear model and show the model to
be capable of explaining return behavior.
© 2011 Elsevier B.V. Open access under the Elsevier OA license.1. Introduction
The analysis of complex time series is of great importance in
statistical physics. Empirical data of several stochastic processes
from distinct areas have been analyzed in literature, from ﬁnancial
time series [1–3] to heartbeat dynamics [4] and others. Of par-
ticular interest is the ﬁeld of econophysics, which has attracted
widespread attention in recent years [5–12]. This Letter focuses on
the statistical behavior of ﬁnancial time series. A model widely
used in the econophysics literature to describe the time evolu-
tion of ﬁnancial asset prices is the geometric diffusion model [1,
2], where the price X(t) at a given time t is assumed to grow ex-
ponentially following a Wiener process. In particular, given a time
interval t it holds true that
dX = (μt + σ√t)X, (1)
where dX = X(t + t) − X(t) is the price difference (return). The
random variable  is Gaussian with zero mean and unit standard
deviation. Parameter μ > 0 represents the mean of the exponen-
tial growth rate. Parameter σ > 0 is the volatility, which can be
interpreted as a measure of the “ﬂuctuation magnitude” of the
exponential growth rate. In the model, the probability density of
the random variable X at time t satisﬁes the Fokker–Planck equa-
tion, which implies that the log of X(t) has a normal distribution
with mean and variance growing linearly in time. However, real-
world ﬁnancial time series do not display such features [13,14].
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The Hurst exponents of price series are usually different from 1/2,
thereby meaning that the diffusion cannot be Gaussian [15,16].
Nevertheless, as the time interval t increases, the log difference
asymptotically converges to the Gaussian. This led some authors to
propose the Truncated Lévy Flights as stochastic models for the ﬁ-
nancial series [1,17]. Such results can be explained by the presence
of complicated correlation patterns, which may be responsible for
the failure of the geometric model [18,19]. This seems to indicate
that the Markovian nature of the stochastic process in (1) should
be dismissed, as is well established by the ﬁnancial economics lit-
erature [20–23]. Here, we keep the Markovian assumption and the
basic form of the stochastic process (1). We also consider the noise
as a sum of the Wiener and a jump process, and thus discard the
standard Wiener process. Thus,
dX = X(ηW + η J ), (2)
where ηW is a Wiener process and η J is a jump process depen-
dent on t . The stochastic process (2) is just a particular case of a
more general one in which the price difference obeys
dX = X(t + t) − X(t) = θ(X, t,t), (3)
where t is the value at time t and t a given time interval.
θ(X, t,t) stands for a random variable whose probability distri-
bution depends on X(t), t and t and the Chapman compatibility
condition is assumed to be satisﬁed [24].
The ﬁnance literature is well aware of the need to take into ac-
count jump processes in the analysis of ﬁnancial time series. In
several works the focus is to measure the effects of the jumps
while estimating volatility [25–28]. The jumps are considered as
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usually models the ﬁnancial series. One common agenda is to de-
velop methods for estimating the volatility in which the jump
effects can be unambiguously detached from those coming from
the Brownian volatility. The usual techniques essentially suggest
eﬃcient statistical estimators that are able to separately obtain the
effects provoked by the jumps and those caused by the Brownian
volatility.
Barndorff-Nielsen and Shephard [26,27] develop a method of
measuring noninteger statistical moments that make it possible to
estimate the Brownian volatility as opposed to that coming from
the jumps. Such generalized moments of returns are called power
and bipower variation. Mancini [28] follows the same approach,
but considers non-parametric estimators for the generalized mo-
ments of returns. Ait-Sahalia [25] observes that the works dealing
with the jump processes follow three directions: (1) the estima-
tion of more complex and realistic ﬁnancial models with jumps,
(2) the reliance on tests that consider discrete data where jumps
are present, and (3) the study of quadratic variation and related
quantities [29–32]. Ref. [25] presents a stochastic process that is
equivalent to the sum of a Wiener and a jump (Poisson) pro-
cess. The solution is obtained through stochastic integration and
by assuming a Gaussian form for the jumps. Also, a transition
probability distribution is devised for a given interval t . Such
a distribution ends up as an inﬁnite sum of Gaussians which is
then multiplied by the exponential decays. Here, we are not in-
terested in the parameter estimation of a given model. Rather, we
directly consider the characteristic functions of real-world return
data to show how the jumps can be viewed as the major cause
of the slow convergence to the Gaussian. We also consider that
the stochastic term is the sum of a Wiener noise and a jump pro-
cess, in line with the approach presented, for instance, in [23]. We
build the Moyal–Kramers equation related to the inﬁnitesimal limit
of the stochastic process. At ﬁrst, this equation enables us to get
the solution. However, rather than directly solving the equation we
ﬁnd the corresponding equation for the characteristic function. As
shown below, the latter equation can be easily solved in a very
simple analytical form. This makes it possible to straightforwardly
compare the characteristic function of returns with its empirical
counterpart. There is no need to impose a Gaussian distribution
for the jumps, as done by [25]. Rather, we point to the effects of
the jumps on the return time evolution. Understanding how the
probability distribution of returns evolves in time is a central con-
cern of the econophysics literature [1]. Examples include the study
of the slow convergence to the Gaussian and anomalous diffusion,
just to name a few. Following such an approach, this Letter thus
aims to explain how the presence of jumps is related to the way
the distribution of returns converges to the Gaussian.
We intend to show that the presence of jumps suggests that
the return aggregation process can be described by an inﬁnitely
divisible characteristic function belonging to the De Finetti family
of characteristic functions. We then extend the De Finetti functions
to a generalized nonlinear model and show the model to be capa-
ble of explaining return behavior. We ﬁnd that the jumps are the
basic ingredient of the extended model and that they help to ex-
plain the slow convergence to the Gaussian, though some type of
nonlinear correlation can still play a role in the convergence pro-
cess.
2. Jump processes
We consider a general Markovian process for the price, such
as (3), with the constraint that the random variable θ has ﬁnite
variance. Given a time interval t , let ψX (z, t) and ψθ(z, X, t,t)
be, respectively, the characteristic functions of X(t) and θ(X(t),
t,t). It can be shown that they satisfy∂ψX (z, t)
∂t
=
∞∫
−∞
dX P (X, t)eIzX lim
t→0
{
ψθ(z, X, t,t) − 1
t
}
, (4)
where P (X, t) is the probability density of X and I2 = −1. The
value of the limit in the integral deﬁnes the diffusion equation of
the process: Fokker–Planck or Kramers–Moyal [33,34]. As observed,
here we focus on a particular type of process, the jump process
[35]. A stochastic process as deﬁned by Eq. (3) is called a jump
process if, for a small t , the price difference random variable θ
has a conditional density distribution Q (θ |X, t,t) given by
Q (θ |X, t,t) = (1− a(X, t)t)δθ + a(X, t)t F (θ |X, t). (5)
For each value of X and t , F (θ |X, t) deﬁnes a density distribution,
that is, F (θ |X, t) 0 ∀θ and ∫∞−∞ dθ F (θ |X, t) = 1. Function a(X, t)
satisﬁes 0 < a(X, t) < 1.
We now focus on a model with mixed jump and Wiener pro-
cesses [23,25,31]. Let us consider a stochastic process such that the
random variable θ is given, for small values of t , by
θ(X, t,t) = θW (X, t,t) + θ J (X, t,t), (6)
where the random variables θW and θ J are assumed to be statisti-
cally independent. Variable θW follows a Wiener process of mean
mθW and variance σ
2
θW
, where both grow linearly with t . We re-
strict ourselves to the case where
θW (X, t,t) = XηW (t), θ J (X, t,t) = Xη J (t), (7)
where ηW and η J are density distributions given, respectively, by
ηW → p(ηW ) = 1√
2πσ
√
t
e
1
2
(ηW −μt)2
σ2t , (8)
η J → p(η J ) = (1− at)δ(η J ) + at F (η J ). (9)
Parameters σ , μ, and a do not depend on X , t and t , and F (η J )
is a probability density function with variance which is ﬁnite and
does not depend on X , t and t . The respective characteristic func-
tion of ηW can be written as [15]
ψηW (z) = eIzμt−
1
2σ
2tz2 . (10)
The characteristic function of η J satisﬁes ψη J (z) = 1 + at(−1 +
ψF (z)), where ψF (z) is the characteristic function of the prob-
ability density function F (η J ), which is assumed to be analytic.
Therefore we can write
ψF (z) = 1+ I zν1 + I
2z2
2
ν2 + gF (z), (11)
where
gF (z) =
∞∑
n=3
I zn
n! νn; νn =
∞∫
−∞
F (η J )η
n
J dη J . (12)
Considering that ψθ(z) = ψθW (z)ψθ J (z), substituting this ex-
pression into Eq. (4) and taking the limit of t → 0, after to apply
the Fourier transform into the obtained result we get the following
diffusion equation for P (X, t):
∂
∂t
P (X, t) = −(μ + aν1) ∂
∂x
X P (X, t)
+ 1
2
(
σ 2 + aν2
) ∂2
∂x2
X2P (X, t)
+ a
∞∑ (−1)n
n! νn
∂2
∂xn
Xn P (X, t). (13)n=3
A. Figueiredo et al. / Physics Letters A 375 (2011) 3055–3061 3057The stochastic process deﬁned by Eqs. (7), (8) and (9) along
with the corresponding Kramers–Moyal diffusion equation given
by (13) represent the general form of the stochastic model that
we use to describe the time evolution of ﬁnancial prices. There is
no need to impose a particular distribution for the jumps. The tra-
ditional geometric diffusion model obtains if a = 0.
Now we present the analytical solution to the diffusion equa-
tion. The stochastic process deﬁned by the variable θ in (3) can be
written as
dX = X(t + t) − X(t) = X(ηW + η J ). (14)
Or, equivalently, as
Y (t + t) − Y (t) = dY = dX
X
= ηW + η J , (15)
where the new stochastic variable Y is given by the following in-
deﬁnite integral:
Y =
∫
dX
X
= ln X . (16)
The stochastic process is homogeneous and autonomous for Y be-
cause the random noises ηW and η J do not depend on t and Y .
As a result, Eq. (4) for the characteristic function of Y becomes
∂ψY (z, t)
∂t
=
∞∫
−∞
dY P (Y , t)eIzY lim
t→0
{
ψηW +η J (z,t) − 1
t
}
.
(17)
Since ψηW +η J (z,t), the characteristic function of ηW + η J is in-
dependent of Y , and we can write (17) as
∂ψY (z, t)
∂t
= ψY (z, t) lim
t→0
{
ψηW +η J (z,t) − 1
t
}
. (18)
Using the convolution property of the sum of two indepen-
dent random variables, expanding the functions ψηW (z,t) and
ψη J (z,t) in powers of t , retaining the terms up to the ﬁrst
order and taking the limit in (18), we obtain
∂ψY (z, t)
∂t
= ψY (z, t)
(
I zμ + I
2z2
2
σ 2 + a(−1+ ψF (z))
)
. (19)
The solution to Eq. (19) is given by
ψY (z, t) = ψY (z, t0)e(I zμ+ I
2z2
2 σ
2+a(−1+ψF (z)))(t−t0), (20)
where ψY (z, t0) is the characteristic function of Y at the initial
time t0. If we consider Y (t0 + t) = Y (t0) + Y with t = t − t0,
then from Eq. (20) we can conclude that the characteristic function
of the variable Y is
ψY (z,t) = e(I zμ+ I
2z2
2 σ
2+a(−1+ψF (z)))t . (21)
We call this a geometric Kramers–Moyal model (GKMM) as op-
posed to the traditional geometric model with Wiener noise, that
is, the Fokker–Planck model (GFPM). Variable Y is the log of X
(log returns): Y = ln X(t0 + t) − ln X(t). In the GFPM we con-
sider a = 0 in Eq. (21). This implies that the probability distribution
of the log returns must be Gaussian to any time interval t . If we
consider the centralized variable Y¯ = Y − 〈Y 〉, then the character-
istic function associated with the returns will be given by
ψY¯ (z, t) = e(
I2z2
2 (σ
2+aν2)+agF (z))t, (22)
where Y¯ = Y¯ (t) − Y¯ (t0) = Y − 〈Y 〉.Table 1
Country Financial asset Time period Frequency Data points
China Yuan 02/01/81–02/12/00 Daily 4963
Sri Lanka Rupee 02/01/73–31/10/00 Daily 6875
Finland Markka 04/01/71–31/12/98 Daily 6976
Brazil Real 02/01/02–30/12/02 15 min 6155
Britain Pound 04/01/71–31/08/01 Daily 7695
Canada Canadian dollar 04/01/71–31/09/00 Daily 7445
Taiwan Taiwan dollar 30/10/83–31/09/01 Daily 4211
USA Standard & Poors 01/1871–01/2003 Monthly 1585
3. Contrasting empirical data with the model
Now we compare the previous theoretical model with empirical
data by considering the log of the characteristic function associated
with the centralized returns variable Y¯ = Y¯ (t) − Y¯ (t0) = Y −
〈Y 〉.
The empirical characteristic function of empirical returns Y¯
of a given time interval t is obtained straightforwardly from the
data through the calculation of the mean 〈exp(−IY¯ z)〉. The de-
tails on the empirical data set employed in our analysis are given
in Table 1. They comprise the daily dollar price of selected cur-
rencies and the S&P 500 index. The data sets employed were taken
from the Federal Reserve website at http://www.federalreserve.gov.
The Brazilian exchange rate data are in the 15-minute intraday
frequency for the year 2002. We thank Felipe Beys (Agora Senior
Consultants) for providing this intraday data.
In what follows t = 1 corresponds to the time interval associ-
ated with the frequency of each series of price differences. To com-
pare the time evolution of the characteristic function given in (22)
with the respective empirical functions, we consider the log of the
characteristic function (22) deﬁned as W (z,t) = lnψY (z,t):
W (z,t) = WR(z,t) + IW I (z,t)
=
(
− z
2
2
(
σ 2 + aν2
)+ agF (z)
)
t. (23)
From the equation above it is straightforward to show that for any
GKMM we have
WR(z,t) = WR(z,1)t, WI (z,t) = WI (z,1)t, (24)
where W (z,1) can be obtained from the data. The equations for
the GFPM can be obtained by considering a = 0 in (23), which
leads to
WR(z,t) = −σ 2t z
2
2
, WI (z,t) = 0. (25)
The value of σ 2 = 〈(Y¯ )2〉t=1 is obtained from the empirical
data.
Fig. 1 shows the functions WR obtained from the empirical data
of two exchange rates (Chinese yuan and Sri Lankan rupee) com-
pared with the functions WR calculated using the GKMM (24) and
GFPM (25). The GKMM ﬁts better the data than the GFPM. The
slow convergence of function WR is in line with the ﬁndings re-
ported [1], and can be explained by the presence of jumps.
Fig. 2 shows the function WR for the Finnish markka and the
Brazilian real. The GKMM is in better agreement with the empirical
data for the Finnish markka, although the difference between both
the models is much less pronounced than that for the Chinese and
Sri Lankan currencies. In the case of Brazilian real the difference
between the models is negligible.
Fig. 3 shows the functions WI corresponding to the four ex-
change rates presented in Figs. 1 and 2. Observe that the GFPM
cannot explain the time evolution of the imaginary part of the
characteristic function. In other words, the GFPM is not able to ex-
plain the presence of asymmetries in the return probability distri-
butions. We can conclude that the presence of jumps is responsible
3058 A. Figueiredo et al. / Physics Letters A 375 (2011) 3055–3061Fig. 1. (Color online.) Panels (a) and (c) show the functions WR associated with the GKMM given by Eq. (24) (solid red lines), and the empirical data (black circles),
respectively for the Chinese yuan and Sri Lankan rupee. Panels (b) and (d) show the functions WR associated with the GFPM given by Eq. (25) (solid red lines), and the
empirical data (black circles), respectively for the Chinese and Sri Lankan currencies. The corresponding time interval is put aside to each empirical function WR (black
circles).
Fig. 2. Same as in Fig. 1 respectively for the currencies of Finland and Brazil.for the emergence of asymmetries in the return variable. Also, al-
though the presence of jumps cannot affect the WR function of
the Brazilian exchange rate, it can be observed in the respective
WI functions.
4. A nonlinear De Finetti model
The characteristic function given in (22) is inﬁnitely divisible
and a member of the family of De Finetti characteristic functions.
It can be seen as the product of any number of characteristic func-
tions.Let us consider a time interval t = t − t0 =∑Ni=1 ti , where
ti = ti − ti−1 with tn = t . Let us associate to these intervals ti
the random variable Y¯ i = Y¯ (ti) − Y¯ (ti−1). Thus, the characteristic
function of Y¯ = Y¯ (t) − Y¯ (t0) can be written as
ψY¯ (z,t) =
N∏
i=1
ψY¯ i (z,ti), (26)
where
ψ ¯ (z,ti) = e( I
2z2
2 (σ
2+aν2)+agF (z))ti . (27)Yi
A. Figueiredo et al. / Physics Letters A 375 (2011) 3055–3061 3059Fig. 3. (Color online.) The panels show the functions WI associated with the GKMM given by Eq. (24) (solid black line) and the empirical data (black circles) for different
time intervals. The panels refer respectively to (a) the Chinese yuan, (b) the Sri Lankan rupee, (c) the Finnish markka, and (d) the Brazilian real.So, we can conclude that the random variable Y¯ is the sum of
the N independent random variables Y¯ i . The other way to char-
acterize such kind of characteristic functions is to say that their
logarithms are linear with regard to the time parameter.
To describe more precisely the time evolution of the centralized
returns variable Y¯ we suggest a De Finetti family of characteristic
functions where their logs are nonlinear regarding the time. Par-
ticularly, we deﬁne the following family of characteristic functions
associated with a given time interval:
ψY¯ (z,t) = e(
I2z2
2 (σ
2+aν2)+agF (z))tβ . (28)
From now on, those stochastic processes will be referred to as non-
linear De Finetti models. The random variable Y¯ can be seen as
the sum of the N random variables Y¯ i . Nevertheless, unlike the
linear De Finetti model, the variables Y¯ i cannot be considered as
statistically independent.
To compare the nonlinear De Finetti model with the empirical
data we have to estimate the parameter β that appears in Eq. (28).
As done in the previous section, it is easy to show that, for the
nonlinear De Finetti model in (28), we have
WR(z,t) = WR(z,1)tβ, WI (z,t) = WI (z,1)tβ . (29)
Then we calculate the parameter β by choosing a given t > 1 and
ﬁnding the value of β that minimizes the function
L∑
i=1
(
WR(zi,t) − WR(zi,1)tβ
)2
, (30)
where zi are the points for which we obtain the empirical func-
tions WR . The value of β which satisﬁes this minimization condi-
tion is given by
β = 1
lnt
∑L
i=1 WR(zi,t)WR(zi,1)∑L
i=1 W 2R(zi,1)
. (31)
The values of β used to compare the nonlinear De Finetti model
with the empirical data in Figs. 4 and 5 are shown in Table 2.
These values are obtained using t = 50 in Eq. (31).Table 2
Financial asset Value of β Financial asset Value of β
Chinese yuan 1.0670 British pound 1.0534
Sri Lanka currency 0.9371 Canadian dollar 1.0019
Finnish markka 0.9593 Taiwanese dollar 1.0833
Brazilian real 1.0584 Standard & Poors index 1.0745
Fig. 4 shows the empirical functions WR of the four currencies
in Figs. 1 and 2, contrasting them with the respective functions
WR of the adjusted nonlinear De Finetti model. Fig. 5 shows the
same for the other four ﬁnancial assets: the currencies of Britain,
Canada and Taiwan along with the S&P 500 index.
The results seem to indicate that the nonlinear De Finetti model
is a good candidate to explain, at least approximately, the time
evolution of the ﬁnancial log returns.
5. Conclusion
We analyze a model of the stochastic process followed by ﬁ-
nancial prices, and illustrate it with data from exchange rates and a
stock price index. The diffusion equation associated with the model
has the Kramers–Moyal form and neither the price differences nor
the log price differences are normally distributed. However, the
Gaussian regime is asymptotically reached slowly. These features
match the properties observed in data. We keep the Markovian as-
sumption for the underlying stochastic process but consider the
noise as a sum of a Wiener process and a jump process.
The jumps end up explaining the time evolution of the re-
turn distributions after comparing the model results with empirical
data. The characteristic function is considered in such comparisons.
One advantage of this approach is the fact that the characteris-
tic function is easily obtained in the model, and it has a pretty
neat format which can be straightforwardly compared with em-
pirical characteristic functions. As a result, many properties of the
time evolution of returns can be explained by the presence of
jumps. We introduce a new Wiener-jump model called nonlin-
ear De Finetti model to ﬁt the data better. Our model beats the
linear model because it can take into account, in a very simple
way, the complicated nonlinear correlations emerging in the sum
3060 A. Figueiredo et al. / Physics Letters A 375 (2011) 3055–3061Fig. 4. (Color online.) The panels show the functions WR associated with the nonlinear De Finetti model (solid red lines) and the empirical data (black circles). The values of
β used in the nonlinear De Finetti model are shown in Table 2. The panels correspond respectively to (a) the Chinese yuan, (b) the Sri Lankan rupee, (c) the Finnish markka,
and (d) the Brazilian real.
Fig. 5. Same as in Fig. 4 respectively for (a) the British pound, (b) S&P 500 index, (c) the Taiwanese dollar, and (d) the Canadian dollar.of return variables, as described, for example, in reference [15].
How this nonlinear De Finetti model emerges from a given well
deﬁned stochastic process must be the object of further investiga-
tion. However, from a statistical point of view, our model can be
viewed as a kind of generalization of the Wiener and jump process
that are capable of explaining the correlations existent in actual
data.
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