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We develop a model for hadrons in the framework of the worldline formalism. While being
based wholly in four-dimensional quantum field theory, it shares many features with holographic
approaches: Already by the use of the worldline formalism the approach appears intrinsically quan-
tum mechanical. As auxiliary fifth dimension Schwinger’s proper time is grouped with the physical
four spacetime dimensions into an AdS5 geometry, which is warped due to conformal-symmetry
breaking effects. Hidden local symmetry is emergent. The four-dimensional sources are extended to
five-dimensional fields by a Wilson flow (gradient flow). A variational principle for the flow repro-
duces exactly the corresponding holographic computation. The worldline approach also yields the
higher-dimensional description in the non-relativistic case.
PACS numbers: 11.25.Tq 12.40.Yx
I. INTRODUCTION
Strong interactions lead to a wealth of phenomena, but
they also frequently overwhelm our computational abil-
ities. Holographic approaches offer analytic insight and
have been used intensely in quantum chromodynamics
(QCD) [1–3], in corresponding extensions of the Stan-
dard Model [5, 6], and solid state physics [7]. Holography
is based on the conjectured AdS/CFT correspondence [8]
and its extensions. All known examples of this correspon-
dence, however, hold for theories with a set of symmetries
that are not realised in nature (first of all supersymme-
try) and which, already for this reason, have a different
particle content. Therefore, usually deformed bottom-
up AdS/QCD descriptions are considered, which describe
the QCD hadron spectrum surprisingly well [2, 4]. They
do, however, lack a derivation from first principles. Con-
sequently, it is very important to understand for which
reasons and under which circumstances these models rep-
resent an acceptable approximation.
In particular, the original correspondences are between
field theories on four-dimensional Minkowski space and
gravity/string theories in higher dimensional spaces. The
gravity/string theory side is seen as an effective descrip-
tion of nature and not interpreted as reality (just as the
scalar field in the Ginzburg-Landau model [9] is not re-
garded as fundamental). What is customarily used in
bottom-up approaches are generalised effective field the-
ories on a warped AdS5 space with a restricted set of op-
erators, which is admissible due to an efficient decoupling
of higher operators [10]. In this form, they map four-
dimensional quantum field theoretical computations onto
five-dimensional quantum mechanical ones. Hence, it is
crucial to comprehend how this five-dimensional descrip-
tion comes to pass without recourse to gravity/string the-
ory. Without the warping the extended spacetime pos-
sesses conformal symmetry in addition to Lorentz invari-
ance, and conformal symmetry is used as lowest order
approximation. Classical massless QCD, for example, is
conformally invariant, and approximately so (at least)
in the ultraviolet (asymptotic freedom). In quasiconfor-
mal (e.g., technicolour) theories this is an even better
approximation [11]. In order to take into account phe-
nomena that violate conformal symmetry such as con-
finement, conformal symmetry is broken by introduc-
ing a scale, e.g., by warping or truncating the space-
time. Beyond capturing the isometries the physical sig-
nificance of the extra dimension needs to be clarified. In
[12], for example, the extra coordinate is identified with
ζ2 = x(1− x)b2⊥, where x stands for the light-front mo-
mentum fraction of one of the constituents of the meson
and b⊥ for the transverse separation of the constituents.
The present investigation is based on the worldline for-
malism [13] for quantum field theory and continues the
research initiated in [14]. The organising principle behind
the derivation arises from the observation that additional
gluons in bound-state wave functions appear to be very
costly and thus rare. Take large-angle hadron-hadron
scattering for example. There the exchange and/or anni-
hilation of quarks [15] dominates the scattering process.
(See also [16] vs [17].) The leading diagrams are thus
of the form depicted in Fig. 1. Furthermore, according
to the Okubo-Zweig-Iizuka (OZI) rule [18] reactions that
proceed exclusively via the exchange of gluons, i.e., whose
Feynman diagrams come apart when all gluon lines are
removed, are known to be suppressed relative to those
which keep together. After all, hadronic bound states
can be categorised based on their valence quark content,
and, what is more, we do not observe a wealth of multi-
quark states or hybrids or glueballs.
The following section motivates the steps undertaken
thereafter by a comparison of the worldline formalism
in Sect. II A with the AdS/QCD approach in Sect. II B.
Based on our observations up to that point, we mod-
ify the worldline formalism with the aim to obtain a
description for hadrons on the worldline, in Sect. III.
Sect. III A relates this new approach to one with two-
body interactions. Sect. IV describes how the extension
of four-dimensional sources to five-dimensional fields—a
key ingredient of holographic descriptions—arises as Wil-
son flow (gradient flow) in the worldline approach and
Sect. IV A how the known AdS/QCD result arises in this
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2context from a variational principle. Sect. V relates the
hadrons on the worldline to the worldline instanton pic-
ture and the Gutzwiller trace formula. Sect. VI sum-
marises our findings.
II. MOTIVATION
A. Worldline formalism
FIG. 1: Some dominant diagrams. Double lines are for
hadrons, single lines for quarks (taken from [14]).
In order to demonstrate how the extradimensional
structure materialises, in particular precisely the correct
powers of the extradimensional variable necessary to have
an AdS5 structure, we provide a detailed derivation of the
worldline formalism. The dominant diagrams, i.e., those
without additional gluons, are contained in the effective
action
lnZ = ln
∫
[dψ¯][dψ]ei
∫
d4xψ¯(i /D−m)ψ = (1)
=
1
2
ln Det( /D
2
+m2) = (2)
=
1
2
Tr ln( /D
2
+m2). (3)
For the sake of simplicity we consider here merely a single
flavour of mass m and a vector source V µ, which we in-
clude in the ‘covariant derivative’ Dµ = ∂µ−iV µ. We can
add different sources and/or flavours straightforwardly.
In order to avoid, for the time being, an additional finite
dimensional trace or additional functional integration we
regard scalar quarks, i.e.,
w = ln z = −1
2
Tr ln(D2 +m2). (4)
We shall comment on the case of elementary fermions
below. Next, we represent the logarithm by an integral,
w =
1
2
Tr
∫ ∞
ε>0
dT
T
e−T (−D
2+m2), (5)
where we have rotated to Euclidean space. We must
include a regularisation at the lower integration bound,
which can be dropped once w is normalised by dividing
by another effective action, e.g., the source free one. In
preparation for carrying out the trace, we time slice the
exponential and approximate each factor up to linear or-
der,
w =
1
2
∫ ∞
ε>0
dT
T
e−m
2T Tr lim
N→∞
N∏
n=1
e−
T
N (−D2) = (6)
=
1
2
∫ ∞
ε>0
dT
T
e−m
2T Tr lim
N→∞
N∏
n=1
[1−∆τ(−D2)], (7)
where ∆τ = TN . Afterwards, we introduce one complete
set of eigenstates of the position operator xˆ and one of
the momentum operator pˆ after each slice, make use of
their eigenvalue equations, replace the scalar products of
the state vectors by Fourier phases, and undo the linear
approximation of the exponential,
∏
n
[1 + ∆τD2(xˆ, pˆ)] = (8)
=
∏
n
∫
d4pn
(2pi)4
[1 + ∆τD2(xˆ, pˆ)]|pn〉〈pn| = (9)
=
∏
n
∫
d4pn
(2pi)4
[1 + ∆τD2(xˆ, pn)]|pn〉〈pn| = (10)
=
∏
n
∫
d4xn
d4pn
(2pi)4
[1 + ∆τD2(xˆ, pn)]|xn〉〈xn|pn〉〈pn| =
=
∏
n
∫
d4xn
d4pn
(2pi)4
[1 + ∆τD2(xn, pn)]|xn〉〈xn|pn〉〈pn| =
=
∫
d4xN+1
∏
n
∫
d4xn
d4pn
(2pi)4
×
× |x1〉e∆τD2(xn,pn)+ipn·(xn−xn+1)〈xN+1|, (11)
where in the last step we have put in one more complete
set of position eigenstates. Taking the trace using posi-
tion eigenstates yields
Tr
∏
n
e−∆τ(−D
2) = (12)
=
∫
d4x d4xN+1
∏
n
∫
d4xn
d4pn
(2pi)4
× (13)
× 〈x|x1〉e∆τD2(xn,pn)−ipn·(xn−xn+1)]〈xN+1|x〉 =
=
∏
n
∫
P
d4xn
∫
d4pn
(2pi)4
e∆τ [D
2(xn,pn)−ipn· xn−xn+1∆τ ], (14)
with the periodicity condition xN+1 = x1 marked by ‘P,’
and where we have factored out ∆τ in the exponent.
3Performing the limit N →∞ leads to a path integral,
lim
N→∞
Tr
N∏
n=1
e−∆τ(−D
2) = (15)
=
∫
P
[dx]
∫
[dp] e
∫ T
0
dτ{D2[x(τ),p(τ)]+ip(τ)·x˙(τ)} = (16)
=
∫
P
[dx]
∫
[dp] e
∫ T
0
dτ [−(p+V )2+ip·x˙] = (17)
=
∫
P
[dx]
∫
[dp] e
∫ T
0
dτ [−{p− i2 x˙+V }2− x˙
2
4 −ip·V ] = (18)
=
pi2
(2pi)4T 2
N
∫
P
[dx] e−
∫ T
0
dτ( x˙
2
4 +ip·V ). (19)
In the last steps, we have integrated out the momen-
tum field. The normalisation N cancels the free position
path integral, N × ∫ [dx]e− ∫ T0 dτ x˙24 = 1. The other pref-
actor pi
2
(2pi)4T 2 arises since there was one more momentum
integration than position integrations. Below we have
to invert the kinetic operator. Therefore, we must split
off the zero mode arising from translational invariance,
xµ = yµ+xµ0 , where x
µ
0 must be constant along the path,
xµ0 6= xµ0 (τ). We can choose xµ0 , e.g., as ‘centre of mass’∫ T
0
dτ yµ = 0 or starting point, y(0) = 0 = y(T ). An in-
tegration over xµ0 displaces a given path to every position
in spacetime, which also makes translational invariance
and as a consequence four-momentum conservation man-
ifest. Then we get the effective action in the worldline
formalism [13, 14],
w =
∫
d4x0
∫ ∞
ε>0
dT
T 3
e−m
2T L, (20)
L = N
(4pi)2
∫
P
[dy] e−
∫ T
0
dτ [ y˙
2
4 +iy˙·V (x0+y)]. (21)
The effective action appears in the form of a Lagrangian
density L, which is integrated over an AdS5 space that
is soft-wall warped [2]. The Schwinger proper time T
groups with the four usual spacetime dimensions in an
AdS5 space with the metric parametrisation
ds2
g
= −dT
2
4T 2
+
dx · dx
T
. (22)
As already mentioned before, the isometries of AdS5,
SO(4,2), are the same as of the conformal group of
3+1-dimensional Minkowski space, which is inherited by
massless classical gauge field theories. This way it is un-
derstandable, how this structure arises here, but it is
still not trivial that the conformally invariant measure
factors from the breaking (warping) contributions so as
to become quite evident. [Interestingly, a similar integra-
tion measure comes about when integrating over equiv-
alence classes of (gauge) instanton configurations [19],
where d4x0 represents the translations and
dT
T 3 for the
dilatations (different powers of T may appear depend-
ing on the details). Here, we find this kind of integra-
tion measure expressly without integrating over gauge
field configurations. In exchange, we integrated out mat-
ter fields, which demonstrably leads to a very similar
structure.] The proper-time regularisation T ≥ ε > 0
reminds of the UV-brane regularisation in holography.
The Lagrangian density L is made up of the path inte-
gral over all closed paths, yµ(0) = yµ(T ), on the inter-
val τ ∈ [0;T ]. Thus, we are in a quantum mechanical
setting like in other holographic approaches. The inter-
action part takes the form of a Wilson loop e−i
∮
dy·V .
This makes the local invariance under the transforma-
tion V µ → Ω[V µ + iΩ†(∂µΩ)]Ω† manifest, and hidden
local symmetry [20] emerges.
In order to compute correlation functions of the source,
we have to integrate out the position field yµ. To this
end, we expand the interaction part in a Taylor series
and Fourier transform the source V µ,
e−i
∫ T
0
dτ y˙·V (x0+y) = (23)
=
∞∑
n=0
(−i)n
n!
[ ∫ T
0
dτ y˙ · V (x0 + y)
]n
= (24)
=
∞∑
n=0
(−i)n
n!
[ ∫ T
0
dτ
∫
d4q
(2pi)4
e−iq·(x0+y) y˙ · V˜ (q)
]n
.
The nth power of the integrals can be written as
n∏
j=1
∫ T
0
dτj
∫
d4qj
(2pi)4
(y˙j · V˜j) e−i
∑n
i=1 qi·(x0+yi) ⊂
⊂
n∏
j=1
∫ T
0
dτj
∫
d4qj
(2pi)4
e
∑n
i=1[y˙i·V˜i−iqi·(x0+yi)]. (25)
Here yj = y(τj), and “⊂” indicates that only terms linear
in each of the n different V˜j = V˜ (qj) contribute, where
V˜ (q) is the Fourier transform of V (x). With this rewrite
the path integral is Gaussian, and we can carry it out by
completing the square,
N
∫
P
[dy] e
∫ T
0
dτ [− y˙24 +
∑n
j=1(y˙j ·V˜j−iqj ·yj)δ(τ−τj)] = (26)
= e
1
2
∑n
i,j=1(Gijqi·qj+2iG˙ij V˜i·qj+G¨ij V˜i·V˜j). (27)
Here
Gij = G(τi, τj) = G(τ) = T τˆ(1− τˆ) (28)
stands for the worldline propagator, where τ = |τi − τj |
and τˆ = τT . G˙ij and G¨ij represent its first and, respec-
tively, second derivative with respect to the first variable.
G satisfies the equation of motion
∂2τ1G(τ1, τ2) = 2δ(τ1 − τ2)−
2
T
. (29)
The constant inhomogeneity − 2T corresponds to a spread
out counter charge, is needed to have a finite Poisson
problem on a compact space, and is consistent with
4∫ T
0
dτ yµ = 0. We could also start out with an arbi-
trary constant counter charge. Then the discontinuity at
τ1 = τ2 together with periodicity and symmetry under
the exchange τ1 ↔ τ2 fix the constant uniquely. As yet
another alternative, we do not have to resort to defining
the worldline propagator through a differential equation
at all, but can directly integrate over all periodic func-
tions, which is done in (92).
Putting everything together the Lagrangian density is
given by [21]
L ⊂ 1
(4pi)2
∞∑
n=0
(−i)n
n!
∫
d4nq
(2pi)4n
∫ T
0
dnτ e−ix0·
∑n
j=1 qj×
× e 12
∑n
i,j=1(Gijqi·qj+2iG˙ij V˜i·qj+G¨ij V˜i·V˜j), (30)
where
∫
d4nq
(2pi)4n
∫ T
0
dnτ =
∏n
j=1(
∫ d4qj
(2pi)4n
∫ T
0
dτj). For
plane-wave sources this is the master formula of Bern
and Kosower [22] for n-point correlation functions.
The two-point function, for example, reads
w2 = − 1
32pi2
∫
d4q
(2pi)4
∫ ∞
ε
dT
T
e−m
2T
∫ 1
0
dτˆ1dτˆ2 ×
× (−q2)Π˜µν(q)e−G12q2 V˜ ∗µ (q)V˜ν(q)G˙212, (31)
where Π˜νλ(q) = q
νqλ
q2 − ηνλ, making transversality and
thus local invariance manifest. (Up to a numeric prefac-
tor the result for fermionic quarks is obtained by replac-
ing G˙212 → G12.) The dominant contribution for small ε
is given by∫ ∞
ε
dT
T
e−T [m
2+q2(τˆ−τˆ2)] ≈ −γ− ln{ε[m2 + q2(τˆ − τˆ2)]}.
(32)
As soon as −q2 > 4m2, the correlator develops an imag-
inary part. This signals that then V µ can decay into its
constituents. Thus, the worldline formulation lives nat-
urally in a warped AdS5 space and features hidden local
symmetry, but in the absence of binding energy it does
not show any spectrum of hadrons.
B. AdS/QCD
Let us compare this with the two-point function in soft-
wall AdS/QCD. It is encoded in the quadratic action
S5D2 = −
1
4
∫
d4x
dT
2T 3
e−µ
2T gabgcdVacVbd , (33)
which must be evaluated on the classical solution. Here
gµκ stands for the inverse AdS5 metric belonging to the
parametrisation (22), and µ is the warp parameter. The
sources in four dimensions are promoted to fields in five
dimensions, Vλ(x) → Vλ(x, T ). As usual, we shall work
in axial gauge V5 ≡ 0. On the classical solution there
remains only a surface term at T = ε > 0,
S˘5D2 =
1
4
∫
d4p
(2pi)4
Π˜νλ(p)V˜ ∗ν (p)V˜λ(p)[∂T ˜˘v(p, ε)], (34)
where we have already imposed the boundary condition
v˜(p, ε) = 1, where
˜˘Vλ(p, T ) = V˜λ(p)v˜(p, T ), (35)
which links the sources in four dimensions to the fields
in five. Before we continue with the evaluation of the
action on the saddle point, let us take a look at the ef-
fective action w in the so-called inverse mass expansion
[21], which effectively is a Taylor expansion in T of the
Lagrangian (21). To lowest nontrivial order,
wII =
−1
6(4pi)2
∫
d4x0
dT
2T 3
e−m
2T gµκgνλVµνVκλ, (36)
which we express with the help of the inverse AdS5 met-
ric gµκ. (36) coincides with (33) for v˜(p, T ) ≡ 1 up to
an overall normalisation, which can be absorbed into the
normalisation of the fields or a coupling constant. This
similarity gives another strong indication for the close re-
lationship between the two approaches, and at the end of
Sect. IV we will use it to exactly reproduce the AdS/QCD
result, thus closing the circle.
Continuing with the evaluation of (34), instead of the
second boundary condition one demands the solution be
normalisable. The normalisable solution for the equation
of motion(
4∂2T +
p2
T
− µ4
)
e−µ
2T/2 ˜˘V⊥(p, T ) = 0, (37)
is given by
˜˘v(q, T ) = Γ
(
1− q
2
4µ2
)
T U
(
1− q
2
4µ2
, 2, µ2T
)
, (38)
where the first boundary condition has already been
taken into account and U stands for Kummer’s U func-
tion. The second independent but non-normalisable so-
lution would have contained Kummer’s M function. The
derivative that enters the surface term reads
∂T ˜˘v(p, ε) = −p
2
4
[ln(εµ2) + γ + ψ(1− p24µ2 ) + γ], (39)
where ψ represents the digamma function. After the
identifications µ2 ↔ m2 and −p2 ↔ q2 the behaviour
for small ε coincides with the above worldline result for
|p2|  4µ2. Thus use of the same symbol ε for both, the
position of the UV brane and the proper-time regulari-
sation, was justified, as they both parametrise the same
kind of regularisation. The UV finite piece of (39) can
be expressed as
γ + ψ(1− p24µ2 ) = µ2
∫ ∞
0
dT
e−µ
2T − e−(µ2− p
2
4 )T
1− e−µ2T , (40)
with an obvious representation as geometric series, which
bears testimony to the presence of a tower of states with
equal spacing between the squared masses, q2 = 4nm2,
n ∈ N. (See, e.g., Fig. 1 in [2].) Each addend consists of
a unilateral Laplace transforms.
5III. HADRONS ON THE WORLDLINE
After the above preparations let us try to implement
such an integration measure in (40) also in (31) by means
of a change of variables. (Strictly speaking, one could ar-
gue that this amounts to adding a second phenomenologi-
cal ingredient, i.e., the linearly spaced tower of states, but
we will argue that the latter is also emergent [23], thus
this apparent addition is only temporary.) The fitting
substitution is given by
cT = ecΘ − 1. (41)
It leads to ∫ ∞
ε
dT
T
f(T ) = c
∫ ∞
ε
dΘ
f [T (Θ)]
1− e−cΘ . (42)
(In what follows we set m = 0.) Also the upper bound of
integration in the worldline action (21) is affected. It can
be undone—in the sense that after the substitution the
upper bound is equal to the ‘extradimensional’ variable
Θ, just as it was equal to T before carrying out (41)—by
a subsequent replacement
cτ = ecθ − 1. (43)
The latter affects the integrand of the worldline action,∫ T
0
dτ
(dy
dτ
)2
=
∫ Θ
0
dθ e−cθ
(dy
dθ
)2
. (44)
With the aim of restoring a standard kinetic term we also
change the field variable,
yµ = ecθ/2ξµ. (45)
The result is
∫ T
0
dτ
(dy
dτ
)2
=
∫ Θ
0
dθ
[(dξ
dθ
)2
+
c2
4
ξ2 + c
 
 
 
0
d(ξ2)
dθ
]
, (46)
where the surface term, which arises from the total
derivative in the last addend drops out when using
yµ(0) = 0 = yµ(T ). A standard kinetic term has been
restored but is now accompanied by a repulsive harmonic
oscillator potential. The correlation functions for V µ
computed using these variables are of course identical
to those computed using the original variables. After all,
we have only carried out a change of variables. Con-
sequently, we can conclude that the repulsive harmonic
oscillator compensates exactly the effect from the tower
of states, which we had introduced into the integration
measure. As a consequence, to have a net physical effect
one must use a detuned setup with different cs in the
tower and in the harmonic oscillator, including the more
minimal cases where one of the parameters is zero.
We can confirm this conclusion by relating the trans-
formations (41), (43), and (46) to those carried out in
[24],
dΘ =
dT
U(T )
, (47)
dθ =
dτ
U(τ)
, (48)
ξµ =
yµ√
U(τ)
, (49)
U(τ) = c0 + c1τ + c2τ
2. (50)
They coincide for the choice c0 = 1, c1 = c, and c2 = 0,
and relate the above unilateral Laplace to the corre-
sponding Mellin transformations. For general real val-
ues of c0, c1, and c2 the potential can have both signs,
+ 14ξ
2(c21 − 4c0c2), a fact that has been exploited in [25].
Interestingly this obviously introduces a scale into the
Lagrangian density. The action, however, does not lose
conformal invariance, as the time variable is adjusted ac-
cordingly [24]. This corroborates our above assessment of
the precise cancellation of effects between our change of
variables and the induced repulsive harmonic oscillator.
Also the interaction term is affected by the substitu-
tions, ∮
dy · V =
∮
dξ · ∂y
∂ξ
· V, (51)
where
∂yµ
∂ξν
= δνµe
cθ/2. The extra factor can be absorbed
in a redefinition of the source∫
dτ ξ˙ ·V =
∮
dξ · ∂y
∂ξ
·V =
∮
dξ ·W =
∫
dθ ξ´ ·W, (52)
where ξ´ = ∂ξ∂θ . The source W has the same value on the
UV boundary as V , because W
θ=0
= V . This rescaling
of the source is known from AdS/QCD soft-wall calcula-
tions, where it moves the warping away from the kinetic
term [2, 6].
A. Relation to two-body interaction
The harmonic oscillator in the worldline action corre-
sponds to a two-body interaction,∫ 1
0
dτˆ1dτˆ2 [y(τ1)− y(τ2)]2 = (53)
=
∫ 1
0
dτˆ1dτˆ2 {[y(τ1)]2 + [y(τ2)]2 − 2 y(τ1) · y(τ2)} =
= 1×
∫ 1
0
dτˆ1 [y(τ1)]
2 + 1×
∫ 1
0
dτˆ2 [y(τ2)]
2−
− 2


*
0∫ 1
0
dτˆ1 y(τ1) ·


*
0∫ 1
0
dτˆ2 y(τ2) = (54)
= 2
∫ 1
0
dτˆ [y(τ)]2, (55)
6where we used the centre-of-mass convention∫ 1
0
dτˆ yµ(τ) = 0.
A potential like in (55) is also found in another frame-
work for describing hadrons [23]: The equations of mo-
tion for the gauge field Aµ, which necessarily accompa-
nies any given charge configuration, in Coulomb gauge
do not only admit the instantaneous Coulomb solution,
but also an additional component of A0 that is linear in
the distance between the constituents (here of a meson
for the sake of concreteness). Thus, to start with, it pre-
serves translational invariance and, as a matter of fact,
full Poincare´ invariance, which only survives for the lin-
ear potential. Rotational invariance and stationarity of
the action are assured if the linear potential is aligned
with the constituents. The field energy due to the inter-
ference between the Coulomb and the linear component
is finite if the state is charge neutral. The linear field’s
magnitude is set by a boundary condition, Fµν
2 → Λ2
when |x1 − x2| → ∞ [23]. (This and the omission of
gauge corrections resembles the condensate framework
of [26].) In quantum electrodynamics the effect of such a
term is not observed. As a consequence, there Λ must
be tiny. In QCD where, after all, dimensional trans-
mutation does take place it may well be present and
even required to describe observed phenomena. Addi-
tionally, the linear component is the contribution with
the lowest power in the coupling constant and in a set-
ting, where perturbation theory can be applied it can be
used to compute the hadronic ‘Born term’ [23]. (There
are actually indications that in the IR the behaviour of
the QCD coupling constant does not forestall a pertur-
bative counting scheme [27]. Furthermore, the spectra of
positronium and charmonium are qualitatively very sim-
ilar despite showing vastly different energy scales. Last
but not least, hadronic states can be characterised by
their valence quark content, and we do not see a plethora
of multiquark states, hybrids or glueballs.)
In order to incorporate the effect of this linear poten-
tial in the present framework, we note first that the gauge
field Aµ would appear in (21) exactly where the vector
source V µ sits. Thus, after replacing the source by the
gauge field we integrate out the latter using the corre-
sponding weight function,
NA〈e−i
∫ T
0
dτ y˙·A〉 = (56)
= NA
∫
[dA] e−
1
2
∫
d4xA·Γ−1·Ae−i
∫ T
0
dτ y˙·A = (57)
= e−
1
2
∫ T
0
dτ1dτ2 y˙1·Γ(y1−y2)·y˙2 → (58)
→ e Λ2
∫ T
0
dτ1dτ2 δ(y
0
1−y02)y˙01 |y1−y2|y˙02 . (59)
Here Γ is the propagator of the gauge field, which in the
hadronic ‘Born’ approximation [23] encodes the instan-
taneous linear potential [see (59)]. The normalisation
NA cancels the average over the case where y˙µ ≡ 0, i.e.,
NA×〈1〉 = 1. The above averaging corresponds to incor-
porating all exchanges of gauge bosons in diagrams like
those shown in Fig. 1. To the contrary, neither quark
loops (i.e., we are in the quenched case, which is a char-
acteristic in common with [28], where quark loops are
subleading) nor gauge loops are included. As always, ex-
clusively periodic trajectories contribute to the path inte-
gral. Then for paths that turn back in the time direction
exactly once, i.e., for Fock states without additional pairs
as in [23], we have
NA〈e−i
∫ T
0
dτ y˙·A〉 ⊃ e Λ2
∫ T
0
dτ sgn( ˙¯y0)y˙0|y−y¯| = e−Λ×Area,
(60)
where the exponent equals Λ times the absolute surface
area enclosed by the path. (Similarly, a constant external
magnetic field gives a proportionality to the directed sur-
face in this place. A constant magnetic field is known to
entail linearly spaced Landau levels, which become evi-
dent in a formulation as harmonic oscillator in a compos-
ite variable [30]. This has been commented on in [31].)
Here y¯ = y[τ¯(τ)], i.e., the spatial coordinate where the
time coordinates coincide, y¯0 = y0[τ¯(τ)]
!
= y0(τ). We
can complete the square to find
(y˙0)2 − 2Λ sgn( ˙¯y0)y˙0|y − y¯| = (61)
= (z˙0)2 − Λ2(y − y¯)2 = (62)
= (z˙0)2 − Λ2(y − y¯)2, (63)
where z˙0 = y˙0 − Λ sgn( ˙¯y0)|y − y¯| and ˙¯y0 = ∂τy0|τ=τ¯ .
In the last step we made use of the fact that by defi-
nition y0 − y¯0 ≡ 0 and added a zero to emphasise the
resemblance with (55). [It is always sgn( ˙¯y0) = −sgn(y˙0).
For parametrisations where also y˙0 = − ˙¯y0—a natural
gauge choice in an equal-time approach—z0 is periodic
and z0 − z¯0 ≡ 0 as well.] Correspondingly, the bound
states in this approach are spaced linearly [23], and, at
that, without imposing postulate (a)!
Furthermore, z˙0 matches the zero component of the
kinematical momentum Πµ defined in [23], where it al-
lows for introducing a Lorentz invariant evolution vari-
able and thus to solve the bound state equation for all
Lorentz frames at once. Here z˙0 equals the canonical
momentum conjugate to x0, obtained by taking the func-
tional derivative of the worldline action with respect to
x˙0, up to a numerical factor.
IV. WILSON FLOW
Let us take another look at the two-point function (31).
After an integration by parts,
w2 =
−1
32pi2
∫
d4q
(2pi)4
∫ ∞
ε
dT
T 2
∫ T
0
dτ G¨ V˜ ∗µ (q)e
−Gq2 V˜ µ⊥ (q),
(64)
where V˜ µ⊥ (q) = Π˜
µν(q)V˜ν(q). We can define V˜
µ
⊥ (q,G) =
e−Gq
2
V˜ µ⊥ (q), which solves
(∂G + q
2)V˜ µ⊥ (q,G) = 0, (65)
7for the initial condition
V˜ µ⊥ (q,G = 0) = V˜
µ
⊥ (q). (66)
For comparison in position space,
V µ⊥ (x,G) = e
GV µ⊥ (x) =
∫
d4x′
(4piG)2
e−
(x−x′)2
4G V µ⊥ (x
′).
(67)
Hence V (x,G) arises from the source V (x, 0) by Gaussian
smearing. The smoothness (width of the Gaussian) is a
function of the separation in the extra dimension. As a
matter of fact, (67) is a solution of
(∂G −)V µ⊥ (x,G) = ∂GV µ⊥ (x,G)− ∂νV νµ(x,G) = 0,
(68)
i.e., the defining differential equation of the Wilson flow
(gradient flow) V µ⊥ (x,G) [32], where V
µν is the field
strength constructed from V µ. In the Wilson flow the
flow time also represents a fifth auxiliary variable. Here
the fifth dimensional separation τ does not appear di-
rectly. Instead the worldline propagator G appears as
flow-time interval. This is caused by the periodicity of
the paths contributing to the effective action w, which
leads to nonlinear terms in G: On the real line the equa-
tion of motion for the worldline propagator would simply
be the one-dimensional Poisson equation ∂2τ1G(τ1, τ2)
R
=
δ(τ1 − τ2) with its (piecewise) linear solution. This solu-
tion, however, definitely does not have period T . In order
to have a periodic solution, we must include a counter
charge [13] (also already because we are dealing with a
Poisson problem on a finite interval). Consequently the
worldline propagator acquires nonlinear terms. That the
worldline propagator takes the place of the flow time im-
plies that the flow, defined for any value of the flow time,
is only sounded from G(0) = 0 = G(T ) to G(T/2) = T/4.
(For τ > T2 the distance decreases again.) The integra-
tions over T and τ correspond to a linear superposition
of the flow at various flow times. These results are not
altered qualitatively when considering fermionic instead
of scalar quarks, as the factor of E−q
2G in w2 stays the
same.
Alternatively, as defining equation for the flow we
could also use
(∂τ + G˙q
2)V˜ µ⊥ (q, τ) = 0 (69)
or equivalently
(∂τ − G˙)V µ⊥ (x, τ) = 0. (70)
Here the flow time is directly the distance τ in the fifth
dimension, but the flow has a flow-time dependent ‘diffu-
sion constant’ G˙. On the interval τ ∈ [0;T ] the diffusion
constant changes sign once. Noticing, however, that the
integrand in (64) is even under the interchange τ ↔ T−τ
we can take two times the integral over τ ∈ [0; T2 ] on
which G˙ does not change sign, but only freezes in close
to T2 .
For the sake of symmetry and for preparing the ground
for a later generalisation to other correlators we can in-
troduce the split e−q
2G =
∫ 1
0
dτˇe−q
2τˇGe−q
2(1−τˇ)G, such
that
V˜ ∗µ (q)e
−Gq2 V˜ µ⊥ (q) =
∫ 1
0
dτˇ V˜ ∗µ (q, τˇG)V˜
µ
⊥ [q, (1− τˇ)G].
(71)
(Additionally we could in fact plug in any function over
τˇ ∈ [0; 1] which is normalised to 1.)
Including, for example, an attractive harmonic oscilla-
tor,
L → Nc
(4pi)2
∫
P
[dy] e−
∫ T
0
dτ( y˙
2
4 − c
2
16 y
2+iy˙·V ), (72)
where the normalisation is defined by Nc ×∫
P
[dy] e−
1
4
∫ T
0
dτ(y˙2− c24 y2) = 1, the worldline propa-
gator is given by
c
2
H(τ) = sin( c2 |τ |)− sin( c2T )
1− cos( c2τ)
1− cos( c2T )
. (73)
Its equation of motion reads(
∂2τ1 +
c2
4
)
H(τ1, τ2) = 2δ(τ1 − τ2)−#, (74)
where # is once again a counter charge, which must
still be determined. The space of homogeneous solutions
is spanned by e±i
c
2 (τ1−τ2). The constant inhomogeneity
can be caught by an additive constant particular solu-
tion − 4#c2 . H must be symmetric under the interchange
τ1 ↔ τ2 and periodic under τj → τj + zjT , zj ∈ Z,
j ∈ {1; 2}. Finally, the δ inhomogeneity implies that,
while H = 0 at τ1 = τ2, its first derivative jumps by
2 at this point. All these conditions can be satisfied si-
multaneously, fix the three free parameters (two for the
homogeneous solution and one for the counter charge)
uniquely, and yield (73). With the above requirements
H only depends on the combination τ1 − τ2, which re-
flects reparametrisation invariance on the worldline. The
value of the counter charge is given by
# =
c
2
1 + cos( c2T )
sin( c2T )
. (75)
In the limit c→ 0 it goes smoothly to 2T , as it should to
have the original potential free equation of motion (29).
Likewise, H goes smoothly to G in the limit c→ 0.
The repulsive case is obtained by the replacement c→
ic. Then the worldline propagator becomes
c
2
h(τ) = sinh( c2 |τ |)− sinh( c2T )
1− cosh( c2τ)
1− cosh( c2T )
. (76)
Accordingly,
#→ c
2
1 + cosh( c2T )
sinh( c2T )
. (77)
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where # is once again a counter charge, which must
still be determined. The space of homogeneous solutions
is spanned by e±i
c
2 (τ1−τ2). The constant inhomogeneity
can be caught by an additive constant particular solu-
tion − 4#c2 . must be symmetric under the interchange
τ1 ↔ τ2 and periodic under τj → τj + j , j ∈ ,
∈ {1; 2}. Finally, the δ inhomogeneity implies that,
while = 0 at τ1 = τ2, there its first derivative jumps
by 2. All these conditions can be satisfied simultaneously,
fix the three free parameters (two for the homogeneous
solution and one for the counter charge) uniquely, and
yield (76). With the above requirements only depends
on the combination τ1− τ2, which reflects reparametrisa-
tion invariance on the worldline. The value of the counter
charge is given by
# =
2
1 + cos( c2 )
sin( c2 )
(78)
In the limit → 0 it goes smoothly to 2T , as it should to
have the original potential free equation of motion (33).
Likewise, goes smoothly to in the limit → 0.
At variance with , is not increase monotonously
without bounds for growing . In the case of e−q
2G this
leads to an exponential suppression. For small values
of , increases faster with than . Then, how-
ever, starts to oscillate (see Fig. 2). This gives rise
to contributions from large values of because they are
no longer exponentially suppressed as was the case with
. leading to contributions from large that are not
exponentially suppressed. To the contrary poles are ap-
pearing in
∫ 1
0
dτˆ e−q
2H for equal to integer multiples
of 4pi (see Fig. 3). We obtain the the flow equation and
two-point function for the present case by the replace-
ment → . Thus, we have a composite-field Wilson
flow that extends the four-dimensional sources into the
fifth dimension. At the poles the flow extends infinitely
far in the fifth dimension.
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V. WORLDLINE INSTANTONS
We can also interpret (75) with the concept of world-
line instantons [28]. A worldline instanton is a periodic
classical solutions ˘µ of the worldline action,
δ
δ µ
∣∣∣∣
y˘µ
!
= 0 (79)
This stationary phase gives a dominant contribution to
the effective action. Subsequently, fluctuations around
these solutions are taken into account,
[ µ = ˘µ + µ] = [˘µ] +
1
2
δ2
δ µδ ν
∣∣∣∣
y˘µ
µ ν + ( 3)
(80)
which makes this a semi-classical approximation. The
classical equations of motion for µ ≡ 0,
¨˘µ +
2
4
˘µ = 0 (81)
have periodic solutions only for discrete values = 4pinc ,∈ , of Schwinger’s proper time, which according to
logic of the worldline instanton framework yield the dom-
inant contributions. For µ ≡ 0 the action is quadratic
and we can perform the path integral directly for all val-
ues of . This remains true if we treat the source per-
turbatively. To this end we can parametrise the periodic
worldline trajectory according to
µ =
+∞∑
n=−∞
µ
n e
in 2piT τ (82)
where we put µ0 = 0 to have
∫ T
0
dτ µ(τ) = 0 and
µ
−n = (
µ
n)
∗ to have a real µ. Let us take a look at
the two-point function, as it contains the worldline prop-
agator, from which we can compute all the higher corre-
lators as well (see Sect. IIA). Thus we plug the above
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where # is once again a counter charge, which must
still be determined. The space of homogeneous solutions
is spanned by e±i
c
2 (τ1−τ2). The constant inhomogeneity
can be caught by an additive constant particular solu-
tion − 4#c2 . H must be symmetric under the interchange
τ1 ↔ τ2 and periodic under τj → τj + zjT , zj ∈ ,
j ∈ {1; 2}. Finally, the δ inhomogeneity implie that,
while H = 0 at τ1 = τ2, there its first derivative jumps
by 2. All these conditions can be satisfied simultaneously,
fix the three free parameters (two for the homogeneous
solution and one for the counter charge) uniquely, and
yield (76). With the above requirements H only depends
on the combination τ1− τ2, which reflects reparametrisa-
tion invarianc n the worldline. The value of the counter
charge is given by
# =
c
2
1 + cos( c2T )
sin( c2T )
. (78)
In the limit c→ 0 it goes smoothly to 2T , as it should to
have the o iginal potenti l free equation of motion (33).
Likewise, H goes s oo hly to G in the limit c→ 0.
At variance with G, H is not increase monotonously
without bounds for growing T . In th case of e−q
2G this
leads to an exponential suppression. For small values
of T , H increases faster with T than G. The , how-
ever, H starts to oscillat (see Fig. 2). This g ves rise
to contributions from large values f T because they are
no longer exponentially suppressed as was the case with
G. leading to contributions from large T that are not
exponentially suppressed. To the contrary poles are ap-
pearing in
∫ 1
0
dτˆ e−q
2H for cT equal to integer multiples
of 4pi (see Fig. 3). We obtain the the flow equation and
two-point function for the present case by the replace-
ment G → H. Thus, we have a composite-field Wilson
flow that extends the four-dimensional sources into the
fifth dimension. At the poles the flow extends infinitely
far in the fifth dimension.
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V. WORLDLINE INSTANTONS
We can also interpret (75) with the concept of world-
line instantons [28]. A worldline instanton is a periodic
classical solutions y˘µ of the worldline action,
δS
δyµ
∣∣∣∣
y˘µ
!
= 0. (79)
This stationary phase gives a dominant contribution to
the effective action. Subsequently, fluctuations around
these solutions are taken into account,
S[yµ = y˘µ + zµ] = S[y˘µ] +
1
2
δ2S
δyµδyν
∣∣∣∣
y˘µ
zµzν +O(z3),
(80)
which makes thi a s mi-classical approximation. The
classical equations of m tion for V µ ≡ 0,
¨˘yµ +
c2
4
y˘µ = 0, (81)
have periodic solutions only for discrete values T = 4pinc ,
n ∈ , of Schwinger’s proper time, which according to
logic of the worldline instanton framework yield the dom-
inant contributions. For V µ ≡ 0 the action is quadratic
and we can perform the path integral directly for all val-
ues of T . This remains true if we treat the source per-
turbatively. To this end we can parametrise the periodic
worldline trajectory according to
yµ =
+∞∑
n=−∞
aµn e
in 2piT τ , (82)
where we put aµ0 = 0 to have
∫ T
0
dτ yµ(τ) = 0 and
aµ−n = (a
µ
n)
∗ to have a real yµ. Let us take a look at
the two-point function, as it contains the worldline prop-
agator, from which we can compute all the higher corre-
lators as well (see Sect. IIA). Thus we plug the above
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Qualitatively, h is similar to G inasmuch as both always
grow from 0 at τ = 0 to a maximum at τ = T2 and
symmetrically to this point decrease back to 0 at τ = T .
Quantitatively, the overall magnitude of h grows less fast
with T than that of G. For comparison, G(T2 ) =
T
4 and
h(T2 ) =
2
c tanh(
cT
16 ) =
T
4 {1−O[(cT )2]}. For large values
of cT the growth of h levels out at h(T2 ) <
c
2 , while
the maximum of G keeps growing. At variance with G,
H does not increase monotonously without bounds for
growing T . (h increases monotonously, but is bounded.)
When plugged into e−q
2G the growth of G leads to an
exponential suppression at large T , while for h also this
factor levels out. For small values of T , H increases faster
with T than G. Then, however, H starts to oscillate
(see Fig. 2). To the contrary, poles are appearing in∫ 1
0
dτˆ e−q
2H for cT equal to integer multiples of 4pi (see
Fig. 3).
W obtain the flow equation and two-point fu ction
for the harm ic- scillato case by replacing G by H or
h. This determines the distribution of flow times, which
contributes to superposition of the omposite-field
Wilson fl w that extend f ur-dimen io al sourc s
i to the fifth dimension. On one hand, at the poles of
H, the flow extends infinitely far in the fifth dimension;
on the other, the convergent behaviour f h leads to a
continuum of contributions that are not exponentially
suppressed like for G.
In the interpretation with a flow-time dependent diffu-
sion constant G˙ according to (69) and (70), G˙ = 1 − 2τˆ
is T independent. The superposition of flow times is
only due to the integration over the variable τˆ . h˙ =
sinh[ cT4 (1 − 2τˆ)]/ sinh( cT4 ) goes to zero exponentially,
∝ E− cτ2 for large T . H˙ first increases from small to large
values of T . Then, however, it will eventually change
sign and start to oscillate even on the reduced interval
τ ∈ [0; T2 ].
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where # is once again a counter charge, which must
still be det rmined. The spac of homogeneous solutions
is spanned by e±i
c
2 (τ1−τ2). The constant inhomogeneity
can be caught by an additive constant particular solu-
tion − 4#c2 . H must be symmetric under the intercha ge
τ1 ↔ τ2 and periodic under τj → τj + zjT , zj ∈ ,
j ∈ {1; 2}. Finally, the δ inho ogeneity implies t at,
while H = 0 at τ1 = τ2, there its first derivative jumps
by 2. All these conditions can be satisfied simultaneously,
fix the three free parameters (two for the homogeneous
solu ion and one for the counter charge) uniq ly, and
yield (76). With th above requirements H only d pends
on the combination τ1− τ2, which reflects reparametrisa-
tio invarianc on the worldline. The value of the counter
charge is giv n by
# =
c
2
1 + cos( c2T )
sin( c2T )
. (78)
In the limit c→ 0 it goes smoothly to 2T , as it should to
have the original potential free equation of motion (33).
Likewise, H goes smoothly to G in the limit c→ 0.
At variance with G, H is not increase monotonously
without bounds for growing T . In t e case of e−q
2G this
leads to an exponenti l suppressi n. For mall values
of T , H increases fa ter with T than G. Th n, how-
ever, H starts t oscillate (see Fig. 2). This gives rise
to contributions from large values o T because they are
no longer exponentiall suppress d as was the case with
G. leading t contributions from large T that re not
exponentially suppressed. To the contrary poles are ap-
pearing in
∫ 1
0
dτˆ e−q
2H for cT equal to integer multiples
of 4pi (see Fig. 3). We obtain the the flow equation and
two-point functio for the present case by the replace-
ment G → H. Thus, we have a composite-fi ld Wilson
flow that extends he f ur-dimensional sources into the
fifth dimensio . At the poles th flow ext ds infinitely
far in the fifth dimension.
0 1 2 3 4 5 6 7
0.2
0.5
1.0
2.0
FIG. 3:
R 1
0
dτˆ e−q
2H for c = 4piq2 (discontinuous graph) andR 1
0
dτˆ e−q
2G (continuous graph) as functions of q2T . axis
labels missing
V. WORLDLINE INSTANTONS
We can also interpret (75) with the concept of world-
line instantons [28]. A worldline instanton is a periodic
classical solutions y˘µ of the worldline action,
δS
δyµ
∣∣∣∣
y˘µ
!
= 0. (79)
This stationary phase gives a dominant contribution to
the effective action. Subsequently, fluctuations around
these solutions are taken into account,
S[yµ = y˘µ + zµ] = S[y˘µ] +
1
2
δ2S
δyµδyν
∣∣∣∣
y˘µ
zµzν +O(z3),
(80)
which makes this a semi-classical approximation. The
classical equations of motion for V µ ≡ 0,
¨˘yµ +
c2
4
y˘µ = 0, (81)
have periodic solutions only for discrete values T = 4pinc ,
n ∈ , of Schwinger’s proper time, which according to
logic of the worldline instanton framework yield the do -
inant contributions. For V µ ≡ 0 the action is quadratic
and we can perform the path int gral directly for all val-
ues of T . This remains true if we treat the source per-
turbatively. To this end we can parametrise the periodic
worldline trajectory according to
yµ =
+∞∑
n=−∞
aµn e
in 2piT τ , (82)
where we put aµ0 = 0 to have
∫ T
0
dτ yµ(τ) = 0 and
aµ−n = (a
µ
n)
∗ to have a real yµ. Let us take a look at
the two-point function, as it contains the worldline prop-
agator, from which we can compute all the higher corre-
lators as well (see Sect. IIA). Thus we plug the above
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where # is once again a counter charge, which must
still be determined. The space of homogeneous solutions
is spanned by e±i
c
2 (τ1−τ2). The constant inhomogeneity
can be caught by an additive constant particular solu-
tion − 4#c2 . H must be symmetric u der the interchange
τ1 ↔ τ2 and periodic under τj → τj + zjT , zj ∈ ,
j ∈ {1; 2}. Finally, the δ inhomogeneity i plies that,
while H = 0 at τ1 = τ2, there its first derivative jumps
by 2. All these conditions can be satisfi d simultaneously,
fix the three free parameters (two for the homogeneous
solution and one for the counter charge) uniquely, and
yield (76). With the above r quir ments H only depends
on the combination τ1− τ2, which reflec s reparametrisa-
tion invariance on the worldline. The value of the counter
charge is given by
# =
c
2
1 + cos( c2T )
sin( c2T )
. (78)
In the limit c→ 0 it goes smoothly to 2T , as it should to
have the original potential free equation of motion (33).
Likewise, H goes smoothly to G in the limit c→ 0.
At variance with G, H is not increase monotonously
without bounds for growing T . In the case of e−q
2G this
leads to an exponential suppression. For small values
of T , H increases faster with T than G. Then, how-
ever, H starts to oscillate (see Fig. 2). This gives rise
to contributions from large values of T because they are
no longer exponentially suppressed as was the case with
G. leading to contributions from large T that are not
exponentially suppressed. To th contrary poles are ap-
pearing in
∫ 1
0
dτˆ e−q
2
for cT equal to integ r multiples
of 4pi (see Fig. 3). W obta n the the flow equation and
two-point functi n for the present case by the replace-
ment G → H. Thus, w ave a composite-field Wilson
flow that extends the four-dimensio al sources int the
fifth dimension. A the poles th flow extends infinitely
far in the fifth dimensio .
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V. ORLDLINE INSTANTONS
We can also interpret (75) with the concept of world-
line instantons [28]. A worldline instanton is a periodic
classical solutions y˘µ of the worldline action,
δS
δyµ
∣∣∣∣
y˘µ
!
= 0. (79)
This stationary phase gives a do inant contribution to
the effective action. Subsequently, fluctuations around
these solutions are taken into account,
S[yµ = y˘µ + zµ] S[y˘µ]
1
2
δ2S
δyµδyν
∣∣∣∣
y˘µ
zµzν O(z3),
(80)
which makes this a se i-classical approxi ation. The
classical equations of otion for V µ 0,
¨˘yµ
c2
4
y˘µ 0, (81)
have periodic solutions only for discrete values T 4pinc ,
n ∈ , of Sch inger’s proper ti e, hich according to
logic of the worldline instanton fra e ork yield the do -
inant contributions. or V µ 0 the action is quadratic
and we can perfor the path integral directly for all val-
ues of T . This re ains true if e treat the source per-
turbatively. To this end e can para etrise the periodic
worldline trajectory according to
yµ
n
aµn e
in 2piT τ , (82)
where we put aµ0 0 to ave
∫ T
0
τ yµ(τ) 0 d
aµ−n = (a
µ
n)
∗ to ha e a real yµ. et s ta e a look at
the two-point functio , as it co tai s t e orl li e prop-
agator, from which e c c te ll t e i er corre-
lators as well (see ect. II ). s e l t e above
FIG. 3:
∫ 1
0
dτˆ e−q
2H for c = 4piq2 (disconti uous graph) and∫ 1
0
dτˆ e−q
2G (c tinuous graph) as fun ions f q2T .
A. Exact coincidence with AdS/QCD
Taking stock, bove we have seen that the holographic
AdS5 space emerges straight away in the worldline ap-
roach and that the soft-wall warping is linked to har-
monic oscillator interactions in the worldline action. The
extension of the four-dimensional fields into the fifth di-
mension proceeds via a Wilson flow (gradient flow). This
flow depends on the interaction potential insofar as the
weight for the distribution of depths at which it is probed
chang s with the worldli e propagator, which epends
on the interaction term. Consequently, every interaction
term corresponds to a different superposition of flow.
We can also ask a slightly different que tion: Given a
particular way of breaking the confo mal sym etry, for
instance, by a warp factor, what is the dominant contri-
bution to the flow? To this end, we take the effective
action (21) and replace the source V µ(x) by the flow
V µ(x, τ). Subsequently, we look for the stationary point
of the action where δwδV (x,T )
!
= 0 and impose t e usual
initial condition that at T = ε the flo takes the v lue of
the four-dimensional s urce. Solvi g the full saddle point
equatio is a formidable task as almost always, but, like
in AdS/QCD [see, for ex mple, (33)], le us consider a
truncation. With the replacement V µ(x) → V µ(x, τ)
(36) turns into (33) if we ident fy V µ(x, T ) ↔ Vµ(x, T ).
Then the variation with respect to the flow field yields
the equation of motion (37), and the flow initial condition
(66) implies that the flow action [(21) with the replace-
ment V µ(x) → V µ(x, τ)] on the saddle point coincides
with (34). The normalisable solutions are selected by
only allowing a nondiverging flow. This coincidence is
remarkable, as calculating the optimal flow is identical
to the AdS/QCD computation. It, however, necessitates
a reinterpretation of the deformation parameter m2. In
the original computation, m2 was the bare mass and led
to a threshold behaviour as soon as q2 > 4m2. Now,
as the equations obtained from varying the Wilson flow
coincide with those in the AdS/QCD computation, we
9know that the former approach yields a linearly spaced
tower of states. Hence, the parameter is linked to the
intrinsic dynamics of the system and is not an external
mass. Since we are allowing for a self-consistent T profile,
the breaking becomes spontaneous in nature. Also, con-
sistent with the above, from the phenomenological point
of view the magnitude of m2 in the computation with the
flow should be in the range of the constituent mass [14].
V. WORLDLINE INSTANTONS
Before we finish, let us mention that we can also in-
terpret (72) with the concept of worldline instantons
[33, 34]. A worldline instanton is a periodic classical so-
lution y˘µ of the worldline action,
δS
δyµ
∣∣∣∣
y˘µ
!
= 0. (78)
This stationary phase gives a dominant contribution to
the effective action. Subsequently, fluctuations around
these solutions are taken into account,
S[yµ = y˘µ + zµ] = S[y˘µ] +
1
2
δ2S
δyµδyν
∣∣∣∣
y˘µ
zµzν +O(z3),
(79)
which makes this a semiclassical approximation. The
classical equations of motion for V µ ≡ 0,
¨˘yµ +
c2
4
y˘µ = 0, (80)
have periodic solutions only for discrete values T = 4pinc ,
n ∈ N, of Schwinger’s proper time. For V µ ≡ 0 the action
is quadratic and we can perform the path integral directly
for all values of T . (This remains true if we treat the
source perturbatively.) To this end we can parametrise
the periodic worldline trajectory according to
yµ =
+∞∑
n=−∞
aµn e
in 2piT τ , (81)
where we put aµ0 = 0 to have
∫ T
0
dτ yµ(τ) = 0 [for aµ0 6= 0
see the appendix] and aµ−n = (a
µ
n)
∗ to have a real yµ. Let
us take a look at the two-point function, as it contains the
worldline propagator, from which we can also construct
all the higher correlators (see Sect. II A). Thus we plug
the above parametrisation into the worldline action and
add two Fourier phases. Thereafter we carry out the
proper-time derivatives, integrate over the proper time
T (which corresponds to the integrations for a Fourier
series), use the Kronecker δ to perform one summation,
split the summation at 0, and complete the square,
− 1
4
∫ T
0
dτ
(
y˙2 − c
2
4
y2
)
− i[q1 · y(τ1) + q2 · y(τ2)] = (82)
= − 1
4
∞∑
n,n′=−∞
an · an′
[
− nn′
(2pi
T
)2
− c
2
4
] ∫ T
0
dτ ei(n+n
′) 2piT τ − i
∞∑
n=−∞
an · (q1ein 2piT τ1 + q2ein 2piT τ2) = (83)
= − T
4
∞∑
n,n′=−∞
an · an′
[
− nn′
(2pi
T
)2
− c
2
4
]
δn,−n′ − i
∞∑
n=−∞
an · (q1ein 2piT τ1 + q2ein 2piT τ2) = (84)
= −
∞∑
n=−∞
{
|an|2T
4
[
n2
(2pi
T
)2
− c
2
4
]
+ ian · (q1ein 2piT τ1 + q2ein 2piT τ2)
}
= (85)
= −
∞∑
n=1
{
|an|2T
2
[
n2
(2pi
T
)2
− c
2
4
]
+ ian · (q1ein 2piT τ1 + q2ein 2piT τ2) + ia−n · (q1e−in 2piT τ1 + q2e−in 2piT τ2)
}
= (86)
= −
∞∑
n=1
{
T
2
[
n2
(2pi
T
)2
− c
2
4
](
an + i
q1e
−in 2piT τ1 + q2e−in
2pi
T τ2
T
2 [n
2( 2piT )
2 − c24 ]
)
·
(
n→ −n
)
+
|q1ein 2piT τ1 + q2ein 2piT τ2 |2
T
2 [n
2( 2piT )
2 − c24 ]
}
. (87)
In the present parametrisation the path integral reads
∫
P
[dy] =
∞∏
n=1
∫
daµn d(a
µ
n)
∗ =
∫
[da][da∗]. (88)
Thus, carrying out the path integral leads to
Nc
∫
P
[dy]e−
1
4
∫ T
0
dτ (y˙2− c24 y2)−i(q1·y1+q2·y2) =
= e
−∑∞n=1 2T q21+q22+2q1·q2 cos[n 2piT (τ1−τ2)]
n2( 2pi
T
)2− c2
4 , (89)
where the normalisation Nc cancels the path integral for
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q1 = 0 = q2. The exponent turns out to be a Fourier-
series representation of the worldline propagator (73),
1
T
∫ T
0
dτ H(τ) cos
(
n
2pi
T
τ
)
= − 2
T
1
n2 (2pi)
2
T 2 − c
2
4
. (90)
Imposing momentum conservation q1 + q2 = 0 in (89)
the constant term in the exponent cancels the harmonic
term at τ1 = τ2. Hence, the initial condition H(0) = 0 is
satisfied. The aforementioned exactly periodic solutions
of the saddle point equations (80) coincide with the poles
of the propagator. For negative c2 the derivation in this
section goes through in the same way to reproduce (76).
There are no poles in this propagator and, consistently,
also no periodic classical solutions.
It is instructive to also track the appearance of the
worldline propagator G in the c → 0 case. There we
have
−Tq
2
pi2
∞∑
n=1
1− cos[n 2piT (τ1 − τ2)]
n2
= (91)
= −Tq
2
pi2
[pi2
6
−
(pi2
6
− 2pi
2 τ1−τ2
T
2
+
(2pi τ1−τ2T )
2
4
)]
=
= −Tq2
[τ1 − τ2
T
−
(τ1 − τ2
T
)2]
, (92)
where we made use of (24.12.8) from [35],
∞∑
n=1
cos(nθ)
n2
=
pi2
6
− piθ
2
+
θ2
4
. (93)
Interestingly, the worldline instanton approach can be
related [36] to the Gutzwiller trace formula [37]. It char-
acterises quantum mechanical systems (in general ap-
proximately, but exactly for quadratic actions) through
classical objects, i.e., periodic orbits, stability matrices,
Morse indices, in analogy to the classical representation
of quantum field theory in the framework of holography.
VI. SUMMARY
Holographic approaches appear to be a good approx-
imation to the properties of hadrons [2, 4]. Here we
have contributed to understanding why this could be
more than a coincidence. We did not take any detour
via gravity or string theory, but stayed within quantum
field theory and started directly in the worldline formal-
ism. We have selected the dominant contributions as
those in which additional internal glue is suppressed, in
accordance with experiment [15–18, 27]. When intro-
ducing sources as precursors for hadrons, our effective
action takes immediately the form of a Lagrangian den-
sity integrated over an AdS5 spacetime that is warped by
all contributions that break conformal symmetry. This
is a guise the effective action takes in holographic de-
scriptions as well. The fifth coordinate is the Schwinger
proper-time interval for the affine parameter for the con-
tributing particle trajectories. Hidden local symmetry is
emergent. The proper-time regularisation corresponds to
the UV-brane regularisation in AdS/QCD.
Still, consistently, in the absence of binding energy the
sources simply fall apart at the threshold. Therefore, we
continued with a little experiment. We mimicked the lin-
ear tower of states present in soft-wall AdS/QCD by a
change of variables. When propagating the effect of this
substitution through the entire expression for the effec-
tive action, we end up with a repulsive harmonic oscilla-
tor potential. Then again a change of variable must not
affect the physical results. Hence, we have concluded that
the effect of the tower of states is compensated exactly
by the repulsive harmonic oscillator. This interpretation
is corroborated by the fact that for the worldline action
our substitutions fall into a class of transformations that
leaves conformal symmetry intact, despite the fact that
it introduces a scale into the Lagrangian density [24]. At
the level of the action the change in the ‘time’ variable
compensates for the presence of the scale.
As a consequence, in order to have a net effect, the
above compensating setup must be detuned. A model for
hadrons can, for example, have only the tower of states
in the measure or only a harmonic oscillator potential
in the worldline action. At the latter form we can also
arrive from a different direction: Against the same phe-
nomenological background, in [23] we had identified a
‘Born term’ for hadrons, which essentially consisted of a
linear interquark potential. There it resulted in a linearly
spaced bound-state spectrum. Here its incorporation into
the present formalism again led to a harmonic oscillator
potential in the worldline action.
In holography the four-dimensional sources are ex-
tended to fields in five dimensions. In the current context
this happens through a particular kind of Wilson flow
(gradient flow) for the composite fields. The presence
of the harmonic oscillator influences the weight for the
superposition of flows at different flow times. (An alter-
native interpretation with a variable diffusion parameter
is available as well.) Remarkably, adding a variational
principle for the flow, reproduces exactly the AdS/QCD
computation.
VII. OUTLOOK
We can go beyond the present computation systemat-
ically by incorporating dynamical gluons order by order
in the framework of higher-loop effective actions. The
analysis can be generalised straightforwardly to different
sources, like other mesons ψ¯Γψ, but also baryons, the
dilaton λFµνF
µν or the axion aFµν F˜
µν . It also remains
to compute and compare higher correlators and to dis-
cuss different gauge and flavour symmetries. All that will
be treated in later work.
The emergence of similar curved extradimensional for-
mulations in the framework of the worldline formalism
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extends to many situations also outside relativistic quan-
tum field theory. Again the form of the enlarged space-
time depends on the isometries of the physical system.
The conformal Galilean symmetry of the Schro¨dinger
equation in 3 spatial dimensions, for example, can be con-
structed by constraining (21) without the term e−m
2T in
4+1 dimensional Minkowski space by imposing p+ = m
[38]. Accordingly, x+ plays the role of time. This results
in a six-dimensional volume element (two extra dimen-
sions!), which is ∝ T−7/2. This is the volume element for
the correct metric [38, 39]. In the present conventions,
d2s
g
= −dT
2
4T 2
+
2(dx+)2
T 2
+
2dx+dx− − dx · dx
T
, (94)
where x± = x
0±x4√
2
and x4 is the coordinate of the other
extra dimension. (The power of T in the denominator of
the (dx+)2 term can be different [39] without influencing
the volume element.) In order to understand this let
us recall how this volume element came about in the
relativistic case. There, in addition to the factor of 1T
from the representation of the logarithm (5), it was due
to the mismatch in numbers of position and momentum
integrals in the path integral (19),
1
T
∫
d4p e−Tp
2 ∝ T−3 ∝ √g. (95)
For the present non-relativistic case, we have similarly,
1
T
∫
d3pdp− e−T (2mp
−+p2) ∝ T−7/2 ∝ √g. (96)
Finally, for a superconductor introducing a potential
would bind the electrons into Cooper pairs. In this con-
text a tower of states has not been observed, as the ’par-
tonic’ excitation, i.e., the free electrons, has too low an
energy. The composite vectors, i.e., the spin-1 Cooper
pairs are present [40], though.
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Appendix A: aµ0 6= 0
In the source term of (82) aµ0 appears in a0 · (q1 + q2),
which vanishes after momentum conservation is enforced
by integrating out xµ0 . This persists for any number of
external momenta, i.e., for arbitrarily high correlators.
Furthermore, aµ0 drops out of the kinetic term, because
it belongs to the constant mode. aµ0 contributes, however,
to the potential term. For the starting-point conventions
yµ(0) = 0 = yµ(T ) we have aµ0 = −
∑∞
n=1(a
µ
n +a
µ
n
∗). We
can express (86) and (87) as
a>Ma− ia>j = (A1)
= (a− i2M−1j)>M(a− i2M−1j) + 14j>M−1j
where a is the vector of the coefficients an, with an and
an
∗ grouped side by side. M can be cast in the form
M = A+
c2T
16
vv>, (A2)
where v is a vector of ones, and A is block diagonal with
2× 2 submatrices
An =
T
4
[
c2
4
− n2
(2pi
T
)2]( 0 1
1 0
)
(A3)
on the diagonal. Then [41]
M−1 = A−1 −
c2T
16 A
−1vv>A−1
1 + c
2T
16 v
>A−1v
. (A4)
From
An
−1 =
4
T
[
c2
4
− n2
(2pi
T
)2]−1( 0 1
1 0
)
, (A5)
follows
v>A−1v =
8
T
∞∑
n=1
[
c2
4
− n2
(2pi
T
)2]−1
(A6)
such that
1 +
c2T
16
v>A−1v =
cT
4
cot
(cT
4
)
. (A7)
The numerator in (A4) decomposes into 2× 2 matrices,
(A−1vv>A−1)nn′ = (A8)
=
( 4
T
)2[c2
4
− n2
(2pi
T
)2]−1[c2
4
− (n′)2
(2pi
T
)2]−1( 1 1
1 1
)
Finally,
1
4j
>M−1j =
=
4q2
T
∞∑
n=1
1− cos[n 2piT (τ1 − τ2)]
c2
4 − n2( 2piT )2
− (A9)
− 4q
2c
T 2
tan
(cT
4
)[ ∞∑
n=1
cos(n 2piT τ1)− cos(n 2piT τ2)
c2
4 − n2( 2piT )2
]2
,
where we made use of momentum conservation q1 =
−q2 = q.
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