Introduction 1
The Falkner-Skan equation, originally derived in 1931, Falkner and Skan (1931) , is of central importance to the fluid mechanics of wall-bounded viscous flows. It is derived from the two-dimensional incompressible Navier-Stokes equations for a one-sided bounded flow using a similarity analysis (see Cebeci and Bradshaw (1977) ) and its solution describes the form of an external laminar boundary layer in the presence of an adverse or favourable streamwise pressure gradient. Despite the apparent simplicity of the FalknerSkan equation (a one-dimensional ordinary differential equation) solving it accurately can be fraught with difficulty; these problems mainly stem from its non-linearity and third-degree order. There are some examples of analytical solutions to the Falkner-Skan equations for special cases (see, e.g., Fang and Zhang (2008) and Magyari and Keller (2000) ), but most studies have focused either on demonstrating a solution's existence and uniqueness or finding a numerical/computational solution for particular boundary-layer conditions.
Results for solution existence and uniqueness to the FalknerSkan equation can be found in Rosenhead (1963) , Weyl (1942) , Hartman (1972) and Tam (1970) . In some of these works, ranges of validity for the boundary-layer parameters and similarity variable are established (see, e.g., Pade (2003) ). More recently, Yang (2008) presents a non-existence result that places upper and lower bounds on, in essence, the non-dimensional wall shear stress. However, despite the amount of effort dedicated to this problem, this twopoint boundary value problem still lacks a general closed-form solution, and as such, numerical treatments are the most common and valuable route for its study and solution.
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A raft of computational approaches and methodologies have been presented for the solution of the FS equation, see for example Hartree (1937) , Asaithambii (1997) , Asaithambi (1998 Asaithambi ( , 2004b Asaithambi ( , 2005 , Abbasbandy (2007) , Alizadeh et al. (2009) and Zhang and Chen (2009) . The most widely used and 'classical' approach to numerical solution is to reduce the boundary value problem to an initial value problem via a shooting method (see Cebeci and Bradshaw (1977) ; Cebeci and Keller (1971) for a thorough discussion). This involves prescribing known conditions at the wall boundaries along with an estimate for the velocity profile's first derivative at the wall, which is successively refined until known farfield boundary conditions are satisfied. A recent development in shooting methods, presented by Liu et al. (2008) , shows that, in fact, trial imposition of known boundary conditions is not necessary, as they can be formulated as unknowns of the solution procedure. Even so, shooting methods have the significant disadvantage of being more time consuming, as they essentially solve two or more initial value problems during each iteration, Asaithambi (1998) , requiring a larger amount of computational nodes and memory capacity than other approaches. Another equally significant undesirable feature of shooting methods is their known convergence difficulties, which have to be overcome with modifications that significantly increase algorithm complexity, Asaithambi (2004b) .
To circumvent the need for a shooting algorithm, and the attendant difficulties and complexities related to it, finite-difference schemes (FDS) can be applied directly to the Falkner-Skan as a boundary-value problem (i.e. not as an initial-value problem). Asaithambi (1998 Asaithambi ( , 2004a and Elbarbary (2005) applied low-order FDS (to a reduced-derivative-order equation set), and obtained results in excellent agreement with those from shooting methods, despite the low-order approximation of the difference schemes adopted. Results for higher orders of accuracy have been found by Salama and Mansour (2005a,b) where FDS of fourth and sixth order are used to solve steady and unsteady two-dimensional laminar ABCM boundary-layer equations. However, in the works mentioned above, the original third-order boundary-value problem for the FalknerSkan equation is either transformed into a reduced system of a firstand a second-order equation (to be solved by a coupled scheme) or solved using other complex numerical methods, some requiring additional adjustment coefficients to be calculated. In some cases, additional 'fictitious' end points are added, depending on the accuracy and range of applicability of the particular numerical model proposed. Also, in addition to the mathematical complexity often involved, the numerical methods proposed tend to require significant computational time, as noted by Asaithambi (1998) and Salama and Mansour (2005b) .
In the present work, we show how solutions to the original third-order Falkner-Skan boundary value problem (BVP) can be obtained using FDS, without the need for complex and involved mathematical algorithms, and at a relatively low programming and computational cost compared to other approaches of the same accuracy. Moreover, the approach presented in this paper is conceptually less complex, and at the same time able to obtain results with the same precision and bounding error limits as those previously reported. As such, the procedure is instructive and helpful, not just in terms of solutions to the Falkner-Skan equations, but to the direct application of FDS in cases where, normally, either a reduction of derivative order or an addition of fictitious end points would be required.
The paper is structured as follows. In Section 1 the FalknerSkan equation is introduced and briefly discussed as a two-point boundary value problem, along with its characteristic boundary conditions. Section 2 details the modifications performed in the formulation of the Falkner-Skan equation in order to make it suitable to the numerical treatment of this paper. In Sections 3, 4 and 5, two different implementations are presented, the first using direct third-and fourth-order FDS, and the second using a methodology based on high-order-compact finite differences. In Sections 6 to 9 numerical results from the two schemes are presented and their accuracy discussed. Finally, in Section 10, some conclusions are drawn. The Laminar boundary layers exhibiting self-similarity have been the subject of a large body of research as they provide useful insight into many key features of wall-bounded flows, as well as being the basis of approximate methods for calculating more complex, non-similar boundary-layer problems. The Falkner-Skan equation is obtained when a similarity analysis is performed on the two-dimensional, steady, incompressible Navier-Stokes equations for a one-sided bounded flow. The simplified continuity and momentum equations are as follows:
where x is the streamwise and y is the wall-normal coordinate, ρ is the fluid density, ν is the kinematic viscosity, p is the fluid pressure, and u and v are the − x and − y components of velocity, respectively. For the boundary layer, these equations are subject to a simple set of boundary conditions:
where U is the free-stream velocity, which is assumed to be a function of x . In this paper, only walls with non-transpiration and no-slip are considered, hence both components of velocity at the wall are zero. In order to perform a similarity analysis on Eqs. (1) and (2), Falkner and Skan (1931) proposed the following transformation:
and an implicit dimensionless stream function
where ψ is a conventional stream function used to define the twodimensional velocity field:
with the prime symbol denoting a derivative with respect to ξ . Using Eq. (4), Eq. (5) and Eq. (6), the momentum equation (2) can be rewritten, after some algebraic manipulation, as:
where γ is a dimensionless pressure-gradient parameter:
. dx dU U x = γ Note, for zero pressure gradient, when y = 0, Eq. (7) reduces to the Blasius equation. The boundary conditions, Eq. (3), can now be rewritten using definitions for the velocity components given in Eq. (6):
Hartree ( 
where β is the dimensionless pressure-gradient parameter:
. 1 2 + = γ γ β Finally, using Hartree's transformation, the boundary conditions are:
with the prime symbol denoting a derivative with respect to η .
Note that transformations related to similarity analysis such as the one proposed by Falkner and Skan, herein presented, are particularly appropriate for two-dimensional boundary layers. If required, solutions for three-dimensional boundary layers can be obtained by a different transformation to that hereby discussed. Since the primary aim of these methodologies is to reduce the partial differential formulation to ordinary differential by reducing in one the number of spatial variables, then in the three-dimensional case, though slightly different, such transformation will produce a system of two ODEs instead of just one equation, like in the present case. A simple example of such transformation and the system obtained can be found in Hogberg and Henningson (1998) .
Computational Domain Mapping and Problem Definition
The spatial variable η of Eq. (10) Asaithambi (2004b) , Asaithambi (2005) , Cebeci and Keller (1971) and Asaithambi (2004a) . Asaithambi (2005) highlights problems relating to stability and convergence when attempting to directly solve the equation for the entire mapped semiinfinite domain. To avoid this, in the same way as in Asaithambi (1998 Asaithambi ( , 2005 ; Abbasbandy (2007) ; Asaithambi (2004a) ; Salama and Man-sour (2005a), we identify an upper limit value of the variable η , denoted as ∞ η , which allows a normalized finite computational domain to be established. This upper limit can be any value that is sufficiently greater than the (transformed) boundary layer thickness, at which point it is safe to assume the velocity profile asymptotically approaches the free stream limit. However, this upper limit on η is not known a priori, and must, therefore, be made part of the solution, as will be discussed later. 
The boundary conditions are then:
where the prime symbol denotes a derivative with respect to ζ . ABCM As mentioned previously, the value ∞ η is not known a priori, and must be found as part of the computational solution. Given that η ∞ is significantly greater than the boundary-layer thickness (formally defined as the point where u = 0.99U), the function f can be assumed to behave asymptotically. As such we can replace the boundary condition on f ′ , which requires the unknown value of ∞ η , with a boundary condition on the second derivative, i.e.:
After solution, the value of ∞ η is found from the value of f ′ .
The second derivative of f is directly related to the wall shear stress, and is often used to characterize the solution obtained. Coppel (1960) showed that this value is a function of the parameter b for b ≥ 0, and Veldman and Van der Vooren (1980) extended this result for b < 0. It is common to express this relationship as a boundary condition:
where a is a function of b Coppel (1960) .
Method of Solution
Numerical approaches to solving high-order derivates using FDS are limited by the large number of stencil points required for high accuracy. In the case of the Falkner-Skan equation, typically this is overcome by replacing the third-order boundary value problem with a set of two or more ordinary differential equations of a lower derivative order. This approach, though, has a number of difficulties; it requires a more complex algorithm and is somewhat expensive, computationally. Direct substitution of highorder accurate finite-difference expressions into the original thirdorder Eq. (14) , is conceptually, algorithmically and computationally simpler, but this has not been reported previously, presumably because of the lengthy algebraic manipulation arising from the discretization of the non-linear terms. In this paper, however, a direct replacement into the full third-order BVP has been achieved by taking advantage of modern symbolic manipulation software (here we have used MATHEMATICA ® ). The methodology of solution proposed is to generate a direct high-order accurate finite-difference representation of the function f and its derivatives. These expressions are substituted into the FS equations, which are solved using a Taylor-coefficient matching approach, for an initial guess of ∞ η . The value of f ′ at 1 = ζ is then used to provide a corrected value of ∞ η , and the FS equation then resolved; the procedure is continued until a convergence criterion is met. What follows are the descriptions of two approaches that differ only in the finite-difference formula adopted: the first uses explicit third-and fourth-order accurate finite-difference stencils; the second uses an implicitlydefined high-order compact difference scheme. To the authors' knowledge, neither has previously been applied directly to the third-order Falkner-Skan equation in its non-reduced form.
Formulation with an Explicit Third-Order Finite Difference Scheme
The first approach we consider is the use of high-order explicitly-defined difference formulae. For the first-and secondorder derivatives of f , these are fourth-order accurate expressions, obtained using standard Taylor expansions, with 5-point stencils. However, in order to preserve a minimum accuracy of ) ( 3 h O , the third-order derivative was discretized using a 6-point stencil. This selection was chosen to experiment with fourth-order approximations for the equation's non-linear terms, whereas for the linear term f ′ ′ ′ a lower (third) order approximation was used so as not to increase excessively the number of stencil points required. As such, this produces a formulation that is formally third-order accurate; however, as will be demonstrated later, in practice, it exhibits orders of accuracy between 3 and 4 (i.e.
( ) ( ) ( ) 
For the third derivative, an asymmetric 6-point difference formula is used: 
then the non-linear algebraic expression can be expressed as follows: . 0
A forward-sided 4th-order accuracy finite difference formula for the third derivative is given by: ( ). , and letting Y be at least once continuosly differentiable in f (see Deuflhard (2006) ), then a linearization with a general Newton-type method leads to:
where Y J is the Jacobian matrix of Y in f defined by:
which has a pentadiagonal-like structure, except for the first, second and penultimate rows. The general Newton-type method can now be restated as follows: 
This particular root-finding method was selected for its ease of implementation. A convergence criterion is defined, for a previously defined tolerance Z ε , as follows:
Formulation with Fourth-Order Compact Finite Differences
In this section, we describe the method for solving the FalknerSkan equation, Eq. (14), using the implicit compact finite difference schemes presented by Collatz (1966) (and extended by Lele (1992) ).
In such an approach a gain in accuracy is obtained, for the same stencil breadth, by satisfying each individual difference equation at different points, rather than just one as in standard explicit 
This scheme is accurate to fourth-order accuracy with a 5-point stencil, as compared to that adopted in the previous section, which used a 6-point stencil to provide a third-order accurate approximation. Ignoring terms of order greater than or equal to 4 h or derivatives greater than 6th order, the scheme can be simplified to: The actual order of accuracy for each scheme, for each value of b, is inferred using a common stability analysis (see, e.g., Asaithambi (2005) ). As the numerical method used in this work is of a Taylor-series coefficient matching type, the absolute error for α is related to the grid size as follows:
where α is the true value, h α the converged value for a grid size h , C is a proportionality constant and κ is the accuracy order of the approximation, i.e. the remainder after the truncation of the Taylor series in the discrete formula. 
Results for Explicit Third-Order Finite Difference Scheme
The explicit finite difference scheme of Section 4 has been tested using four grid sizes: h = 0.004, h = 0.002, h = 0.00125 and h = 0.001. All numerical tests were performed using prescribed error Table 1 , given to 6 significant figures, alongside values obtained by Salama and Mansour (2005b) and Asaithambi (2005 Asaithambi ( , 2004a . The results obtained with the current explicit formulation are in almost exact agreement with those obtained in previous studies, in most cases coinciding up to 5 significant figures for the full range of b considered. Figure 1 shows normalized velocity profiles obtained using the current explicit scheme, for select values of b, at a grid resolution of h = 0.00125. Visual inspection shows these profiles to be in close agreement with others presented in the literature, e.g., Salama and Mansour (2005b) , Schlichting and Gersten (2000) and Cebeci and Bradshaw (1977) . Close inspection of the data shows that for higher values of b, a smaller ∞ η produces an optimum solution, as noted in the literature (see, e.g., Asaithambi (2005) ; Salama and Mansour (2005b) ). 
Results for Implicit High-Order-Compact Scheme
The implicit compact difference scheme of Section 5 was tested using grid spacing ranging from h = 0.00025 to h = 0.01, as presented in Table 3 . The numerical tests for this scheme were performed with the convergence criteria Results obtained from the implicit compact-difference formulation for h = 0.00025 to h = 0.01 are presented in Table 3 , with values given to six significant figures. It can be seen that results are converged (to the precision presented) for grids as large as Table 4 the results of a numerical check on the order of accuracy of this implicit formulation (in accordance with Eq. (54) The tabulated values verify the fourth-order accuracy of the current implicit scheme. In addition to the basic set of numerical tests outlined above, we have performed a group of calculations to examine some numerical properties of the current scheme, such as bounds of solution validity and convergence characteristics. In the solution procedure described earlier, the value of ∞ , then the solution can be assumed to be valid. This iterative refinement is the standard procedure for solution methods that use ∞ η for normalization, Asaithambi (1998 Asaithambi ( , 2004b Asaithambi ( , 2005 and Abbasbandy (2007) , though the reason and requirement for it has not previously been explicitly discussed. What has also been observed, but not explained, is that a relatively small initial (seed) value of However, although these solutions may be valid (in that they satisfy the far-field boundary condition on f ′ ′ ) they are not necessarily accurate in the boundary layer itself. This is because there is a trade-off, in terms of accuracy, between domain size (a larger one improving the physical model) and resolution throughout the boundary layer. Note, the grid spacing referred to in this paper (and in α , a result from the most refined simulation described above, and that which we will assume, for the purposes of discussing accuracy, to be the correct result in place of an analytical solution. As can be seen from the figure, for all the computational grids considered, the most accurate result (values approaching 1 * = α α ) occurs at a relatively low value of ∞ η , and that this appears at a local minimum in the variation of α with ∞ η .
Progressively refined grids are plotted on the same graph and show a rapid convergence towards 1 * = α α for larger ∞ η . As an alternative to procedures that attempt to minimize ∞ ′ ′ f , we propose that this local minimum in α be sought, which will allow a far greater range of initial seed points to be used and produce a more efficient and better-behaved optimization. The constrained optimization for the local minimum would be formulated, using KKT conditions, as: 
CPU Time and Accuracy
An additional indication of the numerical vantage attained using the high-order-compact scheme compared, particularly, against a conventional second-order finite differences stencil was sought by solving Eq. (14) for b = 0 with different number of nodes and, in both cases, gauging consumed computational time and numerical accuracy. Figure 4 shows a comparison of CPU time consumption per number of nodes for both schemes. Computational cost is nearly same, but with the technique proposed in this work exhibiting a clear slightly lower value. Considering that a smaller number of more intensive iterations were required in the high-order-compact scheme to achieve convergence for a prescribed convergence criterion, in contrast with that larger number of light iterations necessary for the second-order stencil, it is clear that such increased accuracy bring about a speed-up and, therefore, an improvement over traditional schemes.
The speed-up described earlier is accompanied also by another important aspect. For instance, Fig. 5 shows a comparison of the relative error produced per number of nodes for each stencil, where even a more striking result can be appreciated. For the same number of nodes the high-order-scheme attain a much more accurate solution, as naturally expected, and, therefore, requiring much less computational time for the same level of error. Taking into consideration this additional aspect then, if an error level is considered as main objective to satisfy, the superiority of the scheme here employed is even more apparent in order to bring in both computational time saving and accurate solutions. 
Final Discussion and Conclusions
We have presented a computational study of the solution of the Falkner-Skan equation, using high-order and high-order-compact finite differences schemes. Even though the literature contains extensive treatments of the theory behind the solution of differential equations using Taylor-series expansions, Runge-Kutta methods and other semi-analytic methods, there has been a limited use and reporting of direct employment of Taylor-series methods for high orders of accuracy, despite their known advantages over corresponding Runge-Kutta methods of the same order. This is probably due to the perceived complexity involved in evaluating, and simplifying the terms associated with finite difference schemes of higher than second order. In this paper, dispelling this notion, we have presented two straightforward approaches to implementing high-order finite difference approximations directly into a thirdorder nonlinear boundary value problem -the Falkner-Skan equation.
The apparent complexity in dealing with the algebraic terms resulting from the finite difference scheme has been easily overcome by taking advantage of modern symbolic manipulation software. This allows a rapid integration between the problem formulation and the final programming language employed to solve the system of equations. The number of iterations required to find a converged solution was of the same order as those reported in the literature for similar numerical approaches, i.e. methodologies with two steps.
The accuracy and effectiveness of this methodology has been demonstrated by comparing results with previous authors for a range of parameters and physical conditions (e.g. for accelerating, constant and decelerating flows). We have numerically verified that the methods are of at least third-order in the explicit case and fourthorder in the implicit compact-difference scheme. Furthermore, the merit of using higher-order accuracy formulations for the non-linear terms has been demonstrated as greater than third-order accuracy is observed globally.
Finally, a clearer understanding has been established of the numerical behaviour of formulations that seek an optimum physical domain size (for a given computational grid). Based on this, an alternative method is proposed for finding the optimum using knowledge of how the second derivative of the target function at the wall varies with domain size; this will increase the range of initial seed points for which convergence can be achieved in such approaches.
