The variable metric algorithm is a frequently used method for calculating the least value of a function of several variables. However it has been proved only that the method is successful if the objective function is quadratic, although in practice it treats many types of objective functions successfully. This paper extends the theory, for it proves that successful convergence is obtained provided that the objective function has a strictly positive definite second derivative matrix for all values of its variables. Moreover it is shown that the rate of convergence is super-linear.
The Variable Metric Algorithm
THE VARIABLE METRIC ALGORITHM was invented and published by W. C. Davidon (1959) , and now it is one of the most frequently used and most successful techniques for calculating the least value of a differentiable function of several real variables, F(xi, *2, ••• *") say-Therefore, during the last ten years, some attempts have been made to prove the convergence of the method, but this is not easy because the algorithm is intended to be applied to general differentiable functions. This paper proves convergence in the case that F{x\, xz, ... x n ) has continuous second derivatives, and satisfies a strict convexity condition. Previously convergence had been proved only in the very special case when the objective function is exactly quadratic (Davidon, 1959) . Of course we would prefer to have theorems that apply to non-convex functions, but these would be complicated by the possibility of local minima of the objective function. Moreover I believe that in this case it can happen that the variable metric algorithm fails to find any local minimum of F (xi, X2, ••• x H ) , although I have not yet discovered any specific examples.
We use a very basic definition of the variable metric algorithm. The original description (Davidon, 1959) included many empirical devices, so a simpler description was published by Fletcher & Powell (1963) . For our theorems the definition is even more basic, because we suppose that all calculations can be worked out exactly.
The algorithm is iterative, and it requires the evaluation of certain values of F(x\, X2, ... *") and its first derivative vector. To begin the kth iteration we require a vector of variables, \ ik \ the gradient vector at this point, g (t) , and a positive definite symmetric nxn matrix H lk) . Before the first iteration the vector x (1) has to be set by the user of the algorithm, and the matrix H*-1^ is set to some positive definite matrix, for example the unit matrix.
The kth iteration begins by testing the gradient vector g (k) . If it is zero the algorithm finishes, and otherwise the search direction d« = -tfWgW (1) is calculated; note that it cannot be the zero vector. Next the function of one variable <KX) s F(x (t) +Ad (k) ) (2) is considered, and the value of X, X ik) say, that gives the least value of 4>(l) is found. Sometimes A u) does not exist, because (f>'(X) < 0 for all X ^ 0, but we shall see that our conditions on F(x) imply that each value of X ik) is well-defined. The vector of variables that is to be used by the next iteration is set to the value where y ik) is the difference g(« (5) and where the superscript "T" denotes the transpose of a column vector.
It is straightforward to show that formula (4) never requires a division by zero. First we note that the definition of X ik) provides the equations Therefore the first denominator of formula (4) is the expression > 0,
because of the positive defmiteness of H {k) . Secondly we note that the inequalitŷ
implies that A U) / 0. Therefore, using equation (6) again, we find that the second denominator is the expression
Therefore the calculation of // (t+1) from formula (4) is straightforward. Fletcher & Powell (1963) have proved that, because 5 U) ^ 0, this formula has the property that if H ik) is positive definite, then // (i+1) is also positive definite. In the case that F(x) is a positive definite quadratic function, it has been proved that g ( *' = 0 (Davidon, 1959) for some k < n + \, and of course the condition g u> = 0 implies that x (k) is the position of the minimum of F(x). However, when F(x) is not quadratic, the condition g (tl = 0 is usually not obtained, in which case the variable metric algorithm generates an infinite sequence of points x (1) , x (2) , x (3) ,... Many numerical experiments show that this sequence converges very quickly to the position of the minimum of F(x), and now we make this statement firm in a quite general case when the second derivative matrix of F(x) is not constant. Goldfarb (1969) and McCormick & Pearson (1969) have given conditions under which our main convergence theorems would be valid, but in fact the last condition of the second theorem of McCormick & Pearson is not generally satisfied by the variable metric algorithm. Goldfarb shows that convergence can be proved if the eigenvalues of the matrices H w ,k = 1,2 ... (see equation (4)) are bounded away from zero and are bounded above, but an interesting feature of our paper is that it proves convergence of the variable metric algorithm before proving that the matrices H (k) satisfy the conditions stated by Goldfarb. The present ordering of the theorems is not a deliberate method of differing from published work, but it is due to the fact that the given theorems are difficult to establish, and so I have not yet found any other way to prove them.
The conditions on F(x)
This paper proves the convergence of the variable metric algorithm in the case that F(x) has continuous second derivatives, that have the property that there exists a positive constant e such that, for all x, the eigenvalues of the second derivative matrix of F(x) at x are not less than e. In this section we deduce a number of fundamental lemmas from these conditions that are needed to prove the convergence theorems. Proof of Lemma 1. The closure of the set is a consequence of the continuity of the function F(x), and the convexity of the set follows from the fact that F(\) is a convex function. Therefore we just have to prove that the set is bounded.
We let d be any direction through y that is normalized, ||d|| = 1. Here, and throughout this paper, the vector norm is Euclidean. We consider the function of one variable iKA) = F(j+Xd). 
Therefore, because the direction of d is arbitrary, F(x) exceeds F(y) if ||x-y|| > 2 ||g(y) ll/e. Therefore the set of points x satisfying the condition F(x) < F(y) is bounded. Lemma 1 is proved.
An important corollary of the lemma and the fact that the function F(x) is continuous is that the least value of F(x) is attained at some finite point, \ say. Moreover the least value of F(x) is attained at only one point, because in the last paragraph we remarked that F(x) exceeds F(£) if ||x-^|| > 2||g(^)||/e, and the right-hand side of this inequality is zero because g(^) = 0.
Note that the lemma also implies that the parameter i U) , used in equation (3) To bound the ratio ||YII/II8||, we let G(x) be the second derivative matrix of F(x) at x, and note that direct differentiation gives the equation
whence we deduce the identity
Therefore a corollary of the triangle inequality for norms gives the bound llYll < ri|G<y + 08)6||d0
where ||G|| denotes the Euclidean norm of the matrix G. Now Lemma 1 states that the set of points x satisfying the condition F(x) ^ F(x (1) ) is compact, and we have imposed the condition that the elements of G(x) are continuous functions of x. Therefore the number
X is finite. Therefore, because of the convexity of the set {x; F(x) < F(x (1) )}, we deduce from inequalities (17) and (18) 
and obtain the equation
f J o Now the conditions on the second derivatives of F(x) imply that this integrand is not less than e||8|| 2 , so we deduce the inequality,
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Lemma 2 is proved. LEMMA 3. For all vectors x, the inequality
where F(£,) is the least value of F{x).
Proof of Lemma 3. Because the function \j/(6) = F(x + 6{t,-x}) is convex, the inequality
(24) is satisfied. In particular the value 0 = 1 gives the condition
< ||g(x)|| ||$-x||.
(25) Now expression (22) and the Schwarz inequality provide the bound lfc-x|! < Ilg(9-g(x)||/e,
and g(!j) = 0. Therefore Lemma 3 is a consequence of inequality (25) (t) ), and note that the conditions on the derivatives of F(x) imply the inequality \j>"{6) ^ E||8 (t) || 2 . Therefore, because equation (6) shows that i/>'(0) = 0, we deduce the relation
(27) Substituting 6 = 1 gives the result
so by summing over k we obtain the inequality
where F{Q is the least value of F(x). Therefore Z||8 (t) || 2 is convergent, and, because of Lemma 2, E||Y<*>|| 2 is also convergent. The lemma is proved. 
., generated by the variable metric algorithm, converges to t,, which is the position of the least value ofF(x).
Proof of Theorem 1. The proof of the theorem is quite long, because we may not assume that the matrices H {k) (see equation (4)) are uniformly bounded, and we may not assume that their least eigenvalues are bounded away from zero. The method of our proof is to define r (t) to be the matrix [//'*']" \ to work out an expression for the trace of T 1 *', and to show that this expression implies a contradiction unless the sequence of gradients g (t) , k = 1, 2, 3, ..., tends to zero. The expression that we require for the trace of r (i) is derived by a considerable amount of algebra, so it is convenient to simplify our notation. From this point on we may omit the iteration number superscripts, and we will distinguish between (k) and (k +1) by using the superscript "*" in the second case. For example in place of equation (4) we may write First we note that equation (30) implies that the inverse of the matrix H* is the matrix We do not provide the details that justify this statement, because it is easy to verify that the product H*T* is equal to the unit matrix.
Next we express the trace of T* in terms of the trace of I", and obtain from expression (31) the identity
(W The middle two terms of expression (32) simplify in the following way, which uses equations (1), (3), (5), and (6) (5
Now the following identity is valid
To prove it we use equations (4), (5) and (6) to obtain the relation Then we replace Y by (g* -g), and use equations (1), (6) and (7) to deduce the identity Equation (34) and equation (7) provides the inequality (y ir>T H w y U) ) > (g a+1)7 7/ a) g a+1) ). Therefore from expression (41) we deduce the relation <Mk - (43) Therefore at least two thirds of the terms that are summed must satisfy the inequality
for otherwise the left-hand side of expression (43) ) ,j = 1, 2, 3 .... form a sequence that converges to zero. We now consider the numerators of the terms that are summed in expression (39). If Theorem 1 is false, then the limit of the monotonically decreasing sequence F(x<*>), k = 1, 2, 3 ..., exceeds F(£,). Therefore Lemma 3 shows that the numbers ||g (;+1) || 2 , j = 1, 2, 3 ..., are bounded away from zero; say the inequality
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holds. We let A" be an integer such that the right-hand side of expression (44) is less than cfiB for all 7" Js K. Now if we substitute k = ?>K'm expression (39), we find that at least K terms of the summation exceed the value 35, so the inequality is satisfied for at least one value of A:. This inequality was deduced from the assumption that Theorem 1 is false, so we complete the proof of the theorem by showing that the inequality is a contradiction.
The trace of a symmetric matrix is the sum of its eigenvalues, so the trace of a positive definite matrix is an upper bound on the greatest eigenvalue. Therefore the inverse of the trace is a lower bound on the least eigenvalue of the inverse of the matrix. In particular inequality (46) 
. If the objective function F(\) has continuous second derivatives, and if there exists a positive constant e that is not greater than the least eigenvalue of any second derivative matrix of F(x), then there exists a number \i < 1, dependent on x (1) but not on k, such that the sequence of function values -F(x <4)
), k = 1, 2, 3 ..., satisfies the inequality
where % is the position of the least value ofF(x). Proof of Theorem 2. Already we have remarked that the inequality (46) is a contradiction, so from expression (39) we deduce the relation
Therefore, following an argument like the one which was used to deduce inequality (44), we note that for at least two thirds of the integers j = 1,2, ... k the inequality
is satisfied. Therefore the inequalities (44) and (49) are both satisfied for at least one third of the integers, in which case the condition
is obtained, whence from Lemma 3 the inequality
To treat the right-hand side of inequality (51) 
holds. Therefore we find that for one third of the values of j the inequality (53) is obtained. For the remaining values ofy the algorithm ensures that [F(x
, so Theorem 2 is proved, the value of \i in the inequality (47) being the cube root of hj{h +1).
The following lemma is an important consequence of Theorem 2.
Proof of Lemma 5. Equation (28) provides the inequality
and the definition of \ implies that [F(
. Therefore from Theorem 2 we deduce the result which shows that £||8 (t> || is convergent. The lemma is proved. The proofs of Theorems 3 and 4 make frequent use of this lemma. In particular they require the numbers A (57) is that it implies the following lemma.
LEMMA 6. For k = 1, 2, 3, ..., the inequality
IIY -^V^J" II ^ /IJLZX IIO || \p°/
is satisfied, where 8 ( *', y u) and A (k) are defined by equations (3), (5) and (56), and where G{%) is the second derivative matrix of F(x) at \. Proof of Lemma 6. We apply the mean value theorem to equation (16) 
X* = Px
g<*> = (p-i)V*> (64) and JJW = PH w p r (65) where the bars distinguish the second application of the variable metric algorithm. Proof of Lemma 7. Equation (63) and the definition of ^(x) would imply that equations (62) and (64) are valid, and equations (63) and (65) hold for k = 1. Therefore we just have to check that if equations (63) and (65) hold for any value of k, then they also hold for (k +1). In fact it is straightforward to verify that this property is obtained from the definition of the variable metric algorithm, so the lemma is proved.
We now prove Theorem 3, which states that the elements of the matrices F (t) and H {k) do not grow without limit as k tends to infinity, provided that the third derivative of F(x) exists at the minimum point 2j. (x) is such that its second derivative matrix at its minimum point is equal to the unit matrix. Therefore there is no loss of generality in proving Theorem 3 subject to the condition G(Q = /, which we do because this property provides substantial simplifications to the algebra of the proof. In particular we deduce from Lemma 6 the inequality ||Y (t) -8 (t >|| < n LA (t >||8<*>||.
(67) The method of proof that is used to show that the matrices H ik) are bounded is a direct one. From equation (4) 
We now prove this assertion, using the fact that the Euclidean norm of a symmetric matrix is the largest of the absolute values of its eigenvalues. We define the vector 
holds.
We substitute these bounds in the definition (73), and obtain the result m (t > < (1 + IJA <"X1 + nDLA w ).
(81) Therefore, because of inequality (74), to prove the first part of the theorem it is sufficient to show that the product n(l + r/A (it) )(l+n.DLA U) ) is bounded. It is a well known theorem of analysis that this product is finite if the sum ZA ( *' is absolutely convergent.
From equations (55) and (56) we deduce the inequality
Therefore IA U) is convergent, and the first part of Theorem 3 is proved. We also have to prove that the eigenvalues of the matrices H {k) are bounded away from zero. It is sufficient to show that the matrices
.., are uniformly bounded. We apply a direct method like the one we have just used, and we find that we can replace H by T in inequality (74).
To obtain this result we use equation (70) and the boundedness of F, it can be shown that ||7"|| is bounded by a multiple of A (t> , following a method like the one we applied to inequality (75). However to prove Theorem 4 it is necessary to use Frobenius norms of matrices instead of Euclidean norms, in which case ||r|| remains bounded by a multiple of A U) , because the Frobenius norm of an nxn matrix is at most ~Jn times the Euclidean norm. We indicate Frobenius norms by the subscript "F", and we let the bound on ||7" ( * ) || F be Therefore equation (87) some of these meetings, and he showed me the relevance of eigenvalues to the proof of Theorem 3.
