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Abstract. We consider the Hardy–Schro¨dinger operator Lγ := −∆Bn − γV2 on the Poincare´ ball model of
the Hyperbolic space Bn (n ≥ 3). Here V2 is a well chosen radially symmetric potential, which behaves like the
Hardy potential around its singularity at 0, i.e., V2(r) ∼
1
r2
. Just like in the Euclidean setting, the operator
Lγ is positive definite whenever γ <
(n−2)2
4
, in which case we exhibit explicit solutions for the Sobolev
critical equation Lγu = V2∗(s)u
2∗(s)−1 in Bn, where 0 ≤ s < 2, 2∗(s) = 2(n−s)
n−2
, and V2∗(s) is a weight that
behaves like 1
rs
around 0. In dimensions n ≥ 5, the above equation in a domain Ω of Bn containing 0 and
away from the boundary, has a ground state solution, whenever 0 < γ ≤
n(n−4)
4
, and provided Lγ is replaced
by a linear perturbation Lγ − λu, where λ >
n− 2
n− 4
(
n(n− 4)
4
− γ
)
. On the other hand, in dimensions 3
and 4, the existence of solutions depends on whether the domain has a postive “hyperbolic mass,” a notion
that we introduce and analyze therein.
1. Introduction
Hardy–Schro¨dinger operators on manifolds are of the form ∆g − V , where ∆g is the Laplace–Beltrami
operator and V is a potential that has a quadratic singularity at some point of the manifold. For hyperbolic
spaces, Carron [8] showed that, just like in the Euclidean case and with the same best constant, the following
inequality holds on any Cartan–Hadamard manifold M ,
(n− 2)2
4
∫
M
u2
dg(o, x)2
dvg ≤
∫
M
|∇gu|
2 dvg for all u ∈ C
∞
c (M),
where dg(o, x) denotes the geodesic distance to a fixed point o ∈M . There are many other works identifying
suitable Hardy potentials, their relationship with the elliptic operator on hand, as well as corresponding
energy inequalities [2, 3, 9, 13, 15, 16, 20]. In the Euclidean case, the Hardy potential V (x) = 1|x|2 is
distinguished by the fact that u
2
|x|2 has the same homogeneity as |∇u|
2, but also u
2∗(s)
|x|s , where 2
∗(s) = 2(n−s)n−2
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and 0 ≤ s < 2. In other words, the integrals
∫
Rn
u2
|x|2
dx,
∫
Rn
|∇u|2 dx and
∫
Rn
u2
∗(s)
|x|s
dx are invariant
under the scaling u(x) 7→ λ
n−2
2 u(λx), λ > 0, which makes corresponding minimization problem non-compact,
hence giving rise to interesting concentration phenomena. In [1], Adimurthi and Sekar use the fundamental
solution of a general second order elliptic operator to generate natural candidates and derive Hardy-type
inequalities. They also extended their arguments to Riemannian manifolds using the fundamental solution
of the p-Laplacian. In [9], Devyver, Fraas and Pinchover study the case of a general linear second order
differential operator P on non-compact manifolds. They find a relation between positive super-solutions of
the equation Pu = 0, Hardy-type inequalities involving P and a weight W , as well as some properties of the
spectrum of a corresponding weighted operator.
In this paper, we shall focus on the Poincare´ ball model of the hyperbolic space Bn, n ≥ 3, that is the
Euclidean unit ball B1(0) := {x ∈ R
n : |x| < 1} endowed with the metric gBn =
(
2
1−|x|2
)2
g
Eucl
. This
framework has the added feature of radial symmetry, which plays an important role and contributes to the
richness of the structure. In this direction, Sandeep and Tintarev [18] recently came up with several integral
inequalities involving weights on Bn that are invariant under scaling, once restricted to the class of radial
functions (see also Li and Wang [15]). As described below, this scaling is given in terms of the fundamental
solution of the hyperbolic Laplacian ∆Bnu = div Bn(∇Bnu). Indeed, let
f(r) :=
(1− r2)n−2
rn−1
and G(r) :=
∫ 1
r
f(t) dt, (1.1)
where r =
√∑n
i=1 x
2
i denotes the Euclidean distance of a point x ∈ B1(0) to the origin. It is known that
1
nωn−1
G(r) is a fundamental solution of the hyperbolic Laplacian ∆Bn . As usual, the Sobolev space H
1(Bn)
is defined as the completion of C∞c (B
n) with respect to the norm ‖u‖2H1(Bn) =
∫
Bn
|∇Bnu|
2dvgBn . We denote
by H1r (B
n) the subspace of radially symmetric functions. For functions u ∈ H1r (B
n), we consider the scaling
uλ(r) = λ
− 12u
(
G−1(λG(r))
)
, λ > 0. (1.2)
In [18], Sandeep–Tintarev have noted that for any u ∈ H1r (B
n) and p ≥ 1, one has the following invariance
property: ∫
Bn
|∇Bnuλ|
2 dvgBn =
∫
Bn
|∇Bnu|
2 dvgBn and
∫
Bn
Vp|uλ|
p
dvgBn =
∫
Bn
Vp|u|
p
dvgBn ,
where
Vp(r) :=
f(r)2(1− r2)2
4(n− 2)2G(r)
p+2
2
. (1.3)
In other words, the hyperbolic scaling r 7→ G−1(λG(r)) is quite analogous to the Euclidean scaling. Indeed,
in that case, by taking G(ρ) = ρ2−n, we see that G
−1
(λG(ρ)) = λ = λ
1
2−n for ρ = |x| in Rn. Also, note that
G is –up to a constant– the fundamental solution of the Euclidean Laplacian ∆ in Rn. The weights Vp have
the following asymptotic behaviors, for n ≥ 3 and p > 1.
Vp(r) =


c0(n, p)
rn(1−p/2
∗)
(1 + o(1)) as r → 0,
c1(n, p)
(1− r)(n−1)(p−2)/2
(1 + o(1)) as r → 1.
In particular for n ≥ 3, the weight V2(r) =
1
4(n−2)2
(
f(r)(1−r2)
G(r)
)2
∼r→0
1
4r2 , and at r = 1 has a finite positive
value. In other words, the weight V2 is qualitatively similar to the Euclidean Hardy weight, and Sandeep–
Tintarev have indeed established the following Hardy inequality on the hyperbolic space Bn (Theorem 3.4 of
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[18]). Also, see [9] where they deal with similar Hardy weights.
(n− 2)2
4
∫
Bn
V2|u|
2
dvgBn ≤
∫
Bn
|∇Bnu|
2
dvgBn for any u ∈ H
1(Bn).
They also show in the same paper the following Sobolev inequality, i.e., for some constant C > 0.(∫
Bn
V2∗ |u|
2∗
dvgBn
)2/2∗
≤ C
∫
Bn
|∇Bnu|
2
dvgBn for any u ∈ H
1(Bn),
where 2∗ = 2n(n−2) . By interpolating between these two inequalities taking 0 ≤ s ≤ 2, one easily obtain the
following Hardy–Sobolev inequality.
Lemma 1.1. If γ <
(n−2)2
4 , then there exists a constant C > 0 such that, for any u ∈ H
1(Bn),
C
(∫
Bn
V2∗(s)|u|
2∗(s)
dvgBn
)2/2∗(s)
≤
∫
Bn
|∇Bnu|
2
dvgBn − γ
∫
Bn
V2|u|
2
dvgBn ,
where 2∗(s) := 2(n−s)(n−2) .
Note that, up to a positive constant, we have V2∗(s) ∼r→0
1
rs , adding to the analogy with the Euclidean
case, where we have for any u ∈ H1(Rn),
C
(∫
Rn
|u|
2∗(s)
|x|s
dx
)2/2∗(s)
≤
∫
Rn
|∇u|2 dx− γ
∫
Rn
|u|
2
|x|2
dx.
Motivated by the recent progress on the Euclidean Hardy–Schro¨dinger equation (See for example Ghoussoub–
Robert [12, 11], and the references therein), we shall consider the problem of existence of extremals for the
corresponding best constant, that is
µγ,λ(Ω) := inf
u∈H10 (Ω)\{0}
∫
Ω
|∇Bnu|
2
dvgBn − γ
∫
Ω
V2|u|
2
dvgBn − λ
∫
Ω
|u|2 dvgBn(∫
Ω
V2∗(s)|u|
2∗(s)
dvgBn
)2/2∗(s) , (1.4)
where H10 (Ω) is the completion of C
∞
c (Ω) with respect to the norm ‖u‖ =
√∫
Ω
|∇u|2 dvgBn . Similarly to
the Euclidean case, and once restricted to radial functions, the general Hardy–Sobolev inequality for the hy-
perbolic Hardy–Schro¨dinger operator is invariant under hyperbolic scaling described in (1.2), This invariance
makes the corresponding variational problem non-compact and the problem of existence of minimizers quite
interesting.
In Proposition 3.1, we start by showing that the extremals for the minimization problem (1.4) in the class
of radial functions H1r (B
n) can be written explicitly as:
U(r) = c
(
G(r)−
2−s
n−2α−(γ) +G(r)−
2−s
n−2α+(γ)
)−n−22−s
,
where c is a positive constant and α±(γ) satisfy
α±(γ) =
1
2
±
√
1
4
−
γ
(n− 2)2
.
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In other words, we show that
µradγ,0(B
n) := inf
u∈H1r (B
n)\{0}
∫
Bn
|∇Bnu|
2
dvgBn − γ
∫
Bn
V2|u|
2
dvgBn(∫
Bn
V2∗(s)|u|
2∗(s)
dvgBn
)2/2∗(s) (1.5)
is attained by U .
Note that the radial function Gα(r) is a solution of −∆Bnu−γV2u = 0 on B
n\{0} if and only if α = α±(γ).
These solutions have the following asymptotic behavior
G(r)α±(γ) ∼ c(n, γ)r−β±(γ) as r → 0,
where
β±(γ) =
n− 2
2
±
√
(n− 2)2
4
− γ.
These then yield positive solutions to the equation
−∆Bnu− γV2u = V2∗(s)u
2∗(s)−1 in Bn.
We point out the paper [14] (also see [5, 6, 10]), where the authors considered the counterpart of the Brezis–
Nirenberg problem on Bn (n ≥ 3), and discuss issues of existence and non-existence for the equation
−∆Bnu− λu = u
2∗−1 in Bn,
in the absence of a Hardy potential.
Next, we consider the attainability of µγ,λ(Ω) in subdomains of B
n without necessarily any symmetry. In
other words, we will search for positive solutions for the equation

−∆Bnu− γV2u− λu = V2∗(s)u
2∗(s)−1 in Ω
u ≥ 0 in Ω
u = 0 on ∂Ω,
(1.6)
where Ω is a compact smooth subdomain of Bn such that 0 ∈ Ω, but Ω does not touch the boundary of Bn and
λ ∈ R. Note that the metric is then smooth on such Ω, and the only singularity we will be dealing with will be
coming from the Hardy-type potential V2 and the Hardy–Sobolev weight V2∗(s), which behaves like
1
r2 (resp.,
1
rs ) at the origin. This is analogous to the Euclidean problem on bounded domains considered by Ghoussoub–
Robert [12, 11]. We shall therefore rely heavily on their work, at least in dimensions n ≥ 5. Actually, once
we perform a conformal transformation, the equation above reduces to the study of the following type of
problems on bounded domains in Rn:

−∆v −
(
γ
|x|2 + h(x)
)
v = b(x)v
2∗(s)−1
|x|s in Ω
v ≥ 0 in Ω
v = 0 on ∂Ω,
where b is a positive function in C1(Ω) with
b(0) =
(n− 2)
n−s
n−2
22−s
and ∇b(0) = 0, (1.7)
and
hγ,λ(x) = γa(x) +
4λ− n(n− 2)
(1 − |x|2)2
,
MASS AND EXTREMALS ASSOCIATED WITH THE HARDY–SCHRO¨DINGER OPERATOR ON HYPERBOLIC SPACE 5
a(x) = a(r) =


4
r
(
1
1−r
)
+ 4(1−r)2 when n = 3,
8 log 1r − 4 + g4(r) when n = 4,
4(n−2)
n−4 + rgn(r) when n ≥ 5.
(1.8)
with gn(0) = 0, for all n ≥ 4. Ghoussoub–Robert [12] have recently tackled such an equation, but in the
case where h(x) and b(x) are constants. We shall explore here the extent of which their techniques could be
extended to this setting. To start with, the following regularity result will then follow immediately.
Theorem 1 (Regularity). Let Ω ⋐ Bn, n ≥ 3, and γ < (n−2)
2
4 . If u 6≡ 0 is a non-negative weak solution of
the equation (1.6) in the hyperbolic Sobolev space H1(Ω), then
lim
|x|→0
u(x)
G(|x|)α−
= K > 0.
We also need to define a notion of mass of a domain associated to the operator −∆Bn − γV2 − λ. We
therefore show the following.
Theorem 2 (The hyperbolic Hardy-singular mass of Ω ⋐ Bn). Let 0 ∈ Ω ⋐ Bn, n ≥ 3, and γ < (n−2)
2
4 . Let
λ ∈ R be such that the operator −∆Bn −γV2−λ is coercive. Then, there exists a solution KΩ ∈ C
∞
(
Ω \ {0}
)
to the linear problem, 

−∆BnKΩ − γV2KΩ − λKΩ = 0 in Ω
KΩ ≥ 0 in Ω
KΩ = 0 on ∂Ω,
(1.9)
such that KΩ(x) ≃|x|→0 c G(|x|)
α+ for some positive constant c. Furthermore,
(1) If K ′Ω ∈ C
∞
(
Ω \ {0}
)
is another solution of the above linear equation, then there exists a C > 0 such
that K ′Ω = CKΩ.
(2) If γ > max
{
n(n−4)
4 , 0
}
, then there exists mHγ,λ(Ω) ∈ R such that
KΩ(x) = G(|x|)
α+ +mHγ,λ(Ω)G(|x|)
α− + o (G(|x|)α− ) as x→ 0. (1.10)
The constant mHγ,λ(Ω) will be referred to as the hyperbolic mass of the domain Ω associated with
the operator −∆Bn − γV2 − λ.
And just like the Euclidean case, solutions exist in high dimensions, while the positivity of the “hyperbolic
mass” will be needed for low dimensions. More precisely,
Theorem 3. Let Ω ⋐ Bn (n ≥ 3) be a smooth domain with 0 ∈ Ω, 0 ≤ γ < (n−2)
2
4 and let λ ∈ R be such
that the operator −∆Bn − γV2−λ is coercive. Then, the best constant µγ,λ(Ω) is attained under the following
conditions:
(1) n > 4, γ ≤
n(n− 4)
4
and λ >
n− 2
n− 4
(
n(n− 4)
4
− γ
)
.
(2) max
{
n(n−4)
4 , 0
}
< γ <
(n− 2)2
4
and mHγ,λ(Ω) > 0.
As mentioned above, the above theorem will be proved by using a conformal transformation that reduces
the problem to the Euclidean case, already considered by Ghoussoub–Robert [12]. Actually, this leads to the
following variation of the problem they considered, where the perturbation can be singular but not as much
as the Hardy potential.
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Theorem 4. Let Ω be a bounded smooth domain in Rn, n ≥ 3, with 0 ∈ Ω and 0 ≤ γ < (n−2)
2
4 . Let
h ∈ C1(Ω \ {0}) be such that
h(x) = −C1|x|
−θ log |x|+ h˜(x) where lim
x→0
|x|θh˜(x) = C2 for some 0 ≤ θ < 2 and C1, C2 ∈ R, (1.11)
and the operator −∆−
(
γ
|x|2 + h(x)
)
is coercive. Also, assume that b(x) is a non-negative function in C1(Ω)
with b(0) > 0. Then the best constant
µγ,h(Ω) := inf
u∈H10 (Ω)\{0}
∫
Ω
(
|∇u|
2
−
(
γ
|x|2
+ h(x)
)
u2
)
dx
(∫
Ω
b(x)
|u|2
∗(s)
|x|s
dx
)2/2∗(s) (1.12)
is attained if one of the following two conditions is satisfied:
(1) γ ≤ (n−2)
2
4 −
(2−θ)2
4 and, either C1 > 0 or {C1 = 0, C2 > 0};
(2) (n−2)
2
4 −
(2−θ)2
4 < γ <
(n−2)2
4 and mγ,h(Ω) > 0, where mγ,h(Ω) is the mass of the domain Ω associated
to the operator −∆−
(
γ
|x|2 + h(x)
)
.
2. Hardy–Sobolev type inequalities in hyperbolic space
The starting point of the study of existence of weak solutions of the above problems are the following
inequalities which will guarantee that the above functionals are well defined and bounded below on the right
function spaces. The Sobolev inequality for hyperbolic space [18] asserts that for n ≥ 3, there exists a constant
C > 0 such that (∫
Bn
V2∗ |u|
2∗
dvgBn
)2/2∗
≤ C
∫
Bn
|∇Bnu|
2
dvgBn for all u ∈ H
1(Bn),
where 2∗ = 2nn−2 and V2∗ is defined in (1.3). The Hardy inequality on B
n [18] states:
(n− 2)2
4
∫
Bn
V2|u|
2
dvgBn ≤
∫
Bn
|∇Bnu|
2
dvgBn for all u ∈ H
1(Bn).
Moreover, just like the Euclidean case, (n−2)
2
4 is the best Hardy constant in the above inequality on B
n, i.e.,
γH :=
(n− 2)2
4
= inf
u∈H1(Bn)\{0}
∫
Bn
|∇Bnu|
2
dvgBn∫
Bn
V2|u|
2
dvgBn
.
By interpolating these inequalities via Ho¨lder’s inequality, one gets the following Hardy–Sobolev inequalities
in hyperbolic space.
Lemma 2.1. Let 2∗(s) = 2(n−s)n−2 where 0 ≤ s ≤ 2. Then, there exist a positive constant C such that
C
(∫
Bn
V2∗(s)|u|
2∗(s)
dvgBn
)2/2∗(s)
≤
∫
Bn
|∇Bnu|
2
dvgBn for all u ∈ H
1(Bn). (2.1)
If γ < γH :=
(n−2)2
4 , then there exists Cγ > 0 such that
Cγ
(∫
Bn
V2∗(s)|u|
2∗(s)
dvgBn
)2/2∗(s)
≤
∫
Bn
|∇Bnu|
2
dvgBn − γ
∫
Bn
V2|u|
2
dvgBn for all u ∈ H
1(Bn). (2.2)
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Proof. Note that for s = 0 (resp., s = 2) the first inequality is just the Sobolev (resp., the Hardy) inequality
in hyperbolic space. We therefore have to only consider the case where 0 < s < 2 where 2∗(s) > 2. Note that
2∗(s) =
(s
2
)
2 +
(
2− s
2
)
2∗, and so
V2∗(s) =
f(r)2(1− r)2
4(n− 2)2G(r)
(
1√
G(r)
)2∗(s)
=
(
f(r)2(1 − r)2
4(n− 2)2G(r)
) s
2+
2−s
2
(
1√
G(r)
)( s2 )2+( 2−s2 )2∗
=

 f(r)2(1− r)2
4(n− 2)2G(r)
(
1√
G(r)
)2
s
2

 f(r)2(1− r)2
4(n− 2)2G(r)
(
1√
G(r)
)2∗
2−s
2
= V
s
2
2 V
2−s
2
2∗ .
Applying Ho¨lder’s inequality with conjugate exponents 2s and
2
2−s , we obtain∫
Bn
V2∗(s)|u|
2∗(s)
dvgBn =
∫
Bn
(
|u|2
) s
2
V
s
2
2 ·
(
|u|2
∗
) 2−s
2
V
2−s
2
2∗ dvgBn
≤
(∫
Bn
V2|u|
2
dvgBn
) s
2
(∫
Bn
V2∗ |u|
2∗
dvgBn
) 2−s
2
≤ C−1
(∫
Bn
|∇Bnu|
2
dvgBn
) s
2
(∫
Bn
|∇Bnu|
2
dvgBn
) 2∗
2
2−s
2
= C−1
(∫
Bn
|∇Bnu|
2
dvgBn
) 2∗(s)
2
.
It follows that for all u ∈ H1(Bn),∫
Bn
|∇Bnu|
2
dvgBn − γ
∫
Bn
V2|u|
2
dvgBn(∫
Bn
V2∗(s)|u|
2∗(s)
dvgBn
)2/2∗(s) ≥
(
1−
γ
γH
) ∫
Bn
|∇Bnu|
2
dvgBn(∫
Bn
V2∗(s)|u|
2∗(s)
dvgBn
)2/2∗(s) .
Hence, (2.1) implies (2.2) whenever γ < γH :=
(n−2)2
4 . 
The best constant µγ(B
n) in inequality (2.2) can therefore be written as:
µγ(B
n) = inf
u∈H1(Bn)\{0}
∫
Bn
|∇Bnu|
2
dvgBn − γ
∫
Bn
V2|u|
2
dvgBn(∫
Bn
V2∗(s)|u|
2∗(s)
dvBn
)2/2∗(s) .
Thus, any minimizer of µγ(B
n) satisfies –up to a Lagrange multiplier– the following Euler–Lagrange equation
−∆Bnu− γV2u = V2∗(s)|u|
2∗(s)−2
u, (2.3)
where 0 ≤ s < 2 and 2∗(s) = 2(n−s)n−2 .
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3. The explicit solutions for Hardy–Sobolev equations on Bn
We first find the fundamental solutions associated to the Hardy–Schro¨dinger operator on Bn, that is the
solutions for the equation −∆Bnu− γV2u = 0.
Lemma 3.1. Assume γ < γH :=
(n−2)2
4 . The fundamental solutions of
−∆Bnu− γV2u = 0
are given by
u±(r) = G(r)
α±(γ) ∼


(
1
n− 2
r2−n
)α±(γ)
as r → 0,(
2n−2
n− 1
(1− r)n−1
)α±(γ)
as r → 1,
where
α±(γ) =
β±(γ)
n− 2
and β±(γ) =
n− 2
2
±
√
(n− 2)2
4
− γ. (3.1)
Proof. We look for solutions of the form u(r) = G(r)−α. To this end we perform a change of variable
σ = G(r), v(σ) = u(r) to arrive at the Euler-type equation
(n− 2)2v′′(σ) + γσ−2v(σ) = 0 in (0,∞).
It is easy to see that the two solutions are given by v(σ) = σ±, or u(r) = c(n, γ)r−β± where α± and β± are
as in (3.1). 
Remark 3.1. We point out that u±(r) ∼ c(n, γ)r
−β±(γ) as r → 0.
Proposition 3.1. Let −∞ < γ < (n−2)
2
4 . The equation
−∆Bnu− γV2u = V2∗(s)u
2∗(s)−1 in Bn, (3.2)
has a family of positive radial solutions which are given by
U(G(r)) = c
(
G(r)−
2−s
n−2α−(γ) +G(r)−
2−s
n−2α+(γ)
)−n−22−s
= c
(
G(r)
− 2−s
(n−2)2
β−(γ) +G(r)
− 2−s
(n−2)2
β+(γ)
)−n−22−s
,
where c is a positive constant and α±(γ) and β±(γ) satisfy (3.1).
Proof. With the same change of variable σ = G(r) and v(σ) = u(r) we have
(n− 2)2v′′(σ) + γσ−2v(σ) + σ−
2∗(s)+2
2 v2
∗(s)−1(σ) = 0 in (0,∞).
Now, set σ = τ2−n and w(τ) = v(σ)
τ1−n(τn−1w′(τ))′ + γτ−2w(τ) + w(τ)2
∗(s)−1 = 0 on (0,∞).
The latter has an explicit solution
w(τ) = c
(
τ
2−s
n−2β−(γ) + τ
2−s
n−2β+(γ)
)−n−22−s
,
where c is a positive constant. This translates to the explicit formula
u(r) = c
(
G(r)−
2−s
n−2α−(γ) +G(r)−
2−s
n−2α+(γ)
)−n−22−s
= c
(
G(r)
− 2−s
(n−2)2
β−(γ) +G(r)
− 2−s
(n−2)2
β+(γ)
)−n−22−s
.
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
Remark 3.2. We remark that, in the special case γ = 0 and s = 0, Sandeep–Tintarev [18] proved that the
following minimization problem
µ0(B
n) = inf
u∈H1r (B
n)\{0}
∫
Bn
|∇Bnu|
2
dvgBn∫
Bn
V2∗ |u|
2∗
dvgBn
is attained.
Remark 3.3. The change of variable σ = G(r) offers a nice way of viewing the radial aspect of hyperbolic
space Bn in parallel to the one in Rn in the following sense.
• The scaling r 7→ G−1(λG(r)) for r = |x| in Bn corresponds to σ 7→ λσ in (0,∞), which in turn
corresponds to ρ 7→ λρ = G
−1
(λG(ρ)) for ρ = |x| in Rn, once we set G(ρ) = ρ2−n and λ = λ
1
2−n ;
• One has a similar correspondence with the scaling-invariant equations: if u solves
−∆Bnu− γV2u = V2∗(s)u
2∗(s)−1 in Bn,
then
(1) as an ODE, and once we set v(σ) = u(r), σ = G(r), it is equivalent to
− (n− 2)2v′′(σ) − γσ−2v(σ) = σ−
2∗(s)+2
2 v(σ)2
∗(s)−1 on (0,∞); (3.3)
(2) as a PDE on Rn, and by setting v(σ) = u(ρ), σ = G(ρ), it is in turn equivalent to
−∆v −
γ
|x|
2 v =
1
|x|
s v
2∗(s)−1 in Rn.
This also confirm that the potentials V2∗(s) are the “correct” ones associated to the power |x|
−s.
• The explicit solution u on Bn is related to the explicit solution w on Rn in the following way:
u(r) = w
(
G(r)−
1
n−2
)
.
• Under the above setting, it is also easy to see the following integral identities:∫
Bn
|∇Bnu|
2
dvgn
B
=
∫ ∞
0
v′(σ)2 dσ∫
Bn
V2u
2 dvgn
B
=
1
(n− 2)2
∫ ∞
0
v2(σ)
σ2
dσ∫
Bn
Vpu
p dvgn
B
=
1
(n− 2)2
∫ ∞
0
vp(σ)
σ
p+2
2
dσ,
which, in the same way as above, equal to the corresponding Euclidean integrals.
4. The corresponding perturbed Hardy–Schro¨dinger operator on Euclidean space
We shall see in the next section that after a conformal transformation, the equation (1.6) is transformed
into the Euclidean equation

−∆u−
(
γ
|x|2 + h(x)
)
u = b(x)u
2∗(s)−1
|x|s in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(4.1)
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where Ω is a bounded domain in Rn, n ≥ 3, h ∈ C1(Ω \ {0}) with lim
|x|→0
|x|2h(x) = 0 is such that the operator
−∆ −
(
γ
|x|2 + h(x)
)
is coercive and b(x) ∈ C1(Ω) is non-negative with b(0) > 0. The equation (4.1) is the
Euler–Lagrange equation for following energy functional on D1,2(Ω),
JΩγ,h(u) :=
∫
Ω
(
|∇u|2 −
(
γ
|x|2
+ h(x)
)
u2
)
dx
( ∫
Ω
b(x)
|u|2
∗(s)
|x|s
dx
)2/2∗(s) .
Here D1,2(Ω) – or H10 (Ω) if the domain is bounded – is the completion of C
∞
c (Ω) with respect to the norm
given by ||u||2 =
∫
Ω
|∇u|2 dx. We let
µγ,h(Ω) := inf
u∈D1,2(Ω)\{0}
JΩγ,h(u)
A standard approach to find minimizers is to compare µγ,h(Ω) with µγ,0(R
n). It is know that µγ,0(R
n) is
attained when γ ≥ 0, are explicit and take the form
Uε(x) := cγ,s(n) · ε
−n−22 U
(x
ε
)
= cγ,s(n) ·

 ε 2−sn−2 · β+(γ)−β−(γ)2
ε
2−s
n−2 ·(β+(γ)−β−(γ))|x|
(2−s)β−(γ)
n−2 + |x|
(2−s)β+(γ)
n−2


n−2
2−s
for x ∈ Rn \ {0}, where ε > 0, cγ,s(n) > 0, and β±(γ) are defined in (3.1). In particular, there exists χ > 0
such that
−∆Uε −
γ
|x|2
Uε = χ
U
2∗(s)−1
ε
|x|s
in Rn \ {0}. (4.2)
We shall start by analyzing the singular solutions and then define the mass of a domain associated to the
operator −∆−
(
γ
|x|2 + h(x)
)
.
Proposition 4.1. Let Ω be a smooth bounded domain in Rn such that 0 ∈ Ω and γ < (n−2)
2
4 . Let h ∈
C1(Ω \ {0}) be such that lim
|x|→0
|x|τh(x) exists and is finite, for some 0 ≤ τ < 2, and that the operator
−∆− γ|x|2 − h(x) is coercive. Then
(1) There exists a solution K ∈ C∞(Ω \ {0}) for the linear problem

−∆K −
(
γ
|x|2 + h(x)
)
K = 0 in Ω \ {0}
K > 0 in Ω \ {0}
K = 0 on ∂Ω,
(4.3)
such that for some c > 0,
K(x) ≃x→0
c
|x|β+(γ)
. (4.4)
Moreover, if K ′ ∈ C∞(Ω \ {0}) is another solution for the above equation, then there exists λ > 0
such that K ′ = λK.
(2) Let θ = inf{θ′ ∈ [0, 2) : lim
|x|→0
|x|θ
′
h(x) exists and is finite}. If γ > (n−2)
2
4 −
(2−θ)2
4 , then there exists
c1, c2 ∈ R with c1 > 0 such that
K(x) =
c1
|x|β+(γ)
+
c2
|x|β−(γ)
+ o
(
1
|x|β−(γ)
)
as x→ 0. (4.5)
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The ratio c2c1 is independent of the choice of K. We can therefore define the mass of Ω with respect to
the operator −∆−
(
γ
|x|2 + h(x)
)
as mγ,h(Ω) :=
c2
c1
.
(3) The mass mγ,h(Ω) satisfies the following properties:
• mγ,0(Ω) < 0,
• If h ≤ h′ and h 6≡ h′, then mγ,h(Ω) < mγ,h′(Ω),
• If Ω′ ⊂ Ω, then mγ,h(Ω
′) < mγ,h(Ω).
Proof. The proof of (1) and (3) is similar to Proposition 2 and 4 in [12] with only a minor change that
accounts for the singularity of h. To illustrate the role of this extra singularity we prove (2). For that, we
let η ∈ C∞c (Ω) be such that η(x) ≡ 1 around 0. Our first objective is to write K(x) :=
η(x)
|x|β+(γ)
+ f(x) for
some f ∈ H10 (Ω). Note that γ >
(n−2)2
4 −
(2−θ)2
4 ⇐⇒ β+ − β− < 2− θ ⇐⇒ 2β+ < n− θ. Fix θ
′ such that
θ < θ′ < min
{
2+θ
2 , 2− (β+(γ)− β−(γ))
}
. Then lim
|x|→0
|x|θ
′
h(x) exists and is finite.
Consider the function
g(x) = −
(
−∆−
(
γ
|x|2
+ h(x)
))
(η|x|−β+(γ)) in Ω \ {0}.
Since η(x) ≡ 1 around 0, we have that
|g(x)| ≤
∣∣∣∣ h(x)|x|β+(γ)
∣∣∣∣ ≤ C|x|−(β+(γ)+θ′) as x→ 0. (4.6)
Therefore g ∈ L
2n
n+2 (Ω) if 2β+(γ) + 2θ
′ < n + 2, and this holds since by our assumption 2β+ < n − θ and
2θ′ < 2 + θ. Since L
2n
n+2 (Ω) = L
2n
n−2 (Ω)′ ⊂ H10 (Ω)
′, there exists f ∈ H10 (Ω) such that
−∆f −
(
γ
|x|2
+ h(x)
)
f = g in H10 (Ω).
By regularity theory, we have that f ∈ C2(Ω \ {0}). We now show that
|x|β−(γ)f(x) has a finite limit as x→ 0. (4.7)
Define K(x) = η(x)
|x|β+(γ)
+ f(x) for all x ∈ Ω \ {0}, and note that K ∈ C2(Ω \ {0}) and is a solution to
−∆K −
(
γ
|x|2
+ h(x)
)
K = 0.
Write g+(x) := max{g(x), 0} and g−(x) := max{−g(x), 0} so that g = g+ − g−, and let f1, f2 ∈ H
1
0 (Ω) be
weak solutions to
−∆f1 −
(
γ
|x|2
+ h(x)
)
f1 = g+ and −∆f2 −
(
γ
|x|2
+ h(x)
)
f2 = g− in H
1
0 (Ω). (4.8)
In particular, uniqueness, coercivity and the maximum principle yields f = f1 − f2 and f1, f2 ≥ 0. Assume
that f1 6≡ 0 so that f1 > 0 in Ω \ {0}, fix α > β+(γ) and µ > 0. Define u−(x) := |x|
−β−(γ) + µ|x|−α for all
x 6= 0. We then get that there exists a small δ > 0 such that(
−∆−
(
γ
|x|2
+ h(x)
))
u−(x) = µ
(
−∆−
γ
|x|2
)
|x|−α − µh(x)|x|−α − h(x)|x|−β−(γ)
=
−µ (α− β+(γ)) (α− β−(γ))− |x|
2h(x)
(
|x|α−β−(γ) + µ
)
|x|α+2
< 0 for x ∈ Bδ(0) \ {0},
(4.9)
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This implies that u−(x) is a sub-solution on Bδ(0) \ {0}. Let C > 0 be such that f1 ≥ Cu− on ∂Bδ(0). Since
f1 and Cu− ∈ H
1
0 (Ω) are respectively super-solutions and sub-solutions to
(
−∆−
(
γ
|x|2 + h(x)
))
u(x) = 0,
it follows from the comparison principle (via coercivity) that f1 > Cu− > C|x|
−β−(γ) on Bδ(0) \ {0}. It then
follows from (4.6) that
g+(x) ≤ |g(x)| ≤ C|x|
−(β+(γ)+θ′) ≤ C1|x|
(2−θ′)−(β+(γ)−β−(γ))
f1
|x|2
.
Then rewriting (4.8) as
−∆f1 −
(
γ
|x|2
+ h(x) +
g+
f1
)
f1 = 0
yields
−∆f1 −

γ +O
(
|x|(2−θ
′)−(β+(γ)−β−(γ))
)
|x|2

 f1 = 0.
With our choice of θ′ we can then conclude by the optimal regularity result in [12, Theorem 8] that |x|β−(γ)f1
has a finite limit as x→ 0. Similarly one also obtains that |x|β−(γ)f2 has a finite limit as x→ 0, and therefore
(4.7) is verified.
It follows that there exists c2 ∈ R such that
K(x) =
1
|x|β+(γ)
+
c2
|x|β−(γ)
+ o
(
1
|x|β−(γ)
)
as x→ 0,
which proves the existence of a solution K to the problem with the relevant asymptotic behavior. The
uniqueness result yields the conclusion. 
We now proceed with the proof of the existence results, following again [12]. We shall use the following
standard sufficient condition for attainability.
Lemma 4.1. Under the assumptions of Theorem 4, if
µγ,h(Ω) := inf
u∈H10 (Ω)\{0}
∫
Ω
(
|∇u|2 −
(
γ
|x|2
+ h(x)
)
u2
)
dx
( ∫
Ω
b(x)
|u|2
∗(s)
|x|s
dx
)2/2∗(s) < µγ,0(Rn)b(0)2/2∗(s) ,
then the infimum µγ,s(Ω) is achieved and equation (4.1) has a solution.
Proof of Theorem 4: We will construct a minimizing sequence uε in H
1
0 (Ω) \ {0} for the functional J
Ω
γ,h
in such a way that µγ,h(Ω) < b(0)
−2/2∗(s)µγ,0(R
n). As mentioned above, when γ ≥ 0 the infimum µγ,0(R
n)
is achieved, up to a constant, by the function
U(x) :=
1(
|x|
(2−s)β−(γ)
n−2 + |x|
(2−s)β+(γ)
n−2
)n−2
2−s
for x ∈ Rn \ {0}.
In particular, there exists χ > 0 such that
−∆U −
γ
|x|2
U = χ
U2
∗(s)−1
|x|s
in Rn \ {0}. (4.10)
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Define a scaled version of U by
Uε(x) := ε
−n−22 U
(x
ε
)
=

 ε 2−sn−2 ·β+(γ)−β−(γ)2
ε
2−s
n−2 ·(β+(γ)−β−(γ))|x|
(2−s)β−(γ)
n−2 + |x|
(2−s)β+(γ)
n−2


n−2
2−s
for x ∈ Rn \ {0}. (4.11)
β±(γ) are defined in (3.1). In the sequel, we write β+ := β+(γ) and β− := β−(γ). Consider a cut-off function
η ∈ C∞c (Ω) such that η(x) ≡ 1 in a neighborhood of 0 contained in Ω.
Case 1: Test-functions for the case when γ ≤
(n− 2)2
4
−
(2 − θ)2
4
.
For ε > 0, we consider the test functions uε ∈ D
1,2(Ω) defined by uε(x) := η(x)Uε(x) for x ∈ Ω \ {0}. To
estimate JΩγ,h(uε), we use the bounds on Uε to obtain∫
Ω
b(x)
u
2∗(s)
ε
|x|s
dx =
∫
Bδ(0)
b(x)
U
2∗(s)
ε
|x|s
dx+
∫
Ω\Bδ(0)
b(x)
u
2∗(s)
ε
|x|s
dx
=
∫
Bε−1δ(0)
b(εx)
U2
∗(s)
|x|s
dx+
∫
Bε−1δ(0)
b(εx)η(εx)2
∗(s)U
2∗(s)
|x|s
dx
= b(0)
∫
Rn
U2
∗(s)
|x|s
dx+O
(
ε
2∗(s)
2 (β+−β−)
)
.
Similarly, one also has∫
Ω
(
|∇uε|
2 −
γ
|x|2
u2ε
)
dx =
∫
Bδ(0)
(
|∇Uε|
2 −
γ
|x|2
U2ε
)
dx+
∫
Ω\Bδ(0)
(
|∇uε|
2 −
γ
|x|2
u2ε
)
dx
=
∫
B
ε−1δ(0)
(
|∇U |2 −
γ
|x|2
U2
)
dx+O
(
εβ+−β−
)
=
∫
Rn
(
|∇U |2 −
γ
|x|2
U2
)
dx+O
(
εβ+−β−
)
= χ
∫
Rn
U2
∗(s)
|x|s
dx+O
(
εβ+−β−
)
.
Estimating the lower order terms as ε→ 0 gives
∫
Ω
h˜(x)u2ε dx =


ε2−θ
[
C2
∫
Rn
U2
|x|θ
dx+ o(1)
]
if β+ − β− > 2− θ,
ε2−θ log
(
1
ε
)
[C2ωn−1 + o(1)] if β+ − β− = 2− θ,
O
(
εβ+−β−
)
if β+ − β− < 2− θ.
And
−C1
∫
Ω
log |x|
|x|θ
u2ε dx =


C1ε
2−θ log
(
1
ε
) [ ∫
Rn
U2
|x|θ
dx + o(1)
]
if β+ − β− > 2− θ,
C1ε
2−θ
(
log
(
1
ε
))2 [ ωn−1
2
+ o(1)
]
if β+ − β− = 2− θ,
O
(
εβ+−β−
)
if β+ − β− < 2− θ.
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Note that β+ − β− ≥ 2− θ if and only if γ ≤
(n−2)2
4 −
(2−θ)2
4 . Therefore,
∫
Ω
h(x)u2ε dx =


ε2−θ
∫
Rn
U2
|x|θ
dx
[
C1 log
(
1
ε
)
(1 + o(1)) + C2 + o(1)
]
if γ < (n−2)
2
4 −
(2−θ)2
4 ,
ε2−θ log
(
1
ε
)
ωn−1
2
[
C1 log
(
1
ε
)
(1 + o(1)) + 2C2 + o(1)
]
if γ = (n−2)
2
4 −
(2−θ)2
4 .
Combining the above estimates, we obtain as ε→ 0,
JΩγ,h(uε) =
∫
Ω
(
|∇uε|
2
− γ
u2ε
|x|2
− h(x)u2ε
)
dx
( ∫
Ω
b(x)
|uε|
2∗(s)
|x|s
dx
)2/2∗(s)
=
µγ,0(R
n)
b(0)2/2∗(s)
−


∫
Rn
U2
|x|θ
dx
(
b(0)
∫
Rn
U2
∗(s)
|x|s
dx
)2/2∗(s) ε2−θ
[
C1 log
(
1
ε
)
(1 + o(1)) + C2 + o(1)
]
if γ < (n−2)
2
4 −
(2−θ)2
4 ,
ωn−1
2
(
b(0)
∫
Rn
U2
∗(s)
|x|s
dx
)2/2∗(s) ε2−θ log
(
1
ε
)[
C1 log
(
1
ε
)
(1 + o(1)) + 2C2 + o(1)
]
if γ = (n−2)
2
4 −
(2−θ)2
4 ,
as long as β+−β− ≥ 2− θ. Thus, for ε sufficiently small, the assumption that either C1 > 0 or C1 = 0, C2 > 0
guarantees that
µγ,h(Ω) ≤ J
Ω
γ,h(uε) <
µγ,0(R
n)
b(0)2/2∗(s)
.
It then follows from Lemma 4.1 that µγ,h(Ω) is attained.
Case 2: Test-functions for the case when
(n− 2)2
4
−
(2− θ)2
4
< γ <
(n− 2)2
4
.
Here h(x) and θ given by (1.11) satisfy the hypothesis of Proposition (4.1). Since γ > (n−2)
2
4 −
(2−θ)2
4 , it
follows from (4.5) that there exists β ∈ D1,2(Ω) such that
β(x) ≃x→0
mγ,h(Ω)
|x|β−
. (4.12)
The function K(x) := η(x)
|x|β+
+ β(x) for x ∈ Ω \ {0} satisfies the equation:

−∆K −
(
γ
|x|2 + h(x)
)
K = 0 in Ω \ {0}
K > 0 in Ω \ {0}
K = 0 on ∂Ω.
(4.13)
Define the test functions
uε(x) := η(x)Uε + ε
β+−β−
2 β(x) for x ∈ Ω \ {0}
The functions uε ∈ D
1,2(Ω) for all ε > 0. We estimate JΩγ,h(uε).
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Step 1: Estimates for
∫
Ω
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx.
Take δ > 0 small enough such that η(x) = 1 in Bδ(0) ⊂ Ω. We decompose the integral as∫
Ω
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx
=
∫
Bδ(0)
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx+
∫
Ω\Bδ(0)
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx.
By standard elliptic estimates, it follows that limε→0
uε
ε
β+−β−
2
= K in C2loc(Ω \ {0}). Hence
lim
ε→0
∫
Ω\Bδ(0)
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx
εβ+−β−
=
∫
Ω\Bδ(0)
(
|∇K|2 −
(
γ
|x|2
+ h(x)
)
K2
)
dx
=
∫
Ω\Bδ(0)
(
−∆K −
(
γ
|x|2
+ h(x)
)
K
)
K dx+
∫
∂(Ω\Bδ(0))
K∂νK dσ
=
∫
∂(Ω\Bδ(0))
K∂νK dσ = −
∫
∂Bδ(0)
K∂νK dσ.
Since β+ + β− = n− 2, using elliptic estimates, and the definition of K gives us
K∂νK = −
β+
|x|1+2β+
− (n− 2)
mγ,h(Ω)
|x|n−1
+ o
(
1
|x|n−1
)
as x→ 0.
Therefore,∫
Ω\Bδ(0)
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx = εβ+−β−ωn−1
(
β+
δβ+−β−
+ (n− 2)mγ,h(Ω) + oδ(1)
)
Now, we estimate the term
∫
Bδ(0)
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx.
First, uε(x) = Uε(x) + ε
β+−β−
2 β(x) for x ∈ Bδ(0), therefore after integration by parts, we obtain∫
Bδ(0)
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx =
∫
Bδ(0)
(
|∇Uε|
2 −
(
γ
|x|2
+ h(x)
)
U2ε
)
dx
+ 2ε
β+−β−
2
∫
Bδ(0)
(
∇Uε · ∇β −
(
γ
|x|2
+ h(x)
)
Uεβ
)
dx
+ εβ+−β−
∫
Bδ(0)
(
|∇β|2 −
(
γ
|x|2
+ h(x)
)
β2
)
dx
=
∫
Bδ(0)
(
−∆Uε −
γ
|x|2
Uε
)
Uε dx+
∫
∂Bδ(0)
Uε∂νUε dσ
−
∫
Bδ(0)
h(x)U2ε dx+ 2ε
β+−β−
2
∫
Bδ(0)
(
−∆Uε dx−
γ
|x|2
Uε
)
β dx
− 2ε
β+−β−
2
∫
Bδ(0)
h(x)Uεβ dx + 2ε
β+−β−
2
∫
∂Bδ(0)
β∂νUε dσ
+ εβ+−β−
∫
Bδ(0)
(
|∇β|2 −
(
γ
|x|2
+ h(x)
)
β2
)
dx.
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We now estimate each of the above terms. First, using equation (4.2) and the expression for Uε, we obtain∫
Bδ(0)
(
−∆Uε −
γ
|x|2
Uε
)
Uε dx = χ
∫
Bδ(0)
U
2∗(s)
ε
|x|s
dx
= χ
∫
Rn
U2
∗(s)
|x|s
dx+O
(
ε
2∗(s)
2 (β+−β−)
)
,
and ∫
∂Bδ(0)
Uε∂νUε dσ = −β+ωn−1
εβ+−β−
δβ+−β−
+ oδ
(
εβ+−β−
)
as ε→ 0.
Note that
β+ − β− < 2− θ ⇐⇒ γ >
(n− 2)2
4
−
(2− θ)2
4
=⇒ 2β+ + θ < n.
Therefore, ∫
Bδ(0)
h(x)U2ε dx = O
(
εβ+−β−
∫
Bδ(0)
1
|x|2β++θ
dx
)
= oδ
(
εβ+−β−
)
as ε→ 0.
Again from equation (4.2) and the expression for U and β, we get that∫
Bδ(0)
(
−∆Uε dx−
γ
|x|2
Uε
)
β dx = ε
β++β−
2
∫
B
ε−1δ(0)
(
−∆U dx−
γ
|x|2
U
)
β(εx) dx
= mγ,h(Ω)ε
β+−β−
2
∫
B
ε−1δ(0)
(
−∆U dx−
γ
|x|2
U
)
|x|−β− dx+ oδ
(
ε
β+−β−
2
)
= mγ,h(Ω)ε
β+−β−
2
∫
B
ε−1δ(0)
(
−∆|x|−β− dx−
γ
|x|2
|x|−β−
)
U dx
−mγ,h(Ω)ε
β+−β−
2
∫
∂B
ε−1δ(0)
∂νU
|x|β−
dσ + oδ
(
ε
β+−β−
2
)
= β+mγ,h(Ω)ωn−1ε
β+−β−
2 + oδ
(
ε
β+−β−
2
)
.
Similarly, ∫
∂Bδ(0)
β∂νUε dσ = −β+mγ,h(Ω)ωn−1ε
β+−β−
2 + oδ
(
ε
β+−β−
2
)
.
Since β+ + β− + θ = n− (2− θ) < n, we have∫
Bδ(0)
h(x)Uεβ dx = O
(
ε
β+−β−
2
∫
Bδ(0)
1
|x|β++β−+θ
dx
)
= oδ
(
ε
β+−β−
2
)
.
And, finally
εβ+−β−
∫
Bδ(0)
(
|∇β|2 −
(
γ
|x|2
+ h(x)
)
β2
)
dx = oδ(ε
β+−β−).
Combining all the estimates, we get
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∫
Bδ(0)
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx = χ
∫
Rn
U2
∗(s)
|x|s
dx− β+ωn−1
εβ+−β−
δβ+−β−
+ oδ(ε
β+−β−).
So, ∫
Ω
(
|∇uε|
2 −
(
γ
|x|2
+ h(x)
)
u2ε
)
dx =χ
∫
Rn
U2
∗(s)
|x|s
dx+ ωn−1(n− 2)mγ,h(Ω)ε
β+−β− + oδ(ε
β+−β−).
Step 2: Estimating
∫
Ω
b(x)
u
2∗(s)
ε
|x|s
dx.
One has for δ > 0 small∫
Ω
b(x)
u
2∗(s)
ε
|x|s
dx =
∫
Bδ(0)
b(x)
u
2∗(s)
ε
|x|s
dx+
∫
Ω\Bδ(0)
b(x)
u
2∗(s)
ε
|x|s
dx
=
∫
Bδ(0)
b(x)
(
Uε(x) + ε
β+−β−
2 β(x)
)2∗(s)
|x|s
dx+ o(εβ+−β−)
=
∫
Bδ(0)
b(x)
U
2∗(s)
ε
|x|s
dx+ ε
β+−β−
2 2∗(s)
∫
Bδ(0)
b(x)
U
2∗(s)−1
ε
|x|s
β dx
+ o(εβ+−β−)
=
∫
Bδ(0)
b(x)
U
2∗(s)
ε
|x|s
dx+ ε
β+−β−
2
2∗(s)
χ
∫
Bδ(0)
b(x)
(
−∆Uε dx−
γ
|x|2
Uε
)
β dx
+ o(εβ+−β−)
= b(0)
∫
Rn
U2
∗(s)
|x|s
dx+
2∗(s)
χ
b(0)β+mγ,λ,a(Ω)ωn−1ε
β+−β− + o(εβ+−β−). (4.14)
So, we obtain
JΩγ,λ,a(uε) =
∫
Ω
(
|∇uε|
2
− γ
u2ε
|x|2
− h(x)u2ε
)
dx
( ∫
Ω
b(x)
|uε|
2∗(s)
|x|s
dx
)2/2∗(s)
=
µγ,0(R
n)
b(0)2/2∗(s)
−mγ,h(Ω)
ωn−1(β+ − β−)(
b(0)
∫
Rn
U2
∗(s)
|x|s
dx
)2/2∗(s) εβ+−β− + o(εβ+−β−). (4.15)
Therefore, if mγ,h(Ω) > 0, we get for ε sufficiently small
µγ,h(Ω) ≤ J
Ω
γ,h(uε) <
µγ,0(R
n)
b(0)2/2∗(s)
.
Then, from Lemma 4.1 it follows that µγ,h(Ω) is attained. 
Remark 4.1. Assume for simplicity that h(x) = λ|x|−θ where 0 ≤ θ < 2. There is a threshold λ∗(Ω) ≥ 0
beyond which the infimum µγ,λ(Ω) is achieved, and below which, it is not. In fact,
λ∗(Ω) := sup{λ : µγ,λ(Ω) = µγ,0(R
n)}.
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Performing a blow-up analysis like in [12] one can obtain the following sharp results:
• In high dimensions, that is for γ ≤ (n−2)
2
4 −
(2−θ)2
4 one has λ
∗(Ω) = 0 and the infimum µγ,λ(Ω) is
achieved if and only if λ > λ∗(Ω).
• In low dimensions, that is for (n−2)
2
4 −
(2−θ)2
4 < γ, one has λ
∗(Ω) > 0 and µγ,λ(Ω) is not achieved for
λ < λ∗(Ω) and µγ,λ(Ω) is achieved for λ > λ
∗(Ω). Moreover under the assumption µγ,λ∗(Ω) is not
achieved, we have that mγ,λ∗(Ω) = 0, and λ
∗(Ω) = sup{λ : mγ,λ(Ω) ≤ 0}.
5. Existence results for compact submanifolds of Bn
Back to the following Dirichlet boundary value problem in hyperbolic space. Let Ω ⋐ Bn (n ≥ 3) be a
bounded smooth domain such that 0 ∈ Ω. We consider the Dirichlet boundary value problem:

−∆Bnu− γV2u− λu = V2∗(s)u
2∗(s)−1 in Ω
u ≥ 0 in Ω
u = 0 on ∂Ω,
(5.1)
where λ ∈ R, 0 < s < 2 and γ < γH :=
(n−2)2
4 .
We shall use the conformal transformation gBn = ϕ
4
n−2 gEucl, where ϕ =
(
2
1−r2
)n−2
2
to map the problem
into Rn. We start by considering the general equation :
−∆Bnu− γV2u− λu = f(x, u) in Ω ⋐ B
n, (5.2)
where f(x, u) is a Carathe´odory function such that
|f(x, u)| ≤ C|u|
(
1 +
|u|2
∗(s)−2
rs
)
for all x ∈ Ω.
If u satisfies (5.2), then v := ϕu satisfies the equation:
−∆v − γ
(
2
1− r2
)2
V2v −
[
λ−
n(n− 2)
4
](
2
1− r2
)2
v = ϕ
n+2
n−2 f
(
x,
v
ϕ
)
in Ω.
On the other hand, we have the following expansion for
(
2
1−r2
)2
V2 :(
2
1− r2
)2
V2(x) =
1
(n− 2)2
(
f(r)
G(r)
)2
where f(r) and G(r) are given by (1.1). We then obtain that
(
2
1− r2
)2
V2(x) =


1
r2 +
4
r
(
1
1−r
)
+ 4(1−r)2 when n = 3,
1
r2 + 8 log
1
r − 4 + g4(r) when n = 4,
1
r2 +
4(n−2)
n−4 + rgn(r) when n ≥ 5.
(5.3)
where for all n ≥ 4, gn(0) = 0 and gn is C
0([0, δ]) for δ < 1.
This implies that v := ϕu is a solution to
−∆v −
γ
r2
v −
[
γa(x) +
(
λ−
n(n− 2)
4
)(
2
1− r2
)2]
v = ϕ
n+2
n−2 f
(
x,
v
ϕ
)
.
where a(x) is defined in (1.8). We can therefore state the following lemma:
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Lemma 5.1. A non-negative function u ∈ H10 (Ω) solves (5.1) if and only if v := ϕu ∈ H
1
0 (Ω) satisfies

−∆v −
(
γ
|x|2 + hγ,λ(x)
)
v = b(x)v
2∗(s)−1
|x|s in Ω
v ≥ 0 in Ω
v = 0 on ∂Ω,
(5.4)
where
hγ,λ(x) = γa(x) +
4λ− n(n− 2)
(1 − |x|2)2
,
and a(x) is defined in (1.8), and b(x) is a positive function in C1(Ω) with b(0) =
(n− 2)
n−s
n−2
22−s
and ∇b(0) = 0.
Moreover, the hyperbolic operator LB
n
γ := −∆Bn−γV2−λ is coercive if and only if the corresponding Euclidean
operator LR
n
γ,h := −∆−
(
γ
|x|2
+ hγ,λ(x)
)
is coercive.
Proof. Note that one has in particular
hγ,λ(x) = hγ,λ(r) =


4γ
r + 4γ +
4γ−3
(1−r)2 +
4γ
1−rr when n = 3,[
8γ log 1r − 4γ + 4λ− 8
]
+γg4(r) + (4λ− 8)
r2(2−r2)
(1−r2)2 when n = 4,
4(n−2)
n−4
[
n−4
n−2λ+ γ −
n(n−4)
4
]
+γrgn(r) + (4λ− n(n− 2))
r2(2−r2)
(1−r2)2 when n ≥ 5,
(5.5)
with gn(0) = 0 and gn is C
0([0, δ]) for δ < 1, for all n ≥ 4.
Let f(x, u) = V2∗(s)u
2∗(s)−1 in (5.2). The above remarks show that v := ϕu is a solution to (5.4).
For the second part, we first note that the following identities hold:∫
Ω
(
|∇Bnu|
2 −
n(n− 2)
4
u2
)
dvgBn =
∫
Ω
|∇v|2 dx
and ∫
Ω
u2dvgBn =
∫
Ω
v2
(
2
1− r2
)2
dx.
If the operator LB
n
γ is coercive, then for any u ∈ C
∞(Ω), we have 〈LB
n
γ u, u〉 ≥ C‖u‖
2
H10(Ω)
, which means∫
Ω
(
|∇Bnu|
2 − γV2u
2
)
dvgBn ≥ C
∫
Ω
(
|∇Bnu|
2 + u2
)
dvgBn .
The latter then holds if and only if
〈LR
n
γ,φu, u〉 =
∫
Ω
(
|∇v|2 −
(
2
1− r2
)2 (
γV2 −
n(n− 2)
4
)
v2
)
dx
≥ C
∫
Ω
(
|∇v|2 +
(
2
1− r2
)2(
n(n− 2)
4
+ 1
)
v2
)
dx
≥ C′
∫
Ω
(
|∇v|2 + v2
)
dx ≥ c‖u‖2H10(Ω)
,
where v = ϕu is in C∞(Ω). This completes the proof. 
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One can then use the results obtained in the last section to prove Theorems 1, 2 and 3 stated in the
introduction for the hyperbolic space. Indeed, it suffices to consider equation (5.4), where b is a positive
function in C1(Ω) satisfying (1.7) and hγ,λ is given by (5.5).
If n ≥ 5, then lim|x|→0 hγ,λ(x) =
4(n−2)
n−4
[
n−4
n−2λ+ γ −
n(n−4)
4
]
, which is positive provided
λ >
n− 2
n− 4
(
n(n− 4)
4
− γ
)
.
Moreover, since in this case θ = 0, Theorem 4 holds when
γ ≤
(n− 2)2
4
− 1 =
n(n− 4)
4
.
If n = 3, then lim
|x|→0
|x|hγ,λ(x) = 4γ, hence γ needs to be positive. On the other hand, since we use θ = 1,
the first option in Theorem 4 cannot occur and to have positive solutions one needs that the mass mHγ,λ(Ω)
to be positive. We note that the mass mHγ,λ(Ω) associated to the operator L
B
n
γ is a positive multiple of mass
of the corresponding Euclidean operator. In other words, they both have the same sign.
Similarly, for n = 4, we have that lim
|x|→0
hγ,λ(x)
log 1|x|
= 8γ. Hence γ needs to be positive. On the other hand, γ
needs to be less than (4−2)
2
4 − 1 = 0, which is not possible. Hence the first option in Theorem 4 cannot occur,
and again one needs that the mass mHγ,λ(Ω) be positive.
References
[1] Adimurthi, A. Sekar: Role of the fundamental solution in Hardy-Sobolev-type inequalities. Proc. Roy. Soc. Edinburgh Sect.
A 136 (2006), no. 6, 1111–1130.
[2] K. Akutagawa, H. Kumura: Geometric relative Hardy inequalities and the discrete spectrum of Schro¨ dinger operators on
manifolds. Calc. Var. Partial Differential Equations 48 (2013), no. 1-2, 67–88.
[3] L. D’Ambrosio, S. Dipierro: Hardy inequalities on Riemannian manifolds and applications. Ann. Inst. H. Poincare´ Anal.
Non Line´aire. 31 (2014), no. 3, 449–475.
[4] W. Beckner: On Hardy-Sobolev embedding. arXiv:0907.3932v1 (2009).
[5] M. Bhakta, K. Sandeep: Poincare´-Sobolev equations in the hyperbolic space. Calc. Var. Partial Differential Equations 44
(2012), no. 1-2, 247–269.
[6] M. Bonforte, F. Gazzola, G. Grillo, J. L. Va´zquez: Classification of radial solutions to the Emden-Fowler equation on the
hyperbolic space. Calc. Var. Partial Differential Equations 46 (2013), no. 1-2, 375–401.
[7] L. Caffarelli, R. V. Kohn, L. Nirenberg: First order interpolation inequalities with weights. Compositio Math. 53 (1984),
no. 3, 259–275.
[8] G. Carron: Ine´galite´s de Hardy sur les varie´te´s riemanniennes non-compactes. J. Math. Pures Appl. (9). 76 (1997), no. 10,
883–891.
[9] B. Devyver, M. Fraas, Y. Pinchover: Optimal Hardy weight for second-order elliptic operator: an answer to a problem of
Agmon. J. Funct. Anal. 266 (2014), no. 7, 4422–4489.
[10] D. Ganguly, K. Sandeep: Sign changing solutions of the Brezis-Nirenberg problem in the Hyperbolic space. Calc. Var. Partial
Differential Equations 50 (2014), no. 1-2, 69–91.
[11] N. Ghoussoub, F. Robert: Sobolev inequalities for the Hardy–Schro¨dinger operator: Extremals and critical dimensions.
Bull. Math. Sci. 6 (2016), no. 1, 89–144.
[12] N. Ghoussoub, F. Robert: The Hardy-Schro¨dinger operator with interior singularity: The remaining cases. Calc. Var.
Partial Differential Equations 56 (2017), no. 5, Art. 149, 54 pp.
[13] I. Kombe, M. Ozaydin: Improved Hardy and Rellich inequalities on Riemannian manifolds. Trans. Amer. Math. Soc. 361
(2009), no. 12, 6191–6203.
[14] G. Mancini, K. Sandeep: On a semilinear equation in Hn. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 7 (2008), no. 4, 635–671.
[15] P. Li, J. Wang: Weighted Poincare´ inequality and rigidity of complete manifolds. Ann. Sci. Ec. Norm. Super. (4) 39 (2006),
no. 6, 921–982.
[16] Y. Pinchover, K. Tintarev: A ground state alternative for singular Schro¨dinger operators. J. Funct. Anal. 230 (2006), no.
1, 65–77.
MASS AND EXTREMALS ASSOCIATED WITH THE HARDY–SCHRO¨DINGER OPERATOR ON HYPERBOLIC SPACE 21
[17] P. Quitnner, P. Souplet: Superlinear parabolic problems. Blow-up, global existence and steady states. Birkha¨user Advanced
Texts: Basler Lehrbu¨cher. Birkha¨user Verlag, Basel, 2007.
[18] K. Sandeep, C. Tintarev: A subset of Caffarelli–Kohn–Nirenberg inequalities in the hyperbolic space HN . Ann. Mat. Pura
Appl. (4) 196 (2017), no. 6, 2005–2021.
[19] J. L. Vazquez: Fundamental solution and long time behaviour of the porous medium equation in hyperbolic space. J. Math.
Pures Appl. (9) 104 (2015), no. 3, 454–484.
[20] Q. Yang, D. Su, Y. Kong: Hardy inequalities on Riemannian manifolds with negative curvature. Commun. Contemp. Math.
16 (2014), no. 2, 1350043, 24 pp.
