For a class of (n+1)-dimensional manifolds of hyperbolic type, the spectral measure is described in terms of Poisson kernels. This implies that the spectrum is absolutely continuous and it is contained in [n 2 /4, +∞).
Introduction
Let M be an (n + 1)-dimensional manifold of hyperbolic type. The manifold M is topologically of the form X×R The boundary manifolds X we deal with are either compact or non-compact, complete and with bounded geometry. If X is compact we say that it belongs in the class BM 1 (n). If X is non-compact and 0 Ric (X) < +∞, we assume that the volume |B(x, r)| of the ball B(x, r) satisfies: |B(x, r)| c(x)r 1+ε , for some ε > 0, if r > 1. We say that X ∈ BM 2 (n). Finally, if −∞ < Ric (X) < 0, we also assume that the bottom of the spectrum E of −∆ X is strictly positive. We say that X ∈ BM 3 (n). The union of the above classes of boundary manifolds is denoted by BM (n).
Manifolds of hyperbolic type are natural generalizations of the upper half-space model H n+1 of the hyperbolic space. Such manifolds were introduced and studied in [5, 18, 19] . It is worth mentioning that these manifolds are in general of non bounded geometry (see Remark 3 of Section 3).
The Laplace operator −∆ M is written as
y + (n − 1)y∂ y , where ∆ X is the Laplace operator on X.
In this paper we develop an L 2 spectral theory of −∆ M under the assumption that X ∈ BM (n). Our approach is based on the Poisson kernels Q s (w, x 1 ), s ∈ C, w = (x, y) ∈ M, x 1 ∈ X, we introduced in [15] . We notice that the case when X is compact is also treated in [19] by a different method.
The L 2 spectral theory of hyperbolic manifolds is investigated in [13, 14, 20, 21] .
The results of the present work allow us to produce in [16] the L p spectral theory for manifolds of hyperbolic type. We note that the L p spectral theory for Kleinian groups is investigated in [6] for symmetric spaces in [12] and for manifolds of bounded geometry in [9] .
In Section 3 we prove Theorem 1. If X ∈ BM (n), the following hold: (i) the spectral measure of M is Lebesgue and given by
(ii) the spectrum of −∆ M is absolutely continuous; it is described by the Poisson kernels and it is contained in [n 2 /4, +∞).
In the proofs we have restricted ourselves in the case when X ∈ BM 2 (n)BM 3 (n). The compact case can be treated in a similar way [17] .
The Poisson kernels and related formulas
In [15] , the Poisson kernels Q s (w, x 1 ) are introduced for a larger class of manifolds of hyperbolic type. In the present case, they are given by the integral
where K X (t, x, x 1 ) is the heat kernel of the boundary manifold X and the subordination measure µ y,s (t), t > 0, is given [15, example 16] by
If X ∈ BM 3 (n), the Poisson kernels are defined for all s ∈ C, since
for all t > 0, where r = min 1,
, E is the bottom of the spectrum of −∆ X and |B(x, r)| is the volume of the ball B(x, r) ([2, theorem 3]).
If X ∈ BM 2 (n), the Poisson kernels are defined for Re (s) < (n + 1)/2, since
for all t > 0 [3, 11] , and
by our assumption. We note that if Ric (X) 0, then (2·4) is replaced by |B(x, t)| > c(x)t, for t > 1. This follows from the volume estimate of [1] (see also [8] ). If X ∈ BM 2 (n) BM 3 (n), then X is stochastically complete [23, 24] , i.e.
In [15, theorem 1] , combined with example 16, it is shown that if X ∈ BM (n), the Poisson kernels are generalized eigenfunctions of the Laplacian −∆ M .
The following proposition will be used in Section 3 for the computation of the resolvent kernel.
is absolutely convergent. Moreover,
Proof. Let us begin with the case X ∈ BM 3 (n). We prove first that the integral in (2·6) is absolutely convergent. Using (2·1), and the semigroup property of the heat kernel, it suffices to show that 
Using that 2t yy 1 dt + c 2
since the first integral is convergent because of the factor e − y 2 +y 2 1 4t
, while the second because of e −Et . Finally, a computation similar to the one we used to compute J in terms of K 0 , allow us to prove (2·7).
If X ∈ BM 2 (n), the integral J above is still convergent. Indeed, the only change in the proof is located in (2·10) where the last integral is replaced by
by the estimates (2·3) and (2·4).
The spectral resolution of the Laplacian
In this section we prove Theorem 1. We first compute the bottom of the spectrum
The proof is based on Lemma 4·4 and Theorem 3·1 of [4] and is omitted.
is absolutely convergent and equal to the absolutely convergent integral:
Proof. Let us begin with the case X ∈ BM 3 (n). We show first that the integral r α (w, w 1 , t) is absolutely convergent. If s = n/2+iu, then, according to Proposition 2, it suffices to show that 
(3·3) For the computation of r α (w, w 1 , t) we use Proposition 2 to replace the integral over X by the right-hand side of (2·7). Then, since the integral in (3·1) is absolutely convergent, we can compute first the integral in s. So,
Now, using the power series definition of
, for r real and large. Therefore, one can easily check that, thanks to the factor e −αs(n−s) , J 1 (s) is absolutely convergent on the line Re (s) = n/2 and the semi-circle n/2 + re iθ , −π/2 θ π/2. Similarly, J 2 (s) is absolutely convergent on the line Re (s) = n/2 and the semi-circle n/2 + re iθ , π/2 θ 3π/2. So, they can be computed by the residue theorem. We find that
(yy 1 /2τ ). We now show that J α (w, w 1 , t) defined in (3·2) is absolutely convergent. We note first that the integral in (3·2) does not depend on α, so J 0 (w, w 1 , t) is well defined and satisfies J α (w, w 1 , t) = e −αt(n−t) J 0 (w, w 1 , t). Therefore it is sufficient to show that J 0 (w, w 1 , t) is absolutely convergent.
If and I 4 < +∞ due to the factor τ n 2 −Re (t)−1 . The other cases are treated in a similar way. If X ∈ BM 2 (n), the proof above still works since the estimate
allows us to show that the integrals r α (w, w 1 , t) and J 0 (w, w 1 , t) are absolutely convergent. Indeed, we have to replace the last integral in (3·3) by < ∞.
in the sense of distributions.
Proof. For any b > a > 0, we set
Moreover, using that 
This completes the proof since J a,b → J 0 and −∆ M is a continuous operator on the space of distributions.
Proof. (i) Using the expression (3·2) for J 0 (w, w 1 , t) and the estimates (3·4) of the Bessel function I ν , we get that
By (2·5) we have 
If we make the substitution ρ = τ −1 and subsequently ρ = 2λ/yy 1 we obtain that (ii) Using the Minkowski inequality for integrals [22, appendix A] , and the semigroup property of K X (τ, x, x 1 ) we get 
, it follows from Lemma 6(ii), that R(t)f is defined a.e. as function of w and belongs to L ∞ (M ).
Remark 2. From Proposition 4, it follows that if w w 1 , then t → r(w, w 1 , t) is an analytic function in the half-plane Re(t) > n/2. 
As it is already shown in Lemma 6(i), w → Φ(w, w 1 , t 0 ) belongs to L 1 (M ) and claim (i) follows as in [10, theorem 2, p. 414]. The proof of claim (ii) is similar since by Lemma 6(ii), w → Φ(w, w 1 , t 0 ) belongs to L 2 (M ).
We summarize the above results in the following theorem.
Theorem 8. X ∈ BM (n), then for Re (t) > n/2 the following hold:
, is an analytic function of t and satisfies the resolvent equation:
. as a function of w and defines a function in L ∞ (M ). Moreover, R(t)f satisfies (3·8) in the weak sense and t → R(t)f, g , g ∈ C
∞ 0 (M ), is analytic.
Proof. (i) From the Remark 1 we get that R(t)f ∈ L
∞ (M ) and (3·8) follows from Proposition 5. The analyticity of t → R(t)f (w) follows from Lemma 7(i).
(ii) According to Lemma 6(ii), R(t) is a Carleman operator if Re (t) > n/2 and the result follows from Proposition 5 and Lemma 7(ii).
Proof of Theorem 1. For any α > 0 and Re (t) > n/2, let R α (t) be the operator with kernel r α (w, w 1 , t) defined in formula (3·1) of Section 3. By Proposition 4, r α (w, w 1 , t) = J α (w, w 1 , t) = e −αt(n−t) J 0 (w, w 1 , t),
where J α (w, w 1 , t) is defined in (3·2) for any α 0. So, according to Lemma 6(ii), R α (t) is bounded on L 2 (M ). Further, according to Proposition 5 and Theorem 8(ii), J 0 (w, w 1 , t) is the kernel of the resolvent operator R(t). So, using (3·9), we get that for any f, g ∈ L 2 (M ), R α (t)f, g = e −αt(n−t) R(t)f, g = e −αt(n−t)
where de s(n−s) is the spectral measure of the operator −∆ M given by the spectral theory of self adjoint operators. Since by Proposition 2, the bottom of the spectrum E M is equal to n 2 /4, de s(n−s) is supported on the line Re (s) = n/2. On the other hand, using that the integral in the expression (3·1) of r α (w, w 1 , t) is absolutely convergent, we have that for any f, g ∈ L 2 (M ), 
