I discuss how a quantum annealer may be employed for an inference task of finding the likely lowest energy state for a system of qubits with uncertainty values for the state of individual qubits and clusters of qubits depending on the structure of the driver Hamiltonian. These calls to an annealer can be used as a computational primitive for hybrid computations. In particular, such a computational primitive can be used quite naturally as a directed mutation engine for genetic algorithms. I discuss how this can be done, as well as other ways in which such annealer calls can be applied to solving problems. I further discuss the practicality of implementing such a protocol on real devices, and furthermore demonstrate that these methods are compatible with many of the current efforts by others to improve the performance of annealers, including the use of non-stoquastic drivers, synchronizing freeze times for individual bits, and belief propagation techniques which allow problems to be solved which do not fit on the hardware graph.
Introduction
The quantum Annealing Algorithm (QAA) [1] has been demonstrated as a promising candidate for a vast number of potential real world problems. All of the potential applications are too numerous to list here, but include fields as diverse as aerospace [2] , machine learning [3] , pure computer science [4] , and economics [5] . In this manuscript, I propose an alternative way of using quantum annealers to solve problems. The QAA as it is usually structured starts from a superposition state of all possible solutions. The system is then annealed such that quantum fluctuations are introduced through competition between an Ising model problem Hamiltonian, with field variables h i and coupler variables J i j and a non-commuting driver Hamiltonian. Tunneling mediated by these fluctuations is then driven by a low temperature thermal bath. One example of such a system is the transverse field Ising model, which is currently implemented on the annealers produced by D-Wave Systems Inc. The reason such drivers are of interest is that they are able to introduce a sign problem in quantum Monte Carlo simulations if no basis exists for which all off diagonal terms are negative [7, 8] . No other method is known for large scale low temperature simulations of these so-called non-stoquastic Hamiltonians [9] .
As I previously mentioned, the QAA as it is currently formulated starts from an equal superposition of all classical solutions, meaning that there is no way to incorporate existing knowledge about the solution, either from previous annealing runs or from different algorithms. One way around this problem is to use algorithms based on local searches around a candidate solution rather than global searches which start from a superposition of all classical solutions [10, 11] 1
In this paper I examine ways in which these hybrid algorithms can be extended by annealing the qubits independently. Such additional freedom allows for the annealer to accept individual uncertainty values for each bit, or cluster of bits in the case of multi-body drivers. I explain how this uncertainty can be understood quantitatively by first drawing a parallel between uncertainty and temperature using the seminal work of Nishimori [12, 13, 14] , and then, as was discussed in [11] relating this to the strength of driver Hamiltonians.
I further explain how these individual certainty values can naturally be used to construct a directed mutation engine for genetic algorithms [15, 16, 17] . The idea of using an annealer for genetic algorithms is not new, [2] experimentally demonstrated that a D-Wave device can successfully aid these algorithms in finding optimal radar waveforms. The method I propose however is completely general, and only requires that an annealer be able to realize a problem Hamiltonian, rather than a more complex directed mutation Hamiltonian.
The structure of this paper is as follows. In Sec. 2 I discuss the abstract idea of an inference primitive, a computational element which takes candidate bit values and associated uncertainties, and returns new candidate solutions and discuss some simple algorithms. In Sec. 3 I discuss how such a computational primitive can be constructed from an annealer, and quantitatively relate the parameters of the annealer to uncertainty values. In Sec. 4 I discuss in detail how annealer based algorithms can be constructed, followed by a brief discussion in Sec. 5 about how these methods can be combined with belief propagation methods which allow for problems to be solved which do not fit into the hardware graph. After that I lay out the details of how protocols can be implemented in hardware to create an inference primitive in Sec. 6, and briefly discuss the feasibility of such constructions in Sec. 7. Finally in Sec. 8 I conclude with some overall discussion.
Inference Primitive
Let us now consider a high level description of a subroutine Φ which performs a guided search of an energy landscape based on known information about likely solutions. I will call such a subroutine an inference primitive, as it will try to infer the correct solution based on input information. I will discuss in Sec. 3 in a general sense how an annealer Hamiltonian can be thought of as approximating such a computational primitive. Later in Sec. 6, I will describe the actual protocol to perform such a task with an annealer.
Mathematically we define such an operation as receiving three lists. Firstly, it contains a list {Q} such that Q i ∈ {1, 0} → {−1, 1} of length N bit which gives a list of candidate bit values, secondly a list of lists of variables {S} of length k ≥ N bits where each element S i contains a non-empty list of bits of length m k , and finally a list of {P } where P i ∈ [0, 0.5] where P i represents the probability that the actual solution is closer to the S i than its logical converse ¬S i , such that P i = 0 indicates that this fact is known with certainty, while P i = 0.5 indicates no information about which is closer.
The outputs of Φ meanwhile will be a list of N out solution candidates {G} which may contain the same candidate multiple times. Because the optimization problem can be expressed as a Hamiltonian, the relative merit of a solution G i can be expressed in terms of an energy E i which can be efficiently calculated.
A simple incarnation of such an inference primitive is to set k = N bits and S i = i∀i ∈ {1...N bit } in this case the list {P } is a list of certainties for the values of each bit. To build a directed mutation engine from such a primitive given two solution candidates (for instance the two lowest energy guesses from two previous calls to the primitive) which we wish to hybridize, we can compare the value of each of the bits. If the bit values agree then we use the agreeing bit value as a guess and assign a heuristically chosen probability P i = P wrong that this guess for the bit value is incorrect. If the two bit values disagree, then we instead assign P i = 1/2 to indicate that the bit value is unknown. The effect of this protocol is to produce guesses which are likely to keep the common features of the two initial guesses, but which ignore the bitwise differences. There are of course many more complicated methods which can be devised, which I will discuss in Sec. 4. This simple method is meant to act as a proof of principle for the idea.
In addition to the simple genetic algorithm application given in the previous paragraph, such an inference primitive can be used to guess a solution based on a list of solution candidates {G}. This can be achieved by producing new solution candidates based on an average of {G} which is weighted by the energy of each of these candidates, for instance a Boltzmann distribution. Such a choice leads to
where
} is a set of unique solution candidates, {E (u) } are the associated energies, and T is a heuristically defined temperature. This method produces new solution 2
Figure 1: Example of an abstract depiction of the use of an inference primitive for calculations. Other computations F create inputs (blue) consisting of {Q, S, P } from zero or more outputs of previous calls to the inference primitive Φ (black lines). To represent initialization with the QAA for instance,
candidates based on the information from the high quality solutions of the previous set, with a weighting for quality set by T . Using this method, a set of solution candidates can be refined based on the behavior of the highest quality solutions in the set.
Many other possibilities for algorithms exist, and I will discuss more of these in Sec. 4, but for now I will lay out the general mathematical framework for computations based on an inference primitive. Such calculations contain two fundamental components, firstly the one already mentioned the the inference primitive Φ, which takes {Q, S, P } as inputs and outputs {G} the second component are all of the other computations. I will label each of these F , which takes an input X containing zero or more sets of {G} and outputs a set of {Q, S, P } to input into an inference primitive. These calculations can be represented visually as in Fig. 1 .
Annealer as an Inference Primitive
Now that I have laid out the basic principle of what an inference primitive is and how it can be used in computation, I will discuss how this abstract concept relates to physical annealers on a conceptual level, reserving discussion of actual protocols for Sec. 6. Let us first consider the transverse field
Ising model, as defined in Eq. (2). Qualitatively, a stronger transverse field on a qubit implies an increased likelihood that the qubit will be flipped, indicating that this parameter is appropriate to encode the probability that a trial qubit state is correct. I show that using appropriate mathematical tools, this relationship can be made quantitative, admitting a direct approximate correspondence between transverse field strength and a certainty value defined in the way P i is defined in the previous section.
To start with, I make use of the fact that it has been numerically demonstrated that quantum fluctuations moderated by a transverse field can be used as a proxy for thermal fluctuations for inference problems [18] . In this spirit I define an effective temperature related to a transverse field strength (set by s ′ ) as was done in [11] by diagonalizing analytically the Hamiltonian at the appropriate point in the annealing schedule with a "problem" Hamiltonian consisting of a single bit Hamiltonian with a longitudinal field of unit strength,
This ratio is than compared to a Boltzmann distribution, and the equation inverted to solve for temperature. This approach yields
. (6) Now I use the seminal result by Nishimori [12, 13, 14] that a temperature can be related to an error probability via the Nishimori temperature, T N . This relationship is mathematically rigorous and is the underlying principle behind maximum entropy inference, which has many practical applications [19, 20, 21, 22, 23, 24, 25] . To leverage this result, I set T ef f = T N leading to
By inverting this equation I obtain the approximate certainty value,
This quantitiative relationship allows a direct definition of the certainty values defined in {P } in Sec. 2 in terms of real device parameters. Expressed in these term, the algorithms in [11] assign the same probability of being incorrect to every bit value.
This concept easily generalizes to muti-body terms, the strength of a driver term in the form 3
determines the probability that the overall cluster orientation S i is closer to the optimal bit configuration than its negation ¬S i as will be discussed in greater detail in Sec. 4 .
Thus far I have assumed that the annealer is exposed to a bath with a temperature which is low compared with the relevant energy scales, A(s ′ ) and B(s ′ ). However, this may not be the case in a real annealer. If we assume the action of thermal and quantum fluctuations are independent, then the effective temperature will be related to the effects of thermal and quantum fluctuations added in quadrature,
Where T phys is the physical temperature. Carrying this result through, we arrive at,
(10) It is worth discussing briefly a special subclass of problem Hamiltonians for which h i = 0∀i in Eq.
(1). For the quantum annealing algorithm the mean orientation of a bit is zero σ z i = 0 and similarly for any cluster of bits j∈Qi σ z j = 0 by the fact that these Hamiltonians have a Z 2 symmetry with respect to flipping all of the qubits. However, the candidate solution breaks this symmetry, meaning that the method of solution refinement described in Sec. 3 is still valid for this class of problem Hamiltonians. If multiple annealer outputs are being combined for such a problem Hamiltonian, then the choice of global gauge for combining these outputs in the function F should be chosen as the one which yields the highest correlation between the candidates.
Annealer Algorithms
Let us now discuss in more detail how to construct algorithms based on inference primitives constructed from annealers. I will first discuss the possibility of using repeated calls to an annealer based inference primitive to improve a solution, and then I will discuss more general methods of combining multiple outputs. Finally, I will briefly mention how these techniques may be combined with those discussed in [11] .
As I have pointed out already in Sec. 2, energy weighted statistics from a previous output may be used to refine inference in a later call to an inference primitive. A simplified version of such protocols which makes use of the quantum annealing algorithm has actually already been experimentally implemented [26] and shows promise in improving solution quality. This protocol is based on effectively 'fixing' the value of individual qubits by removing the qubits which are to be 'fixed' from the computation and replacing their interactions with other qubits with appropriate fields. This corresponds to setting P = 0 for a subset of the qubits. The rest of the qubits are annealed normally, corresponding to P = 1/2. In [26] , the bits are fixed based on whether or not the qubit values are the same within all observed states below an 'elite threshold' of energy.
A disadvantage of this simplified method is that it requires one to be conservative with which qubits are fixed, if a qubit is fixed in the with the wrong value, than it is not possible to solve the problem. In contrast, if a bit is assigned P > 0, than it is possible that an incorrect assignment can be corrected, therefore allowing the use of evidence which suggests, even weakly, what a qubit value should be.
As for how to decide the values of {S, P }, there are multiple possibilities. Firstly, as I have already discussed in Sec. 2, outputs from a previous call may be reweighted using Boltzmann type factors. This method has the advantage that the temperature parameter in the reweighting can be tuned to determine the relative weight of lower energy candidates. This parameter itself could be decreased in consecutive runs to construct a sophisticated analogue of a simulated annealing algorithm.
First considering single bit drivers, where all Q i consist of exactly one spin, another option is to simply assign
based on unweighted averages of the (nonunique) outputs where δ is the Kronecker delta. Annealer outputs should already generally favour lower energy states, therefore this unweighted average over a qubit or cluster of qubits on these candidates should give reliable information about the certainty of a bit value.
One can also take inspiration from the work of [26] and generalize the idea of an elite threshold,
where Θ is the Heaviside theta defined so that Θ(a) = 1 if a > 0 and Θ(a) = 0 otherwise.
All of these methods of determining {S} and {P } based on the candidate solutions found by a single call to the annealer can easily be generalized by defining a new set of candidates as a union of all of candidate sets {G} = {G (1) } ∪ {G (2) } ∪ .... However, other methods for genetic algorithms also exist, which cannot be decomposed into taking a union of outputs of other calls to the inference primitive as the input for a later call. For instance, the simple directed mutation engine idea based on the lowest energy states yielded from two different calls to the inference primitive with different initial suggested in Sec. 3 cannot be expressed in such a way. In fact in general such a call may involve highly non-trivial classical computations, as these methods can be combined arbitrarily with any classical methods which have both input and output states.
Let us now consider generalizations of the methods proposed in Eqs. (5), (12) , (14) for multi-body drivers, which for example are necessary to realize non-stoquastic drivers. To do this, one should consider statistics over the overlap of each of the members of G j with the solution candidate S over the relevant cluster,
|Qj | where |Q j | is the number of elements in Q j . When M j = 1, then the cluster agrees exactly for the candidate solution and the G j (Q i ). The value M j = −1 indicates perfect disagreement. As I mentioned previously the uncertainty value P i for the cluster Q i corresponds to the probability that S Qj is closer to the correct solution than ¬S Qj . Positive M j indicates that S Qj is the closer of the two, whereas negative indicates that ¬S Qj is closer.
For each cluster, we can formulate a weighted sum to determine the probability that S Qj is closer. Let us employ a weighting factor for each G j ,
Based on this weighting factor I define
We define either W (E i ) = exp(
−Ei
T ) to provide a thermal weighting as in Eq. (5), W (E i ) = 1 for unweighted averages as in Eq. (12), or finally W (E i ) = Θ(E elite − E i ) for the elite averages used in Eq. (14) . As for W (G j (Q i ), s j ), it should be weighted to favor |M j | close to 1, as these are the values for which cluster flips will make the largest difference. A logical choice is therefore to choose weights which are inversely proportional to the number of states within the same Hamming distance from either S Qj or ¬S Qj ,
where |Q j | indicates the number of elements in the set, but |S Qj −G j | indicates the sum of the absolute value of the difference between the two lists of ± bit orientations.
The techniques proposed here can be combined with the algorithms already proposed in [11] in multiple ways. For instance, rather than defining the uncertainty on all of the bits based on the temperature of each annealer call, we can instead control the temperature indirectly using Eqs. (4) and (5) to calculate individual bit uncertainty based on a thermal reweighting of the previous solutions.
In addition to changing the way in which each of the thermal updates are performed, we can also add offspring at each step in the population annealing [27, 28, 29] inspired algorithm, using Boltzmann weighted probabilities to select which pairs (or larger groups) will produce offspring, thereby adding a genetic component to the algorithm. This can be achieved simply by selecting the first replica to be used based on a standard Metropolis rule P i = exp(−E i /T )/Z, removing the one which was chosen from the list, and repeating the process until the desired number of replicas are chosen, where as in [11] E i is defined as the lowest energy in {G}. Because of the way that the normalization factor guarantees controls the average population at each step, the mean population will simply be the mean number defined by the population updates plus the number of offspring produced on the previous step as illustrated in Fig. 2 .
For the parallel tempering [30, 31] analogue, it is less clear how to add a genetic component, however this could still be done. To achieve this we should include multiple replicas at the same temperature, and then combine these to make new replicas as illustrated in Fig. 3 . These replicas can be placed in a temporary pool of states. For the replicas in the temporary pool, exchanges can then be attempted starting from the lowest temperature and going to the highest. These newly established replicas may have a very different energy from their parents, so exchange rules based on the temperature of the parent replicas are not appropriate. Therefore let us define a simple metropolis like exchange rule based only on the temperature T of the replica which the newly created one is attempted to be exchanged with,
where E is the energy of the existing replica for which exchange is attempted and E temp is the energy of the replica in the temporary pool. Once 3) The temporary replica pool is deleted, and the protocol is carried out on other replicas as suggested in [11] .
all exchanges from the temporary pool have been attempted, this pool can be deleted and replaced with new offspring.
There is a much larger space of potential algorithms which can be constructed using annealers as inference primitives than those mentioned here.
Larger Graphs
For the current generation of annealers, with hardware graphs which are relatively small compared to the size of many relevant problems, it is important to be able to solve problems which are larger than the available hardware graph. The general method to do this is to solve problems on modified subgraphs of the hardware graph in an algorithmic way [32, 33] , eventually converging on a single consistent solution. In this draft I will focus on one particular method, the generalized belief propagation method proposed in [33] based on earlier work in [34] . Although only exact for tree graphs, belief propagation has proven to be an important tool for solving a host of important real world problems, most notably decoding Low Density Parity Check Codes (LDPC) [35, 36] . The belief propagation method described in [33] performs belief propagation between hardware sized subgraphs to obtain an approximate thermal distribution.
Because this method obtains a distribution, rather than a single state, it can be used effectively as an inference primitive exactly in the way depicted in Fig. 1 and therefore can be used as a subroutine in all of the previously discussed algorithms. This could be accomplished by modifying the annealing protocol in the way described in Sec. 6 using the same {Q, S, P } throughout the protocol until either convergence is found or a timeout occurs. However, the marginals which are calculated throughout the protocol carry beliefs about the likely value a bit and its certainty. This information can be used to update {S, P } whenever the beliefs are updated. These updates will allow for more efficient exploration of the solution space. With fixed {S, P } new information about bit values is wasted, if one of the bit values, S i , with a high value of P i became inconsistent with the others during the course of this protocol it would likely not be able to correct for this inconsistency and would return a lower quality solution, assuming it converged.
In the algorithm proposed in [33] , each bit has an associated marginal, b i (z i ). Based on a normalized version of this marginal, we can find an approximate value for S i and P i which dynamically 6 updates at each step of the protocol:
6 Hardware Protocol
The protocols which could be used to construct an inference primitive are very similar to those which were discussed in [11] , but require each of the qubits to be annealed by different amounts. This however leaves the additional question of the relative timing for annealing each qubit. To accomplish this let us first anneal each qubit forward to program the state, reprogram the Hamiltonian as suggested in [11] , and anneal each qubit or cluster term to an appropriate point in the annealing schedule s ′ (P ) which can be determined by inverting Eq. (8) or (10) numerically. Then those with the smallest s ′ are annealed until they reach the next value, at which point annealing back is started for qubits with that new value of s ′ until all qubits are annealed to s = 1, as illustrated in Fig. 4 .
In the simplest incarnation, annealing toward s = 1 is started for each qubit when the other qubts reach its s ′ . However, there is no reason that these techniques cannot be combined with the recent experimental techniques demonstrated by DWave Systems Inc. in which annealing is advanced or retarded for individual qubits to synchronize freezing [37] using an effective local temperature estimated using the methods in [38] . See the inset of Fig. 4 for an illustration of how these methods could be incorporated.
Feasibility
As for the feasibility of these protocols on real devices, they only require changes to the classical control structure of an annealer, and there is no fundamental reason such control could not be achieved. Annealing different qubits differently has been used successfully in experiments [39] . These protocols also require the ability to reprogram the Hamiltonian from a trivial Hamiltonian used to program a starting state to a sophisticated problem Hamiltonian, however as discussed in [11] this is likely to be feasible due to the high barriers in the energy landscape late in the anneal. Annealing schedule for inference primitive protocol. This is the same as the one in [11] except for individual qubits are annealed back to different values of s. First qubits are annealed with a simple Hamiltonian to program an initial state, set by S i then the Hamiltonian is reprogrammed to the problem Hamiltonian and each qubit (or multiqubit driver) is annealed back to s ′ (P i ). The qubits are than annealed back toward s = 1, each starting its anneal when the other bits reach the same value of s. For s ′ (P i ) = 0 (red), setting the initial value is unnecessary, as no information about the qubit value is known. Inset: annealing schedules for the final anneal can be advanced or retarded to synchronize freezing. 7 
Conclusions
In this paper I have proposed a new method of using a quantum annealer as an inference primitive which can be combined with other annealer calls and other algorithms in a hybrid fashion rather than being used as a single monolithic problem solving tool as it is in the QAA. Furthermore, I demonstrate how these methods form natural tools to construct directed mutation engines for genetic algorithms. In addition I discuss how sequential calls to such devices may be used to construct powerful algorithms even without combining multiple outputs. While the algorithms proposed here will not obey detailed balance, they could allow for a more complete accounting of the low energy local minima of an energy landscape, and therefore may be useful for calculating thermal distributions if used with appropriate post processing.
In addition to some examples of ways in which such a computational primitive may be used to construct algorithms, I have also laid out a general framework which one can use to think about these techniques. This paper has only scratched the surface of the algorithmic possibilities for this functionality of a quantum annealer.
