This paper deals with the merging problem of segments of a composite Bézier curve, with the endpoints continuity constraints. We present a novel method which is based on the idea of using constrained dual Bernstein polynomial basis (P. Woźny, S. Lewanowicz, Comput. Aided Geom. Design 26 (2009), 566-579) to compute the control points of the merged curve. Thanks to using fast schemes of evaluation of certain connections involving Bernstein and dual Bernstein polynomials, the complexity of our algorithm is significantly less than complexity of other merging methods.
Introduction
This paper deals with the merging problem of segments of a composite Bézier curve, in other words: multiple adjacent Bézier curves, with the endpoints continuity constraints. More specifically, we consider the following approximation problem.
Problem 1.1. [Merging of multiple segments of Bézier curves]
Let 0 = t 0 < t 1 < . . . < t s = 1 be a partition of the interval [0, 1] . Let be given a composite Bézier curve P (t) (t ∈ [0, 1]) which in the interval [t i−1 , t i ] (i = 1, 2, . . . , s) reduces to a Bézier curve P i (t) of degree n i , i.e.,
where ∆t i−1 := t i − t i−1 , and
are Bernstein basis polynomials of degree n. There have been many papers relevant to this problem. As for merging of two Bézier curves, besides the pioneering work by Hoschek [3] , we should mention papers [4, 8, 10, 11, 13] . Solving problem of merging more than two segments may be reduced to repeated merging of two curves. This, however, may generate loss in accuracy of results and increase of computational cost. The only existing algorithms to solve the problem of merging multiple Bézier adjacent curves are those of [1] and [9] . In the first one, only C 0 continuity at the endpoints can be imposed, which results in its limited applicability in CAGD. The second algorithm is much more general, accepting C r,s (r, s ≥ 0) continuity conditions. We present a novel method which is based on the idea of using constrained dual Bernstein polynomial basis [12] to compute the control points r i . Thanks to using fast schemes of evaluation of some connections involving Bernstein and dual Bernstein polynomials, our algorithm is rather efficient. Its complexity is O(sm 2 ), which is significantly less than complexity of the method in [1] .
The outline of this paper is as follows. Section 2 has preliminary character. Section 3 brings a complete solution to Problem 1.1. Section 4 deals with algorithmic implementation of the proposed method. In Section 5, we give some examples showing efficiency of our method. Conclusions are given in Section 6.
Preliminaries
Let Π (k,l) m , where k and l are nonnegative integers such that k + l ≤ m, be the space of all polynomials of degree at most m, whose derivatives of order less than k at t = 0, as well as derivatives of order less than l at t = 1, vanish: 
where δ ij is 1 if i = j and 0 otherwise, and the inner product ·, · is given by 
where a (n,m) ij
Proof. Obviously, we have 
is given by
Proof. Obviously, S has the following representation in the dual Bernstein basis of the space Π
On the other hand, a classical characterization of the best approximation polynomial S is that f − S, Q = 0 holds for any polynomial Q ∈ Π (k,l)
Hence, the formula (2.2) follows.
Further properties of the polynomials D
are studied in [6, 12] and in the recent paper [7] , where the following result is given.
Lemma 2.3 ([7]). The constrained dual basis polynomials have the Bézier-Bernstein representation
where the coefficients c ij ≡ c ij (m, k, l) satisfy the recurrence relation
We adopt the convention that c ij :
The starting values are
where
In the next section, we will need the following restriction of the representation of the polynomial B m j to a subinterval of the interval [0, 1].
s), the Bernstein polynomial B m j can be expressed in the form
Proof. The result is obtained in two steps. First, subdivide the polynomial
at the point t i to obtain two forms for the subintervals [0, t i ] and [t i , 1]. Next, subdivide the form corresponding to [0, t i ] at t i−1 /t i . We obtain the formula (2.5) with the coefficients d
given by
(we ignore the fact that the initial terms of the sum vanish as B w+h j
which can be easily proved using some basic properties of the Bernstein polynomials (see, e.g., [2, §6.10]), and
Equation (2.5) is obviously equivalent to
Now, by the bi-orthogonality property of the bases {B m h } and {D m g }, we have
jh satisfy the following recurrence equation:
Proof. Differentiate both sides of Equation (2.7) with respect to u, and make use of the identity
Equating the Bézier coefficients gives the result.
Merging of the composite Bézier curve segments
Clearly, the Bézier curve being the solution of Problem 1.1 can be obtained in a componentwise way. Hence, it is sufficient to give the details of our method of solving this problem in case where d = 1.
Let 0 = t 0 < t 1 < . . . < t s = 1 be a partition of the interval [0, 1]. Given the piecewise polynomial function P with segments P 1 , P 2 , . . . , P s such that
we look for a degree m polynomial
which gives the minimum value of the error
with the constraints
where 0 ≤ k + l ≤ m. 
8)
with c hj (m, k, l) and d 
Using the above equations in (3.4), we obtain the forms (3.5) and (3.6) for the coefficients r 0 , r 1 , . . . , r k−1 and r m−l+1 , . . . , r m−1 , r m , respectively. The remaining coefficients r k , r k+1 , . . . , r m−l are to be determined so that
has the least value, where To be strict, we first obtain the coefficientsr j of the searched polynomial in the constrained dual Bernstein basis {D
then the Bézier coefficients r j of S will be easily computed using Equation (3.7) (cf. Lemma 2.3). Now, using Lemma 2.1, we represent each segment P i of the original piecewise polynomial P in the dual Bernstein basis of degree m,
withp i v being defined in (3.9).
Using Lemma 2.2 and Equation (2.8), we obtain
This completes the proof. Now, let the composite curve P and the merged curve R be curves in 1, 2 , . . . , s; j = 0, 1, . . . , n i ), and r j = (r j1 , r j2 . . . , r jd ) (j = 0, 1, . . . , m) be the control points of P and R, respectively. For i = 1, 2, . . . , s and h = 1, 2, . . . , d, let us define vectors
It can be shown that the L 2 -distance between the curves P and R is given by the formula: 11) where
, the notation used being that of (2.1).
Algorithms

Auxiliary computations
In this section, we discuss details of algorithmic implementation of the results given in Theorem 3.1. First, we have to precompute efficiently the coefficients c ij (m, k, l) introduced in Lemma 2.3 (see Table 1 
Step 2. For i = k, k + 1, . . . , m − l − 1 and j = k, k + 1, . . . , m − l, compute c i+1,j , using the recurrence (2.4).
Another task is to evaluate all the coefficients d 2.6) ). Thanks to Lemma 2.5, we can do it using the following algorithm. 
Algorithm 4.2. [Evaluation of the coefficients d
Step 2. For i = 1, 2, . . . , s, j = 0, 1, . . . , m − 1, and h = 0, 1, . . . , m, compute
Observe that complexity of Algorithms 4.1 and 4.2 is O(m 2 ) and O(sm 2 ), respectively.
Main algorithm
Now, the presented method of merging of segments of a composite Bézier curve is summarized in the following algorithm.
Algorithm 4.3. [Merging of segments of a composite Bézier curve]
Input: p i j (j = 0, 1, . . . , n i ), n i (i = 1, 2, . . . , s), m, k, l, 0 = t 0 < t 1 < . . . < t s = 1 Output: solution r 0 , r 1 , . . . , r m of the Problem 1.1, and its error E 2
Step 1. Compute r 0 , r 1 , . . . , r k−1 by (3.5).
Step 2. Compute r m−l+1 , r m−l+2 , . . . , r m by (3.6).
Step 3. Computep i j (i = 1, 2, . . . , s; j = 0, 1, . . . , m) by (3.9).
Step 4. Compute d Step 5. Computer j (j = k, k + 1, . . . , m − l) by (3.8).
Step 6. Compute c ij (m, k, l) for i, j = k, k + 1, . . . , m − l, using Algorithm 4.1.
Step 7. Compute r j (j = k, k + 1, . . . , m − l) by (3.7).
Step 8. Compute ̺ i zh (i = 1, 2, . . . , s; z = 0, 1, . . . , m; h = 1, 2, . . . , d) by (3.10).
Step 9. Compute E 2 by (3.11).
Notice that complexity of Algorithm 4.3 is O(sm 2 ).
Examples
In this section, we give several examples of using Algorithm 4.3. In every case we give the L 2 -error E 2 as well as the maximum error 
Integrals are evaluated using the Maple T M 13 function int with the option numeric. Results are obtained in Maple T M 32-digit arithmetic. Notice that Maple T M 13 worksheet containing programs and tests can be found on the webpage http://www.ii.uni.wroc.pl/~pgo/papers.html. Table 2 . Figures 1a and 1b 
Left curve
Right curve 
Conclusions
We have proposed a novel approach to the problem of merging of multiple adjacent Bézier curves, with the endpoints continuity constraints. We have shown that, contrary to some earlier opinions [9] , it is possible to generalize dual Bernstein polynomials approach to compute the control points of the merged curve. Thanks to using fast schemes of evaluation of certain connections involving Bernstein and dual Bernstein polynomials, the complexity of our algorithm is O(sm 2 ), which should be compared to the complexity O(sm 3 ) of the existing multiple merging methods [1, 9] .
As for our future work, we plan to study the above merging problem with G k,l continuity constraints.
