Although differences in sampling intensity can bias comparisons of allelic richness ( A ) among populations, investigators often fail to correct estimates of A for differences in sample size. Methods that standardize A on the basis of the size of the smallest number of samples in a comparison are preferable to other approaches. Rarefaction and repeated random subsampling provide unbiased estimates of A with the greatest precision and thus provide greatest statistical power to detect differences in variation. Less promising approaches, in terms of bias or precision, include single random subsampling, eliminating very small samples, using sample size as a covariate or extrapolating estimates obtained from small samples to a larger number of individuals.
Introduction
There has been considerable interest in using measures of genetic variation to determine whether a population has experienced a demographic bottleneck. There are many different approaches to detecting the genetic signatures of recent bottlenecks (e.g. Richards & Leberg 1996; Luikart et al . 1998b) . Allelic richness ( A ), also referred to as allelic diversity or mean number of alleles per locus, is one of the most commonly reported measures of genetic variation. Estimates of A from populations thought to have potentially experienced a bottleneck are compared to estimates from samples collected prior to the putative bottleneck, or to populations with no known history of population reduction (e.g. Stockwell et al . 1996; Bouzat et al . 1998; Keller et al . 2001; Whitehouse & Harley 2001) . Both theory and experiments indicate that A is more sensitive to the effects of short, severe bottlenecks than is heterozygosity, another commonly reported measure of genetic variation (Nei et al . 1975; Leberg 1992; Spencer et al . 2000) . Additionally, it has been argued that allelic richness may reflect more effectively a population's long-term evolutionary potential than would heterozygosity (e.g. Allendorf 1986; Petit et al . 1998) .
Interpretation of interpopulation differences in A can be complicated if based upon unequal numbers of samples. Although Petit et al . (1998) , Sjogren & Wyoni (1994) , Haavie et al . (2000) , and others have noted the relationship between A and sample size ( N ), the implications of this relationship are apparently not widely understood. A survey of Molecular Ecology (Vol. 9, 2000) yielded 26 research reports that reported estimates of A , and provides an indication of the scope of the problem. Twenty-two of these studies compared A among samples of different sizes, but only seven noted that differences in N might bias estimates of A . Only five studies attempted to correct for differences in N or provided an argument for why potential biases in A were not important. Furthermore, as will be discussed herein, not all of these corrections or justifications had equal merit. Molecular Ecology was chosen for this survey only because it publishes many studies examining genetic variation; interpopulation comparisons of A based on unequal N are often observed in other journals. This bias has been introduced into my own research (see Leberg 1992) . One reason investigators may continue to compare estimates of A between samples of different sizes is that they are unaware of the problem. Most treatments of the issue have mentioned the problem only in passing. For example, Sjogren & Wyoni (1994) noted that large sample sizes were needed to detect rare alleles; readers may have failed to make the connection that variation in sampling intensity would bias estimates of A . Petit et al . (1998) Haavie et al . (2000) discuss the problem directly, but it is not a focus of their studies. Another possibility is that investigators recognize the problem but are unsure of how to correct estimates of A for different sample sizes. The objective of this study is to discuss several options for addressing the problem associated with comparison of A between samples of unequal size.
Methods
In this evaluation, the average estimated number of alleles per locus ( Â ) was used as the measure of allelic richness. Computer simulations were used to examine the effects of N on Â . Distributions of alleles with different frequencies were obtained with algorithms provided by Nei et al . (1976) for large populations in mutation-drift equilibrium. Two alleles were drawn at random from these distributions to represent each individual in the sample. Sampling bias was examined for loci with two different levels of polymorphism. One set of loci were highly polymorphic with an average H HWE ≈ 0.58 and a mean Â ≈ 8.9 (for a sample of 500 diploid individuals), roughly mimicking the high levels of polymorphism observed for many microsatellite loci. A set of less polymorphic loci had an H HWE ≈ 0.18 and Â ≈ 2.5 ( N = 500) and was closer to the levels of variation observed in surveys of allozymes and SNPs. For each population sample, 10 distributions of allele frequencies were sampled, representing 10 independent loci. Samples of different numbers of individuals ( N = 5, 10, 20, 40, 50, 60, 70, 80) were drawn from the distributions to determine allelic richness for each locus; Â was estimated as the mean number of alleles at these loci.
To evaluate the effects of bottlenecks on bias of Â based on unequal N , new allele frequency distributions were obtained by simulating bottlenecks of eight or 24 individuals for one generation (referred to as severe and moderate bottlenecks, respectively). These new distributions were created by drawing 16 or 32 alleles, respectively, from the allele frequency distributions obtained for large populations in mutation-drift equilibrium. These new distributions of allele frequencies were subsequently sampled to determine Â . Each combination of locus polymorphism, bottleneck history and N was replicated 1000 times. Results of these simulations were used to help assess different strategies for removing bias from comparisons of based on unequal N .
Results and discussion
Bias due to unequal N Variation in N can have a large effect on Â (Fig. 1 ). For populations with no history of bottlenecks, samples represented by a small N will appear to be genetically depauperate compared to larger samples. The relationship between N and A is asymptotic, with the greatest effect of differences of N on Â occurring when N is small. Although no reasonable N will ensure detection of all alleles, the use of large sample sizes will result in better estimates of A than the use of small sample sizes.
The level of polymorphism affects the relationship of N and Â . For loci with low polymorphism, Â is less biased by differences in N than are the estimates for more polymorphic loci (Fig. 1) . Thus unequal N will probably bias Â for allozymes less than for microsatellites. However, bottlenecks produce smaller differences in Â when locus polymorphism is low (Spencer et al . 2000) , so there is still considerable opportunity for misinterpreting a population's bottleneck history when sample sizes are unequal (Fig. 1) .
Because A decreases as a result of bottlenecks, it is not surprising that the influence of N on Â is reduced following bottlenecks (Fig. 1) . Furthermore, alleles at very low frequencies become less abundant than alleles at intermediate frequencies following bottlenecks (Luikart et al . 1998a) . Therefore, the effects of N on Â decrease with bottleneck severity (Fig. 1) .
Potential remedies
Unequal sampling effort is common and can affect Â . Various remedies for correcting bias due to unequal N have been proposed. In discussing potential remedies, singling out specific examples of studies, using problematic adjustments of Â , has been avoided. Little is gained from drawing attention to well-intentioned but inadequate attempts to address biases in Â, when many studies ignore the problem altogether.
Single random reduction in N
A simple solution is to reduce all samples to the size of the smallest sample in the comparison. For example, if the smallest N in the comparison is 10 individuals, Â would be estimated from 10 randomly selected individuals from each of the larger samples. This strategy offers a rapid means for obtaining an unbiased estimate of A for interpopulation comparisons. A disadvantage of this approach is that substantial information is discarded with the individuals not selected for inclusion in Â . Based on simulations, the standard deviation (SD) of Â is higher than that obtained with other approaches (Table 1) ; this reduced precision could reduce the power of statistical comparisons of allelic richness among populations.
Multiple random reductions of N
This approach is similar to making a single random reduction of N ; however, it is repeated many times. The mean of the multiple samples is the estimate of A. The SD of this estimate is much smaller than that associated with a single random sample (Table 1 ). This reduction of variance would increase the statistical power of interpopulation comparisons of Â. Thus, multiple subsamples make better use of the information contained in the original sample than does a single subsample. No rule of thumb exists for how many random subsamples should be taken; Haavie et al . (2000) used 100 subsamples to obtain Â . It is important to note that this subsampling is not a 'bootstrap' estimate of A . In a classic bootstrap analysis, a sample of N individuals (or 2 N alleles) would be drawn with replacement from a sample containing N individuals (Dixon 2001) ; there is no correction for sample size differences between samples. I am not aware of any software that calculates Â based on subsampling, although most spreadsheets and statistical packages can be programmed to conduct this procedure. I have written a subroutine, subsample , available upon request, to accomplish this task using SAS (1999).
When using random subsampling to standardize N , it is important to standardize to the smallest N to be used in a comparison. Reducing the largest samples to the mean N for all populations, for instance, would reduce but not eliminate bias. Estimates of A from samples that were smaller than the mean N would still be biased downward.
Rarefaction
This approach uses the frequency distribution of alleles at a locus to estimate the number of alleles that would occur in smaller samples of individuals (Petit et al . 1998) . Typically, rarefaction is used to standardize Â to the smallest N in a comparison (Petit et al . 1998 ). Estimates of Â obtained with rarefaction are similar to those from subsampling (Table 1) and differences in precision, as measured by the SD, are small enough that they would be unlikely to affect the outcome of population comparisons. The genetic analysis programs contrib (Petit et al . 1998 ) and fstat Version 2.9.3 (Goudet 2001 ) incorporate a rarefaction option.
Exclusion of estimates based on small N
Because the effects of N on Â are greatest for small samples ( Fig. 1) , one potential solution would be to drop very small samples from any comparison. The effectiveness of this solution clearly depends on the level of variation in the marker system (Fig. 1) . For highly polymorphic markers, Â has not yet reached an asymptote at 80 individuals. The Â obtained when N = 80 is substantially smaller than it would be for N = 500 individuals (6.7 vs. 8.9). However, for the less polymorphic set of loci, Â obtained from a sample of 20 individuals was essentially the same as Â obtained with sample sizes of 80 or 500. When assaying loci with low numbers of alleles, eliminating populations represented by only a few individuals may remove most of the bias in Â resulting from unequal N . Eliminating small samples from comparisons prior to rarefaction or subsampling might be appropriate because with small N , the difference in Â between populations that have and have not experienced a bottleneck is smaller than at larger N . Take the case where most populations in a comparison are represented by a large number of samples (e.g. between 40 and 60 per population), while one is based on only five samples. The power to detect differences in Â would be greatly reduced if Â for all of the samples were standardized to N = 5. Removing the small sample from the comparison would allow the investigator to standardize the remaining estimates of Â to N = 40.
Complete sampling of all or some populations
If samples were obtained from all of the individuals in a population (Rajora et al. 2000) , there is no issue of sampling bias as there is no sample. Such complete characterizations of populations are rare unless populations are small. More commonly, complete sampling will be possible for only the smallest populations in any comparison. Complete sampling of small populations with random sampling of large populations does not remove biases in Â resulting from unequal sampling efforts. However, if a completely sampled population produced a lower Â than a larger N from an incompletely sampled population, it is safe to conclude that Â is lower in the former, even if the difference in Â between the two populations is biased.
Extrapolation of Â from a small to a large sample
Adjusting N to the largest number of samples observed, rather than the smallest, would create a more powerful means of detecting differences in Â among withe populations because differences in Â due to bottleneck history increase with N (Fig. 1) . However, there is no straightforward way to use random sampling to extrapolate estimates of A to larger samples. Resampling a small sample cannot increase the number of alleles present. It would be difficult to use a relationship between Â and N obtained through subsampling for the purpose of extrapolation, because this relationship is nonlinear.
Another strategy is the use of a theoretical model to predict the number of alleles in a sample. For example, based on a relationship developed by Ewens (1972) , the observed number of alleles in a sample has been used to estimate the product of the effective population and mutation rate (4N e u), which in turn was used to estimate A for a larger N. This strategy is problematic because a large sample size is necessary to estimate the number of alleles accurately. I have conducted simulations (not presented here for brevity) using the relationship between number of alleles and 4N e u to obtain Â for samples that were larger than the original sample. When the size of the original sample is not very different from the size of the larger sample (e.g. 60 and 80), reasonable extrapolations of Â are obtained. However, this procedure results in decreased precision of Â when a small number of samples, such as five to 10, were used to estimate A for larger samples of 60 -80 individuals.
Other difficulties with extrapolations based on theoretical relationships are associated with the underlying assumptions of the pertinent models. For example, the Ewen's relationship is based on an equilibrium obtained under the infinite alleles model. Because recent bottlenecks will affect the distribution of alleles of different frequencies (Luikart et al. 1998a) , it is probable that the number of alleles in a population will differ from equilibrial expectations of the infinite alleles model. Similarly, assumptions about the mutational model might not hold for some types of loci. Rarefaction and subsampling require no assumptions concerning equilibrial conditions and mutation models when the objective is to compare Â between samples of unequal N.
Linear adjustment of A by N Investigators might be tempted to adjust for unequal N by dividing Â by N or using N as a covariate in analysis of covariance (ancova). Using the latter approach, the least square means (sometimes called adjusted means) of Â should be free of the effects of N. These adjustments assume a linear relationship between N and Â (Packard & Boardman 1999) . However, this assumption is not met because the relationship is clearly nonlinear (Fig. 1) , especially when polymorphism is high.
While the problem of nonlinearity might be addressed through transformation, the use of either the ratio Â/N or ancova to adjust A by N is also based on the assumption that the slopes of relationships between the N and Â are equal (that the lines are parallel) (Packard & Boardman 1999) . This assumption is clearly violated, as the relationship between Â and N are not parallel for populations with different histories of bottlenecks (Fig. 1) . This interaction could bias estimates of Â obtained using N as a covariate or as divisor; this problem is not correctable with transformation.
In summary, comparisons of Â among populations can provide important information on bottleneck history as long as caution is exercised concerning the effects of unequal N. The best solutions involve collections of large and fairly equal numbers of samples from all populations. When this is not possible, multiple random subsampling and rarefaction both provide reasonable approaches for standardizing Â for interpopulation comparisons. Investigators should obtain support for any bottleneck inferred from Â using other lines of genetic evidence (Waples 1989; Luikart et al. 1998a Luikart et al. , 1998b Luikart et al. , 1999 .
