MicroRNAs are essential for spermatogenesis. However, the stage-specific requirements for particular miRNAs in the male mammalian germ line remain largely uncharacterized. The miR-34 family is, to date, the only miRNA proven to be necessary for the production of sperm in mammals, though its germline roles are poorly understood. Here, we generate and analyze paired small RNA and mRNA profiles across different stages of germline development in male mice, focusing on time points shortly before and during meiotic prophase I. We show that in addition to miR-34, miR-29 also mediates widespread repression of mRNA targets during meiotic prophase I in the male mouse germline. Furthermore, we demonstrate that predicted miR-29 target mRNAs in meiotic cells are largely distinct from those of miR-34, indicating that miR-29 performs a regulatory function independent of miR-34. Prior to this work, no germline role has been attributed to miR-29. To begin to understand roles for miR-29 in the germ line, we identify targets of miR-29 undergoing post transcriptional downregulation during meiotic prophase I, which likely correspond to the direct targets of miR-29. Interestingly, candidate direct targets of miR-29 are enriched in transcripts encoding extracellular matrix components. Our results implicate the miR-29 family as an important regulatory factor during male meiosis.
Introduction
MicroRNAs (miRNAs) are »21 nt small noncoding RNAs that play a role in almost every known developmental process. 1 They are generated from longer, hairpin forming precursor transcripts, which are encoded at multiple loci throughout the genome. [1] [2] [3] [4] [5] Mature miRNAs are loaded onto members of the Argonaute protein family known as AGO proteins. 1 The resulting miRNA-loaded AGO is then guided to specific RNA transcripts via base pairing between the miRNA and the target mRNA (mRNA). In mammals and other animals, specificity is determined primarily by a 7 nt (nucleotide) region at the 5 0 end of the miRNA. 6 This 7 nt region, known as the miRNA seed, base pairs with complimentary sequences in target RNAs; additional sequence and context determinants surrounding the target site determine the overall efficacy of the site. 7 Those mature miRNAs sharing the same seed sequence, referred to as miRNA families, therefore target a largely common set of RNAs. [8] [9] [10] [11] Effective miRNA target sites are found, almost exclusively, within the 3 0 UTRs of mRNAs. 1 Recruitment of AGO proteins to target mRNAs results in destabilization of the target transcript, with additional regulation via translational inhibition; importantly, mRNA destabilization is the major consequential form of regulation in most mammalian cells for most target mRNAs, 12 thereby facilitating target identification by transcriptome profiling. miRNAs thus provide the cell with a mechanism for the sequence-specific post-transcriptional repression of cellular mRNAs.
Mice lacking essential miRNA biogenesis factors fail to produce spermatozoa, indicating that miRNAs are necessary for spermatogenesis. [13] [14] [15] [16] [17] [18] [19] [20] Prior to spermatogenesis, primordial germ cells (PGCs) migrate to the gonad, where they become prespermatogonia. 21 Spermatogenesis begins in male mice shortly after birth, at about 3 days postpartum (3 days pp), when prespermatogonia have completed a period of reprogramming and transition to undifferentiated spermatogonia. 21, 22 From this time onwards, subsets of spermatogonia proliferate further, differentiate, and enter meiosis, [22] [23] [24] with the first wave of spermatogonia entering meiosis at about 8-10 days pp. Upon entering meiosis, male germ cells, now called spermatocytes, undergo the process of homologous recombination. This process requires dramatic chromatin-wide induction of DNA double strand breaks leading to crossing over, and is accompanied by changes in chromatin organization and regionalized transcriptional silencing. [25] [26] [27] Following meiosis, male germ cells, now known as spermatids, begin to compact their chromatin and to further differentiate, ultimately becoming mature spermatozoa. 28 Importantly, mice with miRNA deficient germ lines exhibit defects both during meiosis, as well as in spermatid formation, suggesting that one or more miRNAs mediate gene regulation critical to the germ line at multiple distinct points.
To date, only one miRNA family, the miR-34 family, has been shown to be essential for spermatogenesis. [29] [30] [31] [32] Mice deficient in miR-34 family members have defects during spermatid elongation, [29] [30] [31] possibly due to the role of miR-34 in promoting proper cilia assembly. 30 miR-34 family knockout mice also exhibit a block in spermatogenesis during the pachytene stage of meiosis, when crossing over occurs. 29 One specific germline role attributed to miR-34 derives from negative regulation of Atf1 by miR-34. Atf1 encodes a protein implicated in germ cell apoptosis. 33 However, repression of Atf1 was found to promote apoptosis rather than repress it 33 ; it is unclear therefore why increased apoptosis is observed in the spermatocytes of miR-34-deficient mice, 29 in which Atf1 expression is presumably de-repressed. Thus, while miRNAs are essential for the progression of spermatocytes through meiosis, and one of the miRNA families with an important role in meiosis is miR-34, it is unknown what specific meiotic processes miRNAs are crucial for, and if other miRNA families in addition to miR-34 also play consequential roles.
We set out to systematically identify miRNAs that influence gene expression in male meiosis. Our approach was to generate corresponding small RNA and mRNA high-throughput sequencing profiles during germline development, and identify differentially expressed miRNAs whose mRNA target set exhibited reciprocal changes. Using this approach, we identified 2 miRNA families with widespread regulatory roles during mouse germline development -namely the miR-34 and miR-29 families. We further show that mRNA transcripts bearing miR-34 or miR-29 family target sites that are conserved across multiple species show the strongest repression in male mouse spermatocytes. We determine that miRNA regulation by members of the miR-34 and miR-29 families are largely independent of one another, indicating that the repressive effect we discovered for miR-29 is not due to targets common to miR-34. Finally, we identify targets of the miR-29 family whose steadystate mRNA levels are controlled post-transcriptionally, which likely correspond to the direct targets of miR-29. The resulting high-confidence predicted direct targets of the miR-29 family are enriched for mRNAs encoding collagen and other extracellular matrix components, which play roles in mediating signaling in addition to cellular adhesion. 34, 35 This suggests that the miR-29 family could play an important role in the germ line by regulating these processes. Our results confirm and extend the importance of the miR-34 family in meiotic cells and, more importantly, we identify the miR-29 family as a novel regulator of mammalian spermatogenesis.
Results

Premeiotic and meiotic germ cells show distinct miRNA profiles
To investigate miRNA profiles leading up to, and during, meiosis in the mammalian testis, we sequenced small RNAs (Fig. S1A ) in whole testis from mice at day 1 (D1), day 3 (D3), and day 7 (D7) pp, as well as in pooled leptotene/zygotene (LZ) and pachytene (P) purified meiotic cells. This timecourse, which includes biological replicate samples, is comprised predominantly of prespermatogonia (D1), 21, 22 cells transitioning to undifferentiated spermatogonia (D3), [22] [23] [24] and germ lines in which spermatogonia are differentiating and moving toward entry into the first wave of meiosis (D7), [22] [23] [24] as well as the first distinct stages of meiotic prophase I (LZ and P). 36 The male germ line possess a dynamic landscape of different small RNA classes, from the shorter, »21 nt miRNAs found in all germline cell types, to the »23-29 nt pre-pachytene piRNAs found in PGCs (primordial germ cells) and early spermatogonia, and finally to the »30 nt pachytene piRNAs found only in spermatocytes. 1, 37 To confirm that small RNA profiles of each of our premeiotic and meiotic samples had the expected distribution of small RNA classes, we categorized small RNAs by length as an estimator of small RNA type. The distribution of small RNA lengths for each sample corresponds well to previous reports 38, 39 (Fig. S1H) . We then identified mature miRNAs as those small RNAs that mapped to miRNA precursor hairpins, grouping them into miRNA families based on a common miRNA seed sequence. [8] [9] [10] [11] Thus, in our analysis, all members of a given miRNA family share a common and unique seed (defined in Table SI ). We observed strong correlations between replicates for the hundred most abundant miRNA families ( Fig. S1B-G) . Principal component analysis (PCA) of miRNA family expression showed that differences between premeiotic and meiotic samples were the most pronounced (Fig. 1A) , as expected. Together, our small RNA sequencing data provides a precise profile of small RNAs, including miRNAs, leading up to, and during, meiosis in the male germ line.
Highly abundant miRNAs are more likely to have an impact on mRNA target levels, in contrast to miRNAs expressed at lower levels. 40, 41 We determined the abundance of each miRNA family by summing the number of sequencing reads for each individual miRNA in that family, and examined the expression patterns of the top 10 most highly abundant families leading up to, and during, meiosis ( Fig. 1B and C) . As testis mature from D1-D7, levels of the most abundant miRNA family, miR-10, drop relative to those of other testicular miRNAs. Interestingly, one of the other most highly expressed miRNA families during this time is also, like the miR-10 family, derived primarily from the mmu-miR10a and b hairpins, but represents an alternative processing event from these hairpins (referred to as miR-10-iso; see Table S1 ). Like the dominant miRNA processed from the miR-10a and bencoding hairpin transcripts, these isomiRs, 42 which include those with miRbase accession numbers MR0000120462 and MR0000114696 2, 3 , are derived also from the 5-p strand, but are cleaved at a single nucleotide downstream from the predominant cleavage site, resulting in a different miRNA seed sequence and thus a distinctly different set of targets. In LZ and P spermatocytes, levels of other miRNAs, such as miR-34, 871, and 191, increase. The levels of virtually all highly abundant miRNA families in premeiotic and meiotic samples are dynamic (Fig. 1C) . Some, such as the miR-10, miR-10-iso, miR-181, miR-148, and miR-143 families decrease as germ cells near meiosis. Others, such as the miR-125, miR-15, miR-99, let-7, miR-143, miR-26, miR-127, miR-22, and miR-30 families increase leading up to meiosis, then become less abundant in spermatocytes. The miR-34, miR-191, miR-470, and miR-871 families all increase as cells near meiosis, reaching their peak abundance in spermatocytes. Overall, this demonstrates that a number of highly abundant miRNA families in the male germ line, many of which might impact target mRNA abundance, showed dynamic expression patterns during the premeiotic to meiotic transition.
Genes involved in spermatogenesis and cilia formation are upregulated during meiosis, while those involved in cell signaling are downregulated
We next wanted to assess overall changes in mRNA levels between premeiotic and meiotic samples. We used RNAseq to profile mRNAs using the same samples used for small RNA profiling. Reminiscent of our small RNA data, we observed large differences between premeiotic and meiotic samples using PCA ( Fig. 2A) . To examine changes in expression between samples at different stages of germline development, we compared transcriptome profiles from each successive pair of samples across our time course, as well as D1 to D7 in order to assess changes in premeiotic Figure 1 . MiRNA abundance is dynamically regulated in spermatocytes. Small RNA sequencing was performed to characterize the abundance of miRNAs in pre and post meiotic samples. (A) Principle component analysis of miRNA family abundance (CPMs) for D1 (green), D3 (blue), D7 (purple), LZ (orange), and P (red) samples. Principal component 2 (PC2) and principal component 3 (PC3) explained comparable proportions of the total variance. PC3 shows separation between LZ and P samples, while PC2 likely reveals batch effects for the LZ and P replicates (Fig. S1 ). (B) Percent of total miRNA mapping sequencing reads for all miRNA families present within the top 10 most abundant miRNAs in at least one sample. The percent accounted for by all other miRNA families is shown in black. (C) Patterns of abundance across all samples for all miRNA families within the top 10 most abundant miRNA families in at least one sample. Left hand y axis denotes proportion of maximum abundance. Right hand y axis denotes CPM values (1 D 1,000 CPM).
cells leading up to meiosis, and D1 to P to assess changes between early premeiotic and meiotic cells, leading to a total of 6 comparisons (Fig 2B) . Data for each of the remaining comparisons (D1 to LZ, D3 to LZ, D3 to P, and D7 to P; Fig. S2A ) are provided as Supplemental Figures, and were similar to the 2 premeiotic to meiotic comparisons we choose to focus on (D7 to LZ and D1 to P).
As observed for the small RNA data, we found many more mRNAs with differential expression when compared between meiotic and premeiotic samples than between different premeiotic samples or between different meiotic samples ( Fig. 2C-H and Fig. S2B-E) . We performed gene ontology analysis in order to identify biological processes enriched among upregulated or downregulated transcripts. For the premeiotic comparisons D3 to D7 and D1 to D7, we observed an upregulation in genes involved in meiosis, DNA methylation, and piRNA metabolism (Table 1) ; no biological process categories were significantly enriched for the D1 to D3 comparison. These results likely reflect the shift from D1/D3 to D7, when cells prepare for, and enter, meiosis. Genes upregulated in the premeiotic to meiotic comparisons were enriched in functional categories such as spermatogenesis and cilium morphogenesis, reflecting expression in LZ and P spermatocytes of genes necessary for sperm flagellar assembly (Table 1, SII) . Downregulated genes for all comparisons, except D1 to D3, in which no categories were significant, were enriched for those involved in multicellular processes and signaling (Table 1) , suggesting perhaps that as germ cells transition through spermatogenesis, they communicate less with the cells around them. To identify subgroups of genes with coordinate expression patterns between premeiotic and meiotic samples, we performed k-means clustering on the expression of genes differentially expressed between our premeiotic and meiotic samples. This method results in the grouping of genes into clusters with similar expression patterns. 43 We performed gene ontology analysis on each of these clusters, choosing a value of k that minimized the number of clusters with highly similar ontologies (Fig. S2F) . In addition to confirming our previous observations, namely that cell signaling is downregulated in meiotic samples as compared to premeiotic samples (Table 1, SII) , gene ontology analyses of co-regulated sets of genes also revealed a modest upregulation of genes enriched for protein catabolism as cells progress into meiosis, as well as an increase in the expression of genes involved in chemical signaling (Fig. S2F , Table SIII) . Together, our analysis reveals both the up-and downregulation of genes belonging to a variety of pathways as male germ cells enter meiosis, with the most pronounced alterations to the transcriptome coincident with entry into meiosis.
Increased expression of both the miR-34 and miR-29 families in spermatocytes results in global downregulation of their mRNA targets
To determine if changes in miRNA expression alter RNA transcript abundance in germ cells entering meiosis, we next investigated the relationship between the expression of miRNA families and their predicted mRNA targets. We chose to focus our analysis on miRNA families with seed sequences that are conserved broadly across vertebrates 11 (referred to as conserved miRNA families hereafter). For our analysis, we integrated changes in miRNA family profiles with changes in their corresponding mRNA target abundance, using TargetScan [8] [9] [10] [11] to identify targets based on their predicted response to a given miRNA family (TargetScan contextC score, where we considered only targets with a score < ¡0.1). The goal of these analyses was to identify miRNA families with the most pronounced regulatory impacts on the transcriptome, and thus likely playing consequential roles during spermatogenesis.
We first wanted to determine if mRNAs that are targets of conserved miRNA families preferentially underwent expression changes during germline development. This determination was necessary because, as a group, mRNAs targeted by miRNAs are distinct from the overall transcriptome; for example, they tend to be depleted in housekeeping genes. 6, 44 We began by partitioning mRNAs according to the number of target sites they possessed that corresponded to conserved miRNAs, and compared their expression between samples. We observed that mRNAs that are targets of conserved miRNA families tended to be present at lower levels in meiotic as compared to Table 1 . For each of the 6 comparisons (D1 to D3, D3 to D7, D7 to LZ, LZ to P, D1 to D7, and D1 to P), the top 5 enriched biological processes identified using gene ontology analysis are shown for genes significantly upregulated or downregulated between samples. premeiotic samples than mRNA transcripts not targeted by these miRNAs (Fig. 3C and F, Fig. S3A -D, all p D 2.2 £ 10 -16 ). Furthermore, the more target sites within a given transcript, the more pronounced this tendency became ( Fig. 3C and F , Fig. S3A-D) . We observed this same phenomenon, though to a much lesser degree, when comparing premeiotic D1 to D3 (Fig. 3A ) and D1 to D7 (Fig. 3E) . For the meiotic LZ to P comparison, we observed the opposite trend -the targets of conserved miRNA families tended to be increased in P cells as compared to transcripts not targeted by conserved miRNAs (Fig. 3D , p D 2.2 £ 10 -16 ), although this difference was smaller than that observed comparing premeiotic to meiotic samples. The same trend, that is a slight overall de-repression of miRNA targets, was also observed for D3 to D7 comparisons, but was even more subtle ( Fig. 3B ; p D 1.9 £ 10 -2 ). While our original assumption was that the overall effects of miRNAs on mRNA transcripts would be neutral, with some miRNA families increasing between samples and thus leading to more repression of their target transcripts while others decreased and repression of their targets was relieved, these data ( Fig. 3A-F) argue that in addition to the specific effects of each miRNA family on transcript abundance, there is an overall net miRNA effect, which we needed to consider and model in order to identify specific miRNA families impacting the transcriptome. This is most evident when comparing premeiotic to meiotic populations, where it appears that there is a net repressive effect by miRNAs on mRNA transcripts. However, it is worth noting that these correlations may, in fact, not represent direct effects of miRNA regulation, instead, they could be due to preferential regulation by other mechanisms that simply correlate with the number of miRNA target sites. To begin to unravel whether the increased repression of genes with a greater number of miRNA target sites might be due to regulation by miRNAs, we compared the regression coefficients for repression versus the number of miRNA target sites for targets of 3 different categories of conserved miRNA families (Fig. 3G-L, Fig. S3E-H ): 1) those expressed (CPM > 1; red), 2) those highly expressed (CPM > 250; purple), and 3) those both highly expressed and differentially abundant (blue). We found that for premeiotic to meiotic comparisons (D7 to LZ and D1 to P), the regression coefficient was more negative for highly expressed miRNA families as compared to all expressed miRNA families, and even more negative for highly expressed miRNA families that were significantly altered in their abundance ( Fig. 3I and L) . This trend was not observed for the remaining comparisons (Fig. 3G-H and J-K). As the net downregulation of miRNA targets in meiotic cells increases for targets of highly expressed and differentially abundant miRNAs, this suggests miRNAs are responsible, at least in part, for this net repression, and could indicate an overall increase in the regulatory impact of many miRNAs as germline cells proceed into meiosis.
We next set out to identify specific miRNA families that exhibited a detectable widespread impact on the abundance of their predicted target mRNAs. To differentiate between miRNAs that are significantly altered between samples from those that are not, we determined whether each miRNA family was differentially abundant for each comparison (Fig. 4A-F,  Fig. S4A-D) . For each miRNA family, we then compared the fold change for all targets of that family to a background distribution, which we generated by randomly sampling a subset of mRNAs that were also miRNA targets, but not targets of that particular family (Fig. 4G-L, Fig. S4E-H ). This strategy allowed us to identify significantly altered miRNA families that were having a detectable impact on gene expression in male germ cells, while controlling for the net effects of miRNA targeting described above (Fig 3A-L) . For the D1 to D3 ( Fig. 4G ; Table SIV), D3 to D7 ( Fig. 4H ; Table SV), and LZ to P ( Fig. 4J ; Table SVII) comparisons, no significantly altered miRNA families showed a significant impact on mRNA target abundance. For the D1 to D7 comparison, the miR-30 family, which increases in abundance from D1 to D7, shows a slight but significant impact on mRNA target abundance ( Fig. 4K ; Table  SVIII ). However, this impact is in the opposite direction from what would be predicted for repressive miRNA-mediated regulation, as target fold change values are greater, rather than less, than the background distribution, indicating that targets of the miR-30 family are more likely to increase in their abundance than all targets of highly conserved miRNAs. Thus, we did not identify miRNAs with a significant impact on gene expression in premeiotic cells.
For the D1 to P comparison, the miR-34 family, which increases dramatically in abundance from D1 to P (»280 fold increase; Fig. 5G ), exhibited a significant signature for repression of miR-34 family targets, as compared to background ( Fig. 4L ; Table SIX ). In this case, the change in target abundance is concordant with the large increase in miR-34 family levels, likely indicating the widespread impact of the miR-34 family on the expression of its target mRNAs as cells enter meiosis. Significant repression of miR-34 family targets as compared to background in D1 v P was robust to different expression thresholds cutoffs for mRNA transcript expression ( Fig. S4I-P) , and was also observed in D1 to LZ, D3 to LZ, and D3 to P (Fig. S4E-G ). These observations were expected given that an increase in miR-34 family levels upon meiotic entry has been previously described, 33, 45, 46 and because miR-34 is the only miRNA family known to be essential for spermatogenesis. [29] [30] [31] In addition to miR-34, the targets of a sole additional miRNA family, the miR-29 family, also showed a significant signature of target repression compared to background in meiotic samples, which we observed for all premeiotic to meiotic comparisons: D7 to LZ ( Fig. 4I ; Table SVI), D1 to P ( Fig. 4L ; Table SIX), D1 to LZ (Fig. S4E ), D3 to LZ (Fig. S4F ), D3 to P (Fig. S4G) , and D7 to P (Fig. S4H) . The miR-29 family has been shown to play important roles in DNA damage repair and methylation in non-germline tissues, 47, 48 together with diverse roles in other tissues [49] [50] [51] [52] [53] ; however, no role for the miR-29 family in germline development has been reported. The miR-29 family increases in abundance from D1 to P (»21 fold increase as determined by small RNAseq; Fig. 5G ). We validated this observed increase in miR-29 family levels using qPCR (Fig. S5D ). The repression of mRNA transcripts from premeiotic populations to LZ cells, in which the miR-29 family is maximally abundant, is slightly greater for miR-29 family targets than for targets of the miR-34 family, though this result was not statistically significant (median fold changes for miR-34 and miR-29, respectively, are D1 to LZ: -0. Mature miRNAs from the miR-29 family derive from 4 miRNA genes -Mir29a, Mir29b-1, Mir29b-2, and Mir29c. 2, 3 Mir29a was the most highly expressed of the miR-29 encoding loci in meiotic cells, with its dominant product, the mature miRNA mmu-mir-29a, accounting for the majority of the increased levels of miR-29 family observed in LZ and P spermatocytes ( Fig. S5A ; Table SX ). To ensure that the targeting signature we observed for the miR-29 family was not specific to the method of target prediction we used (TargetScan), we determined whether the signature was robust when assessed using 2 alternative target prediction methods, PicTar 54 and miRanda, 55, 56 both of which predict targets for individual mature miRNAs. We found that expressed targets (CPM > D 1) predicted for mmu-mir-29a were significantly repressed compared to all other expressed mRNAs in D1 to LZ ( Fig. S5B-C) , when assessed using either PicTar or miRanda. Based on the results of our miRNA targeting analysis, we conclude that targets of the miR-34 and miR-29 families exhibit greater repression than the pooled targets of all other highly conserved miRNA families in meiotic cells, and that this repression is concordant with the upregulation of both the miR-34 and miR-29 families during meiosis.
To investigate further the apparent repression mediated by the miR-34 and miR-29 families in meiotic cells, we asked whether transcripts predicted to be more effectively targeted by either the miR-34 or miR-29 family exhibited stronger repression. The TargetScan contextC score predicts how effectively a given miRNA family targets a particular mRNA based on the nature of the base pairing between the miRNA and target transcript, the target site's contextual environment, and competition with other targets of that same miRNA. 9, 10 We found that the median repression from D1 to P for transcripts targeted by miR-29 correlated with the strength of TargetScan contextC scores ( Fig. 5B ; p D 8.8£10
-3 ), indicating increasingly potent miR-29 mediated repression of targets predicted to be more effectively regulated by the miR-29 family. The repression of transcripts targeted by the miR-34 family were not significantly correlated with the strength of predicted targeting ( Fig. 5A ; p D 3.5 £ 10 -1 ). This difference could be explained by the disparity in miR-29 and miR-34 family abundance in meiotic cells. In the case of the highly abundant miR-34 family, even weak targets will have more opportunities for interaction with miR-34, thus, even if only a small fraction of these interactions are successful, repression will occur. For the less abundant miR-29 family, however, transcripts with weaker target sites have fewer opportunities to interact with miR-29, and thus are less likely to be repressed. Targets of the miR-30 family, which were found to be significantly altered from D1 to D7, albeit in the opposite direction expected, show no discernable relationship between predicted target strength and repression ( Fig. 5C ; p D 3.6£10 -1 ). These results further indicate that the increase in abundance of miR-30 family targets was coincidental and unrelated to miR-30.
Another predictor of miRNA targeting strength is conservation. Targets with a conserved target site for a given miRNA are more likely to be effectively repressed by that miRNA, moreover, consequential regulation by miRNAs is, presumably, more common for conserved targets. 11 The correlation between observed repression of targets and degree of target site conservation was observed for both the miR-34 and miR-29 family ( Fig. 5D and E; p D 3.5 £ 10 -3 and p D 1.2 £ 10 -9 , respectively), and was more pronounced for miR-29 ( Fig. 5D D  4 .0 £ 10 -3 ). We did not see this pattern, however, for the miR-30 family ( Fig. 5F ; p D 1.5 £ 10 -1 ). Thus, as expected, more strongly conserved targets of the miR-29 and miR-34 families showed greater repression.
miR-34 and miR-29 family regulatory networks are distinct
We wanted to examine to what degree the regulatory networks of highly expressed miRNA families in the male germ line are independent. We restricted our analysis to mRNAs with conserved predicted target sites to enrich for those most likely to play important biological roles. We calculated the proportion of conserved targets shared between miR-29, miR-34 and all highly expressed germ line miRNA families, for both premeiotic and meiotic samples (Fig. 6A) . For most pairwise comparisons between different miRNAs, we found no evidence of co-regulation ( Fig. 6A; Fig. S6A-D) . On average, about 6% of conserved targets were shared between any given 2 miRNAs. There were, however, a few exceptions in the premeiotic samples. We found more overlap than expected between targets of the miR-26 and miR-148 families in premeiotic samples ( Fig. S6A-C) . For a subset of premeiotic samples, we also observed a greater than expected overlap in miR-181 and miR-27 family targets, as well as miR-26 and miR-27 family targets ( Fig. S6B-C) . We also determined the degree of overlap between targets of the miR-34 and miR-29 families to confirm that the repression seen for miR-29 was not due to targets common to miR-34. The miR-29 and the miR-34 families share only 18 conserved targets out of a total of 568 (379 miR-29 targets and 207 miR-34 targets; Fig. 6A, Fig. S6E ). Therefore, only »5% of the miR-29 family's conserved targets are also targets of miR-34 (Fig. 6A) . Furthermore, we looked at whether these few shared targets corresponded to mRNAs predicted to be much stronger targets of the miR-34 family (Fig. S6E ) and found that they were not. Overall, this result suggests that miRNA targeting networks in meiotic cells are largely distinct, including those of the miR-29 and miR-34 families.
We repeated the targeting analysis for all comparisons in which both the miR-34 and miR-29 families showed a significant targeting signature, with those targets shared between the miR-29 and the miR-34 families removed; in all cases, the targets of the miR-29 family were still significantly more repressed than those of the background distribution sampled from targets of all other miRNA families other than miR-29 (Fig. 6B , only D1 to P comparison shown). These data demonstrate that both the miR-34 and miR-29 families each have independent regulatory functions in spermatocytes, targeting largely distinct sets of mRNA targets.
Direct targets of the miR-29 family are enriched for components of the extracellular matrix
To gain insight into the roles of the mir-29 and miR-34 families in meiotic cells, we examined the conserved predicted targets of these miRNAs that were significantly downregulated in either LZ or P samples as compared to D1. We chose to focus on these 2 comparisons (D1 to LZ and D1 to P), as both the miR-29 and miR-34 families exhibited significant targeting signatures in each. Predicted targets of both miRNA families were enriched among significantly downregulated mRNAs (miR-29 -D1 to LZ: p D 7.4 £ 10 -6 , D1 to P: p D 3.7 £ 10 -16
; miR-34 -D1 to LZ: p D 1.4 £ 10 -4 , D1 to P: p D 9.7 £ 10 -7 ; chi-square test), and were depleted among significantly upregulated mRNAs (miR-29 -D1 to LZ: p D 2.6 £ 10 -12 , D1 to P: p D 5.5 £ 10 -7 ; miR-34 -D1 to LZ: p D 1.2 £ 10 -4 , D1 to P: p D 8.3 £ 10 -7 ; chi-square test). Gene ontology cellular component analysis showed an enrichment in genes involved in extracellular matrix organization for predicted downregulated targets of the miR-29 family, in both comparisons (Table SXI) . No categories were significantly enriched for the miR-34 family. However, while some of the downregulated transcripts are direct targets of the miR-29 or miR-34 family, many are undoubtedly downstream or indirect targets that result from the direct effects of these miRNAs.
To enrich further the list of predicted direct targets of the miR-29 and miR-34 families, we utilized the EISA (exon-intron split read analysis) method, 57 which compares changes in exon to intron levels in RNAseq data in order to infer evidence of post-transcriptional regulation. 58 Specifically, for each gene in our RNAseq data, we determined individual counts for introns, representing pre-mRNA and serving as a proxy for transcriptional regulation, and exons, representing mature mRNA and reflective of both transcriptional and post-transcriptional regulation. Transcripts with a significantly greater decrease in exon levels, when compared to changes in intron levels, were considered to have been subject to post-transcriptional downregulation via mRNA destabilization. This approach allows us to remove predicted targets of the miR-29 or miR-34 families that did not exhibit evidence of post-transcriptional downregulation, which are less likely to represent true, direct targets in vivo. Out of »16,000 genes corresponding to mRNA transcripts expressed in premeiotic or meiotic cells, only »34% had sufficient exonic and intronic coverage for statistical analysis in either of the 2 comparisons, consistent with previous implementations of this method. 58 Of the genes we analyzed, there was an overall correlation between intron and exon changes ( Fig. 7A-D (Fig. 7A and C) , and 1,622 for D1 to P (Fig. 7B and D) . As expected, predicted targets of the miR-29 and miR-34 families were preferentially found among those genes that had significantly reduced steady-state mRNA levels (i.e. had reduced exon levels during meiosis as determined by RNAseq) and were post-transcriptionally downregulated (i.e., had more significantly reduced exon levels than intron levels during meiosis as determined by EISA; Fig. 7A -D; p < 2.0£10 -11 for miR-29 family targets in D1 to LZ; p < 7.0£10 -9 for miR-29 family targets in D1 to P; p < 2.7£10 -6 for miR-34 family targets in D1 to LZ; p < 2.1£10 -8 for miR-34 family targets in D1 to P). miR-29 and miR-34 family predicted target mRNAs were not preferentially enriched, however, in other post-transcriptional categories, such as steady-state upregulated (i.e., had increased exon levels during meiosis as determined by RNAseq) and post-transcriptionally upregulated (i.e., had more significantly increased exon levels than intron levels during meiosis as determined by EISA), or steady-state upregulated but post-transcriptionally downregulated. Notably, absence of miR-29 and miR-34 predicted targets in steady-state upregulated but post-transcriptionally downregulated genes indicates that miRNA-mediated regulation in meiotic cells is typically not antagonistic to transcriptional regulation acting on the same genes, a characteristic of miRNA-mediated regulation that has been observed previously. 59 We found that »20% of the predicted targets of the miR-29 and miR-34 families showed evidence of post-transcriptional regulation in either of the 2 comparisons (Fig. 7E -purple ). There were also downregulated targets that did not show any evidence of post-transcriptional downregulation (Fig. 7E -dark blue) ; at least some of these are likely downregulated via changes in transcription. In general, the relative frequencies of different types of regulation predicted by EISA for targets of both the miR-34 and miR-29 families were highly similar to one another. These data confirm the targeting signature for the miR-34 and miR-29 families, and identify a high-confidence set of predicted direct targets for both miRNAs during meiosis.
To determine what roles the miR-29 and miR-34 families might play in meiotic cells, we performed gene ontology analysis on predicted direct targets of each miRNA, analyzing genes that were both downregulated at the post-transcriptional level and that exhibited a significant decrease in steady-state mRNA levels. We noted a strong enrichment in functional categories involved in collagen and the extracellular matrix for predicted direct targets of the miR-29 family in D1 to LZ and D1 to P ( Table SXI, Table SXIII (Table SXIII) . Regulation of collagen and other extracellular matrix components by the miR-29 family has been described in multiple non-germline studies. 60, 61 We did not identify enrichment in categories such as response to DNA damage or methylation, 2 processes miR-29 has been previously implicated in, but did identify direct targets involved in DNA damage -Ing4 and Parg (Table SXIII - -34 ). As DNA methylation plays a role in the response to DNA damage, 65 it is possible that miR-29 might participate in this process through its downregulation of Dnmt3a. To validate this observation, as well as the downregulation of some of the miR-29 family's predicted direct targets, we used qPCR to quantify the fold change in mRNA levels for the D1 to LZ comparison for 11 predicted targets. Of the 11, we confirmed downregulation of 9, including Dnmt3a (Fig. S5E) . The full list of steady-state downregulated and post-transcriptionally downregulated targets of the miR-29 family in meiotic samples as compared to premeiotic D1 can be found in Table SXIII. We found no strong gene ontology signatures connected to processes in meiosis for the direct targets of the miR-34 family in the D1 to LZ comparison or the D1 to P comparison. Previous observations have suggested that the miR-34 family plays a role in ciliogenesis, at least in part through the repression of Ccp110, a gene involved in the inhibition of ciliogenesis. It was previously shown that Ccp110 can be regulated by the miR-34 family in vitro, and that Ccp110 overexpression phenocopied the cilia defects observed in miR-34 family knockout mice. 30 Surprisingly, we did not find evidence for post-transcriptional regulation of Ccp110 in vivo; instead, it appears to be significantly upregulated in both our D1 to LZ and D1 to P comparisons, and also shows a post-transcriptional upregulation signature (D1 to LZ steady-state mRNA log 2 fold change D -19 ). Our results argue that either the miR-34 family does not affect Ccp110 levels until later in spermatogenesis, or, that miR-34 plays a role in ciliogenesis via regulation of a different target mRNA. We identified 2 miR-34 family targets with annotated roles in ciliogenesis that were strongly downregulated and also post-transcriptionally downregulated: Notch2 and Prkacb (log 2 fold changes ¡4.9 and ¡3.9, respectively), defective regulation of which might explain the defects in ciliogenesis observed in miR-34 knockout mice. A previous study also noted a decrease in steady-state Notch2 mRNA levels in meiotic cells and suggested it might be regulated by miR-34 45 . We also found no significant post-transcriptional downregulation for another predicted target of miR-34, Atf1, which was suggested to play a role in regulating apoptosis in spermatocytes 33 
Discussion
Conditional germline knockouts of Dgcr8, Drosha, and Dicer revealed that miRNAs were required for spermatogenesis, and further studies identified the miR-34 family as essential to normal meiosis in the male germline. Our work confirms this observation, revealing widespread control of mRNA levels by the miR-34 family in meiotic cells. In addition, we identify miR-29 as a second miRNA family likely important for spermatogenesis. Indeed, the predicted impact of the miR-29 family on the transcriptome is more widespread than that mediated by the miR-34 family in many premeiotic to meiotic comparisons (Fig. 4I, Fig. S4E-F, H) . Finally, we show that targets of the miR-29 family are distinct from those of miR-34, and thus the role of the miR-29 family is independent from that of miR-34.
While roles for the miR-29 family in cellular processes in somatic cells have been investigated, little is known about the role for this microRNA in the germ line, particularly during meiosis. A previous study identified an increase in mmumir-29b in murine meiotic as compared to premeiotic whole testis, 66 suggesting that the increase in miR-29 family abundance we observe in our study is not due to contamination present only in our purified meiotic cells. Another study found that exposure of the murine germ line to radiation leads to an increase in germline miR-29 family abundance and downregulation of Dnmt3a.
67 Dnmt3a plays a role in the methylation and suppression of transposable elements; transposable elements were also found to be hypomethylated in irradiated mice. 67 While we could not confirm that Dnmt3a was posttranscriptionally downregulated in meiotic cell populations, we did find that Dnmt3a steady-state mRNA levels were significantly decreased. In normal, non-irradiated male germ lines, the miR-29 family was most abundant in leptotene and zygotene spermatocytes (Fig. 5G) , which is when DNA double strand breaks have been formed to promote crossing over, and also a time when the cell's DNA damage response pathway has been activated. Interestingly, in addition to the aforementioned germline radiation study, the miR-29 family has been shown to be upregulated upon drug-induced DNA damage. 47 Thus, these results suggest that the miR-29 family might play an important role in the repair of double strand breaks during meiosis. Finally, we found that conserved targets of the miR-29 family exhibiting signatures of post-transcriptional downregulation were enriched for components of the extracellular matrix and collagen; many other studies have noted the connection between the miR-29 family and the extracellular matrix in somatic cells. 60, 61 In the male germ line, interactions between germ cells, supporting somatic cells (including Sertoli cells), and the basement membrane (a type of extracellular matrix) of the seminiferous tubules are important for proper spermatogenesis. 34 Our work suggests that the miR-29 family regulates multiple extracellular matrix components, and thus might play a role in germ cell-basement membrane dynamics. Taken together, our work both confirms the importance of the miR-34 family in regulating mRNA abundance during male meiosis, as well as implicates the miR-29 family as a post-transcriptional regulator during meiosis. Importantly, our work provides a list of confidently identified predicted direct targets for the miR-29 family, which can be further investigated in order to better define the germline functions of miR-29. Given the previously identified role in DNA damage repair for the miR-29 family and our observation that it also regulates many extracellular matrix genes, a better understanding of the miR-29 family's function may contribute to a better understanding of DNA damage repair and cellular integrity during meiosis.
Materials and methods
Whole testis and spermatocyte preparation
All mouse studies were conducted with the prior approval of the Cornell Institutional Animal Care and Use Committee. To obtain premeiotic whole testis samples, whole testis were removed and decapsulated from C57BL/6 mice at day 1, day 3, and day 7 pp. The proportion of germline cells to somatic cells in these samples is estimated to be »7:3. To obtain meiotic cells, testes from adult C57BL/6 mice (day 70-80 pp) were removed and decapsulated prior to enrichment of specific spermatogenic cell types using the STA-PUT method based on separation by cell diameter/density at unit gravity. 68, 69 The purity of resulting fractions was determined by microscopy based on cell diameter and morphology. Pachytene and pooled leptotene/zygotene cells were approximately 90-95% pure, with potential contamination from spermatocytes of slightly earlier or later developmental timing.
RNA preparation
RNA was extracted from whole testis and STA-PUT purified cells using TRIzol (Life Technologies) and used as the source material for mRNA and small RNA sequencing.
Small RNA library preparation and analysis
Small RNA sequencing libraries were prepared (TruSeq Small RNA, Illumina; 11 cycles of amplification) and sequenced (Illumina HiSeq 2500; 50 bp; single). High-quality reads (those passing Illumina's Y/N quality filter and containing no uncalled bases) were aligned to the genome (mm9) using Bowtie (v0.12.7; 70 ). miRNAs were identified requiring perfect alignment to miRNA sequences obtained from miRBase (v21; 2, 3 ), and grouped together into miRNA families based on the possession of a common seed sequence. The differential abundance of each miRNA between samples was assessed using edgeR (v3.6.8; 71 ; R version: 3.1.0). miRNA families are referred to by the first miRNA member of each family based on TargetScan miRNA family nomenclature (for example, the let-7/98/4458/ 4500 family is referred to here as the let-7 family).
RNA library preparation and analysis
Non-stranded RNAseq libraries were prepared (TRUseq, Illumina; 15 cycles of amplification) and sequenced (Illumina HiSeq 2500; 100 and 50 bp; single). The resulting sequences were mapped to the genome (mm9) using BWA aln (v0.7.8; default settings used; 72 ). The number of reads mapping to each mRNA transcript was quantified using HTSeq (v0.6.1; intersection-strict mode and stranded D no settings used, otherwise, default settings were used; 73 ), and log 2 fold change abundance of each mRNA between samples was assessed using edgeR (v3.6.8; 71 ; R version: 3.1.0).
Accession numbers
Deep sequencing files are available from NCBI GEO (GSE83264).
Targeting analysis
Targets for each broadly conserved 11 miRNA family were identified using the TargetScan Mouse database (v6.2; [8] [9] [10] [11] ). Only expressed targets (RNAseq CPM > D 1) with a TargetScan contextC score less than -0.1 were considered. A background distribution of miRNA targeting was constructed by sampling 10% of the expressed targets of every miRNA family and pooling their log 2 fold change values together. The distribution of log 2 fold change abundance for mRNAs targeted by each miRNA family were compared to the distribution of background log 2 fold change abundance using a Wilcoxon rank sum test. The custom python script used to perform these comparisons are available on GitHub: https://github.com/SRHilz/2016TargetingAnalysis. For further investigation of miR-29 family targets (Fig. 5) , PCT values were used to determine to what degree an mRNA was a conserved target of a miRNA family.
Network analysis
The same strategy to identify targets for each miRNA family in the targeting analysis was used. To enrich for functionally significant targets, only targets with a TargetScan context C score less than ¡0.1 and that were also conserved (TargetScan PCT > 0.5) were considered. Significance testing using the probability mass function for the binomial distributions (where k D number of shared predicted targets between family A and B, n D number of predicted targets for family A, and p D probability of randomly selecting a predicted target of family B) was used to determine whether 2 miRNA families had a proportion of overlapping targets that significantly deviated from expected values (p-values Bonferroni-corrected). Shared targets for all highly expressed miRNA were visualized using heatmap.2 in R (R version: 3.2.3). The network of shared targets for miR-34 and miR-29 was visualized using the igraph package in R.
Gene ontology analysis
Gene ontology analysis was performed with the Bioconductor package goseq. 74 P-values were corrected for multiple hypothesis testing using false discovery rate (FDR).
EISA analysis
Identification of transcripts with post-transcriptional gene regulatory signatures were identified as described in Gaidatzis et al. . Briefly, the number of reads corresponding to introns and exons were separately counted. Transcripts with significantly different D exon -D intron counts were identified using edgeR. Significantly different transcripts were then cross-referenced with a list of all significantly downregulated genes for a given comparison in order to specifically identify transcripts that are steadystate downregulated and post-transcriptionally downregulated. edgeR was also used to determine the individual log 2 fold change exon and intron counts shown in Fig. 7 .
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No potential conflicts of interest were disclosed. D log 2 fold-changes (D1 to LZ) of the most predominant miRNAs, mmu-mir-34c and mmumir-29a, belonging to the miR-34 and miR-29 families, respectively, as measured by qPCR.
cDNA was prepared using the Universal cDNA Synthesis Kit II (Exiqon) from 10 ng of total RNA. qPCR reactions were run in triplicate on a LightCycler480 (Roche Applied Science). A melt curve for each reaction confirmed amplicon identity, and a standard curve was used to calculate transcript abundance. We assayed mmu-mir-34c using the hsa-miR-34c-5p LNA™ PCR primer set (Exiqon), mmu-mir-29a using the hsa-miR-29a-3p LNA™ PCR primer set (Exiqon), and mmu-mir-16, which we used as our reference sample, using the hsa-miR-16-5p
LNA™ PCR primer set (Exiqon). All miRNAs shown were normalized to mmu-mir-16 levels. Table SII . For each of the four supplemental comparisons (D1 to LZ, D3 to LZ, D3 to P, and D7
to P), the top five enriched biological processes identified using gene ontology analysis are
shown for genes significantly upregulated or downregulated between samples.
Premeiotic vs Meiotic GO Analysis By Cluster (k = 7)
Cluster 1 Table SIII . Premeiotic (D1, D3, and D7) and meiotic (LZ and P) samples were grouped together, and differential expression analysis was performed to identify differentially expressed genes. These differentially expressed genes were then clustered based on their expression, and gene ontology analysis was performed on each cluster.
Tables SIV-IX. For each of the six comparisons (D1 to D3, D3 to D7, D7 to LZ, LZ to P, D1 to D7, and D1 to P), the tables provide information about and the results of the targeting analysis for each miRNA family. These tables include the sequence for each miRNA family seed, the name of each miRNA family, whether that family was differentially abundant (DA) or not (NotDA) in the given comparison, the number of expressed targets of that miRNA family, as well as the number of target for the background list (BG), the Wilcoxon rank sum test p-value, the Bonferroni-corrected Wilcoxon rank sum test p-value, the average log 2 fold change (FC) of the targets of as well as the background list for that miRNA family, the maximum level of expression for the miRNA family in either of the two samples compared, and the log 2 fold change in that miRNA family in the second sample as compared to the first. Mast4 Plod1
Narf Plxna1
Nav1 Ppm1e
Nckap5l R3hdm4
Oxct1 Rnf165
Parg Serinc5
Pcsk5 Slc16a2
Pdgfb Slc39a9
Plod1 Smtnl2 
