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A variety of satelites for space investigation and Earth observation has been launched and are 
yielding a large amount of data. Easy and efective paralel processing technique is required to analyze 
such scientific big data without heavy programming. In the study we analyze a set of waveform data 
measured by the WFC-L receiver onboard Japanese lunar orbiter “KAGUYA” for 9 months using our 
original program. The total data size is as smal as 144G
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al data files to detect specific waveform paterns. The practical issue is that it is not easy for many 
space scientists to rewrite a program via paralelization library such as MPI (message passing 
interface). Herein we import our original program, without rewriting, on a science cloud system on 
which a task manager is ready for use for development and management of paralel data processing. 
We demonstrate that easy task scheduling and paralel processing is efective and practical for big data 
analysis even in case that the data set is heterogeneous. 
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いるSPASE（Space Physics Archive Search and 
Extract）［12］，京都大学・名古屋大学など
で進められているIUGONET（Inter-university 




NASA/GSFCの CDAWeb（Coordinated Data 
Analysis Web）［14］，名古屋大学などによ
る TDAS/UDAS（ Themis Data Analysis 
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1 1 0:52:42 
2 1 0:26:59 
3 1 0:18:54 
4 1 0:14:50 



















































n100 4 443 0:12:40 
n101 3 524 0:10:49 
n102 4 210 0:09:11 
n103 6 789 0:09:29 



















2 1 10 0:00:32 
3 1 6.67 0:03:13 
4 1 5 0:03:20 



















































2 960 70,918 5:22:36 
4 960 70,918 2:43:13 
8 960 70,918 1:27:46 
12 960 70,918 1:02:51 
16 1280 89,315 1:15:55 
20 1600 111,920 1:26:16 





























































ノ ドー 処理時間 ファイル数 合計サイズ
（MB） 
n100 0:57:54 89 6,809.05 
n101 0:55:21 95 5,998.37 
n102 0:58:47 106 7,557.22 
n103 0:58:37 126 6,002.85 
n104 0:58:48 93 6,683.33 
n105 1:02:51 111 8,786.70 
n106 0:54:58 108 6,901.10 
n107 0:58:52 75 6,911.40 
n108 0:58:57 82 6,578.77 
n109 0:59:57 76 8,680.01 
最大差 0:07:30 51 2788.33 
標準偏差 126 15.7 925.85 
 
5．2 スケジュ リーング処理の評価 




























ノ ドー 処理時間 ファイル数 合計サイズ
（MB） 
n100 1:34:43 221 13,883.39 
n101 1:34:04 231 14,374.04 
n102 1:33:21 216 15,399.62 
n103 1:33:55 184 14,291.70 
n104 1:34:57 230 14,055.56 
n105 1:33:30 248 14,301.57 
n106 1:34:29 198 14,996.70 
n107 1:37:15 177 14,166.73 
n108 1:38:41 181 14,521.43 
n109 1:33:50 221 14,535.32 
最大差 0:03:54 71 1,516.23 
標準偏差 0:01:06 23.04 426.93 
 























































































2794.  task[end]:2013-09-11T16:29:35.482849 
elap=0.384 worker#1 
task=selene_h0_wfcl_20080410080000_v00 
2795.  task[start]:2013-09-11T16:29:35.482897 
worker#1 
task=selene_h0_wfcl_20080807000000_v00 
2796.  ** Execute selene_h0_wfcl_20080807000000_v00
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