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We present a slightly modified definition of the concept of holomorphically 
induced representation. We prove that in the exponential-solvable case, our 
detinition associates a nontrivial, irreducible, representation to any positive 
polarization which satisfies the Puksanzky condition. This is in marked contrast to 
the results obtained using the usual definition. ( 1985 Academx Press, Inc 
In this paper we study the question of existence and irreducibility of 
holomorphically induced representations of exponential Lie groups. (We 
shall recall the appropriate definitions shortly). The philosophy of the sub- 
ject is that for any functional in the dual of the Lie algebra and any com- 
plex polarization satisfying the Pukanszky condition, there should exist a 
realization of an irreducible representation acting in a space of square- 
integrable, partially holomorphic, sections of a certain line bundle over the 
group. This philosophy has been shown to be valid, with some restrictions 
in recent work of Rossi-Vergne [ 111 and Fujiwara [6]. There is also an 
announcement by Zaicev [ 121. Basically, the theorems say that if the 
appropriate partially holomorphic spaces are nontrivial, then the expected 
results follow. Furthermore, there are simple necessary and sufficient con- 
ditions for the nontriviality of the spaces in question. Surprisingly, 
however, there are also very simple examples of positive polarizations for 
which the appropriate spaces are trivial. It seems natural then, to ask 
whether there might be some modification of the process of holomorphic 
induction which yields realizations in the cases which are ruled out by the 
RossiiVergneeFujiwaraaZaicev results. 
In this paper are present such a modification. The required modification 
is actually quite simple, but in order to describe it we shall need to recall 
the definition of holomorphic induction. We are using [2] as our reference 
for holomorphic induction. 
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We shall establish once and for all the convention that Lie algebras will 
be denoted by upper case script letters while the corresponding connected, 
simply connected Lie group will automatically be denoted by the 
corresponding upper case Roman letter. 
Let 9’ be an exponential (hence solvable) Lie algebra and let 2 E Y*. Let 
x be the complexification of 9’ and let Y c YC be a complex subalgebra. 
We extend 1 by complex linearity to x. 9 is said to be a polarization for 1 
if it satisfies the following conditions. 
(i) ZEY if and only if [Z, 91 c ker i. 
(ii) The space 4 = ?? + @ is a subalgebra of YC. 
(1.1) 
The polarization 9’ is said to be relatively ideal if gC = 9’ A 9 is an ideal 
in &,. The polarization is totally complex if&= = YC, while it is real if 4 = 9’. 
There are also two forms, one bilinear and one sequilinear, which are 
important in the theory: 
4,w> Y) = 4 LX u 1, x, YEY, (1.2) 
H,(Z W) = i4 cz, WI 1, z, WE!??. (1.3) 
The polarization is said to be positive if H, is positive-semi-definite on 
9 x 9’. 
It is extremely important for the theory that a positive polarization of an 
exponential Lie algebra is automatically relatively ideal. This is proven in 
Fujiwara [S]. However, the proof is identical with that found in Auslan- 
der-Kostant [ 1, Theorem (1.4.10)]. The relevant result is the following 
lemma. Recall that 9’ is assumed exponential. 
LEMMA 1 (Fujiwara [ 5, Lemma 1 and 21). 9fC is an ideal in c$. Further- 
more, let gC = ker An gC. Then .BC is an ideal in &= and z?&,/L#~ is central in 
&I%. 
We shall also need the Pukanszky condition. We set 9 = gC n Y and 
& = C$ n Y. 9 is said to satisfy the Pukanszky condition if 
ad* D(1) = J. + &‘, (1.4) 
where ad* is the co-adjoint representation of S in Y* and 6” is the 
annihilator of 6 in Y*. 
To describe the holomorphically induced representations, we require the 
concept of relative trace. Let XE 9, and let J$? be a complex subalgebra of 
x invariant under ad X. Then ad X defines a mapping of YC/&! into itself. 
We denote the trace of this mapping by tr ad:YC,,M(X). Thus, for any XE C$ it 
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is meaningful to discuss tr ad,,, (X). If the polarization is relatively ideal, 
it is also meaningful to discuss tr ad9JDC(X) for XE gc. 
The relative trace function is important because it describes the relative 
modular function. In this work we always use left-invariant Haar measure. 
The modular function A, is described by 
If M is a closed subgroup of S, then A,,, is the character of M defined by 
A S.M = AM/AS. 
It is a well-known fact that the differential of A,,, is tr ad,c,.,E on 4. 
The holomorphically induced representations are customarily defined to 
act in the completion X(9’, lb, S) of the space of C”, complex-valued 
functionsfon S which satisfy 
(i) p(Z)f= ( -2 + +bc,,)(Z)f, ZE 9, 
(ii) j VI 2 &s,o < 00. 
(1.5) 
(For the ps,D notation, see [Z, Chap. V]. Also, p(Z) denotes the action of 
Z on C(S) as a left-invariant vector field). 
The holomorphically induced representation acts on this space by left 
translation and is denoted either by L(9)‘, I, S) or, when 9, & and S are 
clear from context, simply by L. 
The modification we propose in this definition is simply to replace &c by 
gG in condition (i) above. This, of course, requires a relatively ideal 
polarization. However, as we have already commented, a positive 
polarization of an exponential Lie group is automatically relatively ideal. 
One must also exercise care with condition (ii) since it is only 
meangingful for functions which satisfy condition (i) on gc. However, on 
3, adTfclB, and ad,i,c are equal, [2, Lemma 4.3.31 so there is no problem 
with condition (ii). Hence, we define yt”O(JU, 9, S) to be the completion 
(relative to the usual scalar product) of the space of functions ,f which 
satisfy (1.5)(ii) and 
6’) 
for all Z E 9. 
p(Z) f‘= ( -ii + $ tr ad c/c,,,)(Z)f (1.6) 
The main result of this paper is 
THEOREM 1. Let 9’ be an exponential Lie algebra and let 2 E 9’*. Let 9’ 
be a positive polarization for 1 which satisfies the Pukanszky condition (1.4) 
relative to Y. Then ZO(9”, I., S) is nontrivial and the representation 
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L,(9’, I, S) defined by the left action of S on J&(Y, A, S) is irreducible and is 
equivalent to the representation associated to the ad*S orbit of il under the 
Kirillov-Bernat correspondence. 
We emphasize that Theorem 1, particularly the nontriviality statement, 
is false for the more customary space &‘(Y’, ,I, S). This space is nontrivial 
only if certain constraints are placed on 9 and 1,. 
Our proof of Theorem 1 is quite different from the proofs of the 
analogous results for X(9’, ,I, S) presented in [6] and [ 111. We adopt a 
more representation theoretic point of view, depending on theorems of 
Moore and Duflo [4] and Rosenberg [9] concerning square integrable 
representations rather than on the structure and function theory of boun- 
ded, homogeneous domains used in [6] and [ 111. This change in perspec- 
tive results in vast simplifications in the theory. 
We should remark that the problem we are discussing was pointed out 
to us by Fujiwara, although Roger Howe and Jonathan Rosenberg both 
asked us similar questions. We would also like to thank Jeff Fox for some 
useful conversations regarding this work. 
Now we shall discuss the proof of Theorem 1. To emphasize the essential 
simplicity of our techniques, we shall save the inductive proof of Theorems 
3 and 4 till last. For the remainder of this work, 9 will always denote a 
positive polarization for i E Y* which satisfies the Pukanszky condition 
relative to S. u” will denote the representation of S corresponding to the 
ad*S orbit of 1 under the Kirillov correspondence. 
The main step in the proof of Theorem 1 is 
THEOREM 2. Suppose 9’ is totally complex. Then there is a nonzero vec- 
tor v E Coo( u”) such that 
U”(Z) v = U(Z) v 
for all Z E 9. 
v is called a Frobenius vector for U”. The space of such vectors is one 
dimensional, although we shall not require this fact. 
The relation between Theorems 2 and 1 is simple: 
PROPOSITION 1. Suppose 9 is totally complex. Then Theorem 2 implies 
Theorem 1. 
ProoJ Let B be the kernel of U”. Assume first that S/B is unimodular, 
so that tr adYC,,C = 0. The fact that gC is an ideal in Sp, (Lemma 1) implies 
that U” is square integrable modulo its kernel (see Rosenberg [9]). 
Let u be the Frobenius vector from Theorem 2. For each w~z(U’), let 
f,,(s) = (w, u'(g) VI, ge s. 
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We claim that f, E &(P’, A, S). Clearly 
P(Z)fwk) = (wU”(g) ma 0) 
= - U(Z)f(g). 
Thus condition (i’) of (1.6) (which is the same as condition (i) of (1.5) in 
this case) follows. 
To prove (ii) of (1.5), note that f is automatically square integrable 
modulo B since U’ is square integrable modulo B. Thus we must show that 
square integrable modulo B implies square integrable modulo D. However, 
it is known that D is the isotropy subgroup of 1 (since S is exponential). 
Hence D 3 B. In fact, Lemma 1 implies that D/B is central in S/B. Thus U 
is scalar on D/B and D/B is a torus. This implies the desired square 
integrability. Thus, the nontriviality of X0(9, 2, S) has been shown in the 
unimodular case. 
The irreducibility is automatic since is is known (Blattner [3]) that if the 
holomorphically induced representation is nontrivial, then it is irreducible. 
It is also automatic that L,(P’, 1, S) is equivalent with U” (and hence is 
independent of polarization) since w -fw defines a unitary intertwining 
operator from U* to L,(.!Y,1, S). 
In the nonunimodular case, our argument requires some modification 
due to the somewhat more complicated nature of the square integrable 
representations. It is here that our modified definition of holomorphic 
induction comes into play. 
In the nonunimodular case, the Frobenius vector need not be a square 
integrable vector in the sense that the function f, need not be square 
integrable. However let d’ denote the modular function of S/B. We lift d’ 
to a function on S which we still call A’. 
LEMMA 2. A’ is a real character of S with differential - tr ad9c,9”c. 
Proof: As commented above D/B is central in S/B so A’ is trivial on D. 
It follows that A’ is also the modular function for S/D which is known to 
have the stated differential. This proves the lemma. 
From results of Moore and Duflo [4, Theorem 31 there is a positive, 
closed, self-adjoint, densely defined operator K on Y?( U’) such that 
U’(g) K= (A’)-‘(g) KU’(g). 
Furthermore, for every w in the domain of K’/*, the function 
h,(g) = (K”*w, U”(g) II) A’(g) “* 
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is square integrable modulo D and 
Ilkvll*= llwllz Ml*. 
It is easily verified that h, is an element of z0(9, 1, S). (But not 
%‘(9’, II, S)!) and w +h, extends to a bounded intertwining operator 
between U” and L0(9, 1, S). Since we have modified the concept of 
holomorphic induction, we cannot simply quote Blattner’s theorem to 
prove irreducibility. However, Blattner’s argument does still go through 
and our proposition follows. 
Before discussing the proof of Theorem 1 in the nontotally complex case, 
let us explain how we will prove Theorem 2. To prove Theorem 2 we shall 
construct a realization for U* and simply write down a formula for u. 
Specifically, we shall prove the following theorem, which does not assume 
that 9 is totally complex. 
THEOREM 3. There exists a real polarization ~4’ for 1 which satisfies the 
Pukanszky condition such that 
E, = FM. 
Remark. P is the group corresponding to 8. Also, by our definitions, a 
real polarization is a complex subalgebra of 9,. Perhaps we should call our 
algebra AC and set A = Scn9’. However, our approach seems more 
uniform. 
Now, let us return to the totally complex case. We claim that Theorem 3 
yields a formula for the Frobenius vector. Let &? be as in Theorem 3. Since 
J%’ is a real polarization we know from [2] that L(&, 1, S) is equivalent to 
u”. 
Now, there are holomorphic characters xM and xp on M and P, respec- 
tively, with differentials 
dxM = -il+ $tr ad9C,pc/, on jl;e, 
dxp= -iA on 9. 
(1.7) 
LEMMA 3. x M=XP on MnF. 
Proof The lemma is equivalent with the statement hat 
trad -0 YJ.A/ - onA!np. 
This is automatic if .4? n9 is an ideal in YC. We shall show that in fact 
& n 9 = gC. The inclusion JV n .c? 3 ~9~ is clear so let Z E &? n 8. Then 
ZEJ&L’~ 9 so 0 = A( [Z, Z]). In view of the positivity of 8, this shows 
Z E SC, as desired. 
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It follows from the lemma that there is a unique holomorphic function v, 
on S, defined by the equation 
uc(Pm) = XP(P) xdmh pEF,mEM. (1.8) 
Let v = u,lS. It follows that v satisfies (i) of (1.5) with respect o M. It also 
follows that v satisfies 
A(Z) v = U(Z) u, 
where A(Z) is the action of 2 on Cm(S) as a right invariant vector field. If 
we can show that v satisfies the square integrability condition (ii) of (1.5), 
then it will follow that u is a Frobenius vector for L(A, A, S) and we will 
be finished. Thus, we must prove 
THEOREM 4. j lu12 dpS,M < 00. 
Theorems 3 and 4 are proved by a very standard induction argument. 
There is only one case which causes difficulties (Case (11.2) below). Here we 
use an argument which is motivated by some ideas of Fujiwara. Note, 
however, that we do not need the rather extensive structure theory 
developed in [6]. 
Before giving the details of the proofs, let us describe the passage from 
the totally complex case to the general case. Let 1,, = A 1 d (8 = &n 9’). Let 
A! be as in Theorem 3, A? c ~5~. We know that the representation 
L,(Y’, &, E) acting in &(g, iz,, E) exists, is irreducible and is equivalent 
with L(A, A,, E) (Proposition 1, Theorem 2). Furthermore, since A%! is real 
and satisfies the Pukanszky condition, we know that L(A’, 1, S) is 
irreducible and 
L(&, 2, S) = ind(E, L(A, A,, E), S) 
= ind(E, LO(Y, A,,, E), S) 
= L&Y, A, S). 
The last equality follows from an “inducing-in-stages” theorem for 
holomorphic induction which is easily proved. This then proves existence, 
irreducibility and independence of polarization, once Theorems 3 and 4 are 
proved. 
Next we shall prove Theorems 3 and 4. We shall prove them 
simultaneously. The following lemma allows us to reduce to the totally 
complex case in the proof of Theorem 3. 
LEMMA 4. Suppose A? c &= is a polarization for 1/d which satisfies the 
Pukanszky condition relative to &. Then A is a polarization for A which 
satisfies the Pukanszky condition relative to Y. 
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Proof Since JZ and 9 are both polarizations for II b, we know that 
dim JZ = dim pp. Since 9 is also a polarization for ;1, we see that &? is a 
polarization for 2. 
To see that ~2 satisfies the Pukanszky condition, let gK = J? n 2. We 
need to show that 
ad*D,(I1) = ;1+ A’, (1.9) 
where .&’ is the orthogonal complement o JZ in Y*. The inclusion of the 
left side of (1.9) in the right side is obvious so suppose /?E 2 + Ml. From 
the Pukanszky condition for &! relative to b, there is a dE D, such that 
ad*(d)/? ld=Jlb. 
Hence ad*(d) /I E ;1+ 8’. From the Pukanszky condition for 6? there is a 
d’ ED such that ad*(d’d) /!I = A. This proves the lemma since D c D,. 
From now on we shall assume that 9 is totally complex. 
Now we shall prove Theorems 3 and 4. We shall prove them 
simultaneously. 
Proof of Theorems 3 and 4 (in the totally complex case). The theorems 
are trivially true on a one-dimensional group, so we assume by induction 
that they are true for all groups of dimension strictly smaller than that of S. 
We may also assume that the kernel of 2 contains no nontrivial ideals since 
one may always quotient out by such an ideal to form an algebra of strictly 
smaller dimension to which the induction hypothesis may be applied. It 
follows then, from Lemma 1, that 52 is the center of S and is at most one 
dimensional. 
Our argument now begins to branch. 
Case I: Assume Y contains minimal noncentral ideals. Let $ be such an 
ideal. 
Subcase (I. 1) 9 is one dimensional. 
In this case 4 = RX, where XE Y. We choose X so that 2(X) = 1. Let 
CI E Y* be defined by 
[V,X]=a(V)X. 
Let y0 be the kernel of c(. 9, is an ideal with the property that any real 
polarization JZ for A 1 y0 which satisfies the Pukanszky condition relative to 
yO, automatically satisfies this condition relative to Y (see [8, Lemma 5 
and its proof]). 
There is a YE Y such that X- ~‘YE 9. Furthermore, Y# 5$ since 
0 < iA( [X- iY, X+ iY]) = 24 Y). (1.10) 
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It follows that 
.9 = qx- iY) + 9 n (9& 
Let 
Then 9, is a totally complex polarization for AlyO. By the induction 
hypothesis, there is a real polarization A in (,u?,), which satisfies the 
Pukanszky condition such that 
To prove Theorem 3 in Case (Il), we need to show that isA = S,. It suf- 
fices, we claim, to show that &SO), = S,. In fact, since X is central in 
9& P, = P, exp CA’. Furthermore XE A?. Hence 
(S,),=P,M=P,(exp@X)M=P,McPM. 
Thus P(S,), = PM. But it is obvious that P(S,), = S, since yO is a co- 
dimension one ideal in Y. 
To prove Theorem 4 in Case (I.1 ), let u,. be the function of formula (1.8) 
constructed relative to the pair (9, A). Let 
(uo), = UC I (So), 
and 
Then (v,), transforms covariantly according to xl’0 on the left and xM on 
the right. Since P,M = P, A4, this implies that u. is a Frobenius vector for 
L(A, A, So). In particular, u. is square integrable relative to Pi”,,,,. 
Now. 
S = (exp R Y) So. 
Let h be the function on R x So defined by 
44 s)= u,((exp f Y) s), tER,SES,. 
We shall show that 
h( t, s) = e”(‘) uo(s), 
wherew(t)= -it;l(Y)-t+(l-e~“‘Y’l)/~(Y). 
(1.11) 
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LEMMA 5. For all s, t E @, 
exp(tY+sX)=exp tYexp uX, 
where 24 = s( 1 - ePncY)‘)/a( Y) t. 
Proof: The Lie subalgebra of Y generated by Y and X is isomorphic 
with the Lie subalgebra of g/(2, C) generated by the elements 
and 
The desired equality is clear in g/(2, C) and the isomorphism proves it in 
general. 
It follows from the lemma (with s = -it and r = -u) that 
exp t Y = exp t( Y - ix) exp rX, 
where r = i( 1 - e-r(y)r)/u( Y). 
Let Z= Y-iX~p. Then, for se&, 
(exp t Y) s = (exp tZ)(exp rX) s 
= (exp tZ) s exp rX. 
Hence, since XE A%’ 
0 4 = x.&w tz) 44 x&W. 
This is equivalent to formula (1.11). 
Now, to prove that v is square integrable, note that since S, is normal in 
S, A = 1. Formula 12, p. 95 of [2] implies that s,so - 
I lv12dl*.w= I4t> 311’ &so,,) dt 
= j le2’+‘l dt IIvOl12, 
w 
where w is as in ( 1.11). But note that cz( Y) is positive due to (1.10). Hence, 
as t + +co, Re w(t) is 0(-t) while as t + -co, Re w(t) + -cc exponen- 
tially. Thus the square integrability follows and Case (1.1) is finished. 
Case (1.2). Y contains a two dimensional, minimal, noncentral ideal .a. 
We shall show that Case (1.2) cannot occur. Since y is minimal, there is 
a vector W = X, + ix, E Xc such that 
CK WI =%dY) K YEY 
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for some complex number a,(Y). Since 9’ is exponential, there is a real 
linear functional CI and a real number c such that 
a,(Y)=(l+ic)a(Y). 
Let Y, be such that Zi = Xi - iY, E .P. Let u and v be real numbers such that 
O#uY, +vY,Ekera. 
Let Z = uZ, + vZ,. Then Z E 9 and A( [Z, Z]) = 0. The positivity of 9 then 
implies that Z E gC. Hence Z is central and in particular uX, + vX, is cen- 
tral. Thus 9 has a nontrivial intersection with the center of 9. Since 9 is 
minimal, this implies that 9 is central, which is a contradiction. 
Thus we are allowed to assume that Y contains no minimal, noncentral 
ideals. In particular, the center 9 of 9’ is nontrivial and one dimensional. 
Let A E 63 be a basis element. Let 9 be an ideal of Y which is minimal with 
respect to the properties that 9 is noncentral and contains 9. Since 9 is 
one dimensional, 3 must be either two or three dimensional. The three 
dimensional case is the easiest so we do it first. 
Case (11.1). f is three dimensional. 
Recall that A is a basis of 9. Since 9 is minimal, there is a vector 
Z = X, + iX, in $, such that for all VE 9, 
c~>zl=B(vz+Y(v4 (1.12) 
where /3(V) and y(V) E @. The elements {X, , X,, .4 } form a basis for 9. 
There are elements Y, such that 
Z,=X,-iY,Eg, Y, E ker i. 
LEMMA 6. The elements {X,, X2, Y,, Y,, A} span a five-dimensional 
Heisenberg Lie algebra d such that [X,, X2] = 0 = [Y,, Y,]. 
Proof: We first observe that 4 is abelian. This follows easily from the 
observation that [Z, Z] is a root vector of weight /? + B which must be 
zero due to the minimality of 9. In particular [X,, X,] = 0. 
Let W= Y, + iY,. We shall show that [ W, Z] and [ W, Z] and [ W, m] 
are all central in yC. This will show that [&‘, .d] c FM 
Z-iW=Z,+iZ,Ey 
and 
Z-iW=Z,-iZ,Ep. 
12 RICHARD PENNEY 
Hence the element V, below also belongs to 9. 
vo= [Z-iw, z-iW] 
= -i([W,Z]+[Z, Iv])-[W, Iv] 
= -i(jJ(W)Z-/qW)Z)-[W, W]+SA, 
where 6 is some complex constant. But, mod 9, Z= iW and Z = iW and 
A E 0. Hence, the element V, below also belongs to 9, 
V,=/?(W) ?T-/qrv) w-[W, nq. 
However, v, = -V, so, in fact V, E 9 A 9 = CA. Since fl is zero on A and 
on [.u?,, 9=], we conclude that 
o=B(wB(~)-B(mB(w 
= IB(m-B(~‘)B(w. 
(1.13) 
Now, since 9 is exponential, there is a real number c and a real linear 
functional c( E Y* such that /II = (1 + ic) c(. The constant c is nonzero 
because of the minimality of $. Substituting this expression for p into 
(1.13) and setting the imaginary part of (1.13) equal to zero proves that 
c(( W) = 0 and hence /I(W) = j(W) = 0. In particular [ W, Z], [ W, Z] and 
V, = -[ W, W] are all central. 
To finish our lemma we must show that (a) O&t is the center of .d and 
(b) [Y,, Y,] = 0. Claim (a) follows from the nondegeneracy of 4;. on 
d x d while (b) follows from I( [Z,, Z,]) = 0. This finishes the proof of 
the lemma. 
Now let us prove Theorem 3 in Case (11.1). 
Let y = y, + iy2 (y is as in (1.12)). Let y0 be the intersection of the kernels 
of the yi. y0 is in fact the orthogonal space to 9 under dj,. 
It is known (Pukanszky [S]) that any real polarization A!’ of A/ X0 which 
satisfies the Pukanszky condition relative to 9, is automatically a 
polarization for i satisfying the Pukanszky condition in Y. Let 
and 
It is easily seen that 9, is a totally complex polarization for A 19,. By the 
induction hypothesis there is real polarization A? of A I90 which satisfies 
the Pukanszky condition such that 
(S,),=P,M. 
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It is clear that A’ contains Xi, X,, and A, so we see that in fact 
(So), = HoM 
(see Case (1.1) above). Thus, to prove Theorem 3, it s&ices to show that 
s, = P(S,),. 
Now the situation is complicated by the fact that yO is not necessarily an 
ideal. However, let fl= (1 + ic) c(, where c1 E Y* and let 
9% = kernel CI, 
q = 9% n 9, = centralizer of Sp. 
Then 9, and 9, are ideals. Lemma 6 implies that 2,) 2, are two linearly 
independent elements which belong to (yi)c and do not belong to (3 ),. 
Thus (9E)Cn (yO), has codimension two in (9W)c so, by a dimension 
argument 
Since Sp, is a codimension one ideal, it follows that 
SC = (S,MSoL 
It suffices, then, to show that 
es1 )cx (&)c. 
This, however, is obvious since Z, and Z, belong to 9’. This proves 
Theorem 3. 
To prove Theorem 4, let 
U,=UlS,. 
Let r be the hermitian form on @* defined by 
r(s, t) = H,(sZ, + tz,, sz, + tz,yz. 
Theorem 4 follows easily from the following lemma. (See the argument in 
Case (I. 1) above). 
LEMMA 7. SC= [exp(CY, + CY,)](&),. Furthermore, 
u,( [exp(sY, + tY,)] sO) = eP’(“~‘)u,(s,), s, tEa=,soE(SoL. 
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Prooj It follows from Lemma 6 and an easy computation that 
exp(sY, + tY,) = exp(i.sZ, + itZ,) exp( -isX, - itX, - ir(s, t) /i). 
In the proof of Theorem 3 in this case we showed that 
SC = Cexp(CZ, + ~Z2)l(&Jc 
so the first claim in our lemma follows. The second claim also follows. To 
see this note that /i is central, while {X, , X,} spans an yO-ideal & which is 
contained in the kernel of xM. It follows that 
[exp(xY, + tY2)] s0 = [exp(isZ, + itZ,)] soxo exp( -ir(s, t) A), 
where x0 E Z,. We then apply formula (1.7). This finishes the lemma and 
Case (11.1). 
We come now to the final case: 
Case (11.2). 9 is two dimensional. 
We choose XE 9 n ker 2 so that {X, ,4 } form a basis of 9. For all 
VEY, 
cv,Jfl=~(v)~+Y(v)4 (1.14) 
where CI and y belong to Y*. y # 0 since the kernel of ,? contains no ideals. 
Let y0 be the kernel of y. As before we set 
~9~ is then a totally complex, positive polarization for nlS$. There is a Y 
such that X-iYE9, YEkerI. 
If a(Y) = 0, then {X, Y, n > spans a three-dimensional Heisenberg 
algebra and our proof proceeds as in Case (II.1 ) above. We shall prove 
that in fact c(( Y) is zero. To this end assume that CQ Y) # 0. 
Let t E R and set 
I, = ad*(exp t Y) A. 
We shall compute A,. Specifically, there is a unique real linear function p 
on 9’ such that 
~19 = iyl.9 
and 
(Note that y is trivial on &B=  9’ n @). 
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LEMMA 8. il,=l+(l-ea(Y)‘)~(Y))‘~. 
ProoJ: Let 
Pa = 9 n (ker a), 
Then P=@(X-iY)@PE so 
y?=cx+cY+Pa++E. (1.15) 
We shall describe 1, on each factor of this decomposition. To this end, note 
first that the equality 
[ad Y,adX]=ad[Y,X] 
simplifies (using (1.14)) to imply the statement 
ad* Y(y) = E( Y) y. (1.16) 
Remark. By definition, ad*Y= -(ad Y)*. 
In particular y( Y)=O so 2,(X)=0. Also i,( Y)=Il( Y)=O. These 
equalities are in agreement with our lemma so it suffices to compute I, on 
9% and gE. Note that PE is invariant under adX (since Pa 2 C/i ) and under 
X- iY since X- ~‘YE 9. It follows that PV is ad Y invariant. 
Since P? is a polarization and Y + AXE 9, we see 
This implies that 
(ad* Y) ,? 1 CPE = -i(ad*X) 2 1.9% = -iy 1 Pa. 
From the exponential series and ( 1.16) we conclude 
~,I~~=l+i(l-e”‘Y”)~(Y)-‘y. (1.17) 
Since ;II is real, the value of 1, on g% will be given by the same formula with 
i replaced by -i. This implies our lemma. The next corollary proves that 
a(Y) = 0. 
COROLLARY 1. Z’ a( Y) # 0, then y = 0. 
ProoJ We know that y(X) = 0 and y(Y) = 0. From (1.15) it suffices to 
show that y 1 9X = 0. PE is an ad Y invariant complex vector space, so Pa is a 
direct sum of generalized eigenspaces for ad Y. If y [PM #O, there is a 
generalized eigenvector Z, such that y(Z,) # 0. Let Z, correspond to the 
eigenvalue r of ad Y. Let 
Z(C) = eprad ‘(Z,). 
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Then 
Z(t) = eCrtp(t), 
where p(t) is some polynomial valued in Pm. Hence 
l,(Z,) = eCr71(p(t)). 
Comparing this with formula (1.17), we see that either z = --a(Y) or r = 0: 
z = 0 is possible only if y(Z(t)) = 0 which implies that y(Z,) = 0, which we 
assumed false. Thus, we assume that r = --a(Y). 
Now, observe that 
This is inconsistent with Lemma 8 unless A( [Z(t), Z(t)]) E 0. But this con- 
tradicts the positivity of the polarization. This proves that y = 0. 
This finishes the proof of our lemma and of Theorems 3 and 4. 
CONCLUDING REMARKS 
Our results prove the existence of holomorphic induction (in the 
modified sense) in the exponential case under rather mild assumptions. It is 
natural to ask whether we can obtain the known results about existence of 
holomorphic induction as defined in [2], say. 
To this end, let 9 be a totally complex polarization for I E Y*. Let U’ 
be the representation of S corresponding to the ad,* orbit of A. Let 
u E C”( U”) be a Frobenius vector (whose existence was proven in 
Theorem 2). We shall say that v is a square integrable vector, if for all 
w EX(U”), the matrix element C,,, defined below is square integrable 
modulo the kernel of U’. 
C”&!) = (WY UA(g) u) 
It is easily verified that in this case, holomorphic induction exists, is 
irreducible and the corresponding representation is equivalent with U*. The 
converse statement is also true. We prove the following proposition 
PROPOSITION 2. The holomorphically induced representation (in the sense 
defined in [2]) exists and is equivalent with U” if and only if the Frobenius 
vector v is a square-integrable vector for U”. 
Note that v depends on the choice of B and 1 so the existence is not 
independent of polarization. Note also that in the unimodular case all vec- 
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tors are square integrable so this says that non-existence of holomorphic 
induction is a non-unimodular phenomenon. This, of course, is already 
evident in Theorem 1. 
Proof of Proposition 2. We have already seen that if u is square 
integrable, then holomorphic induction exists, so we need only prove the 
converse. 
Thus we assume that the space X(9’, A, S) of (1.5) is nontrivial. This 
space is known to consist entirely of C” functions (9 is totally complex!). 
The closed graph theorem implies that the injection of X(9, A, S) into 
Cm(S) is continuous from the Hilbert space topology to the inductive limit 
topology. It follows that the mapping 6 of X(9,1, S) into @ given by 
S(f) =f(e) 
is continuous. Hence there is a vector u in X(9’, A, S) such that 
f(e) = (f, 0). 
It follows that 
,fk) = Ug-‘)f(e)= CL L(g) 0) = C&h 
Property (1.5)(i) for f implies the property of Theorem 2 for u. Clearly u is 
a square integrable vector. The assumption that L(Y, A, S) is equivalent 
with uj. implies that u defines a Frobenius vector for U’. This proves the 
proposition. 
It would not be difficult, we feel, to rederive the results of [6] and [ 121 
concerning the existence of holomorphic induction from our Proposition 2 
above and some basic facts about square integrable vectors. We have not 
attempted this since our interests do not lie in this direction. We feel that 
our results clearly demonstrate that the appropriate concept of 
holomorphic induction is as defined in formula (1.6) above. 
It would also be natural to attempt to generalize our results to more 
general Lie groups. We also have not (yet) attempted this. In this case our 
reason is that we feel that one should study holomorphic induction as an 
instance of harmonic induction. Our Theorem 2 is clearly a statement 
about Lie algebra cohomology in degree zero. Ideally, one should prove 
the existence and irreducability of harmonic induction by proving a 
theorem such as Theorem 1 in [7]. This, then, would imply the existence of 
holomorphic induction (in the modified sense). 
Recent results of Rosenberg and Vergne [lo], show that, in general, 
there is no analogue of Theorem 1 in [7] for arbitrary solvable Lie groups, 
so this “ideal” will not be achieved directly. The problem, it seems, is in 
finding the “right” cohomology theory. 
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