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Abstract
In this paper we work out the RTT-realization for the Yangian algebra
of the Hubbard model and AdS/CFT correspondence. We find that
this Yangian algebra is of a non-standard type in which the levels of
the Yangian mix. The crucial feature that allows this is a braiding
factor that deforms the coproduct and generates the central extensions
of the underlying sl(2|2) Lie algebra. In our RTT-realization we have
also been able to incorporate the so-called secret symmetry and we were
able to extend it to higher Yangian levels. Finally, we discuss the center
of the Yangian and the automorphisms related to crossing symmetry.
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1 Introduction
Integrable systems constitute a class of models in physics and mathematics that are, more
or less, characterized by the fact that they, in some sense, can be solved exactly. They
describe simple but rich models of physical phenomena like magnetism (the Heisenberg
spin chain) and superconductivity (the Hubbard model). Their exact solvability is con-
nected to the fact that there is an intimate relation between integrable models and infinite
dimensional algebras which is one of the reasons integrable systems have found their way
into mathematics. In a sense, many integrable models can be classified by their (infinite)
symmetry algebra and its representation theory. Such a symmetry algebra can be used
to determine the scattering data and ultimately the complete spectrum of the model. In
other words, the algebra can be used to describe and solve the integrable model.
For example, the so-called Heisenberg XXX spin chain is governed by Y(sl(2)), the
Yangian of sl(2), see [1] for a review.1 A Yangian is a Hopf algebra, which is a particular
deformation of the universal enveloping algebra of the polynomial loop algebra, see e.g.
the textbooks [2] for Hopf algebras and quantum groups. Each site of the chain is a
two-dimensional vector space and admits the action of Y(sl(2)) in the fundamental eval-
uation representation. The integrable structure along with the Hamiltonian of the model
follow from the fundamental R-matrix which is almost completely determined by Y(sl(2))
symmetry. For the XXX spin chain the R-matrix is the well-known rational R-matrix (P
denotes permutation)
RXXX(u, v) = 1− 1
u− v P . (1.1)
In turn R(u, v) can then be used to compute the spectrum of the Heisenberg spin chain
via the quantum inverse scattering method, see [3] for an introduction.
However, for some integrable models, like for instance the Hubbard model, the under-
lying algebraic structure is only partially known. The Hubbard model describes electrons
moving on a one-dimensional lattice, see [4]. The Hamiltonian is of the form
H =
L∑
i=1
∑
α=↑,↓
(c†i,αci+1,α + ci,αc
†
i+1,α) + U
L∑
i=1
ni,↑ni,↓, (1.2)
where L is the length of the lattice and c†i,α, ci,α are electron creation and annihilation
operators at site i with spin α. The Hubbard model exhibits two sl(2) algebras, which are
associated with spin and charge.2 It was even found that these algebras could be extended
to a Yangian symmetry [5] under certain conditions. New insights into the symmetries of
the Hubbard model arose from an a priori unrelated part of theoretical physics, namely
gauge and string theory. It turns out that there is a remarkable relation of the Hubbard
model to scattering in the context of the AdS/CFT correspondence.
The AdS/CFT correspondence relates string theory on anti-de Sitter spaces to confor-
mal field theories. The main and best studied example of the AdS/CFT correspondence
is the duality between the maximally supersymmetric gauge theory in four dimensions
N = 4 SYM and type IIB superstrings in the AdS5 × S5 background. These models
turned out to be integrable which allowed for a lot of progress in solving and understand-
ing them, see for a review [6]. This was in particular the case for the problem the spectrum
of conformal dimensions (or equivalently the energy spectrum of string excitations).
1For simplicity we shall consider complex rather than real algebras. Therefore, the algebra su(N) is
equivalent to sl(N), and we will always choose the latter.
2The sl(2) associated with charge is usually twisted in a position-dependent way.
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The key ingredient needed for solving this spectral problem, the scattering matrix
R, was found from symmetry considerations. For the simplest choice of reference state,
the residual symmetry algebra consists of two copies of the centrally extended sl(2|2) Lie
superalgebra [7,8]. Requiring the S-matrix to respect the extended sl(2|2) algebra fixes it
up to an overall scalar factor [7,9] which is further constrained by crossing symmetry [10].
The AdS/CFT S-matrix is then of the form
RAdS/CFT(u, v) = R0(u, v)R(u, v)⊗R(u, v). (1.3)
This S-matrix is satisfies the usual properties of scattering in integrable theories, such as
unitarity and the Yang–Baxter equation. However, it is also not quite standard since it is
not of difference form (i.e. it does not depend on u−v) as is usually the case in relativistic
integrable models.
On the other hand, the Hubbard model also has an R-matrix associated to it, which
was found by Shastry [11]. This R-matrix is not of difference form, and it turns out to
be related to R up to a change of basis G on the two constituent spaces, a twist H and
a reparametrization u, v 7→ a, b, [12, 13]
RShastry(a, b) =
(
G(u)H(u)⊗G(v))R(u, v) (G(u)−1 ⊗H−1(v)G−1(v)). (1.4)
Thus, understanding the symmetries of the AdS/CFT S-matrix will automatically give
the symmetry algebra that governs the integrable structure of the Hubbard model. In
fact, this shows that the two manifest sl(2)’s in the Hubbard model are actually part of
the sl(2|2) algebra. So, in order to find the full symmetry algebra underlying the Hubbard
model and the integrable instance of the AdS/CFT correspondence, we need to study the
symmetries of R.
The fact that R is not of difference form already hints that the symmetry algebra
is not standard. First of all, it turns out that the Hopf algebra structure contains a
so-called braiding element U [14] resulting in a non-trivial coproduct structure. This
braiding element is a central element, but its exact role in the symmetry algebra remained
somewhat unclear. In this paper we will clarify the role of U and show how it affects the
algebra structure.
The sl(2)’s in the Hubbard model can be extended to a Yangian algebra. Similarly, it
turns out that R actually respects a Yangian symmetry associated to centrally extended
sl(2|2) [15], see also [16]. Again, this Yangian algebra displays a braided coproduct
structure. Shortly after, an additional symmetry, the so-called secret symmetry, was
identified [17], see also [18]. This raises the question of how all these different notions can
be unified into one consistent algebraic framework, which is the central question we will
answer in this paper.
Since the symmetry algebra clearly contains the Yangian of centrally extended sl(2|2),
it will be of Yangian type. There are various ways to realize a Yangian algebra. Drinfeld
first introduced the Yangian as a deformation of the enveloping algebra of the polynomial
loop algebra associated to a Lie algebra [19, 20]. However, in this paper we will use
the so-called RTT-realization of the Yangian-type algebra [21, 20, 22], see also [23, 24] for
reviews.
The starting point for the RTT-realization is a R-matrix satisfying the Yang-Baxter
equation. This allows one to define a Hopf algebra whose elements T satisfy the following
defining relations
R12(u, v)T1(u)T2(v) = T2(v)T1(u)R12(u, v). (1.5)
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From our point of view, this is a natural approach in the sense that we will use R to
define its own symmetry algebra.
In this paper we will work out this RTT-realization.We find that the braiding element
U is naturally encoded in T (u) as its leading order when expanding around u = ∞. In
this way, we get the correct braided coproduct structure. Furthermore, we will derive
a relation between the central extensions of centrally extended sl(2|2) and the braiding
element, which turns out to be necessary for a consistent Hopf algebra structure. Finally
we are also able to describe the secret symmetry and novel generalizations thereof. The
structure that arises in this way is a deformation of the Yangian Y(gl(2|2)). We find that
different Yangian levels mix, starting already with the braiding.
This paper is organized as follows: In Sec. 2 we will first explain the two formulations
of the Yangian algebra that will be used; the original realization and the RTT-realization.
After this we will apply them to the Lie superalgebra gl(m|n) in Sec. 3, which will serve
as an example and set notion for the next sections. Subsequently we will recall some facts
and definitions regarding centrally extended sl(2|2), its Yangian and the corresponding
scattering matrix in Sec. 4. Then in Sec. 5 we will formulate the RTT-realization of
the symmetry algebra. We explicitly show that it contains all the known symmetries
and highlight the differences with regular Yangian algebras. Finally we discuss crossing
symmetry in Sec. 6. We end with conclusions and outlook.
2 Formulations of Yangian Algebras
A (quantum) algebra typically has many useful formulations: In the case of very large or
infinite-dimensional algebras it does not make sense to attribute a name or symbol to all
of its elements. Often, a few elements along with their algebraic relations suffice to define
the algebra. Now there are typically several useful choices for the set of fundamental
elements which all describe the same algebra. The fundamental elements of one algebra
must be expressible as composite elements of the other algebra and vice versa.
In this section we will review two formulations of the Yangian algebra Y(g) associated
to a finite-dimensional Lie superalgebra g over the complex numbers C: First we will
discuss Yangian algebras using Drinfeld’s original realization. We will refer to it as the
Drinfeld realization (otherwise it is also known as the first or the old realization). Next
we will display the quasi-triangular structure which is present, to some extent, in Yangian
algebras. The arising R-matrices will then be used to define another realization of the
Yangian algebra, the so-called RTT-realization. Finally, we will show the equivalence to
the original Drinfeld realization.
Please note throughout the following sections: For references and details on the de-
velopments which were already outlined in the introduction, please refer to the standard
works and reviews mentioned there.
2.1 Drinfeld Realization
The Yangian Y(g) associated to a finite-dimensional semi-simple Lie superalgebra g is a
particular deformation of the enveloping algebra U(g[u]) of the polynomial loop algebra
g[u] in the formal variable u. Let us first introduce a realization of U(g[u]) and then
deform it to the Yangian algebra Y(g).
4
Enveloping Algebra. Let the Lie superalgebra g[u] be spanned by the elements JI(s).
Here the index I = 1, . . . , dim(g) enumerates the elements JI of a basis of g, and the non-
negative integer s ∈ Z≥0 describes the level within the loop algebra. The loop algebra is
specified by the (graded) Lie brackets[
JI(s), JJ(t)
}
Lie
= f IJKJK(s+t), (2.1)
where f IJK denotes the structure constants of g in the basis JI .
Next, we define the enveloping algebra U(g[u]) as a subalgebra of the tensor algebra
T(g[u]). The latter is the unital associative algebra of polynomials in the elements of
g[u] where the ordering of letters in monomials matters. In order to reduce the tensor
algebra to the enveloping algebra, the graded commutator [X, Y } := XY − (−1)|X||Y |Y X
of elements X, Y ∈ g[u] is identified with the corresponding Lie brackets [X, Y }Lie defined
in (2.1). In other words, within monomials, the elements of g[u] are assumed to obey[
JI(s), JJ(t)
}
:= JI(s)JJ(t) − (−1)|I||J |JJ(t)JI(s) != f IJKJK(s+t). (2.2)
In order to make these relations self-consistent, the structure constants must obey the
graded Jacobi-identity. Formally, the enveloping algebra is obtained by factoring out the
ideal generated by the above identification (2.2)
U(g[u]) :=
T(g[u])〈
[JI(s), JJ(t)} − f IJKJK(s+t)
〉 . (2.3)
Due to these relations it is sufficient to consider only polynomials in the lowest two
levels of g[u], namely JI := JI(0) and ĴI := JI(1). Higher-level generators of g[u] within
U(g[u]) are realized as iterated commutators of Ĵ’s. The remaining algebraic relations
(2.2) between J’s and Ĵ’s are implemented by the following identifications
[JI , JJ} = f IJKJK , (2.4)
[JI , ĴJ} = f IJK ĴK . (2.5)
The commutator of two Ĵ’s is again proportional to the structure constants f times the
level-2 elements of g[u]. Instead of defining the level-2 elements explicitly, we merely
ensure that the commutator has the correct set of vanishing elements. Typically, this is
achieved by imposing the Jacobi identities
(−1)|I||K|[ĴI , [ĴJ , JK}}+ (−1)|J ||I|[ĴJ , [ĴK , JI}}+ (−1)|K||J |[ĴK , [ĴI , JJ}} = 0. (2.6)
These relations make sure that all higher-level elements obey the correct commutation
relations.3 This completes the description of the enveloping algebra U(g[u]).
Yangian Algebra. The Yangian algebra Y(g) is a deformation of U(g[u]) with formal
deformation parameter ~. Drinfeld first introduced the Yangian analogously to the above
realization of U(g[u]) using polynomials in the elements JI and ĴI . In fact, the identifi-
cations (2.4,2.5) remain unchanged, only the Jacobi identity (2.6) receives a deformation,
and is henceforth called the Serre relation
(−1)|I||K|[ĴI , [ĴJ , JK}}+ (−1)|J ||I|[ĴJ , [ĴK , JI}}+ (−1)|K||J |[ĴK , [ĴI , JJ}} = O(~2). (2.7)
3This statement holds for sufficiently large g. It is not sufficient for g = sl(2).
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The unspecified term on the r.h.s. is some well-defined graded symmetric cubic polynomial
of the J’s involving four structure constants f IJK whose precise form we will not need. Let
us, however, remark that they require a graded symmetric, invariant quadratic form kIJ
of the underlying Lie algebra g. Conventionally, kIJ is the inverse of the Cartan–Killing
form kIJ of g.4 It is used to lower indices
XI := kIJX
J . (2.8)
Note that our conventions for summing over graded indices I, J, . . . imply that ascending
indices (XIY
I) have no sign factor, whereas descending indices (Y IXI) and contractions
across further indices (XIZJY
I) require a sign factor which we write out explicitly. For
example, the following expressions are typical index contractions
XIY
I = (−1)|I|XIYI , (−1)|I||J |XIJY IJ = (−1)|I||J |+|I|+|J |XIJYIJ . (2.9)
The Yangian is a Hopf algebra, whose additional structures we state without further
ado. The coproduct is defined as (note f IJK := kJLf
IL
K)
∆(JI) = JI ⊗ 1 + 1⊗ JI ,
∆(ĴI) = ĴI ⊗ 1 + 1⊗ ĴI + 1
2
~(−1)|J ||K|f IJKJJ ⊗ JK . (2.10)
Note that the additional terms in the coproduct of Ĵ are responsible for the additional
terms in the Serre relation (2.7). Furthermore, the parameter ~ can be rescaled by a
suitable rescaling of J and Ĵ. Therefore, ~ is not actually a parameter of the Yangian
algebra, but merely of its realization. For completeness, the antipode and counit read5
Σ(JI) = −JI , Σ(ĴI) = −ĴI + 1
4
~(−1)|J ||K|f IJKfJKLJL, (2.11)
(JI) = 0, (ĴI) = 0. (2.12)
These relations are consistent with the algebra defined above. Note that the graded tensor
product is defined to obey a product rule with a sign factor for moving B past C
(A⊗B)(C ⊗D) = (−1)|B||C|(AC ⊗BD). (2.13)
Evaluation Representations. Loop algebras have a class of representations called
evaluation representations. For every representation ρ : g→ End(V) of the Lie algebra g
the corresponding one-parameter family of evaluation representations ρv : g[u]→ End(V)
of g[u] with evaluation parameter v ∈ C is defined by
ρv(JIn) := vnρ(JI). (2.14)
Some of these representations survive in the Yangian deformation. The Yangian eval-
uation representation ρu : Y(g)→ End(V) in the Drinfeld realization is defined by
ρu(JI) := ρ(JI), ρu(ĴI) := u ρ(JI). (2.15)
Note that not every representation ρ of g has corresponding evaluation representations
ρu of Y(g): The latter must be consistent with the Serre relation (2.7). This requires
the representation of the deformation term on the r.h.s. of (2.7) to vanish, which is a
consistency condition on the underlying representation ρ of g alone.
4In cases where the Killing form does not exist, such as sl(n|n), there may be a suitable substitute.
5The combination of structure constants in Σ(Ĵ) usually equals the dual Coxeter number of g.
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2.2 Quasi-Triangular Hopf Algebras
The Yangian algebra as defined above has some special features which almost make it
quasi-triangular.6 This observation will lead to the so-called RTT-realization that to be
discussed in the next section. Let us therefore review the axioms of a quasi-triangular
Hopf algebra and explain to what extent they apply to the Yangian.
Quasi-Triangularity. A typical Hopf algebra A is non-cocommutative. In other words,
the opposite coproduct, defined by having the order of terms in the tensor product ex-
changed
∆¯ := P ◦∆, P(X ⊗ Y ) := (−1)|X||Y |Y ⊗X, (2.16)
does not match with the original coproduct ∆. Nevertheless, the opposite coproduct ∆¯
can be equivalent to the original coproduct ∆ up to a similarity transformation ∆¯(X) =
S∆(X)S−1 for all X ∈ A with S a particular invertible endomorphism of A ⊗ A. In
this case the algebra is called quasi-cocommutative. If furthermore the map S obeys the
following two properties, the Hopf algebra A is called quasi-triangular:
Firstly, the map S must be expressible as multiplication by some invertible element
S ∈ A⊗ A which is called the universal R-matrix. It intertwines between the coproduct
and its opposite
∆¯(X) = S∆(X)S−1. (2.17)
In the following we shall reserve the term ‘R-matrix’ for some other object, and henceforth
we will refer to the universal R-matrix S as the ‘S-matrix’.
Secondly, this S-matrix must obey the so-called fusion relations7
∆1(S) = S13S23, ∆2(S) = S13S12. (2.18)
The above axioms directly imply the Yang–Baxter equation which is a centrally important
relation within integrable systems
S12S13S23 = S12∆1(S) = ∆¯1(S)S12 = S23S13S12. (2.19)
Moreover, from the Hopf algebra relations it can be inferred that8
Σ1(S) = S−1, Σ2(S−1) = S, (2.20)
which are sometimes called the crossing equations. The counit acts on the S-matrix as
1(S) = 2(S) = 1.
R- and T-Matrices. Let us introduce two types of representations of the S-matrix of
a quasi-triangular Hopf algebra. They will be the objects of central concern in this paper:
We introduce the ‘R-matrix’ RCD as the representation ρC ⊗ ρD of the S-matrix on
the space VC ⊗ VD
RCD := (ρC ⊗ ρD)(S) ∈ End(VC ⊗ VD). (2.21)
6To actually achieve a quasi-triangular Hopf algebra, the Yangian must be enlarged to a Yangian
double. In this algebra the underlying polynomial loop algebra g[u] is extended to a complete loop
algebra g[u, u−1] of Laurent polynomials. Furthermore, a suitable compactification of the algebraic space
is required.
7As usual, we denote the inclusion into multiple tensor products by subscripts, e.g. A1 := A⊗ 1⊗ . . .,
A2 := 1⊗A⊗ 1⊗ . . ..
8Note that the antipode is not necessarily involutive, e.g. Σ2(S) does not equal S−1 in general.
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We shall refer to such a map RCD as an ‘R-matrix’ in order to distinguish it from the
‘S-matrix’.
By construction, this R-matrix intertwines between representations of the coproduct
and its opposite (2.17)
(ρC ⊗ ρD)(∆¯(X))RCD = RCD (ρC ⊗ ρD)(∆(X)) for all X ∈ A. (2.22)
It also obeys the Yang–Baxter equation (2.19)
RCD12 RCE13 RDE23 = RDE23 RCE13 RCD12 . (2.23)
A useful intermediate object between the S-matrix and an R-matrix is the ‘T-matrix’
(which is usually called a monodromy matrix but sometimes also a transfer matrix). We
define T C as the representation ρC on VC of one leg of the S-matrix
T C := (ρC ⊗ 1)(S) ∈ End(VC)⊗ A. (2.24)
It has all the properties of the above representation, in particular the intertwining relations
(2.17)
(ρC ⊗ 1)(∆¯(X)) T C = T C (ρC ⊗ 1)(∆(X)) for all X ∈ A, (2.25)
the Yang–Baxter equation (2.19) in the representation ρCu ⊗ ρDv ⊗ 1
RCD12 T C13T D23 = T D23T C13RCD12 , (2.26)
and one of the fusion relations (2.18)
∆2(T C12) = T C13T C12 . (2.27)
Note that one may view the R-matrix RCD as the representation 1⊗ ρD of T C.
In the context of Yangian algebras, we are mostly interested in functional R- and
T-matrices
RCD : C× C→ End(VC ⊗ VD), T C : C→ End(VC)⊗ A. (2.28)
These arise as evaluation representations ρCu of the above structures, where the evaluation
parameter u is considered as a parameter of the functions R, T rather than a representa-
tion label. Nevertheless, all above relations apply without modification to the functional
form.
The R- and T-matrix objects serve two purposes: They can be used to define a notion
of almost quasi-triangular structure which applies to Yangian algebras. Furthermore, they
allow to construct such an almost quasi-triangular Hopf algebra from an R-matrix alone.
The latter is known as the RTT-realization.
Almost Quasi-Triangular Structure. We emphasize that Yangians are not quasi-
triangular Hopf algebras. This means that a Yangian algebra A = Y(g) itself does not
admit an underlying S-matrix S ∈ A ⊗ A. Nevertheless it turns out that, at least for
a certain class of representations ρC, ρD, the tensor product representation ρC ⊗ ρD is
equivalent to the opposite tensor product ρD ⊗ ρC.9
9The reason for this behavior is that the Yangian is a subalgebra of the Yangian double, which is a
quasi-triangular Hopf algebra.
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In other words, this suggests that even in a Hopf algebra A which is not quasi-
triangular R-matrices may exist
R ∈ End(V⊗ V), (2.29)
which intertwine the tensor product of representations on V according to (2.22). Such an
R-matrix should behave as though it was a representation of the non-existent S-matrix S,
i.e. it should obey the Yang–Baxter relation (2.23). Moreover, it is conceivable to define
a T-matrix
T ∈ End(V)⊗ A, (2.30)
which intertwines the coproduct (2.25), obeys the Yang–Baxter equation (2.26) and also
satisfies the fusion relation (2.27).
We therefore call a Hopf algebra A almost quasi-triangular on the representation
ρ : A→ End(V) if it has an R- and a T-matrix as defined above. Indeed, typical Yangian
algebras Y(g) allow for such R- and T-matrices.
2.3 RTT-Realization
Consider a concrete functional R-matrix on a finite-dimensional space V,
R : C× C→ End(V⊗ V), (2.31)
which satisfies the functional Yang–Baxter equation
R12(u, v)R13(u,w)R23(v, w) = R23(v, w)R13(u,w)R12(u, v). (2.32)
Our aim is to construct a Hopf algebra A which is almost quasi-triangular on the space
V based only on this R-matrix R.
Algebra. First, we introduce a set of abstract objects TI(u) labeled by the continuous
variable u ∈ C and the discrete index I = 1, . . . , dim(End(V)). The symbols TI(u) are
considered to be holomorphic functions of u almost everywhere on C. In the context of
Yangian algebras, we may expand these functions as power series around the point u =∞
TI(u) =
∞∑
s=−1
1
us+1
TI(s). (2.33)
It is now straightforward to construct an almost quasi-triangular Hopf algebra A. This
algebra is spanned by polynomials in the letters TI(u) (or equivalently TI(s)) subject to
certain identifications: To that end, we define T (u) as the function
T : C→ End(V)⊗ A, T (u) := EI ⊗ TI(u), (2.34)
where the EI denote a basis of the space End(V). The polynomials are then to be identified
by the so-called RTT-relation (which is defined on the space End(V⊗ V)⊗ A)
R12(u, v)T13(u)T23(v) = T23(v)T13(u)R12(u, v). (2.35)
This relation reflects the key property (2.26) of functional T-matrices. The identification is
compatible with associativity of the polynomial algebra due to the Yang–Baxter equation
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(2.32). In other words, the algebra A is defined as the quotient of the tensor algebra T(T)
of T’s by the ideal generated by the RTT-relations
A :=
T(T)
〈R12T13T23 − T23T13R12〉 , T :=
〈
TI(u)
〉
. (2.36)
This space may or may not have further ideals which could be factored out as well.
The existence of such ideals depends very much on additional properties of the underlying
R-matrix R, hence we cannot discuss this issue in generality.
Hopf Algebra. To complete the Hopf algebra relations, we impose the fusion relations
∆2
(T12(u)) = T13(u)T12(u). (2.37)
These fusion relations reflect the property (2.27) of a T-matrix. This coproduct is com-
patible with the algebra because
∆3
(R12(u, v)T13(u)T23(v)) = . . . = ∆3(T23(v)T13(u)R12(u, v)), (2.38)
which follows trivially from the RTT and fusion relations. The remaining structures of a
Hopf algebra read
2
(T12(u)) = 1, Σ2(T12(u)−1) = T12(u). (2.39)
The antipode of T12(u) itself has a form which is not as straight-forward to write
Σ2
(T12(u)) = T¯12(u)−1. (2.40)
Here T¯ −1 is almost the inverse of T12, however w.r.t. the semi-opposite product µ ⊗ µ¯
(equivalently µ¯ ⊗ µ); i.e. it is defined by µ23[T¯13(u)−1T12(u)] = 1. Alternatively we can
use an order-inverting operation such as supertransposition to define T¯ (u)−1(T¯ (u)−1)ST⊗1T (u)ST⊗1 = 1. (2.41)
It is readily checked that the above defined structures satisfy all the defining relations
of a Hopf algebra. Furthermore we have an almost quasi-triangular structure by construc-
tion. Therefore we have just defined an almost quasi-triangular Hopf algebra A based on
the R-matrix R.
Yangian Algebras. Yangian algebras can be constructed as above when starting with
an R-matrix R(u, v) which is a rational function of u−v only. In those cases, the Yangian
Y usually is obtained as a quotient of the above Hopf algebra A. This is the so-called
RTT-realization of the Yangian Y. The underlying Lie algebra g of Y(g) is determined
by the choice of R-matrix R.
In the case of gl(V) = End(V), the Yangian is in fact simply the complete Hopf algebra
Y(gl(V)) = A. The Yangians Y(g) for subalgebras g of gl(V), e.g. g = sl(V), so(V), sp(V),
are obtained as suitable quotients of A (and naturally, they all require an individual choice
of R).
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2.4 Comparison of Realizations
Consider now a Yangian algebra Y(g) in the Drinfeld realization which admits an R-
matrix R intertwining a tensor product of two representations ρ : Y(g) → End(V). In
order to show that the RTT-realization indeed describes the same algebra, we should be
able to recover the Drinfeld realization from the RTT-realization. Of course, the explicit
identification regarding the Lie algebra structure depends crucially on the explicit form of
the R-matrix. We will discuss it in detail by means of the example of gl(m|n) in the next
section. However, the coalgebra structure is purely determined from the fusion relation
(2.37) which is independent of R.
Coalgebra. We make an ansatz of the form (2.33) for T (u) in terms of the Drinfeld
generators JI and ĴI which is suitable for Yangian algebras (recall that indices I, J, . . .
are lowered as in (2.8))
T (u) = exp
[
~
u
ρ(JI)⊗ JI + ~
u2
ρ(JI)⊗ ĴI + . . .
]
(2.42)
= 1 +
~
u
ρ(JI)⊗ JI + ~
u2
[
ρ(JI)⊗ ĴI + (−1)|I||J | 12~ρ(JIJJ)⊗ JIJJ
]
+ . . . .
Then the coproduct is readily worked out order by order in u−1 from (2.27). This yields
the following coproducts
∆(1) = 1⊗ 1, ∆(JI) = JI ⊗ 1 + 1⊗ JI . (2.43)
Working out the coproduct of the Yangian level-one generator requires a bit more work,
but using the graded commutation relation [JI , JJ} = fKIJJK we are led to
∆(ĴI) = ĴI ⊗ 1 + 1⊗ ĴI + 1
2
~(−1)|J ||K|f IJKJJ ⊗ JK . (2.44)
This perfectly agrees with the coproduct (2.10) in the Drinfeld realization of the Yangian.
Consequently, the counit and antipode also agree with the corresponding counterparts
given in (2.11).
3 The Yangian for gl(m|n)
We will use the Lie superalgebra g = gl(m|n) as an example to discuss the Drinfeld and
RTT-realizations in practice, and explicitly relate the two formulations. This will set the
stage and fix the notation for the more advanced considerations of the non-standard case
involving the somewhat exceptional superalgebra g = gl(2|2).
First we shall introduce gl(m|n) as a superalgebra. We will then define its Yangian
algebra in terms of the Drinfeld realization, and introduce the fundamental R-matrix.
Finally, we will set up the RTT-realization and rederive the Drinfeld realization from it.
3.1 The Lie Superalgebra gl(m|n)
Consider the Z2-graded vector space Cm|n which is spanned by m even and n odd basis
vectors EA with indices A,B, . . . = 1, . . . ,m+ n. We define their Z2-grading by
|EA| = |A| :=
{
0 for A ≤ m,
1 for A > m.
(3.1)
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We also introduce a basis of canonical covectors EA of grading |EA| = |A| as follows
EAE
B := (−1)|A|δBA. (3.2)
Endomorphisms of Cm|n can be viewed as (m|n) × (m|n) matrices. A basis for
End(Cm|n) is therefore given by the matrices EAB
EAB := E
AEB, (3.3)
whose elements are defined to be zero except for a (−1)|B| in row A and column B. These
matrices obey the algebra
EABE
C = (−1)|B|δCB EA, EABECD = (−1)|B|δCB EAD, |EAB| = |A|+ |B|.
(3.4)
The Lie superalgebra gl(m|n) is equivalent to End(Cm|n) as a vector space. To distinguish
elements of the abstract algebra gl(m|n), we shall denote its basis vectors by EAB rather
than EAB. The Lie superalgebra is equipped with the following graded Lie bracket
[EAB,ECD}Lie = (−1)|B|δCB EAD − (−1)|B||C|+|B||D|+|C||D|δAD ECB. (3.5)
The fundamental or defining representation ρF : gl(m|n)→ End(VF) with VF := Cm|n
has dimension m|n. The generators EAB are simply represented by the matrices EAB
(we shall denote the fundamental representation of algebra elements J by upright letters
J := ρF(J))
EAB := ρ
F(EAB) = EAB. (3.6)
The above algebra relations are represented in terms of the graded commutator of two
endomorphisms X, Y
[X, Y } := XY − (−1)|X||Y |Y X. (3.7)
An important (yet trivial) insight is that the map ρF is bijective: From any given (m|n)
square matrix X we can read off a corresponding element (ρF)−1(X) ∈ gl(m|n):
(ρF)−1(X) = (−1)|A| str(XEAB)EBA
= str
(
X((−1)|A|EAB ⊗ EBA)
)
. (3.8)
The second form of this equation is useful in the context of the RTT-realization because
the combination (−1)|A|EAB ⊗ EBA is somewhat similar to the T-matrix.
3.2 Drinfeld Realization and R-Matrix
Based on the description in Sec. 2.1 we can construct the Drinfeld realization of the Yan-
gian Y(gl(m|n)). This algebra has evaluation representations ρu for all representations ρ of
gl(m|n). In particular, we will be interested in the fundamental evaluation representation
ρFu and its associated R- and T-matrices.
Hopf Algebra. The algebra relations in the above basis EAB and ÊAB read explicitly
[EAB,ECD} = (−1)|B|δCB EAD − (−1)|B||C|+|B||D|+|C||D|δAD ECB, (3.9)
[EAB, ÊCD} = (−1)|B|δCB ÊAD − (−1)|B||C|+|B||D|+|C||D|δAD ÊCD. (3.10)
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They must be supplemented by the Serre relation (2.7) which we shall not repeat.
The coalgebra is determined by the coproducts
∆(EAB) = EAB ⊗ 1 + 1⊗ EAB, (3.11)
∆(ÊAB) = ÊAB ⊗ 1 + 1⊗ ÊAB + 12~
(
EAC ⊗ ECB − (−1)(|A|+|C|)(|B|+|C|)ECB ⊗ EAC
)
.
which follows directly from (2.10).
R-Matrix. A function R : C × C → End(VF ⊗ VF) intertwining the opposite and
normal coproduct (2.22) in the fundamental representation exists. It obeys the Yang-
Baxter equation (2.32) and takes the form (we recall that P is a graded permutation
operator)
R(u, v) = R0(u, v)
(
1 +
~P
u− v
)
, (3.12)
where R0(u, v) is some undetermined scalar function of u and v. Note that, furthermore,
R-matrices in higher representations exist, and can be constructed from the above R(u, v)
by representations of the fusion relations (2.18).10
3.3 RTT-Realization
We will now set up the RTT-realization for Y(gl(m|n)) along the lines of Sec. 2.3 using
only the above fundamental R-matrix R. We will discuss the arising vector space, the
resulting algebra relations and rederive the Drinfeld realization.
Vector Space. We define the vector space Y(gl(m|n)) as the space of polynomials in
the letters TAB(u), e.g.
TA1B1(u1)TA1B1(u1) . . .TAnBn(un) ∈ Y(gl(m|n)), (3.13)
subject to certain identifications to be defined below. As such, Y(gl(m|n)) has the struc-
ture of a unital non-commutative associative algebra.
Hopf Algebra. In order to set up the RTT-relations, we first collect all elements T into
a T-matrix function T
T (u) = (−1)|B|EBA ⊗ TAB(u). (3.14)
Here the representation EAB defines a basis for End(VF). Conversely, we can recover the
letters T from T as TAB(u) = str(EABT (u)).
The identifications of polynomials for the Yangian Y(gl(m|n)) are now simply encoded
into the RTT-relations (2.35) and the fundamental R-matrix R(u, v) which is provided in
(3.12). To see this more explicitly, we also expand R in the basis EAB
R(u, v) = R0(u, v)
u− v
[
(−1)|A|+|B|(u− v)EAA ⊗ EBB + ~ (−1)|B|EBA ⊗ EAB
]
. (3.15)
10Consistency of the fusion relations with a sufficiently large set of representations may restrict the
scalar function R0(u, v) in a useful way.
13
Written in components, the RTT-relations (2.35) take the form[
TAB(u),TCD(v)
}
=
−~
u− v (−1)
|B||C|+|B||D|+|C||D|(TAD(u)TCB(v)− TAD(v)TCB(u)).
(3.16)
Note that the overall factor R0(u, v) of the R-matrix R(u, v) is completely inconsequential
as it drops out of the defining relations.
The remaining Hopf algebra structure (2.37,2.39,2.40) becomes
∆
(
TAB(u)
)
= TAC(u)⊗ TCB(u), (3.17)

(
TAB(u)
)
= δAB, (3.18)
Σ
(
(T−1)AB(u)
)
= TAB(u), (3.19)
Σ
(
TAB(u)
)
= (T¯−1)AB(u). (3.20)
The matrices T−1 and T¯−1 used in the antipode are defined as particular inverses of the
matrix-operator T
δAB = (−1)(|A|+|C|)(|B|+|C|)(T−1)CBTAC = (−1)(|A|+|C|)(|B|+|C|)TCB(T−1)AC
= (T¯−1)ACTCB = TAC(T¯
−1
)CB. (3.21)
Expansion into Levels. The R-matrix has a special point u0 = ∞. When one of
the two arguments approaches this point, the R-matrix becomes trivial (up to the scalar
prefactor R0)
R(∞, v) ∼ R(u,∞) ∼ 1. (3.22)
It therefore makes sense to expand the quantities as power series about the point u =∞.
We expand T as a formal power series in u−1 (cf. (2.33))
TAB(u) = δAB +
∞∑
s=0
T(s)AB u−1−s. (3.23)
Written out explicitly, the defining relations (3.16) then read[
T(s)AB,T(t)CD
}
(3.24)
= ~(−1)|B|δCBT(s+t)AD − ~(−1)|B||C|+|B||D|+|C||D|δADT(s+t)CB
− ~
min(s,t)−1∑
r=0
(−1)|C||D|+|B||C|+|B||D|(T(r)ADT(t+s−1−r)CB − T(r+t)ADT(s−1−r)CB),
and the Hopf algebra structures read
∆(T(s)AB) = T(s)AB ⊗ 1 + 1⊗ T(s)AB +
s−1∑
r=0
T(r)AC ⊗ T(s−1−r)CB,
(T(s)AB) = 0. (3.25)
The expression for the antipode involves an inverse, and is slightly more involved. It is
most easily derived recursively from the Hopf algebra axioms and (3.25)
Σ(T(0)AB) = −T(0)AB, Σ(T(1)AB) = −T(1)AB + T(0)ACT(0)CB, . . . . (3.26)
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3.4 Comparison of Realizations
In the following we compare the Drinfeld and RTT-realizations of Y(gl(m|n)).
Vector Space. In order to describe the vector space Y(gl(m|n)) of the RTT-realization,
it is useful to introduce the linear embedding map T˜ : gl(m|n)[u]→ Y(gl(m|n))
T˜ (X) := 1
2pii
∮
∞
du str
(
ρFu(X)T (u)
)
. (3.27)
By construction this map satisfies T(s)AB = T˜ (E(s)AB). Since the individual letters T
are independent, T˜ is injective and the single letters span a subalgebra gl(m|n)[u] within
Y(gl(m|n)). Consequently, polynomials in the letters T˜ (Xk) with Xk ∈ gl(m|n)[u] span
the Yangian algebra
T˜ (X1)T˜ (X2) . . . T˜ (Xn) ∈ Y(gl(m|n)). (3.28)
Taking into account the identification of polynomials governed by the RTT-relations, we
see that Y(gl(m|n)) is a deformation of U(gl(m|n)[u]) just as in the Drinfeld realization.
It remains to show that the identifications of polynomials the Hopf algebra structures
coincide between the two realizations.
Hopf Algebra. We now show that the RTT-realization implies the Drinfeld realization.
In fact, the above expansion into levels yields infinitely many relations for infinitely many
generators. For the Drinfeld realization we merely need to show how the the generators
E and Ê arise.
Following (2.42) we write the T-matrix as
T (u) = exp[~(−1)|B|EBA ⊗ EAB u−1 + ~(−1)|B|EBA ⊗ ÊAB u−2 + . . .]
= 1 + ~(−1)|B|EBA ⊗ EAB u−1
+ ~(−1)|B|EBA ⊗
(
ÊAB + 12~(−1)(|A|+|C|)(|B|+|C|)ECBEAC
)
u−2. (3.29)
In other words, we should identify
EAB = ~−1T(0)AB,
ÊAB = ~−1T(1)AB − 12~−1(−1)(|A|+|C|)(|B|+|C|)T(0)CBT(0)AC . (3.30)
Plugging this in (3.24) we recover the defining relations (3.9,3.10) of the Yangian algebra
[EAB,ECD} = (−1)|B|δCB EAD − (−1)|B||C|+|B||D|+|C||D|δAD ECB, (3.31)
[EAB, ÊCD} = (−1)|B|δCB ÊAD − (−1)|B||C|+|B||D|+|C||D|δAD ÊCB. (3.32)
One can check that the Serre relations (2.7) are automatically satisfied. It is also readily
seen that the correct coalgebra (3.11) is obtained from (3.25), i.e. we find
∆(ÊAB) = ÊAB⊗1+1⊗ÊAB+ 12~
(
EAC ⊗ ECB − (−1)(|A|+|C|)(|B|+|C|)ECB ⊗ EAC
)
. (3.33)
and consequently, the antipode and counit also agree for both realizations.
Summarizing, we see that just from the R-matrix in the fundamental representation
we are able to derive the complete Yangian structure. In the remainder of this paper we
will apply this construction to the extended sl(2|2) algebra.
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3.5 Ideals and Subalgebras
After defining the RTT realization of the algebra Y(gl(m|n)), one might wonder if and
how Yangian subalgebras can be generated. In other words, can we identify ideals that
can be factored out in order to generate such Yangians? This turns out to be possible
and we will illustrate this by considering sl(m|n).
The Lie algebra sl(m|n) (for m 6= n) is obtained from gl(m|n) by restricting to the
(super)traceless generators. Thus, the operator
C = (−1)|A|EAA, (3.34)
has to be modded out. Of course, in the fundamental representation C is usually just the
identity map.
In the Drinfeld realization of the Yangian, it is clear how to define the Yangian al-
gebra Y(sl(m|n)): We have to remove the central elements from the generators JI and
ĴI explicitly. Furthermore, additional relations are needed to remove central elements at
higher levels.
However, in the RTT-realization there are actually two (related) ways to proceed. We
can either restrict the form of T directly or divide Y(gl(m|n)) by a suitable ideal. This
is possible due to the fact that the R-matrix of Y(gl(m|n)) and Y(sl(m|n)) are actually
the same. This means that the defining relations of Y(sl(m|n)) are contained in those of
Y(gl(m|n)). Further below, we will apply the latter approach to sl(2|2) and study ideals
in our Yangian algebra.
Restricting T . We can describe the Yangian Y(sl(m|n)) by restricting the form of
the monodromy matrix. This is done by expanding T as in (2.42) by using the sl(m|n)
structure constants (see also [25]). Let us consider sl(2) as an example. This Lie algebra
has generators in the fundamental representation
E =
(
0 1
0 0
)
, F =
(
0 0
1 0
)
, H =
(
1
2
0
0 −1
2
)
. (3.35)
We raise and lower indices via the Cartan-Killing form and its inverse. According to
(2.42), the T-matrix is now expanded as
T (u) =
(
1 0
0 1
)
+
~
u
(
H F
E −H
)
+ . . . . (3.36)
From the RTT relations (3.24) it is then easily seen that E,F,H indeed form the usual
U(sl(2)) Hopf algebra. Similar restrictions must be imposed on the form of the higher
levels. Notice that we can simply interpret the expansion (3.36) as the T-matrix of
Y(gl(2)) where we identify T(0)11 with −T(0)22. In other words, we would generate the
same algebra if we factor by an ideal that enforces this identification.
Ideals. The fact that sl(m|n) is a subalgebra of gl(m|n) can be extended to the Yangian
level. In other words, the RTT-relations defining Y(sl(m|n)) are contained in the RTT-
relations for Y(gl(m|n)). This was worked out in [26] where it was shown that
Y(gl(m|n)) ∼ Cm|n ⊗ Y(sl(m|n)), (3.37)
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where Cm|n is the center of Y(gl(m|n)). The center is generated by the so-called quantum
(super)determinant det ~T [27]. Hence we obtain
Y(sl(m|n)) ∼ Y(gl(m|n))〈det ~T − 1〉 , (3.38)
where Y(gl(m|n)) is generated by the elements of the T-matrix T . This form makes
explicit that Y(gl(2)) can be described as a quotient by a relevant ideal.
For illustration, let us work this out for sl(2). In the RTT-realization, the gl(2)
algebra is generated by the four entries TAB(u), A,B = 1, 2, of the T-matrix satisfying
the relations (3.16)
[TAB(u),TCD(v)] =
−~
u− v
(
TAD(u)TCB(v)− TAD(v)TCB(u)
)
. (3.39)
The quantum determinant is given by (see e.g. [23])
det ~T (u) = T11(u)T22(u+ ~)− T12(u)T21(u+ ~). (3.40)
From the fundamental commutation relations it can be shown that det ~T (u) is central.
Expanding the quantum determinant around u =∞ shows, order by order, which gener-
ators should be quotiented out. We readily find
det ~T (u) = 1 + u−1~−1(T(0)11 + T(0)22) + . . . . (3.41)
We exactly recognize the generator that was removed from gl(2). Hence we obtain sl(2)
by setting
E = ~−1T(0)12, F = ~−1T(0)21, H = ~−1 12(T(0)
1
1 − T(0)22) = ~−1T(0)11, (3.42)
which perfectly agrees with the restricted T-matrix (3.36) discussed earlier.
Approach of this Paper. The approach of defining the Yangian of sl(m|n) by factoring
by a suitable ideal will be the one we follow in this paper. In other words, we will consider
Yangian of some Lie superalgebra with fundamental evaluation representation living on
Cm|n. Then, the corresponding R-matrix will define an algebra via the RTT-relations
for the general T-matrix T (u) = (−1)|B|EBA ⊗ TAB(u). This T-matrix will generically
contain more generators than present in Y(g) and to retrieve it, some ideal will have to
be modded out.
The advantage of taking this viewpoint is that the larger algebra can be obtained
without any knowledge of the defining Lie algebra. The larger algebra can be defined
and studied for any R-matrix. Secondly, assuming there is an underlying quasi-triangular
S-matrix, the Hopf structure of the algebra is always of the same form, namely it is given
by (3.17,3.18,3.19).
In this paper we will study the extended sl(2|2)-Yangian. While its overall structure
is unknown, the corresponding fundamental R-matrix is known. This puts us exactly
in the position outlined above, and in the remainder of this paper we will discuss the
RTT-algebra it generates and the ideals it contains.
4 Extended sl(2|2)-Yangian
In this section we will review the Yangian of centrally extended sl(2|2) in the Drinfeld
realization, its fundamental representation and the corresponding R-matrix.
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4.1 Centrally Extended sl(2|2)
We first introduce a Hopf algebra A with some exceptional features which is based on the
central extension g of sl(2|2).
Extended Lie Superalgebra. The Lie algebra sl(2|2) can be enlarged by adjoining it
with two additional central elements C, C¯. The resulting algebra g contains two sl(2)’s,
spanned by Lab, L˜αβ with Laa = L˜αα = 0, two sets of supercharges Qαb, Q¯aβ and three
central elements H,C, C¯. We will let Latin letters a, b, . . . = 1, 2 run over the even indices,
Greek letters α, β, . . . = 3, 4 run over the odd indices and capital letters A,B, . . . =
1, 2, 3, 4 run over the entire set of indices. The non-trivial commutation relations between
the generators are given by
[Lab,Lcd] = δcbLad − δadLcb, [L˜αβ, L˜γδ] = δγβL˜αδ − δαδ L˜γβ,
[Lab,Qαc] = −δacQαb + 12δabQαc, [L˜αβ,Qγa] = δγβQαa − 12δαβQγa,
[Lab, Q¯cα] = δcbQ¯aα − 12δab Q¯cα, [L˜αβ, Q¯aγ] = −δαγ Q¯aβ + 12δαβ Q¯aγ,
{Qαa,Qβb} = εabεαβC, {Q¯aα, Q¯bβ} = εabεαβC¯,
{Qαa, Q¯bβ} = δbaL˜αβ + δαβLba + 12δαβ δbaH. (4.1)
By setting C, C¯ = 0 the algebra reduces to the conventional sl(2|2).
Hopf Algebra. The enveloping algebra U(g) of the extended Lie superalgebra g has an
exciting Hopf subalgebra A which we shall describe next.
We first enlarge U(g) by a group-like central element U with inverse U−1 called the
‘braiding element’
[U, X] = 0 for all X ∈ A, ∆(U) = U⊗ U. (4.2)
It is used to consistently deform the coproduct of the Lie generators J. Their Hopf algebra
structure now reads
∆(J) = J⊗ 1 + U[J] ⊗ J, Σ(J) = −U−[J]J, (J) = 0, (4.3)
where the weight [J] is defined by [L] = [L˜] = [H] = 0, [Q] = −[Q¯] = 1 and [C] = −[C¯] = 2.
By requiring that the coproduct of the central elements is cocommutative, one can
derive a relation between the braiding element and the central elements. Indeed, it follows
C =
1
~
(U2 − 1), C¯ = 1
~
(1− U−2). (4.4)
Here, the parameter ~ serves as a global parameter of the algebra A = A~.11 12 Moreover,
since (4.4) is essentially a constraint between C and C¯, the resulting algebra A is a
subalgebra of U(g).
11A coupling constant g = i/~ or g = 2i/~ is commonly used in the literature related to gauge theory.
The Hubbard model literature uses the parameter U = −i~ instead. Here we shall stick to ~ for clarity.
12In addition, a parameter labeled α appears in the literature. It can be reinstated by a relative rescaling
of the supercharges and/or central elements, and therefore it is merely a parameter of the realization.
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4.2 Extended Yangian
The above extended sl(2|2) enveloping algebra A has a Yangian extension which we shall
denote by Y.13
In addition to the above elements JI ,U ∈ A, the Yangian algebra Y is generated by
level-one elements ĴI . They obey the conventional Yangian relations (2.5,2.7), e.g.
[JI , ĴJ} = f IJK ĴK , (4.5)
with the structure constants f IJK defined in Sec. 4.1. The only non-trivial part of the
Hopf algebra is the coproduct, since the remaining Hopf algebra structures are readily
derived from it. Based on the dual structure constants we can write it analogously to
(2.10,4.3) as
∆(ĴI) = ĴI ⊗ 1 + U[I] ⊗ Ĵ+ (−1)|J ||K| 1
2
~f IJKJJU[K] ⊗ JK , (4.6)
Let us spell out the coproduct of the supercharges Q̂αa, since the rest follows by using
the commutation relations
∆(Q̂αa) = Q̂αa ⊗ 1 + U⊗ Q̂αa + ~
2
[
Qαc ⊗ Lca − LcaU⊗Qαc +Qγa ⊗ L˜αγ − L˜αγU⊗Qγa
−εαβεabQ¯bβ ⊗ C+ εαβεabCU−1 ⊗ Q¯bβ + 12Qαa ⊗H− 12HU⊗Qαa
]
. (4.7)
The coupling constant of the algebra A now also takes the role of the deformation param-
eter ~ in the definition of the Yangian.14
At the algebra level, cocommutativity of the central elements implies a relation be-
tween the braiding element U and the central elements (4.4). Similarly, since both Ĉ
and ̂¯C are central, their coproduct also needs to be cocommutative. This provides the
following relations
Ĉ = 1
2
(1 + U2)H, ̂¯C = 1
2
(1 + U−2)H. (4.8)
In particular, this means that in any evaluation representation ρu, where ρu(Ĉ) = uρ(C),
the spectral parameter needs to be related to the eigenvalue of H and braiding element U
u =
ρu(Ĉ)
ρu(C)
=
~
2
ρu
(
U2 + 1
U2 − 1 H
)
. (4.9)
This behavior is different from conventional Yangian algebras where the evaluation pa-
rameter u is independent of the parameters of the representation of the level-zero algebra.
Furthermore, the construction of higher level generators and explicit checks of the
Serre relations are quite involved [28]. Thus, this realization appears inconvenient for
studying the full structure of the Yangian.
13A minor complication in its formulation is that (centrally extended) sl(2|2) has a vanishing Killing
form. The latter therefore cannot be used to raise and lower indices for the coproduct of the Drinfeld
realization. Nevertheless, it is possible to raise and lower indices by introducing an invariant quadratic
form obtained by enlarging the algebra by its continuous outer automorphisms.
14For conventional Yangian algebras, the deformation parameter ~ is merely a parameter of the real-
ization, and as such its value is insignificant. Here the value of ~ matters.
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4.3 Fundamental Representation
The crucial ingredient in the RTT-formulation of the Yangian is the family of fundamental
representations and the corresponding R-matrix. In the following we will discuss both
for centrally extended sl(2|2). We will employ the same notation for the fundamental
representation as in Sec. 3.1, e.g. for any generator X we write ρF(X) =: X, ρF(X̂) =: X̂.
Representation. There is an elegant way to lift representations of sl(2|2) to families of
representations of the centrally extended algebra g by using its sl(2) outer automorphism.
Here we will work it out for the four-dimensional fundamental representation in terms of
the matrices EAB defined in (3.3).
Firstly, the representations of the two sl(2) subalgebras are the same as in ordinary
sl(2|2)
L11 = −L22 = 12(E11 − E22), L12 = E12, L21 = E21,
L˜33 = −L˜44 = −12(E33 − E44), L˜34 = −E34, L˜43 = −E43. (4.10)
Secondly, the representation of the supercharges is transformed by an sl(2) outer auto-
morphism. The latter is given in terms of a 2× 2 matrix, which relates the supercharges
of the types Eaα and Eβb. Its elements are the variables a, b, c, d subject to the constraint
ad− bc = 1
Qαa = aE
α
a − b εabεαβEbβ, Q¯aα = −dEaα + c εabεαβEβb. (4.11)
Then the central elements are all proportional to the unit matrix (−1)|A|EAA with the
following factors of proportionality
H = ad+ bc, C = ab, C¯ = cd. (4.12)
The defining relations of the matrices EAB (3.5) then imply the algebra (4.1).
To lift the representation from g to A we must make the parameters a, b, c, d respect
the constraints (4.4). This is achieved by the following eigenvalue of the braiding element
U =
√
1 + ~ab =
√
1
1− ~cd =
√
ab
cd
. (4.13)
These relations imply a constraint on the parameters a, b, c, d for the representation of A
which reads
− 1
ab
+
1
cd
= ~. (4.14)
The representation is also an evaluation representation of the Yangian Y since Ĵ = uJ.
The evaluation parameter is fixed as
u = − 1
2
(
1
ab
+
1
cd
)
(ad+ bc). (4.15)
Representation Parameters. The fundamental representation of A is labeled by the
parameters a, b, c, d subject to two constraints. However, the latter are usually expressed
in a more convenient set of parameters x± as follows
a =
√
1
~
γ, b = −
√
1
~
1
γ
(
1− x
+
x−
)
, c =
√
1
~
γ
x+
, d =
√
1
~
x+
γ
(
1− x
−
x+
)
. (4.16)
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The variables x± are constrained by the relation
x+ +
1
x+
− x− − 1
x−
= ~. (4.17)
The additional parameter γ defines the relative normalization of bosons (Ea) and fermions
(Eα). Therefore, two representations that differ only in the value of γ are equivalent. We
shall often make the following useful choice
γ =
√√
x+/x− (x+ − x−) . (4.18)
Analogously, we can express the eigenvalues H,C, C¯,U of the central elements in terms
of the parameters x±
U =
√
x+
x−
. C =
1
~
(
x+
x−
− 1
)
,
H =
1
~
[
x+ − x− − 1
x+
+
1
x−
]
, C¯ =
1
~
(
1− x
−
x+
)
, (4.19)
Finally, the parameter u of the evaluation representation (4.9) is given in terms of x± as
follows
u = x+ +
1
x+
− ~
2
= x− +
1
x−
+
~
2
. (4.20)
Upon inversion of the relation, we can parametrize the fundamental evaluation represen-
tation of Y by means of the spectral parameter u, and we denote it as ρFu .
15
Crossing Symmetry. The family of fundamental representations has an additional
discrete symmetry called ‘crossing’ which represents the antipode operation. To that end,
define the anti-linear crossing operation X 7→ XC on X ∈ End(VF) as
(EAB)
C := C−1(EAB)STC = (−1)|B|(|A|+1)εADεBCECD, (4.21)
where XST denotes the supertranspose of X. Here C is a charge conjugation matrix
which acts as CEA = −εABEB and EAC = +εABEB. The matrix ε combines the two
anti-symmetric 2-tensors acting on the (1, 2) and (3, 4) subspaces
εAB = ε
AB =

εab = ε
ab for |A| = |B| = 0,
0 for |A| 6= |B|,
εαβ = ε
αβ for |A| = |B| = 1.
(4.22)
Notice that the crossing operation (4.21) is defined via supertransposition, and therefore
it has a period of four. More concretely, the second iteration is the Z2 grading operation
XC,C = (−1)|X|X. (4.23)
For convenience we also define the opposite crossing operation
(EAB)
C¯ := (EAB)
C,C,C := (−1)|A|+|B|(EAB)C = (−1)|A|(|B|+1)εADεBCECD. (4.24)
15Note that this relationship is not one-to-one: There are four pairs (x+, x−) for each u in (4.20).
Furthermore, the signs of U and γ are undetermined in (4.19) and (4.18). This insignificant ambiguity
of notation shall not disturb us, and we will consider ρFu to be a multiple-valued function.
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The crossing symmetry relates the crossed representation of the antipode of an element
X ∈ Y with its original representation
ρFu¯
(
Σ(X)
)C
= ρFu(X). (4.25)
Here u¯ represents the same numerical value for u but it implies a different choice of
parameters x±, U and γ 16 17
x¯+ =
1
x+
, x¯− =
1
x−
, U¯ =
1
U
, γ¯ =
1
γ
(U− U−1). (4.26)
In other words ρFu¯ refers to a different sheet of the multiple-valued function ρ
F
u . In particu-
lar, the choice (4.18) for γ as a function of u is compatible with the above transformation.
4.4 The Fundamental R-matrix
The R-matrix for the fundamental evaluation representations of Y,
R(u1, u2) : VF ⊗ VF → VF ⊗ VF, (4.27)
is fixed (up to an overall factor) by requiring that it intertwines the normal and opposite
coproducts (2.22) of the elements JI and ĴI . It satisfies the Yang–Baxter equation.
Matrix Elements. The R-matrix is of the form
R(u1, u2) = (−1)|B|+|C|EAB ⊗ ECDRBADC(u1, u2) (4.28)
with the only non-zero entries given by18
Rabcd = δadδcb + (δab δcd − δadδcb)
x+1 − x+2
x−1 − x+2
x−1
x+1
x+1 x
−
2 − 1
x−1 x
−
2 − 1
,
Rαβγδ = U2
U1
x+1 − x−2
x−1 − x+2
[
δαδ δ
γ
β + (δ
α
β δ
γ
δ − δαδ δγβ)
x+1 − x+2
x+1 − x−2
x−2
x+2
x−1 x
+
2 − 1
x−1 x
−
2 − 1
]
,
Raαbβ = εabεαβ γ1γ2U2(x
−
1 − x−2 )
(1− x+1 x+2 )(x+2 − x−1 )
,
Rαaβb = εabεαβ (x
+
1 − x+2 )(x−1 − x+1 )(x−2 − x+2 )
γ1γ2U1(x
−
1 x
−
2 − 1)(x+2 − x−1 )
, (4.29)
and
Rabαβ = δab δαβ
1
U1
x+1 − x+2
x−1 − x+2
, Raβαb = δab δαβ
U2
U1
x−2 − x+2
x+2 − x−1
γ1
γ2
,
Rαbaβ = δab δαβ
x+1 − x−1
x+2 − x−1
γ2
γ1
, Rαβab = δab δαβU2
x−1 − x−2
x−1 − x+2
. (4.30)
In principle, an overall prefactor of the R-matrix is undetermined by the defining equa-
tions. For concreteness we have normalized the element R1111 = 1.
16An important corollary is that while x¯± = x±, we have γ¯ = −γ which compensates the sign from
the double crossing operation (4.23).
17A change in the parameter γ is equivalent to a similarity transformation by the matrix diag(1, 1, c, c).
Hence, the transformation of γ can alternatively be achieved by a different definition of the crossing
transformation which depends on u and γ.
18The parameters x±1,2 are related to the spectral parameters u1,2, respectively.
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Discrete Symmetries. The R-matrix has a couple of discrete symmetries. It is invo-
lutive in the sense that R12R21 is proportional to the identity. For our choice of prefactor,
it is exactly involutive
R12(u1, u2)R21(u2, u1) = 1. (4.31)
Most importantly, the R-matrix respects the crossing symmetry (4.25) of the funda-
mental representations
RC⊗1(u¯1, u2) = R1⊗C(u1, u¯2) = F (u1, u2)R(u1, u2)−1. (4.32)
In components, this relationship can be expressed as
(−1)|B|(1+|A|)εAF εBERFEDC(u¯1, u2) = F (u1, u2)(−1)(|A|+|B|)(|C|+|D|)RDCBA(u2, u1).
(4.33)
The crossing factor F reads (for our choice of normalization R1111 = 1)
F (u1, u2) =
x+1 − x−2
x−1 − x−2
1/x+1 − x+2
1/x−1 − x+2
. (4.34)
It obeys a couple of useful symmetries F (u1, u2) = F (u¯1, u¯2) = 1/F (u2, u¯1) which guar-
antee that crossing in both spaces is trivial RC⊗C(u¯1, u¯2) = R(u1, u2).
Finally, the R-matrix has another symmetry
R(u1, u2) = R(u¯′1, u¯′2), (4.35)
which can be cast into various alternative forms using the above crossing symmetry and
involutive property.19 Here, the points u¯′ are specified by
x¯+′ = x¯+ =
1
x+
, x¯−′ = x¯− =
1
x−
, U¯
′
= U¯ =
1
U
, γ¯′ =
iγ
x+
. (4.36)
This transformation is reminiscent of (4.26), but the rule for γ is different yet still compat-
ible with the choice (4.18). The symmetry originates from a Hopf algebra automorphism
Qαa 7→ iεαβεabQ¯bβ, C 7→ −C¯, H 7→ −H,
Q¯aα 7→ iεabεαβQβb, C¯ 7→ −C, U 7→ U−1, (4.37)
which evidently preserves the form of the R-matrix.
4.5 Secret Symmetry
As discussed in Sec. 3.5, for conventional, non-extended sl(2|2) the corresponding Yangian
algebra could be derived from the Yangian of gl(2|2) by factoring out a suitable ideal.
Because of this, both Yangians are in fact defined by the same fundamental R-matrix. This
R-matrix consequently exhibits Y(gl(2|2)) rather than just Y(sl(2|2)) as the symmetry
algebra.
In our present case, the R-matrix R was derived using only the extended sl(2|2)
algebra. The question arises whether R also exhibits additional symmetries related to
the operator that would extend sl(2|2) to gl(2|2),
B ∼ EAA. (4.38)
19For instance, it implies symmetry under transposition RST⊗ST with a particular change of γ.
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However, one readily sees that R for centrally extended sl(2|2) does not have the ana-
logue of (4.38) as a symmetry at the Lie algebra level. This is due to the coefficients
Rαaβb,Raαbβ being non-zero. Nevertheless, it was found that there is a level-one Yan-
gian element B̂ which does provide a symmetry of the R-matrix beyond the Yangian of
extended sl(2|2). This symmetry is usually referred to as the ‘secret symmetry’.
Hopf Algebra. The secret symmetry commutes with the even elements L, L˜,H,C, C¯.
It only has non-trivial commutation relations with the supercharges
[B̂,Qαa] = −Q̂αa + εabεαβ(1 + U2)Q¯bβ,
[B̂, Q¯aα] = + ̂¯Qaα − εcdεαβ(1 + U−2)Qβb. (4.39)
The coproduct for B̂ is given by
∆(B̂) = B̂⊗ 1 + 1⊗ B̂+ ~
2
(
QαaU−1 ⊗ Q¯aα + Q¯aαU⊗Qαa
)
. (4.40)
and its antipode reads
Σ(B̂) = −B̂+ ~H. (4.41)
Importantly, this relation makes the antipode non-involutive, Σ2(B̂) = B̂− 2~H, whereas
the double antipode for the other level-zero and level-one elements of Y is involutive.
The origin of this symmetry is not evident, and neither it is known what the maximal
symmetry algebra of the R-matrix is, i.e. whether there are additional secret symmetries.
Later on in the RTT-formulation, we will be able to answer these two questions.
Fundamental Representation. The fundamental representation of the secret symme-
try reads
B̂ =
u
2H
EAA + Â(−1)|A|EAA. (4.42)
The second term proportional to the identity operator (−1)|A|EAA is inconsequential since
it does not affect the commutation relations and it trivially commutes with the R-matrix.
Therefore this term can be omitted. Nevertheless, we will keep it to make the family of
4-dimensional representations as general as possible such that Â serves as an additional
parameter for a concrete representation along with the evaluation parameter u. Moreover,
it turns out that in the RTT-formulation the inclusion gives a more natural description
of the secret symmetry.
We can also generalize the crossing symmetry (4.25) to B̂, however, we have to pay
some attention due to the non-trivial antipode relation (4.41). Let us therefore make the
representation parameter Â explicit
ρF
u¯,Â′
(
Σ(B̂)
)C
= ρF
u¯,Â′(−B̂+ ~H) = ρFu¯,Â′(−B̂)− ~H = ρFu,Â(B̂). (4.43)
This implies a non-trivial relationship between the parameters of the two representations
Â′ = −Â+ ~H. (4.44)
In particular, crossing is non-involutive for B̂ since Â′′ = Â− 2~H.
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5 RTT-Realization of the Deformed gl(2|2)-Yangian
Having found the fundamental R-matrix we can now formulate the RTT-realization of
the Yangian of centrally extended sl(2|2) along the lines of Sec. 3.20 We will follow
the approach outlined in Sec. 3.5. That is, we use the R-matrix derived using sl(2|2)
symmetry and use all 16 components of the T-matrix. This algebra will give rise to
some deformed Yangian of gl(2|2). We will first consider the fundamental (evaluation)
representation of the algebra to identify the generators of the Drinfeld realization within
the RTT-framework. Then we generalize to the algebra level and show that the Hopf
algebra of the Drinfeld realization indeed follows from the RTT-realization.
We make a general ansatz to expand T as a matrix using the basis EAB of superma-
trices analogous to (3.14)
T (u) = (−1)|B|EBA ⊗ TAB(u), (5.1)
and expand
TAB(u) = T(−1)AB + u−1T(0)AB + u−2T(1)AB + . . . . (5.2)
5.1 Fundamental Representation
The R-matrix trivially provides the fundamental representation of the T-matrix. In that
sense, we can easily read off the fundamental representation of the Yangian in the RTT-
realization. Studying the fundamental representation will give valuable insights in how
to identify the algebra generators of the Drinfeld realization with the elements of T .
Indeed, equation (4.28) allows us to identify (we will largely hide the dependence on
the spectral parameter v of the fundamental representation)
TAB(u) := ρ
F
v,N(u)
(
TAB(u)
)
= N(u)(−1)|C|RABCD(u, v)EDC . (5.3)
Here we have introduced a functionN(u) to make the representation as general as possible.
Just like the overall factor in the R-matrix, to which it is largely equivalent,21 it evidently
drops out of the algebra relations.
As always, the RTT-relations should be expanded around the point where R becomes
(almost) proportional to the identity operator, which is around u = ∞ with (x+, x−) =
(∞,∞).22 Explicitly, the parameters x± expand as
x± = u± ~
2
− 1
u
± ~
2u2
+O(u−3). (5.4)
Of course the elements T(s)
A
B will then depend on v, the spectral parameter of the
fundamental evaluation representation our generators live in. For the remainder of this
section we will simply write x± := x±(v), whereas the x±(u) are used for the above
expansion (5.2) and will not appear anymore.
20Few aspects of such an RTT realization have been addressed in appendix A of [9].
21An overall factor of R would be defined once and for all, whereas the function N(u) serves as a set of
parameters for the fundamental representation (along with u). Note that a change of the overall factor
of R can can be compensated by a change of N(u).
22An alternative expansion point is (x+, x−) = (0, 0) which leads to equivalent results. Conversely, the
points (x+, x−) = (∞, 0) and (x+, x−) = (0,∞) are not suitable in this regard.
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It is straightforward to expand the various components of R(u, v). Let us list them
to order u−1, where we have fixed γ1 = γ(u) as in (4.18) for concreteness whereas γ2 = γ
for the fundamental evaluation representation remains explicit
Rabcd ' δab δcd + (δab δcd − δadδcb)
~
u
, Rαβγδ ' δαβ δγδU
[
1 +
(
x+ − x− − 1
2
~
) 1
u
]
+ δαδ δ
γ
βU
~
u
,
Rαaβb ' εabεαβ
√
~
γx−
(x− − x+) 1
u
, Raαbβ ' εabεαβ
√
~ γU
x+
1
u
,
Rabαβ ' δab δαβ
[
1 +
~
2u
]
, Raβαb ' δab δαβ
√
~U
γ
(x+ − x−) 1
u
,
Rαbaβ ' −δab δαβ
√
~ γ
1
u
, Rαβab ' δab δαβU
[
1 + (x+ − x−) 1
u
]
. (5.5)
Furthermore we assume that the normalization function N(u) expands as
N(u) = 1 +N(0)u
−1 +N(1)u−2 + . . . . (5.6)
Leading Order. The first thing we notice is that, unlike a conventional T-matrix such
as (3.23), the expansion does not start with the identity element. Indeed, we find that
the lowest order term in (5.2) is of the form
T(−1)AB = δAB
(
x+
x−
)|B|/2
= U|B|δAB. (5.7)
We recognize the braiding element eigenvalue U and we will see later on that the braiding
(4.3) of the coalgebra originates exactly from this unconventional term.
Level Zero. The next term in the expansion (5.2) gives rise to the remaining elements
of the algebra A. We encounter the same type of rescaling by the braiding element U that
was found at leading order. Again, let J := ρF(J) denote the fundamental representation
of the element J of A. The expansion of the T-matrix can then be directly read off from
(5.5). For example, we have
T12 = (−1)|D|R12CD(u, v)EDC = −~u−1E12 +O(u−2) = −~u−1L12 +O(u−2). (5.8)
For the complete algebra we simply find that
T(0)
a
b − 12δabT(0)cc = −~Lab, T(0)αb = −~Qαb,
T(0)
α
β − 12δαβT(0)γγ = ~U L˜αβ, T(0)aβ = ~U Q¯aβ. (5.9)
Note that the above relations include the non-standard representation of supercharges
given in (4.11). The remaining diagonal elements yield two matrices proportional to the
identity
T(0)
a
a = ~+ 2N(0), T(0)αα = 2U(x+ − x− +N(0)). (5.10)
One combination is the eigenvalue H
~H = U−1T(0)αα − T(0)aa. (5.11)
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Without prejudice we define the remaining combination as
~A = −1
2
T(0)
a
a − 12U−1T(0)αα = ~
[−~−1x+ + ~−1x− − 1
2
− 2~−1N(0)
]
. (5.12)
Here we observe a dependence on the function N(u) introduced in the definition of the
representation, which plays a similar role as the overall normalization of the R-matrix.
Quite evidently N(u) only possibly affects the diagonal elements. Since the three diagonal
generators L11 = −L22, L˜33 = −L˜44 and H are defined as differences, we see that they are
independent of N(0). The only eigenvalue that is affected is A.
Finally, notice that the central element eigenvalues C, C¯ do not appear at this level.
In fact, from (4.4) we rather see that they are naturally expressed in terms of T(−1). We
will make this statement more precise in the next section.
Yangian Level One. Having recovered the representation of the level-zero algebra A,
we move on to the next level and study the level-one Yangian elements of the Drinfeld
realization. In view of (3.29) we expect them to be a combination of T(1) and T(0)T(0).
Furthermore, we expect that the evaluation representation of the level-one elements satis-
fies the relation Ĵ = vJ (2.15). Indeed, we find that the even generators can be expressed
in terms of T as
~L̂ab = −
[
T(1)
a
b − 12U−|C|T(0)aCT(0)Cb
]
+ 1
2
δab
[
T(1)
d
d − 12U−|C|T(0)dCT(0)Cd
]
,
~̂˜Lαβ = U−1[T(1)αβ − 12U−|C|T(0)αCT(0)Cβ]
− 1
2
δαβU
−1[T(1)γγ − 12U−|C|T(0)γCT(0)Cγ]. (5.13)
Conversely, the odd generators must include an additional term that is linear in the T(0)’s
in order to make them level-one generators with a proper evaluation representation
~ Q̂αa = −
[
T(1)
α
a − 12U−|C|T(0)αCT(0)Ca + i2εαβεabT(0)bβ(U + U−1)
]
,
~ ̂¯Qaα = U−1[T(1)aα − 12U−|C|T(0)aCT(0)Cα − i2εαβεabT(0)βb(U + U−1)]. (5.14)
The additional terms remind of the way the fundamental representation of the super-
charges (4.11) was constructed by the sl(2) automorphism. Finally, we consider the
element Ĥ
~Ĥ = (−1)|A|+1U−|A|[T(1)AA − 12U−|B|T(0)ABT(0)BA]+ (U2 − U−2). (5.15)
This completes the set of level-one Yangian generators. Notice that once again, the central
element eigenvalues Ĉ, ̂¯C are not part of this expansion. We will rather see that they are
expressed in terms of the Hamiltonian and the braiding element according to (4.8).
Now there remains one level-one element which is unaccounted for in the Yangian
Y(g), namely let us define
~B̂ = −1
2
[
U−|A|T(1)AA − 12U−|A|−|B|T(0)ABT(0)BA
]
. (5.16)
This element is the higher level version of A defined in (5.12). However, it is not central
like A and actually generates the secret symmetry discussed in Sec. 4.5. In fact, it exactly
coincides with (4.42) provided that the parameter Â is identified as follows
Â = − u(H + 1)(H + 3)
4H
− ~H− 2
~
(
N(1) − 12N2(0)
)
. (5.17)
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We observe that the parameter Â is affected by the normalization function N(u). In fact,
the latter only multiplies the identity matrix, which is why it is perfectly compatible with
the algebra.
5.2 Identification of Algebra
Next we consider the general RTT-relations and show that they contain the Yangian
algebra Y including the braiding element U, the central extensions C, C¯ as well as the
secret symmetry B̂.
Our discussion of the fundamental representation showed that T(−1) is related to U
hence it is convenient to use an adapted version of the exponential expansion (3.30) around
u =∞
T (u) = ((−1)|C|ECC ⊗ U|C|) exp[~(−1)|B|EBA ⊗ (JAB u−1 + ĴAB u−2 + . . .)]. (5.18)
Under the assumption that U is central (which we will show shortly) this implies the
following explicit expansion
δABU|B| = T(−1)AB, (5.19)
JAB = ~−1U−|B|T(0)AB,
ĴAB = ~−1U−|B|T(1)AB − 12~−1(−1)(|C|+|A|)(|C|+|B|)U−|B|−|C|T(0)CBT(0)AC ,̂̂JAB = ~−1U−|B|T(2)AB
− 1
2
~−1(−1)(|C|+|A|)(|C|+|B|)U−|B|−|C|(T(1)CBT(0)AC + T(0)CBT(1)AC)
+ 1
3
~−1(−1)|D|(|D|+|C|+|B|)+|C|(|C|+|A|)+|A||B|U−|B|−|C|−|D|T(0)DBT(0)CDT(0)AC .
We will now proceed to show order by order that the RTT-relations
R(u, v)T1(u)T2(v) = T2(v)T1(u)R(u, v) (5.20)
give rise to the Drinfeld realization of the Yangian Y(g). For future reference let us write
(5.20) out in components
(−1)(|C|+|E|)(|B|+|D|)+|F |REAFBTCE(u)TDF (v) =
(−1)(|B|+|D|)(|D|+|F |)+|B|RCEDFTFB(v)TEA(u). (5.21)
We expand the above relations around (u, v)→∞.
R-matrix. In (5.19) we have given the expansion of the T-matrix T around ∞. Let us
now discuss the corresponding expansion of the R-matrix R(u, v). First, notice that it
matters in which order the limit is taken. We will always first expand around u→∞ and
then expand in v. In other words, we need to expand (5.5) around v = ∞. This yields
the following expressions to order u−1v−1 where we used the choice (4.18) for both γ’s
Rabcd = δab δcd +
~
u
(δab δ
c
d − δadδcb), Rαβγδ = δαδ δγβ
[
~
u
+
~2
2uv
]
+ δαβ δ
γ
δ
[
1 +
~
2u
][
1 +
~
2v
]
,
Raαbβ = εabεαβ i~
uv
, Rαaβb = εabεαβ i~
uv
,
Rabαβ = δab δαβ
[
1 +
~
2u
]
, Raβαb = δab δαβ
[
~
u
+
~2
4uv
]
,
Rαbaβ = −δab δαβ
[
~
u
+
~2
4uv
]
, Rαβab = δab δαβ
[
1 +
~
u
][
1 +
~
2v
]
. (5.22)
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Leading Order. As already mentioned before, at u =∞ the R-matrix becomes diago-
nal and as a consequence (5.21) simplifies to
UTAB(v) = TAB(v)U. (5.23)
In other words, the braiding element U is central and commutes with all entries of the
T-matrix. We also find the Hopf algebra structure concerning U from (3.17,3.18,3.19)
∆(U) = U⊗ U, Σ(U) = U−1, (U) = 1. (5.24)
As we will see shortly, the element U will give rise to the braided coproduct.
Level Zero. Expanding (5.21) to order u−1v−1 provides commutation relations on the
algebra level. Indeed, if we identify the elements as was suggested by the analysis of the
fundamental representation
L11 = −L22 = −12(J11 − J22), L12 = −J12, L21 = −J21,
L˜33 = −L˜44 = 12(J33 − J44), L˜34 = J34, L˜43 = J43,
H = −Jaa + Jαα, Qαa = −Jαa, Q¯aα = Jaα, (5.25)
we find that (5.21) are equivalent to the defining relations (4.1) of centrally extended
sl(2|2). The two central elements C, C¯ that appear in the defining relations (4.1) are
realized in terms of the braiding element U that constitutes the lowest level of the T-
matrix. Let us highlight how they appear by giving an example.
The first step is explicitly working out the relation (5.21) when the indices are fixed
to be (A,B,C,D) = (1, 2, 3, 4). This gives
(−1)|F |+|E|RE1F 2T3E(u)T4F (v) = (−1)|F |TF 2(v)TE1(u)R3E4F , (5.26)
where the indices E,F can take the values 1, 2 or 3, 4.
Let us first consider the left hand side of (5.26). The relevant terms are proportional to
u−1v−1. First there is the contribution where E,F = 1, 2. In this case, the R-matrix only
contributes to leading order, and simply yields the term ~2Q31Q42 (where we used the
identification (5.25)). When E,F = 3, 4, we obtain a non-trivial contribution from (5.22).
This term multiplies the lowest order in the expansion of T and as such is proportional to
the braiding factor, i.e. we get −~U2. Thus, the u−1v−1 term then gives ~2Q31Q42 − ~U2
for the left hand side. Similarly we find for the right hand side of (5.26) −~2Q42Q31 − ~.
Notice that due to the scaling of the T-matrix, the right hand side does not contain the
braiding factor. Together this leads to the following commutation relation
{Q31,Q42} = 1~ (U
2 − 1). (5.27)
Similar considerations hold for the commutation relations involving Q¯. Thus, by com-
paring against the defining commutation relations (4.1) we find that RTT-relations imply
that the central elements are given by
C =
1
~
(U2 − 1), C¯ = 1
~
(1− U−2). (5.28)
Notice that C, C¯ are not independent generators, but they are both fixed in terms of the
lower-level generator U. This shows that our algebra has the unusual feature that the
levels mix in the commutation relations.
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There remains one degree of freedom in the T-matrix that is unaccounted for. This is
the element that was given by (5.12) in the fundamental representation. We again find
that it is a central element. In fact, it can be shown that both elements Jaa and Jαα are
central; they commute with all elements of T . This can be seen by expanding (5.21) to
order u−1 and summing over the relevant instances of A = B = 1, 2 and A = B = 3, 4.
Centrality then simply follows directly from the explicit expansions (5.5). Apart from the
algebra generator H, this leaves one additional central element (cf. (4.42))
A = −1
2
Jaa − 12Jαα. (5.29)
Since this generator is central and moreover never appears in the commutation relations,
it can be quotiented out by setting it to some fixed value.
Let us now show how the correct braiding elements arise in the coproduct. The
coproduct of the elements of the T-matrix is given by (3.25). Let us then look at the
coproducts of Qαa = −Jαa = −~−1T(0)αa and Q¯aα = Jaα = ~−1U−1T(0)aα
∆(Qαa) = −~−1(T(0)αA ⊗ T(−1)Aa + T(−1)αA ⊗ T(0)Aa),
= Qαa ⊗ 1 + U⊗Qαa, (5.30)
∆(Q¯aα) = ~−1∆(U−1)(T(0)aA ⊗ T(−1)Aα + T(−1)aA ⊗ T(0)Aα)
= (U−1 ⊗ U−1)(Qaα ⊗ U+ 1⊗Qaα)
= Q¯aα ⊗ 1 + U−1 ⊗ Q¯aα. (5.31)
The coproduct of the central elements is trivially cocommutative.
Yangian Level One. The next order in the expansion contains the first level Yangian
generators. These are more cumbersome to identify since there is again some mixing with
lower level generators
L̂ab = −Ĵab + 12δab Ĵcc, Q̂αa = −Ĵαa + 12εabεαβ(U2 + 1)Jbβ,̂˜Lαβ = +Ĵαβ − 12δαβ Ĵγγ, ̂¯Qaα = +Ĵaα − 12εabεαβ(U−2 + 1)Jβb. (5.32)
The form of the Yangian generators is standard (cf. (3.29)) apart from the last terms in
the supercharges.23 It is straight-forward to check that with these identifications (5.21)
yield the usual Yangian commutation relations. Finally,
Ĥ = −Ĵaa + Ĵαα + ~−1(U2 − U−2). (5.33)
Remarkably, the structure of the central elements Ĉ, ̂¯C being of lower order repeats itself
here. Explicitly working out (5.21) at this order reveals
{Q̂31,Q42} = 12(1 + U2)H
!
= Ĉ, { ̂¯Q13, Q¯24} = 12(1 + U−2)H != ̂¯C, (5.34)
showing that Ĉ, ̂¯C are not independent elements of the algebra.
Comparing to (5.28) we can rewrite these equations as
Ĉ = C
U2 + 1
U2 − 1
~H
2
, ̂¯C = C¯ U2 + 1
U2 − 1
~H
2
. (5.35)
23The role of these terms is to match with the Drinfeld realization which was set up such that evaluation
representations have the standard form. In that sense, these terms are largely conventional.
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Notice that this means that the evaluation parameter u for any evaluation representation
ρu is determined by the equation
1
2
~ ρu
(
(1 + U2)H
) ≡ uρu(U2 − 1). (5.36)
This relation was previously derived from the cocommutativity of the coproducts involving
the Yangian central elements (4.9). This relation implies that the evaluation parameter
is related to the lower levels and hence not a free parameter which usually is the case for
evaluation representations.
It is straight-forward but tedious to reproduce the Yangian coproduct (4.8) from the
general form of the coproduct of the T-matrix.
5.3 Secret Symmetries
Having identified the algebra, we are once again left with one additional generator that
is part of the T-matrix. At level zero, this element A was central. However, this is no
longer the case at higher levels of the Yangian.
Secret Symmetry. We can define an operator B̂ which corresponds to the secret sym-
metry alluded to in Sec. 4.5 as follows
B̂ := −1
2
(Ĵaa + Ĵαα). (5.37)
From the defining relations (5.21) it is then easy to derive the algebra relations of B̂
[B̂,Qαa] = −Q̂αa + (1 + U2)εabεαβQ¯bβ,
[B̂, Q¯aα] = + ̂¯Qaα − (1 + U−2)εabεαβQβb, (5.38)
The other commutation relations are trivial. Its coproduct is easily derived
∆(B̂) = B̂⊗ 1 + 1⊗ B̂+ ~
2
(QαaU−1 ⊗ Q¯aα + Q¯aαU⊗Qαa). (5.39)
This is exactly the secret symmetry coproduct and here we see that it is a natural part
of the symmetries of the R-matrix.
Higher Secret Symmetry. The RTT-realization allows us to define a secret symmetrŷ̂B at the next level of the Yangian. Alike B̂ this is a novel symmetry of the R-matrix which
does not follow from commutators of previously known generators. Conserved charges at
odd levels have been considered in [29], however this new symmetry is actually of even
Yangian level.
Expanding (3.29) to the next order we make an ansatz
̂̂B = − 1
2
̂̂JAA + 112~2(−1)|A|+|C|JAAJBCJCB. (5.40)
The additional cubic term in the level-zero generators enables conventional evaluation
representations, namely ρu(
̂̂B) ' uρ(B̂); it evaluates to
(−1)|A|+|C|JAAJBCJCB = H
(
LabLba − L˜αβL˜βα +QαaQ¯aα − Q¯aαQαa
)
. (5.41)
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The fundamental representation of the higher secret symmetry reads
̂̂
B =
u2
2(ad+ bc)
EAA +
̂̂
A(−1)|A|EAA, (5.42)
where
̂̂
A is some new parameter for the representation. Remarkably, the non-trivial part
of the coproduct can be expressed purely in terms of the sl(2|2) algebra generators and
their Yangian counterparts. The coproduct of the next-level secret symmetry is given by
∆(
̂̂B) = ̂̂B⊗ 1 + 1⊗ ̂̂B (5.43)
+ 1
2
~
[
Q̂αaU−1 ⊗ Q¯aα +QαaU−1 ⊗ ̂¯Qaα + ̂¯QaαU⊗Qαa + Q¯aαU⊗ Q̂αa]
− 1
12
~2
[
QαaU−1 ⊗ Q¯aα +QαaU−1 ⊗ Q¯aα − Q¯aαU⊗Qαa − Q¯aαU⊗Qαa
− 2Lab ⊗ Lba − 2Lab ⊗ Lba + 2L˜αβ ⊗ L˜βα + 2L˜αβ ⊗ L˜βα
−H⊗H−H⊗H
]
.
It is readily seen by explicit computation that this indeed provides a symmetry of the
fundamental R-matrix. In the above expression we have introduced for convenience the
following quadratic combinations of level-zero generators
Lab = LcbLac + 12QγbQ¯aγ − 12Q¯aγQγb +HLab, Qαa = QαcLca + L˜αγQγa − 32HQαa,
L˜αβ = L˜γβL˜αγ + 12Q¯cβQαc − 12QαcQ¯cβ +HL˜αβ, Q¯aα = LacQ¯cα + Q¯aγL˜γα − 32HQ¯aα,
H = LabLba − L˜αβL˜βα + 32QαaQ¯aα − 32Q¯aαQαa, (5.44)
as well as dressings of level-one generators
Q̂αa = Q̂αa − 12(1 + U2)εabεαβQ¯bβ ̂¯Qaα = ̂¯Qaα − 12(1 + U−2)εabεαβQβb
= 1
2
(
Q̂αa + [B̂,Qαa]
)
, = 1
2
( ̂¯Qaα − [B̂, Q¯aα]). (5.45)
The alternative form uses the commutator (5.38) of the secret symmetry B̂.
The antipode of the higher secret symmetry reads
Σ(
̂̂B) = −̂̂B+ 2~Ĥ− 2(U2 − U−2) + ~2[−1
3
LbaLab + 13L˜
β
αL˜αβ − 14QαaQ¯aα + 14Q¯aαQαa
]
,
(5.46)
and the double antipode takes the form
Σ2(
̂̂B) = ̂̂B− 4~Ĥ+ 4(U2 − U−2). (5.47)
Representations. A special feature of the secret symmetries is that they only ever
appear within commutators of the algebra relations. Therefore the representation of
every secret symmetry can carry one parameter multiplying the unit matrix which is
unconstrained by the algebra. These parameters are precisely the parameters carried by
a normalization function N(u) of the representation (5.3) which is somewhat analogous
to the overall factor of the R-matrix.
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5.4 Spectral Parameter Plane
Let us finally reflect on the analytic properties of the T-matrix, by discussing how TAB(u)
depends on the variable u. The parameter u stems from the fundamental representation
which is naturally defined on a genus 1 surface. This is due to the fact that there are
four quadratic branch points at u = ±2 ± 1
2
~ implying a particular complex structure
τ1 of the torus. However, we know that there exist higher evaluation representations of
dimension 4n with a different complex structure τn [12]. These representations are suitably
defined n-fold graded (anti)-symmetric products of the fundamental representation. We
could equally well set up the RTT-realization using one of these higher representations.
Then T (u) would clearly have a different analytic behavior in u because the torus has
a different complex structure. In particular, the branch points for R-matrices in these
higher representations [30] are located at different points u = ±2± 1
2
n~.
The Yangian Y is, according to our definition, spanned by polynomials in TAB(u).
However, in some products like TAB(u)TCD(v), superficial branch points can cancel. This
happens precisely at u = v±~ which correspond to the higher representations. Thus, even
though we have made the choice to define TAB(u) using the fundamental representation,
we can relate it an alternative definition using the higher representations. For example,
the combination TAB(u± 12~)TCD(u∓ 12~) with proper symmetrization of the indices A,C
and B,D generates the RTT-realization using the graded (anti) symmetric product of
two fundamental representations.
6 Ideals and Subalgebras
In this section we discuss two useful ideals and subalgebras of the above algebra which
arise due to special properties of the underlying R-matrix.
For instance, crossing symmetry of the R-matrix shows that certain pairs of elements
T have identical algebraic relations. It therefore makes sense to identify the partners
and obtain a useful subalgebra with the same R-matrix. This also sheds some light on
the u-dependence in the RTT-formulation of the algebra and on the nature of crossing
symmetry.
Furthermore, the central elements such as H and Ĥ can be collected into an ideal.
Dividing out this ideal (along with dropping the secret symmetries) would more or less
yield the conventional Yangian Y(psl(2|2)). Therefore many of the special features of the
algebra could be attributed to this ideal which we shall discuss first.
6.1 Liouville Contraction
For Yangians of a Lie superalgebra the center is usually generated by the so-called Liouville
contraction Z. This element is based on non-involutiveness of the antipode and it is closely
related to the quantum determinant discussed in Sec. 3.5. The Liouville contraction is
defined as the combination
T (u)Σ(T (u)) = 1⊗Z(u). (6.1)
We will show that this combination is indeed proportional to the identity on the space
End(VF) and that the factor Z(u) is a central element of the Yangian algebra Y. We will
then investigate its properties.
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Centrality. We start from the RTT-relationsR12T1T2 = T2T1R12, multiply byR−112 from
the right and from the left, T1T2R−112 = R−112 T2T1, and apply the order-inverting crossing
transformation to the second space, T1R−1,1⊗C12 T C2 = T C2 R−1,1⊗C12 T1. Now we multiply
by T C,−12 and subsequently R−1,1⊗C,−112 from both sides and apply the opposite crossing
operation to the second space. We find a somewhat lengthy identity
T C,−1,C¯2 R−1,1⊗C,−1,1⊗C¯12 T1 = T1R−1,1⊗C,−1,1⊗C¯12 T C,−1,C¯2 . (6.2)
Now we use two facts to simplify the result: First, the antipode relation (2.40) can be
expressed as Σ(T ) = T C,−1,C¯. Here the order-inverting crossing operation turns the ordi-
nary product on the space End(VF) into the opposite product. Second, the combination
involving the R-matrix is in fact proportional to R itself24
R−1,1⊗C,−1,1⊗C¯12 =
F (u1, u2)
F (u1, u¯2)
R12. (6.3)
This follows directly from repeated application of the crossing symmetry (4.32) and the
involution property (4.31) of the R-matrix. The factor of proportionality cancels between
both sides, and we are left with a simple and useful identity reminiscent of the RTT-
relations
T1R12Σ(T2) = Σ(T2)R12T1. (6.4)
This identity puts us in the position to show that there is an element Z(u) such that
T (u)Σ(T (u)) = 1⊗ Z(u). Noting that the R-matrix reduces to a permutation for equal
parameters, R(u, u) = P , it easily follows from (6.4) and the assignment u1 = u2 = u
that (on End(VF)⊗ End(VF)⊗ Y)
T1Σ(T1) = T1Σ(T1)P12P−112 = T1P12Σ(T2)P−112 = Σ(T2)P12T1P−112 = Σ(T2)T2. (6.5)
This implies two things: The combination T1Σ(T1) must be proportional to the identity
on the first space because Σ(T2)T2 evidently is. Similarly, the combinations must be
proportional to the identity on the second space. It follows that T Σ(T ) = Σ(T )T = Z
must hold because both sides of the equation are proportional to the identity on both
spaces.
Finally, we show that Z(u) is central by means of the RTT-relation (2.35) and the
above TRT-relation (6.4) (here u1 6= u2)
T1Z2 = T1T2Σ(T2) = R−112 T2T1R12Σ(T2) = R−112 T2Σ(T2)R12T1 = R−112 Z2R12T1 = Z2T1.
(6.6)
Hopf Algebra. To compute the remaining structures of the Hopf algebra for Z, it is
most convenient to write out (6.1) in components
Z δAC = (−1)(|A|+|B|)(|B|+|C|) TBC Σ(TAB). (6.7)
From this result and the fusion relation (3.17) we can easily derive that Z is a group-like
element
∆(Z) = Z ⊗ Z, (Z) = 1, Σ(Z) = Z−1. (6.8)
24The combination is the semi-opposite inverse of the inverse of R.
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Alternative Expression. From the TRT-relation (6.4) we can generalize an alternative
expression for the Liouville contraction Z to our algebra
Z = 1 +H(u)−1 str[T ′(u)Σ(T (u))]. (6.9)
Here H(u) is some function of u. Its derivation relies on the expansion of R around
u1 → u2
str1[R12(u1, u2)P12] = 1
2
1− x+1 x−1
x−1 − x+1
(x+1 )
2 + (x−1 )
2
[1− (x+1 )2][1− (x−1 )2]
(u1 − u2) +O((u1 − u2)2).
(6.10)
This result can be easily shown by direct computation, where we assumed our conven-
tional choice (4.18) for γ.25 In particular, the first term is at order O(u1 − u2) and it is
proportional to the identity on space 2. Multiplying (6.4) with P12 from the right and
taking the supertrace over the first space gives
str1
[T1(u1)R12(u1, u2)P12Σ(T1(u2))] = str1[Σ(T2(u2))R12(u1, u2)P12T2(u1)]. (6.11)
We expand this equality around u1 → u2 ≡ u. Since the fundamental representation is
2|2 dimensional, we have that str 1 = 0. From (6.10) and (6.1) it is then readily found
that the expansion of the right hand side of (6.11) starts at order u1− u2 with coefficient
proportional to Z(u). Similarly, the left hand side reduces at this order to
str1[T ′1 (u)Σ(T1(u))] + str1[T1(u)R′12(u, u)P12Σ(T1(u))], (6.12)
where T ′ is the derivative of T with respect to u and R′ is the derivative of R with
respect to u1. Using (2.41) and (6.10) the last term can be shown to be constant. Then
by dropping the subscript, we finally arrive at the above expression (6.9) for Z. Note that
the function H(u) equals the coefficient function in (6.10).26
Antipode Algebra. Let us now discuss some properties of the antipode. First we
note that the Liouville contraction sheds light on the opposite T-matrix T¯ (u) which we
introduced to define the antipode of T (u) in (2.40). By comparison to (6.1) it follows
that T¯ (u) differs from T (u) merely by the central element Z(u)
T¯ (u) = T (u)C,−1,C¯,−1 = Z(u)−1T (u). (6.13)
This relation can also be expressed in several other useful ways
T (u)C,−1,C¯,−1 = Z(u)−1T (u), T (u)C,−1 = Z(u)T (u)−1,C,
T (u)−1,C,−1,C¯ = Z(u)T (u), T (u)−1,C = Z(u)−1T (u)C,−1. (6.14)
25A different choice of gamma would change the coefficient function. The normalization of R, however,
has no impact on the expansion at this order.
26As remarked above, the coefficient function H(u) depends on the choice of γ, and the expression for
H(u) is not universal. However, one should bear in mind that the fundamental representation of the
Yangian algebra has two parameters, u and γ. Consequently, there are two derivatives that could be used
for the expansion of R in (6.9). Each one has a well-defined coefficient, but the picture is obscured when
these two coefficients are mixed by some choice of γ(u).
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Next we consider the involutive properties of the antipode. To that end, recall the
antipode relation of T −1 (2.39) as well as the definition of Z (6.1)
Σ
(T (u)−1) = T (u), Σ(T (u)) = Z(u)T (u)−1. (6.15)
We apply the antipode to each equation and use the other equation to obtain the double
antipode
Σ2
(T (u)−1) = Z(u)T −1(u), Σ2(T (u)) = Z−1(u)T (u). (6.16)
In other words, the antipode of T and T −1 is involutive up to multiplication by the
group-like central element Z(u).
Fundamental Representation. The fundamental representation of Z(u) with evalu-
ation parameter v is obtained by comparing (6.13) with a relation analogous to (6.3)
R¯12 := R1⊗C,−1,1⊗C¯,−112 =
F (u1, u¯2)
F (u1, u2)
R12. (6.17)
When taking into account that R is the fundamental representation of T it immediately
follows that
Z(u) =
F (u, v)
F (u, v¯)
. (6.18)
Expansion. Let us finish by considering the expansion of Z(u) around u = ∞ and
identify the central elements order by order. To that end, we need the expansion of the
T-matrix in (5.19). The antipode relations for J, Ĵ, . . . can be extracted by expanding
(2.40) TABΣ(TBC) = δAC . Substituting the antipodes in (6.7) yields Z. Let us for
simplicity set A = C = 1. This gives
Z(u) =
[
δB1 +
~
u
JB1 +
~
u2
(
ĴB1 + 12~(−1)(|B|+|C|)|C|JC1JBC
)
+ . . .
]
×
[
δ1B − ~
u
J1B − ~
u2
(
Ĵ1B − 12~(−1)(|B|+|C|)|C|JCBJ1C + ~J1CJCB
)
+ . . .
]
= 1 + u−2~2
[
J1B, JB1
}
+ . . . . (6.19)
We can then identify the components of the T-matrix with the algebra elements according
to (5.25) we derive
Z(u) = exp
[
−u−2~2H− 2u−3~(~ Ĥ− U2 + U−2)+ . . .]. (6.20)
We see that the central elements generated by Z start from the level-zero element H.
Via the double antipode relations (6.16) this element is in fact responsible for the shift in
the antipode of the secret symmetry (4.41,5.47) Note that the above expansion is indeed
consistent with the fundamental representation (6.18).
Discussion. In contradistinction to ordinary Yangians, we observe that Z does not
generate the complete center, as the central element U is not found in its expansion. Nev-
ertheless, it is likely to appear in the quantum determinant which we have not considered
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here because its definition is likely obscured by the deformation within Y. Usually the
Liouville contraction and quantum determinant are related as follows
det ~T (u+ ~) = Z(u) det ~T (u). (6.21)
In principle, we could also factor out the ideal generated by Z. However, this would
constrain almost all the central elements to zero. The resulting algebra should be almost
the conventional Yangian Y(psl(2|2)) up to the tower of secret symmetries. In that sense,
the exciting features of our Yangian Y are related to how the center Z(u) is attached to
the conventional core of Y(psl(2|2)).
6.2 Crossing Symmetry
Crossing symmetry (4.32) of the fundamental R-matrix implies that the Hopf algebra has
a discrete linear automorphism Ξ : Y → Y. The latter is defined via the antipode or
inverse and crossing operation on the T-matrix such that
Ξ
(T (u)) := Σ(T C(u¯)) = T (u¯)C,−1. (6.22)
Let us therefore show that T (u¯)C,−1 obeys the same algebraic relations as T (u).
This automorphism can in principle be used to define a subalgebra of Y by identifying
elements X ' Ξ(X). However, as we shall see, there is a global obstruction to the
identification which can be overcome.
RTT-Relations. In order to prove that the above map Ξ is an automorphism, we shall
use the short hand notation
R1¯2 := R(u¯1, u2)C⊗1, Ta¯ := T (u¯a)C. (6.23)
The crossing relations take the simple form R1¯2 = F12R−112 and Ta 7→ Σ(Ta¯) = T −1a¯ .
We start with the RTT-relations R12T1T2 = T2T1R12. We then perform a crossing
operation on space 1 and replace u1 → u¯1
T1¯R1¯2T2 = T2R1¯2T1¯. (6.24)
Now multiply by T −12 from both sides to obtain T2T −11¯ R−11¯2 = R−11¯2 T −11¯ T2. Finally, insert
the crossing symmetry of the R-matrix, cancel the factor F12 and flip the equation to
obtain
R12T −11¯ T2 = T2T −11¯ R12. (6.25)
Next we prove that the RTT-relations hold when replacing T2 by T −12¯ . We start again
with the original RTT-relations R12T1T2 = T2T1R12. We then multiply by T −12 from both
sides, apply crossing to space 2 and multiply by the inverse of the R-matrix
T −1,C2 T1R1⊗C,−112 = R1⊗C,−112 T1T −1,C2 . (6.26)
Now we use the relation T −1,C = Z−1T C,−1 which is a rewriting of (6.13) and change vari-
ables u2 → u¯2 to obtain Z−12¯ T −12¯ T1R−112¯ = R−112¯ T1T −12¯ Z−12¯ . Finally, use crossing symmetry
of the R-matrix, cancel factors of Z−1
2¯
and F12 and flip the equation
R12T1T −12¯ = T −12¯ T1R12. (6.27)
Therefore, T −1a¯ satisfies the same algebra relations as Ta.
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Hopf Algebra. It remains to be shown that T −1a¯ = Σ(Ta¯) also has the same coalgebra
structure. To prove this, we consider the fusion relation
∆(Ta) = Ta2Ta1. (6.28)
The antipode flips the order of the tensor product ∆(Σ(Ta)) = Σ(Ta1)Σ(Ta2). A crossing
operation on space a flips the factors into the original order and finally map u to u¯ to
obtain
∆
(
Σ(Ta¯)
)
= Σ(Ta¯2)Σ(Ta¯1). (6.29)
This shows that the coalgebra of the crossed elements is the same as the original coalgebra.
Consistency of the antipode follows from the coproduct, so that the automorphism is
consistent for the whole Hopf algebra.
Components. Crossing symmetry relates the T-matrix to itself at a different point.
In particular, the expansion of the T-matrix at the point x± = (∞,∞) is related to its
expansion at x¯± = (0, 0). The expansions contain alternative sets of generators, which
are a priori unrelated, but which obey an equivalent algebra.
Let us therefore discuss how the crossing automorphism acts on various Yangian com-
ponents. The expansion (5.18) suggests to write T (u) as an exponent
T (u) =: ((−1)|C|ECC ⊗ U|C|) exp(~(−1)|B|EBA ⊗ JAB(u)). (6.30)
The crossing automorphism on the new elements JAB(u) then follows from (6.22) and
yields a simple linear relationship
Ξ(U) = U−1, Ξ
(
JAB(u)
)
= (−1)|A|(|B|+1)εACεBDU|B|−|A|Σ
(
JDC(u¯)
)
. (6.31)
To illustrate the above relationship we consider the components of JAB in detail:
Supposing we carry over the assignment (5.25,5.37) of JAB to the symbols L, L˜,Q, Q¯,H,B,
we find the following relations
Ξ
(
Lab(u)
)
= −Σ(Lab(u¯)), Ξ(Q¯aβ(u)) = −εacεβδUΣ(Qδc(u¯)), Ξ(H(u)) = Σ(H(u¯)),
Ξ
(
L˜αβ(u)
)
= −Σ(L˜αβ(u¯)), Ξ(Qαb(u)) = εαγεbdU−1Σ(Q¯dγ(u¯)), Ξ(B(u)) = Σ(B(u¯)).
(6.32)
This shows that, to some extent, the generators Q¯(u) are related to the generators Q(u)
on a different Riemann sheet, whereas the remaining generators are mapped to themselves
up to a flip of sign for H and B.
We can also determine the crossing automorphism for the central element Z(u). It
follows by applying the relations (6.14) repeatedly to the automorphism (6.22)
Ξ
(Z(u)) = Ξ(T (u)T (u)C,−1,C¯) = T (u¯)C,−1T (u¯)C,−1,C¯,−1,C
= T (u¯)C,−1(Z(u¯)−1T (u¯))C = Z(u¯)−1. (6.33)
Crossing Monodromy. We would like to use the automorphism to identify Yangian
elements X ' Ξ(X). However, there is a global obstruction due to the non-trivial mon-
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Ξ2
(T (u)) = Ξ(T (u¯)C,−1) = T (u)C¯,−1,C,−1 = Z(u)−1T (u). (6.34)
Naively, the above identification implies T (u) ' Z(u)−1T (u) or Z(u) ' 1. This is highly
undesirable because it trivializes the center which is an essential feature of the algebra Y.
This problem can be resolved by enlarging the space of u’s. So far, u specifies a point
on a four-fold covering of the complex plane. The four Riemann sheets distinguish the
choice of (x+, x−) associated to u by the identification (4.20). The point u¯ refers to the
pair (1/x+, 1/x−) which has the same numerical value of u referring to the point (x+, x−).
The above monodromy can be resolved by introducing infinitely many Riemann sheets
such that the orbits of the map u 7→ u¯ never close. In other words, the point u¯ does not
equal u, but it resides on a different Riemann sheet. In this case the above monodromy
becomes suitable for identifications
Ξ2
(T (u)) = Z(u¯)−1T (u¯). (6.35)
The identification on the extended space of u’s has an interesting implication for the
expansion in terms levels as in (5.18). Within the exponent, the scalar factor Z only affects
the tower of secret symmetries discussed in Sec. 5.3. These are the elements proportional
to the unit matrix δAB in the generators JAB. All the other generators associated to the
elements of sl(2|2)[u] are unaffected. Consequently, there is no distinction of the points u
and u¯ for sl(2|2)[u] elements. Only for the secret symmetries the point u is different from
u¯. This difference is governed by the equation (6.35). According to (6.20), the map u 7→ u¯
amounts to shifting B̂ by multiples of H, and similarly for the higher secret symmetries.
Modified Automorphism. An alternative is to modify the crossing automorphism by
some group-like central element. This trivially preserves the automorphism property. We
could therefore define an alternative automorphism ΞM with a function M(u) ∈ C such
that
ΞM
(T (u)) = Z(u¯)−M(u¯)T (u¯)C,−1. (6.36)
The modified automorphism obeys the monodromy relation
Ξ2M
(T (u)) = Z(u¯)M(u¯)+M(u¯)−1T (u¯). (6.37)
It can be trivialized by setting M(u¯) + M(u¯) = 1, e.g. M(u) = 1
2
in the simplest case.
Therefore the identification X ' Ξ1/2(X) is globally well-defined on a space of u’s where
the point u¯ is identical to the point u. The fundamental representation of the resulting
T-matrix, however, has some undesirable features as we shall see below.
27This derivation involves a subtle step which changes a crossing operation into an opposite crossing:
According to (4.26), the point u¯ symbolizes the same value of u and x±, but flips the sign of γ. Although
we have conveniently hidden the dependence on γ, it must be a parameter of T in order to make sense
of the RTT relations which also involve R. For R we know that flipping the sign of a γ is equivalent to
conjugation by the matrix diag(1, 1,−1,−1) in the corresponding space VF, which in turn is equivalent
to a double crossing operation. For consistency of the algebra, the same property should hold for T . We
can write this as T (u¯)C = T (u)C¯.
28Note that the result equals Σ2(T (u)).
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Representations. The identification X ' Ξ(X) has the following realization in the
fundamental representation
T(u) ' T(u¯)C⊗1,−1. (6.38)
Since the fundamental representation of T with evaluation parameter v and normalization
function N(u) is defined via the fundamental R-matrix
T(u) = N(u)R(u, v), (6.39)
we find that the above relation (6.38) follows from crossing symmetry of the R-matrix
(4.32) provided that the normalization factor N obeys
N(u)N(u¯) ' 1
F (u, v)
. (6.40)
This is of course the well-known crossing equation for the scalar prefactor of the funda-
mental R-matrix.29 It has no single-valued solution because the assumption N(u¯) = N(u)
leads to a contradiction.
For the modified identification X ' Ξ1/2(X) with trivial monodromy we find the
relation
N(u)N(u¯) ' Z(u¯)−1/2F (u, v)−1 = F (u, v)−1/2F (u¯, v)−1/2. (6.41)
This relation is solved by a single-valued solution such as
N(u) = F (u, v)−1/2Z(u)a. (6.42)
Abstractly, the solution is consistent, however, the resulting R-matrix with prefactor
T(u, v) does not possess the involutive property
T12(u1, u2)T21(u2, u1) = N12N21R12R21 = Z−1/212 6= 1. (6.43)
In that sense, the modified crossing equation does not lead to a consistent particle scat-
tering picture. The original crossing equation is preferable, but the present treatment of
the Yangian does not appear to single it out.
7 Conclusions
In this paper we have derived the RTT-realization of the Yangian of centrally extended
sl(2|2). This algebra is of a non-standard type in which the levels of the Yangian mix.
The crucial feature is that the expansion of the T-matrix has a non-trivial zeroth order,
which corresponds to the braiding factor. This braiding factor affects the coproduct and
generates the central extension.
We were also able to incorporate the secret symmetry in the RTT realization. It turns
out that the secret symmetry originates from the generator which usually extends sl(2|2)
to gl(2|2). Starting from the Yangian level, this element from the monodromy matrix
generates an infinite tower of additional symmetries of the S-matrix.
Furthermore, we discussed the center of the Yangian. We constructed the Liouville
contraction Z (6.1), which is central. It can be related to the antipode via (6.16). Finally,
we studied crossing symmetry and the associated automorphisms.
It would be interesting to construct a double and study the map with Drinfeld’s second
realization [31], which is more suited for constructing the universal R-matrix.
29Note that the equation has a slightly different interpretation here, since N(u) is a priori only defined
for a fixed representation parameter v. The crossing equation for the prefactor of the R-matrix is recov-
ered by demanding that the above equation holds for the whole one-parameter family of fundamental
representations, i.e. N(u, v)N(u¯, v) = F (u, v)−1.
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