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Inducing magnetic moment in otherwise nonmagnetic two-dimensional semiconducting materials
is the key first step to design spintronic materials. Here, we study the absorption of transition-metals
on pristine and defected single-layer phosphorene, within density functional theory. We predict
that increased transition-metal diffusivity on pristine phosphorene would hinder any possibility of
controlled magnetism, and thus any application. In contrast, the point-defects will anchor metals,
and exponentially reduce the diffusivity. Similar to other two-dimensional materials, metals bind
strongly on both pristine and defected phosphorene, and we provide a microscopic description of
bonding, which explain the qualitative trend with increasing number of valence electrons. We further
argue that the divacancy complex is imperative in any practical purpose due to their increased
thermodynamic stability over monovacancy. For most cases, the defect-transition metal complexes
retain the intrinsic semiconduction properties, and also induce a local magnetic moment with large
exchange-splitting and spin-flip energies, which are necessary for spintronic applications. Specifically,
the V/Mn/Fe absorbed at the divacancy have tremendous promise in this regard. Further, we
provide a simple microscopic model to describe the local moment formation in these transition
metal and defect complexes.
Atomically thin two-dimensional (2D) materials have
been a subject of intense research due to the unique phys-
ical properties originating from 2D confinement of elec-
trons, and concurrent applications in electronic and op-
toelectronic devices. [1–4] In this regard, graphene has
attracted much attention due to very high carrier mo-
bility, ∼ 105 cm2V−1s−1.[2, 5] However, graphene is
semimetal,[1–3, 6] and the lack of a band gap severely
limits its application in field-effect transistor due to in-
sufficient on-off current ratio. Thus, although without
much success, extraordinary efforts have been given to
induce a semiconducting gap without compromising the
exceptional carrier mobility by structural modification of
graphene[7–9] or by external perturbations such as elec-
tric field and strain.[10, 11] In contrast, other 2D mate-
rials such as chalcogenides, [4, 12] oxides, [13] and III-
VI semiconductors [14] posses sizeable band gaps around
1−2 eV. Many transition metal dichalcogenides monolay-
ers are natural direct band gap semiconductors. [12] For
example, monolayer MoS2 has a direct band gap of ∼ 1.8
eV, which corresponds to a device on-off current ratio of
108. [15] Although the carrier mobilities are much lower
(200 cm2V−1s−1) than in graphene, it is still remarkably
high compared to the thin-film semiconductors. [15]
Recently, single layer of phosphorus arranged in a
puckered hexagonal lattice, phosphorene, was isolated
by mechanical exfoliation from bulk black phospho-
rus, [16, 17] which is a layered van der Waals mate-
rial, much like bulk graphite. Although the stability
has been a challenge as thin phosphorene films degrade
rapidly under ambient conditions, air-stable monolayers
have been fabricated recently. [18] Inside a single phos-
phorene layer, each atom is covalently bonded with three
adjacent atoms, and thus three of the valence electrons
of phosphorus are consumed in bonding. Consequently,
phosphorene is a 2D semiconductor with a direct band
gap of 1.45−2.05 eV, [17, 19] which is significantly larger
than the bulk counterpart, ∼ 0.2. [16] This semiconduct-
ing gap of single-layer phosphorene correspond to a large
on-off current ratio of 105, which is essential for any de-
vice applications. [16] The field-effect carrier (hole) mo-
bility is found to be thickness dependent, and reported
to be as high as 1000 cm2V−1s−1 at room tempera-
ture. [16, 17] Further, the intrinsic band gap and mo-
bility can be easily tuned by layer thickness [16, 17, 20]
and external stress. [21] The intrinsic anisotropy in elec-
tronic, optical, thermal and mechanical properties make
phosphorene an exciting material with promising appli-
cations in (opto) electronics, thermoelectronics, and spin-
tronics. [16, 17, 22]
Inducing magnetism in otherwise non-magnetic 2D
materials could potentially facilitate the application
of these materials in spintronic devices and magnetic
recording media. [23–25] The quest of inducing local mag-
netic moment is the obvious first step in this regard,
followed by inducing magnetic ordering, and ability to
control and tune it by gating, doping and fuctionaliza-
tion. Transition metal (TM) doping is the conventional
way to induce magnetism in such nonmagnetic 2D mate-
rials, and has been already deployed for graphene [23–25]
and phosphorene. [26–28] Interestingly, cobalt adsorbed
pristine phosphorene is found to show magnetic ordering,
which could be further manipulated by gating. [29] More-
over, room-temperature ferromagnetism is predicted in
this system. The magnetic ordering in such metal doped
2D systems and the concurrent Curie temperature are
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2dictated by the relative distance and orientation between
the doped TMs. [30] However, the magnetism may not
be controllable in such systems due to very high TM dif-
fusivity (resulting from their low activation barrier) on
pristine 2D surface. [23, 24] Such high TM diffusivity
will severely affect their spatial distribution on pristine
2D surface, resulting in uncontrolled magnetism. There-
fore, it is desirable to decorate TMs at the intrinsic va-
cancy defects, which will anchor the TMs, and concur-
rently restrict their diffusion. [24, 31] With the recent
experimental advent, such vacancy defects and defect-
TM complexes can be created with atomic precision that
has been demonstrated already for graphene. [32, 33]
Here we report the electronic and magnetic proper-
ties of 3d transition-metals (TMs) absorbed on the pris-
tine and defected single-layer phosphorene, and discuss
our results in the context of spintronic applications. The
present first-principles calculation is extensive; all the ob-
served trends in electronic and magnetic properties are
explained within microscopic models, and the important
parameters for spintronic applications such as exchange-
splitting and spin-flip energies are calculated. The TM
diffusion on the pristine and defected surface has been
studied, and we argue that TM doped pristine phospho-
rene is not suitable for any practical purpose due to very
high TM diffusivity. In contrast to grapheme, we find
that these vacancy defects are electronically inactive, and
TM-vacancy complexes exhibit a diverse electronic and
magnetic properties.
Computational details. We use the spin-polarized
density functional theory (DFT) [34, 35] within the pro-
jector augmented wave formalism [36] with a plane-wave
cut-off of 500 eV. The exchange correlation is described
with Perdew-Burke-Ernzerhof (PBE) form of generalized
gradient approximation, [37] if not explicitly specified.
Few of the calculations are repeated with Heyd-Scuseria-
Ernzerhof (HSE06) hybrid functional. [38] All calcula-
tions are carried out using a 7×5 phosphorene super-
cell along the zigzag and armchair directions, respec-
tively, and a vacuum layer of 15 A˚ is used. Reciprocal
space integration is carried out using 4×4×1 Monkhorst-
Pack k-point sampling. All structures are optimized un-
til all the forces on each atom are less than 0.01 eV/A˚.
Transition-metals are absorbed on the pristine, and de-
fected single-layer phosphorene, and the present calcula-
tion refer to a very dilute limit of adatom/doping, 0.7%.
The DFT is coupled with climbing-image nudged elastic
band (CINEB) method [39] to calculate the activation
barrier for TM diffusion. The integrity of the minimum
energy path and thus of the first-order transition state
is confirmed by one-and-only-one imaginary phonon fre-
quency.
Black phosphorus and single-layer phospho-
rene. We start our discussion with bulk black phos-
phorus (BP) and single-layer phosphorene. The BP has
orthorhombic lattice with space group Cmca, where co-
valently bonded puckered honeycomb layers are stacked
together by weak van der Waals (vdW) interaction. Cal-
culated lattice parameters (a=3.34, b=4.46, and c=10.72
A˚), within dispersion corrected non-local optB88-vdW
functional, [40, 41] are in good agreement with exper-
imental values, [42] and previous calculations. [17, 20]
The BP has a direct band gap at the Z point of the first
Brillouin zone, which is calculated to be 0.15 eV within
the PBE functional. The modified Becke-Johnson ex-
change potential in combination with correlation within
local (spin) density approximation (mBJ) [43, 44] yield
a larger band gap of 0.31 eV. These compare well with
the predicted experimental gap, 0.2−0.35 eV. [16, 45–
47] and previous theoretical calculations. [17, 20, 48]
Similar to graphite, the individual layers are held to-
gether via weak vdW interaction in black phosphorus,
and thus it is easy to exfoliate single and few-layer
phosphorene. [16, 17]. Calculated phosphorene lattice
parameters, a=3.30, b=4.62 A˚, are comparable to the
bulk counterpart, and also agree well with previous re-
ports. [17, 20, 26, 48, 49] In the puckered honeycomb
lattice, two half-layers are separated by 2.10 A˚ distance,
and have two inequivalent P–P bonds, 2.22 (in-plane)
and 2.26 A˚ (out-of-plane). Single layer phosphorene
is found to have semiconductive nature with a direct
band gap, which is calculated to be 0.90 and 1.48 eV
within different treatment of exchange-correlation func-
tionals, PBE and mBJ, respectively (Supporting Infor-
mation, Figure S1). This is in agreement with previous
theoretical calculations. [20, 26, 49, 50] In comparison,
the spectroscopic measurements predict the gap to be
1.45−2.05 eV. [17, 19] It is well known fact that con-
ventional DFT calculations tend to underestimate the
gap, which could be improved via computationally ex-
pensive hybrid exchange-correlation functional or many-
body perturbation (GW) approach. [17, 20, 48] Indeed,
the HSE06 hybrid functional improves the band gap to
1.63 eV (Figure S1) In the case of single and few-layer
phosphorene, although the conventional PBE functional
underestimates the gap, it is important to note that the
electronic band dispersion is similar with hybrid func-
tional or GW approach, [17, 20, 48] where the conduc-
tion band is pushed up in energy with a very little effect
on the valence band (Figure S1). First-principles calcu-
lations demonstrated that the band gap decreases with
increasing layer thickness, [20] and can also be tuned by
external strain. [21] It is important to note in Figure
S1 that the conduction band is more dispersive along
the armchair (linear along Γ → Y) direction than in
the zigzag (parabolic along Γ → X) direction, shown in
Figure S1. This is responsible for the anisotropic elec-
trical conductance, which has been experimentally ob-
served. [16, 17, 20]
Monovacancy and divacancy. Next we consider the
bare point-defects, mono- and di-vacancies. As-prepared
2D materials are prone to vacancy defects, [50–52] which
3FIG. 1. Point-defect structures in single-layer phosphorene and their formation energy. (a) Side and top view of pristine
phosphorene. Two half-layers are indicated in black and light blue color. The atoms are highlighted, which are removed
to create point defects. Note that the DV can be created by removing two neighbouring atoms from the same or different
half-layers, DV1 and DV2, respectively. (b)-(c) The MV defect structures, with MV(5|9) as the ground state. (d)-(e) Different
DV structures. The DV1(5|8|5) is the ground state, which is thermodynamically more stable than MV. Due to their very high
formation energy, the other DV structures, DV2(5555|6|7777) and DV2(5|8|5) are much less probable.
can also be created with atomic precision, [32, 33] and
may alter the intrinsic electronic, magnetic and chemical
properties. [51, 53, 54] In the spintronic context, it would
be interesting to address if the intrinsic semiconducting
property is retained as the point-defects are introduced in
single-layer phosphorene. Removing one P atom to create
monovacancy (MV) in phosphorene [Fig. 1(a)] leaves one
dangling bond each on three adjacent P-sites before lat-
tice relaxation. Following this, there are two distinct re-
laxation paths, which lead to two distinct MV structures,
MV(5|9) and MV(55|66), [50, 55, 56] shown in Fig. 1(b)-
(c). We find the Jahn-Teller distorted MV(5|9) [Fig. 1(b)]
to be the most probable monovacancy structure with 1.66
eV formation energy, which is 0.29 eV lower than the hy-
pervalent MV(55|66) structure [Fig. 1(c)]. The formation
energy is calculated as Ef = Ed − Ep + Nµ, where Ed
and Ep represent the energies of the fully relaxed system
with and without the vacancy defect; N is the number
of removed atoms, and µ is the chemical potential of P
calculated from pristine phosphorene. Similar MV struc-
tures have been observed for flat graphene [57–60] and
slightly buckled silicene, [61] but the formation energies
in these cases are much higher, ∼ 7.5 and 3 eV, respec-
tively. [57, 61] Survival of one dangling bond in MV(5|9)
induces a local magnetic moment of 1 µB , and also gener-
ates a defect state 0.21 eV above the valence band maxi-
mum (VBM). Thus, bare MV(5|9) substantially reduces
the intrinsic band gap of phosphorene (Figure S2). How-
ever, once the dangling bond is passivated (with atomic
H in the present case), both the local moment and de-
fect state disappear, and the intrinsic semiconducting gap
(0.95 eV) is recovered (Figure S2), which increases to 1.71
eV within hybrid HSE06 functional (Figure S3).
Divacancy in phosphorene can be created in two dif-
ferent ways by removing two neighboring P atoms from
the same or different half-layers, which we classify as
DV1 and DV2 type [Fig. 1(a)]. Similar to the situ-
ation in graphene, the concurrent relaxation and re-
construction via Stone-Wales (SW) bond rotation may
lead to a plethora of divacancy structures. [55, 56] We
find the DV1(5|8|5), where the neighboring P atoms
are removed from the same half-plane, to be the most
stable defect structure with 1.33 eV formation energy
[Fig. 1(d)]. The other possibility of removing two neigh-
boring atoms from two different half-layers relaxes to a
different type of DV2(5|8|5) structure [Fig. 1(f)] with a
much higher formation energy (3.03 eV). The other DV
classes, DV(555|777), and DV(5555|6|7777) can be re-
constructed from either of the DV(5|8|5) structures by
SW bond rotations, which is an activated process. The
4DV2(5555|6|7777) shown in Fig. 1(e) is found to be close
in energy with DV1(5|8|5) ground state, with 1.39 eV for-
mation energy. This structure is derived from DV2(5|8|5)
by two successive SW rotations to minimise the strain en-
ergy. In contrast, the DV(555|777) structures are found
to be much higher in energy, [55, 56] and we did not con-
sider them in the present study. Due to the complete
quenching of dangling bonds, DVs are found to be non-
magnetic, and no mid-gap states are observed (Figure
S4 and S5). Both DV1(5|8|5) and DV2(5555|6|7777) re-
tain the intrinsic semiconducting nature of phosphorene
with a band gap of 0.97 (Figure S4) and 1 eV, respec-
tively. The calculated PBE and HSE06 gaps (Figure S5)
for DV1(5|8|5) are close to the same calculated for the
pristine single-layer phosphorene within the same level
of theory. Thus, the intrinsic semiconducting gap is ro-
bust against defects.
Similar DV structures have been found in graphene [51,
59] and silicene. [61] However, the qualitative stability of
the DVs in these 2D materials is very different than the
one predicted here for phosphorene. Moreover, similar to
the case of MV, the DV formation energy in phosphorene
is much smaller compared to graphene (∼7.2 eV [56]) and
silicene (2.84 eV [61]). This indicates that point-defect
formation is comparatively easier in phosphorene, and
the reason is two fold. The P–P bond is less stronger than
the C–C bond in graphene and Si–Si bond in silicene.
Secondly, due to the inherent puckered structure of the
phosphorene lattice, the local strain relaxation is much
easier.
The remarkable reduction in DV formation energy,
compared to that of the two isolated MVs, indicates that
DVs are thermodynamically more stable than isolated
MVs. The isolated MVs will coalesce into DV via dif-
fusion, which requires a rather small activation barrier,
0.18 eV. [56] Thus, DV is more important in the con-
text of TM-vacancy complex, and for any practical pur-
pose. However, these vacancy defects may appreciably
alter the electronic structure of 2D materials by generat-
ing mid-gap states, which can act as sink for charge car-
rier and act as electron hole recombination centre. This
may severely limit device performance in (opto)electronic
applications. Unlike graphene and silicene, [51, 53, 54]
vacancy defects are found to be electronically inactive
in phosphorene. We do not find any mid-gap states for
hydrogenated MV and DV, and in both case the intrin-
sic semiconducting gap is retained (Supporting Informa-
tion). The semiconducting properties are also found to
be very robust against extended defects such as disloca-
tions, and grain boundaries. [50]
Inducing local moment: TM on pristine phos-
phorene. The conventional way to induce local mag-
netic moment in otherwise non-magnetic 2D materials
is the absorption of TMs with localized d electrons.
This has been attempted for graphene [23] and recently
for phosphorene. [26, 28, 49] Following these recent re-
FIG. 2. Absorption energy of 3d TM adatom on pristine
phosphorene. Schematic illustration of adatom absorption at
the hollow and valley sites are shown. For Sc–Co, a new
absorption site TM@Valley is found to be thermodynamically
more favourable than absorption at the hollow site, which has
been proposed earlier. [26, 28, 49] The overall trends could be
corroborated through COHP calculation.
ports, [26, 28, 49] it was earlier believed that TMs pre-
fer the hollow site, where it is covalently bonded with
three P atoms, all from the ‘top’ half-layer (Figure 2 and
Figure S6 in Supporting Information). Due to puckered
structure, the TM atoms are relaxed away from the ex-
act hollow site, resulting in two equivalent TM–P bonds
with equal bond lengths, which is slightly smaller than
the third bond. The height of the TM atoms above the
phosphorene surface monotonically decreases along the
3d series, which is commensurate with the corresponding
TM covalent radius (Supporting Information).
In contrast, we predict a completely different absorp-
tion site with different bonding, electronic and magnetic
properties. We find that TM prefers the valley site,
where it is absorbed in between the two half-layers (in-
set of Figure 2) and forms five/seven TM–P bonds (Fig-
ure S6 in Supporting Information). The TM binding en-
ergy at the valley site is substantially stronger (by −0.9
to −1.8 eV) compared to hollow site absorption (Fig-
ure 2). The binding (absorption) energy is calculates as
Eb = ETM@P − EP − µTM, where ETM@P and EP is the
energy of the system with and without the TM, µTM is
the energy of a isolated TM. For Ni and Cu, both the
absorption sites are found to be equally preferable. Due
to closed-shell electronic configuration, Zn binds either
very weakly (−0.15 eV at the hollow site) or does not
bind at all (valley site). Incorporation of van der Waals
interaction in the calculation does not improve the situ-
ation for Zn. Overall the metal atoms bind very strongly
with phosphorene, and the binding energy ranges be-
tween −1.81 to −5.52 eV at the valley site (Figure 2).
This is much stronger compared to the same on graphene,
which is estimated in the range of −0.17 to −1.95 eV. [23]
The stronger TM binding is due to the covalent TM–P
5FIG. 3. Local magnetic moment at the TM site for TM ab-
sorption on the pristine phosphorene. In general, the TM
moment is smaller in case of TM@Valley absorption, which
is found to be the favorable absorption site. The trend along
the 3d series can be explained by simple electron counting.
Representative magnetization density for the valley site ab-
sorption is shown in the inset.
bonding (Figure S6) originated from the lone-pair elec-
trons of P atoms. To corroborate the overall trends,
greater stability of valley site absorption and variation
in binding energy along the 3d series, we have calculated
the TM–P projected crystal orbital Hamiltonian popula-
tion (pCOHP) [62, 63] and are shown in Figure S6 (Sup-
plementary Information). The integrated pCOHP, which
is a measure of bonding, is found to be much higher for
TM@Valley than the TM@Hollow configuration. For ex-
ample, IpCOHP for Ti@Valley and Cr@Valley is much
higher (−7.83 and −6.44 eV, respectively) than the corre-
sponding absorption at the hollow site (−4.88 and −2.85
eV, respectively).
Now we turn our attention to the local moment in-
duced by TM absorption. Calculated magnetic mo-
ments are shown in Figure 3 for both TM@Valley and
TM@Hollow absorption. Although the absorption at the
hollow site is not preferred, calculated moments agree
well with previous predictions. [26, 28, 49] The magnetic
moment at the valley site is smaller than the hollow site
absorption for Ti-Cr, while beyond Cr, both the absorp-
tion sites generate similar moments (Figure 3). This
observed trend in magnetic moment along the 3d se-
ries can be understood by simple electron counting. For
TM@Hollow cases, two electrons take part in the bond-
ing, and thus do not contribute to moment formation.
The rest of the electrons are distributed in the four avail-
able d-orbitals such that a high-spin solution is favorable.
For example, Mn@Hollow has five electrons that are dis-
tributed in four available non-bonding d-states, which
give rise to a high-spin 3 µB moment. In contrast, four
electrons take part in bonding for TM@Valley, which is
evident from increased number of TM—P bonds. Rest
of the d-electrons are distributed in three available d-
orbitals such that a high-spin solution is favorable. For
example, the Mn@Valley has three d-electrons that are
to be distributed in three non-bonding d-orbitals, which
consequently generates 3 µB moment (Figure 3). The
low-spin solution is only 30 meV higher in energy in this
case. The Fe@Valley is found to be the only exception
to this simple model. The model predicts a 2 µB ground
state, which we find to be almost 300 meV higher in
energy than the non-magnetic ground state. The prox-
imity polarization at the P atoms are found to be very
small in these cases (−0.04 µB for Cr@Valley to 0.07 µB
for Mn@Valley). Further, these TM@Phosphorene sys-
tems must have a semiconducting gap for any plausible
spintronic application. Although the intrinsic gap de-
creases upon TM absorption, we find TM@Valley posses
a formidable semiconducting gap in the range 0.4–0.65
eV, except for Sc and Cu (Figure S8 and Table S1 in Sup-
porting Information). The comparatively smaller gap is
due to the appearance of hybridized p − d states within
the gap. It is also interesting to note that the anisotropic
dispersion along the zigzag and armchair direction is not
affected by the TM adatom absorption, which is intrinsic
to single-layer phosphorene. The phosphorene becomes
metallic due to Sc and Cu adatom adsorption (Figure
S8) as they dope electron. This is in agreement with the
recent experimental observation, [65] and these systems
could be used to lower the threshold voltage for n-type
conduction.
Although TMs bind strongly on pristine phosphorene,
induce local magnetic moment, and also hold semicon-
ducting gap, such TM-phosphorene system may not be
a good candidate material for any practical purpose due
to very high TM diffusivity. The TM diffusion is an ac-
tivated process, and on a 2D surface the diffusivity is
defined as D = 14a
2
0Γ, where a0 is the jump distance, and
Γ = ν exp(−Ea/kBT ) is the Arrhenius jump rate with ν
being the prefactor related to atomic vibration, and Ea
is the activation barrier. The activation barrier for val-
ley to valley diffusion is calculated to be 0.69 eV for Co,
which correspond to DCo(300K) = 2.61 × 10−15 cm2/s
assuming ν =1013 Hz. Thus, due to very high diffusiv-
ity, TM induced magnetism on pristine phosphorene is
not controllable as the spatial TM distribution strongly
depends on time and temperature. In contrast, vacancy
defects could act as anchoring site, which substantially
increases the activation barrier, and thus TM diffusivity
is exponentially reduced. The calculated activation bar-
rier for Co diffusion out of the vacancy defects are cal-
culated to be 1.65 and 1.44 eV for Co@MV and Co@DV
complexes, respectively. Such point-defects are present
in the as-prepared samples or can be wishfully created
on the phosphorene surface. Once absorbed at the defect
site, the TM local moment is essentially pinned, and thus
the corresponding magnetism will be controllable. The
TM@MV have been investigated recently, [27, 49] how-
ever, the microscopic picture is not clear yet. Moreover,
6FIG. 4. Transition-metal (red ball) absorption at the point-defects in their ground state. Side and top view of (a) TM@MV,
and (b) TM@DV. The TMs are absorbed in the valley, between the defected (black) and undefected (blue) half-layers. (c)
Non-monotonous variation of the depth h is observed along the 3d series. The TM in TM@DV complex, move further away
from the defected layer compared to the TM@MV complex. (d) The TM-P bonds (dTM−P), at the defected (dd) and undefected
(dud) layers, are found to be covalent. The red dotted line refers to the corresponding TM–P covalent bond lengths. [64]
as we have discussed earlier that the DV is thermodynam-
ically more stable and thus abundant than the MV, which
tend to coalesce and form DVs via vacancy diffusion.
Therefore, the TM@DV complexes will be particularly
more important for any practical purpose toward TM in-
duced spintronics. Here we investigate both TM@MV
and TM@DV complexes, and track their electronic and
magnetic properties, and provide a microscopic picture.
TM-Vacancy complexes. The typical atomic con-
figurations of TM@MV and TM@DV are shown in Fig-
ures 4(a)-(b). Unlike graphene the TMs are accommo-
dated inside the point-defects due to the intrinsic puck-
ered structure of phosphorene. The TMs are absorbed
between the two half-layers [Figure 4(c)], and thus the
calculated vertical height h is negative. We find that all
metals form two sets of chemical bonds with the under-
coordinated P atoms from the defected and undefected
half-layers, which we denote as dd and dud, respectively
[Figure 4(a)-(b)]. For TM@MV, metals form two dd and
one dud bonds. In contrast, two dd and two dud bonds are
created for TM@DV, and thus the metal atoms move fur-
ther away from the defected half-layer [Figure 4(c)]. Both
dd and dud are comparable, and in cases, shorter than the
corresponding TM–P covalent bond lengths, and follow
similar qualitative trend for TM@MV and TM@DV [Fig-
ure 4(d)], which is correlated with the size of the metal
ions. The bond lengths first decrease with increasing
number of valence electrons for Sc-Co, and then increase
for Co-Zn. It should be noted here that the slight devia-
tion from this general trend for Cr, and Mn [Figure 4(d)]
is due to their half-filled d shell, leading to a weaker bond-
ing.
We find most of the metals bind very strongly with
the point defects [Figure 5(a)] with binding energy as
strong (-7 to -4 eV) as in graphene, and also follow sim-
ilar non-monotonic behavior. [24] To analyze the nature
of electronic interaction between the defected phospho-
rene and the absorbed metal, we calculated the differ-
ential charge density ∆ρ(r), which is shown in the inset
of Figure 5(a). The calculated ∆ρ(r) is typical of cova-
lent bonding, which is reflected in strong TM–P bonding.
This covalent bonding is also emulated in the respective
TM–P bond lengths (Figure 4). The observed trend in
binding can be explained by carefully looking into the
7FIG. 5. (a) Transition metal binding Eb for vacancy-TM
complexes. The TM binding is little stronger in the case
of TM@MV compared to TM@DV. The overall trend in Eb
across the 3d series is similar to that of other two-dimensional
materials. [24, 66] We argue that this trend could be under-
stood completely by the covalent p(P)-d(TM) bonding. Rep-
resentative differential charge densities ∆ρ(r) are shown in the
inset for 0.03 e/A˚3 isosurface, which indicate strong covalent
bonding. The red (blue) color represents electron accumu-
lation (depletion). (b) Calculated integrated partial COHP,
which reveal that the qualitative trend in Eb along the 3d
series shown in (a) is related to the trend in strong TM–P
covalent bonding.
TM–P bonding. The bare MV (DV) consists three (four)
dangling bonds, which are completely saturated by TM
incorporation. The TM-defect binding is mainly derived
by the hybridization between TM-3d and 3p orbitals of
the under-coordinated P atoms. We find that the three
bonding states are derived from P-3p and TM-dxy/dz2 or-
bitals for TM@MV. In contrast, the four bonding states
for TM@DV are derived from TM-dx2−y2/dyz and the
neighbouring P-p orbitals.
The TM binding/absorption energy decreases for Ti-
Cr, which in contrast increases as we move along Cr to
Ni [Figure 5(a)]. The binding for Cu and Zn is compar-
atively much weaker due to their filled atomic orbitals.
Such evolution in binding along the 3d series is generic
to TM absorption on 2D materials but it still lacks a mi-
croscopic description. [24, 66] To corroborate the strong
FIG. 6. Spin-resolved band gaps for (a) TM@MV and (b)
TM@DV complexes. The solid line is a guide to the lowest
gap along the 3d series. The nature of the gap is indicated by
D (direct) and I (indirect) along with the k-points in the Bril-
louin zone. I(X-Y) indicates that the VBM is at X-point and
CBM is at Y-point in the first Brillouin zone. For TM@MV,
the gap decreases as one moves along the 3d series. This
trend is nonmonotonous with local structures. For all TM-
doped cases the gap is calculated to be lower than the pris-
tine or defected phosphorene. Moreover, Cr@DV and Co@DV
show half-metallic behavior. The TM@DV complexes (V, Mn
and Fe) show promise as spintronic materials with reasonable
band gaps.
TM binding and the overall trend in Figure 5(a), we have
calculated the TM–P projected COHP (Figure S9 in Sup-
plementary Information), which is the density of states
weighted by the corresponding Hamiltonian matrix ele-
ment. [62, 63] The COHP is an excellent tool to analyze
the strength and nature of bonding. The bonding states
are dominant in the valence band region indicating strong
covalent TM–P interactions (Figure S9), which lead to
strong metal binding. In order to quantify the TM–P
covalent interaction, we have integrated the COHP up to
the Fermi level, and summed over all the TM–P bonds
[IpCOHP in Figure 5(b)]. The calculated IpCOHP and
binding energy show similar qualitative evolution along
the 3d series. This indicates that the differential co-
valent bonding is responsible for the observed trend in
binding energy. For example, the Ti–P covalent bonding
8[IpCOHPTi−P =−6.61 eV] is much stronger than the Cr–
P bonding [IpCOHPCr−P = −5.36 eV], which is reflected
in their respective binding energies for DV complexes.
Now it would be interesting to investigate the effect
of TM absorption at the defect site on the intrinsic
semiconducting nature of phosphorene. The defect free
phosphorene is a direct gap semiconductor with 0.9 eV
gap, which is found to be robust against the formation
of point-defects as we have discussed earlier. Calcu-
lated spin-resolved band gaps are shown in Figure 6 for
both TM@MV and TM@DV complexes (Table S2 and
S3 in Supporting Information). The in-gap states ap-
pear due to metal absorption, which result in band gaps
that are smaller compared to the pristine and defected
bare phosphorene. Further, the gap decreases along the
3d series for TM@MV complexes, however we observe
this decrease to be nonmonotonus with local peaks for
(Cr/Mn/Co)@MV. In general, we find that CBM origi-
nates from TM-d orbitals, whereas the VBM is induced
by either P-p or non-bonding TM-d orbitals. In contrast,
while both VBM and CBM originate from TM-d orbitals,
the calculated gaps are found to be much smaller.
In this regard, the case of metals absorbed at the di-
vacancy is particularly interesting. Although, the band
gaps are further reduced, the Ti, V, Mn, Fe, and Ni com-
plexes retain gaps ranging between 0.1−0.6 eV. Remind-
ing that the conventional generalized gradient approxi-
mation to the exchange-correlation functional underes-
timates the band gap, the true gaps should be larger
than the PBE gaps reported in Figure 6(b). Indeed
while the PBE functional predicts a smaller gap of 0.1
eV for Fe@DV, the hybrid HSE06 functional estimates
a much larger gap of 1.01 eV (Figure S10), which may
be sufficient for spintronic devices. Moreover, metal
doping at the divacancy could completely alter the in-
trinsic band structure from semiconducting phosphorene
to half-metallic (Cr/Co)@DV or metallic (Sc/Cu)@DV
complexes.
Now we turn our attention to the local moment created
due to metal absorption at the point-defects. The calcu-
lated moments are shown in Figure 7(a), which show a
dome-shaped behavior for both TM@MV and TM@DV
as the number of d-electrons increases. The density of
states and magnetization density analyses [Figure 7(a)]
indicate that the moment originates from the localized
nonbonding d-orbitals, which also polarize the neighbour-
ing P atoms. However, the proximity polarization of the
P atoms are found be small, −0.09 (Cr@MV) to 0.02
µB (Mn@MV) for TMs absorbed at the monovacancy,
and −0.07 (Mn@DV) to 0.07 µB (Fe@DV) for TMs ab-
sorbed at the divacancy. The local moment at Ni (0.50
µB) absorbed at the MV is found to be fragile with small
exchange splitting and spin-flip energy.
By comparing the band structure and density of states
of the TM-vacancy complexes to those with the defected
phosphorene, we developed a simple model to explain
the trends in magnetic moment [Figure 7(b)-(c)]. Re-
moval of a single atom from phosphorene creates three
dangling bonds, and thus, while a TM atom is placed
at the MV, three of TM valence electrons form cova-
lent TM–P bonds. We find these to be two dxy − p(P)
and one dz2 − p(P) covalent bonds [Figure 7(b)]. For
example, three valence electrons of Sc completely satu-
rates three MV dangling bonds, and thus Sc@MV does
not produce any local moment. Next, for Ti-Co, rest
of the TM electrons occupy the non-bonding d states,
dx2−y2 , dxz, and dyz [Figure 7(b)], such that it always
produces a high-spin solution. For example, Cr has six
valence electrons, which give rise to 3 µB moment. Once
these non-bonding states are filled, the TM electrons oc-
cupy the anti-bonding dxy and dz2 states for Ni–Zn. The
Mn@MV is found to be the only exception which does
not follow this simple rule. However, the predicted 4 µB
solution is only 60 meV lower in energy than the 2 µB
solution, which is in accordance with the proposed model.
In contrast, four additional electrons are required to
completely saturate the four dangling bonds in unrelaxed
divacancy. Thus, for TM@DV, the TMs form four strong
covalent bonds with the dangling P atoms. We find these
to be two dx2−y2−p(P) and two dyz−p(P) covalent bonds.
Thus, all the four valence electrons of Ti are consumed in
TM–P covalent bonding, and Ti does not produce any lo-
cal moment. For V–Ni, the rest of the d electrons occupy
the non-bonding dxy, dxz and dz2 orbitals [Figure 7(c)],
such that it produces a high-spin solution. Next, the
electrons in Cu and Zn are occupied in the anti-bonding
dyz and dx2−y2 orbitals. The Cr@DV complex is the only
exception to this model, which predicts a 2 µB ground
state. Instead, we find the 3 µB solution to be 40 meV
lower in energy.
The magnetic exchange splitting δEex between the ma-
jority and minority spin bands is the key to the mag-
netism. The calculated δEex for the systems with non-
zero local moments (Figure 7) are found to be quite
large 0.40–2.50 eV (Table S4 in Supplementary Infor-
mation), and is linearly correlated with the local mo-
ment. The spin imbalance owing to the exchange split-
ting produces the magnetic moment, and therefore the
moment increases with exchange splitting. Further, the
calculated exchange splitting is found to be larger in
DV@TM than for MV@TM. Such large δEex is compa-
rable to the corresponding magnetic TM bulk, and ul-
trathin TM films on nonmagnetic substrate. [67–70] For
example, the calculated δEex for Fe@DV (2.48 eV) is
substantially larger than epitaxial ML-Fe/Cu(100) [0.9–
1.2 eV] and ML-Fe/Ag(100) [1.8 eV] that are measured
via inverse photoelectron spectroscopy. [68] There could
be some variation in δEex with momentum k, however,
we do not observe any noticeable momentum variation
due to dispersion less non-bonding d states. Another im-
portant quantity is the energy required for spin-flip tran-
sitions, which can either increase or decrease the local
9FIG. 7. (a) Calculated magnetic moments of TM-vacancy
complexes, with increasing valence electrons. For Mn@MV
and Cr@DV, the solutions with 2µB moments are very close
in energy with their respective ground states (within 60 meV),
which are also highlighted. Representative magnetization
densities are shown in the inset. (b)-(c) Simple model to
describe the observed trend in magnetic moment in (a) for
TM@MV and TM@DV, respectively. In both the cases, the
electrons are distributed in the non-bonding states such that
it gives rise to high-spin solutions.
moment. We have calculated the moment diminishing
spin-flip energies δEsf , which is related to the survival
of the local moment. Similar to exchange splitting, the
calculated δEsf are also found to be quite large (Table
S4 in Supplementary Information).
Summary. We investigate the electronic and mag-
netic properties of transition-metals absorbed on the pris-
tine and defected single-layer phosphorene. Inducing lo-
cal moment in otherwise non-magnetic semiconductor is
the key first step toward plausible spintronic application.
It was earlier believed that TMs are absorbed at the hol-
low site, however, we find that TMs favor the valley site,
which is in between the two half-layers. Metals absorbed
at this new site have completely different electronic and
magnetic properties. Metals bind strongly on the pris-
tine phosphorene, induce a local moment, and the semi-
conducting gap is retained. However, a very high metal
diffusivity on the pristine phosphorene make them unfa-
vorable for any practical purpose. Their high mobility
leading to time-evolving spatial TM distribution makes
the induced magnetism uncontrollable. Thus, one require
the metals to be absorbed at the point-defects, which are
present in as-prepared phosphorene or could be wishfully
created. Moreover, the intrinsic semiconducting gap is
found to be robust against the formation of such point-
defects. These vacancy defects act as anchoring sites,
where the metal atoms bind very strongly with phos-
phorene through strong covalent TM–P interaction. The
evolution of metal absorption energy along the 3d series
follow a generic trend as observed for other 2D materi-
als, which we have qualitatively explained via detailed
COHP calculations.
We propose that due to much higher thermodynamic
stability of the bare divacancy defects over monovacancy,
the TM@DV complexes are better proposition for spin-
tronic applications. Although the calculated gaps for
TM@DV complexes are relatively lower than the gaps
for pristine and defected bare phosphorene, some of these
complexes retain a formidable gap (1.01 eV for Fe@DV)
along with a local moment that may be useful for spin-
tronic application. The 3d evolution in local moment for
TM-defect complexes has been explained within a sim-
ple model. Moreover, the magnetism in these TM-defect
complexes are stable with large exchange splitting and
spin-flip energy together. Thus, we argue that V, Mn,
and Fe absorbed at the divacancy defect to be good can-
didates for spintronic device applications. We also note
that metal absorption could completely alter the intrin-
sic semiconducting nature of the single-layer phosphorene
and give rise to half-metallic [(Cr/Co)@DV] or metallic
[(Sc/Cu)@DV] composite system. Although the present
study indicate the TM@DV complexes to be encourag-
ing candidates for spintronic device application, further
theoretical and experimental efforts are necessary con-
cerning long-range magnetic ordering, and corresponding
transition temperature. We hope the present study will
encourage such investigations in future.
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