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Abstract
We construct self-dual codes of length 100 invariant under the Hall–Janko group J2. We also construct
a 2-(100,22,168) design with the automorphism group J2 : 2, which is the extension of J2 by its outer
automorphism.
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1. Introduction
The Hall–Janko simple group J2 is constructed as the index two subgroup of the automor-
phism group of some rank 3 graph Γ on 100 vertices with suborbit length 1, 36 and 63 (see [10],
[7, p. 108]). Denote by J2 : 2 the automorphism group. In [8], it is shown that the adjacency
matrix of the graph Γ generates a binary doubly even [100,36,16] code. In this paper, by using
the graph Γ , we will construct a self-dual [100,50,10] code and a self-dual [100,50,16] code
with the automorphism groups J2 : 2 and J2, respectively. The self-dual [100,50,16] code has
the largest minimum weight among known self-dual codes of length 100 and the largest possible
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with the automorphism group J2 : 2 is also constructed.
Self-dual codes are an important class of linear codes for both theoretical and practical reasons
(see e.g. [9]). One reason is that self-dual codes are related to sphere-packings and designs.
Moreover some self-dual codes are important in group theory. It is known in [12] that, for every
non-abelian simple group G, there is a self-dual code of length |G| whose automorphism group
contains G. Also some nice examples of self-dual codes with smaller length than its group order
are well known, that is, the binary extended Golay [24,12,8] code, the binary shorter Golay
[22,11,6] code and the ternary extended Golay [12,6,6] code with the automorphism groups
M24,M22 : 2, and 2.M12. We can handle them to study the groups. For example, the extended
Golay code plays an important role for studying M24. Its self-duality is quite useful and its length
is the smallest permutation degree for M24. The length of our codes is 100, which is the smallest
permutation degree of J2. Thus our codes are self-dual codes with the shortest length for J2. It
may become a substitute for the extended Golay code to study J2.
The paper is organized as follows. In Section 2, we give some properties of the graph Γ . A set
of vertices is called a coclique set if any two vertices in it are not adjacent to each other. We show
that a coclique set of maximum size in Γ consists of ten vertices. We call it a decad according
to [3]. We study properties of decads, which are used in the later sections. In Section 3, we
consider a binary code, which is denoted by C10, generated by the set of decads. It is shown that
the code C10 is a self-dual [100,50,10] code with the automorphism group J2 : 2. In addition, we
show that the set of decads is the set of codewords of weight 10 in C10. Moreover each codeword
of weight 14 is the set of vertices adjacent to x, y for some edge {x, y} in Γ . In Section 4,
from the weight enumerators of C10 and its shadow, it is proved that the two neighbors of C10
containing the doubly even subcode in common are self-dual [100,50,16] codes. We also show
that these codes are equivalent to each other, and their automorphism groups are isomorphic
to J2. In Section 5, we construct a 2-(100,22,168) design related to the graph Γ . It is also
shown that the design has automorphism group J2 : 2.
2. Properties of the graph and decads
According to [10], we summarize the construction of a graph Γ for J2 : 2.
First we consider a graph Γ1 of four vertices with no edges. Obviously Aut(Γ1)  S4. Next
for i = 2,3,4, we define a graph Γi = {∞i−1} ∪ Δi−1 ∪ Σi−1 such that
(1) the restriction to Δi−1 of Γi is the graph Γi−1,
(2) the vertex set of Σi−1 is the set of involutions of some subgroup Gi−1 of Aut(Γi−1),
(3) the point ∞i−1 is joined to every point of Δi−1 but none of Σi−1,
(4) if a ∈ Δi−1 and x ∈ Σi−1, then a and x are joined by an edge if and only if x fixes a, and
(5) if x, y ∈ Σi−1, then x and y are joined by an edge if and only if [x, y] = x−1y−1xy = 1 but
there is z ∈ Σi−1 such that [x, z] = 1 = [y, z].
Here (Aut(Γi−1),Gi−1) is (S4, S4), (L2(7) : 2,L2(7)), (U3(3) : 2,U3(3)), for i = 2,3,4 respec-
tively, and further Aut(Γ4)  J2 : 2. We simply set Γ = Γ4. Put V (Γ ) the set of vertices of Γ .
For x, y ∈ V (Γ ), denote by d(x, y) the distance between x and y in Γ . The graph Γ is strongly
regular and in particular, d(x, y) = 1 or 2 if x = y.
To see the relations among involutions in G3  U3(3), we will consider the following unitary
space.
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{0,±1,±i,±1 ± i}, where i2 = −1. By the Frobenius automorphism :K  λ 	→ λ =
λ3 ∈ K , we define a Hermitian form ( , ) by (u, v) = ∑3i=1 uivi , where u = (u1, u2, u3),
v = (v1, v2, v3) ∈ V . We say that u ∈ V \ {0} is isotropic if (u,u) = 0, and u ∈ V is non-isotropic
if (u,u) = 0.
For a non-isotropic vector u ∈ V , we define a map σu :V → V by
σu(w) = w − 2(w,u)
(u,u)
u
for w ∈ V . We see that σu is an isometry with respect to the Hermitian form ( , ) on V .
Set P = {[u] | 0 = u ∈ V }, P0 = {[u] ∈P | (u,u) = 0} and P1 = {[u] ∈P | (u,u) = 0}, where
[u] = {λu | λ ∈ K} for u ∈ V . It is easily seen that |P0| = 28 and |P1| = 63.
The map σu induces a map σ[u] :Pj →Pj by
σ[u]
([w])= [σu(w)]
for j = 0,1, respectively. Clearly σ[u] is an involution, and σ[u] = σ[v] if and only if [u] =
[v] (∈ P1). Since U3(3) has 63 involutions, we have the following:
Lemma 2.1. The set of involutions of U3(3) is {σ[u] | u ∈P1}.
Lemma 2.2. Let [u], [v] ∈ P1 with [u] = [v]. The following are equivalent.
(1) (u, v) = 0.
(2) [σ[u], σ[v]] = 1.
Proof. Note that σ[u]σ[v] = σ[v]σ[u] if and only if there exists λw ∈ K such that σuσv(w) =
λwσvσu(w) for any w ∈ V . We see that
σu
(
σv(w)
)= w + (w,v)
(v, v)
v + (w,u)
(u,u)
u + (w,v)(v,u)
(v, v)(u,u)
u.
Since [u] = [v], σ[u]σ[v] = σ[v]σ[u] is equivalent to (u, v) = 0. 
For [u], [v] ∈P1 with [u] = [v], we have the following three cases:
(C1) (u, v) = 0,
(C2) 〈u〉⊥ ∩ 〈v〉⊥ is spanned by an isotropic vector, and
(C3) (u, v) = 0 and 〈u〉⊥ ∩ 〈v〉⊥ is spanned by a non-isotropic vector.
By definition, σ[u] and σ[v] are joined by an edge in Γ if and only if [u] and [v] satisfy (C3). By
this relation, we will define a graph Σ(P1) on P1 which is isomorphic to Σ3.
Lemma 2.3. Let u ∈ V be a non-isotropic vector and t ∈ V be an isotropic vector. Suppose that
(u, t) = 0. Then {λu + μt | λ,μ ∈ K, λ = 0} is the set of non-isotropic vectors orthogonal to t .
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a basis for V . Suppose that v = λu + μt + νt ′ is orthogonal to t for some λ,μ, ν ∈ K . Then
0 = (v, t) = (λu + μt + νt ′, t) = ν. Thus the result follows. 
For non-isotropic vectors u,v ∈ V , set
f (u, v) = (u, v)(v,u)
(u,u)(v, v)
.
Lemma 2.4. Let u,v ∈ V be non-isotropic vectors with 〈u〉 = 〈v〉. The following are equivalent.
(1) 〈u〉⊥ ∩ 〈v〉⊥ is spanned by an isotropic vector.
(2) f (u, v) = 1.
Proof. Set 〈t〉 = 〈u〉⊥ ∩ 〈v〉⊥. Suppose that t is isotropic. Then there exist λ,μ ∈ K× such that
v = λu + μt by Lemma 2.3. Since (v,u) = λ(u,u) and (v, v) = λλ(u,u), we have f (u, v) = 1.
Suppose conversely that f (u, v) = 1. Take isotropic vectors t1, t2 such that (u, tj ) = 0
(j = 1,2) and (t1, t2) = 1. Set v = λu+μt1 + νt2 for some λ,μ, ν ∈ K . Since 〈u〉 = 〈v〉, we see
that μ = 0 or ν = 0. Since
f (u, v) = λλ(u,u)(u,u)
(u,u)(λλ(u,u) + μν + μν) = 1,
we have λ = 0 and μν + μν = 0. Set t0 = μt1 + νt2. Then we have (t0, t0) = μν + μν = 0, that
is, t0 is isotropic. We also have (u, t0) = 0 and (v, t0) = (λu + t0, t0) = 0. This completes the
proof. 
Lemma 2.4 yields that, for [u], [v] ∈ P1 with [u] = [v],
(C1) is equivalent to f (u, v) = 0,
(C2) is equivalent to f (u, v) = 1, and
(C3) is equivalent to f (u, v) = −1.
Proposition 2.5. Let X ⊆ V (Γ ) be a maximal coclique set in Γ .
(1) |X| = 4, 6, 7 or 10.
(2) If |X| = 10 and ∞3 ∈ X, then there exists [t] ∈P0 such that X = {∞3} ∪ {σ[u] | (u, t) = 0}.
Proof. Set u1 = (1,0,0), u2 = (0,1,0) and u3 = (0,0,1). It suffices to consider a coclique set
X containing {∞3, σ[u1]}.
Suppose first that X contains two involutions which commute with each other. We may assume
that {∞3, σ[u1], σ[u2]} ⊆ X. If a non-isotropic vector v is orthogonal to u1 and [v] = [u2], [u3],
then σ[v] and σ[u2] are joined by an edge. Thus if σ[v] ∈ X, then [v] = [u3] or v satisfies (C2)
with both of u1 and u2. We see that
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and thus the elements satisfying (C2) with both of u1 and u2 are [1,±1,±1 ± i] and [1,±i,
±1± i]. Since these elements satisfy (C3) with u3, {∞3, σ[u1], σ[u2], σ[u3]} is a maximal coclique
set.
If σ[u3] /∈ X, then we may assume that σ[v1] ∈ X, where v1 = (1,1,1 + i). The elements
orthogonal to [v1] are [1, λ, (1+λ)(1+i)] (λ ∈ K) and [0,1,1+i]. We see that a = [1,1,−1−i]
is the only non-isotropic element that is orthogonal to v1 and that satisfies (C2) with both of u1
and u2. The following is the set of elements which satisfy (C2) with each of u1, u2 and v1:
⎧⎪⎨
⎪⎩
[b1] = [1,−1,−1 + i], [b2] = [1,−1,1 − i], [b3] = [1,−1,1 + i],
[b4] = [1,−i,1 + i], [b5] = [1, i,1 + i],
[c0] = [1,−1,−1 − i], [c1] = [1, i,−1 + i], [c2] = [1,−i,1 − i]
⎫⎪⎬
⎪⎭ .
By checking the relation of these elements, the maximal coclique sets in Σ(P1) containing u1,
u2 and v1 are:
{[u1], [u2], [v1], [a], [b1], [b2]}, {[u1], [u2], [v1], [a], [b3], [c0]},{[u1], [u2], [v1], [b3], [b4], [b5]}, {[u1], [u2], [v1], [c0], [c1], [c2]},{[u1], [u2], [v1], [b1], [b5]}, {[u1], [u2], [v1], [b2], [b4]},{[u1], [u2], [v1], [b1], [c1]}, {[u1], [u2], [v1], [b2], [c2]},{[u1], [u2], [v1], [b4], [c2]}, {[u1], [u2], [v1], [b5], [c1]}.
Thus the size of maximal coclique set which contains ∞3, σ[u1] and σ[u2] and which does not
contain σ[u3] is 6 or 7.
Suppose next that X does not contain two involutions which commute with each other. Then
we may assume that {∞3, σ[u1], σ[v1]} ⊆ X. The elements which satisfy (C2) with both of u1 and
v1 are:
⎧⎪⎨
⎪⎩
[b1], [b2], [b3], [b4], [b5], [c0], [c1], [c2]
[b6] = [1,−1 + i,−i], [b7] = [1,1 + i, i], [b8] = [1,1 − i,1], [b9] = [1,−1 − i,−1]
[c3] = [1,−1 + i,1], [c4] = [1,1 + i,−i], [c5] = [1,1 − i,−1], [c6] = [1,−1 − i, i]
⎫⎪⎬
⎪⎭ .
Set X˜ the maximal coclique set in Σ(P1) corresponding to X.
If [c0](= [1,−1,−1 − i] = [u1 − v1]) ∈ X˜, then X˜ is uniquely determined as
X˜ = {[v] ∈P1 ∣∣ (v, (0,1,1 + i))= 0}= {[u1], [v1], [c0], [c1], [c2], [c3], [c4], [c5], [c6]}.
This gives a maximal coclique set X with |X| = 10.
N. Chigira et al. / Journal of Algebra 316 (2007) 578–590 583If c0 /∈ X˜, then we have the following 15 possibilities:
{[u1], [v1], [b1], [b5], [b6]},{[u1], [v1], [b2], [b4], [b9]},{[u1], [v1], [b3], [b4], [b5]},{[u1], [v1], [b1], [b8], [b9]},{[u1], [v1], [b2], [b6], [b7]},{[u1], [v1], [b3], [b7], [b8]},{[u1], [v1], [b1], [c1], [c4]},{[u1], [v1], [b2], [c2], [c5]},{[u1], [v1], [b3], [c3], [c6]},{[u1], [v1], [b4], [c1], [c4]},{[u1], [v1], [b5], [c2], [c5]},{[u1], [v1], [b6], [c3], [c6]},{[u1], [v1], [b7], [c1], [c4]},{[u1], [v1], [b8], [c2], [c5]},{[u1], [v1], [b9], [c3], [c6]},
but these are contained in a maximal coclique set with an orthogonal pair. Thus the set of maxi-
mum coclique sets in Γ containing {∞3} is {{∞3}∪{σ[v] | (v, t) = 0} | [t] ∈P0}. This completes
the proof. 
For an isotropic vector t ∈ V , we define a map τt : V → V by
τt (w) = w + i(w, t)t
for w ∈ V . We can also define a map τ[t] :Pj → Pj by τ[t]([w]) = [τt (w)] for [w] ∈ Pj
(j = 0,1). We see that τ[t] is of order 3.
Lemma 2.6. Let [u] ∈P1. Suppose that [t] ∈ P0. Then the following are equivalent.
(1) (u, t) = 0.
(2) [σ[u], τ[t]] = 1.
Proof. For w ∈ V , we see that
σuτt (w) = w + i(w, t)t + (w,u)
(u,u)
u + i(w, t)(t, u)
(u,u)
u,
τtσu(w) = w + (w,u)
(u,u)
u + i(w, t)t + i(w,u)(u, t)
(u,u)
t.
Thus the result follows. 
Lemma 2.6 yields that, for [t] ∈P0,
{
σ[u]
∣∣ [u] ∈ P1, (u, t) = 0}= {σ[u] ∣∣ [u] ∈ P1, [σ[u], τ[t]] = 1}.
Set G = Aut(Γ )′  J2. Put ∞ = ∞3. Then Σ3 = I (G∞), the set of involutions in G∞ 
U3(3). We identify G∞ with 〈σ[u] | [u] ∈ P1〉. Take Q ∈ Syl3(G∞). Then Z(Q) = 〈τ[t]〉 for
some [t] ∈P0 and
I
(
NG∞(Q)
)= {σ[u] ∣∣ [u] ∈ P1, [σ[u], τ[t]] = 1}
since NG∞(Q)  31+2+ : 8. Set Dx(Q) = {x} ∪ I (NGx (Q)) for x ∈ V (Γ ) and Q ∈ Syl3(Gx)
and set D = {Dx(Q) | x ∈ V (Γ ),Q ∈ Syl3(Gx)}. By Proposition 2.5, D is the set of maximum
coclique sets of Γ . An element of D is said to be a decad.
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the value of the permutation character 1J2U3(3). It is called a “10-variety” in [2].
Lemma 2.8. The following holds.
(1) For any x ∈ V (Γ ), there exist exactly 28 decads containing x.
(2) For x, y ∈ V (Γ ) with d(x, y) = 2, there exist exactly four decads containing x, y.
(3) |D| = 280.
Proof. (1) follows from |P0| = 28. There are exactly four isotropic points orthogonal to a non-
isotropic point. This yields (2). By counting the number of pairs {(x,D) ∈ V (Γ ) × D | x ∈ D},
we have (3). 
Lemma 2.9. |D1 ∩ D2| = 0 or 2 for D1 and D2 ∈ D.
Proof. Suppose that |D1 ∩ D2|  1. We may assume that ∞ ∈ D1 ∩ D2, and Di is written as
{∞}∪ {σ[ui+λti ] | λ ∈ K} for some non-isotropic ui and isotropic ti (i = 1,2), respectively. Since
V is 3-dimensional and D1 = D2, we have dim(〈u1, t1〉 ∩ 〈u2, t2〉) = 1. Let v be a non-zero
vector of 〈u1, t1〉 ∩ 〈u2, t2〉. If v is non-isotropic, then we may assume [v] = [u1] = [u2] and
|D1 ∩ D2| = 2. If v is isotropic, then we may assume [v] = [t1] = [t2] and V = 〈u1, u2, v〉. This
means v ∈ V ⊥ = {0}, which gives a contradiction. 
3. A self-dual [100, 50, 10] code
The family of all the subsets of V (Γ ) can be regarded as a vector space over a field of two
elements by defining the sum as the symmetric difference. We define a binary code generated
by D, and denote it by C10.
Proposition 3.1. The minimum weight of C10 is 10.
Proof. Take X ∈ C10. By Lemma 2.9, |X| is even. Let x ∈ X. Any decad D containing x has at
least one more vertex in X since |X ∩D| is even. Note that there are 28 decads containing x and
there are 4 decads containing {x, y} for y ∈ X with d(x, y) = 2. If |{y ∈ X | d(x, y) = 2}| 6,
then there must exist y ∈ X such that {x, y} is contained in at least 5 decads, which is a contra-
diction. Thus we may assume that |X| 8.
Suppose that |X| = 8. We may assume that X is a coclique set. By Proposition 2.5, there exists
D ∈ D such that X ⊆ D. Then |X + D| = 2, which gives a contradiction. 
For x ∈ V (Γ ), put N(x) = {y ∈ V (Γ ) | d(x, y) = 1}, the set of neighbors of x in Γ .
Lemma 3.2. N(x) ∈ C⊥10 for x ∈ V (Γ ).
Proof. Take y ∈ N(x). Note that the graph restricted on N(x) is a graph for U3(3) : 2 and
vertices not adjacent to y in N(x) correspond to involutions in Gx,y  L2(7). There are 21 such
vertices. Take z ∈ N(x) with d(y, z) = 2. Then there is a Sylow 3-subgroup Q in Gx,y such that
the involution corresponding to z normalizes Q. The normalizer of a Sylow 3-subgroup of L2(7)
is isomorphic to S3, which has three involutions. There is a unique decad D0 which contains
N. Chigira et al. / Journal of Algebra 316 (2007) 578–590 585y and three vertices corresponding to involutions in NGx,y (Q). Then we see |N(x) ∩ D0| = 4.
Note that four Sylow 3-subgroups in Gx,y are normalized by the involution corresponding to z.
Thus we have 21 × 4/3 = 28 decads which intersect N(x) with at least two vertices. They are
the decads containing y by Lemma 2.8. This implies that |N(x) ∩ D| = 0 or 4 for any decad D.
This yields the result. 
Proposition 3.3. If X ∈ C10 with |X| = 10, then X ∈ D.
Proof. By Lemma 3.2, |X ∩ N(x)| is even for x ∈ X. Moreover by the same argument of the
proof of Proposition 3.1, |{y ∈ X | d(x, y) = 2}| 7 for each x ∈ X. Hence |X ∩N(x)| = 0 or 2
for each x ∈ X.
Suppose that there exists some x ∈ X satisfying |X ∩ N(x)| = 2. Put {y1, . . . , y7} ⊂ X the
vertices which are not adjacent to x. Since there are 28 decads containing x, we see that any two
of yi are not contained in the same decad. Since the maximum valency of X is 2, there exist
four vertices yi , yj , yk , yl for some i, j , k, l such that any pair of {yi, yj , yk} is not adjacent to
each other and any pair of {yi, yj , yl} is not adjacent to each other. This is a contradiction since
CU3(3)(L) has exactly three involutions for any L ⊂ U3(3) with L  Z2 ×Z2. This yields that X
is a coclique set. By Proposition 2.5, the result follows. 
Remark 3.4. Proposition 3.3 yields that codewords of weight 10 of C10 correspond to the decads
and the total number of the codewords is 280 by Lemma 2.8(3).
Theorem 3.5. The code C10 is a self-dual [100,50,10] code with Aut(C10)  J2 : 2.
Proof. For two distinct vertices x, y, d(x, y) = 2 if and only if there exists a decad containing
{x, y}. Then d(x, y) = 2 if and only if d(xσ , yσ ) = 2 for any σ ∈ Aut(C10) since Dσ = D. This
means that any automorphism of the code C10 preserves the set of edges of Γ . Hence we have
Aut(C10) = Aut(Γ )  J2 : 2.
By Lemma 2.9 and Proposition 3.1, C10 is a self-orthogonal code with minimum weight 10.
It can be easily verified by computer (for example, using MAGMA) that the dimension of C10
is 50. 
Remark 3.6. Let CA be the binary code generated by the adjacency matrix of the graph Γ . It is
shown in [8] that CA is a doubly even [100,36,16] code. By Lemma 3.2 and Theorem 3.5, the
code CA is a subcode of C10.
By Gleason’s theorem, the weight enumerator of a self-dual code of length n can be written
as
[n/8]∑
i=0
ai
(
1 + y2)n/2−4i{y2(1 − y2)2}i (1)
where ai is an integer (see [5, Theorem 5]). For C10, if we know the numbers of codewords of
weight  24 then the weight enumerator can be determined. By computer, such numbers are
obtained. Then the weight enumerator of the code C10 is as follows:
586 N. Chigira et al. / Journal of Algebra 316 (2007) 578–5901 + 280y10 + 1800y14 + 33 075y16 + 156 800y18 + 1 236 375y20 + 14 752 200y22
+ 148 974 000y24 + 1 252 150 200y26 + 8 845 619 600y28 + 52 036 701 600y30
+ 253 958 805 450y32 + 1 032 006 662 400y34 + 3 513 067 502 725y36
+ 10 071 696 045 600y38 + 24 415 861 698 480y40 + 50 196 413 943 600y42
+ 87 716 526 742 800y44 + 130 514 896 313 200y46 + 165 566 566 098 150y48
+ 179 213 319 965 952y50 + · · · + y100.
As stated in Remark 3.4, the 280 codewords of weight 10 of C10 correspond to the decads.
We next consider the codewords of weight 14. Set E{x,y} = {z ∈ V | d(x, z) = 1 = d(y, z)} for
x, y ∈ V (Γ ) with d(x, y) = 1 and set E = {E{x,y} | x, y ∈ V (Γ ), d(x, y) = 1}. We see that
E{x,y} consists of 14 vertices and |E| = 1800.
In [11], Tits constructed an outer involution in J2 : 2 \ J2. By this construction, we have the
following:
Proposition 3.7. E{x,y} is the set of fixed points of some outer involution.
We now relate E{x,y} to the code C10.
Lemma 3.8. E{x,y} ∈ C10 for x, y ∈ V (Γ ) with d(x, y) = 1.
Proof. Take z ∈ E{x,y}. Note that the graph restricted on E{x,y} is a graph for L2(7) : 2 and
vertices not adjacent to z in E{x,y} correspond to involutions in Gx,y,z  S4. There are two types
of involutions, namely, 21-type and 22-type. An involution of 21-type normalizes two Sylow 3-
subgroups of Gx,y,z, and an involution of 22-type does not normalize any Sylow 3-subgroup.
Take w ∈ E{x,y} with d(z,w) = 2. If w corresponds to an involution of 21-type, then there are
two decads containing {z,w} which intersect E{x,y} with four vertices and there are two decads
containing {z,w} which intersect E{x,y} with {z,w}. If w corresponds to an involution of 22-
type, then there are four decads containing {z,w} which intersect E{x,y} with {z,w}. Thus we
have (6 × 2)/3 + 6 × 2 + 3 × 4 = 28 decads which intersect E{x,y} with at least two vertices, and
they are the decads containing z. This implies that |E{x,y} ∩ D| = 0 or 2 or 4 for any decad D.
This yields that E{x,y} ∈ C⊥10 = C10. 
Proposition 3.9. The 1800 codewords of weight 14 of C10 correspond to the sets E{x,y} for
x, y ∈ V (Γ ) with d(x, y) = 1.
Proof. Follows from Lemma 3.8 and the weight enumerator of C10. 
Corollary 3.10. The code C10 is also generated by E.
Proof. It is easily verified by computer (for example, using MAGMA) that the dimension of the
code generated by E is 50. By Lemma 3.8, the result follows. 
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A self-dual code is called doubly even if all codewords have weight ≡ 0 (mod 4) and singly
even if some codeword has weight ≡ 2 (mod 4). It is known that there is a doubly even self-dual
code of length n if and only if n ≡ 0 (mod 8). Let C be a singly even self-dual code of length
n and let C0 denote the doubly even subcode of C, that is, the subcode of codewords having
weight ≡ 0 (mod 4). Then C0 is a subcode of codimension 1. The shadow S of C is defined to
be C⊥0 \ C. Shadows for self-dual codes were introduced by Conway and Sloane [5]. There are
cosets C1, C2, C3 of C0 such that C⊥0 = C0 ∪C1 ∪C2 ∪C3 where C = C0 ∪C2 and S = C1 ∪C3.
When we write the weight enumerator of a self-dual code as (1) in Section 3 then the weight
enumerator of the shadow can be obtained as
[n/8]∑
i=0
(−1)iai2n/2−6iyn/2−4i
(
1 − y4)2i
by [5, Theorem 5]. Hence the weight enumerator of the shadow of C10 is as follows:
20 198 400y22 + 2 486 937 600y26 + 104 528 378 880y30 + 2 062 571 212 800y34
+ 20 143 902 643 200y38 + 100 399 612 876 800y42 + 261 010 858 572 800y46
+ 358 451 945 201 664y50 + 261 010 858 572 800y54 + · · · + 20 198 400y78
noting that coefficients of yi and y100−i are the same.
If n ≡ 0 (mod 4) then it is shown in [1] that C0 ∪ C1 and C0 ∪ C3 are self-dual codes. These
codes are the neighbors of C containing the doubly even subcode C0 in common. Recall that two
self-dual codes C and C′ of length n are called neighbors if the dimension of C ∩C′ is n/2 − 1.
Let C16 and C′16 be the two neighbors (C10)0 ∪ (C10)1 and (C10)0 ∪ (C10)3, respectively, of
C10 containing the doubly even subcode in common.
Theorem 4.1. The two neighbors C16 and C′16 are self-dual [100,50,16] codes which have
automorphism groups J2. Moreover, the two codes are equivalent.
Proof. Since the doubly even subcode of C10 has minimum weight 16 and the shadow of C10
has minimum weight 22, C16 and C′16 have minimum weight 16.
The automorphism group J2 : 2 of C10 acts on the set {C16,C′16}. Let σ be an outer involution
of J2 : 2. Then the set of fixed points of σ is written as E{x,y} for some x, y ∈ V (Γ ) with
d(x, y) = 1 by Proposition 3.7, and E{x,y} ∈ C10 \ C16 by Lemma 3.8. Let X be an element of
C16 \ C10. Since C10 = 〈(C10)0,E{x,y}〉, we have |E{x,y} ∩ X| is odd. Hence the number of the
fixed points of σ in X is odd, and so |Xσ ∩X| is also odd. Hence Xσ /∈ C16 and thus Cσ16 = C′16.
This means that C16 is equivalent to C′16 and the automorphism group of C16 is J2. 
By Theorem 4.1, the weight enumerators of (C10)1 and (C10)3 are the same. Thus the weight
enumerator of C16 is completely determined as follows:
1 + 33 075y16 + 1 236 375y20 + 10 099 200y22 + 148 974 000y24 + 1 243 468 800y26
+ 8 845 619 600y28 + 52 264 189 440y30 + 253 958 805 450y32 + 1 031 285 606 400y34
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+ 50 199 806 438 400y42 + 87 716 526 742 800y44 + 130 505 429 286 400y46
+ 165 566 566 098 150y48 + 179 225 972 600 832y50 + · · · + y100.
The shadow has the following weight enumerator
280y10 + 1800y14 + 156 800y18 + 24 851 400y22 + 2 495 619 000y26
+ 104 300 891 040y30 + 2 063 292 268 800y34 + 20 143 647 367 200y38
+ 100 396 220 382 000y42 + 261 020 325 599 600y46 + 358 439 292 566 784y50
+ · · · + 280y90.
The extended quadratic residue code QR104 of length 104 is an extremal doubly even self-
dual code, that is, the minimum weight is 20 (see [9, p. 273]). The codes constructed from QR104
by subtracting the unique self-dual code of length 4 (see [5, Table I]) are self-dual codes and have
minimum weight 16 or 18 (see [4] for the subtracting).
Proposition 4.2. The self-dual codes of length 100 obtained from QR104 by subtracting the
unique self-dual code of length 4 have minimum weight 16. The self-dual [100,50,16] code C16
is inequivalent to the self-dual [100,50,16] codes obtained from QR104 by subtracting.
Proof. Let M = (mij ) be the 1 138 150 × 104 matrix with rows composed of the codewords of
weight 20 in QR104. For distinct columns j1, j2, j3, j4, define n1 and n2 as the numbers of rows
r such that mrj1 = mrj2 = mrj3 = mrj4 = 1 and mrj1 = mrj2 = 1, mrj3 = mrj4 = 0, respectively.
We have verified by computer that both n1 and n2 are positive for any set of distinct columns j1,
j2, j3, j4. Thus the self-dual codes constructed from QR104 by subtracting have codewords of
weights 16 and 18. Since C16 contains no codeword of weight 18, the result follows. 
The largest possible minimum weight among self-dual codes of length 100 is 18 but it is not
known whether a self-dual [100,50,18] code exists (see [6]). Now we consider neighbors of our
codes in search of a self-dual [100,50,18] code.
Lemma 4.3. Let A (respectively L) be a self-dual code of length 2m, and B , C (respectively
M , N ) be the neighbors of A (respectively L) containing the doubly even subcode in common. If
A is a neighbor of L and A = M,N , then each of B and C is a neighbor of one of M , N .
Proof. Let D = A∩B ∩C and E = L∩M ∩N . Then D,E are doubly even code of dimension
m − 1. Set F = A ∩ L and let G be the doubly even subcode of F . Since A = M,N , the code
F is not doubly even and hence dimG = m − 2. Since G ⊂ D,E,F , we have G = D ∩ E ∩ F
(= D ∩ E = E ∩ F = F ∩ D). Let D = 〈G,x〉, E = 〈G,y〉, F = 〈G,z〉. Then A = 〈G,x, z〉,
L = 〈G,y, z〉. Let B = 〈G,x,w〉. Then C = 〈G,x,w + z〉. Since x /∈ 〈y〉⊥, one of w, x + w is
contained in 〈y〉⊥. Hence we may assume w ∈ 〈y〉⊥. This means y ∈ E⊥ and thus the shadow of
L equals (E + w) ∪ (E + (w + z)). Hence the neighbors of L containing E are 〈G,y,w〉 and
〈G,y,w + z〉 and these are neighbors of B and C respectively. 
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weight 16.
Proof. Let a, b be non-adjacent vertices, and X1, X2, X3 be three decads containing a, b. Then,
by Lemma 2.9, the weight wt(Xi + Xj) = 16 for i = j . If X1 + X2,X1 + X3 /∈ T then X2 +
X3 ∈ T by [C10 : T ] = 2. 
Theorem 4.5. A self-dual [100,50,18] code cannot be appeared as a neighbor of C10, C16,
nor C′16.
Proof. Let L be a self-dual [100,50,18] code which is a neighbor of one of C10, C16,
and C′16, and M,N be neighbors of L containing the doubly even subcode in common. Then
by Lemma 4.3, one of L,M and N is a neighbor of C10. By Lemma 4.4, this neighbor con-
tains a codeword of weight 16. On the other hand, L has no codeword of weight 16 since L has
minimum weight 18. In addition, by [5, Theorem 5] a vector of the shadow of a self-dual code
of length 100 has weight ≡ 2 (mod 4). Hence L,M and N contain no codeword of weight 16,
which is a contradiction. 
5. A 2-(100,22,168) design
In this section, we give a 2-(100,22,168) design related to the graph Γ .
For x, y ∈ V (Γ ) with d(x, y) = 1, put B(x, y) = N(x) \ E{x,y} = {y} ∪ {z ∈ V (Γ ) |
d(x, z) = 1, d(y, z) = 2}. Set B = {B(x, y) | d(x, y) = 1, x, y ∈ V (Γ )}. It is easy to see that
|B(x, y)| = 22 and |B| = 3600.
Theorem 5.1. The incidence structure X = (V (Γ ),B) is a 2-(100,22,168) design with the
automorphism group J2 : 2.
Proof. First we show that X is a 2-(100,22,168) design. We will use the following parameters
of the graph Γ and the neighbor graph Δ (= Δ3), which are strongly regular graphs. The number
of the vertices of the graph is denoted by n. Moreover for any distinct x, y with d(x, y) = i, the
number of the vertices z satisfying d(x, z) = j , d(y, z) = 1 is denoted by ci , ai , bi according as
j = i − 1, i, i + 1.
n a1 a2 b0 b1 c1 c2
Γ 100 14 24 36 21 1 12
Δ 36 4 8 14 9 1 6
Let z,w ∈ V (Γ ). For x, y ∈ V (Γ ) with d(x, y) = 1, by definition, z,w ∈ B(x, y) if and only
if d(x, z) = 1 = d(x,w) and one of the following holds:
(i) y ∈ {z,w} and d(z,w) = 2,
(ii) d(y, z) = 2 = d(y,w).
The number of vertices x satisfying the above conditions is obtained as a1 = 14 if {z,w} is
an edge, and c2 = 12 if {z,w} is not an edge, respectively, by using the parameters of Γ . The
number of vertices y satisfying the conditions (ii) is obtained as (n− b0 − 1)− b1 = 21− 9 = 12
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using the parameters of Δ. Notice that the case (i) occurs only for the case that {z,w} is not an
edge. In this case, we have to add 2 to the number of y. Hence the number of blocks B(x, y)
containing z,w equals 14 × 12 = 168 if {z,w} is an edge, and 12 × (2 + 12) = 168 if {z,w} is
not an edge, respectively, as required.
Next we show that X has automorphism group J2 : 2. By definition, we have Aut(Γ ) ⊂
Aut(X). Let X(x, y) be the derived incidence structure (0-design) of X with respect to
points x, y. We have verified by computer that the block intersection numbers of X(x, y) are
{2,4,6,8,10,12} if {x, y} is an edge and {0,2,4,6,8,10,12} otherwise. This shows that the
automorphism group of the design X preserves the set of edges of the graph Γ . Hence we have
Aut(X) ⊂ Aut(Γ ). 
Remark 5.2. By definition, the design X is block-transitive. We calculate by computer the num-
ber nj of blocks intersecting a given block in precisely j points where the result is as follows.
j 0 2 4 6 8 10 12 14
nj 113 84 1848 1400 105 14 14 21
Finally we establish the relation between the design X and the code C10.
Corollary 5.3. The code C10 is also generated by B.
Proof. By Lemmas 3.2 and 3.8, we have B(x, y) ∈ C10 for x, y ∈ V (Γ ) with d(x, y) = 1. It
is easily verified by computer (for example, using MAGMA) that the dimension of the code
generated by B is 50. Thus the result follows. 
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