Approximate solutions of linear and nonlinear integral equations using methods related to an interpolatory projection involve many integrals which need to be evaluated using a numerical quadrature formula. In this paper, we consider discrete versions of the modified projection method and of the iterated modified projection method for solution of a Urysohn integral equation with a smooth kernel. For r ≥ 1, a space of piecewise polynomials of degree ≤ r − 1 with respect to an uniform partition is chosen to be the approximating space and the projection is chosen to be the interpolatory projection at r Gauss points.
has a unique solution ϕ.
We are interested in approximate solutions of the above equation. We consider projection methods associated with a sequence of interpolatory projections converging to the Identity operator pointwise.
For r ≥ 1, let X n denote the space of piecewise polynomials of degree ≤ r − 1 with respect to a uniform partition of [a, b] with n subintervals. Let h = b − a n denote the length of each subinterval of the above partition. Let Q n : C[a, b] → X n denote the interpolation operator at r Gauss points. Then in the collocation method, (1.2) is approximated by
3)
The iterated collocation solution is defined as
In Grammont et al [11] the following modified projection method is investigated:
where
It is a generalization of the modified projection method in the linear case, which was proposed in Kulkarni [13] . The iterated monified projection solution is defined as
If ∂κ ∂u ∈ C r (Ω) and f ∈ C r [a, b], then the following orders of convergence can be obtained from
Atkinson-Potra [6] :
(1.8)
The following estimates are obtained in Grammont et al [11] : Let f ∈ C 2r [a, b] .
If ∂κ ∂u ∈ C 2r (Ω) and then
whereas if ∂κ ∂u ∈ C 3r (Ω), then
In practice, it is necessary to replace the integral in the definition of K by a numerical quadrature formula, giving rise to a discrete version of the above methods. The discrete version of the iterated collocation method is considered in Atkinson-Flores [4] . Our aim is to investigate a choice of a numerical quadrature rule which preserves the above orders of convergence in the discrete versions of the modified projection and the iterated modified projection methods.
We choose a composite numerical quadrature formula with a degree of precision d and If ∂ 2 κ ∂u 2 ∈ C 2r (Ω), then
whereas if ∂ 2 κ ∂u 2 ∈ C 3r (Ω), then
(1.12)
Thus, the orders of convergence in (1.9) and (1.10) are preserved provided the numerical quadrature rule is so chosen thath d = h 3r .
In Chen et al [7] discrete versions of the modified projection and the iterated modified projection methods for solutions of linear integral equations are considered. They consider a slightly restrictive case where the same uniform partition of [a, b] is considered to define a composite numerical quadrature formula and an interpolatory projection, that ish = h. We allow these partitions to be different. More precisely, we choose m = np, p ∈ N, instead of
The emphasis of this paper is on the solution of Urysohn integral equations and we include the results about the linear case for the sake of completeness and for their use to treat the nonlinear case.
The paper has been arranged in the following way. In Section 2.1, we describe the Nyström approximation of K obtained by replacing the integral by a numerical quadrature. In Section 2.2, this approximation is used to define the discrete versions of projection methods (1.3)-(1.7).
Section 3 is devoted to approximate solutions of linear integral equations using the discrete versions of the modified projection and the iterated modified projection methods. The order of convergence for the discrete modified projection solution of a Urysohn integral equation is obtained in Section 4, whereas the discrete iterated modified projection method is investigated in Section 5. Numerical results are given in Section 6.
Methods of Approximation

Nyström Approximation
Assume that the kernel κ of K defined by (1.1) is such that
It is also assumed that 1 is not an eigenvalue of the compact linear operator K ′ (ϕ) so that
Let m ∈ N, and consider the following uniform partition of [a, b] :
Consider a basic quadrature rule
which has a degree of precision 2r − 1 or higher.
Let
A composite integration rule with respect to the partition (2.1) is then defined as
The error in the numerical quadrature is assumed to be of the following form:
where f (d) denotes d th derivative of f and C 1 is a constant independent ofh.
If the basic quadrature rule in (2.2) is chosen to be the Gaussian quadrature with ρ = r or the Newton-Cotes quadrature with ρ = 2r, then (2.5) is satisfied with d = 2r.
We replace the integral in (1.1) by the numerical quadrature formula (2.4) and define the Nyström operator as
Then K m has the following properties. 
At each
4. {K m } is an equicontinuous family at each x ∈ C[a, b].
5. For m ≥ 1, K m are twice Fréchet differentiable:
and
In the Nyström method, (1.2) is approximated by
We quote the following result from Atkinson [1] . Fix δ > 0 and define
There exists a positive integer m 0 such that for m ≥ m 0 , the equation (2.10) has a unique solution ϕ m in B(ϕ, δ) and
Discrete Projection Methods
We first define the interpolatory projection at r Gauss points.
Let n ∈ N and consider the following uniform partition of [a, b] :
Let r be a positive integer and let
denote the Gauss-Legendre zeros of order r in [0, 1]. The collocation nodes are chosen as follows:
Using the Hahn-Banach extension theorem, as in Atkinson et al [5] , Q n can be extended to
Let p ∈ N and m = pn.
Replacing the operator K by the Nyström operator K m from (2.6) in (1.3)-(1.7) we obtain discrete versions of various projection methods as given below.
Discrete Collocation method:
Discrete Iterated Collocation method:
The discrete modified projection operator is defined as
Discrete Modified Projection Method: We later show that for n and m big enough,
has a unique solution z M n in a neighbourhood of the exact solution ϕ.
Discrete Iterated Modified Projection Method:
Our aim is to show that z M n → ϕ,z M n → ϕ and obtain their orders of convergence. We 
Linear Integral Equations
Assume that 1 is in the resolvent set of
, the following Fredholm integral equation
has a unique solution in C[a, b], say ϕ.
In this special case, the Nyström operator defined in (2.6) is given by
Note that for x ∈ C[a, b], K m x converges to K x and {K m } is a collectively compact family. Hence for all m big enough, 1 is in the resolvent set of K m and the following Nyström approximation
has a unique solution, say ϕ m . Also,
(See Atkinson [3] ).
Discrete Modified Projection Methods
Note that since K m is a linear operator, the discrete modified projection operator defined by (2.20) can be written asK
Since Q n converges to the Identity operator pointwise on C[a, b] and {K m } is a collectively compact family, it follows that
Hence using the estimate (2.17), we obtain
Thus, for n and m big enough, 1 belongs to the resolvent set ofK M n and
has a unique solution, say z M n . Also,
The Discrete Iterated Modified Projection solution is defined as
Orders of Convergence
Let p ∈ N and choose m = np. Then ph = h. Note that the mρ = npρ nodes in the composite quadrature rule (2.4) can be divided into n groups of pρ nodes and each of the pρ nodes in a group lie precisely in one of the subinterval of the partition (2.13). Based on this observation, we rewrite the expression (3.2) for the Nyström operator K m as follows.
where q 1 , . . . , q r are Gauss-Legendre zeros in [0, 1]. Then
We prove below a discrete analogue of the above result when the integral is replaced by a composite numerical quadrature.
Lemma 3.1. Let {w i , i = 1, . . . , ρ} and {µ i , i = 1, . . . , ρ} be respectively the weights and the node points in the basic quadrature formula defined in (2.2). Then
The quadrature rule (2.2) is assumed to be exact for polynomials of degree ≤ 2r − 1. Hence
Since for 0 ≤ j ≤ r − 1,
the desired result follows.
For future reference, we quote the following interpolation error estimates from Conte-de-
,
Substituting for τ k i from (2.15) we obtain,
We use the following notation:
where x (j) denotes the jth derivative of x and
We now prove some preliminary results which are needed to obtain the orders of convergence in the Discrete Modified ProjectionMethod and the Discrete Iterated Modifited Projection
Method. The following proposition is crucial in what follows.
is a constant independent of n and of m.
Substituting from the relation (3.7), we obtain
Thus,
Substitute the above expression for g k s (t) in (3.12) to obtain
Using (3.10) the above equation reduces to
From Lemma 3.1 we see that the first term in the above expression vanishes. Hence
It can be seen that for s ∈ [a, b],
Since µ i ∈ [0, 1], it follows that
Sincehp = h and hn = b − a, it follows that
which completes the proof.
The following two results are proved using Proposition 3.2.
Proof. From Proposition 3.2, we have
Hence for β = 1, . . . , 2r,
As a consequence,
The desired estimate follows by taking the supremum over the set {x ∈ C[a, b] : x ∞ ≤ 1}.
Proof. From the estimate (3.8), we obtain
Differentiating (3.11) r times with respect to s, we obtain
Hence proceeding as in the proof of Proposition 3.2, we obtain
which completes the proof of (3.14).
we obtain,
Note that
Proceeding as in the proof of Proposition 3.2, we obtain
and hence
which completes the proof of (3.15).
We now prove our main result for linear integral equations.
using (3.4) we obtain,
Using the estimates (2.9) and (3.14) we obtain,
which completes the proof of (3.17).
Using (3.13), (3.15) and (3.17) and the fact that d ≥ 2r, it can be seen that
Hence using (3.3) we obtain,
Discrete Modified Projection Method for Urysohn Integral Equations
In this section we consider approximation of the Urysohn integral equation (1.1)-(1.2) by the discrete version of the modified projection method. For a fixed δ > 0, a closed neighbourhood B(ϕ, δ) of the exact solution ϕ is defined in (2.11). First we prove a result about the Nyström operator K m defined in (2.6). Let ∂ 2 κ ∂u 2 ∈ C(Ω) and define
Proof. If v 1 , v 2 ∈ B(ϕ, δ), then by the generalized Taylor's theorem,
it follows that
This completes the proof.
Remark 4.2. Note that As before, now onwards we assume that m = np for some p ∈ N.
It follows that 
See Atkinson [3] .
We prove some preliminary results which are needed to obtain the order of convergence of the discrete modified projection solution z M n .
where γ is a constant independent of m.
Proof. For x, y ∈ B(ϕ, δ),
By the Mean Value Theorem,
Since x, y ∈ B(ϕ, δ), it follows that
Taking the supremum over the set {v ∈ C[a, b] : v ∞ ≤ 1}, the required result follows. 
Proof. Fix m = np ≥ m 1 . Then by (4.7)
From the definition ofK M n (x) in (2.20), it follows that
Since ϕ ∈ C[a, b], it follows that
Hence there exists a positive integer n 0 such that n ≥ n 0 ⇒ Q n ϕ ∈ B(ϕ, δ).
By Proposition 4.3,
and by (4.6)
Hence for n ≥ n 0 ,
Choose n 1 ≥ n 0 such that
.
it follows that for n ≥ n 1 ,
Remark 4.5. For n ≥ n 1 and m ≥ m 1 , define
As in Grammont [10] , it can be shown that there is a δ 0 > 0 such that B n has a unique fixed point z M n in B(ϕ, δ 0 ) and that
Without loss of generality, assume that
By (2.9),
In order to obtain the order of convergence for the term K m (ϕ) −K M n (ϕ) ∞ in the estimate (4.12), we prove the following result.
By (3.8)
We have
where from (4.3),
Since κ ∈ C r (Ω) and f ∈ C r [a, b], it follows that that ϕ ∈ C r [a, b]. Hence by (3.8),
which completes the proof of (4.13).
In the following theorem we obtain the order of convergence in the discrete modified projection method.
. Let ϕ be the unique solution of (2.1) and assume that 1 is not an eigenvalue of K ′ (ϕ). Let n ≥ n 1 and m ≥ m 1 .
Let X n be the space of piecewise polynomials of degree ≤ r − 1 with respect to the partition (2.13) and Q n : L ∞ [0, 1] → X n be the interpolatory projection at r Gauss points defined by (2.16). Let z M n be the unique solution of (2.21) in B(ϕ, δ 0 ). Then
(4.14)
Proof. From (4.12),
By (4.13) of Proposition 4.6,
Then from (4.5),
. Thus, Proposition 3.4 is applicable and we obtain
From (4.17)-(4.19), it follows that
The required result follows from (4.15), (4.16) and (4.20).
Discrete Iterated Modified Projection method for Urysohn Integral Equations
Recall from Remark 4.5 that there exists δ 0 > 0 and a positive integer n 1 such that for n ≥ n 1 equation (2.21) has a unique solution z M n in B(ϕ, δ 0 ).
The discrete iterated modified projection solution is defined as
In this section we show thatz M n → ϕ as n → ∞ and obtain its order of convergence. Then for n ≥ n 1 and m = np,
In Theorem 4.7 we proved that
By Proposition 4.1 with
The required result follows from (5.3)-(5.5).
In order to obtain an error estimate for the first term in (5.2) we need to define a new operator which has z M n as a fixed point. For this purpose, we show that for all m large enough,
are invertible and are uniformly bounded.
Proof. Recall from (4.7) that for m ≥ m 1 ,
By Proposition 4.3 with δ = δ 0 ,
it follows that for m ≥ m 2 ,
and that
Remark 5.3. In (4.10) we defined an operator B n which has a unique fixed point z M n in B(ϕ, δ 0 ). Now we define another operatorB n which also has z M n as a fixed point.
From (2.20) recall that
Thus, x is a fixed point ofB n if and only if it satisfies the equation (2.21).
Note that for n ≥ n 1 and m ≥ m 2 ,
commute, the first term in (5.2) can be written as
We write
We now obtain error estimates for the quantities appearing in the above expression.
Proof. We have
Since for m ≥ m 2 , ϕ m ∈ B(ϕ, δ 0 ), it follows that ℓ m r,∞ ≤ C 9 .
It then follows that
Using the above estimate, we obtain
Note that for 0 ≤ β ≤ 2r,
Then for 0 ≤ β ≤ 2r,
By Proposition 3.2, for 0 ≤ β ≤ 2r, we obtain 
Numerical Results
For the sake of illustration, we quote the following results from Grammont et al [11] . where f is so chosen that
is a solution of (6.1). 
