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ПРЕДИСЮВИЕ 
Неразрывной составной частьв образованности кшдого 
экономиста является его статиотііческая "грамотновть", T,t« 
умение пользоваться разными статиотическиии методами иоолв-
дования для выявления статисгаческих закономерностей, прове­
дения анализа состояния и развития экономических явлений. 
Работа экономиста неизбежно связана со сбором, разра-» 
боткой и анализом статистических материалов. Нередко эконо­
мисту самому приходится проводить статистические разработки* 
Исходя из этого ндмаловажное значение имеет приобретение 
знаний об общих категориях, принципах и методах статистичв» 
ской науки. 
Основные знания статистического образования дает пред­
мет "Общая теория статистики**. Настоящее учебное пособие 
составлено по всесоюзной программе курса "Общая теория ста­
тистики" (составители Н.С.Партешко, О.М.Новикова, Р.А. Шой-
лова. М.: Финансы и статистика, 1963, 8 е.), предназначенной 
для высших учебных заведений по экономическим и инженерно-
экономическим специальностям. В нем излагаются основнне воп­
росы по первым трем темам этой программы - предмет я метод 
статистики, статистическое наблюдение, сводка и группировка 
статистачеоких материалов. В конце учебного пособия піжввдвн 
перечень рекомендуемой учебной литературы. 
Основные знания, приобретенные в рамках курса "Общая 
теорія статистики", служат основой для последующего усвоения 
предметов "экономическая статистика", "социально-экономиче­
ская статистика", а тайке отраслевых статистик. 
I. ПРЕДМЕТ И МЕТОД СТАТИСТИКИ 
В настоящее время термин "статиотика" имеет многоплане-
вое значение и толкуется по-разному в практической и научной 
деятельности *. 
1. Отрасль практической деятельности, направленная на 
сбор, обработку, анализ и публикацию массовых данных об об-
щестмнных явлениях. В такой трактовке статистика отождест­
вляется со статистическим учетом, проводимым как органами 
государственной статистики, так и исследовательскими коллек­
тивами, отдельными исследователями. 
2. Совокупность сводных, итоговых цифровых показателей, 
собранных для характеристики какой-либо области общественных 
явлений или отдельного вопроса (напр», итоги выполнения го­
сударственного плана развития народного хозяйства СССР). Это 
определение исходит из итогов статистической работы, резуль­
татов которой и являются статистические цифры, 
3. Самостоятельная общественная н^аука, имеющая свой 
предмет исследования и свои специфические методы. 
В настоящем учебщы пособии исходим из последней трак-
.товки термина "статистика". 
Предмет статистической науки. Общепризнано следующее 
определение, Статистика изучает с количественной стороны ка-
чеот-венной ппдр-ржание массовых общественных явлений.Она ис­
следует количественное выражение закономерностей обществен­
ного развития в конкретных условиях места и времени^. 
В большинстве случаев в учебниках по общей теории ста­
тистики подчеркивается, что статистика изучает влияние при­
родных и технических факторов на изменение ;:олич"-ственных 
характеристик общественной жизни и влияние общеотвенного 
^ Ряузов Н.Н. Общая теосия статистики.- Статистикя. 
1979, с7~иг ^ 
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производства на природные услотя жизни общества. По мнению 
видного эстонского профессора У.Мересте^, статистику необхо­
димо рассматривать как науку » находящуюся на поверхности, 
которая различает общественные и естественные науки, и отно-
сящуюся частично к тем и к другим наукам. 
Исходя из вышесказанного в самом общем толковании ста­
тистику можно рассматривать как науку о количественном ис­
следовании массовых (варьирующих) явлений, целью которой яв-^ 
ляется выявление их качественных осббенностей. а также влия­
ния условий, объективно обуславливающих вариацию исследуемых 
признаков. 
В настоящее время статистику можно рассматртвать как 
систему наук с развитой внутренней структурой.! В неё входят: 
I) общая теория статистики (в качестве т.н. "ядровой" 
науки); 
2) экономическая статистика ( в результате интеграции 
с экономической наукой); 
3) математическая статистика (интеграция с математи­
кой); 
4) статистика населения (интеграция с демографией); 
5) санитарная (медицинская) статистика (интеграция с 
медициной); 
6) судебная статистика (интеграция с юриспруденцией); 
Под влиянием внедрения статистических подходов и мето­
дов в области отдельных самостоятельных наук в их рамках 
возникли и разтваются отдельные направления статистики. 
Можно отметить статистическую ^зику (составная часть физи­
ки), статистику языка (составная часть лингвистики), ста­
тистику звезд (составная часть астрономии;. 
В рамках экономической статистики как одной из важней­
ших составных частей статистической науки можно выделить 
отраслевые статистики по • классификации отраслей народного 
хозяйства, в состав которых входят соответственно внутрен­
ней классификации отраслей т.н. подотраслевыв статистики. 
В.качестве пшмера можно прівести статистику промышленности 
сте У.  Общая теошя статиотаіси.- Таллин: Валгуо. 
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и статистику машиностроения. 
Теоретической основой статистики служат исторический 
материализм и марксистско-ленинская политическая экономия. 
Во всяком статистическом исследовании можно выделить 
три последовательные стадии: 
1) статистическое наблюдение, т.е, сбор первичного ста­
тистического материала; 
2) сводка и разработка (обработка) результатов наблю­
дения; 
3) анализ полученных сводных материалов, изложение 
(формирование) выводов и обобщений. 
На этих стадиях статистического исследования применй-
ются специфические методы, образующие статистическую мето­
дологию и обусловленные спецификой предмета статистики. В 
рамках статистической методологии можно выделить: 
1) метод массовых наблюдений, 
2) метод группировки, 
3) методы анализа с помощью обобщающих показателей. 
Характерным для первой стадии статистического исследо­
вания является метод массовых наблюдений. Статистика изуча­
ет закономерности, которые проявляются в массовых явлениях, 
под действием закона больших чисел. 
Метод группировки пшменяется на второй стадии статис­
тического исследования. С пшощью метода группировок изуча­
емые явления делят на важнейшие типы, характерные группы и 
подгруппы по существенным признакам. С помощью этого метода 
формируют статистические совокупности. На стадии сводки и 
разработки результатов наблюдения переходят от характеристик 
единичного факта к характеристике их совокупности. 
Методы анализа с помощью обобщающих показателей приме­
няются на третьей стадии статистического иссследования. Ана­
лиз с помощью обобщающих показателей заключается в измерении 
признаков, агрегировании, расчете относительных и средних 
величин, в сводной оценке вариации признаков, динамики явле­
ний, в применении индексов, балансового метода, з расчете 
показателей, характеризующих тесноту и форму связей и др. 
приемах. Все это дополняется табличным методом наиболее ра­
ционального изложения цифрового материала и графическим ме­
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тодом - методом наглядного изображения статистических дан­
ных. 
Большое значение в статистике имеет закон больших чи-
сел. В узком смысле слова под законом больших чисел понима­
ется ряд математических теорем, в которых устанавливается 
ф€ист приближеннл средних показателей в результате большого 
числа ^наблюдений к некоторым постоянным ' величинам (теоремы 
Бернулли, Пуассона, Чебышева и др.)» Содержание закона боль­
ших чисел в широком смысле слова состоит в том, что при 
большсж числе случайных явлений их средний результат практи­
чески перестает быть сл^айным и может быть предсказан с 
большой определенностью^. 
В наиболее общем виде закон больших чисел может быть 
сформулирован так: "Закон больших чисел - общий принцип, в 
силу которого совокушое действие большого числа случайных 
факторов приводит, при некоторых весьма общих условиях, к 
результату, почти не зависящему от случая"^, сакон больших 
чисел можно рассматривать как форму проявления закономерно­
стей в массовых количественных отношениях, т.е. как форму 
проявления статистических закономерностей. При этом необхо­
димо учитывать, что содержание закономерностей, а следова­
тельно, и конкретные уровни статистических показателей оп­
ределяются не законом больших чисел, а законом развития изу­
чаемого явления. 
Приведем следующий пример. Продолжительность жизни от­
дельного человека можно рассматривать как случайную величи­
ну, занісящую от множества факторов, - от общих условий жиз­
ни населения в данной стране (экономическое развитие страны, 
климат, уровень медицинской помощи и т.д.)» от индивидуаль­
ных особенностей организма человека. Но средняя продолжитель­
ность жизни населения рассматриваемой страны является отно-
^ Венецкий И.Т., Венеідсая В.И. Основные математико-ста-
тистические понятия и фоіжулы в экономическом анализе: Спра­
вочник. - 2-  изд. - М.; Статистика, 1979, с. 159. 
• ^ Большая советская энциклопедая. 3-  изд. - М.; Совет­
ская энциклопедия, 1970, т, 3, с. ВЗь'. 
сительно постоянной величиной, изменение которой происходит 
под влиянием существенного изменения фор4ирующих ее факто­
ров. 
В приведенном нами толковалии под статистической зако-
зи явлений в природе и общестдв . статистическая закономер­
ность - это такая закономерность, когда какое-либо правило, 
закон, количественное соотношение выявляются только ъ доста­
точно большом числе элементов совокупности, т.е. находят 
свое выражение только в массе явлений. 
Закон больших чисел служит теоретической основой вы'бо-
рочного метода, средних. 
номерностыо понимается одна 
проявления всеобщей свя-
^ Рябушкин г.в.. ЕФимова М.Р. и^. Общ^ теория ста-
тистики.- М.: Финансы и отатистиіса, ІУИІ, с. 14. 
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2. СТАТИСТИЧЕСКОЕ НАБ1ЩЕНИЕ 
Статиотичеокое набдвдение является научной* специадіг-
но организованной регистрацией признаков каждой ешницы со­
вокупности и записью их в определенных документах . Статис­
тическое наблюдение как первый этап статистического иосле-
дования направлено на получение достоверной отатявтичвдіБей 
информации для характеристики изучаемой совокупности при по­
мощи обобщающих статистических показателей. ^ 
Теория статистического наблюдения кслючает научные гдин-
ципы, являющиеся теоретической основой пр ведеиия отатиош» 
ческого наблюдения. Освоение знаний теорйи статистического 
наблюдения необходимо не только для их проведения, но в пер­
вую очередь для понимания, каким образом собраны данные для 
статистических сборников, из каких принципов при этом исхо­
дили, какую предварительную обработку проводили перед,-_вклю-
чением их в сборники. Без подобных знаний не может быть и 
речи о сознательном и компетентном применении статистических 
данных. 
Явлением в статистике называется самый разнообразный 
объект, охватываемый статистическим наблюдением (население, 
производительность труда, промышленность, качество продук­
ции и т.д.). Явления подразделяются на предметы и события 
р (см. імс. 2.1.)'^, К статистическим предметам относятся, на­
пример, завод, изделие, человек и т.д. К категории событий 
можно отнести рождение и смерть человека, концерт, лекцию 
и т.д. 
Каждое явление характеризуется определенным качеством 
(в философском понимании) , выражающимся комплексом его: 
свойств, а также количеством, т.е. является измерюшм* Обе 
^ Рябушкин Г.В., Ефимова М.Р. Указ. соч., с. 24. 
р 
Мересте У, Указ. соч., с. 43. 
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эти стороны составляют целостность явления. 
Массовое явление слагается из множества единичных явле­
ний. Так, например, человек - это единичное явление, а насе­
ление - массовое явление, В аналогичном понимании в статис­
тике применяется понятие статистической совокупности. Ста­
тистическая совокупность - это масса отдельных (единичных) 
явлений (единиц совокупности), объединенных единой качест­
венной основой, но различающихся между собой по ряду призна­
ков* Нащжмер, население какой-либо страны состоит из от­
дельных людей, различающихся по полу, возрасту, цвету глаз 
и волос и многим другим признакам. 
Событие характеризуется фактором совершения и длитель­
ностью. Оно подразделяется на мгновенные (моментальные) со­
бытия и продолжающиеся (процессы). 
ЯВЛЕНИЯ 
I 
ПРЕДМЕТЫ 
СОБЫТИЯ 
МГНОВЕННЫЕ 
ПРОДОЖАЮШИЕСЯ ((ПРОЦЕССЫ; 
Рис, 2,1, Классификация явлений. 
Один удар молотком является мгновенным событием, одна­
ко, прі повторении ударов (за длительный период времени) 
имеем дело с процессом. Процесс - это длительное или снова, 
повторяющееся событие. 
2.1, Классификация статистических совокупностей 
Предлагаем наиболее часто применяемые классификации 
статистических совокупностей. 
I, И^сходо_и_з классификации явлений: 
А. Совокупности предметов. 
Б. Совокупности событий. 
II, Исхо^_из связи с 2е^ьной_материальной действитель­
ностью: 
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A,I Реальные (существующие действительно, напр^ населе­
ние какой-нибудь страны в день перегаси населения, продукция 
завода в определенном году и т.д.)* 
Б, Гипотетические (не существуют действительно, форми­
руются на основе реальных совокупностей, при определенных 
ограничениях, напр., продукция завода отчетного года в баг 
зисных ценах, то же самое при базисной производительности 
труда и т.д.). 
III. Исходо_и^ і^чественного состава c0B0KynH0CTHj_ 
А. Качественно однородные (члены совокупности соиа«ери-
мы, напр., производство электроэнергии электростанций страны 
(в кв/час), производство муки пшеничной зерновых комбинатов 
страны и т.д.). 
Б: Качественно неоднородные (члены совокупности несоиз­
меримы первоначально, напр., продукция швейной фабрики, вы­
пускающей мужские сорочки, брюки, детские блузки, продукция 
кожевенно-обувного комбината, выпускающего женские салоіи, 
туфли женские и мужские, тапочки). Для характвривтаки объема 
качественно неоднородной совокупности необходимо провести 
ссжзмерение при помощи стоимостных показателей). 
ІУ, Исхо^_из ра^ера охвата_едагаіц совокупноста 
А, Генеральные (охватывают вое единицы изучаемой сово­
купности) . 
Б, Выборочные (охватывают часть единиц генеральной со­
вокупности). 
2.2. Классификация статистических признаков 
Признаки - это свойства, характерные черты или особен­
ности явлений, которые могут быть охарактеризованы рядом 
статистических величин^. 
Варьирующими признаками называются такие, которые при­
нимают оазное значение (качественное или количественное) у 
2 
отдельных единиц совокупности. 
^ Рябушкин Г.В., Ефимова М.Р. и др. Указ. соч., с. 17. 
^ Ряузов Н.Н. Указ. соч., с, 12. 
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Значение иризнака - ответ, получаемый на вопрос о п^адз-
наке у каждой единицы совокупноста. Совокупность возможных 
значений пш знака образует запас значений признака. 
Необходимо иметь в виду, что под вариацией птдазнака 
следует понимать вариацию значений признака. 
Проф^ У. Мересте предлагает следующую классификацию 
признаков 
I. 
ПРИЗНАКИ 
АТРИБУШШЫЕ 
. или 
КАЧЕСШННЫЙ 
КОЛИЧЕСЖННЫЕ 
о ограничен­
ным запасом 
значений 
гльтерна-
гивные 
с неограни­
ченным* запа­
сом 
значений 
неальтер­
нативные 
10 существу условно 
зльтерна-
альтерна-
гивные 
тавные 
даек 
(пре 
ретные 
>ывные) 
\ 
по 0, 
диск 
ігществу )етныв 
/ 
/ 
условно 
непрерывные 
непрерывные 
Г 
по существу 
непрерывные 
условно 
дискретные 
Рис. 2.2. Классификация пімэнаков. 
^ Мересте У. Уі^з, соч., с. 47. 
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По фоуие выражения значения признаки подразделяются на 
количественные и атрибуиівны . качения количественных приз­
наков поддаются численному сражению, т.е. количественные 
признаки имеют непосредственное количественное выражение* 
Атрибутивные (качественные) признаки не имеют такового, их 
значения можно выразить словами, т.к. атрибутивные признаки 
различаются качественным содержанием. 
j^icKpeTHHe количественіше признаки могут принимать, 
как правило, целые значения (напр., число членов семьи, чис­
ло станков, обслуживаемых одним рабочим, число рабочих на 
предприятии и т.п.). 
Непрерывные количественные признаки могут піжнимать в 
некоторых границах любые целые и дробные значения. Напр., 
выработка рабочего в рублях, урожайность сельскохозяйствен­
ных культур и т.д. 
В некоторых случаях целесообразно рассматривать призна­
ки не такими, как они по существу есть. Часто более рацио­
нально рассматривать дискретные признаки как непрерывные и 
наоборот. В результате этого целесообразно выделить по суще­
ству дискретные и условно дискретные, а также по существу 
непрерывные и условно непрерывные признаки. 
Так, напрімер, число детей в яслях по существу - диск­
ретный прізнак, но прі вычислении среднегодового числа детей 
в яслях его необходимо рассматривать как условно непрерыв­
ный. Возраст человека по существу - непрерывный признак. 
Однако принято выражать возраст в целых числах, т.е. в по­
вседневной практике этот признак рассматривается как условно 
дискретный. 
Атрибутивные признаки бывают двоякого рода исходя из 
запаса значений признака (см. рис. 2.2). 
У атрібутивных признаков с ограниченным запасом значе-
ний имеется окончательное число (не очень большое) ответов 
(напр., принадлежность к спортивным обществам, кружкам само­
деятельности и т.п.). 
Атрибутивные признаки с неограниченным запасом значений 
могут иметь ответы в неограниченном количестве или в коли­
честве, практически превышающем возможности группировки 
(напр., профессия, любимое занятие и т.д.). 
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Раэношдностью атрибутивных признаков с ограниченным 
аапасом значений являются альтернативные пріэнаки, имеющие 
только два противоположных значения (напр., пол человека -
муж и жена, грамотный, неграмотный и т.п.). Названные приз­
наки по существу альтернативные. 
Для проведения статистической обработки целесообразно 
преобразовать атрибутивные признаки с неограниченным запасом 
значений в пі»!знаки, условно имеющие ограниченное количество 
значений (напр., с этой целью составлены т.н. списки (слова­
ри) профессий) . 
В некоторых случаях возникает необходимость рассматри­
вать неальтернативные атрибутивные признаки как условно аль­
тернативные (напр., выполнение плана является признаком с 
ограниченным запасом значений, однако, заводы можно сгруппи­
ровать на выполняібщие и не выполняющие план). Подобно этому 
продукцию предприятия можно делить на стандартную и нестан­
дартную. Деление рассматриваемой совокупности на две части, 
где у одной части совокупности значение изучаемого признака 
одно и у второй - другое, имеет особое значение при выбороч­
ном обследовании (оценка доверительных границ генеральной 
доли). 
2.3. Основные типы и шды наблюдения 
Можно выделить два основных типа статистического наблю­
дения : 
А. Наблюдение совокупности. 
Б. Повторное наблюдение. 
В первом случае наблюдением охвачены единицы определен­
ной совокупности. При этом число членов в ряду данных наблю­
дения равно числу членов совокупности. Напр., при изучении 
производительности труда рабочих количество членов ряда рав­
но числу рабочих. Познавательной целью наблюдения совокупно­
сти является получение общей характеристики изучаемой сово­
купности. Примером наблюдения совокупности можно назвать пе­
репись населения, скота, анализ затрат на производство про­
мышленного предприятия и т.п. 
При повторном наблюдении одни и те же явления рассмат-
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риваются несколько раз. Число членов в ряду данных наблюде­
ния равно числу набладений (замеров). Основной целью повтор­
ного наблюдения является устранениё неточностей наблюдения, 
например, оценка прочности деталей, замеры долгих расстояний 
и т.п. 
Статистика рассматривает в основном совокупности явле­
ний. В естественных и экспериментальных науках применяются 
оба типа статистического наблюдений. При изучении нескольких 
типичных общественных явлений (переписи населения, окота) на 
повторное наблюдение возлагается функция контроля. 
С точки зрения методики статистического исследоввшия 
важное значение имеет следующее обстоятельство: при зависи­
мости значений единиц рассматриваемой совокупности от слу­
чайных факторов в их вариации намечается піжбліэитвльно таг-
кая же закономерность» что и в варіации ошибок npi повторном 
наблюдении, 
Необходимо заметить, что исходя из необходимости можно 
рассматривать повторное наблюдение в качестве наблюдения со­
вокупности и наоборот. Например, предполагая, что если изме­
ряемые предметы при повторном наблюдении каждый раз новые, 
то это наблюдение гипотетической совокупности, из которой 
берутся все новые элемента для исследования. 
Основные шды статистического наблюдения представлены 
на рис, 2,3.^. 
По цели наблюдение можно подразделить на иримарно- к 
секундарно-статистическое. 
Примарно-статистическое или специально организованное 
статистическое наблюдение проводится непосредственно и толь­
ко с целью получения статистических данных (напр., все пере­
писи, специальные исследования, проведенные органами статис­
тики и т.п.). • 
Секундарно-статистическое наблюдение проводится .перво­
начально в других целях. Однако собранные данные применяются 
далее и в статистике. Основная форма проведения секундарно-
статистических наблюдений - бухгалтерский учет. Секундарно-
статистические данные обрабатываются в бухгалтериях и оформ-
ляютоя отчетами. 
^ Мересте У. Указ, соч., с. 53. 
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СТАТИСТИЧЕСКЖ НАБЛЮДЕНИЕ 
А, По цели 
ІПримарнФ-отатиотичеоко^ Секундарно-отатистическое) 
|Б« ПО учету факторов во времени (частоте)| 
Текущее 
Повторяемое (периоди­
ческое и непериоди­
ческое)^ 
Единовре­
менное 
|В. По полноте охвата единиц совокупности"] 
X 
ІСплошноеІ 
[Несплошное! 
Моно­
графи­
ческое 
Сравни­
те л ьно-
моногра-
Фическое 
Основ­
ного 
масои-
Выбо-
роч-
ное 
Анке 
ное 3 
1Г» По способу учета фактоі^ 
1 
[Непосредственное! [ Документальное { | Опрос) 
Л— I , . I 
Устный) Саморе-
гистфа-
Ш 
Коррес­
пон­
дентский 
Рис. 2,3, Основные виды статистического наблюдения. 
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По учету фактов во времени (частоте) статистическое на­
блюдете подразделяется на следующие виды. 
Текущее наблюдение - наблюдение, при котором регистра­
ция фактов производится систематически, непрерывно или через 
короткие npoMemyfKH времени. Факты учитываются по мере их 
возникновения тотчас или через определенное время. Напр., 
регистрация роадвяий и смертности в загсах;исследования, піж 
помощи которых учитывают важнейшие факты, касающиеся работы 
предприятий (статистика продукции, издержек производства, 
затрат труда и материалов в промышленности, статистика това­
рооборота в торговле, грузооборота на транспорте и т.д.). 
Статистическая отчетность по этим показателям^имеет в своей 
основе непрерывный учет фактов во времени, хотя сами формы 
отчетности, в которых даются уже сводные итоги, представля­
ются по укрупненный периодам (месяцам, кварталам и т.д.). 
Текущее наблюдение дает полную картицу о течении наблю­
даемого процесса. Однако оно слишком трудоемко и в некоторых 
случаях нецелесообразно, т.к. не вое объекты поддаются не­
прерывному наблюдению. Кроме того, ошибки пр!^ данном виде 
наблюдения переносятся автоматически. 
Повторяемые наблюдения лишены последнего недостатка.Они 
проводятся либо через равные промежутки времени (периодиче­
ское наблюдение), либо нерегулярно, по мере необходимости 
(непериодическое наблюдение). Примеры периодически повторяе­
мых наблюдений - ежегодные учеты скота, ежегодно повторяюща­
яся отчетность о ходе уборки урожая, отчетность учебных за­
ведений о приеме и выпуске учащихся и т.д. Непериодические 
наблюдения пршзводятся, например, в случае относительно 
редких событий - крупные пожары, наводнения, землетрясения 
и т.п. 
Единовременное наблюдение - это наблюдение, которое ли­
бо больше не повторяется, Jw6o повторяется, но неизвестно 
когда. Примером служат переписи населения в СССР. Последняя 
перепись состоялась в 1979 г. и пока неизвестно, когда будет 
сдедующая. К единовременным наблюдениям относятся и пере­
оценки основных Фондов в СССР по состоянию на I января I960 
и 1972 г., перепись жилого фонда, школьная перепись. 
Преимуцествсж текущего и повторяемого наблюдения по 
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сравнению с единовременным является возможность характеризо­
вать динамику изучаемого объекта. 
По полноте охвата единиц совокупности наблюдения делят­
ся на сплошные и нвсплошные. 
При сплошнш наблюдении обследуются все единицы изучае­
мой совокупиоста, например, перепись населения, промышленно­
го оборудования, скота, а также бухгалтерского учета. 
При несплошном наблюдении обследованию подвергается 
только часть единиц изучаемой совокупности, но получаемые в 
результате обследования выборочной совокупности выводы обоб­
щают на вою совокупность. По сравнению со сплошными наблюде­
ниями нрсплошные требуют гораздо меньше сил и средств, поз­
воляют применять более подробную программу и более совершен­
ный способ учета фактов, быстрее подводить итоги обследова­
ния и, следователь^іо, повышают оперативность статистического 
материала. 
В некоторых случаях несплошное наблюдение является 
единственно возможным (контроль качества продукции, изучение 
распространенности заболеваний птиц, домашних животных и 
т.д.). Во многих случаях несплошные обследования существенно 
дополняют основные материалы, которые получают в результате 
сплошных наблюдений. 
Основными шдами несплошного наблюдения являются моно­
графическое, сравнительно-монографическое, наблюдение основ­
ного массива, выборочное и анкетное наблюдение. 
Монографическое наблюдение - это наблюдение, при кото­
ром обследованию подвергается один, типичный для всей сово­
купности элемент, обобщая полученные результаты на всю сово­
купность. Этот вид статистического наблюдения находит наи­
большее применение в ботанике и зоологии. С целью распро­
странения передового опыта и устранения недостатков, наруша­
ющих нормальную работу отдельных предприятий, проводятся мо­
нографические обследования отдельных передовых и отстающих 
предприятий (из соответствующих совокупностей). 
При статистическом изучении экономических яз^.ений более 
продуктивным является сравнительно-монографическое наблюде­
ние. При этом наблюдаются. два разных, обычно в каком-то 
смысле крайних элемента совокупности и сравниваются получен­
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ные результаты. Например, обследованию подвергается самый 
передовой и самый отстающий совхоз района. В результате ана­
лиза данных наблюдения можно выявить причины, почему одно 
хозяйство работает хорошо, а другое - плохо. 
В данном случае необходимо заметить, что из любой сово­
купности легче найти члены совокупности с экстремальными 
значениями изучаемого признака, чем т.н. средние члены. 
При монографическом и сравнительно-монографическом на­
блюдении следует учитывать еще одно важное обстоятельство. 
Если целью наблюдения является получение подробной характе­
ристики только одного или нескольких членов совокупности 
(без выводов о всей совокупности), то наблюдение не считает-
ся несплошным. В этом заключается и различие между моногра-
фическим наблюдением и анализом хозяйственной деятельности, 
где выводы делаются только по изучаемому предприятию. То же 
самое касается и сравнительного экономического анализа. Ста­
тистику интересует каждое отдельное предпрі^іятие только как 
элемент соответствующей большой совокупности предприятий. 
При способе основного массива обследованию подвергает­
ся основной массив и сознательно исключается часть совокуп­
ности, о которой заведомо известно, что она не играет боль­
шой роли в характеристике совокупности. Например, наблюдение 
за объемом реализации товаров и ценами на городских колхоз­
ных рынках проводится в 264 наиболее крупных городах нашей 
страны (на основных рынках), составляющих менее Ъ% всех го­
родов, но в которы,х проживает более половины всего городско­
го населения^. Товарооборот колхозных рынков названных горо­
дов составляет больше, чем 80^ от общего товарооборота всех 
колхозных рынков страны. 
При выборочном наблюдёнии характеристика всей совокуп­
ности фактов дается по некоторой (относительно небольшой) их 
части, отобранной в случайном порядке. При этом вся совокуп­
ность называется генеральной совокупностью, а обследуемая 
часть - выборочной совокупностью. Выборочное наблюдение я&-
^ Пасхавер И.С., Яблочник А.Л, Общая теория статистики. 
- М.: Финансы и статистика, с. 87. 
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ляетоя наиболее распространенным видом несплошного наблюде­
ния в статистике. 
С применением случайного отбора единиц выборочной сово­
купности гарантируется независимость результатов выборки от 
воли лиц, ее производящих, т.е. освобождаются от тенденциоз­
ных ошибок. Возникающие при таком отборе случайные ошибки 
могут быть измерены. Расчет объема выборочной совокупности и 
вероятности, с которой полученные результаты верны по отно­
шению к генеральной совокупности, производятся на основе 
теоріи вероятности. 
Суть анкетного наблюдения заключается в том, что лицам, 
от которых необходимо получить сведения, рассылают анкеты с 
просьбой заполнить и піжслать их обратно. Обычно обратно по­
лучают значительно меньше анкет, чем рассылают, и наблюде­
ние, таким образом, получается несплошным, д^е при услоши, 
если анкеты были разосланы всем единицам наблюдения. 
IlfM анкетном обследовании необходимо учитывать, что 
имеются существенные различия в структурах заполняющих анке­
ты и генеральной совокупности, т.к. анкеты заполняют в ос-
новнш лица, заинтересованные в деле, а не случайно отобран­
ные. Так, если рассылается анкета с просьбой отметить свое-'' 
временность доставки почты, то есть основания утверждать, 
что люди, которым почта доставляется несвоевременно, в боль­
шей степени откликнутся на эту анкету, чем люди, у которых в 
этом отношении все обстоит в порядке. Указанное обстоятель­
ство необходимо учитывать праі обобщении полученных данных на 
всю совокупность. 
Анкетное наблюдение находит применение в социологиче­
ских обследованиях, в статистике связи, для опроса посетите­
лей театров и кино и т.д. 
По способу учета фактов наблюдения делятся на непосред­
ственные, документальные и опросы. 
При непосредственном наблюдении лица, проводящие обсле­
дования, получают необходимые сведения путем личного учета 
единиц совокупности: осмотра, пересчета, измерения, взввщи-
вания и т.д. Таким образом проводятся наблюдения уличного 
движения, регистрация температуры воздуха, снежного покрова, 
суммы осадков, инвентаризация материальных ценностей. 
20 
Документальное наблюдение основано на использовании в 
качестве источника статистических сведений различных доку­
ментов первичного учета предприятий, учреждений и организа­
ций (регистры бухгалтерского учета, отчеты и т.д.). Непо­
средственное наблюдение и документальный способ учета фактов 
обеспечивают наибольшую достоверность статистаческих данных. 
Достоверность данных меньше при опросе, когда статистические 
материалы получают путем регистрации показаний, которые дают 
опрашиваемые лица. Существует три разновидности опроса: уст­
ный (экспедиционный), саморегистрация, корреспондентский. 
При устном (экспедиционном) способе специально выделен­
ное лицо (регистратор) опрашивает обследуемое лицо и с его 
слов заполняет бланк обследования (напр., при переписях на­
селения). Работа регистратора гарантирует единообразное по­
нимание вопросов. 
Прі саморегистрации работники статмстачесвих органов 
раздают опросные бланки опрашиваемым лицам, инструктируют 
их, а затем собирают заполненные формуляры, контролируя пол­
ноту и прашльность полученных сведений. Этот способ исполь­
зуется при бюджетных обследованиях семей работающих, при 
проведении некоторых переписей и т.д. 
Корреспондентский способ заключается в том, что статис­
тические и другие органы рассылают специально разработанные 
бланки и инструкции для заполнения отдельным организациям 
или специально подобранным лицам, давшим согласие периоди­
чески заполнять их и присылать об^тно в установленные сро­
ки. Так, например. Всесоюзный научно-исследовательский ин­
ститут по изучению спроса населения на TOBajw народного пот­
ребления и конъюнктуры торговли создал сеть корреспондентов 
в каждой республике, которые периодически сообщают в центр 
сведеііяя о покупательск(»і спросе населения, товарном обео^ 
печении в данной местности, и другую подобную информацию. 
Преимуществом этого способа является его дешешзна, однако, 
он не всегда обеспечивает хорошее качество сведений, потс»4у 
что зависит от уровня знаний и подготовки самого корреспон­
дента. 
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2.4. Основные требования к проведению наблюдения 
Основные требования к проведению наблюдения с научной 
точки зрения следующие. 
1. Соблюдение цели наблюдения - каждое наблюдение долж­
но иметь строго определенную цель. В зависимости от цели на­
блюдения выбирается вид наблюдения, разрабатывается план и 
программа наблюдения. Соблюдение цели наблюдения означает 
рассмотрение наиболее существенных признаков, характеризую­
щих изучаемое явление. 
2. Количество изучаемых признаков должно быть минималь­
ным. Это означает, что следует избегать "лишних" вопросов, 
не относяа<йхся непосредственно к цели исследования, т.к. 
увеличение количества рассматриваемых признаков связано с 
увеличением затрат труда, времени и денежных средств. Снижа­
ется оперативность наблюдения. 
3. Изучаемые признаки должны быть четко определены. 
Данное требование ведет к т(жу, что вопросы программы наблю­
дения должны быть сформулированы четко, ясно и не должны вы­
зывать различного толкования. В некоторых случаях следует 
давать разъяснение вопроса. Подробная расшифровка вопросов 
программы дается в инструкции. Так, например, программа Все­
союзной переписи населения 1979 г. состояла из Іб вопросов 
(на II вопросов отвечало все население, на остальные 5 -25 % 
постоянного населения в порядке выборочной переписи). Зна­
чит, минимально необходимое количество изучаемых признаков 
составило II. При этом, например, вопрос "возраст" содержал 
разъяснение "год рождения", т.к. ответ на него может содер­
жать число лет. 
4. Явление следует рассматщвать в подходящее время. 
Так, например, переписи населения проводятся всегда зимой, в 
холодные месяцы года, когда наоеление менее передвижно. Под­
ходящее время для наблюдения - это время, когда явление на­
блюдается в самом характернсж виде, 
5. Все члены наблюдаемой совокупности дс >.ггы що~ 
смотрены в аналогичных условиях (при аналоги':ньх обстоятель­
ствах) . Пі»! быстро изменяющихся во времени явлениях это оз­
начает одновременное наблюдение за изучаемыми членами сово­
купности . 
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6. Вопросы программы наблюдения по изучаемым пдазнакам 
должны записываться в определенной последовательности и 
взаимопроверяться. Например, в бланке переписи населения 
СССР 1979 г. вопрос "возраст" корреспондирует вопросу "со­
стояние в браке". Вопросы в формах статистической отчетности 
предприятий, а также содержание самих форм отчетност по ос­
новным сторонам деятельности предприятий (объем продукции;, 
численность персонала, фонд заработной платы, себестоимость 
продукции и др.) взаимосвязаны. 
7. Целесообразно обеспечить сравнимость данных, полу­
ченных разными наблюдениями по одному и тому же вопросу» Ис­
ходя из этого следует при проведении наблюдения учитывать 
ранние,а также возможные в будущем, наблюдения. Данное об­
стоятельство играет большую роль в составлении программы и 
формулировке вопросов. 
8. Повторные наблюдения целесообразно организовывать 
через равные промежутки времени. В таком случае становятся 
сравнимыми не только получаемые данные, но и их разности 
(различия, динамика), напр., разница, прирост, индексы и 
т.д. Вся статистическая отчетность в СССР организована как 
строго периодическое наблюдение. 
9. В программе должна помещаться адресная часть (назва­
ние предприятия, его адрес). Это позволяет оперативно сле­
дить за выполнением статистического наблюдения, и в случае 
наличия ошибок в собранных сведениях произвести их повторный 
сбор, 
2,5. План наблюдения 
Статистическое наблюдение должно проводиться по заранее 
составленному плану. Значение хорошо обдуманного плана воз­
растает по мере того, как увеличиваются объем совокупноета, 
охваченный наблюдением, и количество наблюдателей. 
П|м составлении плана статистического наблюдения комп­
лекс работ, связанных с наблюдением, делится на тр! часгіі: 
а) подготовительная работа; 
б) непосредственный сбор данных; 
в) проверка данных и их подготовка к сводке и анализу. 
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Для координации работы учреждений и лиц, связанных с 
наблюдением, следует при составлении плана наблюдения учиты­
вать планы сводки и анализа данных наблюдений. Вернее, все 
эти три плана необходимо составить единовременно, 
В плане наблюдения следует различать программно-методо­
логические и организационные вопросы; 
I. Программно-методологические вопросы вогочают: 
- определение и разграничение цели и объекта наблю­
дения (см. 2.6 и 2.7); 
- определение единицы совокупности и единицы наблю­
дения (см. 2.8); 
- составление программы наблюдения (см. 2.9); 
г- определение тапа и вида наблюдения (см. 2,3); 
- разработка документов (вопросники и т,п.) и инст­
рукции для их заполнения (см. 2.9); 
- разработка системы проверки данных наблюдений. 
II. Организационные вопросы; 
- определение наблюдателей; 
- обучение и инструктаж наблюдателей; 
- размножение и отправление документов наблюдения; 
- проведение пробного наблюдения (пробное заполнение 
документов наблюдения). 
2.6. Цель наблюдения 
Цель наблюдения - это познавательная задача наблюде-
НИН . Точность ее определения обуславливается предваритель­
ным анализом объекта наблюдения. Определение цели должно 
всегда увязываться с вопросами по выполнению государственных 
планов, с представлением необходимых данных для планирования 
на будущий период. 
Общая цель наблюдения находит свое отражение в докумен­
те, на основании которого оно проводится. Общая цель может 
быть относительно широкой. Например, в инструкции по прове­
дению единовременного учета численности рабочиі: л с прог-осси-
ям, тарифным разрядам, формам и системам оплаты труда в 
1979 г. указывалось, что он проводится в соответствии с пла­
ном статистических работ и охватывает предприятия и органи-
^ Пасхавер И.О., Яблочник А.Л. Указ. соч., с. 78, 
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зации отраслей матеріального производства - прсмышлвннооп!, 
сельского хозяйства, транспорта и связи. Общей целью учета 
является получение данных о профвосиональн<ж составе рабочих 
и системах оплаты труда в отраслях народного хозяйства. 
В соответствии с поставленной общей целью определяется 
круг задач, которые необходимо решить в результате наблюде­
ния. Основными задачами названного выше еда(новременного уче­
та явилось получение данных о численности рабочих по отдель­
ным профессиям в отраслевом разрезе; неуко»галектованности 
рабочих мест по тем или иным профессиям, кото|ше в настоящее 
время имеют особое значение в связи о нехваткой рабочей сила 
в отдельных отраслях и районах страны; соотношении чиолен-
ности рабочих, выполняющих работу механизированным и ручным 
трудом; квгілификационнсж составе рабочих; соотношении чиог 
ленности основных и вспомогательных рабочих; формах и сиоте-
мах оплаты труда. 
2.7. Объект наблюдения 
Объектсж статистического наблюдения называется совокуп­
ность единиц изучаемого явления, подлежащая статаотическону 
изучению (совокупность предпрштий, людей, станков, пого­
ловья скота и т.д ). Установить объект наблюдения - это зна­
чит точно определить состав и границы совокупноста. Напр!- і 
мер, объектом переписи населения страны является совокуп- / 
ность всех живущих в данной стране лиц. 
Определение объекта Наблюдения представляет собой слок-
ную и ответственную задачу, потому что явления обще твенной 
жизни тесно связаны между ообсй, взаимно переплетаются. Не­
обходимо дать объекту наблюдения четкое, научное определе­
ние, которое позволило бы отграничить данный объект от смеж­
ных с ним. 
Для отграничения объекта наблюдения разрабатываются оп­
ределенные указания и правила, а в некоторых случаях пользу­
ются ^сонвенциональными (соглашенными) критериями, например, 
цензом. Тероін "ценз" в статистике имеет двоякое значенивгі/ 
І) статистшеокая перепись (так называются статистические 
переписи населения^ промышленности и т.д. в США, Англии); 
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2) значение пртзнаков, при наличии которых изучаемые явления 
и объекты относятся к изучаемой оовокупности. Так, например, 
к основным средствам относятся установки и предметы, участ­
вующие в производственном процессе неоднократно, цена кото­
рых выше 50 рублей или которыми пользуются более одного го­
да. При этом следует отметить еще определенное различие меж­
ду одноименными категоріями в статистике и поштической эко­
номия. В политаческой эконіжии отличительной чертой основных 
оредств является их неоднократное участие в производственном 
процессе. В статистике к этшу прибавляется и количественное 
разграничение, С точки зрения формальной логики указанное 
означает, что в статистике у основных средств объем меньше, 
но содержание больше, чем у соответствующей категории поли­
тической экономии 
Таким образом, при преобразовании категории политиче­
ской экономии в отатистические категории дается их количест^-
венное уточнение. То же самое относится и к случаям, коі^да 
статистика завладевает (перенимает) категориями любой другой 
науки, давая им т.н. статистический облик (статистическое 
выражение). 
2.8. Единица совокупности и единица наблюдения 
Полное представление об исследуемой совокупности (об 
объекте наблюдения) можно получить только тогда, когда име­
ется представление об отдельных ее единицах. Поэтому наряду 
с установлением объекта наблюдения необходимо четко опреде­
лить единицу -совокупносш. 
Единица совокупности - это первичный элемент статисти­
ческого наблюдеий|я, прізнаки которого подлежат регистрации, 
и котодай является основой ведущегося счета. Например, при 
учете племенного скота единицей совокупности может быть от­
дельное животное, если списанию подлежит каждое животное в 
отдельности, либо сельскохозяйствентое предприятие, если 
сведения о породном составе скота собираются по хозяйству в 
целом. 
Единица наблюдения - это первичная ячейка, от которой 
должны быть получены сведения в процессе наблюдения (пред­
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приятие, учреждение, стройка, хозяйство, семья, отдельный 
человек и т.д.)• 
В каждом конкретном случае, в зависимости от сложноста 
объекта, а также целей и задач наблюдения устанавливается 
одна или несколько единиц наблюдения. Например, при учете 
племенного скота единицами наблюдения будут колхозы, совхо­
зы, хозяйства колхозников, рабочих и служащих,в которых 
имеются животные. 
Таким образом, единица совокупности является носителем 
пщзнаков, подлежащих наблюдению, а единица наб^людения -• ис-
точникстд сведений, которые получают в результате наблюдения. 
Иногда единица наблюдения совпадает о единицей совокуп­
ности. Напртмер, при переписи населения единицей совокупнос­
ти и единицей наблюдения является отдельный человек, т.к. он 
одновременно является и носителем признаков, подлежащих на­
блюдению, и источником сведений. Однако не все охваченные 
переписью люди являются единицами наблюдения. За маленьких 
детей, напрімер, на вопросы отвечают их родители или опекуны 
(попечитеж). При единовременном учете тракторного парка 
совхозы и колхозы являются и единицей наблюдения, и единицей 
совокупности, т.к. они характеі»ізуются общим количеством 
тракторов разных марок, принадлежащих им. 
2.9. Программа наблюдения 
Программа наблюдения представляет собой перечень воп­
росов, на которые необходимо получить ответ в процессе на­
блюдения. Каждая единица наблюдения изучается по определен­
ным признакам,их перечень и составляет программу наблюдения. 
Содержание программы наблюдения должно быть ограничено 
кругом тех вопросов, котоіліе необходимы для решения постав­
ленных задач. Во многих случаях возможность проверки дачных 
наблюдения предусматривается самой программой наблюдения. 
Например, в переписном листе Всесоюзной переписи населения 
1979 г., которая проводилась по" состоянию на 17 января, 
включены следующие три вопроса о возрасте: год рождения (ро­
дился до 17 января, 17 января или позднее), число исполнив­
шихся лет. Сопоставление ответа на третий вопрос с ответом 
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на первые два позволит проверить их правильность и получить 
точные сведения о возрасте. 
Необходимо подчеркнуть одно очень важное обстоятельст­
во: следует различать план и программу наблюдения. Програм­
ма наблюдения характеризует содержание исследования, а план 
наблюдения охватывает перечень действий, которые следует со­
вершить при организации наблюдения. 
Вопросы программы наблюдения должны быть сформулированы 
ясно и точно, чтобы все прашльно и одинаково понимали их. 
Часто для единообразия толкования, а также для того, чтобы 
пояснить отвечающему вопрос, к нему дают подсказ в форме пе­
речисления после вопроса ряда возможных ответов. Так, в пе­
реписном листе переписи населения вопрос об образовании име­
ет следующие подсказы ответов: высшее, незаконченное высшее, 
среднее специальное, среднее общее, неполное среднее, на­
чальное, не имеет начального. 
Разнотдностью избирательной формы ответа является аль­
тернативная, когда формулировка вопроса предполагает ответ 
"да" или "нет". 
Составление программы наблюдения - сложная, ответствен­
ная задача. Этим в советской ататистике занимаются обычно 
специалисты статистических органов совместно с заинтересо­
ванными организациами. и учреждениями. Программы наиболее 
важных и сложных обследований (переписи населения, переоцен­
ки основных фондов и др.) предварительно обсуждаются на спе­
циальных совещаниях, конференциях» в печати и т.д., что 
обеспечивает их высокое качество. Так, например, программа 
Всесоюзной переписи населения 1979 г, обсуждалась в печати иі 
на Всесоюзном совещании статистикрв в мае 1977 г. 
Программа наблюдения оформляется в виде статистического 
бланка или формуляра. Статистический бланк имеет две формы: 
I) индивидуальную и 2) списочную. При индивидуальной форме 
на каждую единицу совокупности заполняется отдельный бланк. 
При списочной форме в один документ заносится несколько еди­
ниц совокупности и для каждой из них отводится отдельная 
строка или графа. 
Применение индивидуальной формы облегчает подсчеты при 
ручной разработке материалов наблюдения. Они позволяют также 
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вести наблюдение по более широкой программе. Недостаток 
этой формы в том,что каждый раз нужно писать адресную часть» 
которая может быть общей для нескольких единиц совокупности, 
например, для членов одной семьи и т.д. Списочная форма ста­
тистического формуляра более экономна, удобна для проверки 
материала и его машинной разработки. 
Применение ЭВМ при разработке статистического матертала 
предъявляет свои требования к статистическим форіулярам. От­
веты в формулярах должны быть расположены так, чтобы матери­
ал можно было легко шифровать и перфорироовать. Таким обра­
зом, при машинной обработке информации, полученной в ходе 
статистического наблюдения, статистический формуляр должен 
являться и техническим носителем вводиміой в ЗВМ первичной 
информации. 
Для обеспечения единообразия в толковании программы на­
блюдения необходимо разработать инструкцию, которая содержит 
объяснение вопросов программы и указания по взаимному конт­
ролю вопросов наблюдения. Инструкция дается либо в виде от­
дельной брошюры, либо в подсказах, либо на самом бланке (ча­
ще всего на обороте). 
Вся документация по наблюдению (бланки, инструкция 
и т.п.) называется статистическим инструментарием наблюде­
ния. 
2.10. Время и место наблюдения 
Для правильной характеристики изучаемого объекта важное 
значение имеет установление времени наблюдения. Период, в 
течение которого проводится сбор данных в ходе наблюдения, 
называется пещодом наблюдения. 
Момент времени, к которому приурочен учет фактов (дан­
ных), называется критическим моментом наблюдения. 
Необходимо различать и момент регистрации данных. Это 
момент времени в течение періода наблюдения, когда регастри-
руютря необходимые данные по состоянию критического момента 
наблюдения. 
Например, період наблюдения Всесоюзной переписи населе­
ния СССР 1979 г. - с 17 по 24 января 1979 г. (восемь дней). 
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Критический момент переписи 1979 г. - 12 часов ночи с 16 на 
17 января. 
Необходимость установления критического момента наблю­
дения возникает в случаях, когда изучаемые явления заметно 
изменяются не только по дням, но и по часам и минутам, как, 
например, численность населения. В СССР в среднем ежедневно 
рождается более 10 тыс. детей. Поэтому перепись населения 
пріурочивается к определенному моменту времени. 
Установление критического момента переписи населения 
значит, что на данный момент сосчитаны и переписаны все ли­
ца, жившие в стране. Если человек умер утром 17 января и пе­
реписчик не застал его живым, он все равно должен был его 
записать в переписной лист, т.к. в критический момент пере­
писи этот человек был еще жив. В то же время дети, родивши­
еся после 12 часов ночи на 17 января, переписи не подлежат, 
т.к. к крітическому мшенту они еще не родились. Только 
строгое соблюдение критического момента гарантирует правиль­
ность подсчета населения прі' переписи. 
Относительно выбора времени переписи населения можно 
отметить следующее. Январь, как месяц переписи, выбран пото­
му, что в зимнее время население передвигается меньше, чем 
в другие периоды года. Кроме того, облегчается использование 
материалов переписи для разного рода демографических расче­
тов, в основу которых должна быть положена численность насе­
ления на начало года. Значит, очень важно, чтобы крітичеокий 
момент был выбран в такое время, когда -население наименее 
подвижно. С этой целью, как прашло, в переписях населения 
критический момент устанавливают на 12 часов ночи. Выбор да­
ты переписи- в ,середине недели (со вторника на среду) также 
обусловлен таким соображением. Кроме того, к Іб января за­
канчивались школьные зимние каникулы, а зимние каникулы в 
вузах еще не начались, т.е. нет массовых отъездов учащихся 
на каникулы. 
Вопрос о месте проведения наблюдения приобретает особо 
важное значен"ие, если изучаемые объекты могут первмеща-гься. 
В этом случае необходимо точно установить, в каком месте 
изучаемый объект подлежит наблюдению. При решении этого воп­
роса следует исходить из того, в каком месте объект поддает­
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ся наиболее точнсжу учету. 
Так, например, njM переписи населения меотст* наблюдения 
является место жительства, пусть даже временного^ а не место 
работы. Где бы не находились люда во время перешои (на par 
боте, в гостях и т.д.), они будут учтены по месту житель­
ства. Если во время переписи лица находятся за пределами 
своего постоянного места жительства, то обследование прово­
дится по месту нахождения и выдается справка о прохождении 
переписи. С вопросом о месте наблюдения связан вопрос о раэ-
бивке территории на переписные участки. Границы этих делений 
должны быть точными. 
При переписи различают две категории населения: налич­
ное - которое на кіжтический срок переписи фактически нахо­
дилось в даннсм населенном пункте, и постоянно проживающее 
население. Для отдельного населенного пункта эта две катего­
рии населения не совпадают за счет наличия временно отсутст­
вующе го и временно проживающего населения. В переписи насе­
ления 1979 г. в СССР подсчитывались и наличное, и постоянно 
проживающее население для каждого населенного пункта. 
Территория наблюдения - это территория, охваченная на­
блюдением. Например, перепись населения охватывает обычю 
всю территорию страны. 
2.II. Ошибки наблюдения 
(^бки статистического наблюдения - расхождение дейст-
штельных значений пі»знаков единиц совокупности о их вели­
чиной, зарегистрированной в процессе сбора сведений. М<ЖІО 
выделить следующие основные шды ошибок наблюдения (си. {жс.* 
2.4): 
ОРИБКИ НАБЩЕНИЯ 
(методологические! 
ІОіибки регистрации! 
Ошибки репрезен-
тативности 
Преднамеренные! Непредаамвр няыа{ 
{Систематические! 
Рис. 2.4. Основные шды ошбок наблюдения 
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(Ьибки репрезентативности свойственны только выборочно­
му наблюдению. Зтих ошибок невозможно избежать, но можно 
определить достаточно точное их значение. 
Причиной возникновения ошибок репрезентативности явля­
ется то, что при формировании выборочной совокупности прак­
тически невозможно получить структуру, абсолютно схожую со 
структурой генеральной совокупности. Поэтому и возникают 
различия между разными показателями (средняя, доля) у выбо­
рочной и генеральной совокупности. 
Ошибки регистрации, возникающие в результате неправиль­
ного установления фактов или неправильной их записи, подраз­
деляются на преднамеренные и непреднамеренные. 
Преднамеренные ошибки возникают в результате умышлен­
ного искажения фактов (напр., при представлении отчетов о 
работе предпрмятия, фактические данные о выполнении плана 
завышены с целью получения премии и т.д.). В нашей стране 
ведется острая борьба со всякого рода приписками, случаями 
умышленного, преднамеренного искажения отчетных данных. 
Непреднамеренные ошибки совершаются неумышленно. Они 
возникают из-за того, что неправильно понимаются вопросы 
программы наблюдения, в связи с невнимательностью проводив­
ших наблюдение людей и т.д. 
Случайные непреднамеренные ошибки регистрации - это та­
кие погрешности в записи данных, в отношении которых предпо­
лагают, что они могут с одинаковой вероятностью исказить ре­
зультаты статистического наблюдения в противоположные сторо­
ны. Случайные ошибки при статистаческсж наблюдении массы 
единиц не оказывают существенного влияния на конечные ре­
зультаты обследования: в процессе статистической сводки соб­
ранных данных они обычно взаимопогашаются. 
Систематические ошибки искажают сведения по отдельным 
единицам совокупности в одном направлении (преувеличивают 
или преуменьшают). К систематическим ошибкам относятся, на-
п{»тер, ошибки, возникающие в силу неисправности измеритель­
ных приборов, связанные с округлением возраста, т.е. с воэ-
р^гной аккумуляцией, при которой намечается в данных пере­
писи населения по возрастным группам аккумуляция численности 
населения на возрастах, кончаюіздхся на О и 3, особенно сред­
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них и пожилых возрастах. Систематическими явіиются м вое 
преднамеренные ошибки. 
Во избежание систематических ошибок оледует обратить 
особое внимание, в первую очередь, на рациональную разработ­
ку программы наблюдения и инструкции, разъясняющих содерясвг-
ние вопросов, улучшение подбора и подготовки кадров. 
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3. СВОДКА И ГРУППИРОВКА СТАТИСТИЧЕСКИХ МАТЕРИАЛОВ. 
СТАТИСтаЧЕСКИЕ РЯДЫ. 
Сводка и груупировка - второй этап статистического ис­
следования. Если от первого этапа статистического наблюдения 
зависит полнота, качество и достоверность собранной информа­
ции, то от второго этапа зависит эффективность, использования 
собранных данных для решения задач исследования. 
Под сводкой понимают обработку первичных материалов на­
блюдения с целью получения итоговых или упорядоченных опре­
деленным образсж числовых характеристик изучаемой совокуп­
ности. На стадии сводки совершается переход от характеристик 
единичных фактов к характеристике их совокупности. 
Необходимо заметить, что нельзя отождествлять сводку с 
подведением итогов, т.е. сложением данных. Сложение цифровых 
данных не самое характерное для этого этапа статистического 
исследования. Основное внимание при проведении сводки уделя­
ется группировке данных наблюдения. 
Группировкой в статистике называется разделение единиц 
совокупности на группы по существенным варьирующим призна­
кам^. 
З.І. Статистическая сводка 
2 
Можно выделить следуювде основные виды сводки : 
I. По организации (по месту проведения): 
А, Централизованная; 
Б. Децентрализованная. 
II. По дифференциации данных: 
А. Простая; 
Б. Сложная. 
^ Ряузов Н.Н. Указ. соч., с. 71. 
" Meреете У. Указ. соч., с. 77. 
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Ill* По технике (способу) выполнения; 
А. Ручная; 
Б. Механизированная. 
При централизованной сводке весь материал наблюдения 
с00редотачивается в одном центральном органе, например, ЦСУ 
СССР, и там обрабатывается.. 
При децентради зованной сводке тот или иной первичный 
материал подвергается обработке на нескольких этапах. Конеч­
ные результаты получаются .при сводке результатов разных эта­
пов. Например, отчеты промышленных предприятий Эстонской ССР 
сводятся в пределах административных районов и передаются в 
ЦСУ ЭССР. Итоговые данные по республикам поступают в ЦСУ 
СССР, где сводятся по стране в целом. Значит, как правило, 
отчетность проходит децентрализованную сводку. Централизо­
ванная же сводка более приемлема и эффективна для разработ­
ки материалов больших специальных обследований и переписей. 
Положительная сторона централизованной сводки состоит 
в том, что сокращаются общие сроки сводки. Кроме того, обес­
печивается единая методология детализации разработки. Де­
централизованная сводка позволяет получать сводные сведения 
для руководящих органов по отдельным административным райо­
нам более оперативно, позволяет быстрее уточнить те или иные 
сведения. 
По дифференциации данных можно выделить простую и слож­
ную сводку. Сводка, которая проводится без разделения единиц 
совокупности на группы, называется простой. Простая сводка 
применяется чаще всего в оперативной отчетности, когда изу­
чаемые процессы прі неблагоприятном или недостаточно актив­
ном их ходе требуют срочного контроля, вмешательства иди по­
мощи со стороны вышестоящих организаций^. 
Сводка, в которой применяется статистическая группиро^ 
ка, называется сложной. Сложная сводка служит основой для 
дальнейшего анализа, для изучения структуры совокупности и 
сдвигов в ней. 
По технике или способу выполнения сводка может быть 
ручной и механизированной (машинизированной). В настоящее 
время доминирует механизированная сводка. Ручная сводка п^ж-
^ Пасхавер И.С., Яблочник А.Д. Указ. соч., с. 97. 
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меняется в основном для небольших массивов данных. При руч­
ной сводке пріменяются способы штрихов, карточек-^шек и 
перфокарт. 
^ Механизированная или машинная сводка осуществляется ли­
бо на перфорационных, либо на электронно-вычислительных ма­
шинах. При этш исходные данные со статистических форіуляров 
переносятся на мааиночитаемые носители информации (перфокар­
ты, перфоленты или мео'нитные ленты), которые затем вводятся 
I в иаюіші вместе о программой разработки. Начинается примене-
' ни ввода данных в машину непосредственно с рабочих мест при 
помощи различных счетчиков и датчиков (дисплей") или при по-
иоцн формуляров переписи со считывающмн устройствами. 
Применение автоматашрованной обработки данных при по­
мощи ЗВМ предъявляет определенные требования к упорядочению 
первичной статистической документации, созданию общесоюзных 
класси^каций самых различных категорий (предприятий, отрас­
лей, видов продукции, работ, услуг и т.п.) и их кодирова­
ний^. 
В навей стране в системе государственной статистики 
создана сеть машиносчетных станций (MCG) и вычислительных 
центров (ВЦ). Создаваемая автоматизированная система госу­
дарственной статистики (АСГС) предполагает полный перевод 
разработіси статистических материалов на ЭВМ. 
I Составными элементами сводки являются^: 
I I) программа, определяющая группировки, котоі«е будут 
піясменяться в разработке, и систему показателей, характери­
зующих совокупность в целом и ее отдельные группы; 
2) подсчет групповых и общих итогов; 
3) оформление конечных результатов сводки в статистиче-
I ских таблицах. 
і Программа статистической сводки составляется в соответ-
і ствии с задачами статистического исследования и с учетом 
! принятой формы организации сводки и техники разработки. 
Программа сводки имеет вид макетов сводных статистических 
таблиц, которые должны быть заполнены на основе сводки ста-
• • ; 
^ Гр(»іыко Г«Д. Указ. соч., с. 30. 
^ Ряузов Н.Н. Указ. соч., с. 67. 
36 
тистаческих материалов. 
3 . 2 ,  Статистические группировки 
Как уже отмечалось, при группировке статистических дан­
ных единицы совокупности делятся на группы по существенным 
варьирующим признакам. 
Варьирующие признаки, положенные в основу группировки, 
называются группировочными признаками» 
Группировки в статистике решают многие задачи, но вое 
они в конечном счете преследуют одну основную цель - упоря­
дочить первичный статистический материал, разделить его по 
существенным варьирующим признакам с тем, чтобы подвергнуть 
его дальнейшему анализу. 
Правильно проведенная группировка статистического мате­
риала является необходимым услотем для последующего подроб­
ного анализа при помощи разных статистических методов -
средних, относительных величин, индексов, регрессионного и 
дисперсионного анализа и т,д. 
Можно выделить следующие основные способы группировки 
ІАналитическаяІ ІСтруктурнаяІ 
Типологическая 
і ПростаяІ 
Комбинироі^ная 
В, По исходным данным: 
Вторичнаяі ; Першчная 
1 
Атрибутивна*! 
ГРУППИРОВКА 
Многомерная' 
Г. По характеру группировочных признаков: 
А. По познавательным целям: 
Б, По количеству группировочных признаков: 
Рис. З.І. Основные способы группировки. 
^ Мересте У. Указ. соч,, с. 81. 
Автор настоящей работы ^ итает целесообразным допол-
Способы группировки по познавательным целям позволяют 
решать следующие основные задачи: 
всей совокупности на качественно однород­
ные совокупности или, иначе говоря; на сошально-экономичес-
кие типы. Такие группировки называются типологическими;' 
2) изучение состава совокупности по тем или иным приз­
накам. Подобные группировки называются структурными; 
3)изучение взаимосвязанного изменения варьирующих приэ-
I маков в пределах той или иной совокупносш» Данные групщ-
I ровки называются аналитическими. 
Приведем примеры изменения названных важных способов 
групшровки. Классическими примерами типологической группи­
ровки являются группировка населения на социальные группы, 
группировка сельскохозяйственных предприятий по формам соб-
. ственности и т.п. 
Необходимо заметить^ что существует непосредственная 
связь группировок в статистике с применением средних харак­
теристик. В тех случаях, когда статистика описывает явления, 
состоящие из разных социально-экономических типов, которые 
имеют различные законы развития, сводные статистические ха­
рактеристики в виде средних величин будут правильно описы­
вать развитие явления только в том случае, если предвари­
тельно выделены при помощи группировок качественно однород­
ные типы явлений или, что то же самое, качественно однород­
ные совокупное™. Качественная однородность понимается в том 
смысле, что в отношении изучаемого свойства все единицы со­
вокупности подчинены одному закону развдтия^. 
Прімеры структурных группировок - состав населения по 
полу, возрасту, национальности, образованию, состав рабочих 
по профессиям, стажу работы, структура доходов и расходов 
семьи рабочего и т.д. 
При помощи аналитических группировок исследуются взаи­
мосвязи варьирующих признаков в пределах однокачественной 
(качественно однородной) совокупности. HanptMep, для изуче-
нить цитируемую классификацию многомерными группировками. 
Ряузов Н.Н. Указ. соч., с. 78. 
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ния зависимости между уровнем издержек общения (процент их к 
"товарообороту) и размера торгового предприятия (намечается 
тенденция к снижению уровня издержек обращения с увеличением 
размера товарооборота магазина;, применяется аналитичеокея 
группировка. Для этого распределяются городские розничные 
магааіны по размеру оборота за квартал и исчисляются для 
каждой группы показатели относительного уровня издержек об­
ращения, а потом сравниваются соответствующие показатели. 
Характерная особенность аналитической группировки sa;-
ключается в том, что каждая группа, выделенная по существен­
ному факторному признаку (в нашем примере по размеру товаро­
оборота магазина), характерізуется средними величинами ре­
зультативного п|мізн£иса (в нашем примере по уровню иадеркек 
обращения). Аналитическая группировка позволяет проанализ»-
ровать влияние изменения группировочного признака на варьи­
рование результативного признака, и на этой основе измерить 
тесноту связи между вари£щиями этих признаков (см. вопросы 
дисперсионного анализа). 
По количеству группировочных пщ знаков группировки де­
лятся на простые и к(жбинир6ванныв. Группировки по ком(^на-
ции двух и более признаков называются комбинированными, а по 
одн(м<у признаку - простыми. К комбинированным группировкам 
относятся, например, группировки прсмышленных и сельскохо­
зяйственных предпіштий по формам собственности, по проиэ-
водственному направлению в сочетании с группировкой по их 
размерам - по численности рабочих, по валовой продукции 
объему производственных фондов, численности поголовья окота 
и т.п. 
Комбинированным группам принадлежит- шдная рол» в комо-
лексном статистическом исследовании социально-экономических 
явлений. Однако, как отмечает проф. Н.Н.Ряузов^, при изуче­
нии влияния большого числа признаков применение коыбілт^ро-
ванных группировок становится невозможным, поскольку чрез­
мерное дробление информации при построении комбинадионных 
таблиц затушевывает проявление закономерностей и тем самым 
не позволяет выявить одновременное влияние всего комплекса 
факторных признаков на исследуемый пока^тель. Поэт(жу ррак-
^ Ряузов Н.Н. Указ. соч., с. 91. 
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тически приходится ограничиваться тремя-четырьмя признака-
ш, да и то при наличии многочисленного первичного материа­
ла. 
В настоящее время большое внимание уделяется разработ­
кам многомерной группировки. Задача многомерной группировки 
(когда группы образуются по любому числу признаков) может 
^ быть решена одним из методов статистической теории распозна--
/ вания образов - кластерным анализом^» Разработка этого мето-
< да началась в 60-ых годах и связана с использованием ЭВМ, 
Указанный метод обычно применяется к качественно однородным 
совокупностям. 
Рассмотрим общие прінципы применения кластерного анали­
за для решения задач многомерной группировки. Объектом ис­
следования является, например, совокупность промышленных 
предприятий какой-либо отрасли промышленности. Каждое пред­
приятие как частный объект исследования охарактеризовано оп­
ределенным набором признаков,, выражающим в количественной 
Форме хозяйственную деятельность, в т.ч. и специфику данно­
го объекта. В качестве этих признаков могут быть, например^ 
стоимость основных фондов, число работающих, производитель­
ность труда, рентабельность и т.д. 
Группировка объектов произвіэдится не последовательно по 
отдельным признакам, как при комбинированной группировке, а 
одновременно по большому их числу, т.е. набору признаков. 
Этот набор образует т.н. "признаковое пространство". Каждо­
му признаку придается смысл координаты. Если в наборе п при­
знаков, то каждый объект рассматривается как точка в п-мер-
ном пространстве. Задача многомерной группироврси сводится к 
выделению сгущений точек (групп объектов) в этом простран­
стве на основе их геометрической близости. 
Мерой близости (сходства) межд объектами могут служить 
различные критерии. Самой распространенной мерой близосш 
является евклидово расстояние между объектами": 
C l u s t e r  (англ.) - скопление, группа элементов, 
характеризуемых каким-либо общим свойством. 
Описание методов кластерного анализа см.: Розин 
Б.Б. Теория распознавания образов в экономических исследова­
ниях.-^.: Статистика, 1973. 
Ряузов Н.Н. Указ. соч., с. 92. 
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(5.1.) 
где - значение к-го признака в i-w объекте; 
- значение к-го піизнака в а-м объекте. 
Чем меньше это расстояние, тем больше близость. При этом для 
устранения различий в единицах измерения все признаки должны 
быть нормированы по их среднеквадратическсжу отклонению (см, 
показатели вариащии). 
Группы (кластеры) формируются на основании "близоста" 
объектов одновременно по всему комплексу признаков, описыва­
ющих объект. Многомерные группировки позволяют решить целый 
ряд важных задач экономико-статистаческого исследования. На­
пример, формирование однородных совокупностей, выделение ти­
пичных групп объектов и т.д. 
По исходным данным группировки делятся на перюічные и 
вторичные (см. рис, З.І.), Группировка, прсмзведенная на ос­
нове первичного статистического материала, называется пер­
вичной. Образование новых групп на основании уже имеющейся 
группировки называется вторичной группировкой» 
Получение новых групп на основании имеющихся возможно 
двумя способами; 
1) перегруппировкой по величине интервалов первичной 
группировки; 
2) перегруппировкой по удельному весу отдельных групп 
в обще» их итоге. 
Вторичные группировки применяют для решения разных за­
дач, важнейшими из которых являются: I) образование на осно­
ве группировок по количественным пімзнакам качественно одно­
родных групп (типов); 2) пріведение двух (или более) группи­
ровок с различными интервалами к единсжу виду в целях срав­
нимости; 3) образование более укрупненных групп, в которых 
яснее проступает характер распределения. 
По характеру группировочных признаков группировки де­
лятся на количественные и атрибутивные. Ирт количественных 
группировках группировочным. является количественный, при 
атрибутивных - атрибутивный прізнак (см. 2.2. данного учеб­
ного пособия). 
4Е 
3.3г Класси^кация 
Под классификацией в статистике понимается однообраз­
ная группировка явлений и объектов, имеющая общее методоло­
гическое значение. Классификация, как правило, утверждается 
в качестве национального или международного стандарта. 
Следует подчеркнуть три особенности понятия "классифи­
кация", 
1. Классификация - единообразная группировка. Это зна­
чит, что создается какая-то система, которая признана всеми 
лицами и организациями, занимаювдмися обработкой статисти­
ческих данных, в противовес тем группировкам, которые ис­
пользуются каждым исследователем и каждым статистиком по 
своему усмотрению. 
2. Классификация имеет общеметодологаческое значение, 
т.к. речь идет об очень важной группировке, которая позволя­
ет строить разветвленную систему исследования и обработки 
статистического материала. 
3. Классификация как разновидность группировки утверж­
дается в качестве стандарта национальным статистическим уп­
равлением или международной организацией. 
В каждой стране действуют национальные классификации, 
которые разрабатываются и утверждаются центральными статис­
тическими органами. В нашей стране, напіяімер, созданы клас­
сификации отраслей народного хозяйства, профессий и занятий, 
отраслей промышленности, классификация-товаров, издержек об­
ращения и т.д., утвержденные ЦСУ СССР. Классификации играют 
очень большую роль в социально-экономической статистике. К 
ним должны быть составлены подробные справочники-указатели, 
которые определяли бы, какие именно конкретные случаи сле­
дует относить к той или иной группе. 
Наряду с классификациями в статистике широко использу­
ются номенклатуры. Под номенклатурой понимается стандартный 
перечень объектов и групп, входящих в определенную классифи­
кацию. По сравнению с классификацией номенклатура - это бо-
лее узкое, техническое перечисление различных объектов. 
^ Рябушкин Т.В», Ефимова М,Р. Указ. соч., с, 54 .  
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Наличие разных клаосификаіщй как национальных, так и 
международных позволяет овеста и сопоставить различного рода 
данные, дает возможность обобщить статистические материалы. 
Подробное рассмотрение вопросов разных классификаций и но­
менклатур входит в курс эконшической статистики. 
3.4. Основные пратла образования групп по 
количественным признакам 
При группировке по количественным п{изнакам возникают 
вопросы о числе групп и величине интервала. Эти показатели 
связаны между собой; чем больше групп, тем меньше интервал и 
наоборот. 
При решении вопроса о том, сколько следует образовать 
групп, нужно учитывать: I) размах варьирования, который 
представляет собой разность между максимальным и минимальным 
значениями признакаічем больше размах варьирования признака, 
полЬженного в основу группировки, тем, как правило, больше 
образуется групп; 2) объем (количество членов) изучаемой 
совокупности. Проф. У.Мересте советует соблюдать следующие 
пропорции между объемся совокупности и количества образуе­
мых групп^: 
Объем совокупности 
(количество членов) 
40 - 60 
60 - 100 
100 - 200 
200 - 500 
Следовательно, обычно в большей совокупности следует 
образовывать больше групп. Зашсимость между числом групп п 
и численностью единиц совокупности N выражается в формуле 
американского ученого Х.А.Стерджесса (Stnrgee): 
п -  1 + 3,322 Ig N (3.1) 
^ Мереоте У. Указ. соч., с, 83. 
Количество об-
разуемых групп 
6 - 8  
7 - 1 0  
9 - 1 2  
12-17 
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Эта зависимость может служить ориентировкой при определении 
числа групп в том случае, если распространение единиц сово­
купности по данному піяізкаку приближается к нормальному и 
применяются равные интервалы в группах. На основании форму­
лы Стерджесса можно составить следующую номограиму: 
N 15-24 25-44 45-89 90-179 180-359 360-719 720-1439 
п 5 б 7 8 9 10 
П 
В итоге можно сказать, что на практике число групп оіь 
ределяется с учетсм объема совокупности, размаха вариаций и 
теоретических соображений о форме распределения или сообра­
жений, базирующихся на прошлом опыте или предварительных 
пробных группировках, которые не требуют большого труда, 
Формулу (З.І) следует применять также только для первона­
чальной ориентировки. Исходя из содержания изучаемого явле­
ния во многих случаях в больших совокупностях целесообразно 
образовать меньше групп, чем предлагает соответствующая фор­
мула расчета. 
Вторым существенным вопросом при группировке по коли­
чественному признаку является определение интервалов групги-
ровки. 
Интервалом называется разница между максимальным и ми­
нимальным значениями прізнака в каждой группе. Интервалы бы-
вапт равные и неравные. При равных интервалах пршежуток 
между двумя значениями п{»!знака одинаковый во всех группах, 
а njM неравных он изменяется от одной группы к другой. Ин­
тервалы устанавливаются равными или неравными в зависимости 
от характера распределения единиц совокупности по данному 
признаку. 
Если вариация признака проявляется в сравнительно узких 
границах и распределение носит более или менее равномерный 
характер, то устанавливают равные интервалы. Например, при 
группировке посевов определенной сельскохозяйственной куль­
туры по величине урожайности, рабочих одной профессии по 
уровню заработной платы и т.д. Для определения величины ин­
тервала применяется формула, разработанная Х.А.Стерджессом: 
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Xmax - Xmin 
I + 5,322 Ig N 
(3.2) 
где Xmax - максимальное значение изучаемого признака; 
Xmin - минимальное значение изучаемого прізнака; 
N - число единиц совокупности. 
Значения интервала, определенные по формуле Стврджесса, 
для удобства применения следует округлять. 
Если заранее задано, какое число групп необходимо обра­
зовать, т.е. известно п(п = І + 3,322 Ig N) , (см.формула 
З.І), то величина интервала определяется путем деления раз­
маха варіации на число групп: 
Xmax - Xmin 
і = С5.5) 
n 
Если, например, требуется произвести группировку с рав­
ными интервалами по данным об уровне урожайности картофеля, 
максимальное значение которой составляет 250 ц/га, а мини­
мальное - 100 ц/га, и необходимо при этом выделить 5 групп, 
то величина интервала составляет: 
250 - 100 
і = 50 ц/га. 
5 
Среди интервалов различают интервалы со строго опреде^ f 
ленными и с пщблизительно определенными границами (см. под-І 
пункт 3.5). Следует отметить, что границы интервалов должшг 
быть обозначены с такой точностью и значностью, чтобы было 
совершенно ясно, к какой группе относятся те иж иные едини­
цы совокупности, т.е. желательно всегда указывать способ 
группировки. 
Кроме равных интервалов, в статистике часто применяют­
ся и неравные интервалы. Неравные интервалы используются в 
тех случаях, когда одно и то же количество представляет со­
бой разное качество на разных уровнях признака^. Например, 
при группировке предариятмй по числу рабочих для крупных 
предприятий, имеющих тысячи рабочих, увеличение интервала 
группировки на 100 рабочих не имеет существенного значения, 
^Пасхавер И.С., Яблочник А.Л. Указ. соч., с. 122. 
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a для мелких предприятий такое увеличение имеет большое знаг-
чений. В подобных случаях следует свеста группировку к не^-
большом числу групп, а главное, четче выявить закономерно­
сти: явления. 
Однако можно привести примеры о том, что одно и то же 
качество в разных условиях измеряется разным количеством. 
Например, для современной швейной промышленности фабрики с 
числом рабочих более 2 тыс. человек промышленно-производст-
венного персонала (ШШ) относятся к числу наиболее крупных 
предприятий, а в металлургической промышленности к числу 
наиболее крупных относятся предприятия с численностью персо­
нала свыше 20 тыс. человек. В таких случаях для разных со­
вокупностей применяются разные интервалы по одному и тому же 
признаку, т.е. применяются специализированные интервалы. В 
частности, в современных статистических справочниках ЦСУ 
СССР' применяется такая группировка для совокупностей швейных 
и металлургических предприятий по численности ППП: 
Швейные фабрики Металлургические заводы 
100 и менее 
101 - 200 
201 - 300 
301 - 500 
501 - 1000 
ІООІ ~ 2000 
2001 - 3000 
3001 - и б0Л£ 
500 и менее 
501 - 5000 
5001 - ІОООО 
ІОООІ - 20000 
20001 - и более 
I тогда, когдёС варьи Неравные интервалы чаще применяются
рование осуществляется неравномерно и в очень широких преде­
лах. ^ _Нельзя, например, применить группировку магазинов по 
размеру товарооборота с равными Интервалами, если товарообо­
рот одних едва достигает 2 тыс. руб. в квартал,а других -
превышает 100 тыс. рублей. 
Группировка при помощи неравных интервалов (как и рав­
ных) должна обеспечить достаточное число ооъектов в каждой 
группе. Только тогда пратльно выявится характер распределе­
ния единиц совокупности. 
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3.5. Статистические ряды 
Статиатическими рядами называются ряды статистических 
данных (упорядоченных или неуиорядоченныхл полученных в хо­
де проведения статистического наблюдения. 
Предлагается следующая классификация статистических ря­
дов: 
1. Ряды динамики. \ 
1.1. Моментные ряды. 
1.2. Периодические ряды. 
2. Ряды распределения. 
2.1. Атрибутивные ряды распределения. 
2.1.1. Географические ряды. 
2.1.2. Другие атрибутивные ряды. 
2.2. Вариационные ряды (BP). 
2.2.1. Дискретные (простые) BP. 
2.2.2. Интервальные BP. 
2.2.2.1. Интервальные BP со строго опр ^-
деленными интервалами:. 
2.2.2.2. Интервальные BP о при.блиа!тель-
но определенными интервалами. 
Вопросы построения и анализа рядов динамики будут рас­
смотрены в теме "Ряды динамшси". 
Ряды распределения характеризуют распределение единиц 
совокупности на группы по какому-либо варьирующему признаку. 
Распределение можно произвести: 
а) по прізнакам, не имеющим количественной меры, т.е. 
по атрибутивным признакам; 
б) по количественному признаку. 
Распределенае по атрибутивным пі»гзнакам образует атри^ 
бутивные ряды распределетия. Отдельную группу из них состав­
ляют географические ряды, т.е. ряды, построенные по геогра­
фическому признаку (напр., распределение численносто' населе­
ния мира по континентам, по климатическим зонам, по расам и 
т.д.). 
в качестве примера других атрибутивных рядов распреде­
ления можно рассмотреть распределение населения союзной рес­
публики по полу^ на городское и сельское, по сферам: народного 
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i хозяйства, по уровню образования, по социальному пршсхожде-
і нию и т.д. 
Вариационным рядом (BP) называют распределение единиц 
совокупности; по количественному признаку. В BP различают два 
элемента: варианты и частоты (частности). Вариантами называ­
ются отдельные значения группировочного признака, которые он 
прінимает в BP. Числа, которые показывают, как часто встре­
чаются те или иные варіанты BP, называются частотами. Часто­
ты отдельных вариантов в долях единицы, в процентах, в про-
миллях к итогу называются частостями и нередко используют­
ся наравне с частотами. 
Дискретными называются BP, построенные по дискретному 
признаку, т.е. по признаку, который может принимать опреде­
ленные конечные значения, выражаемые, как правило, целыми 
числами (например, число детей в семье, число учеников в 
классе, тарифный разряд рабочего и т.д.). 
Интервальными называются BP, где значения варіантов да­
ны в виде интервалов. Интервалы получены в результате груп­
пировки исходных данных. Интервальные BP можно построить: 
а) по непрерывному признаку^ (возраст человека, урожай­
ность, заработная плата и т.д.); 
% б) по дискретному признаку, если дискретная ваімация 
, проявляется в широких пределах (например, численность рабо­
тающих на предприятиях). 
Одним из примеров интервального ряда со строго опреде­
ленными интервалами является BP, характеризущий распределе­
ние семей по количеству членов (интервалы 1-2, З-Ч, 5-6, 
7-8, 9 и больше). При таких BP каждое значение варианта от­
носится безоговорочно только к одному интервалу. 
В интервальных BP с приблизительно определенными интвр-
валами (например, распределение населения по возрастным 
группам - интервалы до 20, с 20 до с 40 до 60 и старше 
60 лет) значение непрерывного признака, выступающего как 
верхняя граница одного интервала и как, нижняя другого, можно 
отнести к двум интервалам. В таком случае необходимо уточ-
^ Непрерывный признак может принимать любые промежуточ­
ные значения в пределах от минимума до максимума* 
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нить, к какому іШФерваиіу относятся граничные значешю интерн 
валов. Обычно он» относятся к той г^утше, где эта величина 
выступает в ропс никней границы (в нашемі піяш«ре ¥)-лепной 
человек отнесен к третьей грутое, а не ко второй). 
При случае не закрытия первого иг последнего интервала 
BP порядка "до..."' и "больше.имеем дело с незаідштаоіш 
интервалами:. Они прішенявтся в таких случаях, когда в изуча­
емой совокупности относительно мало единит, отличающихся по 
значених от основного массива. 
Для определения разных статистических noKaaaTOjeft (сред­
няя, дисперсия и т.ді*)) необходимо преобразовать интервадішый 
BP' в дискретный (услсвно). Для этого: 
1) интервальный BP в незакрытыми интервалами преобразу­
ется в BP с закрытыми: интервалами. В случае равных интерва­
лов, если ничего подробного не известно о характере гранич­
ных интервалов, <жи принимаются с той же длиной, что и овг-
тальные; 
2) интервальный BP преобразуется в дискретный путем за­
мещения (замены) интервалов оредними арифметическими их іфд-
делсв. 
Для наглядноот вариационные ряды изображшт графичесжк 
пшощи пвлигона распределения (дискретные BP) » стюто-
граммы (интервальные ряды). 
По BP можно поотроита» еще следующие мды графиков: 
а) кумуляты (кривые сумм) накопленных частот; 
б) кдавые концентрации (кривые Лоренца). 
Прігедеи первоначальную обработку интервального BP с 
незакрытыми граничными интервалами и его графическое изобра­
жение . 
Имеются данные о стсжмости основных средств (в млн. 
руб.) у 50 предприятай: 
Стоимость основных 
средств (млн. руб.) Число заводов 
До 7 9 
7 - 9  16 
9 -II ДІ 
II -13 8 
более 13 6 
Всего 50 
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I. Преобразуем незакрытые граничные интервалы в закрытые 
X f 
5 ~ 7 9 
7 - о 16 
9 - II II 
II - 13 8 
13 - 15 6 
Всего 50 
Графически такой интервальный BP изображается гистограммой 
распределения^. 
Число X 
заводов ^ 
16 - • 
6 - , ^ 
4 I ; 
2 - 1  I  
Ш uU ^ X 
5 7 9 II 13 15 Стоимость основных 
средств (млн. руб.) 
Рис. 3.2, Гистограмма распределения заводов по стоимости ос­
новных средств. 
Представляет собой прямоугольники, построенные на оси 
X. Ширіна этих прямоугольников равна интервалу, а высота 
пропорциональна соответствующей частоте. 
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2, Преобразуем интервальный BP в дискретный, заменяя интер­
валы средними ари^етическими их пределов 
X f 
_ _ 
8 Іб 
10 II 
12 8 
б 
Всего 50 
Дискретный ЗР изображается с помощью полигона распределения 
Число 
заводов 
Стоимость 
ООНДОВ г 
ІТЬ основных 
(млн. руб.) 
Рис. 3.3. Полигон распределения заводов по стоимоота основ­
ных средств. 
В дискретных рядах распределение изображается как ряд 
перпендикулярных линий к соответствующим значениям вариан­
тов, при этом высота этих линий определяется частотой данно­
го вар^іанта. Если концы этах линий соединить прямыми, то по­
лучим полигон распределения. 
Следует отметить, что из гистограілмы легко получить по­
лигон распределения. Для этого необходимо соединить середины 
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j /иШ l^aofflaiukogu 
веросних сторон прямоугольников прямым» (ом. рис. 3.2„ лша-
ная линия). 
При увеличении числа наблюдений из одной и той же сово­
купности увеличивается число групп интервального ряда, что 
соответственно приводит к уменьшению величины интервала. Прі 
этом число сторон соответствующего полигона распределения 
будет растиі и ломаная линия будет иметь тенденцию к превра­
щению в плавную крівую, которую называют кривой распределе­
ния. Кривая распределения характеризует з обобщенном шде 
вариацию^ признака и закономерности распределения частот 
внутри однокачествен'-'ой совокупности^. Необходимо подчерк­
нуть, что кривая распределения характеризует теоретическое 
распределение, т.е. то распределение, которое получилось бы 
при полном погашении всех случайных причин, затемняющих ос-
2 
новную закономерность * 
і 3. Построим по заданному ряду кумуляту (кривую хзумм) накоп­
ленных частот W . Найдем кумулятивное (накопленное) число 
заводов путем последующего суммирования частот 
X f Ы 
6 9 9 
8 16 25 
10 II 36 
12 8 чч 
14 6 50 
Всего 
50 
^ Рябушкин Г.В. и др. Указ. соч., с. 98. 
^ Там же, с, 113. 
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Число 
заводов 
40 • 
8 10 12 14 
Ст(яімооть основных 
фондов (млн. руб.) 
Рис. 3.4. Кумулята распределения заводов по стсимосги оонов-
ных фондов. 
Дяя получения кумулята накопленные частоты нанооятоя 
на график в виде перпендикуляров к оси х в точках, отмвчаг 
ющих полусуммы интервалов. Длина перпендикуляров равна оумие 
накопленных частот в данном интервале, перпендикуляры затем 
соединяем прямыми, в результате чего получаем кумухяту. 
С помощью кумулятивных кривых можно графически изобрел 
зить процесс концентрации. Для этого отроятся кривыэ к(ж-
центрации (Лоренца). 
Рсюсмотрим его построение на конкретаон примере^. 
Имеется следующее распределение городов по числу жите­
лей и населения в этих городах в СССР в 1970 г. (гр. I, 
2. 3): 
^ Громыко Г.Л. Общая теощя статастики. Ммодически 
указания для студентов-заочников государственных университе­
тов. - М.: йзд-во Моск. ун-та, 1976, с. ІІ-І2. 
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Города о числом Число Числен- Кумулятивные итоги 
«.телея f П?огу ? городов І наоеле-
? к итогу 
I 2 3 4 5 
менее 3 тыс. 4,2 0,2 4,2 0,2 
от 3 до 5 " ^.6 0,3 8,8 0,5 
5 до 10 " 13,1 1.7 21,9 2.2 
10 до- 20 " 28,3 6,8 50,2 9,0 
20 до 50 " 28,7 14.8 78,9 23,8 
50 до 100 " 9,7 10,3 88,6 34,1 
100 до 500 " 9,7 33,8 98,3 67,9 
500 и более " 1.7 32,1 100,0 100,0 
Итого 
100,0 100,0 - -
В 4 И 5 графах таблицы рассчитаны кумулятивные итоги 
процентов городов и населения в них. 
Чтобы графически показать неравномерность распределения 
населения по отдельным группам городов, строим квадрат ІООх 
ІСХ) и на оси абсцисс откладываем значения'кумулятивных ито­
гов процента городов, а на оси ординат - значения кумуля­
тивных итогов процента численности населения в них. По точ­
кам пересечения перпендикуляров вычерчиваем кривую, которая 
и носит название кривой Лоренца (см. рис. 3.5.). 
Если бы каждому проценту накопленных (кумулятивных) 
частостей городов соответствовал такой же процент населения 
в них, то все точки расположились бы на диагонали квадрата, 
и это означало бы равномерное распределение населения по вы­
деленным группам городов. Естественно, что чем больше факти­
ческое распределение двух показателей отклонено от равномер­
ного, тем больше кривая Лоренца будет удалена от диагонали. 
Следовательно, чем больше это удаление (вогнутость), тем вы­
ше концентрация изучаемого показателя (в нашем примере насе­
ления) в определенных группах единиц (в нашем примере в 
крупных городах). 
Несколько кіжівых Лоренца, построенных на одном квадра­
те, позволяют сравнить уровень концентрации изучаемого пока-
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Рис. 3,5. Кривая Лоренца. 
зателя в ,разное'время или до разным ос5ъектам. 
Если вариационный ряд имеет группы с неравными интерва­
лами, то частоты в отдельных интервалах непосредственно н 
сопоставимы, т.к. зависят от ширины интервала. Для того что­
бы частоты можно было сравнивать, исчисляют плотность рас­
пределения» Плотность распределения - это число единиц сово­
купности (частота), рассчитанная на единицу ширіны интерва­
ла. 
Рассмотрим следующий пример^; 
Т 
Ряузов Л.Н. Указ. соч., с. 105-106. 
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Таблица 
Распределение городских магазинов по размеру товарооборота 
І^уппы магазинов Ширина ин- Число мага- Плотность рас-
по размеру това­
рооборота, тыс.ру^. 
тервала 
тыс, руб. 
зинов, ед. 
(частоты) пределения, ед. 
до 2 I 571 571 
2 - 4  2 699 349,5 
4 - 8  4 1060 265 
8 - 1 6  8 1619 202,4 
16-32 16 1457 91.1 
32 - 64 32 997 31,2 
64 -124 64 510 8 
128 и выше 128 309 2,4 
Итого 
- 7222 -
В данном случае дана группировка магазінов с неравными 
интервалами. Эта группировка, как видим, хорошо выявляет ха­
рактер распределения. Однако неравные интервалы не позволяют 
сравнивать частоты в разных интервалах. В самом деле, в пер­
вой группе 571 магазин падает на интервал в I тыс.руб. (при­
мем, что нижняя граница первого интервала равна I тыс.руб., 
а верхняя последнего - 256 тыс,руб.), а в четвертой группе 
1^19 магазинов падает на интервал в 8 тыс.руб. Число магази­
нов в четвертой группе больше, а плотность (в расчете на ши­
рину интервала в I тыс. руб.) будет равна 202,4 магазина 
(1619:8), т,е, значительно меньше. 
56 
4. УЧЕБНАЯ ЖІЕРАТУРА 
!• Грсжыко ГЛ. Статистика, - М.: Из^во Моск. ун-та, І98І. 
- 406 с. 
2. Громыко Г.Л. Общая теория статистики: Методаческие уии 
зания для студентов-заочников государственных универси­
тетов. - М.; Изд-во Моск. ун-та, 1976. - б с. 
3.  Долгушевский $.Г., Козлов B.C., Полунин П.И., Эріих A.M. 
Общая теория статистики. - М.: Статистика, 1975. 
4. Шільдишев Г.С., Овсиенко В.Е., Рабинович П.М., Рябушсин 
Т.В. Общая теория статистики. - М.: Статистика, 1980. 
5. Мересте У. Общая теория статистики.- Таллин: Валгуо,1975. 
- 495 с. На эст. яз. 
6. Общая теория стаімстики. - М.: Финансы и статяошха, 
І98І. - 278 о. 
7. Общая теория статистики. - М.: Иэдгво Моск.  ун-та, Ю77. 
8. Общая теория статистики: Методический материал и задачи 
контрольных работ дяя студентов-заочников II курса эко­
номических специальностей/Сост. К. Мейесаар, С. Арон. -
Тарту: ТГУ, 1983. - 122 с. Сна эст. яз.), 
9. Пасхавер И.С., Яблочник А.Л. Общая теория статистики, -
М.: Финансы и статистика, 1983. - 431 с, 
10, Практикум по общей теории статистики/Под ред, Н,Н, Ряу-
зова, - М,: Статистика, 1973, 
IJ, Практикум по общей теории статистаки/Под ред» Н.Н, Ряу-
зова. - М.: Финансы и статистика, І98І; 
12, Рябушкин Г,В«, Ефимова М.Р., Ипатова И.М., Яковлева НЛ. 
Общая теория статистики. - М.: Финансы и статистика, 
І98І. - 278 с. 
13. Ряузов Н.Н. Общая теория статистики. 2-  изд. - М«: Стви-
тистика, І97І. 
14. Ряузов Н.Н. Общая теория ртатистики. 3-  изд. - М.: Ста­
тистика, 1979. - 344 с, 
15, Суслов И,П« Общая теория статистки, 2-  изд., Repepad, 
и доп. - М.: Статистика, 1978, 
57 
ОГЛАВЛЕНИЕ 
Предисловие 3 
1, Предмет и метод статистики 4 
2, Статистическое наблюдение 9 
2.1, Класси(^икация статистических совокупностей 10 
2.2, Классификация статистических признаков II 
2.3, Основные типы и вида наблюдения 14 
2.4, Основные требования к проведению наблюдения 22 
2.5, План наблюдения 23 
2.6, Цель наблюдения ,,,,, 24 
2.7, Объект наблюдения ,.... 25 
2.8, Единица совокуіщости и единица наблюдения ,..,,, 26 
2.9, Программа наблюдения 27 
2.10,Время и место наблюдения 29 
2,II,Ошибки наблюдения 31 
3, Сводка и группировка статистических материалов. Ста­
тистические ряды 34 
3.1. Статистическая сводка 34 
3.2. Статистические группировки 37 
3.3. Классификация 42 
3.4. Основные правила образования групп по количест­
венным признакам '43 
3.5. Статистические ряды 47 
4, Учебная литература 57 
К рс» MeSecaap. 
СТІтаСТЯЧЕСКОЕ НАБЮДВНИЕ. 
Своша I группярока стапстячвскхх катормлов. 
Учебное пособіе дхя студентов эковотческіх спецвальностеі. 
На русском язшсе. 
Тартуский государственный тняверснтет. 
ЭССР, 202400, г.Тарту, ул.мнкоои, 18. 
Ответственннн редактор Я. Вайну. 
Корректор И. Пауска. 
ИВ^Шб" к печати 4.01.1985. 
Формат 60г84Д6. 
Бумага пксчая. 
НанвЕОпнсь. Ротапринт. 
УсховЕо-п чатных шстов 3,49. 
Уч тво-игдательскях лстоі 3,16. Печатных хістов 3,75. 
Тирах 500. 
Заказ И! 1257. 
Цена 10 коп. 
Типография ТГУ, SCXJP, 202400, г.Іарту, уя.Пядсона, 14. 

