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Abstract 
 
  Despite the myriad of tasks that are managed on a daily basis, humans show 
striking limitations in their capacity to process multiple cognitive operations concurrently. 
The observation that performance suffers as a consequence of completing two tasks 
together, relative to in isolation, is arguably one of the most central in psychology and 
neuroscience. These multitasking performance decrements are observable even under 
conditions where tasks do not overlap in terms of sensory-input and response-output 
modalities - motivating the proposal that the human brain contains an amodal, central 
“bottleneck” of information processing. Although such costs are pervasive, they fortunately 
are not immutable. Training can overcome multitasking limitations. Given the pervasive 
nature of these impairments, understanding the behavioural and system-level neural 
mechanisms that give rise to reduced multitasking costs following training holds the 
potential to confer transferable performance benefits. The experiments in this thesis 
investigate the behavioral and neural consequences of training attentional processes 
involved in multitasking, in terms of the degree to which training benefits transfer to new 
tasks and information processing stages, and the neural mechanisms that underpin 
training induced performance improvements.  
 Study 1 investigated whether training that is known to benefit multitasking 
performance at the level of response-selection (as measured by the psychological 
refractory period paradigm, PRP) can transfer to benefit performance on other tasks: Both 
new response-selection tasks, and those that tap sensory-encoding limitations (as 
measured by the attentional blink, AB), which have also been attributed to the central 
bottleneck. Over two experiments, performance on a PRP paradigm (Experiment 1) and 
upon AB paradigms (differing across stimulus- and task-demands, Experiments 1 and 2) 
was examined after participants completed a relevant training regimen (task 1 sensory-
motor (S-R) mappings for the PRP and AB), an irrelevant training regimen (comparable 
sensorimotor training, not related to task 1), a visual-search training regimen (Experiment 
2 only) or after allocation to a no-train control group. Training that was effective for 
reducing response-selection interference transferred to reduce interference in sensory-
encoding, but did not transfer to benefit performance for new stimulus-response (S-R) 
mappings. In contrast, training transferred to benefit sensory-encoding of untrained stimuli, 
suggesting that training has dissociable consequences for sensory-encoding and 
response-selection.  
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 As training benefits for a task tapping sensory-encoding transfers to new S-R 
mappings, whereas benefits for response-selection remain specific to the trained 
mappings, training may have dissociable influences on the neural events corresponding to 
these processing stages. Study 2 used EEG to investigate this hypothesis. In a pre-
training baseline session, participants completed two 4-alternative choice (4ac) response 
time (RT) tasks, presented both as a single-task and as part of a dual-task (with another 
task). The training group completed a further 3000 training trials upon one of the 4ac 
tasks. Hence one task became trained, while the other remained untrained. At test, a 
negative going component that is sensitive to sensory-encoding demands (N2) showed 
increased amplitudes and reduced latencies for trained and untrained mappings relative to 
a no-train control group. In contrast, both multitasking costs and the onset of the stimulus-
locked lateralized readiness potential (s-LRP), a component that reflects the activation of 
motor plans, was reduced only for tasks that employed trained S-R mappings, relative to 
untrained S-R mappings and controls. Collectively, these results show that training 
benefits are dissociable for the brain events that reflect distinct information processing 
stages.  
 Currently, the systems-level neural mechanisms that give rise to training benefits 
are unknown, with no work having examined the antecedents of individual differences in 
multitasking training outcomes with appropriate active-controls and sensitive analysis 
techniques. Study 3 addressed this issue with a large-scale functional-magnetic-
resonance-imaging (fMRI) study. One hundred participants completed a multitasking 
paradigm in baseline and test sessions while being scanned. Intervening these sessions, 
50 participants completed a multitasking training regimen, while the remaining 50 
completed an attentional-training active-control regimen. Blood-oxygen-level-dependent 
Activity (BOLD) activity in frontal, parietal and subcortical regions tracked multitasking 
costs and training induced improvements. Of primary interest, a multivariate analysis 
showed that increased task-specific representation in these areas predicted multitasking-
training gains. The results demonstrate that training overcomes multitasking costs by 
functionally segregating task-specific networks within task-relevant areas.   
 The work presented in this thesis provides insights regarding the cognitive and 
neural mechanisms that enable the brain to improve performance to solve the multitasking 
problem. Furthermore, these findings have implications for cognitive training regimens that 
aim to achieve transferable training benefits, and for theoretical understanding of the 
central limitation in human information processing.  
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“ANY MAN WHO CAN DRIVE SAFELY WHILE KISSING A PRETTY GIRL IS SIMPLY NOT GIVING THE KISS  
THE ATTENTION IT DESERVES” 
Albert Einstein 
 
The observation that humans’ information processing systems are capacity limited 
is central to cognitive psychology and neuroscience. Performance limitations are evident 
across a variety of information processing levels, from the selective analysis of visual 
inputs (Desimone & Duncan, 2003; Raymond, Shapiro, & Arnell, 1992; Wolfe, 1998), to 
the number of items that can be held in mind (Miller, 1956), and to the selection of action 
outputs (Telford, 1931; Welford, 1952). Understanding how different tasks interact to 
produce performance decrements is crucial for understanding the architecture that 
governs our mental operations (Pashler, 1999), and for providing insights into exactly what 
mental feats we are capable of. The finding that performance decrements occur when 
individuals perform two tasks at once, relative to in isolation, is arguably the most central 
finding in cognitive psychology (Telford, 1931). Specifically, as the temporal interval 
between two sensorimotor tasks decreases, response time (RT) costs to the second task 
increase (see Pashler, 1994a, for a review). Therefore we appear to be limited in the 
number of decisions, or response-selections, that we can make at any given time. These 
performance decrements are observable even when tasks do not overlap in terms of 
sensory-input/response-output modalities - motivating the proposal that our cognitive 
architecture contains an amodal, central limitation in information processing (Pashler, 
1994a). 
 
“THAT WHICH WE PERSIST IN DOING BECOMES EASIER, NOT THAT THE TASK ITSELF HAS BECOME 
EASIER, BUT THAT OUR ABILITY TO PERFORM IT HAS IMPROVED” 
Ralph Waldo Emerson 
 
For as long as we have systematically investigated the brain and its operations, we 
have questioned how learning influences cognitive function, and the degree to which such 
learning can transfer to new tasks (Ellis, 1965; Thorndike & Woodworth, 1901a, 1901b, 
1901c). Understanding when and how learning transfer occurs holds the potential to reveal 
which common component cognitive operations underpin task performance generally, and 
can offer insights regarding the mechanisms that maximize the benefits of learning. 
Furthermore, the potential benefit of learning/training cognitive operations has recently 
received intense interest in the scientific literature, the media and general public. Indeed, 
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brain training has been proposed as a potential tool for improving intelligence (Jaeggi, 
Buschkuehl, Jonides, & Perrig, 2008), school attainment (Diamond & Lee, 2011), aging 
outcomes (Rabipour & Raz, 2012), and psychiatric and neurological symptoms (McGurk, 
Twamley, Sitzer, McHugo, & Mueser, 2007). We know that the brain and its cognitive  
functions are flexible to some degree, in that training causes changes to both. 
Furthermore, training modifies function to remediate limitations at many levels of 
information processing. This includes the enhanced and more sensitive processing of 
perceptual inputs via perceptual learning (Byers & Serences, 2012; Gibson, 1969; 
Goldstone, 1998; Seitz & Watanabe, 2005; Watanabe, Nanez, & Sasaki, 2001), increased 
capacity of high-level cognitive operations, such as the number of items that can be held in 
working memory (Jaeggi et al., 2008; Owen et al., 2010), and the execution of actions 
(Censor, Sagi, & Cohen, 2012; Doyon & Ungerleider, 2002; Ungerleider, Doyon, & Karni, 
2002). 
This thesis examines multitasking as a model of a central limitation in human 
information processing. I investigate costs that are incurred as a consequence of 
completing two tasks (dual-tasks) at once, or in close succession, relative to when these 
tasks are completed alone (single-tasks) or further apart in time. Furthermore, I apply 
cognitive training regimens to investigate the behaviour and brain changes that occur as a 
consequence of training the attentional processes that underlie dual-task behaviours. 
Cognitive training in this case involves practicing the task over days or weeks until 
performance is at, or near to, asymptote level. The use of a combination of behavioural 
and neuroimaging techniques allows an examination of how training changes both 
information processing capacity and the underlying functional brain architecture. 
Specifically, I investigate the degree to which sensorimotor training can transfer to distinct 
information processing stages, and the subsequent neural consequences. In addition, I 
utilize inherent individual variation in brain activity and behaviour measures to advance our 
conceptual understanding of how training changes the brain to improve performance. In 
doing so, I shed light on the function of the central “bottleneck”, in terms of the relationship 
between different information processing stages that tap it, and in terms of the training 
induced functional reorganization of the brain that allows individuals to overcome 
processing limitations. In short, this thesis provides insights into the cognitive architecture 
of the brain, its limitations, and its potential. 
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I. Central limitations of information processing – training and transfer  
Dual-task limitations are pervasive throughout human information processing, thus, 
remediation of these limitations may confer wide-ranging performance benefits. To 
understand the influence that training may have on dual-task behaviours, it is important to 
first consider the nature of the underlying mechanisms that could be trained. For example, 
if the mechanisms that give rise to dual-task limitations are a rigid feature of the cognitive 
architecture; then training may be of little benefit to performance. In contrast, if the 
mechanisms that give rise to dual-task limitations show flexibility in their function; then they 
may show sensitivity to training interventions.  
Why performance suffers when two tasks are presented close together in time, 
relative to further apart (i.e. the psychological refractory period (PRP) effect, Telford, 
1931), has motivated over half a century of scientific debate (Lien & Proctor, 2002; 
Pashler, 1994a; Smith, 1967; Welford, 1952). At the foundation of all the theoretical 
models of the PRP effect is the assumption that sensorimotor processing can be parsed 
into separable stages (Sternberg, 1969); for example, a perceptual stage, where sensory 
inputs are analyzed to identify the stimulus, a central stage where stimulus-response 
translations are performed, and a response-execution stage, where motor plans are 
executed. Disagreement exists between models regarding how processing stages 
influence one another to cause the PRP effect. 
The central bottleneck account (Pashler, 1994a; Welford, 1952, 1967) is perhaps 
the most parsimonious theoretical model that has been put forward to explain the PRP. 
This theory posits that perceptual and response-execution stages proceed in parallel with 
other operations, whereas central-processing stages operate in a strictly serial manner: 
when two sensorimotor tasks are presented within a short temporal interval (e.g. 300 ms), 
task 2 central stages are delayed until task 1 central stages are complete. This simple 
model generates four key predictions. 1) Any manipulation that increases the duration of 
task 1 processing operations occurring prior to, or at the bottleneck, will increase both task 
1 RT (RT1) and task 2 RT (RT2) by the same quantity; 2) If a manipulation lengthens the 
duration of task 1 stages that occur after the bottleneck, increases should only occur for 
RT1, as RT2 does not wait for access to these resources; 3) As central processing for task 
2 is delayed, any lengthening of task 2 processing stages occurring prior to the bottleneck 
will be absorbed into this waiting period of cognitive slack, resulting in an attenuated 
influence on RT2 at shorter, relative to longer, stimulus-onset-asynchronies (SOAs). 
Testing whether task 2 manipulations can be absorbed into the existing RT delay is 
  
20 
referred to as using ‘locus of slack’ logic. 4) Lastly, a manipulation of the duration of task 2 
stages that occur subsequent to the bottleneck will only influence RT2.  
Applying this logic to a review of the empirical data, Pashler (1994a) proposed a 
structural, serial bottleneck limiting the translation of stimulus representations into arbitrary 
responses (response-selection bottleneck model, RSB). This theory has three key 
aspects; that the RSB is a serial information processor, it is a structural feature of the 
cognitive architecture, and that the bottleneck is specific to response-selection. This 
theoretical model suggests that the mechanisms that give rise to dual-task limitations may 
constitute an inflexible structure of the cognitive architecture, given its singular information 
processing style, structural nature and specificity. Taken together, this might imply that 
training central limitations may be relatively ineffective for improving human information 
processing (Davis, 1956, 1957; Hick, 1948; Karlin & Kestenbaum, 1968; Van Selst & 
Jolicœur, 1997). However, since the formulation of this model, subsequent debate has 
challenged the legitimacy of these three key claims. 
 
Is the central bottleneck serial in nature?  
The key prediction of the RSB model is that response-selection is strictly serial 
(Pashler, 1994a). Support for this hypothesis stems from observations that the interval 
between between the response times for the two tasks (RT1 and RT2) remains 
approximate to the time required to engage response-selection mechanisms for RT2, even 
when task instructions encourage capacity sharing between tasks (Pashler, 1994b; 
Ruthruff, Pashler, & Hazeltine, 2003). This suggests that even when parallel processing is 
the optimal strategy, humans still show evidence for serial execution of response-selection 
stages. If the bottleneck is serial in nature, then task 2 response-selection should only 
begin once task 1 response-selection is complete. However, manipulations that increase 
task 2 response-selection demands also lengthen RT1 at short SOAs (Tombu & Jolicœur, 
2003; 2005), suggesting that task 2 response-selection can influence task 1 response-
selection; challenging the claim that response-selection is executed serially. To account 
for this observation, it has been argued that processing capacity is shared between tasks 
(Navon & Miller, 2002; Navon & Gopher, 1979; Tombu & Jolicœur, 2002; 2003; 2005). For 
example, resource models (Navon & Miller, 2002; Navon & Gopher, 1979) assume that 
multiple limited resources underpin task performance, and that tasks interfere with one 
another according to the degree of common demand for underlying resources. According 
to these models, resource allocation is flexible. Furthermore, parallel processing is 
possible, if resources are allocated equally between tasks, and the tasks do not demand 
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more resources than are available within the system. Therefore the PRP effect results 
from uneven allocation of resources between tasks.  
In contrast, the central capacity sharing model (CCS, Tombu & Jolicœur, 2003) 
proposes that some information processing stages, such as perception and response-
execution, are not capacity limited. In contrast, the central translation of sensory inputs 
into a response-code uses a resource that is capacity limited, and that can be flexibly 
allocated between the two tasks. However, given the limited nature of the central 
processor, this model assumes that capacity sharing between tasks results in performance 
decrements for both tasks. Therefore the classic PRP effect results from situations where 
limited central processing mechanisms are fully devoted to task 1 response-selection prior 
to task 2 processing. When task 2 response-selection demands are high, central capacity 
limited resources are diverted from task 1 computations to support task 2 response-
selection demands, thereby causing increases to RT1 at short SOAs. However, the model 
does not specify the mechanism that determines how capacity limited resources are 
shared between the two tasks. 
Perhaps the most compelling evidence against the serial nature of the response-
selection bottleneck stems from the observation that inter-task response compatibility 
influences RT1. For example, if participants are required to make a left button press to 
RT1, they are faster if the task 2 vocal response is “left” relative to “right” (Hommel, 1998). 
This ‘backwards-crosstalk’ effect suggests that task 2 response-selection operations begin 
prior to the completion of task 1 response-selection, and can therefore influence this stage 
for task 1. Backwards-crosstalk has been observed when response-congruency is 
manipulated via semantic category (Fischer, Miller, & Schubert, 2007; Logan & Schulkind, 
2000; Thomson, Watter, & Finkelshtein, 2010), episodic memory (Logan & Delheimer, 
2001), mental rotation operations (Pannebakker, Band, & Ridderinkhof, 2009), and 
response outputs (Miller, 2006; Miller & Alderton, 2006; Watter & Logan, 2006). Further to 
this, event-related potential (ERP) evidence has pinpointed the locus of backwards 
crosstalk effects to occurring between stimulus onset and the activation of task 1 motor 
plans (Coles, 1989; Ko & Miller, 2013), suggesting that crosstalk occurs during task 1 
response-selection. Evidence that backward-crosstalk effects are reduced when task 1 
consists of a sufficiently high load of stimulus-response (S-R) mappings (Ellenbogen & 
Meiran, 2008), but not when a separate working memory task is performed (Hommel & 
Eglau, 2002), suggests that backwards crosstalk may occur when there is sufficient 
availability to allocate response-selection resources between both tasks.  
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It has also been demonstrated that sensory evidence presented during task 1 
response-selection contributes to task 2 decisions, albeit it to a diminished degree, relative 
to when it is presented outside the duration of task 1 response-selection (Thomson & 
Watter, 2013; Zylberberg, Ouellette, Sigman, & Roelfsema, 2012). This observation is 
difficult to reconcile with a serial response-selection processor, and in contrast, suggests 
that decisions for both tasks can be generated in parallel to some degree. Parallel 
response-selection is also assumed to be evident when experimental data do not conform 
to the main predictions generated by the RSB model, as the RSB model’s predictions 
reflect what should be observable when a serial response-selection bottleneck is present. 
As such, violations of the RSB model’s predictions implicate a non-serial response-
selection strategy. For example, it has been demonstrated that manipulations of task 2 
response-selection difficulty can be absorbed into cognitive slack (Schumacher et al., 
1999), and that decreasing cognitive control demands prevents task 1 response-selection 
difficulty manipulations carrying over to RT2 (Luria & Meiran, 2005), suggesting that task 2 
response-selection has begun while task 1 response-selection is engaged.  
Application of this logic has also implied parallel response-selections can occur for 
spatially congruent stimuli (Franz, Sebastian, Hust, & Norris, 2008; Lien, Proctor, & Allen, 
2002; Lien, Proctor, & Ruthruff, 2003; Lien, McCann, Ruthruff, & Proctor, 2005; Lien & 
Proctor, 2000), familiar faces (Jung, Ruthruff, & Gaspelin, 2013), response conflicts 
(Magen & Cohen, 2010), and some category judgements (Fischer et al., 2007; Fischer & 
Schubert, 2008; Oriet, Tombu, & Jolicœur, 2005). Although an unchallenged 
demonstration of purely parallel response-selection remains to be made (see the 
discussion of relevant training studies below), i.e. where both tasks are performed 
concurrently without performance costs, these findings indicate that some task 2 
response-selection processes can be initiated while task 1 response-selection stages are 
underway. This yields support for models that posit some degree of capacity sharing 
between the two tasks (Tombu & Jolicœur, 2003), rather than a strictly serial RSB 
(Pashler, 1994a). Taken together, these findings indicate that response-selection 
processes have the capacity to engage in a degree of parallel processing for two tasks, 
suggesting that the underlying mechanisms may be more flexible in terms of information 
processing strategy than the RSB model implies. Therefore, this offers one piece of 
evidence that response-selection processes may be amenable to training.  
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Is the central bottleneck structural? 
Whether the central bottleneck is a structural feature of the human cognitive 
architecture carries implications regarding the degree to which training can modify dual-
task performance. For example, it may be that the central bottleneck is both structural and 
immutable, or it may constitute a structural feature that is modifiable, i.e. it may remain a 
feature of the system, but its function may be changed. Alternatively, if response-selection 
costs are due to information processing strategy, then training may be able to induce a 
strategic shift that removes multitasking costs entirely.  
In order to account for the previously discussed observations of non-serial 
response-selection, several models have proposed that dual-task slowing can be 
accounted for by a cognitive architecture that optionally invokes a bottleneck. These 
theories assume that the brain has the capacity to engage in parallel processing, and that 
response slowing occurs as a consequence of the voluntary invocation of a serial 
processing strategy. The executive-process interactive control (EPIC) framework (Meyer & 
Kieras, 1997a, 1997b; Meyer et al., 1995) proposes that cognitive operations can be 
conducted simultaneously, and that limitations only occur at peripheral levels of the 
system. For example, it is not possible to use the same pair of eyes to concurrently read a 
newspaper and watch the road while driving. As a result, task operations are adaptively 
scheduled to alleviate sensorimotor delays, thereby causing the task 2 delays evident in 
the PRP. Similarly, the executive control of visual attention (ECTVA) theory (Logan & 
Gordon, 2001) assumes that successive perceptual categorizations and random walk 
decision processes are run to complete both tasks. More specifically, incoming perceptual 
evidence accumulates until a match between sensory inputs and mental representations 
of the possible targets is made. Accumulating sensory evidence sends cascading signals 
to a decisional stage, where evidence accumulates in a random walk fashion towards the 
appropriate motor response. These processes can proceed in parallel, however the 
system opts for a serial strategy to minimize crosstalk and confusion between the two 
tasks. The optimal processing account assumes that both parallel and serial processing 
strategies can be invoked, on the basis of whichever strategy is most efficient for the task 
conditions (Fernández, Leonhard, Rolke, & Ulrich, 2011; Leonhard, Fernandez, Ulrich, & 
Miller, 2011; Miller, Ulrich, & Rolke, 2009). As these accounts assume that multitasking 
costs are a consequence of strategy and predict that training should be able to remediate 
cognitive limitations by invoking a strategy that allows parallel processing of tasks. 
Observations that dual-task interference remains even when tasks are structured to 
reward parallel processing (Han & Marois, 2013; Levy & Pashler, 2001; Ruthruff, 
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Johnston, & Remington, 2009; Ruthruff, Pashler, & Klaassen, 2001), and when S-R 
translations are highly compatible (Lien et al., 2002; Lien et al., 2003; Lien et al., 2005; 
Lien & Proctor, 2002; Shin, Cho, Lien, & Proctor, 2007) are difficult to reconcile with the 
notion of a purely strategic bottleneck. Furthermore, instructions to process dual-tasks in 
parallel has been shown to be detrimental to performance (Lehle & Hübner, 2009), and 
has been associated with physical indices of increased mental effort (Lehle, Steinhauser, 
& Hübner, 2009), suggesting that purely parallel response-selection is challenging for the 
brain’s information processing architecture.  
Therefore, the evidence suggests that although a degree of parallel processing is 
possible at the response-selection stage, a bottleneck that invokes some serial activity is, 
at least, a stubborn feature of the architecture. In order to accommodate this observation, 
some models have posed a system that engages in modular parallel processing, that is 
delayed by an intrinsic feature of the system. The Adaptive Control of Thought – 
Rationale/Perceptual-Motor model (ACT-R/PM, Byrne & Anderson, 2001) posits that 
although task processing modules can operate in parallel to one another, a serial 
production rule system causes delays in the dual-task context. Similarly, the threaded 
cognition model (Salvucci & Taatgen, 2008) assumes that cognition is comprised of a 
central procedural resource that directs information flow between peripheral processing 
modules in order to achieve behavioural goals. Modules can proceed in parallel, as they 
are fully independent from one another. Dual-task interference occurs either when two 
tasks require access to the same peripheral resource, or when multiple tasks require 
procedural action from the central processor. A queuing network architecture has also 
been proposed (Wu & Liu, 2008), where networks of information processing hubs compute 
perceptual, cognitive, and motor functions. If hubs are available, task processing proceeds 
without delay, otherwise, to-be-processed information waits for network availability. 
According to these models, dual-task limitations are the consequence of delays in 
information processing systems that show inherent flexibility, and as such, suggest that 
training may benefit response-selection limitations. For example, training efficient 
scheduling of production rules (ACT-R/PM), availability of peripheral resources of a central 
processor (threaded cognition model), or information processing hubs (queuing network) 
could reduce multitasking limitations. 
Broadly speaking, the models that have been forwarded to account for the PRP 
effect can largely be divided into two categories; those that pose a central executive 
system that monitors information flow and divides resources between the two tasks, and 
those that do not. Of those that do pose a central executive, the EPIC and ECTVA models 
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suggest that bottlenecks are strategic, and as such, struggle to account for the absence of 
observations of pure parallel processing. Although it should be noted that absence of 
evidence does not constitute evidence of absence. The models which propose that a 
structural and serial procedural system manages parallel information processing across 
independent modules (ACT-R/PM, threaded cognition) can account for demonstrations of 
partially parallel response-selection and backwards crosstalk effects. Of the models that 
do not invoke a central executive, only the CSS model can account for these findings, 
whereas both the RSB and network queuing models fail to predict backwards crosstalk, 
and the RSB model is unable to account for observations of partially parallel response-
selection. Regardless of whether the central “bottleneck” is absolutely structural or 
strategic, evidence for partially parallel response-selection and backwards crosstalk 
implies that the RSB is not as inflexible as the initial predictions of the model would 
suggest. This furthers the case that response-selection mechanisms be a fruitful target for 
the application of cognitive training.  
 
Are dual-task limitations due to a unitary response-selection mechanism? 
 The prediction that dual-task limitations reflect a unitary response-selection 
mechanism carries two implications for transfer of training benefits at this stage of 
information processing. Firstly, if the underlying mechanism is unitary, then training may 
be highly beneficial, as training should tap a single entity that underlies a wide variety of 
observed dual-task limitations. However, if the mechanism remains specific to response-
selection, then performance benefits are unlikely to transfer beyond this stage of 
processing. Secondly, if other information processing mechanisms can be attributed to the 
central limitation, then training benefits may also show transfer to these operations.   
The claim that dual-task limitations are due to a unitary response-selection 
mechanism has received much attention. Neuroimaging investigations have yielded 
support for this claim by identifying neural substrates that are sensitive to response-
selection manipulations, whereas the search for neural substrates of the central-executive 
have identified other potential sources of dual-task slowing. The proposed amodal nature 
of the bottleneck has also been tested, as have the range of cognitive functions that can 
be associated with the central bottleneck that causes slowing in the PRP. These are 
discussed in turn below.  
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 Neural substrates of the central executive and response-selection interference  
 Not coincidentally, just as the theories described above can be divided into those 
that do or do not advocate for the role of a central executive in multitasking costs, studies 
investigating the neural underpinnings of the PRP have stemmed from two conceptually 
similar positions. There are those studies that have attempted to isolate the neural 
underpinnings of the central executive, and those that search for the neural locus of a 
limited response-selection mechanism. Evidence for a central executive would provide 
support for the hypothesis that limitations are not response-selection specific, as the 
central executive is assumed to fulfill a range of functions, such as task coordination and 
goal maintenance (Logan & Gordon, 2001; Salvucci & Taatgen, 2008), whereas evidence 
for a neural substrate of response-selection specific interference would provide support for 
both the RSB model (Pashler, 1994a) and theories that propose capacity-sharing between 
response-selection stages (Navon & Miller, 2002; Tombu & Jolicœur, 2003).  
Theories positing a role for a central-executive that co-ordinates dual-task 
performance (e.g. EPIC, ECTVA, ACT-R/PM, threaded cognition) predict that an extra 
neural mechanism (i.e. the central executive) should be active in dual-task conditions over 
and above that which can be accounted for by single-task conditions (Szameitat, 
Schubert, & Müller, 2011). The approach typically taken in studies looking for the neural 
substrate of a central-executive is to find brain regions that show greater activity than is 
observed by the summed activity elicited by component tasks. Furthermore, the above 
theories predict that brain activity should also be sensitive to increased demands for 
functions attributed to the central executive, such as task coordination (De Jong, 1995; 
Leonhard, 2011; Luria & Meiran, 2005; Sigman & Dehaene, 2006; Vachon & Jolicœur, 
2012). Therefore parametric manipulations of task coordination demands should result in 
activity increases in the central executive over and above that elicited by the dual-task. 
 Investigations comparing dual-task brain activity to summed single-task activity 
have implicated a network spanning the lateral prefrontal cortex (LPFC, Collette, Olivier, 
Van der Linden, Laureys, & Delfiore, 2005; Schubert & Szameitat, 2003; Szameitat, 
Schubert, Muller, & von Cramon, 2002), middle frontal gyrus (MFG, Szameitat et al., 
2002), anterior cingulate cortex (Dreher & Grafman, 2003), parietal cortex (Collette et al., 
2005; Schubert & Szameitat, 2003; Szameitat et al., 2002), and subcortical regions 
(Collette et al., 2005). However, once task-preparation processes have been controlled 
for, regions showing greater activation in dual-task relative to single-task conditions 
broadly overlap with the regions elicited by the single tasks alone (Erickson et al., 2005). 
At least two investigations have failed to find brain regions that show specific dual-task 
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activation (Dux, Ivanoff, Asplund, & Marois, 2006; Jiang, Saxe, & Kanwisher, 2004), 
implicating that under some dual-task conditions, brain activity is not greater than the sum 
of component tasks. This suggests that passive queuing for processing operations can 
occur without the involvement of a central executive. There is also evidence that 
connectivity between LPFC and sensory processing regions is modulated by the onset of 
the task 2 stimulus independent of whether or not participants perform the second task 
(Stelzel, Brandt, & Schubert, 2009), suggesting that a protective mechanism is invoked to 
protect task 1 processing. Furthermore, parametric manipulations of task coordination 
demands have implicated a role for the LPFC (Stelzel, Kraft, Brandt, & Schubert, 2008; 
Szameitat, Lepsien, von Cramon, Sterr, & Schubert, 2006; Szameitat et al., 2002), 
suggesting that this region contributes to the task coordination component of dual-task 
performance. Overall, these studies suggest that when evidence for a central executive is 
present, a frontoparietal/subcortical network is implicated, with the LPFC playing a role in 
task management. However, evidence for a central executive has not always been 
observed, suggesting that this is not a necessary feature of dual-task behaviour.  
To find evidence for the neural locus of a limited response-selection mechanism, 
researchers have manipulated response-selection demands, and tested for brain activity 
that conforms to the predictions of the RSB model. For example, using event-related 
potentials (ERPs) Osman and Moore (1993) observed that the task 2 stimulus-locked 
lateralized readiness potential (s-LRP), an index of the time preceding the activation of 
motor-plans (Coles, 1989), was delayed at short SOAs relative to long SOAs, and was 
initiated prior to response execution for task 1. The results demonstrated that the 
bottleneck occurs prior to the activation of motor-plans. Specifically, as the RSB model 
asserts that task 2 response-selection processes cannot be engaged until task 1 
response-selection is complete, the generation of the task 2 s-LRP prior to the task 1 
response suggested that task 1 response-selection processes finish some time before the 
response is executed. This implies the presence of a response-execution stage that can 
operate in parallel with other processes and suggests that the locus of delay in the PRP 
paradigm occurs prior to the execution of action plans. 
The RSB model has also been used to generate hypotheses for how multitasking 
influences the blood-oxygenation-level-dependent (BOLD) signal as measured with 
functional magnetic resonance imaging (fMRI). In order to identify brain regions that are 
specifically sensitive to response-selection demands, Marois et al (2006) manipulated the 
number of S-R alternatives under both single-task and dual-task conditions, and observed 
increased peak BOLD amplitude in the dorsal pre-motor and lateral prefrontal cortices. 
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These regions were also insensitive to a perceptual difficulty manipulation that delayed 
RT2 without influencing response-selection demands, suggesting that activity within these 
regions specifically reflect response-selection limitations.  
Experimental manipulations, scanning parameters and analytical techniques that 
bring response-selection demands within the temporal resolution of fMRI (Dux et al., 2006; 
Sigman & Dehaene, 2008) have also collectively implicated a frontoparietal network. For 
example, Dux et al. (2006) sampled brain activity while participants completed single and 
dual-tasks with sufficiently taxing response demands to bring RTs within the temporal 
resolution of fMRI. Using the RSB model, amongst other findings, the authors predicted 
that bottleneck regions would show increased duration of the hemodynamic response 
function (HRF) of the BOLD signal for dual-tasks relative to single-tasks, given that a brain 
region underpinning the RSB would contribute to response-selection computations for a 
longer period in the dual-task condition. Activity in LPFC (and to a lesser extent the 
superior medial frontal cortex (SMFC)) showed an increased HRF duration that 
corresponded to increased response-selection demands, suggesting that these regions 
underpin a neural substrate of a response-selection bottleneck. Applying an analytical 
approach that decomposed the HRF to recover a temporal resolution of ~100 to 200 ms, 
Sigman and Dehaene (2008) found activity delays in a frontoparietal network that 
corresponded to increased response-selection demands, demonstrating that this network 
is involved in response-slowing in the PRP. Taken together, these findings indicate that 
frontoparietal network activity shows a temporal profile that corresponds to the delays 
observed in the PRP, suggesting that this network serves as a neural substrate of 
capacity-limited response-selection processing. 
 In summary, the application of a RSB framework to neuroimaging investigations has 
implicated a response-selection specific bottleneck that has a neural substrate of a 
frontoparietal network. Similarly, the search for neural substrates of a central executive 
has highlighted the involvement of frontoparietal and subcortical regions. Both approaches 
have provided evidence that the LPFC may be a key brain area for dual-task performance, 
as it is sensitive to both manipulations of response-selection (Dux et al., 2006; Marois et 
al., 2006) and task coordination demands (Schubert & Szameitat, 2003; Szameitat et al., 
2006; Szameitat et al., 2002). Causal evidence for the involvement of this region comes 
from recent observations that stimulation of left hemisphere LPFC, but not its right 
hemisphere homologue, with transcranial direct current stimulation (tDCS) modulates 
performance gains for both dual-tasks (Filmer, Mattingley, & Dux, 2013) and for single-
tasks with high response-selection demands (Filmer, Mattingley, Marois, & Dux, 2013). 
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Therefore, there is both evidence that the LPFC mediates response-selection, and 
contributes to other central executive functions, such as task coordination, that contribute 
to dual-task slowing. Overall, the evidence suggests that response-selection training may 
influence the function of an underlying frontoparietal network, and may tap the executive 
functions served by the LPFC. Implications for this observation are discussed further 
below in the context of the multiple demand network (Duncan & Owen, 2000).    
 
Are central limitations due to an amodal, unitary mechanism? 
 Determining whether central limitations are due to an amodal, unitary mechanism 
carries implications for what benefits could be expected from training such a mechanism. If 
central limitations in human information processing draw on a unitary, amodal processor, 
then training may confer benefits across all dual-task situations, given that a single entity 
that underpins these limitations would have been improved in function. However, if there 
does not exist a unitary mechanism underlying response-selection limitations, then training 
benefits may only transfer as far as tasks use the specific operation that was trained.  
The finding that dual-task interference is present even when tasks do not overlap in 
either input-output modalities has been interpreted as evidence for a high-level, amodal, 
unitary RSB (Pashler, 1994a; Welford, 1959). However, observations that dual-task 
interference increases when input-output modality pairings are non-preferred (i.e. visual-
vocal/auditory-manual) relative to preferred (visual-manual/auditory-vocal) suggest that 
some central interference is content-dependent (Hazeltine, Ruthruff, & Remington, 2006; 
Stelzel & Schubert, 2011). Increased activity in the posterior LPFC is observed when dual-
tasks contain non-preferred modality pairings relative to preferred modality pairings 
(Stelzel, Schumacher, Schubert, & D'Esposito, 2006), suggesting the LPFC as a candidate 
neural locus of content-dependent response slowing. In contrast, parietal and premotor 
regions show increased activity when dual-task output modalities overlap relative to when 
they do not (Mochizuki et al., 2007). Taken together, these findings indicate that task 
modality influences both dual-task interference and the neural substrates underlying task 
performance, casting doubt on the assumption that the response-selection bottleneck is 
entirely amodal.  
If response-selection mechanisms are at least partly content-dependent, then 
distinct task networks should be activated for different single sensorimotor tasks, as well 
as during dual-task conditions. The finding that the posterior LPFC and the anterior insula 
are commonly activated by sensorimotor tasks, regardless of input-out modality pairings, 
has been interpreted as evidence that these regions contribute to an amodal stage of 
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response-selection (Ivanoff, Branning, & Marois, 2009). However, given that a single, 
typical, unfiltered voxel in fMRI contains approximately 5.5 million neurons (Logothetis, 
2008), evidence that a single region shows increased activity in response to two tasks 
(aggregated across voxels) does not necessarily mean that the same computations are 
being served by that region. It may be that the region houses two separable neural 
populations and that each contributes modality specific computations to task performance. 
Multi-Voxel Pattern Analysis (MVPA) has been employed to overcome this spatial 
limitation to some extent as it allows classification of the degree to which patterns of 
activity across ensembles of voxels show systematic differences between task conditions 
(Kamitani & Tong, 2005). Systematic differences in activity patterns are suggestive of 
separable functional neural populations. Applying this technique to regions that show 
increased activity in response to sensorimotor tasks (independent of modality), Tamber-
Rosenau et al. (2013) found that only the dorsolateral prefrontal cortex (DLPFC) and the 
anterior insular failed to show evidence for modality specific activity patterns. Taken 
together, these findings suggest that although activation is elicited in response to 
sensorimotor tasks throughout frontoparietal cortices (Crittenden & Duncan, 2014; Dux et 
al., 2006; Dux et al., 2009), relatively few of these regions may actually undertake purely 
amodal operations. 
Recent evidence suggests that response-selection mechanisms are more sensitive 
to sensorimotor modality than has previously been assumed. This raises the question of 
whether or not response-selection mechanisms are also amodal with respect to task 
demands, i.e. are differing response-selection demands managed by a singular 
mechanism? When response-selection demands are manipulated by varying the spatial-
compatibility between S-R mappings across tasks that do not share input-output 
modalities, common activation is found in frontal and bilateral parietal regions (Jiang & 
Kanwisher, 2003), suggesting that a singular mechanism may resolve spatial-compatibility 
across sensorimotor modalities. In contrast, Schumacher et al. (2006) manipulated 
response-demands across two dimensions while holding sensorimotor modalities 
constant. One task varied in terms of spatial compatibility of S-R mappings. The second 
varied in terms of the number of S-R mappings. The tasks elicited activity in separate 
frontoparietal regions that was uniquely sensitive to either the spatial-compatibility 
manipulation or the S-R mappings manipulation, suggesting that the underlying brain 
network engaged in task performance may be partially dependent upon the content of the 
response-selection demand. 
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 Collectively, the findings suggest that response-selection mechanisms are to some 
degree content dependent, which stands in opposition to the claim that response-selection 
operations reflect a high-level, unitary process. However, some evidence for an amodal 
contribution to response-selection remains. Therefore, the degree that training benefits 
could transfer to new response-selection operations remains unclear. For example, if 
response-selection operations are content dependent, then training that benefits those 
operations may remain specific to the trained content. However, if there exists an 
amodal/abstract contribution to response-selection, it may be that training can transfer to 
benefit new tasks tapping response-selection, to the degree that transfer tasks tap the 
function of the amodal contribution to response-selection.   
 
Is the central bottleneck specific to response-selection, or does it underpin other 
cognitive mechanisms? 
The question of whether the central mechanisms that give rise to dual-task 
limitations remains specific to response-selection operations, or supports other cognitive 
processes, also provides insights regarding the capacity for transferable training benefits 
to be observed across dual-task behaviours. If central mechanisms support more than one 
cognitive process, then it may be that training benefits can transfer to all dual-task 
situations that draw on the central bottleneck. In contrast, if the central mechanisms that 
give rise to dual-task limitations remain specific to response-selection; it may be that 
training benefits will only transfer to benefit other response-selection operations.  
 The notion that central mechanisms that give rise to dual-task limitations remain 
specific to the response-selection locus has been challenged by observations that 
response execution stages can exert an influence both on RT2 slowing (Bratzke, Rolke, & 
Ulrich, 2009; Bratzke et al., 2008; Ulrich et al., 2006) and on backwards crosstalk (Ruiz 
Fernández & Ulrich, 2010). Therefore, central mechanisms may not only give rise to dual-
task limitations at the response-selection stage of processing. Indeed, there exists a 
growing body of evidence that response-selection demands can cause slowing to non-
response related operations, such as mental rotation (Pannebakker et al., 2011), and the 
deployment of visuospatial attention (Brisson & Jolicœur, 2007a, 2007b, 2007c, 2007d; 
Brisson, Leblanc, & Jolicœur, 2009; Corriveau et al., 2012; Töllner, Strobach, Schubert, & 
Müller, 2012), suggesting that the bottleneck that causes dual-task slowing supports a 
range of cognitive operations, not just response-selection.  
 Response-selection limitations have also been associated with the consolidation of 
sensory-information into short-term memory (sensory-encoding). Increasing response-
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selection demands can impair performance accuracy for subsequent un-speeded tasks 
where visual targets are presented briefly prior to a backwards mask. Under such 
conditions task 2 performance is affected more at short SOAs relative to long SOAs 
(Jolicœur, 1999b). In addition, interference is bidirectional; when task 1 is unspeeded and 
requires the sensory-encoding of data-limited visual targets, RT delays occur for a 
subsequent speeded and data-unlimited (i.e. unmasked) auditory-manual task (encoding 
speeded-response (ESR) paradigm, Jolicœur & Dell'Acqua, 1998). Unspeeded sensory-
encoding of masked task 1 items also influences RT2 when task 1 visual targets are 
conceptually incompatible to RT2 motor outputs (Koch, 2009). Further to this, 
manipulations of task 2 sensory-encoding demands are not fully absorbed into cognitive 
slack (Johnston & McCann, 2006), suggesting that sensory-encoding cannot be completed 
until preceding response-selection demands are resolved. Taken together, these findings 
suggest a close relationship between the consolidation of data-limited visual information 
and the deployment of resource-limited response-selection processes (Norman & Bobrow, 
1975). 
 As the P3 component of the ERP waveform has been shown to be sensitive to 
sensory-encoding manipulations that are dissociable from response-selection pressures 
(Kutas, McCarthy, & Donchin, 1977), empirical investigations have questioned whether 
slowing in the PRP paradigm influences the P3 component. Delays to the P3 latency 
component have been observed for the ESR paradigm, but not for the PRP paradigm 
(Arnell, Helion, Hurdelbrink, & Pasieka, 2004; Luck, 1998), suggesting that sensory-
encoding reflects a processing stage that is dissociable from response-selection. In 
contrast, others have found task 2 P3-latency is delayed at short SOAs (Dell’Acqua, 
Jolicœur, Vespignani, & Toffanin, 2005; Hesselmann, Flandin, & Dehaene, 2011) and vary 
based on RT1 (Marti, Sigman, & Dehaene, 2011). These results have been interpreted as 
evidence that the sensory-encoding mechanisms reflected in the P3 show sensitivity to 
task 1 response-selection demands. 
More recent evidence has suggested a high degree of functional overlap between 
the sensory-encoding mechanisms reflected by the P3 component and response-
selection. Activity within the frontoparietal network associated with dual-task slowing has 
been shown to co-vary with P3 latency (Hesselmann et al., 2011; Sigman & Dehaene, 
2008). Furthermore, SOA induced P3 latency differences have been shown to be 
attenuated in a patient with posterior collosal section (Hesselmann, Naccache, Cohen, & 
Dehaene, 2013). This suggests a subcortical contribution to the generation of this 
component, which accords well with observations that patients with callosal sections 
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demonstrate a degree of parallel response-selection under dual-task conditions (Hazeltine, 
Weinstein, & Ivry, 2008; Ivry, Franz, Kingstone, & Johnston, 1998). However, it is difficult 
to determine from the current findings whether or not P3 latency changes reflect the 
source of slowing that causes RT2 delays in the PRP, as the latency changes tend to 
correspond to less than 30 % of the RT delay (Luck, 1998; Dell’Acqua et al, 2005; but see 
Hesselmann et al, 2011, for evidence of a P3 latency delay that corresponds to 80 % of 
the RT delay). This suggests that other sources of slowing may also contribute to the PRP; 
either independently or as a consequence of the delays that are reflected by P3 latency 
changes.  
Therefore, it remains to be determined whether or not dual-task interference causes 
delays to sensory-encoding processes as reflected by the P3 component. However, fMRI 
evidence implicates a close functional relationship between sensory-encoding and 
response-selection. Tombu et al (2011) observed BOLD activity in the left hemisphere 
posterior LPFC, SMFC, and bilateral insular that was sensitive to both increased 
response-selection demands, as measured by the PRP paradigm, and sensory-encoding 
demands, as assessed by the ESR paradigm. This suggests the involvement of common 
neural substrates for both sensory-encoding and response-selection.  
 Further evidence for an association between sensory-encoding and response-
selection mechanisms stem from experiments that merge the speeded response demands 
of the PRP with the sensory-encoding demands of the attentional blink (AB) paradigm 
(Arnell & Duncan, 2002; Jolicœur, 1998, 1999a; Marti et al., 2011; Wong, 2002). In the AB 
paradigm, accuracy performance for a second target (T2) presented within a rapid serial 
visual presentation (RSVP, Potter & Levy, 1969) of distractors is impaired if it succeeds 
the first target (T1) by 200 – 500 ms. In contrast to the PRP paradigm, responses in the 
AB paradigm are un-speeded. The AB has been attributed both to limitations in a sensory-
encoding resource and to overly conservative processing strategies (see Dux & Marois, 
2009, for a review).  
 When T1 requires a speeded response, T2 performance accuracy shows further 
decrements within the AB window, relative to when T1 response is un-speeded (Jolicœur, 
1998, 1999a). Stimulus probability effects on response slowing are not absorbed into slack 
on the PRP paradigm, and increase the AB (Crebolder, Jolicœur, & McIlwaine, 2002), 
implying a common, underlying locus. In contrast, observations that within-modality dual-
task interference on an RSVP task is larger than cross-modal interference implicates that 
both local and global resource limitations contribute to the AB effect (Arnell & Duncan, 
2002). Therefore, the AB and the PRP may not be solely attributable to a singular 
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underlying mechanism. However, it may still be the case that a singular cortical 
mechanism contributes to performance on both paradigms. Indeed, when participants 
made a speeded response to an auditory tone for task 1, and detected a visual target from 
an RSVP stream for task 2, delays to MEG components occurring at ~350 ms were 
observed when task 2 responses were delayed, whereas the same components were 
absent when task 2 was missed (Marti et al., 2011). Moreover, task demands that 
influence the AB correspond to increased activity in a frontoparietal network (Kranczioch, 
Debener, Schwarzbach, Goebel, & Engel, 2005; Marois, Chun, & Gore, 2000; Marois, Yi, 
& Chun, 2004), that overlaps with regions sensitive to response-selection demands 
(Marois & Ivanoff, 2005), implicating a shared cortical locus for both sensory-encoding 
failures and response-selection delays. 
 The short-term-consolidation framework (Jolicœur & Dell'Acqua, 1998, see also 
Chun & Potter, 1995) accounts for the observed overlap between sensory-encoding and 
response-selection by asserting that they represent distinct processing stages that draw 
from the same central limited resource. Analogous to the RSB model, response-selection 
is delayed until sensory-encoding is complete. The global workspace model (Dehaene & 
Changeux, 2011; Dehaene, Kerszberg, & Changeux, 2001; Dehaene & Naccache, 2001) 
posits that the brain processes information using two computational spaces. A distributed 
modular network processes information in parallel, functionally specialized processors. 
Long-range frontoparietal and thalamocortical connections form a second computational 
space, called the global neuronal workspace. The global workspace routes information 
between specialized processors and represents what is available for online, conscious 
access (Zylberberg, Fernández Slezak, Roelfsema, Dehaene, & Sigman, 2010). 
Information accesses the workspace serially. Thus, performance decrements in the AB are 
caused when information fails to access the workspace, whereas RT delays in the PRP 
are the result of delayed access to the workspace. Therefore, the AB and PRP effects are 
attributed to the function of a singular underlying neural mechanism. 
 Indirect support for the involvement of a global workspace in response-selection 
computations comes from the observation that sensorimotor processing elicits activation 
patterns that correspond to those observed for the multiple-demand network (Crittenden & 
Duncan, 2014). The multiple-demand network consists of a frontoparietal substrate that is 
commonly activated across a diverse range of cognitive demands, including sensory-
encoding, memory and problem-solving (Duncan & Owen, 2000). Frontoparietal activity in 
the multiple-demand network is also predictive of the current task set (Woolgar, 
Hampshire, Thompson, & Duncan, 2011; Woolgar, Thompson, Bor, & Duncan, 2011), 
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suggesting that activity in this network reflects the ongoing behavioural goals of the 
system. Therefore, sensory-encoding and response-selection mechanisms are 
underpinned by activity in brain regions that show evidence for multi-purpose functioning, 
as would be expected by a global computational space. However, whether the contents of 
the multiple-demand network control what is available to conscious access remains to be 
formally investigated.  
 This theoretical landscape hints at interesting implications for the capacity of dual-
task training to confer transferable benefits. If response-selection and sensory-encoding 
share underlying neural and cognitive mechanisms, it may be that training response-
selection can transfer to benefit limitations observed at the level of sensory-encoding. 
Therefore, training dual-task limitations may confer benefits that transfer at two levels; 
firstly, training could transfer across the same level of information processing. Secondly, 
training could transfer across information processing stages to benefit related cognitive 
operations, such as sensory-encoding.  
 
Does training overcome central limitations at the level of response-selection? 
 Although the initial formulation of the RSB model carried predictions that suggested 
inflexibility at the response-selection stage of information processing (i.e. that the RSB 
constitutes a structural, and central serial information processor), there have also been 
many clues that some flexibility exists within this mechanism. Even in the earliest formal 
report of the PRP effect (Telford, 1931), it was observed that RT2 delays at short SOAs 
were reduced in the second half of the experimental session, suggesting that experience 
may attenuate response-selection limitations. Subsequent observations that RT delays in 
the PRP paradigm remained substantial after training (Davis, 1956, 1957; Hick, 1948; 
Karlin & Kestenbaum, 1968; Van Selst & Jolicœur, 1997), led to the initial conclusion that 
dual-task performance decrements were relatively insensitive to training, and as such, 
reflected a pervasive limitation of information processing. However, as these investigations 
employed dual-task paradigms where component tasks overlapped in output modality, it 
remained unclear whether residual performance impairments were attributable to 
limitations in central processing, or in peripheral output systems.  
To test whether training could reduce interference caused by central, response-
selection limitations, Van Selst et al., (1999) examined the influence of 36 training 
sessions on dual-task interference elicited by two tasks that shared no overlap between 
sensory-input or response-output modalities, i.e. task 1 consisted of auditory-vocal S-R 
mappings whereas task 2 used visual-manual S-R mappings. In contrast to previous 
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observations, a large reduction in the PRP effect was observed, from ~353 ms to ~40 ms. 
As the influence of task 1 difficulty manipulations continued to carry over to RT2 at short 
SOAs, as did the one-to-one correspondence between RT1 and the PRP effect, the 
authors concluded that training reduced dual-task interference by shortening the duration 
of response-selection. Subsequent debate has centered upon the issue of whether training 
reduces or bypasses the central bottleneck (which has implications for whether the central 
bottleneck is structural or strategic), whether evidence exists for improved function of a 
central-executive, and the neural mechanisms that mediate reductions in dual-task 
interference. 
The stage shortening account attributes the influence of training on the PRP to 
reductions in the duration of task 1 response-selection (Pashler & Johnston, 1989; 
Ruthruff, Van Selst, Johnston, & Remington, 2006; Van Selst et al., 1999). Automatization 
accounts posit that training forms a memory trace of the direct stimulus-response 
association, and therefore task performance is no longer mediated by effortful, central 
mechanisms (Logan, 1988; Palmeri, 1997; Rickard, 1997), or that training chunks task-
processing elements together to form a procedural rule that no longer requires access to 
effortful declarative memory mechanisms (Taatgen, 2013). Integration accounts postulate 
that the system learns to execute both component tasks as a singular, complex S-R 
mapping (Hirst, Spelke, Reaves, Caharack, & Neisser, 1980; Kahneman, 1973; Spelke, 
Hirst, & Neisser, 1976). The observation that the PRP effect remains attenuated when a 
highly trained task 1 is paired with a novel task 2, and not when a novel task 1 is paired 
with a highly trained task 2 (Ruthruff, Johnston, & Van Selst, 2001) strongly suggests that 
attenuated dual-task costs are attributable to reduced response-selection demands for the 
first task, which is in accordance with the stage-shortening account. However, evidence 
that highly trained task 2 S-R compatibility effects are absorbed into cognitive slack 
invoked by a novel task 1 suggests that some of task 2 response-selection can occur 
concurrently with task 1 response-selection (Ruthruff, Johnston, et al., 2001). Therefore 
training may partially automatize task 2 response-selection.  
The observation that the PRP appears to be attenuated by shortening the central 
processing stages for task 1, and by partially automatizing task 2 response-selection, was 
confirmed in a study that manipulated whether task 1, task 2, or both tasks were trained 
(Ruthruff, Van Selst, et al., 2006). Using this approach this work was better able to pinpoint 
the locus of training benefits when compared to previous studies that had trained 
participants on both tasks in a dual-task context. Interestingly, there was also evidence for 
a distinct subgroup that managed to overcome dual-task interference by automatizing the 
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trained task, suggesting individual differences in the degree to which central processing 
limitations can be overcome with practice. Namely, when a highly trained task 2 was 
paired with a novel task 1, this subgroup frequently emitted the response to task 2 prior to 
that for task 1, and demonstrated a PRP effect that was small relative to the duration of 
RT1; suggesting that task 2 performance was not delayed by task 1 response-selection. 
To obtain further evidence that bypassing of the RSB bottleneck may be a genuine 
phenomenon, Maquestiaux et al., (2008) trained participants on a task with low S-R 
mapping demands (i.e. 2 alternative choice (2ac)), and also observed that for most 
participants, task performance was not subject to processing delays when the trained task 
was presented as task 2, again suggesting individual differences in the degree to which 
the bottleneck can be bypassed. When the task order was switched, an observable PRP 
effect emerged. This suggests that whichever task is presented first capitalizes on limited 
response-selection mechanisms, even if that task can be performed in parallel to other 
tasks when response-selection mechanisms are otherwise engaged.   
One criticism of the evidence for an intact RSB, even after extended training, 
pertains to the serial presentation of tasks that is typical in the PRP paradigm. It has been 
argued that serial presentation evokes serial processing (Meyer & Kieras, 1997b), and that 
simultaneous task presentation is required to mobilize a parallel processing strategy. 
Schumacher et al., (2001) trained participants on blocks of trials where single-task trials 
were mixed with dual-task trials (where dual-task trials involved simultaneous task 
presentation), otherwise known as heterogeneous blocks. Mixing single-task and dual-task 
trials equated task preparation processes across both trial-types. Participants also trained 
on homogenous single-task blocks, where only single-tasks were presented. Using a 
training regimen where RT deadlines were generated from performance on heterogeneous 
single-task blocks, Schumacher et al., (2001) showed that RTs on dual-task trials were not 
statistically different from single-task RTs from both heterogeneous and homogenous trial 
blocks. This was interpreted as evidence for automatization of both tasks, i.e. performance 
bypassed any central limitations in information processing. These findings were not 
attributable to task integration, as dual-task RTs remained comparable to single-task RTs 
even when novel combinations of the trained task 1 and task 2 S-R mappings were 
presented, demonstrating that task 1 and task 2 S-R combinations had not been 
integrated into one complex S-R mapping (Hazeltine, Teague, & Ivry, 2002). Furthermore, 
no evidence emerged to support the four predictions of the RSB model once tasks trained 
in the simultaneous presentation context were transferred to a serial context (Ruthruff, 
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Hazeltine, & Remington, 2006). Taken together, these findings suggest that timesharing 
occurred between the two tasks (i.e. both tasks were completed in parallel).  
The claim that these observations provide evidence for perfect timesharing between 
both tasks has been challenged. One potential issue pertains to the use of heterogeneous 
single-tasks to generate RT deadlines. Heterogeneous single-tasks were completed under 
conditions where participants were engaged in task switching between single- and dual-
tasks, and where participants were uncertain with respect to the task that would be 
performed next; conditions which may have been detrimental to performance (Tombu & 
Jolicœur, 2004). As RT deadlines were generated under these potentially suboptimal 
performance conditions, the absence of a statistical difference between dual-tasks and 
single-tasks may be attributable to participants learning to perform homogenous single-
tasks more slowly, rather than performing dual-tasks more quickly. In fact, once these 
confounding conditions were controlled, statistical differences were found between single-
task and dual-task RTs (Tombu & Jolicœur, 2004), suggesting that the previously 
observed absence of dual-task interference may not be attributable to perfect timesharing 
between the two tasks.  
Furthermore, the absence of evidence for dual-task interference does not 
necessitate evidence of task timesharing. For example, Ruthruff et al. (2003) hypothesized 
that under conditions where timesharing is observed, central bottlenecks may be present 
but latent, i.e. central processing may be so short in duration for both tasks that there no 
longer exists temporal overlap. To test this hypothesis, the authors examined dual-task 
performance of a single, highly trained participant who had previously demonstrated an 
absence of dual-task performance costs (Van Selst et al., 1999), suggesting this 
participant demonstrated perfect timesharing. A reemergence of the PRP effect was 
observed under conditions where the SOAs began at -216 ms (i.e. task 2 is presented 
prior to task 1). The authors concluded that the presentation of task 2 prior to task 1 had 
forced a temporal overlap in bottleneck stages for both tasks, and that even when dual-
task interference is unobservable, a central latent bottleneck may remain. 
Regardless of whether the central bottleneck is reduced or bypassed with training, 
there exists strong evidence that training does influence this stage of information 
processing. Random-walk models of sensorimotor training effects implicate a decreased 
contribution of central, decision time to task performance (Kamienkowski, Pashler, 
Dehaene, & Sigman, 2011), that remains specific to trained S-R associations (Dutilh, 
Krypotos, & Wagenmakers, 2011). Training reduces the onset of the task-2 sLRP 
(Sangals, Wilwer, & Sommer, 2007), suggesting that the time required to activate motor 
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plans has been reduced. Sensorimotor training benefits remain intact when trained visual 
stimuli are replaced with congruent category exemplars (Pashler & Bayliss, 1991), 
showing that it is not the analysis of visual sensory input per se, but rather the relation of 
the stimulus to the response, that is strengthened with training. However, this may not be 
the case for auditory stimulus-response mappings, where changes to sensory inputs do 
impair training benefits (Strobach, Liepelt, Pashler, Frensch, & Schubert, 2013). For both 
visual and auditory sensory-inputs, remapping the stimulus-response associations disrupts 
performance benefits for single-tasks (Pashler & Bayliss, 1991) and for dual-tasks 
(Strobach et al., 2013). These findings suggest that training improves the function that 
maps a stimulus to a response, and may also improve the sensory analysis of auditory 
inputs. 
Although investigations have broadly focused on the influence of training upon 
performance changes for the two component tasks, this may not be the only locus of 
training benefits. For example, theories positing a role for a central-executive in dual-task 
scheduling predict that task coordination mechanisms improve with training. Support for 
this notion comes from the demonstration that training on a videogame that requires the 
monitoring and management of multiple subtasks attenuated dual-task costs, relative to 
videogame training that focuses on spatial rotation and pattern matching (Strobach, 
Frensch, & Schubert, 2012). Having said this, it is difficult to determine whether the locus 
of such training benefits is at a task-coordination mechanism, or whether performance 
benefits are attributable to speeded response-executions/reduced response-caution, as 
these are also likely to be influenced by demanding videogame training. More direct 
support for the notion that training influences performance of a task coordination 
mechanism comes from the observation that dual-task training attenuates costs more than 
single-task training (Liepelt, Strobach, Frensch, & Schubert, 2011; Strobach, Frensch, 
Soutschek, & Schubert, 2011), which suggests that something extra has been trained 
beyond execution of the two tasks.  
Although there now exists a robust body of evidence demonstrating that training 
can attenuate dual-task limitations at the level of response-selection, relatively little work 
has questioned the degree to which training can transfer to benefit new tasks. If training 
shortens the duration of an amodal, central stage of processing, or invokes timesharing 
between tasks, it may be that training benefits transfer to all response-selection operations 
that draw from this mechanism. Alternatively, if response-selection mechanisms are 
content-dependent, or if training automatizes specific S-R mappings, then it is unlikely that 
training benefits will transfer to new tasks. Furthermore, it remains unquestioned the 
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degree to which training can transfer across information processing levels. As discussed 
previously, response-selection limitations demonstrate mechanistic and neural overlap 
with dual-task limitations observed at the level of sensory-encoding. As such, training that 
benefits response-selection may transfer across information processing levels to benefit 
sensory-encoding mechanisms. Study 1 of the current thesis investigates these two 
potential sources of transfer when training the central bottleneck of human information 
processing.   
 
II. Training across information processing stages – are the consequences always the 
same?  
Taken together, the evidence discussed thus far suggests that sensorimotor training 
largely benefits the translation of sensory information into a response (i.e. response-
selection), and that this drives attenuations of dual-task costs. The question of whether 
training can influence other limitations attributed to the central bottleneck have only been 
asked more recently. The first investigations into whether AB performance could be 
improved with practice (i.e. by repeating the task over more than one session) suggested 
that although T2 accuracy could be generally improved, the AB deficit itself remained 
intact (Klein, Arend, Beauducel, & Shapiro, 2010; Maki & Padmanabhan, 1994; Nakatani, 
Baijal, & van Leeuwen, 2009, but see Nakatani, Baijal, & van Leeeuwen, 2012), thereby 
suggesting that the AB deficit was a structural feature of information processing.  
This view has recently been challenged by the observation that training on an 
RSVP task where T2 is presented in a salient colour attenuates the AB for non-coloured 
trials (Choi, Chang, Shibata, Sasaki, & Watanabe, 2012; Choi & Watanabe, 2014). 
Furthermore, although the salient T2 was only presented 200 ms after T1, performance 
improvements generated across the AB period (200 – 500 ms) and were correlated with 
reduced activation differences between short and long T1-T2 intervals in the DLPFC. The 
authors argued that training attenuated the AB by improving the temporal resolution of 
information processing which is mediated by frontal regions that underpin attentional 
control (Choi et al., 2012). Having said this, a follow up study showed that RSVP training 
with a salient T2 that was presented 200 or 600 ms after T1 did not improve AB 
performance (Tang, Badcock, & Visser, 2014), suggesting that temporal expectations play 
a role in the previously observed attenuation of the AB. In addition, it is unclear how 
increased temporal expectations regarding a singular T1-T2 interval, as used by Choi et 
al., (2012) would drive performance benefits across the AB period. The observation that 
mental training, requiring orientation of attention to the movements of the breath (i.e. 
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mindfulness training), attenuates the AB (Slagter et al., 2007) implicates the strategic 
distribution of mental resources as also playing a key role AB performance improvements. 
These findings illustrate that the nature of training related AB performance benefits is not 
yet conclusively defined, and that more than one locus for such effects may exist. 
Importantly though, the evidence suggests that the sensory-encoding limitations tapped by 
the AB paradigm are influenced by training.  
As both sensory-encoding and response-selection limitations appear amenable to 
training, it remains to be determined whether performance improvements are attributable 
to functional changes of each processing operation, or whether they are due to functional 
changes to the central processing mechanism that is assumed to underpin both sensory-
encoding and response-selection. Furthermore, there are also some interesting 
differences between training regimens that benefit sensory-encoding and those that 
influence response-selection. For example, a single hour of training was sufficient to 
overcome sensory-encoding limitations as measured by the AB paradigm (Choi et al., 
2012), whereas training to overcome response-selection limitations typically occurs over 
days or weeks (Dux et al., 2009; Schumacher et al., 2001; Van Selst et al., 1999). 
Furthermore, AB performance improvements were observed when using a training 
regimen that enhanced the saliency of T2 (Choi et al., 2012), whereas increasing the 
saliency of task 2 presentation does not modulate the PRP (Maslovat et al., 2013). These 
findings point to dissociable mechanisms underpinning training related improvements for 
sensory-encoding and response-selection. However, the question of whether training has 
dissociable influences on underlying information processing stages remains unexamined. 
Study 2 investigates this issue. 
 
III. Training central-processing limitations: Neural substrates 
Although a growing body of evidence shows that training influences the function of 
underlying information processing stages, the functional brain changes that give rise to 
performance changes continue to be debated. Human neuroimaging studies using fMRI 
have associated training related performance gains with a range of functional activation 
changes, including activation increases, decreases, and a combination of both (see Kelly 
& Garavan, 2005, for a review). However, as the BOLD signal is an indirect measure of 
neural function, identifying exactly how training changes underlying neural computations is 
a considerable challenge (Kelly & Garavan, 2005; Poldrack, 2000). For example, activity 
decreases could reflect reduced contribution of a region to task performance, or to 
functional adaptations that improve performance, whereas activity increases may 
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represent increased task representation across a region, or a strengthened neural 
response (Jonides, 2004; Kelly & Garavan, 2005; Poldrack, 2000). 
Theoretical accounts of training-related activity changes can be broadly divided into 
two camps that are comparable to the stage-shortening and automatization theories of 
sensorimotor training benefits outlined above. Namely, training may speed up existing 
information processing computations within a task network (Dux et al., 2009; Garavan, 
Kelley, Rosen, Rao, & Stein, 2000; Landau, Schumacher, Garavan, Druzgal, & D'Esposito, 
2004) and therefore, shorten the duration of central processing. Alternatively, training may 
lead to the formation of task specific networks that bypass regions typically associated with 
effortful task processing (Ashby, Turner, & Horvitz, 2010; Chein & Schneider, 2005, 2012; 
Petersen, van Mier, Fiez, & Raichle, 1998), thereby automatizing performance. According 
to this view, frontoparietal regions constitute a cognitive control network that supports only 
novel task performance and become less involved as that task becomes more practiced. 
Erickson et al. (2007) found decreased activation in frontoparietal regions and 
concomitant increases in the DLPFC that correlated with reductions in dual-task costs, 
suggesting that training may motivate functional reorganization of underlying task 
networks. Furthermore, the authors argued that decreased frontoparietal activity reflected 
a relative contribution of these regions to task performance. In contrast, Dux et al. (2009) 
assessed the influence of dual-task training on frontal regions that show sensitivity to 
response-selection demands, and found that training reduced the peak latency of the HRF 
elicited in the posterior LPFC, as would be predicted when computational processes have 
been shortened in duration.  
Using a single-task training paradigm with a manipulation of response-selection 
difficulty demands, Schumacher et al (2005) reported training-related activity decreases 
within frontoparietal regions activated by the task, suggesting either reduced duration of 
information processing within task networks, or decreased contribution of these regions to 
task computations. Furthermore, the authors found activity decreases in the DLPFC, a 
region that was not specifically activated by the task. This was interpreted as evidence for 
a region that supports novel task performance without directly contributing to task 
performance itself. Interestingly, dual-task training benefits have been associated with 
grey matter volume in the LPFC and the DLPFC (Takeuchi et al., 2013), lending weight to 
the notion that regions supporting both speeded computations (LPFC) and functional 
reorganization (DLPFC) contribute to training-induced performance benefits. 
Overall the current theoretical accounts for how training changes brain function 
provide an interesting puzzle when contrasted with the neuroimaging work that has sought 
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to elucidate the neural substrates of dual-task limitations. Specifically, dual-task 
performance is underpinned by increased activity in a frontoparietal network (Dux et al., 
2006; Sigman & Dehaene, 2008) that overlaps with task-positive networks that are 
assumed to underpin a range of high-level cognitive functions (Duncan & Owen, 2000; 
Vincent, Kahn, Snyder, Raichle, & Buckner, 2008). Training that improves response-
selection corresponds to activity decreases in the same frontoparietal network (Dux et al., 
2009; Erickson et al., 2007; Schumacher et al., 2005), which has been interpreted as 
reflecting decreased contributions of the network to task performance (Erickson et al., 
2007, Chein & Schneider, 2005; 2012), or as reflecting increased efficiency of information 
flow through these regions (Dux et al., 2009). Resolving these competing interpretations 
therefore provides the opportunity to offer insights regarding the functional adaptability of 
this network, which may confer insights regarding the multipurpose nature of its function. 
Therefore the aim of Study 3 was to advance theoretical accounts of how dual-task 
training changes underlying brain function in the frontoparietal network, by conducting a 
highly controlled, large-scale, individual differences brain imaging study.  
 
 IV. Lessons from the cognitive training literature  
Recently, interest has considerably grown in regards to the potential for cognitive 
training to enhance general functions such as memory and attention (Owen et al., 2010; 
Tang & Posner, 2009), intelligence (Diamond & Lee, 2011; Jaeggi et al., 2008; Jaeggi, 
Buschkuehl, Jonides, & Shah, 2011), promote successful aging (Anguera et al., 2013; 
Rabipour & Raz, 2012), and remediate psychiatric and neurological conditions (Adcock et 
al., 2009; McGurk et al., 2007). For example, Jaeggi et al (2008) trained participants on a 
challenging and adaptive working memory task that required concurrent monitoring of 
visual and auditory sequences for inputs that matched those presented previously in the 
stream. Training benefits on this task transferred to greater performance improvements on 
a measure of fluid intelligence, relative to a control group that did not receive training. 
However, subsequent replications have not observed transfer of working memory training 
gains to performance on tasks tapping fluid intelligence (Harrison et al., 2013; Redick et 
al., 2013; Shipstead, Redick, & Engle, 2012). Although it has been argued that failed 
replications may be in part attributable to individual differences that influence placebo 
effects in control groups (Jaeggi, Buschkuehl, Shah, & Jonides, 2014), and that individual 
differences in both baseline performance (Feng & Spence, 2007; Lövdön, Brehmer, Li, & 
Lindenberger, 2012; Whitlock, McLaughlin, & Allaire, 2012) and perceived benefits (Boot, 
Simons, Stothart, & Stutts, 2013) may affect the strength of training gains. Furthermore, 
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performance benefits gained from cognitive training exercises that are sold commercially 
with the implication that tasks confer transferable training benefits, have been shown to 
remain specific to trained tasks (Owen et al., 2010). Therefore, the degree to which 
cognitive training regimens can provide benefits for untrained tasks remains very much 
under debate. 
As cognitive training has the potential to confer a wide range of benefits, and yet 
observations of training transfer remain contentious, ascertaining whether performance 
gains achieved from cognitive training reflect a genuine benefit to brain function is vitally 
important. This has motivated the formulation of several gold standards that cognitive 
training studies should adhere to, in order to be able to conclude that improvements are 
attributable to the training regimen under study. Performance changes should be 
compared between the training group and an active-control group (Boot et al., 2013; 
Jonides, 2004; Redick et al., 2013; Shipstead et al., 2012). This ensures that performance 
changes cannot be attributed to generalized factors, such as group differences in intrinsic 
motivation and performance expectations. Training and active-control regimens should be 
adaptive, becoming more difficult as improvement occurs (Jonides, 2004; Shipstead et al., 
2012), ensuring that the cognitive construct under study continues to be exercised. 
Cognitive constructs should be assessed with more than one task, as this allows 
assessment of whether or not a core cognitive ability has been improved, or whether the 
locus of improvement remains specific to trained materials. Appropriate selection of 
transfer tasks (Jonides, 2004; Shipstead et al., 2012) also supports the ability to draw 
inferences regarding the locus of training benefits. Additionally, the selection of training 
and transfer tasks should be theoretically grounded (Redick et al., 2013; Shipstead et al., 
2012), in order to define the mechanisms underpinning observations of training transfer. 
Collectively, these guidelines allow definitive conclusions to be made concerning the locus 
of any observed cognitive training benefits.  
 
V. Conclusions 
  Of the dual-task training studies conducted to date, relatively few have employed 
appropriate active-controls (Liepelt et al., 2011; Strobach et al., 2012; Strobach et al., 
2011). Indeed, of the imaging studies reported, none have employed active-control groups 
(this is most likely attributable to the significant time and financial investment that is 
required to complete such challenging studies). Therefore, there exist limitations on the 
inferences that can be drawn regarding which performance gains are directly attributable 
to response-selection training. An overarching aim of the current thesis was to apply 
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lessons learned from the cognitive training literature to the study of how training changes 
brain function to overcome multitasking limitations. 
Given the pervasive nature of the central bottleneck, training central processing 
limitations may confer benefits that transfer across cognitive functions. For example, 
although training clearly influences the function of a central mechanism that translates 
sensory inputs into a response function, it remains unquestioned whether training benefits 
remain specific to practiced stimulus-response functions. If response-selection is a unitary 
construct, it may be that training can transfer across stimulus-response functions. In 
contrast, if response-selection operations are content-dependent, it may be that training 
remains specific to trained materials. Furthermore, as the central limitation shares a close 
functional relationship with other information processing stages, such as sensory-
encoding, it may be that training benefits performance for all operations that draw from the 
central bottleneck. As dual-task limitations at the level of sensory-encoding have been 
shown to overlap with limitations at the level of response-selection, these two operations 
provide an ideal starting point for investigating whether training can transfer across 
cognitive processes that draw on the central bottleneck. Study 1 investigated this issue by 
examining whether response-selection training benefits can transfer to new S-R mappings, 
and transfer to benefit sensory-encoding limitations.  
Despite the observed relationship between sensory-encoding and response-
selection, and the observation that training can influence both information processing 
stages, there exists some evidence to suggest that the influence of training may be 
dissociable between the two. Whether or not training influences underlying information 
processing stages equally carries important implications for the design of cognitive training 
regimens, as these differences may entail repercussions for the effectiveness or 
transferability of training benefits. Study 2 examines this question by investigating the 
neural consequences of training along the information processing pathway. 
As yet, neuroimaging investigations are unable to reconcile theoretical accounts of 
the influence of training on central limitations. More specifically, it remains unclear whether 
or not training changes brain function by reducing the contribution of underlying 
frontoparietal networks to task performance, or by functionally adapting these regions to 
improve task performance. The application of analytical and neuroimaging techniques that 
allow for stronger inferences to be made regarding the underlying brain changes linked to 
multitasking training are required. Resolving this question has the opportunity to provide 
insights into the functional mechanisms that govern enhanced information processing, and 
the operation of the frontoparietal network that underpins a range of high-level cognitive 
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functions (Duncan & Owen, 2000). Study 3 employs a large-scale individual differences 
imaging approach, combined with analytical techniques that assess the informational 
content of the BOLD signal, to make definitive inferences regarding the systems-level 
neural mechanisms underlying multitasking training effects. 
 Together, these studies provide insights into the cognitive and neural mechanisms 
that underpin training benefits, and characterise the flexibility of central processes of the 
human cognitive architecture. 
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Abstract 
 
A growing body of research suggests that dual-task interference in sensory-
encoding (e.g. attentional blink, AB) and response-selection (e.g. psychological refractory 
period, PRP) stems from a common central bottleneck of information processing. With 
regard to response-selection, it is well known that training reduces dual-task interference. 
We tested whether training known to be effective for response-selection can also reduce 
dual-task interference in sensory-encoding. Over two experiments, performance on a PRP 
paradigm (Experiment 1) and upon AB paradigms (differing across stimulus- and task-
demands, Experiments 1 and 2) was examined after participants completed a relevant 
training regimen (T1 practice for both paradigms), an irrelevant training regimen 
(comparable sensorimotor training, not related to T1 for both tasks), a visual-search 
training regimen (Experiment 2 only) or after allocation to a no-train control group. Training 
shown to be effective for reducing dual-task interference in response-selection was also 
found to be effective for reducing interference in sensory-encoding. In addition, there was 
some evidence that training benefits transfer to sensory consolidation of untrained stimuli. 
Collectively, these findings show that training benefits can transfer across cognitive 
operations that draw on the central bottleneck in information processing. These findings 
have implications for theories of the AB, and for the design of cognitive training regimens 
that aim for transferable training benefits. 
 
 
Key Words: Cognitive Training, Attention, Capacity Limitations; Attentional Blink, 
Psychological Refractory Period 
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Despite the staggering complexity and immense processing power of the brain, 
humans are subject to striking limitations when attempting to do more than one thing at a 
time (Marois & Ivanoff, 2005). For example, large response time costs are incurred when 
individuals attempt to perform two simple speeded sensorimotor tasks in close succession, 
as is the case in the Psychological Refractory Period (PRP) paradigm (Pashler, 1994). In 
addition, accuracy costs are observed when individuals attempt to detect/identify more 
than one target from a rapidly presented stream of visual information, if the second target 
succeeds the first by 200-500 ms, a phenomenon known as the Attentional Blink (AB, 
Raymond, Shapiro, & Arnell, 1992). Fortunately, there is some evidence to suggest that 
with training we can overcome these dual-task limitations (Choi, Chang, Shibata, Sasaki, & 
Watanabe, 2012; Kamienkowski, Pashler, Dehaene, & Sigman, 2011; Ruthruff, Johnston, 
& Van Selst, 2001). It remains to be explored how generalizable training benefits can be – 
for example; is it possible to transfer training benefits from one dual-task context to 
another? Furthermore, do training benefits have to be stimulus-specific? Or can we 
generalize performance benefits across stimulus classes? Here, we investigate these 
questions over the course of two experiments. We show that a training regimen that 
reduces dual-task interference in the PRP paradigm can also reduce the size of the AB. 
Secondly; we demonstrate some evidence that training benefits can be generalized across 
stimulus classes. 
 
The PRP and AB  
 In the PRP paradigm, participants are presented with two stimuli separated by a 
variable stimulus onset asynchrony (SOA, the temporal gap between the stimulus onsets) 
each requiring a speeded response. The PRP effect is the observation that as the SOA is 
decreased, response times to the second task increase dramatically, even if the stimuli are 
unmasked, and thus data-unlimited (Norman & Bobrow, 1975). As Sternberg (1969) 
showed, the analysis of sensory information up to a response can be divided into distinct 
stages of  processing. Borrowing from this work, most accounts of the PRP effect divide 
task processing into three stages: early/perceptual, central/response section and 
late/response execution. The early and late stages are assumed to operate in parallel, 
meaning that during early or late processing in one task concurrent processing in another 
task is possible. In contrast, the central stage constitutes a bottleneck (although see 
Brisson & Jolicœur, 2007; Ruiz Fernández & Ulrich, 2010;  Ulrich et al., 2006, for evidence 
of bottleneck processes at early/perceptual and late/response output stages). The nature 
of the bottleneck itself remains in debate. According to the structural bottleneck model 
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(Pashler, 1984, 1994), central processes must operate in a serial manner; therefore task 2 
central processing may not begin until task 1 central processing is complete (causing task 
2 delays). Capacity sharing accounts (Navon & Miller, 2002; Tombu & Jolicœur, 2003) 
share this structural view, but instead hypothesise that the bottleneck is a limited capacity 
parallel processor. Alternately, it has been argued that dual-task costs reflect a strategic 
consequence of task demands (EPIC framework, Meyer & Kieras, 1997a, 1997b; Meyer et 
al., 1995), or are a result of a strategy invoked to minimize task crosstalk (ECTVA, Logan 
& Gordon, 2001).  
 In the AB paradigm subjects are presented with a rapid serial visual presentation 
(RSVP; usually at a rate of approximately 10/s, Potter & Levy, 1969) of stimuli at fixation, 
with two targets (T1 and T2) embedded amongst distractors. The relative position of T2 
with respect to T1 (the T1-T2 lag) is varied and target detection rates are assessed. As the 
lag is decreased, detection rates for T2 decrease sharply. Specifically, given successful 
detection of T1, T2 performance is impaired when it follows T1 by approximately 200-500 
ms (Raymond, et al., 1992). Although a range of theories have been proposed to account 
for the information processing constraints reflected by the AB, theoretical accounts 
generally fall into two camps (Dux & Marois, 2009). According to bottleneck/resource 
theories (e.g. Chun & Potter, 1995; Jolicœur & Dell'Acqua, 1998), T1 processing 
postpones T2 processing at short lags, and because of the data-limited nature of the 
stimuli in the AB paradigm, results in T2 being overwritten before it can be selected for 
extended processing. In contrast, selection models argue that inhibitory processes are 
activated by (1) post-T1 distractors (Olivers & Meeter, 2011; Olivers, Hulleman, Spalek, 
Kawahara, & Di Lollo, 2008), (2) a competitive mechanism that enhances the episodic 
distinctiveness of T1 (Wyble, Bowman, & Nieuwenstein, 2009), or, (3) an overly 
conservative (yet implicit) strategy to protect T1 consolidation (Taatgen, Juvina, Schipper, 
Borst, & Martens, 2009). As a consequence, T2 processing is delayed or suppressed at 
short lags. Alternatively, other selection accounts such as the Temporary Loss of Control 
theory (Di Lollo, Kawahara, Ghorashi, & Enns, 2005) claim that the AB reflects distractors 
disrupting input filters during T1 encoding. Dux and Marois (2009) have proposed that both 
T1 encoding limitations as well as cognitive control/selection operations give rise to the 
AB.  
 
A Common Mechanism Underlying the PRP and AB 
Unified bottleneck theories predict that the sensory-encoding limitations evident in 
the AB, and the response-selection limitations reflected by the PRP, result, at least partly, 
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from a common central capacity limitation (Arnell & Duncan, 2002; Jolicœur, 1999; 
Jolicœur, Dell'Acqua, & Crebolder, 2001; Marti, Sigman, & Dehaene, 2011; Ruthruff & 
Pashler, 2001; Tombu et al., 2011; Zylberberg, Slezak, Roelfsema, Dehaene, & Sigman, 
2010). In the Short-Term Consolidation (STC) framework (Jolicœur & Dell'Acqua, 1998), 
encoding visual information into durable storage (sensory-encoding) requires the same 
central mechanisms upon which response-selection operations draw. According to this 
theory, the central processing mechanism can only support a single information 
processing stage at a time, i.e. it can support short-term consolidation, or response-
selection, but it cannot support both operations concurrently. Consequently this limitation 
results in the postponement of stimulus 2 processing at short T1-T2 lags/SOAs, thus 
increasing the likelihood in an AB paradigm that subsequent distractors will overwrite T2 
and it will not enter awareness and in a PRP paradigm that the task 2 response will be 
prolonged. According to the global workspace model (Dehaene & Changeux, 2011; 
Dehaene, Kerszberg, & Changeux, 2001; Dehaene & Naccache, 2001), sensory-encoding 
and response-selection processes have access to a neuronal workspace that makes 
information globally available to multiple brain systems, forming a conscious percept of the 
task relevant stimulus. Processing in the global workspace is strictly serial and thus, when 
two percepts require access simultaneously, conscious access/the response to the second 
percept is delayed. Although the STC framework and the global workspace model both 
attribute the dual-task interference in the AB and PRP paradigms to a unified cause, it is 
worth pointing out that the two theories do so in a different manner. Whereas in the STC 
framework the AB and PRP effects are caused by limitations in distinct, yet mutually 
interfering stages of processing (STC, response-selection), in the global workspace model 
a common limited capacity stage of processing is responsible for both effects (the global 
workspace).  
Behavioural and electrophysiological evidence indicating a common limitation has 
stemmed from hybrid tasks that incorporate elements of both the AB and PRP paradigms. 
For example, adding online response-selection demands to T1 in an AB paradigm further 
impairs T2 detection at shorter lags (Jolicœur, 1999). Likewise, encoding a visual stimulus 
for later report increases response times to a temporally overlapping speeded 
sensorimotor task (Jolicœur & Dell'Acqua, 1998), and delays task 2 related ERP 
components (Arnell, Helion, Hurdelbrink, & Pasieka, 2004) that have also been shown to 
be absent when T2 is missed in an AB paradigm (Kranczioch, Debener, & Engel, 2003; 
Sergent, Baillet, & Dehaene, 2005; Vogel, Luck, & Shapiro, 1998). In addition, imaging 
evidence indicates overlap in frontoparietal networks involved in the encoding and 
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response-selection bottlenecks (see Marois & Ivanoff, 2005, for a review). Increased 
activity in frontoparietal areas has been observed when target displays are subjected to 
manipulations known to give rise to the AB (Marois, Chun, & Gore, 2000), and when T2 is 
detected under RSVP conditions (Marois, Yi, & Chun, 2004; Kranczioch, Debener, 
Schwarzbach, Goebel, & Engel, 2005). Similarly, frontoparietal areas have been found to 
display patterns of delayed activity that track delays in both perceptual encoding and 
response-selection when demands are high, relative to when demands are low (Dux, 
Ivanoff, Asplund, & Marois, 2006; Hesselmann, Flandin, & Dehaene, 2011; Jiang, 2004; 
Marti, et al., 2011; Tombu, et al., 2011) – as would be predicted by unified bottleneck 
theories.  
 
Training to Overcome Dual-Task Limitations 
Although dual-task settings can lead to considerable task impairments, such costs 
can be drastically reduced with practice. As described above, it has been well documented 
that training improves performance in the PRP paradigm (see Pashler, Johnston, & 
Ruthruff, 2001, for a review). In fact, training on the first task alone is sufficient to reduce 
the PRP effect (Ruthruff, et al., 2001), presumably because decision stages of the task, 
which draw on central resources and involve the mapping of a stimulus to an appropriate 
response, have been shortened (Dux, et al., 2009; Kamienkowski, et al., 2011; Van Selst 
& Jolicœur, 1997) or automatized (Maquestiaux, Laguë-Beauvais, Bherer, & Ruthruff, 
2008; Ruthruff, et al., 2006a; Ruthruff, et al., 2006). As a result, task 2 central stages can 
be initiated sooner. Far less is known about whether training reduces the AB. Recent 
findings indicate that repeating the dual-target RSVP task over time may improve T2 
performance (Klein, Arend, Beauducel, & Shapiro, 2011; Maki & Padmanabhan, 1994; 
Nakatani, Baijal, & van Leeuwen, 2009), however, it has yet to be addressed whether 
training that improves PRP performance can influence performance in the AB paradigm. 
This was the question we addressed in the first experiment of the study. 
 
Experiment 1 
As reviewed above training can drastically reduce the size of the PRP effect. However, it 
remains to be explored whether these training benefits can generalize to other dual-task 
settings that presumably share a causal locus with the PRP effect. Given the hypothesis 
that training reduces the PRP effect by shortening the duration of central processing, and 
the hypothesis that the AB also relies on central processing, it is conceivable that training 
that is beneficial in the PRP context might extend to the AB context.  
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At one extreme, training might increase the efficiency of the central bottleneck for 
any task that relies upon it. For example, in the case of the STC framework (Jolicœur & 
Dell'Acqua, 1998), both sensory-encoding and response-selection processes rely on the 
same capacity limited central mechanisms. If training improves the efficiency of these 
central mechanisms, performance should improve for both sensory-encoding and 
response-selection. In the case of the global workspace model (Dehaene & Changeux, 
2011; Marti, et al., 2011), where it is assumed that limited access to a serial neuronal 
workspace gives rise to both the PRP effect and the AB, we may expect that training will 
improve the access of information to this workspace, thus enhancing performance on both 
paradigms. At the other extreme, training might be task-specific. In this case training that 
reduces the PRP effect would not be expected to affect the AB.  
In Experiment 1, participants took part in two sessions (pre- and post-training) 
where they completed a PRP paradigm and a “categorical”-AB paradigm. In the PRP 
paradigm, participants first performed a data-unlimited (not masked) speeded letter-
identification task requiring a manual response (the visual-manual task), followed at either 
a short or long SOA by a speeded sound discrimination task requiring a vocal response 
(the auditory-vocal task). In the categorical-AB paradigm, participants were presented with 
an RSVP stream of digits in which two target letters were embedded at various lags 
relative to each other. Both letters were to be encoded for recall at the end of the trial. The 
first letter was drawn from the same set of letters used in task 1 of the PRP paradigm, 
whereas the second letter was drawn from a different set of letters. So, task 1 in the 
categorical-AB paradigm was essentially a data-limited version of the task employed as 
task 1 in the PRP paradigm, with unspeeded response demands. 
Between these two sessions, participants completed either two weeks of training, or 
were assigned to a control group (no training, retested after a two-week interval). If a 
training regimen improves performance for both the PRP and the categorical-AB 
paradigms, it is important to know whether the underlying mechanism for performance 
improvements is the same for both paradigms. Previous research has shown that training-
related reductions in the PRP effect likely occur because the duration of central bottleneck 
stages have been reduced, most likely due to the strengthened representation for the 
stimulus-response mappings employed at test (e.g. Dux, et al., 2009). We therefore 
included two training groups; a relevant training group that trained on the task employed 
as task 1 in the PRP paradigm used in the pre- and post-training sessions, and an 
irrelevant training group that trained on a similar but unrelated speeded visual-manual 
task. In fact, the only differences between the relevant training group and the irrelevant 
  
73 
training group is that whereas relevant training involved rapidly responding to letters, 
irrelevant training involved rapidly responding to colours. If training-related reductions in 
dual-task interference were only found for the relevant training group, this would suggest 
that improvements were largely due to strengthened representations of stimulus-response 
mappings. If irrelevant training also reduces dual-task interference, then this would 
suggest a more general improvement in processing efficiency that goes beyond merely 
increasing the efficiency of specific stimulus-response mappings. 
 
Method 
Participants 
Participants were included if they were aged between 17-49 years, had normal or 
corrected-to-normal vision, had no history of psychiatric or neurological disorder, and 
scored < 90% accuracy for T2|T1 at lag 2 on the AB tasks. Groups were matched for age, 
gender, handedness and years of education (see Table 1 for participant characteristics). 
There were no significant differences between the groups on any of these measures (ps > 
.2). 
All participants received 10 AUD per hour for participation. Participants assigned to 
training groups were also able to earn bonus dollars for accuracy and for beating response 
time (RT) deadlines (~15 AUD per participant). All procedures were cleared in accordance 
with the ethical review processes of the School of Psychology at The University of 
Queensland and within the guidelines of the National Statement on Ethical Conduct in 
Human Research. 
Training-related improvements in performance on the PRP paradigm are generally 
large (response times typically decrease by several hundred milliseconds, e.g. Dux, et al., 
2009; Maquestiaux, et al., 2008; Schumacher et al., 2001; Van Selst, Ruthruff, & 
Johnston, 1999), therefore we estimated that training benefits on dual-task limitations 
should be represented by a medium to large population effect size (f = .3, Cohen, 1988). A 
power calculation (Cohen, 1988; Faul, Erdfelder, Lang, & Buchner, 2007) revealed that to 
achieve 80% power to detect a significant 3(group) x 2(session) x 2(SOA) interaction in the 
PRP data, or a significant 3(group) x 2(session) x 4(lag) interaction in the categorical-AB 
data, a total of 30 participants (10 per group) would be required. A total of 32 participants 
were recruited for the study. Of these, two failed to show poorer T2|T1 accuracy at earlier 
lags (2 & 3) relative to later lags (5 & 6) and were excluded from further participation. The 
remaining 30 participants were randomly allocated to relevant training, irrelevant training 
and control groups (see Table 1 for further information). 
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Table 1. Total number of participants (N), mean age, gender, handedness, and mean total 
number years of education for the different groups for Experiment 1. Standard deviations 
are presented in brackets. (M = male, R = right handed). 
 
Training 
Group 
N Age Gender Handedness Years of 
Education 
 
Relevant 10 25.3 (5.8) 4M 9R 18.5 (3.6) 
Irrelevant 10 28.5 (5.7) 3M 8R 19.0 (3.0) 
Control 10 25.7 (4.7) 3M 10R 19.0 (3.2) 
 
 
Materials and Procedures 
All procedures were carried out using a 21-inch, Sony Trinitron CRT monitor and a 
Macintosh 2.5 GHz Mini computer. All tasks were programmed in MATLAB R2009b 
(Mathworks, Natick, MA) using the Psychophysics Toolbox 3.0.9 extension (Brainard, 
1997; Pelli, 1997). Participants sat at an approximate viewing distance of 57 cm from the 
computer screen for all the tasks used in the two experiments. 
 
Procedure 
Irrespective of group, participants initially completed a PRP paradigm and a 
categorical-AB paradigm1. This initial session is referred to from here onwards as the pre-
training session. Subsequently, participants assigned to the relevant or irrelevant training 
conditions attended eight training sessions held over two weeks, attending a maximum of 
one session per day. Following the training sessions, or after two weeks for the control 
group, participants again completed the PRP and categorical-AB paradigms (post-training 
                                                
1 A hybrid AB-PRP paradigm (speeded task 1, delayed task 2) was also administered 
during the pre- and post-training sessions. Administration of the three tasks (AB, PRP, 
hybrid AB-PRP) was fully counterbalanced across testing sessions and participants. Two 
participants responded at chance levels on the hybrid AB-PRP paradigm. As this resulted 
in the loss of 1/5th of a dataset from the irrelevant group, and consequently reduced our 
power to detect a significant 3(group) x 2(session) x 4(lag) interaction to 55%, we do not 
present the analysis of this task here. 
  
75 
session). Pre- and post-training sessions occurred at the same time of day. The paradigms 
were presented in counterbalanced order within and across sessions (pre- and post-
training). For a schematic representation of all the tasks, refer to Figure 1. The timeline of 
tasks completed by each group is presented in Table 2. 
 
Table 2. Tasks completed by each group for Experiment 1. (PRP = Psychological 
Refractory Period, AB = Attentional Blink). 
 
Training Group Session 1 (Pre-
Training) 
Training Session 2 (Post-
Training) 
Relevant Training  
 
 
PRP Paradigm 
Categorical-AB 
Paradigm 
Task 1 of the 
PRP Paradigm 
(speeded letter-
categorisation 
task), 4080 trials 
 
 
 
PRP Paradigm 
Categorical-AB 
Paradigm Irrelevant 
Training 
Comparable 
sensorimotor task 
(speeded colour-
categorisation 
task), 4080 trials 
Control No task 
 
 
PRP Paradigm 
For each trial, participants were instructed to complete two four-alternative choice 
tasks as quickly and as accurately as possible, task 1 required a manual response to one 
of four letters (H, S, A, & B) using one of the four corresponding keys (V, B, N, M on a 
standard QWERTY keyboard, keys were covered with white stickers and participants were 
required to respond with the four fingers of their dominant hand). Task 2 required 
participants to make one of four non-word vocal responses (“Pag”, “Mab”, “Dat”, “Taf”) to 
one of four complex tones. The tones were selected from those previously employed by 
Dux et al. (2006). Three practice blocks were performed immediately prior (i.e. same day) 
to the main PRP experiment. The first practice block was administered to familiarize 
participants with the stimulus response mapping used for the auditory-vocal task. On each 
trial one of the four complex tones used in the main experiment was presented, to which 
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participants made the corresponding vocal response. Each tone was presented five times 
over the course of the practice block for a total of 20 trials. A similar 20-trial practice block 
was also administered for the visual-manual task. On each of these trials, participants 
were presented with one of the four letters used in task 1 of the main experiment to which 
they made the corresponding manual response. Each letter was presented five times over 
the course of the practice block. Finally, a block of 20 dual-task trials were administered in 
order to familiarize participants with the procedure used in the main experiment. These 
dual-task trials were identical to the dual-task trials employed in the main experiment. 
Auditory-manual, visual-manual and dual-task practice was repeated until a criterion of 
90% correct was achieved. 
Each dual-task trial began with a black fixation cross presented on a white 
background. After 500 ms the fixation cross was removed, initiating a blank interval with a 
random duration lasting between 200 ms and 1000 ms. The task 1 letter stimulus followed, 
presented centrally in black Courier New font for 200 ms and subtending a visual angle of 
approximately 1.0° x 1.0°. The task 1 stimulus was unmasked and thus data unlimited. 
After either a short (200 ms) or a long (1000 ms) SOA, the task 2 auditory stimulus was 
presented for 200 ms. A blank screen was presented for an additional 2800 ms and was 
followed by a message informing participants to press the space bar when they were 
ready to begin the next trial. The experimental trials consisted of 50 repetitions each of the 
2 SOA trial types. Presentation of the experimental trials was randomized, as was the 
selection of task 1 and task 2 stimuli for each trial. Response times (RT) for each task 
were taken from the task-specific stimulus onset. 
 
Categorical-AB Paradigm 
For the categorical-AB paradigm, two letter targets appeared in an RSVP of digit 
distractors. T1 was drawn from the same stimulus set as task 1 in the PRP (H, S, A, & B), 
using the same stimulus-response mappings (once again, participants were instructed to 
respond with the same four fingers of the dominant hand). T2 was one of four pre-
specified letters (J, D, E, K), and participants were instructed to identify the target using 
one of four keys (F, G, H, J). Participants had to wait until the end of the RSVP stream to 
respond to both T1 and T2, and were informed to take as long as they wished to make 
their responses. So, in the categorical-AB paradigm task 1 was the same as task 1 in the 
PRP paradigm, except that the stimulus was data-limited and the response was delayed 
and unspeeded. Task 2 also required the identification of one of four letters, and the 
unspeeded selection of one of four responses; however, the stimulus identities and 
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response options differed from T1, and consequently, from those presented in the PRP 
paradigm. 
Each trial began with a central fixation cross, presented for 500 ms. At fixation 
offset, an RSVP of 8 digit distractors and 2 target letters was displayed. All stimuli were 
presented centrally in black Courier New font on a white screen, for 100 ms each, and 
subtended 1.0° of visual angle at a viewing distance of 57 cm. Distractors were randomly 
selected from the digits 2 to 9 (inclusive). On all trials, T1 was presented at serial position 
3, with T2 following at lag 2, 3, 5 or 6. Participants completed 20 practice trials just prior to 
commencing the main experiment. The experimental trials consisted of a randomized 
presentation of 50 repetitions of the 4 lag trial types, resulting in 200 experimental trials. 
T1 and T2 identities were selected randomly from trial to trial. 
 
Training (Relevant vs. Irrelevant)  
The goal of the training procedures was to improve response time on either task 1 
of the PRP paradigm (relevant training) or on a comparable sensorimotor task (irrelevant 
training). Participants completed 4080 practice trials over seventeen training blocks. 
Sixteen blocks were completed over eight training sessions; the seventeenth was 
completed just prior to the second testing session. The first session began with an 
overview of the training programme, whereas the remaining sessions began with visual 
feedback (in the form of a line graph) of median RTs achieved over the previous training 
blocks. Median RTs were chosen to reduce the influence of outliers. For both relevant and 
irrelevant training groups, each trial began with a fixation cross, presented for 750 ms. 
Subsequently a blank screen was presented for one of four randomly selected intervals 
(100, 200, 300, or 400 ms) followed by the target stimulus for 200 ms. The target stimulus 
was unmasked and thus data-unlimited as was the case in the PRP paradigm. For the 
relevant training group, the target stimulus was randomly selected from the four letter 
stimuli used as task 1 in the PRP and AB paradigms, while for the irrelevant group, the 
target stimulus was randomly selected from one of four coloured discs (red, blue, green, 
yellow). A blank screen followed until the participant responded and a tone was played if 
the participant made an error. Each of the four stimuli was presented 120 times over the 
course of each practice session. This resulted in 480 trials per session presented over 2 
blocks of 240 trials each. The only additional difference between the relevant and 
irrelevant group is that the response keys for the irrelevant training group were shifted four 
keys rightward on the keyboard (,< .> /? or ‘shift’, again, these keys were covered with 
blank stickers and participants were instructed to respond with their first through fourth 
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fingers of the dominant hand) and were assigned to red, blue, green and yellow 
respectively.  
In order to encourage quick and accurate responses participants were provided with 
performance feedback at the end of each training block. If participants scored over 95% 
correct and met their RT target on over 70% of trials a bonus dollar was awarded. When 
participants maintained that accuracy and met their RT target on over 75% of trials a new 
RT target was calculated and a further two bonus dollars were awarded ($3 in total). RT 
targets were derived using the mean and standard deviation of the previous block’s RT. 
The 75th percentile was calculated and employed as the new RT target. Along with the 
performance feedback presented at the end of each block, the total number of dollars 
awarded for that block, total number of dollars earned overall, and the RT target for the 
next block were also presented. 
 
 
Figure 1. Schematic representations of trials for the psychological refractory period (PRP) 
and categorical attentional blink (AB) paradigms and the training tasks. All participants 
completed the PRP and AB paradigms at pre-training and post-training. Participants 
assigned to the relevant and irrelevant training groups completed 4080 training trials 
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between pre- and post-training. Control participants had a no-training 2-week interval 
between pre- and post-training. (ms = milliseconds, T1 = target 1, T2 = target 2). 
 
Results 
For trials that required a speeded response (training, PRP paradigm), outlier 
screening was performed for each participant in each session for each task separately. 
Trials were excluded if a given RT was either <100 ms or >3 standard deviations (sd) 
above the mean for that participant in that condition and task. Excluded RT trials 
accounted for <1.5% of the data.  
In order to allow for the application of additive factors logic to the categorical-AB 
accuracy data, the percentage correct accuracy data were corrected for guessing and then 
log transformed to the base 10 (see Schweickert, 1985). Correction for guessing ensures 
that the accuracy data reflect performance on the cognitive process being targeted and not 
guessing. We assume that when a target is not identified, participants guess the target 
identity. As target identities could be one of four possible targets, we assume that if 
participants guess, they have a 1 in 4 chance of being correct. Therefore, to obtain guess 
corrected accuracy data, we used the formula 1-((error rate/3)*4). The log transformation 
rescales the data so that a manipulation that has the same proportional effect at different 
accuracy levels will have the same absolute effect on the scale. This facilitates comparison 
between pre- and post-training, and helps protect against possible ceiling effects when 
detecting interactions. For clarity, untransformed accuracy values are reported in brackets 
next to transformed values.  
 
Training 
Training effects were examined by subjecting mean RTs from the training sessions 
to a 2(group) x 17(block) mixed ANOVA. Results revealed significant main effects of block 
(F(3.65, 65.72) = 33.18, MSE = .003, p< .001, ηp2 = .65) and group (F(1,18) = 5.47, MSE = 
.05, p= .03, ηp2 = .23), but no interaction between the two (p= .32, ηp2 = .06). As can be 
seen in Figure 2, participants responded significantly faster as training progressed, with 
mean RT dropping from 620 ms in block 1 to 488 ms in block 17. As is also evident from 
Figure 2, participants in the relevant training group were faster than those in the irrelevant 
training group (mean RTs of 498 ms and 555 ms, respectively). This likely reflects the 
automaticity of letter reading relative to colour identification (e.g. MacLeod, 1991; Stroop, 
1935). 
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Figure 2. Accuracy (left, proportion correct) and response times (right) for the relevant and 
irrelevant training groups over the 17 training blocks. Both groups showed equivalent 
decreases in response time over training while retaining accuracy. Error bars represent 
95% confidence interval of the mean for the relevant and irrelevant groups based on the 
within group subject x block error term (Masson & Loftus, 2003, ms = milliseconds). 
 
An identical mixed ANOVA was also conducted on accuracy data. Neither main 
effect nor their interaction approached significance (ps > .18). Indeed, accuracy was 
consistently high (mean = 96 %, sd 2 %) across all training blocks. 
 
PRP Paradigm 
 Although we analyze response times to both task 1 and task 2, of primary interest is 
the effect of training on the PRP effect as reflected in task 2 response time improvements. 
More specifically, if training improves performance in the PRP paradigm, we would expect 
this to be reflected in a reduced PRP effect (or an attenuated difference between task 2 
response times for the two SOA conditions).  
 
Task 1 Response Time 
Task 1 RT data were submitted to a 3(group) x 2(session) x 2(SOA) mixed ANOVA. 
Means for each condition are presented in the top portion of the left panel in Figure 3. 
Overall there was a main effect of SOA, F(1,27) = 26.88, MSE = .004, p< .001, ηp2 = .50). 
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RTs were longer at the 200 ms SOA (mean = 757 ms, sd 182 ms) than at the 1000 ms 
SOA (mean = 697 ms, sd 157 ms), possibly reflecting capacity sharing between task 1 and 
task 2 (Navon & Miller, 2002, Tombu & Jolicœur, 2002; 2003). A significant main effect of 
session was also observed, (F(1,27) = 76.80, MSE = .014, p< .001, ηp2 = .74). Overall 
participants were faster at post-training (mean = 632 ms, sd 159 ms) relative to pre-
training (mean = 823 ms, sd 200 ms). A significant group x session interaction was also 
found (F(2,27) = 5.26, MSE = .014, p= .01, ηp2 = .28). All three groups showed a significant 
reduction in overall task 1 response time from pre- to post-training (all p< .005). To further 
investigate the interaction, difference scores were calculated for each participant (pre-
training mean RT – post-training mean RT). The relevant training group showed a 
significantly greater decrease in RT relative to the control group (F(1,18) = 9.45, MSE = 
.016, p= .01, ηp2 = .33). No other follow-up comparisons achieved significance (ps > .09, 
ηp2s < .14).  
 
Task 2 Response Time 
Task 2 RT data were subjected to an identical 3(group) x 2(session) x 2(SOA) 
mixed ANOVA. Means for each condition are presented in the bottom portion of the left 
panel in Figure 3. Crucially, a significant group x session x SOA interaction (F(2,27) = 
5.71, MSE = .006, p= .009, ηp2 = .30) was observed, indicating that the nature of training 
determined its impact on the PRP effect. To identify the groups that differed from one 
another, each pair of groups was entered into a group x session x SOA ANOVA. Results 
revealed that training had a differential impact on the PRP effect for the relevant group 
relative to either the control group (F(1,18) = 12.11, MSE = .004, p= .003, ηp2 = .40) or the 
irrelevant group (F(1,18) = 7.07, MSE = .006, p= .016, ηp2 = .28), the irrelevant and control 
groups did not differ from each other (F(1,18) = .06, MSE = .006, p= .81, ηp2 = .003).  
Further follow up analyses examined the specific impact of training on the PRP 
effect for each group. To do so, a PRP effect value was calculated for each participant at 
pre- and post-training by subtracting mean RT in the 1000 ms condition from that in the 
200 ms condition. Results are plotted in the right panel in Figure 3. The relevant training 
group showed a significant reduction in the PRP effect with training (F(1,9) = 18.95, MSE = 
.008, p= .002, ηp2 = .68). No reduction in the PRP effect was found for the irrelevant 
training group (F(1,9) = .03, MSE = .016, p= .89, ηp2 = .003) or the control group (F(1,9) = 
.41, MSE = .009, p= .54, ηp2 = .04). Thus the current results suggest that only task-specific 
training reduces the PRP effect. Given that relevant training targeted task 1 performance, 
and that only the early and central stages of task 1 processing contribute to the PRP 
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effect, relevant training must have improved performance by reducing the duration of early 
and/or central stages of processing in task 1. Thus, although task 1 response times were 
also reduced for both the irrelevant and control groups at test, the absence of a reduction 
in the PRP effect indicates that any changes to task 1 processing must have occurred at a 
locus later than that which gives rise to the PRP effect. 
 
 
Figure 3. Response times to task 1 and task 2 in the PRP paradigm as a function of SOA 
(left) and the PRP effect (task 2 RT 200 ms SOA – task 2 RT 1000 ms SOA) at pre- and 
post-training as a function of group (right). Only the relevant training group showed a 
change in the PRP effect from pre- to post-training. Error bars represent 95% confidence 
interval of the mean (calculated with subject x session x soa error term, Masson & Loftus, 
2003, ms = milliseconds). ** = p< .005. 
 
T1 and T2 Accuracy 
Accuracy data for task 1 and task 2 are presented in Table 3. Importantly, 3(group) 
x 2(session) x 2(SOA) mixed ANOVAs performed on task 1 and task 2 accuracy data 
showed no evidence for speed accuracy tradeoffs (see Table 3). A significant group x 
session interaction was observed in the task 1 accuracy data (F(2,27) = 3.89, MSE = .002, 
p= .03, ηp2 = .22). To investigate this interaction, each pair of groups was entered into a 
group x session x SOA ANOVA. The relevant group showed a greater increase in 
accuracy from pre- to post-training relative to the irrelevant group (F(1,18) = 5.0, MSE = 
.002, p= .04, ηp2 = .22), and relative to the control group (F(1,18) = 7.25, MSE = .001, p= 
.02, ηp2 = .29). A significant group x session interaction was not observed when the 
irrelevant group was compared to the control group (F(1,18) = .37, MSE = .001, p= .55, ηp2 
= .02). A significant session x SOA interaction was also observed for the task 2 accuracy 
data (F(1,27) = 4.11, MSE = .001, p= .053, ηp2 = .13).  A significant increase in task 2 
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accuracy was observed from pre- to post-training at the short SOA (F(1,29) = 8.18, MSE = 
.01, p= .01, ηp2 = .22). This effect was not present at the long SOA (F(1,29) = 3.29, MSE = 
.011, p= .08, ηp2 = .10). No other interactions achieved significance (all p’s > .3). 
 
Table 3. Accuracy data (percentage correct) for task 1 and task 2, for each SOA (short and 
long), in the PRP paradigm. Values in brackets represent standard deviations.  
 
  Pre-Training   Post-Training  
 Task 1  Task 2  Task 1  Task 2  
SOA Short Long Short Long Short Long Short Long 
Relevant 92(04) 89(08) 83(23) 86(21) 98(02) 97(02) 89(18) 93(15) 
Irrelevant 94(07) 93(10) 86(08) 92(07) 94(05) 95(04) 89(07) 92(04) 
Control 93(04) 96(05) 80(20) 84(18) 97(03) 96(05) 93(06) 93(05) 
 
 
Categorical-AB Paradigm 
 The results of the PRP analysis show that, in the context of PRP interference, dual-
task training benefits are task specific. Training a data-unlimited speeded visual-manual 
task, using different stimuli than used at test, did not reduce dual-task interference in the 
PRP paradigm. The primary goal of the present analysis was to investigate if the training 
regimen that proved successful in the context of the PRP paradigm (relevant training) 
would transfer to the context of the categorical-AB paradigm. Here, although the task 
being performed at test and during training was the same (letter identification), the context 
was different (training on a data-unlimited speeded version of the task, testing on a data-
limited, unspeeded version of the task). In order to determine whether performance 
changes were brought about by the same training regimen that improved PRP 
performance, we assessed the impact of both relevant (speeded letter identification) and 
irrelevant (speeded colour identification) training on performance on the categorical-AB 
paradigm. 
  If training benefits are specific to the task conditions that were trained upon, training 
on a data-unlimited speeded version of the task should not result in training benefits when 
testing for dual-task interference using the data-limited, unspeeded categorical-AB 
paradigm. On the other hand, if training can benefit more than one processing operation 
that relies upon the central bottleneck, then relevant training should also result in a 
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reduced categorical-AB. Furthermore, if the locus of improvement is the same for the PRP 
and the categorical-AB, then irrelevant training should not reduce dual-task interference in 
the categorical-AB paradigm. 
Again, although we analyze accuracy changes for both T1 and T2, our crucial 
measure of training benefits pertains to attenuated differences in T2 given T1 (T2|T1) 
performance between early and late lag conditions with training. More specifically, we look 
for reductions in the magnitude of the AB with training. 
 
T1 
A 3(group) x 2(session) x 4(lag) mixed ANOVA revealed a general increase in 
accuracy from pre- (mean = 85% (1.90), sd 8.57 (.07)) to post-training (mean = 90% 
(1.94), sd 6.80 (.05), F(1,27) = 13.08, MSE = .003, p= .001, ηp2 = .33, see figure 4, top left 
panel). There was also a significant main effect of lag (F(3,81) = 4.21, MSE < .001, p= 
.008, ηp2 = .14). Post-hoc LSD comparisons revealed that accuracy at lag 2 (mean = 89 % 
(1.93), sd 9.39 % (.05)) was significantly lower than at lag 3 (mean = 90 % (1.95), sd 7.37 
% (.03), p< .01). None of the other comparisons achieved significance (all p> .06). 
 
T2|T1 
Maclean and Arnell (2012) have argued that there are two key criteria that must be 
fulfilled in order to demonstrate that the AB has been modulated by an experimental 
manipulation. Firstly, it must be demonstrated that the lag-dependent effect on T2|T1 
accuracy (the key characteristic of the AB) has been influenced by the experimental 
conditions. In the current design, this will be indicated by a significant session x lag 
interaction. Secondly, it is important that the interaction is driven by accuracy changes at 
early lags (i.e. those occurring within the AB temporal window) rather than accuracy 
changes occurring at later lags (at lags which lie outside of the AB temporal window).  
A significant group x session x lag interaction (F(6,81) = 3.23, MSE  <.001, p= .007, 
ηp2 = .19, see figure 4, left panel, bottom) indicated that the effect of training (session) on 
the size of the AB (lag) was influenced by the group to which participants were assigned. 
Subsequent analysis showed a significant group x session x lag interaction when the 
relevant training group was compared to the control group (F(3,54) = 3.06, MSE = .003, p= 
.04, ηp2 = .15), and when the irrelevant training group was compared to the control group 
(F(3,54) = 3.64, MSE = .003, p= .02, ηp2 = .17). When the relevant group was compared to 
the irrelevant group, the group x session x lag interaction failed to reach significance 
(F(3,54) = 2.69, MSE = .001, p= .06, ηp2 = .13). Post-hoc comparisons did not reveal any 
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significant differences between the two groups when the change in accuracy from pre- to 
post-test was compared at each lag (all ps > .10).  However, given that the 3-way 
interaction test was on the margins of significance, caution must be taken when 
interpreting differences between relevant and irrelevant training regimens. 
To further investigate group differences, and to establish whether observed 
performance changes meet the key criteria for evidence for AB attenuation (Maclean & 
Arnell, 2012), i.e. whether performance changes are due to greater improvements at early 
lags relative to later lags, 2(session) x 4(lag) repeated measures ANOVAs were conducted 
for each group. The relevant training group showed a significant session x lag interaction 
(F(3,27) = 7.90, MSE = .004, p= .001, ηp2 = .47), as did the irrelevant training group 
(F(3,27) = 8.06, MSE = .002, p= .001, ηp2 = .47). However, a significant interaction was not 
present in the control group (F(3,27) = .773, MSE = .003, p= .52, ηp2 = .08). This indicates 
that both the relevant and irrelevant training groups showed modulation of the AB, 
whereas the control group did not.  
Although all participants performed significantly below ceiling for T2|T1 at later lags 
pre-training (using one-sample t-tests against ceiling for each group, all p’s < .014), we 
wanted to ensure that the significant interactions that were observed in the relevant and 
irrelevant groups were driven by changes in T2|T1 accuracy performance at earlier lags, 
rather than possible ceiling effects for performance at later lags. In order to achieve this, 
difference scores were calculated at each lag for each participant. T2|T1 accuracy scores 
obtained at the pre-training session were subtracted from the post-training accuracy 
scores (see Figure 4, rightmost panel). As can be seen, both the relevant training and 
irrelevant training groups show large changes in performance at earlier lags.  
Post-hoc LSD comparisons were performed on these difference score data. The 
relevant training group showed significantly greater improvements at lag 2 (mean = 17.28 
% (.16), sd 11.98 % (.13)) than at lags 5 (mean = 10.10 % (.08), sd 10.53 % (.08), p= .02), 
and 6 (mean = 4.22 % (.03), sd 10.25 % (.08), p= .007). Improvement at lag 3 (mean = 
21.16 % (.20), sd 14.17 % (.17)) was significantly greater than at lag 5 (p= .02) and lag 6 
(p= .009). Similarly, the irrelevant group showed significantly greater improvements at lag 
2 (mean = 16.33 % (.16), sd 11.42 % (.14)) than at lag 5 (mean = 11.23 % (.09), sd 9.20 % 
(.08), p= .04) and lag 6 (mean = 3.93 % (.03), sd 7.36 % (.05), p= .006). Performance 
improvement at lag 3 (mean = 11.53 % (.09), sd 10.31 % (.10)) was significantly greater 
than at lag 6 (p= .03). No significant differences were observed for the control group (all p> 
.2).  
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To recap, the observed significant interaction between the three groups show that 
both relevant and irrelevant training were effective in reducing the size of the AB, whereas 
no such reduction was shown for the control group. The post-hoc analysis shows that 
performance changes observed for the relevant and irrelevant training groups occurred for 
early lags, rather than later lags, confirming attenuation of the AB in these two groups.  
These findings stand in stark contrast to the PRP paradigm, where only relevant training 
was effective in reducing dual-task interference. 
 
 
Figure 4. Pre- and post-training Target 1 (T1) and Target 2 given Target 1 (T2|T1) 
accuracy (guess-corrected and log transformed) in the AB paradigm plotted as a function 
of lag (left). Accuracy difference scores (plotted by group, right) were calculated by 
subtracting pre-training T2|T1 performance at each lag from post-training T2|T1 
performance using the guess corrected, log transformed data. Both the relevant and 
irrelevant training group showed a reduced AB magnitude post-training relative to the 
control group, evidenced by greater accuracy changes at earlier lags relative to later lags. 
This effect was not present in the control group. Error bars represent 95% confidence 
interval of the mean. (Calculated with the subject x session x lag error term, Masson & 
Loftus, 2003, ms = milliseconds). ** = p< .005. 
 
Discussion 
In Experiment 1, we explored two key issues associated with training-related 
reductions in dual-task interference. The first related to the generalizability of training 
across dual-task paradigms, whereas the second related to the specificity of training 
required for reducing dual-task interference. Three groups of participants performed both a 
PRP and an AB paradigm before and after completing a training regimen. The relevant 
training group received training on task 1 from the PRP paradigm, whereas the irrelevant 
training group received training on an analogous, but unrelated, speeded alternative 
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forced choice task. The control group received no specific training, but was retested after a 
similar amount of time as the other groups. Clear differences for the influence of training 
on the AB and PRP were observed. Specifically, while only relevant training reduced the 
PRP effect, both relevant and irrelevant training attenuated the AB. This suggests that 
while reduction of the PRP effect requires training the specific stimulus-response 
mappings employed at test (when single-task training is employed for the training 
regimen), more general training is effective in the context of the categorical-AB paradigm. 
Despite clear differences between the training task and the tasks that make up the AB 
paradigm (data-unlimited speeded letter/colour-discrimination task during training, data-
limited unspeeded letter-discrimination tasks in the AB paradigm), training (relevant and 
irrelevant) nonetheless reduced dual-task interference. 
These results suggest that although a training regimen that reduces the PRP effect 
can also attenuate AB magnitude, it is not necessarily for the same reason, because the 
irrelevant training regimen reduced dual-task interference in the categorical-AB paradigm, 
but not the PRP paradigm. Given that both relevant and irrelevant training regimens 
improve performance on the AB, something other than strengthened specific stimulus-
response mappings must be driving the observed performance benefits. Furthermore, the 
results of Experiment 1 indicate that training benefits are not stimulus specific, and 
improve AB performance in general. It may be that this benefit transfers across AB tasks 
that have different stimuli and task demands. One goal of Experiment 2 was to examine 
the extent of this generalization. 
It is also crucial to include an active control group when testing the effects of 
training interventions (Redick et al., 2013). This ensures that detected performance 
changes can be attributed to the effect of the training regimen employed, rather than 
motivational differences that may arise when comparing participants who have invested 
time and effort towards completing a challenging training regimen to a no-train control 
group. Given that AB performance has previously been shown to be modulated by factors 
such as attentional investment (Olivers & Nieuwenhuis, 2006), it is important to ascertain 
that the attenuated ABs observed in Experiment 1 are due to the specific features of the 
relevant and irrelevant training regimens, rather than factors such as investment or effort. 
This was a further goal of Experiment 2.  
 
Experiment 2 
In Experiment 1, we showed that training a speeded, data-unlimited task reduces the size 
of the AB, even when the stimuli and task employed during training differ from those used 
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at test. However, it is not clear from Experiment 1 whether this performance benefit was 
due to the processing mechanisms tapped during the training task, or to motivational 
factors such as attentional investment. Experiment 2 assessed the influence of an extra 
training condition on AB performance. In addition to the relevant, irrelevant and control 
groups, a fourth group received visual search training. Visual search performance is 
known to not correlate with AB performance (Arnell, Howe, Joanisse, & Klein, 2006), 
therefore any reduction in the size of the AB observed in this condition can be attributed to 
reward and motivational factors alone. If reductions in the size of the AB are due to a 
specific processing mechanism tapped by the relevant and irrelevant training conditions, 
and are not due to reward or motivational factors, then these training regimens should 
attenuate the AB to a greater extent than the visual-search training regimen. In contrast, if 
reward or motivational factors are driving the reduction in dual-task interference observed 
in Experiment 1, then visual search training should result in reductions in the size of the 
AB that are akin to those seen in the relevant and irrelevant training conditions. 
We were also interested in examining the extent to which training-related reductions 
in dual-task interference generalized to AB paradigms employing different classes of 
stimuli. To do so, participants completed three AB paradigms during the pre- and post-
training sessions. The first AB paradigm was the categorical-AB paradigm used in 
Experiment 1. The second paradigm also used the same digit distractors and T1 
demands, but required the detection of the presence or absence of the digit ‘2’ for T2 
(detection-AB). The third AB paradigm required the identification of one of four possible 
targets for T1 and T2, but involved indoor and outdoor scene images for the targets and 
scrambled scenes for the distractors (scene-AB). If training reduces the size of the AB 
regardless of the stimuli employed during training, then greater improvements should be 
observed for early lags relative to later lags, and this should be consistent across AB 
paradigms. In contrast, if training benefits are stronger for particular stimuli or task 
demands, then training benefits should differ across paradigms. 
 
Method 
Participants 
Participants were recruited according to the criteria detailed in Experiment 1 (see 
Table 4). A total of 61 participants were included in the study. Participants were randomly 
assigned to the relevant, irrelevant, visual search and no-training control groups. Of these, 
eight participants (N = 2 from each group) failed to achieve a score above floor (0) on at 
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least one of the T2|T1 measures after guess-correction and were subsequently removed 
from the analysis.  
 
Table 4. Total number of participants (N), mean age, gender, handedness, and mean total 
number years of education for the different groups for Experiment 2. Standard deviations 
are presented in brackets. (M = male, R = right handed). 
 
Training 
Group 
N Age Gender Handedness Years of 
Education 
 
Relevant 
 
13 
 
21.0 (3.0) 
 
3M 
 
14R 
 
14.9 (2.4) 
Irrelevant 14 21.6 (2.5) 3M 14R 15.4 (2.4) 
Control 13 24.1 (3.8) 3M 9R 15.9 (2.8) 
Active-
Control 
13 23.5 (4.6) 3M 13R 16.4 (2.7) 
 
 
Materials and Procedure 
During the pre-training session, all participants completed three AB paradigms 
(categorical-AB, detect-AB and scene-AB, see Table 5 for a summary), with the order in 
which they were performed counterbalanced across participants. Given that participants 
reached asymptotic performance at around 2500 training trials in Experiment 1, 
participants in the relevant, irrelevant and visual search training groups completed 2970 
training trials over three consecutive days in Experiment 2. Following the training sessions, 
or after three days for the control group, participants were re-tested on the three AB 
paradigms (post-training session).  
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Table 5. Tasks completed by each group for Experiment 2. (AB = Attentional Blink). 
 
Training Group Session 1 (Pre-
Training) 
 
Training Session 2 (Post-
Training) 
Relevant Training  
 
Categorical-AB 
Task 
Detect-AB Task 
Scene-AB Task 
Speeded letter-
categorisation 
task, 2970 trials 
 
 
Categorical-AB 
Task 
Detect-AB Task 
Scene-AB Task 
Irrelevant 
Training 
Speeded colour-
categorisation 
task, 2970 trials 
Control No task 
Active Control Visual search 
(search for T 
among L’s), 2970 
trials 
 
 
AB Paradigm 
The structure of the AB paradigms was the same as that described for Experiment 
1, except that no white stickers were placed on the response keys. As all participants had 
previously interacted with keyboards, and therefore already held some motor associations 
with the keys, it was deemed to make little difference whether or not the keys were 
covered. Furthermore, T2 could be presented at lags 2, 3, 4, 5 or 7. For each paradigm, 
the experimental trials consisted of a randomized presentation of 40 repetitions of the 5 
lag trial types, resulting in 200 experimental trials. 
The categorical-AB paradigm was the same as is presented in Experiment 1. The 
detection-AB paradigm was identical to the categorical-AB paradigm, except that for T2, 
participants were required to detect whether or not the digit ‘2’ had been present in the 
RSVP stream. For the third AB paradigm (scene-AB), T1 was drawn from four possible 
indoor scenes, and T2 was drawn from four possible outdoor scenes (taken from Marois, 
et al., 2004). The target scenes were presented among scrambled scene distractors. All 
scene images subtended 11° of visual angle at a viewing distance of 57 cm. For a 
schematic representation of the detection- and scene-AB paradigms, refer to Figure 5. 
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Figure 5. Schematic representations of trials for the detect-AB and scene-AB paradigms. 
All participants completed the three AB paradigms (categorical-AB, detect-AB and scene-
AB) at pre-training and post-training. Participants assigned to the relevant, irrelevant and 
visual search training groups completed 2970 training trials between pre- and post-
training. Control participants had a no-training 3-day interval between pre- and post-
training. (ms = milliseconds, T1 = target 1, T2 = target 2). 
 
Training  
The structure of the sessions was identical to Experiment 1 except that participants 
in the training conditions completed 2970 training trials over 3 sessions. Each session 
consisted of 5 blocks of 198 trials. Instead of the presentation of a single letter or coloured 
disc, visual-search training involved the presentation of a target (the letter T) among 8, 12 
or 16 randomly placed distractors (L’s). Distractor set sizes were presented equally often 
and presentation order was randomized within the training session. The target stimulus 
could be oriented to 90° or 270°. Participants were required to identify the orientation of 
the target using the keys ‘A’ and ‘Z’ on a standard keyboard. The search array was 
displayed for 3 seconds or until participant response. Participants were instructed to 
respond with the index and middle fingers of their dominant hand. 
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In order to encourage quick and accurate responses participants were provided with 
performance feedback (as described in Experiment 1) at the end of every block of training 
trials (5 feedbacks per session).  
 
Results 
Training 
  For the relevant and irrelevant training regimens, RT data were entered into a 
2(group) x 15(block) mixed ANOVA. The results replicated those of Experiment 1, there 
was a main effect of session (F(14,350) = 10.75, MSE = .007, p< .001, ηp2 = .30). 
Response times were slower on the first training block (mean = 745 ms, sd 281 ms) 
relative to the last training block (mean = 562, sd 93). There was a significant main effect 
of group (F(1,25) = 6.8, MSE = .093, p= .02, ηp2 = .21), with the relevant training group 
responding faster (mean = 561 ms, sd 78 ms) than the irrelevant training group (mean = 
636 ms, sd 15 ms). Crucially, there was no significant group x session interaction (p= .14), 
suggesting that comparable training benefits were observed for both groups. For the 
accuracy data, there was a significant main effect of block (F(14,350) = 1.94, MSE = .009, 
p= .02, ηp2 = .07), which most likely reflects minor speed/accuracy trade offs for some 
participants in the final blocks of training (first block mean = 96 %, sd 3 %; final block 
mean = 90 %, sd 18 %). 
 RT data from the visual-search training regimen were entered into a 3(set size) x 
15(block) repeated measures ANOVA. There was a significant set size x block interaction 
(F(28,336) = 4.32, MSE = .001, p< .001, ηp2 = .26). A visual inspection of the data (see 
Figure 6) reveals that this is due to a smaller RT difference for the search arrays 
containing 12 and 16 distractors at the beginning of training, relative to the remaining 
training blocks. Importantly there was a main effect of session (F(14,168) = 36.52, MSE = 
.011, p< .001, ηp2 = .75), indicating that responses were faster in the final block (mean = 
749 ms, sd 92 ms) relative to the first block (mean = 1126 ms, sd 276 ms). Accuracy data 
was calculated across set sizes for each block and subject to a repeated-measures 
ANOVA with block as the within subjects factor. The effect of block failed to reach 
significance (p= .11) indicating that accuracy was consistent across blocks. Accuracy was 
consistently high (mean = 96 %, sd 5 %) across the 15 training blocks. 
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Figure 6. Response times for the relevant, irrelevant (top panel) and visual search training 
groups (bottom panel) over the 15 training blocks. Error bars represent 95% confidence 
interval of the mean (based on the within group subject x block error term for relevant and 
irrelevant training groups and on the within group subject x block x set size error term for 
the visual search group, Masson & Loftus, 2003, ms = milliseconds). Accuracy was 
consistently high across the training blocks. Response times for the relevant and irrelevant 
training groups replicated those for Experiment 1. 
 
AB Paradigms 
Again, although we analyze accuracy for both T1 and T2, our crucial measure of 
training benefits pertains to reductions in the magnitude of the AB. Guess-correction and 
log transformation procedures were the same as for Experiment 1, with the exception of 
accuracy data for T2|T1 in the detection-AB task. For this data, participants’ overall false 
alarm (FA) rate was subtracted from T2|T1 accuracy at each lag (Dale, Dux, & Arnell, 
2013, overall mean pre-training FA = 8 % (sd 7 %), overall mean post-training FA = 6 % 
(sd 6 %)) prior to log transformation). There were no significant differences between 
groups in FA for the pre- and post- training sessions (both p> .2). 
 
T1 
A 4(group) x 3(AB paradigm) x 2(session) x 5(lag) mixed ANOVA revealed a 
significant four-way interaction (F(24,392) = 1.83, MSE = .001, p= .01, ηp2 = .1). We don’t 
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attempt to interpret this interaction as our focus is on T2 performance. However, a visual 
inspection of the data shows that, although accuracy was generally high across the 
conditions, accuracy at lag 7 for the irrelevant group was conspicuously higher than for the 
other groups and is most likely contributing to the interaction. Accuracy across the three 
paradigms improved from the pre-training session (mean = 79.5 % (1.89), sd 15.2 % (.07)) 
to the post-training session (mean = 89.1 % (1.95), sd 9.5 % (.07), F(1,49) = 47.78, MSE = 
.025, p< .001, ηp2 = .49). There was a main effect of lag (F(4,196) = 4.25, MSE = .002, p= 
.003, ηp2 = .08) with T1 accuracy being lower when T2 was presented at lag 2 (mean = 
83.2 % (1.913), sd 13 % (.05)) relative to lag 4 (mean = 84.6 % (1.92), sd 13.6 % (.06), p= 
.04), lag 5 (mean = 85.3 % (1.924), sd 13.1 % (.06), p= <.001), and lag 7 (mean = 85.2 %  
(1.924), sd 13.2 % (.05), p= .003). T1 accuracy was also lower when T2 was presented at 
lag 3 (mean = 84.2 % (1.917), sd 13.9 % (.06) relative to lag 5 (p= .02). Finally, there was 
a significant main effect of paradigm (F(2,98) = 4.72, MSE = .016, p= .011). Accuracy for 
T1 was higher in the AB-detection paradigm (mean = 86.6 % (1.93), sd 11.6 % (.04)) 
relative to the categorical-AB paradigm (mean = 84.1 % (1.92), sd 13.6 % (.06), p= .006) 
and relative to the scene-AB paradigm (mean = 82.8 % (1.91), sd 14.5 % (.07), p= .015). 
 
T2|T1 
Given the results of Experiment 1, the goal of the current T2|T1 analysis was to 
determine which groups demonstrate a significant session x lag interaction (driven by 
significant changes at early lags rather than at later lags (Maclean & Arnell, 2012). If 
general motivational factors drove the attenuation of the AB observed in Experiment 1, 
then all three training groups (relevant; irrelevant; visual search) should show a significant 
session x lag interaction. If a specific processing mechanism that is tapped by the relevant 
and irrelevant training regimens is responsible for attenuating the AB, then only these two 
groups should show a significant session x lag interaction. Furthermore, if training benefits 
are not specific to the stimuli that were trained upon, then the session x lag interaction 
should be consistent across paradigms. 
Although the omnibus 4(group) x 3(paradigm) x 2(session) x 5(lag) mixed ANOVA 
did not reveal a significant 4-way interaction (F(8,32) = 1.03, MSE = .007, p= .4), we have 
strong a-priori hypotheses regarding the expected interactions for the training and control 
groups. Given our a-priori predictions, a 3(paradigm) x 2(session) x 5(lag) repeated 
measures ANOVA was conducted for each group. Consistent with Experiment 1, both the 
relevant and irrelevant training groups showed a significant session x lag interaction 
(relevant training: F(4,48) = 9.33, MSE = .006, p< .001, ηp2 = .44; irrelevant training: 
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F(4,52) = 4.63, MSE = .006, p= .003, ηp2 = .26). Importantly, this effect did not interact with 
paradigm for either group (relevant training: F(8,96) = 1.6, MSE = .008, p= .14; irrelevant 
training: F(8,96) = .928, MSE = .007, p= .5), suggesting that the AB was consistently 
attenuated across all three AB paradigms. Simple effects comparisons of session at each 
level of lag (using a Bonferroni adjusted alpha of .01 to correct for comparisons across 5 
lags) revealed significant increases in accuracy for the relevant training group at lag 2 
(pre-training mean = 49.88 % (1.62), sd 22.3 % (.31), post-training mean = 67.4 % (1.8), 
sd 22.2 % (.17), ηp2 = .59), lag 3 (pre-training mean = 61.72 % (1.73), sd 26.3 % (.26), 
post-training mean = 81.2 % (1.9), sd 16.4 % (.11), ηp2 = .62), and lag 4 (pre-training mean 
= 72.08 % (1.82), sd 24.3 % (.22), post-training mean = 84.84 % (1.92), sd 14.7 % (.09), 
ηp2 = .59, all ps = .001). The same analysis for the irrelevant training group revealed 
significant increases in T2|T1 accuracy at lag 3 (pre-training mean = 57.59 % (1.7), sd 
24.3 % (.26), post-training mean = 75.41 % (1.84), sd 22.4 % (.22), ηp2 = .57), and at lag 4 
(pre-training mean = 66.48 % (1.79), sd 20.7 % (.2), post-training mean = 81.44 % (1.89), 
sd 16.75 % (.16), ηp2 = .64, both ps = .001). These results suggest that AB magnitude was 
attenuated across the three AB paradigms for both the relevant training and irrelevant 
training groups (see Figure 7). In contrast, no significant session x lag interaction was 
found for either the visual-search training group (F(4,48) = 1.32, MSE = .005, p= .28, ηp2 = 
.10) or for the control group (F(4,48) = 2.23, MSE = .011, p= .08, ηp2 = .15), therefore there 
is insufficient evidence to conclude that AB magnitude was attenuated for either of these 
groups. 
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Figure 7. Pre- and post-training Target 2 given Target 1 (T2|T1) accuracy (guess-corrected 
and log transformed) in the categorical-AB, detect-AB, and scene-AB paradigms, and for 
the overall session x lag interaction (columns) for the relevant, irrelevant, visual-search 
and no-train control groups (rows). T2|T1 accuracy is plotted across lag. Both the relevant 
and irrelevant training group showed a reduced AB magnitude post-training, evidenced by 
greater accuracy changes at earlier lags relative to later lags. This improvement was 
consistent across the three AB tasks. This effect was not present in the control group or 
the visual-search training groups. Error bars represent 95% confidence interval of the 
mean. (Calculated with the subject x session x lag error term, Masson & Loftus, 2003, ms 
= milliseconds). ** = p< .005. 
 
 As we did not find a significant interaction between the groups in the omnibus group 
x task x session x lag ANOVA, there is not sufficient evidence to conclude that the groups 
differ from one another. Given the suggestive pattern of results above found for the 
relevant and irrelevant training groups, we plotted difference scores (T2|T1 performance at 
each lag, post-pre) for each paradigm separately for each group (see Figure 8). The 
performance changes for the relevant training group are indicative of a general decrease 
in AB magnitude across the three tasks (evidenced by a greater change at early lags 
relative to later lags), with the largest improvements occurring for the Detect-AB paradigm. 
A visual inspection of the data suggests this pattern of results may also be occurring for 
the irrelevant training group, and potentially for the no-train control group. The 
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performance changes for the visual search group suggest a more mixed pattern of 
change.  
 
                             
 
Figure 8. Guess corrected (GC), log transformed accuracy (Acc)) difference scores at 
each lag for each AB task of Experiment 2. Each panel represents one group. Error bars 
represent 95% confidence interval of the mean. (Calculated with the subject x task x 
session x lag error term, Masson & Loftus, 2003, ms = milliseconds). (** = p< .005, refers 
to the task x session x lag interaction). 
  
Given that the pattern of results depicted in Figure 8 are suggestive of performance 
changes that may differ across the groups, and that statistical power is an essential 
element for determining the efficacy of cognitive training regimens (e.g. Redick et al., 
2013), we decided to combine the categorical-AB data from Experiments 1 and 2 in a 
follow-up analysis. Data from the relevant, irrelevant and no-training control groups were 
entered into a 3(group) x 2(session) x 4(lag (2, 3, 5 & 6 from Experiment 1, and 2, 3, 5 & 7 
from Experiment 2)) repeated measures ANOVA. There was a significant session x lag x 
group interaction (F(6,201) = 2.25, MSE = .003, p= .04, ηp2 = .06). Subsequent analyses 
revealed a significant group x session x lag interaction when the relevant group were 
compared to the control group (F(3,132) = 2.76, MSE = .003, p= .047, ηp2 = .06). This was 
driven by a significant session x lag interaction for the relevant training group (F(3,66) = 
9.67, MSE = .004, p< .001, ηp2 = .31) that was not present in the control group (F(3,66) = 
2.54, MSE = .003, p= .06, ηp2 = .10). Although there is some evidence for attenuation of 
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the AB across sessions in the control condition, significantly greater attenuation was 
observed in the relevant training condition (see Figure 9). This result shows unequivocally 
that relevant training reduces dual-task interference in the AB paradigm to a greater extent 
than no training (see Figure 9).  
 
                     
Figure 9. Guess corrected (GC), log transformed accuracy (Acc) pre- (top left) and post- 
(top right) training for the categorical-AB paradigm, combined across Experiments 1 and 2. 
Bottom panel: difference scores at each lag for each group. Error bars represent 95% 
confidence interval of the mean (Calculated with the subject x session x lag error term, 
Masson & Loftus, 2003, ms = milliseconds). ** = p< .005. 
 
In contrast, conclusions regarding irrelevant training were less clear-cut. Follow-up 
analysis did not reveal a significant group x session x lag interaction when the irrelevant 
training group were compared to the control group (F(3,135) = 2.28, MSE = .003, p= .08, 
ηp2 = .05), nor when the irrelevant training group were compared to the relevant group 
(F(3, 135) = 1.74, MSE = .003, p= .16, ηp2 = .04, although when considered in isolation, the 
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MSE = .003, p= .002, ηp2 = .19). Therefore with the current data, we do not have the 
evidence to conclude whether or not reductions in the size of the AB observed in the 
irrelevant group are different than those found for either the relevant training or the no-
training control groups.  
 
Discussion 
Although our a-priori analysis indicated that relevant and irrelevant training resulted 
in a significant attenuation of the AB, our follow-up analysis that combined the data across 
both experiments only confirmed significant differences between the relevant training 
group and the no-training control group. We can therefore conclude that training on a 
relevant speeded-unmasked task does reduce dual-task interference in the AB paradigm. 
This has implications for our understanding of bottlenecks in information processing and 
for the design of cognitive training regimens. Both of these issues will be revisited in the 
General Discussion.  
Furthermore, although our a-priori analysis indicated that the irrelevant training 
group showed significant attenuation of the AB, our follow-up analysis did not confirm this 
to be significantly different than that observed for the no-training control group, nor than 
the relevant training group. Therefore strong conclusions about the effect of irrelevant 
training on dual-task performance in the AB paradigm cannot be drawn at this time. 
Further work assessing training transfer across stimuli at the level of sensory-encoding 
should utilize more sensitive measures in order to test whether training on task-irrelevant 
stimuli can result in transferable sensory-encoding benefits.  
 
General Discussion 
Over the course of two experiments, we tested the generalizability of training 
benefits for both the PRP and AB paradigms. In Experiment 1, participants performed a 
PRP paradigm involving a data-unlimited, speeded letter discrimination task followed by, 
at either a short or a long SOA, a speeded auditory-vocal task. In the AB paradigm, 
participants were presented with an RSVP stream of digits, in which two target letters were 
embedded at various lags. Both letters had to be reported at the end of the trial, each with 
an unspeeded response. The first letter was drawn from the same letter set as that used in 
task 1 of the PRP paradigm and used identical responses, whereas the second was drawn 
from a different set of letters, using different response keys. Therefore, task 1 in the AB 
paradigm was the same as that used in the PRP paradigm, except that the stimulus was 
data-limited and the response was delayed and unspeeded. Three training regimens were 
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employed: relevant training, irrelevant training and control. In the relevant training group 
participants practiced the data-unlimited speeded letter discrimination task employed as 
task 1 in the PRP paradigm. In the irrelevant training condition an unrelated data-unlimited 
speeded visual-manual task was practiced. Finally, in the control group no practice was 
provided. The results showed that a training regimen that improves performance on the 
PRP paradigm also improves AB performance, as the group that practiced the letter 
discrimination task showed attenuated PRPs and ABs, relative to a control group that did 
not receive any training. Furthermore, the finding that the AB (and not the PRP) was 
attenuated for the group who trained on stimuli unrelated to those used at test, relative to a 
no-train control group, suggested that training benefits at the level of sensory-encoding 
may be transferable across stimulus-response mappings. 
A second experiment explored the generalizability of training to attenuate the AB, 
both across stimuli and tasks. A second goal of this experiment was to constrain the locus 
of improvement that gave rise to AB performance changes with training. Participants 
completed three AB paradigms, each involving different stimuli and task demands, and 
were assigned to relevant, irrelevant, visual-search training, or to a no-training control 
group. In line with the findings of Experiment 1, a-priori comparisons suggested that both 
the relevant and irrelevant training groups showed significant attenuation of the AB, 
whereas the visual-search training and control groups did not. Furthermore, the AB 
attenuation did not interact with task, suggesting that these two groups had obtained a 
generalized sensory-encoding benefit through training. However, AB performance 
differences were not found between the groups, therefore there was insufficient evidence 
to draw conclusions regarding the impact of training on AB performance.  
A follow-up analysis that combined data from the two experiments indicated that 
while the relevant training group showed a larger attenuation of the AB than the control 
group, the irrelevant training group did not show an attenuation of the AB that was 
significantly different from either the relevant training group or the no-training control group 
(interestingly, the session x lag effect sizes (ηp2) from both experiments are largest for the 
relevant training group (Experiment 1: ηp2 = .47, Experiment 2: ηp2 = .44), equal or second 
largest for the irrelevant training-group (Experiment 1: ηp2 = .47, Experiment 2: ηp2 = .26), 
followed by the no-training control (Experiment 1: ηp2 = .08, Experiment 2: ηp2 = .15) and 
visual-search training groups (Experiment 2: ηp2 = .10)). Therefore, although there is 
evidence that the relevant training regimen modulated AB performance, there is currently 
insufficient evidence to draw conclusions regarding performance changes caused by the 
irrelevant training regimen.  
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We found consistent evidence that improving the efficiency of stimulus-response 
mappings on a speeded, data-unlimited task does result in improved performance on the 
same stimuli in an unspeeded, data-limited task. The evidence regarding transfer of 
training benefits across stimulus-response mappings under data-limited conditions was 
mixed. It may be that the reduction of the total number of training trials from Experiment 1 
to Experiment 2 caused the absence of group differences in the second experiment. In 
short, it is possible that improvements to sensory-encoding are greater when the training 
regimen is longer. Secondly, it is possible that with shorter training regimens, the 
transferable benefit is subtle, and incremental to the benefit that can be gained from 
repeating an AB task over two sessions. Alternately, it may be that there is no training 
benefit that transfers across stimulus-response mappings. Future research should employ 
more sensitive measures of sensory-encoding in order to disentangle these possibilities. 
Collectively, these results have implications for our understanding of the central 
bottleneck, the AB, and for the design of cognitive training regimens. These implications 
are discussed in turn below.  
 
The Central Bottleneck 
The findings from Experiment 1 and 2 have interesting implications for 
conceptualizations of the central bottleneck thought to be responsible for interference in 
both the PRP and the AB. The current data demonstrate that a training regimen that has 
been shown to improve response-selection can also result in sensory-encoding 
improvements. Becoming more efficient at executing specific stimulus-response mappings 
benefits limitations in both sensory-encoding and response-selection, which, in line with 
other findings (Jolicœur, 1998, 1999; Marti, et al., 2011; Tombu, et al., 2011) demonstrates 
that the two processes are closely related. Furthermore, the data show that training 
benefits can transfer across these processing operations. 
Theoretical accounts posit different potential sources of improvement. Firstly, the 
global workspace model posits that the PRP and AB reflect limitations in the same mental 
process (which is delayed in the case of the PRP, and is absent for the AB; Dehaene, 
Sergent, & Changeux, 2003; Marti, Sackur, Sigman, & Dehaene, 2010; Marti, et al., 2011). 
Therefore, training may have tapped a unitary process that underpins the PRP and AB. 
However, the data presented here are suggestive that training benefits may transfer 
across stimulus-response mappings in the case of the AB, and not for the PRP. Further 
experiments are required to investigate this possibility. This finding would be problematic 
to an account that posits that the two limitations share a unitary cause. Therefore, 
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disentangling whether training benefits transfer across stimulus-response mappings to 
benefit AB performance would provide an interesting test of the global workspace model’s 
underlying assumptions regarding the relationship between the PRP and the AB.  
In contrast, Jolicœur and Dell’Acqua’s (1998) Short-Term Consolidation Theory 
postulates that the consolidation of visual information (short-term consolidation, STC) into 
short-term memory and response-selection are separate mental processes, however both 
operations require access to the same central resource in order to be performed. Capacity 
limitations in STC are thought to underlie the AB, whereas limitations in response-selection 
give rise to the PRP effect. Further to this, when STC processes are engaged; response-
selection processes are either delayed or slowed, which gives rise to increased AB and 
PRP effects in hybrid paradigms (e.g. Jolicœur, 1999). Training an unmasked, speeded 
task may drive improvements in both STC and response-selection, or the efficiency of the 
common resource that engages both processes. Future research should aim to tease 
apart these possibilities.  
 
Locus of AB Improvements 
The current findings are also informative to theoretical accounts of the AB. We 
found that increasing the efficiency of responses to unmasked stimuli attenuated AB 
magnitude. The boost and bounce (Olivers & Meeter, 2008) account posits that T2 
impairments are the result of transitions between attention boosts (or excitatory processes) 
for targets and bounces (or inhibitory processes) for post-T1 distractors rather than 
capacity limitations in target processing. It is not readily identifiable how increased 
efficiency under unmasked conditions would affect this transitory period unless the degree 
of bounce depends upon the speed with which targets can be processed. This would 
suggest that the transition depends in part upon the capacities required for target 
processing, which is problematic to the boost and bounce claim that the AB is not a 
capacity problem. Overall, the results appear more reconcilable with accounts that posit a 
role for target processing efficiency in the AB. 
 
Implications for Cognitive Training Regimens 
Overall, the results indicate that when training data-unlimited speeded sensorimotor 
tasks, it is possible to generalize training benefits to data-limited, unspeeded conditions in 
order to overcome dual-task limitations. Whether sensory-encoding benefits generalize 
across stimuli has not been fully demonstrated here, and the idea needs to be tested 
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stimuli at the locus of response-selection, when trained stimulus-response mappings are 
categorically related to untrained stimulus-response mappings (Pashler & Bayliss, 1991). 
Previous investigations into the impact of cognitive training regimens have yielded 
intensive debate as to whether generalization of training benefits can be achieved 
(Bergman Nutley et al., 2011; Diamond & Lee, 2011; Jaeggi, Buschkuehl, Jonides, & 
Perrig, 2008; Johnstone, Roodenrys, Phillips, Watt, & Mantz, 2010; Klingberg, 2010; 
Lustig, Shah, Seidler, & Reuter-Lorenz, 2009; Morrison & Chein, 2011; Owen et al., 2010; 
Redick et al., 2013; Tang & Posner, 2009; Tang, Yang, Leve, & Harold, 2012). The current 
findings, when considered in conjunction with those reported by Pashler and Bayliss 
(1991), demonstrate how the generalizability of training benefits can transfer both across 
and within processing operations (i.e. within response-selection, and across to sensory-
encoding), depending upon the training regimens and transfer tests that are employed. 
Therefore, the current findings highlight the importance of identifying target processing 
operations, and the range of cognitive skills that are served by that processing operation, 
when designing cognitive programmes that aim for generalizability of training benefits. 
 
Conclusions 
  Over the course of two experiments we have explored the generalizability of 
training to overcome limitations caused by a central bottleneck in information processing. 
We found that a training regimen known to improve PRP performance can also improve 
AB performance. There was also some evidence that training unmasked stimuli that are 
different to those employed at test may also benefit AB performance, however, further 
research is required before a stronger conclusion can be reached. 
 We observed that this training benefit extends across AB tasks using varying task 
demands. This suggests that AB attenuation can result from improvements to a target 
categorization mechanism that operates under both data-limited and data-unlimited 
conditions. This finding is problematic for theories of the AB that do not posit a causal role 
for the efficiency of target processing. The current findings also suggest that training 
benefits can generalize across different levels of information processing, which is 
informative for the design of cognitive training regimens. 
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Abstract 
 
Humans can show striking capacity limitations in sensorimotor processing. 
Fortunately, these limitations can be attenuated with training. Less fortunately, benefits 
often remain limited to trained tasks. Recent behavioural observations suggest that the 
extent to which training transfers may depend upon the specific stage of sensorimotor 
processing that is being executed. Training benefits for a task that taps the consolidation 
of sensory information (sensory-encoding) transfers to new stimulus-response mappings 
whereas benefits for selecting an appropriate action (decision-making/response-selection) 
remain specific to the trained mappings. Therefore, training may have dissociable 
influences on the neural events underlying subsequent sensorimotor processing stages. 
We used EEG to investigate this possibility. In a pre-training baseline session, participants 
completed two 4-alternative choice (4ac) response time (RT) tasks, presented both as a 
single-task and as part of a dual-task (with another task). The training group completed a 
further 3000 training trials upon one of the 4ac tasks. Hence one task became trained, 
while the other remained untrained. At test, a negative going component that is sensitive 
to sensory-encoding demands (N2) showed increased amplitudes and reduced latencies 
for trained and untrained mappings relative to a no-train control group. In contrast, the 
onset of the stimulus-locked lateralized readiness potential (s-LRP), a component that 
reflects the activation of motor plans, was reduced only for tasks that employed trained S-
R mappings, relative to untrained S-R mappings and controls. Collectively, these results 
show that training benefits are dissociable for the brain events that reflect distinct 
sensorimotor processing stages.  
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Humans display significant performance costs when perceiving and acting upon 
multiple stimuli concurrently (see Marois & Ivanoff, 2005; Pashler, 1994, for reviews). Such 
multitasking costs reflect fundamental capacity limitations in information processing. 
Capacity limits have been observed for operations involved in transferring a brief sensory 
event into a durable representation (sensory-encoding, e.g. Raymond, Shapiro, & Arnell, 
1992) and selecting appropriate actions to sensory input (decision-making/response-
selection, e.g. Telford, 1931); both of which share neural underpinnings (Tombu, et al., 
2011).  
Response-selection limitations are revealed by the psychological refractory period 
(PRP) effect (Telford, 1931), where decreasing the temporal interval between two 
speeded, data-unlimited sensorimotor tasks cause increases to response time (RT) for the 
second task (a cost). Similarly, sensory-encoding limitations can be assessed using dual-
task approaches. Specifically, in the attentional-blink (AB) effect (Raymond et al., 1992), 
the second of two targets often fails to enter consciousness if it succeeds the first by 200–
500 ms in a data-limited, rapid serial visual presentation (RSVP) task requiring unspeeded 
responses.  
Fortunately, multitasking limitations are not immutable. For example, training 
attenuates response-selection costs (e.g. Ruthruff, Pashler, & Klaassen, 2001) at least 
partly due to an increase in the speed of a central, decisional stage of sensorimotor 
processing (Dux et al., 2009; Ruthruff, Johnston, & Van Selst, 2001). We (Garner, Tombu, 
& Dux, 2014) recently showed that training on a data-unlimited, speeded sensorimotor 
task attenuated RT costs in a PRP paradigm, and also reduced AB magnitude, a rare 
instance of cross-task transfer of training. Furthermore, whereas reductions in response-
selection costs were specific to the trained stimulus-response (S-R) mappings, benefits for 
sensory-encoding transferred to untrained stimuli. Thus, transfer of training benefits 
evident at one stage of sensorimotor processing (sensory-encoding) was not manifest at a 
later stage (response-selection). 
This suggests that a single training regimen may have a dissociable impact on 
distinct neural systems underlying separable sensorimotor processing stages. However, 
whether training has dissociable influences on distinct processing stages within the task-
related brain network has yet to be shown. Moreover, no current evidence exists on the 
question of whether the transferability of training benefits across tasks is restricted to 
specific neural systems. For example, the top down amplification of incoming sensory 
signals plays an important role in sensory-encoding, whereas response-selection requires 
the efficient routing of stimulus-specific information to the appropriate motor plan (Dux et 
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al., 2009; Zylberberg, Fernández Slezak, Roelfsema, Dehaene, & Sigman, 2010). It is 
conceivable that these two mechanisms may respond differently to training. Gains in 
sensory amplification may transfer more readily to new materials than gains obtained by 
forming specific stimulus-response associations. 
Here we investigate this idea by examining brain activity elicited in response to 
trained and untrained stimulus-response mappings. We compare performance on highly 
similar trained and untrained tasks within the training group, so that the untrained task 
serves as an appropriate active control task, overcoming confounds with a passive control 
condition (Boot, Simons, Stothart, & Stutts, 2013; Redick et al., 2013). With this design, we 
are able to identify which brain changes are causally attributable to task-specific training 
(by comparing brain activity for trained trials to untrained trials), and those which are 
attributable to general training effects (by comparing brain activity for trained and untrained 
trials to the passive control group). 
The electroencephalogram (EEG) signal carries highly temporally sensitive 
information regarding separable sensorimotor processing stages (e.g. Kutas, McCarthy, & 
Donchin, 1977) making it a suitable measure for determining whether dissociable training 
benefits are present for the neural events underlying distinct sensorimotor processing 
stages. By identifying the neural events that reflect transferable training benefits (i.e. those 
that transfer to untrained S-R mappings), and those that reflect task-specific training 
benefits, we provide insights into the neural mechanisms that can drive generalizable 
performance enhancements from cognitive training, a topic of intense interest for both 
researchers and the general public (see Owen et al., 2010).  
If training has a dissociable influence on the neural events underlying task 
performance (i.e. sensory-encoding and response-selection), and if this dissociation is 
manifest in the transferability of training benefits, then associated events in the EEG signal 
should show dissociable transferability to untrained materials. Sensory-encoding in the AB 
paradigm has been associated with at least two distinct neural events. Firstly, failure to 
report the second target in the AB paradigm is associated with increased pre-trial alpha 
event-related desynchronization (ERD, MacLean & Arnell, 2011) and is assumed to reflect 
attentional overinvestment, a posited cause of the AB (Olivers & Nieuwenhuis, 2006). The 
earliest ERP component to show sensitivity to whether or not the second target is detected 
occurs around 270 ms into T2 target processing (Sergent, Baillet, & Dehaene, 2005), 
where the N2 component shows significantly attenuated amplitudes for missed relative to 
detected targets (and see Vogel, Luck, & Shapiro, 1998, for evidence of similar changes 
occurring for the subsequent P3 component). This is around the time that sensory-
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information is assumed to be translated into a durable representation coded within a 
capacity limited frontoparietal network (e.g. Sergent et al., 2005), rendering limited 
processors unavailable to engage in sufficient processing of the second target before its 
representation is interrupted by subsequent distractors (e.g. Chun & Potter, 1995; Hommel 
et al., 2006). Therefore, there are at least two possible mechanisms via which training may 
result in sensory-encoding benefits that transfer across S-R mappings. Training may 
influence anticipatory attention for all tasks, which would be reflected in changes to pre-
trial alpha ERD for both trained and untrained tasks, relative to a no-train control group. 
Alternatively (and not mutually exclusively), if training influences the translation of sensory 
information into a durable representation, then changes to events occurring around 270 
ms into task processing (i.e. changes to the N2 component) should be observed for both 
trained S-R mappings, and for untrained S-R mappings, relative to a no-train control 
group.  
In contrast, performance costs in the PRP paradigm have been associated with the 
onset of the stimulus-locked lateralized readiness potential (s-LRP, Osman & Moore, 
1993). The onset of this component reflects the point at which motor plans have been 
activated (Coles, 1989), and therefore represents the point at which decisional processes 
are complete. If training benefits for stimulus-response decisions are task-specific, then 
this should be reflected by changes to the onset of the s-LRP component for trained S-R 
mappings only, relative to untrained mappings, and relative to a no-train control group.  
 
Methods 
The aim of the study was to investigate whether sensorimotor training has distinct 
effects on ERP components related to sensory-encoding and response-selection. In 
particular, we were interested in whether training benefits could transfer to untrained 
stimulus-response mappings. Given that single-task practice results in performance 
benefits for both the AB and PRP (Garner et al., 2014), we focused on training related 
changes to ERP components elicited by single-task trials. In addition, we examined 
performance on dual-task trials in order to assess the influence of training on multitasking 
costs.  
In a baseline session, participants were tested on two blocks of trials while EEG 
recordings were taken. Each block consisted of a unique set of single-task trials, involving 
a 4 alternative-choice (ac) auditory-manual task, intermixed with a unique set of dual-task 
trials, where a 4ac visual-manual task was presented subsequent to the auditory-manual 
task. After this baseline session, participants in the training group practiced one of the 
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single-tasks over a two-week period (3000 trials). Therefore, one of the single-tasks 
became the trained S-R mappings, and the other became the untrained S-R mappings. 
Thus the untrained task served as an active-control task for the training group. In the post-
training test session, the baseline procedures were repeated. The control group attended 
only the baseline and test sessions, with a two-week interval between the two. Detailed 
procedures for the baseline, training and test sessions are provided below. 
 
Participants 
 Participants were recruited if they were aged 18 years or over, right handed, had 
normal or corrected-to-normal vision, and had no history of psychiatric or neurological 
illness, injury or disorder. Participants were randomly allocated to either the training group 
or to the control group. The training and control groups were matched for age, years of 
education, and gender (see Table 1). All participants received 10 AUD per hour for 
participation. In addition, those assigned to the training group were also able to earn 
bonus dollars for accuracy and for beating response time (RT) deadlines (~15 AUD per 
participant) during training sessions. All procedures were cleared in accordance with the 
ethical review processes of The University of Queensland Human Research Ethics 
Committee and within the guidelines of the National Statement on Ethical Conduct in 
Human Research. 
 Training-related improvements on speeded sensorimotor tasks are typically large 
(e.g. Pashler & Bayliss, 1991), therefore we estimated that training related changes should 
be represented by a medium to large population effect size (f = .3, Cohen, 1988). A power 
calculation revealed that to achieve 80% power to detect a significant 2 (group) x 2 
(session) interaction, a total of 24 participants would be required (Faul, Erdfelder, Lang, & 
Buchner, 2007). A total of 27 participants (17 female, 10 male) were recruited for the 
study, however 3 were excluded during the baseline session because they did not meet 
the criteria required to move from the practice trials to the experimental trials (see below). 
 
Table 1. Total number of participants (N), mean age, gender, and mean total number 
years of education for the training and control groups. Standard deviations are presented 
in brackets.  
Group N Age Gender Years of 
Education 
Training 12 24.1 (3.6) 4M 16.8 (2.3) 
Control 12 24.7 (2.8) 5M 17.5 (3.2) 
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Materials  
 All tasks were programmed in MATLAB R2009b (Mathworks, Natick, MA) using the 
Psychophysics Toolbox 3.0.9 extension (Brainard, 1997; Pelli, 1997). Baseline and test 
sessions were carried out on a Pentium IV 3 GHz desktop computer, and presented on a 
21-inch CRT monitor (NEC, Accusync 120), sounds were presented using a Focusrite 
Saffire 6 USB soundcard. Training was conducted with a 21-inch, Sony Trinitron CRT 
monitor and a Macintosh 2.5 GHz Mini computer. 
 Eight complex tones were taken from those used previously by Dux et al. (2006), 
and were trimmed from 200 ms to 100 ms in duration. Eight shapes (see Figure 1B) were 
randomly generated using MATLAB R2009b (Mathworks, Natick, MA). All visual stimuli 
were presented at approximately 1º of visual angle. 
 
Behavioural Tasks 
Baseline and Test (EEG) Sessions 
The two experimental blocks each consisted of 100 single-task trials, and 200 dual-
task trials. As four tones and four shapes were required for each of the two experimental 
blocks, two stimulus sets were used (referred to as Set A and Set B, see Figure 1B). 
Presentation of single- and dual-task trials was randomized within each block. For single-
task trials, participants were presented with a single tone and were required to select the 
corresponding manual response (on a standard QWERTY keyboard). Participants were 
required to respond with their left and right index and middle fingers, using the keys C, V, 
B or N for Set A tones, or the keys G, H, J, or K for Set B tones. Tones were pseudo-
randomized with the constraint that each tone appeared an equal number of times for 
each trial type, and that no tone could be presented more than three times in succession. 
For dual-task trials, tones were followed by one of the four shapes after either a short 200 
ms (100 trials) or long (1200 ms, 100 trials) SOA. Shape presentation was pseudo-
randomized using the same constraints that were applied to tone selection. Participants 
were required to select the manual response corresponding to the shape as quickly and 
accurately as possible, once the tone task had been completed. Participants were required 
to use their left and right ring and pinky fingers, using the keys Z, X, M or ,< for Set A 
shapes, or the keys D, F, L, or ;:, for Set B shapes. Thus, the response keys for the Set A 
and Set B shape tasks were chosen so that they sat adjacent to the left and right of the 
four keys used to respond to the corresponding Set A or Set B tones. Participants were 
encouraged to limit their blinking to the one-second interval at the end of each trial where 
a ‘Blink’ message was presented centrally on the screen. 
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 Prior to the experimental trials, participants practiced responding to all the stimuli 
from Set A until 18/20 correct tone responses, and 18/20 correct shape responses had 
been achieved. Although the shape task was never presented in isolation in the 
experimental blocks, it was presented alone in the practice phase so that participants 
could learn the S-R mappings. Participants then practiced dual-task trials (using Set A 
stimuli) until 18/20 trials correct trials had been achieved. This procedure was then 
repeated for Set B stimuli. Three participants failed to achieve 18/20 after 6 iterations of 20 
trials, and were not included in any further experimental procedures. 
 Each experimental trial began with a dark grey fixation dot presented on a light grey 
background. After 200 ms the fixation dot was replaced by a blank interval for a random 
duration lasting between 1250 and 1750 ms. The fixation dot then reappeared for a further 
200 ms prior to tone presentation (tone duration 100 ms). For dual-task trials, the fixation 
dot remained on screen for the duration of the SOA, after which the shape was presented 
for 50 ms, prior to being replaced with the fixation dot that remained on screen until 
participants responded to both the tone and the shape. Once a given trial had been 
completed, the instruction ‘blink’ appeared for 1000 ms (Figure, 1A). Importantly, 
participants were unable to tell, prior to the appearance of the shape task, whether the trial 
would be a single- or a dual-task trial. 
In order to make comparisons between the training and control groups for trained 
and untrained S-R mappings, tasks performed by the control group were matched 
according to which S-R mappings the equivalent participant in the training group had 
trained on. For example, if the first participant of the training group had trained on S-R 
mappings using the tones from stimulus Set A (see Figure 1B, 1C), then performance of 
the first participant of the control group on the same S-R mappings for Set A tones was 
used for the control comparison for trained items. In turn, as the untrained S-R mappings 
for the first participant of the training group used the Set B stimuli, then the first participant 
of the control group’s performance on Set B trials were included for the control comparison 
for untrained items. This selection procedure was completed for every participant in the 
training group and the control homologue.  
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Figure 1. Procedure for single- and dual-task trials used in the baseline and test sessions 
(panel A). Training trials followed the same procedure as single-task trials, except that no 
instructions regarding blinking were presented. Two stimulus sets were created (panel B) 
to form two blocks of single- and dual-task trials. Participants in the training group then 
trained on single-task trials using either set A OR set B, hence at test, one set contained 
‘trained’ stimulus-response (S-R) mappings whereas the other contained ‘untrained’ S-R 
mappings (panel C). 
 
Training Sessions 
The goal of the training procedures was to improve RT performance on the S-R 
mappings that had been allocated as the trained trials. In total, participants completed 
3000 training trials, administered in six sessions containing 500 trials each, with no more 
than one session occurring on any given day. Training trials were presented using the 
same procedure as that for the single-task trials in the baseline and test sessions, with the 
exception that participants did not receive instruction to blink at the end of each trial. Each 
tone was presented 125 times within a session, with the constraint that no tone could be 
presented for more than three subsequent trials. The training procedures were run 
according to protocols used in previous training studies (Dux et al., 2009; Garner et al., 
2014). The first session began with an overview of the training programme, whereas the 
remaining sessions began with visual feedback (in the form of a line graph) of mean RTs 
achieved over the previous training blocks. In order to encourage quick and accurate 
responses participants were provided with performance feedback at the end of every 250 
trials. If participants scored over 90% correct and met their RT target on over 90% of trials, 
a bonus dollar was awarded. If participants maintained that accuracy and met their RT 
target on over 95% of trials, a new RT target was calculated and a further two bonus 
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dollars were awarded ($3 in total). RT targets were derived using the mean and standard 
deviation of the previous block’s RT. The 75th percentile was calculated and employed as 
the new RT target. Along with the performance feedback presented at the end of each 
block, the total number of dollars awarded for that block, total number of dollars earned 
overall, and the RT target for the next block were also presented.  
 
EEG Recording and Analysis 
EEG analysis focused upon single-task trials. Continuous EEG was acquired during 
the baseline and test sessions using the Biosemi ActiveTwo electrode system from 64 
scalp electrodes, digitized at 1024 Hz. Vertical eye-movements were recorded with two 
vertical electroculogram (EOG) electrodes placed above and below the left eye, while 
electrodes at the outer canthus of each eye recorded horizontal movements. Data was 
analyzed in Matlab (R2012b) using the EEGLab toolbox v11.0.3.1b (Delorme & Makeig, 
2004) with the ERPLab plugin v.3.0.2.1 (Lopez-Calderon & Luck, 2010). The data were re-
referenced off-line to the average of the mastoids. For the N2 and s-LRP analysis, data 
were low-pass filtered up to 30Hz and a highpass filter up to .01 Hz was applied. Trials 
with incorrect behavioural responses were not included in the analysis. All electrode 
channels were subjected to an artifact criterion of ±100 µV to reject trials with excessive 
EOG or other noise transients. Artifacts led to the rejection of 3.6% of total trials. 
 
ERD analysis 
In accordance with previous research investigating the influence of pre-trial 
attenuations of alpha power (ERD) on sensory-encoding (MacLean & Arnell, 2011), 
analysis was confined to the higher bandwidth of 10-12 Hz. This higher alpha range has 
been shown to represent task-specific processing (e.g. stimulus identification and stimulus 
processing), whereas the lower bandwidth of 8-10 Hz has been associated with general 
alertness and nonspecific factors (Klimesch, Pfurtscheller, & Schimke, 1992). As 
manipulations of sensory-encoding processes correlate with activity in a frontoparietal 
network (Kranczioch, Debener, Schwarzbach, Goebel, & Engel, 2005; Marois, Chun, & 
Gore, 2000; Tombu et al., 2011), EEG data were selected from a frontal region (taking six 
electrodes centered on Fz) and a parietal region (taking six electrodes centered on Pz). 
These data were epoched locked to the onset of the fixation dot that signaled the 
beginning of the pre-trial interval. The epochs lasted from -250 ms to 875 ms relative to 
fixation onset. Calculation of alpha ERD followed the bandpass method (see Pfurtscheller 
& Lopes da Silva, 1999).  Firstly, epoched data were bandpass filtered with a lowpass of 
  
122 
12 Hz and a highpass of 10 Hz. The amplitude of the filtered EEG was then squared to 
provide an estimate of power. To increase statistical power, the power estimate was then 
segmented into 7 x 125 ms intervals (spanning from fixation onset to 875 ms) by taking the 
mean power within that interval. The mean power estimate calculated from -250 ms to 
fixation onset served as the baseline. ERD was then computed as the percent power 
change between the baseline period and each 125 ms interval.  
 
ERP Analysis 
For the stimulus-locked analysis of the N2 component, data were binned into 
epochs from -500 ms to 600 ms relative to stimulus onset. In order to correct slow drifts 
that were present in the data, a linear detrend analysis was performed (where the best 
straight-line fit was removed from the epoch using the Matlab detrend function (R2012b)). 
Epoched data were subsequently normalized using a baseline from -500 to -200 ms 
relative to stimulus onset. The N2 component structure was confirmed by visual inspection 
of grand-average waveforms and associated scalp maps from the baseline session (see 
Figures 5). Electrodes were selected by taking the six that were centered under the peak 
of the grand average waveform (C1, Cz, CP1, CPz, P1, Pz, Fig 5C). Measurement 
windows for component amplitude and latency were centered on the peak of the observed 
waveform from the baseline session grand average, and subsequently applied to 
individual subject data. Single-task trials elicited a negative shift over central-parietal sites 
with an onset of ~210 ms, a peak at 280 ms, and an offset of ~390 ms, this was identified 
as the N2 component. Amplitude measures were calculated by taking the mean voltage 
from -50 ms to 50 ms relative to the peak of the component, and were measured as the 
mean voltage (relative to baseline) in the pre-defined measurement window. Latency 
measures were calculated as the point the component reached 50% fractional area (i.e. 
the halfway point for the area under the component). Measurement windows were 
selected to provide maximal coverage to the jackknifed waveforms and spanned from 240 
ms to 370 ms (further details about the fractional area latency measure and jackknifing 
procedure are presented below).  
Determining the timing of ERP components can be difficult due to the low signal-to-
noise ratio present in a single subject’s ERP signal. Simulation studies have shown that 
the jackknifing approach (Miller, Patterson, & Ulrich, 1998; Ulrich & Miller, 2001) in 
conjunction with a fractional area latency measure (Kiesel, Miller, Jolicœur, & Brisson, 
2008) increases statistical power for detecting latency differences between conditions 
while controlling for Type 1 errors. The jackknife procedure entails replacing each 
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participant’s average waveform with the subaverage waveform taken from n-1 participants, 
for each group in each experimental condition. As jackknifed subsample scores artificially 
reduce the error variances computed in the ANOVA test, corrected F-values are computed 
as Fc = F/(n-1)2, which compensates exactly for the reduction in error variance (see Ulrich 
& Miller, 2001, for the mathematical proof of this adjustment). Consequently, for area 
latency measures, jackknifed estimates of the mean (meanjack) and error (erjack) are 
reported. The fractional area latency technique (Hansen & Hillyard, 1980) defines the 
latency of the component as the first time point at which a certain percentage of the total 
area of the component has been reached. Because latency measures can be sensitive to 
high frequency noise, a low-pass filter with a one-half power cutoff of 8.8 Hz was applied 
prior to the fractional area latency measure for the s-LRP component (e.g. Kappenman et 
al., 2012; Luck et al., 2009; Osman & Moore, 1993). 
As the stimulus-locked LRP (s-LRP) continues well after the response, where it is 
susceptible to contamination from proprioceptive feedback activity, data were binned from 
-200 ms relative to stimulus onset to the 70th RT percentile for each group in each 
condition. This value ensured that a minimum of 70 % of trials would be retained for 
analysis for each participant (on average, 96 % (sd 5 %) of trials included for each 
participant. The epochs were then baseline corrected over the period from -200 to 0 ms 
relative to stimulus-onset. The aim of the s-LRP latency analysis was to identify the point 
at which central processing had been completed, and the activation of motor plans had 
begun; therefore, onset latency of the s-LRP was of primary interest. As such, onset 
latency of the s-LRP was defined as the 20% area latency, for the area under the s-LRP 
occurring between stimulus-onset and the end of the epoch (see Table 2 for the s-LRP 
measurement windows). The pattern of results were the same when 50% area latency, 
and when 20% and 50% fractional peak latency measures were applied to the data. S-
LRPs were obtained from sites C3 and C4 using the formula (C3(t) - C4(t) right hand) - 
(C3(t) - C4(t) left hand) (de Jong, Wierda, Mulder, & Mulder, 1988).  
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Table 2. End of the s-LRP measurement windows for each group in each S-R mapping 
condition (milliseconds). The 20% area latency measure was taken from the area under 
the s-LRP spanning from stimulus onset to the end of the measurement window. As the 
stimulus-locked LRP (s-LRP) continues well after the response, where it is susceptible to 
contamination from proprioceptive feedback activity, data were binned from -200 ms 
relative to stimulus-onset, to the 70th RT percentile for each group in each condition  
 
 Baseline Test 
Group Trained Untrained Trained Untrained 
Training 1206 1232 777 881 
Control 1069 1330 867 996 
 
 
Results 
 To test for training-related benefits, performance upon trained S-R mappings was 
compared to a control group (no-train group) who did not receive training. In order to 
detect transferable training benefits, performance on untrained S-R mappings was 
compared to the no-train control group. Given that the trained/untrained manipulation did 
not apply to the no-train control group, it was deemed most appropriate to conduct the 
analysis separately for trained and untrained tasks. Where a training benefit was 
observed, trained and untrained S-R mappings were compared within the training group 
only. This comparison assessed whether or not accrued benefits were greater for trained 
relative to untrained tasks. 
For all analyses, where data violated assumptions of sphericity, adjusted values 
using the Greenhouse-Geisser epsilon correction are reported. For latency measures 
using jackknifed waveforms, the F-ratio adjustment (Fc) defined by Ulrich and Miller (2001) 
was applied. 
 
Behavioural Data 
 Prior to analysis, RT data were subject to an outlier screening procedure for each 
participant in each condition. Trials were excluded if a given RT was either < 100 ms or > 3 
standard deviations (sd) above the mean for that participant in that condition and task. 
Excluded trials accounted for 2.2% of the data.  
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Single-Task RTs 
In order to test whether the training group improved to a greater extent than the 
control group when performing trained trials, RTs from single-task, trained S-R mappings 
were subjected to a 2 (group: training vs. control) x 2 (session: baseline vs. test) mixed 
ANOVA. A significant group x session interaction showed that participants in the training 
group showed a greater reduction in RTs from baseline to test (baseline mean = 1090 ms, 
sd 250 ms, test mean = 758 ms, sd 191 ms) relative to the control group (baseline mean = 
1064 ms, sd 304 ms, test mean = 937, sd 306 ms, F(1, 22) = 9.12, MSE = .014, p= .006, 
ηp2 = .29, see Figure 2A).  
To test for a training benefit on RTs for untrained trials, RTs from single-task, 
untrained S-R mappings were subject to a 2 (group: training vs. control) x 2 (session: 
baseline vs. test) mixed ANOVA. The group x session interaction was not significant (p = 
.68, see Figure 2B), although a significant main effect of session was found (F(1, 22) = 
22.58, MSE = .021, p< .001, ηp2 = .51). This indicates that participants in the training group 
did not decrease RTs for untrained trials (baseline mean = 1088 ms, sd 305 ms, test mean 
= 870 ms, sd 262 ms) any more than a control group who received no training (baseline 
mean = 1126 ms, sd 388 ms, test mean = 943 ms, sd 324).  
If performance improvements are task specific, then the training group’s RTs for 
trained S-R mappings should be significantly faster than untrained S-R mappings at the 
test session. A 2 (session: baseline vs. test) x 2 (S-R mapping condition: trained vs. 
untrained) repeated measures ANOVA, revealed a significant session x condition 
interaction (F(1, 11) = 9.19, MSE = .004, p= .011, ηp2 = .46). Post-hoc follow ups revealed 
that RTs to trained and untrained trials were not statistically different at the baseline 
session (F(1, 11) = .003, MSE = .013, p= .96, ηp2 = .00). However, RTs at the test session 
were significantly faster for trained S-R mappings relative to untrained S-R mappings (F(1, 
11) = 10.10, MSE = .007, p= .009, ηp2 = .48, see Figure 2C). These results demonstrate 
that data-unlimited, sensorimotor training provides an RT benefit that does not transfer to 
untrained S-R mappings. 
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Figure 2. Response times (RT) to single-task trials in the baseline (BL) and test sessions 
as a function of training. RTs for trained S-R mappings were significantly reduced at test 
relative to a control group (panel A). This difference was not observed when RTs to 
untrained S-R mappings were compared to those of the control group (panel B). RTs to 
trained S-R mappings were significantly faster at test relative to untrained S-R mappings 
(panel C). Error bars represent 95% confidence intervals (calculated using the subject x 
session error term, Masson & Loftus, 2003). 
 
Dual-Task RT Costs 
The finding that RT training benefits remain specific to trained tasks supports the 
argument that response-selection training is task specific. If this is indeed the case, then 
training benefits for a task tapping response-selection limitations should also be task 
specific. More specifically, when a second task is to be performed concurrently with the 
trained/untrained task, reductions in dual-task RT costs for the second (shape) task should 
be significantly reduced when that task is paired with the trained S-R mappings. Dual-task 
costs should not only be significantly reduced when performance is compared to the no-
train control group, but also when dual-task costs are compared within the training group 
for tasks paired with trained and untrained S-R mappings.  
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Dual-task costs are quantified by subtracting the shape task RT at the long SOA 
from the short SOA RT. To test whether dual-task costs for tasks paired with trained S-R 
mappings showed a training benefit (i.e. whether greater reductions in dual-task costs 
were found for the training group relative to the control group), dual-task costs incurred for 
shape tasks paired with trained S-R mappings were subject to a 2 (group: training vs. 
control) x 2 (session: baseline vs. test) mixed ANOVA. A significant group x session 
interaction (F(1, 22) = 6.30, MSE = .022, p = .02, ηp2 = .22) showed that reductions in dual-
task costs were significantly greater for the training group (baseline mean = 779 ms, sd 
198 ms, test mean = 467 ms, sd 186) than for the control group (baseline mean = 739 ms, 
sd 199 ms, test mean = 641 ms, sd 238 ms). 
If training benefits for response-selection are task-specific then changes to dual-
task costs should not differ between the training group and the control group when the 
shape task is paired with untrained trials. A 2 (group: training vs. control) x 2 (session: 
baseline vs. test) mixed ANOVA confirmed that the two groups were comparable at both 
the baseline and test sessions (group x session interaction, p= .18, Figure 3B).  
Furthermore, if training benefits for response-selection are task specific, then dual-
task costs within the training group should be significantly reduced when the shape task is 
paired with the trained S-R mappings, relative to when the task is paired with the untrained 
S-R mappings. To test this notion, a 2 (session: baseline vs. test) x 2 (S-R mapping 
condition: trained vs. untrained) repeated-measures ANOVA was conducted on the 
training group’s dual-task cost data. A significant session (baseline vs. test) x S-R mapping 
condition (trained vs. untrained) interaction was found (F(1, 11) = 5.94, MSE = .009, p= 
.03, ηp2 = .35, Figure 3C). The dual-task cost reduction was larger when the shape task 
had been paired with trained S-R mappings relative to when the shape task had been 
paired with untrained S-R mappings (see Figure 3C, untrained baseline mean = 738 ms, 
sd 129 ms, untrained test mean = 563 ms, sd 154 ms). These data show that in order to 
show reductions in dual-task costs over and above that which can be gained by task 
repetition, task specific training on S-R mappings is required.  
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Figure 3. Response times (RT) to the shape task on dual-task trials at the baseline (BL) 
and test sessions as a function of training. When the shape task was presented with 
trained S-R mappings, the RT difference between short (200 ms) and long (1200 ms) 
SOAs was significantly reduced at test relative to a control group (panel A). This difference 
was not observed when the shape task was paired with untrained S-R mappings (panel 
B). When the shape task was presented with trained S-R mappings, the RT difference 
between short and long SOAs was significantly reduced at test relative to when the task 
had been paired with untrained S-R mappings (panel C). Error bars represent 95% 
confidence intervals (calculated using the subject x session error term, Masson & Loftus, 
2003). 
 
Accuracy  
Analysis of the accuracy data (see Table 2) did not suggest any speed/accuracy 
trade offs, or any group differences. Accuracy data from trained S-R mappings were 
subject to a 2 (group) x 2 (session) mixed ANOVA. A trend towards a significant increase 
in accuracy from baseline to test was revealed by the main effect of session (F(1, 22) = 
4.15, MSE = .001, p= .054, ηp2 = .16). This increase did not interact with group (p = .13). 
The same mixed ANOVA performed on the untrained S-R mappings did not reveal any 
significant main effects or interactions (ps > .33). For the accuracy data from the shape 
task that was paired with trained S-R mappings, a 2(group) x 2(session) x 2(SOA) mixed 
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ANOVA revealed a significant main effect of session (F(1, 22) = 6.64, MSE = .002, p = 
.017, ηp2 = .23), accuracy improved from baseline to test. There was also a trend towards 
increased accuracy at the long SOA relative to the short SOA, as revealed by the main 
effect of SOA (F(1, 22) = 4.18, MSE = .001, p = .053, ηp2 = .16). For the same ANOVA 
performed on accuracy data from the shape task paired with untrained S-R mappings, 
there was a significant main effect of SOA (F(1, 22) = 9.98, MSE = .001, p = .005, ηp2 = 
.31), showing that accuracy was higher in the long SOA condition relative to the short SOA 
condition. No other comparisons achieved significance (all ps > .14).   
 
Table 3: Mean proportion correct for single- and dual-task trials for the training and control 
groups at the baseline and test sessions. Standard deviations are presented in brackets. 
(SOA = stimulus onset asynchrony).  
 
 Trained Untrained 
 Tone 
task 
Shape task Tone 
task 
Shape task 
Group: 
Session 
 Short 
SOA  
(200 ms) 
Long 
SOA 
(1200 
ms) 
 Short 
SOA 
(200 ms) 
Long 
SOA 
(1200 
ms) 
 
Training: 
baseline 
 
 
.89 (.08) 
 
.92 (.04) 
 
.92 (.04) 
 
.92 (.07) 
 
.92 (.04) 
 
.94 (.04) 
Training: 
test 
 
.93 (.06) .94 (.04) .95 (.02) .90 (.05) .92 (.05) .96 (.03) 
Control: 
baseline 
 
.94 (.04) .93 (.05) .95 (.05) .95 (.04) .93 (.06) .95 (.05) 
Control: 
test 
 
.95 (.04) .95 (.04) .97 (.03) .94 (.06) .95 (.04) .97 (.02) 
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Pre-Trial Alpha ERD 
 Previous observations (MacLean & Arnell, 2011) have shown that alpha ERD 
increases during the pre-trial period, that this occurs to a greater extent for frontal regions 
relative to parietal regions, and that correlations between sensory-encoding and alpha 
ERD occur comparably across time and region. The goal of the present pre-trial alpha 
ERD analysis was to test for training-related changes to pre-trial alpha ERD. 
In order to test for a task-specific training benefit on pre-trial alpha ERD, estimates 
from correct trials involving trained S-R mappings were subject to a 2 (group: training vs. 
control) x 2 (region; frontal vs. parietal) x 6 (electrode) x 7 (interval) mixed ANOVA. In 
accordance with previous observations (MacLean & Arnell, 2011), there was a significant 
main effect of interval (F(1.41, 31.04) = 5.33, MSE = 225841.06, p= .018, ηp2 = .20), as 
alpha ERD increased across the pre-trial period (see Figure 4). There was also a 
significant region x interval interaction (F(1.43, 31.49) = 3.95, MSE = 28974.20, p= .042, 
ηp2 = .15). A paired samples t-test revealed that the change in ERD from the 1st to 7th 
interval was significantly larger for the frontal region (mean = 67%, sd 140) relative to the 
parietal region (mean = 33%, sd 83, t(23) = 2.36, p = .03), further replicating previous 
observations (MacLean & Arnell, 2011). Importantly, there were no significant main effects 
or interactions involving the group or session factors (all ps > .09), suggesting that training 
did not show a task-specific influence on pre-trial alpha ERD. 
 In order to test whether a training benefit upon pre-trial alpha ERD was observed 
during performance of untrained trials, analysis of ERD estimates from correct trials 
involving untrained S-R mappings were subject to an identical mixed ANOVA as above. 
The same pattern of results was revealed. A significant main effect of interval (F(1.32, 
28.94) = 5.73, MSE = 366083.08, p = .016, ηp2 = .21) showed that alpha ERD increased 
over the pre-trial period. There was also a significant session x interval interaction (F(1.45, 
31.86) = 3.86, MSE = 55954.78, p = .04, ηp2 = .15). The change in ERD from the 1st to the 
7th interval was significantly greater for the frontal region (mean = 92%, sd 181) than for 
the parietal region (mean = 45%, sd 94, t(23) = 2.29, p = .032). Once again, there were no 
significant main effects or interactions involving either the session or group factors (all ps > 
.14), suggesting no influence of training on pre-trial alpha ERD during performance of 
untrained trials. Given that training-related changes to pre-trial alpha ERD were not found 
for trained trials or for untrained trials, no further analysis was conducted. Given the 
absence of training-related change to pre-trial alpha ERD, it is unlikely that training 
benefits sensory-encoding via anticipatory attention mechanisms.    
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Figure 4. Alpha ERD averaged across all electrodes during the pre-trial period for trials 
involving trained and untrained S-R mappings at the baseline (BL) and test sessions. 
Although there was an increase in alpha ERD over the pre-trial period, alpha ERD was not 
influenced by training.  
 
ERP Results 
N2 Amplitude 
 In order to assess whether training influences a key ERP component associated 
with successful sensory-encoding, mean N2 amplitude data evoked from trained S-R 
mappings were subjected to a 2 (group: training vs. control) x 2 (session: baseline vs. test) 
x 6 (electrode) mixed ANOVA. A significant group x session interaction was found (F(1, 
22) = 10.50, MSE = 8.08, p= .004, ηp2 = .32). The training group was not significantly 
different to the control group at the baseline session (p= .301, ηp2 = .05, training group 
mean = -1.43 µV, sd 2.04 µV, control group mean = -0.42 µV, sd 2.61 µV). However, at 
the test session, the training group showed significantly larger N2 amplitudes (mean = -
3.71 µV, sd 1.95 µV) relative to baseline (F(1, 11) = 47.73, MSE = 3.92, p< .001, ηp2 = 
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.81), and relative to the control group (mean = -0.53 µV, sd 2.32 µV, F(1, 22) = 12.66, 
MSE = 28.76, p= .002, ηp2 = .37), who did not show a change in N2 amplitude from 
baseline to test (p= .86, ηp2 = .003). This clearly demonstrates that training increases mean 
amplitude of the N2 component (see Figure 6).  
 Untrained S-R mappings were subjected to the same ANOVA as described above 
in order to test whether training related change of the N2 component generalizes to new 
S-R mappings. The pattern of results was the same as that found for trained S-R 
mappings. There was a significant group x session interaction (F(1, 22) = 11.13, MSE = 
9.77, p= .003, ηp2 = .34). The training group and the control group were not significantly 
different at the baseline session (p= .61, ηp2 = .01, training group mean = -1.65 µV, sd 1.60 
µV, control group mean = -1.18 µV, sd 2.78 µV). However, at test, the training group 
showed significantly larger N2 amplitude for untrained trials relative to baseline (mean = -
2.97 µV, sd 1.90 µV, F(1, 11) = 6.91, MSE = 9.01, p= .023, ηp2 = .39), and relative to the 
control group (mean = -0.04 µV, sd 1.94 µV , F(1, 22) = 14.76, MSE = 20.94, p= .001, ηp2 = 
.40), who showed a trend towards a significant decrease in N2 amplitude (F(1, 11) = 4.46, 
MSE = 10.53, p= .06, ηp2 = .29). Therefore, training benefits transferred to untrained S-R 
mappings. 
 To test whether training related changes to the N2 component were comparable for 
trained and untrained S-R mappings, a 2 (session) x 2 (S-R mapping condition: trained vs. 
untrained) x 6 (electrode) repeated measures ANOVA was conducted on the data from the 
training group only. A significant main effect of session was found (F(1, 11) = 11.69, MSE 
= 1470.55, p< .001, ηp2 = .52). However, the session x S-R mapping condition (trained vs. 
untrained) interaction was not significant (p= .44, ηp2 = .06), showing that training benefits 
for the N2 component were comparable across trained and untrained S-R mappings.  
 
N2 Latency 
In order to test whether training influences N2 latency on trained trials, N2 latency 
data from correct trained trials were subject to a 2 (group: training vs. control) x 2 (session: 
baseline vs. test) x 6 (electrode) mixed ANOVA. A significant group x session interaction 
was found (Fc (1, 22) = 6.82, MSE = 1406.26, p= .016, ηp2 = .24, see Figure 5A). The 
training and control groups did not differ significantly from one another at the baseline 
session (training group meanjack = 313 ms, erjack. 5.69 ms, control group meanjack = 310 
ms, erjack. 4.67 ms, p = .67, ηp2 = .01). In contrast, at test, the training group showed 
significant reduction in N2 latency (Fc (1, 22) = 7.53, MSE = 1921.60, p= .011, ηp2 = .25) 
(training group meanjack = 296 ms, erjack. 7.18 ms) relative to the control group (control 
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group meanjack = 316 ms, erjack. 2.58 ms). Therefore, training reduces the timing, as well 
as the amplitude of the N2 component. 
In order to investigate whether this training benefit generalizes, N2 latency 
measures from untrained S-R mappings were submitted to a 2 (group: training vs. control) 
x 2 (session: baseline vs. test) x 6 (electrode) mixed ANOVA. A trend towards a significant 
group x session interaction was observed (p = .07, ηp2 = .14).  
In order to assess whether changes in N2 latency are task-specific, or are a 
transferable training benefit, training group N2 latency estimates from trained and 
untrained S-R mappings were subject to a 2 (session) x 2 (S-R mapping condition: trained 
vs. untrained) x 6 (electrode) repeated measures ANOVA. There was a main effect of 
session (Fc (1, 11) = 11.69, MSE = 1470.76, p= .006, ηp2 = .52), which did not interact with 
whether the S-R mapping was trained or untrained (p= .76, ηp2 = .01). This indicates that 
training caused reductions in N2 latency consistently for both trained and untrained S-R 
mappings in the training group.  
Given the above suggestions that N2 latency changes may reflect a transferable 
training benefit, we decided to revisit the N2 latency changes for untrained S-R mappings 
for the training group in relation to the control group’s performance. The training group 
showed a significant reduction in N2 latency from baseline (meanjack = 308 ms, erjack. 
10.84 ms) to test (meanjack = 294 ms, erjack. 10 ms, Fc(1, 11) = 12.05, MSE = 596.05, p= 
.005, ηp2 = .52). This effect was not present in the control group (p= .87, ηp2 = .001, 
baseline meanjack = 313 ms, erjack. 7.74 ms, test meanjack = 314 ms, erjack. 6.17 ms). Taken 
together, the evidence suggests that N2 latency was reduced for trained and untrained S-
R mappings in the training group, which is indicative of a transferable training benefit. 
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Figure 5. Stimulus-locked ERP (panel B) for the baseline (BL) and test sessions as a 
function of training. A negative going shift was observed over central-parietal sites (panel 
C, boxed region shows selected electrodes) peaking at 280 ms (N2, boxed region in panel 
B). Mean amplitude (panel A, top) was significantly increased at test for trained and 
untrained S-R mappings relative to the control group. Timing of the component was also 
significantly faster at test for trained and untrained S-R mappings (panel A, bottom). Error 
bars represent 95% confidence intervals (calculated using the subject x session error term, 
Masson & Loftus, 2003). ** = p< .005, * = p< .02. 
 
s-LRP Onset 
 It was expected that there would be a task-specific influence of training on the s-
LRP, as this component is assumed to index the time taken to activate motor plans (Coles, 
1989). In order to test for training benefits for trained trials, a 2 (group: training vs. control) 
x 2 (session) mixed ANOVA was performed for estimated s-LRP onsets from trained S-R 
mappings. A significant interaction was observed (Fc (1, 22) = 4.55, MSE = 12437.23, p= 
.04, ηp2 = .17), indicating a larger reduction in s-LRP onset from baseline to test for the 
training group (baseline meanjack = 592 ms, erjack. 180 ms, test meanjack = 347 ms, sd 101 
ms) relative to the control group (baseline meanjack = 556 ms, erjack. 134 ms, test meanjack 
= 449 ms, erjack. 138 ms, see Figure 6A).  
If training benefits for the s-LRP are task specific, then this interaction should not be 
observed when s-LRP onsets from untrained S-R mappings are subject to a 2 (group: 
training vs. control) x 2 (session) mixed ANOVA. Accordingly, the group x session 
interaction was not significant (p= .5, ηp2 = .02, see Figure 6A).  
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Furthermore, if training benefits are task specific, then the training group should 
show a reduced s-LRP onset for trained S-R mappings, relative to untrained S-R 
mappings, when the training group’s data is analyzed in isolation. When a 2 (session) x 2 
(S-R mapping condition: trained vs. untrained) repeated measures ANOVA was performed 
upon the data from the training group, a significant session x condition interaction (Fc (1, 
11) = 7.01, MSE = 11868.29, p= .02, ηp2 = .39, see Figure 6A) was observed, indicating a 
task specific training benefit. Onset latencies were not significantly different between 
trained and untrained S-R mappings at the baseline session (untrained baseline meanjack = 
550 ms, erjack. 137 ms, p= .45, ηp2 = .05). However, they were significantly reduced for 
trained S-R mappings relative to untrained S-R mappings at the test session (untrained 
test meanjack = 473 ms, erjack. 83 ms, F(1, 11) = 8.85, MSE = 10609.04, p= .01, ηp2 = .45). 
These observations demonstrate a task specific training benefit on s-LRP onset that 
occurs for trained S-R mappings, and does not transfer to untrained S-R mappings. 
 
 
Figure 6. s-LRP (panel B) for the baseline (BL) and test sessions as a function of training. 
Estimated onset of the s-LRP was significantly faster at test for trained S-R mappings, 
relative to untrained S-R mappings, and relative to the control group (panel A). Estimated 
onset of the s-LRP for untrained trials was not significantly different to the control group at 
test. Error bars represent 95% confidence intervals (calculated using the subject x session 
error term, Masson & Loftus, 2003). * p< .05. 
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Discussion 
 The transferability of training benefits for the brain events underlying sensory-
encoding and response-selection was assessed using EEG and a sensorimotor training 
paradigm. Participants trained on four S-R mappings, with four tones each requiring a 
unique button press. At test, participants showed increased amplitudes and reduced timing 
of the N2 component, which transferred to similar but untrained S-R mappings, relative to 
a no-train control group. These effects were not associated with anticipatory attention, as 
measured by pre-trial alpha ERD. In contrast, reductions in the onset latency of the s-LRP, 
a component reflecting the duration of central decisional processing prior to the activation 
of motor plans, showed significantly greater reductions for trained S-R mappings, relative 
to controls and to untrained S-R mappings.  
 These findings show that sensorimotor training has dissociable impacts upon the 
neural events underlying information processing. Events occurring a few hundred 
milliseconds into stimulus processing are sensitive to the influence of training, regardless 
of whether the trained stimulus set, or an untrained stimulus set, are presented. In 
contrast, neural events reflecting the duration taken to initiate motor plans show changes 
for trained stimuli that do not transfer to untrained stimuli. Therefore, these findings are the 
first to show that the consequences of a single sensorimotor training regimen are different 
across dissociable brain events, and consequently, the stages of processing indexed by 
these events. Instead, sensorimotor training has dissociable influences on sensory-
encoding and response-selection. The finding that the consequences of a single training 
regimen are dissociable across information processing stages holds exciting promise for 
enhancing the efficacy of cognitive training regimens. By isolating the neural events for 
which the influence of training shows transfer to untrained materials, training regimens can 
be tailored to ensure that benefits will transfer to new tasks and situations.  
The finding that training increases amplitude of the N2 component for both trained 
and untrained stimulus-response mappings, provides evidence for a transferable training 
benefit upon the neural mechanisms that underpin sensory-encoding. The N2 component 
is the first to show changes that correlate with whether or not the second target is detected 
in the AB paradigm (Sergent et al., 2005), it is also assumed to reflect mental access to 
the properties of a stimulus (see Hillyard & Anllo-Vento, 1998, for a review). We have 
previously shown that sensorimotor training benefits AB performance, even when the 
stimuli used in the task differ to those that were trained on (Garner et al., 2014). It is 
therefore unlikely that the N2 changes observed here reflect other processes that the 
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component has been linked to, such as novelty detection and cognitive control (see 
Folstein & Van Petten, 2008).  
A transferable training benefit has been observed for the neural events that are 
sensitive to sensory-encoding demands. The next step involves determining how sensory-
encoding mechanisms resulted in training benefits for novel/untrained inputs. One 
possibility is that training results in more expert/efficient deployment of selective attention 
resources. This would motivate a more robust, and rapid, consolidation of sensory 
information into a durable form. As selective attention has been shown to modulate 
sensory signals across tasks and modalities (e.g. Herrmann, Montaser-Kouhsari, 
Carrasco, & Heeger, 2010; Lakatos et al., 2013; Scolari, Byers, & Serences, 2012; 
Woldorff et al., 1993), and the N2 component is sensitive to selective attention 
manipulations (Hillyard & Anllo-Vento, 1998; Michie, 1984), it is reasonable to suggest that 
training may refine deployment of selective attention. For example, once someone has 
trained upon deploying selective attention resources in order to analyze incoming sensory 
signals, it may be that the act of deploying selective attention becomes more accurate, as 
well as the processing of the stimulus-specific information.  
Pre-trial alpha ERD, a measure of anticipatory attention previously associated with 
the AB (MacLean & Arnell, 2011) was not found to be modulated by training, despite the 
finding that pre-trial alpha ERD did increase over the pre-trial interval. This indicates that 
the transferable benefit observed here and in previous work (Garner et al., 2014) emerges 
between stimulus-onset and 270 ms into information processing, just prior to the period of 
time (270 – 300 ms) that sensory information is hypothesized to be encoded into long-
range frontal-parietal connections, making sensory information available for conscious 
report (Dehaene & Changeux, 2011; Del Cul, Baillet, & Dehaene, 2007; Sergent & 
Dehaene, 2004). Taken together, these lines of evidence supports the above idea that 
data-unlimited, sensorimotor training facilitates attention mechanisms involved in the 
transfer of sensory signals into a conscious percept, and that training of these 
mechanisms can transfer to facilitate encoding of untrained stimuli.  
It could be argued that the observed transferable benefit is not caused by the 
training regimen itself, but is attributable to another factor distinguishing training and 
control groups, such as motivational differences. Previous behavioural observations have 
shown that other active control tasks, such as visual search training, do not result in 
sensory-encoding benefits (Garner et al., 2014). Furthermore, if motivational differences 
were contributing to the observed transferable benefits, it would be more likely that 
volitional processes, such as anticipatory attention, would also show benefits from training 
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and transfer. However, the current training regimen did not affect our measure of 
anticipatory attention. Taken together, these findings suggest that the observed 
transferable benefits are most likely to be a consequence of the sensorimotor training 
regimen.  
In contrast to the transferable training benefit found for sensory-encoding, 
response-selection benefits, as measured by reduced s-LRP onsets and response time 
costs on dual-task trials, are task-specific. Given that the onset of the s-LRP represents 
the time at which central, decisional operations are complete (Coles, 1989), these findings 
support previous suggestions that response-selection limitations are overcome by 
increasing the efficiency of these operations (Dux et al., 2009; Kamienkowski, Pashler, 
Dehaene, & Sigman, 2011; Ruthruff, Van Selst, Johnston, & Remington, 2006). These 
findings also show that increasing the efficiency of this central stage requires practice 
upon the specific decision that is to be executed, suggesting that response-selection 
efficiency is dependent upon the connection strength of specific inputs and outputs.  
It is interesting that training related changes to the timing of earlier ERP 
components do not produce training-related timing reductions in later components. For 
example, the current findings show that although the training group displayed significantly 
greater reductions in the timing of the N2 component for untrained items relative to a 
control group, onset of the s-LRP for the same untrained items was comparable to the 
control group. This suggests that an improvement in sensory-encoding stages of 
sensorimotor processing is not fully sufficient to ensure an increase in decisional 
efficiency. Instead, the current observations suggest that strengthened connections 
between specific inputs and outputs are required.  
The finding that transferability of training benefits is not equal across information 
processing stages has implications for the design and use of cognitive training regimens. It 
continues to be debated whether cognitive training can produce transferable training 
benefits (e.g. Jaeggi, Buschkuehl, Jonides, & Shah, 2011; Owen et al., 2010; Redick et al., 
2013). Despite this uncertainty, there has been a recent explosion in the use of brain 
training to improve cognitive function, resulting in a multi-million dollar brain training 
industry (see Owen, et al., 2010). The current demonstration that transferability of training 
benefits are not the same for different information processing stages shows that some 
cognitive training regimens may be better at producing transferable effects than others. 
The present results clearly demonstrate that it is important to identify the distinct 
mechanisms that underpin task performance, as well as how training may differentially 
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benefit these mechanisms, when designing cognitive training regimens and when claiming 
that benefits are transferable. 
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Summary 
Humans display severe performance impairments when undertaking more than one task 
concurrently (multitasking). However, these limitations are not immutable - training can 
substantially reduce multitasking costs. Currently, the systems-level neural mechanisms 
that give rise to training benefits are unknown, with no work having examined the 
antecedents of individual differences in multitasking training outcomes. To address this 
issue, we conducted a large-scale functional-magnetic-resonance-imaging (fMRI) study. 
One hundred participants completed a multitasking paradigm in baseline and test sessions 
while being scanned. Intervening these sessions, 50 participants completed a multitasking 
training regimen, while the remaining 50 completed an attentional-training active-control 
regimen. Blood-oxygen-level-dependent activity (BOLD) activity in frontal, parietal and 
subcortical regions tracked multitasking costs and training induced improvements. Of 
primary interest, a multivariate analysis showed that increased task-specific representation 
in these areas predicted multitasking-training gains. The results demonstrate that training 
overcomes multitasking costs by functionally segregating task-specific networks within 
task-relevant areas.   
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Introduction 
In the modern world, rich with its ever-increasing range of media through which to 
consume information, humans spend a significant proportion of their time doing more than 
one task concurrently (multitasking). This is surprising, given multitasking consistently 
impairs performance. This multitasking deficit is pervasive; humans show performance 
decrements when concurrently performing complex tasks, such as conversing on a phone 
while driving (Strayer & Johnston, 2001), and when completing simple sensory-motor 
tasks (Pashler, 1994), where sensory-inputs are arbitrarily mapped to response-outputs. 
Such interference occurs even when such tasks do not overlap input- and output-
modalities, implicating a common, central limitation in our cognitive architecture (Lien & 
Proctor, 2002; Pashler, 1994; Salvucci & Taatgen, 2008; Smith, 1967; Welford, 1952). In 
terms of systems-level neural substrates, converging evidence indicates multitasking costs 
are linked to the function of a frontoparietal/subcortical network (see Dehaene & 
Changeux, 2011; Marois & Ivanoff, 2005, for reviews) that is involved a diverse range of 
higher cognitive functions, such as decision-making, working-memory and problem-solving 
(Crittenden & Duncan, 2014; Duncan & Owen, 2000; Vincent, Kahn, Snyder, Raichle, & 
Buckner, 2008). As frontoparietal/subcortical activity shows sensitivity to response-
selection demands independent to stimulus-input/response-output modality (Dux, Ivanoff, 
Asplund, & Marois, 2006; Dux et al., 2009; Ivanoff, Branning, & Marois, 2009; Jiang & 
Kanwisher, 2003; Marois, Larson, Chun, & Shima, 2006; Schumacher, Schwarb, 
Lightman, & Hazeltine, 2011; Szameitat, Schubert, Muller, & von Cramon, 2002; Tombu et 
al., 2011), it has been hypothesized that these regions reflect the neural substrates of the 
central limitation of information processing, and are therefore referred to as central-
processing regions.     
 Despite the pervasive nature of multitasking costs, they are not immutable. Training 
can greatly attenuate single vs. multitask performance differences (e.g. Strobach, Liepelt, 
Pashler, Frensch, & Schubert, 2013; Van Selst, Ruthruff, & Johnston, 1999). Whether 
such training benefits reflect the automatization of tasks, which results in central processes 
no longer contributing to task performance (Hazeltine, Teague, & Ivry, 2002; Schumacher 
et al., 2001), or by reducing the duration of central processing (Pashler & Johnston, 1989; 
Van Selst et al., 1999) continues to be debated (Anderson, Taatgen, & Byrne, 2005; 
Kamienkowski, Pashler, Dehaene, & Sigman, 2011; Ruthruff, Van Selst, Johnston, & 
Remington, 2006; Strobach et al., 2013). In terms of system-level neural substrates, one 
common observation is that training reduces averaged Blood-Oxygen-Level-Dependent 
(BOLD) activity in central processing regions (Chein & Schneider, 2005; Dux et al., 2009; 
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Erickson et al., 2007). Analogous to automatization accounts, one class of theories argue 
that this reflects a reduced contribution of central processing regions to task performance 
(Chein & Schneider, 2005, 2012; Erickson et al., 2007; Petersen, van Mier, Fiez, & 
Raichle, 1998). Training therefore drives the formation of task-specific networks (Kelly & 
Garavan, 2005), that are served by functionally specialized sensory/motor modules that 
represent stimulus-response associations (Chein & Schneider, 2012). Alternatively, it has 
been argued that training related reductions in BOLD activity reflects increased speed of 
information processing in central regions (Dux et al., 2009). Concomitant BOLD increases 
in dorsolateral prefrontal regions have also implicated that training may recruit additional 
brain regions that are specialized for multitasking (Erickson et al., 2007). Interestingly, 
recent work suggests behavioural multitasking costs correlate with the degree to which 
single-tasks elicit overlapping regional increases in BOLD activity (Nijboer, Borst, van Rijn, 
& Taatgen, 2014). One possibility therefore is that training overcomes the multitasking 
limitations by segregating functional networks within central processing regions (first 
suggested by Dux et al., 2009), reducing neural overlap and facilitating concurrent 
computations for both tasks.   
 Investigations into how training influences brain function have primarily focused 
upon changes to the averaged BOLD signal across key brain areas. This signal is 
aggregated across voxels to infer the relative contribution of brain regions to novel and 
trained task performance (e.g. Chein & Schneider, 2005; Erickson et al., 2007, but see 
Dux et al., 2009). However, as noted above, the commonly observed reductions to the 
BOLD signal can be attributed to at least two potential mechanisms. Activity reductions 
may reflect decreased contributions of the region to task processing, or may reflect 
functional adaptations that improve performance (Jonides, 2004; Kelly & Garavan, 2005; 
Poldrack, 2000). Therefore, comparable observations have motivated competing 
theoretical alternatives. Analytic techniques that allow examination of the informational 
content of the BOLD signal, such as multi-voxel pattern analysis (MVPA), can help 
overcome this inferential stalemate, as task-relevant information should not be 
represented in brain regions that no longer contribute to task processing. Indeed, MVPA 
has already revealed that task relevant information can be decoded in frontoparietal 
regions, including stimulus-response rules (Woolgar, Hampshire, Thompson, & Duncan, 
2011; Woolgar, Thompson, Bor, & Duncan, 2011, but see Todd et al, 2013), the current 
task set in a task-switching paradigm (Bode & Haynes, 2009), and stimulus-response 
modalities (Tamber-Rosenau, Dux, Tombu, Asplund, & Marois, 2013). These findings 
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strongly suggest that available information in frontoparietal regions reflect the ongoing 
behavioural goals of the system, at least when a task is relatively novel/untrained.  
 A further issue is that previous fMRI studies investigating how training influences 
the brain (see Kelly & Garavan, 2005), have focused, almost exclusively, on variations in 
the BOLD signal at the group level; treating inter-individual variability as a source of noise. 
In addition, and not surprisingly, given the time and financial investments involved in 
running fMRI training studies, and the large participant numbers required to appropriately 
apply individual differences analyses (for example, to achieve 80% power to detect 
medium sized effects (.4) in a correlational design would require 48 participants per group 
(Cohen, 1988)), those studies that have attempted to employ this approach have been 
significantly underpowered (Yarkoni & Braver, 2010). However, it has been observed that 
inter-individual variation can be a highly informative tool for characterizing the link between 
the brain and behaviour (Kanai & Rees, 2011). Indeed, large individual differences have 
been observed in recruitment of the frontal-parietal network during completion of simple 
sensorimotor tasks (Crittenden & Duncan, 2014) and behaviourally in response to 
multitasking training (Schumacher et al., 2001). Taken together, these observations 
suggest that utilizing inter-individual variation may be key to advancing the current 
theoretical impasse regarding how training changes brain function to overcome 
multitasking limitations.  
A final and important limitation of previous multitasking training imaging studies is 
that they have been conducted without comparing performance changes to a control group 
(Dux et al., 2009), or by comparing performance changes to a no-contact control group 
(Erickson et al., 2007; Takeuchi et al., 2013). It therefore remains undetermined whether 
observed changes are attributable to the training regimen, or are a consequence of 
intrinsic motivational/expectation differences between groups that have invested time and 
energy in completing a training regimen, relative to those who have not (Boot, Simons, 
Stothart, & Stutts, 2013; Redick et al., 2013). Therefore, as yet, there exists no 
investigation into how training changes brain function to solve the multitasking problem 
that allows definitive conclusions to be drawn regarding the influence of the training 
regimen. In order to be confident that observed brain and behaviour changes are 
attributable to the prescribed training regimen, it is essential to include a closely matched, 
active-control group that completes a comparably challenging regimen that is also not 
expected to improve performance on the cognitive construct of interest (Redick et al., 
2013; Shipstead, Redick, & Engle, 2012; Sternberg, 2008). This ensures that observed 
performance changes can be attributed to the influence of training.  
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 Therefore, we capitalized on the inter-individual variation inherent in multitasking 
measures and the BOLD signal, to advance theoretical accounts of how training changes 
the brain to overcome the multitasking problem. Using an experimental design that 
exploits inter-individual variability and employs a multivariate analysis approach, as well as 
including an active-control group, we are, for the first time, able to pinpoint the functional 
system-level brain changes that are directly attributable to multitasking training.  
Using this design, we tested the following hypotheses: If training causes the 
formation of task-specific networks that attenuates the involvement of central processing 
regions (Chein & Schneider, 2005, 2012), or sharpens the central response to amodal task 
computations (Dux et al., 2009), then decreased task-specific representations in central 
processing areas should predict multitasking training benefits. Furthermore, if training 
attenuates the involvement of central processing regions by forming task-specific sensory-
motor networks (Chein & Schneider, 2005, 2012), then training may act to also increase 
task-specific informational content in sensory-motor regions. In contrast, if training 
functionally segregates central processing neurons into task specific networks, then 
increased task-specific representations in central processing regions should predict 
multitasking training benefits. 
 
Results 
 In order to test these hypotheses, we examined the influence of training on the 
information content of the BOLD signal in both central-processing and sensory-motor 
regions that underpinned task performance. 100 participants completed a multitasking 
paradigm in a baseline and test session while being scanned with fMRI (Figure 1A). The 
multitasking paradigm consisted of a shape task and a sound task, where participants 
were presented with one of two shapes, or one of two sounds, and were required to select 
an arbitrarily mapped manual button response for each stimulus. Shape and sound stimuli 
were mapped to responses on separate hands (Figure 1B), counterbalanced across 
participants, to insure that separate sensory and motor cortices were tapped for each task. 
The shape and sound tasks were either presented in isolation (single-task) or 
simultaneously (multitask). Intervening the two sessions, participants completed ~3000 
training trials over three separate sessions. The 50 participants who formed the training 
group performed the single-task and multitask trials from the multitasking paradigm, 
whereas the remaining 50 participants, who formed the active-control group, performed an 
active attentional training task – an inefficient visual-search paradigm that was comparably 
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as challenging and adaptive as the multitasking training regimen (Wolfe & Horowitz, 2004, 
Figure 1C).  
 
 
 
Figure 1: Training Protocol and Tasks. A) Overview of the study protocols for the training 
and active-control groups. Familiarisation sessions took place on the Friday afternoon 
preceding the week of participation. MRI sessions were held on Mondays and Fridays at 
the same time for each participant. In the intervening days, three training sessions lasting 
~45-60 min were completed. B) The multitasking paradigm involved a shape task and a 
sound task (both 2-alternative choice tasks with each stimulus arbitrarily mapped to a 
unique button press on different hands), presented in isolation (single-task) or 
simultaneously (multitask). C) Participants either trained on the multitasking paradigm 
(training group) or on a visual-search task (active-control group) where participants were 
required to identify the orientation of a letter ‘T’ target presented among 7 (small set size), 
11 (medium set size) or 15 (large set size) letter ‘L’ distractors.  
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Behavioural data 
Training Sessions 
First, we analyzed the training data to verify that both groups showed performance 
improvements for their respective training regimens. Both the training and active-control 
groups showed performance gains across the three training sessions (Figure 3). Data from 
each of the three training sessions were divided at the midway point, resulting in six trial 
bins. The training group showed reduced reaction times (RTs) with training for both single-
task and multitask conditions (main effect of trial bin, F(5, 245) = 277.82, MSE = .001, p< 
.0001, ηp2 = .85; 6 (trial bin) x 4 (condition: shape single-task, shape multitask, sound 
single-task, sound multitask) repeated measures ANOVA). RT reductions were larger for 
multitask trials (x̅ = 145 ms, sd 06) than for single-task trials (x̅ = 87 ms, sd 04, F(15, 735) 
= 66.12, MSE = .001, p< .0001, ηp2 = .57, trial bin x condition interaction). Although 
accuracy was generally higher across single-task and multitask conditions for the shape 
task (x̅ = 95 %, sd 03) than for the sound task (x̅ = 92 %, sd 08, F(3, 147) = 12.14, MSE = 
.03, p< .001, ηp2 = .20), accuracy did not change across conditions as a function of training 
(p = .63, for the main effect of trial bin, p = .16,  for the trial bin x condition interaction). 
The active-control group also showed clear reductions in RT across the training trial 
bins (F(5, 245) = 636.20, MSE = .005, p< .0001, ηp2 = .93; 6 (trial bin) x 3 (set size 
condition: small, medium, large) repeated measures ANOVA). Reductions in RT were 
greatest for the largest search array size (x̅ = 201 ms, sd 53), second largest for the 
medium search array size (x̅ = 187 ms, sd 53), and smallest, but significant, for the small 
search array size (x̅ = 161 ms, sd 51, trial bin x condition interaction (F(10, 490) = 28.61, 
MSE = < .001, p< .0001, ηp2 = .37). Accuracy for the large array size increased by 1 %, 
which was different to the small and medium array sizes, which had respective accuracy 
decreases of 1 % and .04 % (F(10, 490) = 3.08, MSE < .001, p= .002, ηp2 =  .06, trial bin x 
condition interaction). Importantly, the results demonstrate that both groups benefitted 
from training of their respective tasks 
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Figure 2: Performance gains obtained for the multitasking training and active-control 
visual search training regimens. A) Training group RTs to the shape and sound task as a 
function of trial bin (500 trials per bin). B) Training group accuracy for the four trial types 
plotted as a function of trial bin. C) Active-control group RTs for the small, medium and 
large visual-search set sizes. D) Active-control group accuracy data. Shaded bars 
represent the standard error of the mean. ST = single-task, MT = multitask, SS = set size. 
 
fMRI Sessions 
 The analysis of behavioural data from the fMRI sessions focused on the influence 
of training on multitasking costs, i.e. the RT costs incurred as a consequence of 
completing the shape and sound tasks together relative to when they were performed in 
isolation. Multitasking training benefits were defined as changes to multitasking costs that 
occurred from the baseline to test sessions that were significantly greater for the training 
group relative to the active-control group. Therefore, training benefits should be 
demonstrated by attenuated RT differences at the test session relative to the baseline 
session (i.e. an interaction between session (baseline vs. test) and condition (single-task 
vs. multitask)). Furthermore, this interaction should be larger for the training group relative 
to the active-control group (i.e. a group x session x condition interaction).  
As confirmation of the effectiveness of the paradigm, clear multitasking costs were 
observed in the baseline session: RTs were slower for multitask trials relative to single-
task trials (main effect of condition, F(1, 98) = 688.74, MSE = .026, p< .0001, ηp2 = .88, 2 
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(task: shape vs. sound) x 2 (condition: single-task vs. multitask) x group (trained vs. active-
control) mixed ANOVA on the baseline session data). Of import, for both the shape and 
sound task, RT costs were attenuated to a greater extent for the training group than for the 
active-control group in the test session (shape task: group x session x condition 
interaction, F(1, 98) = 34.42, MSE = .03, p< .0001, ηp2 = .26, sound task: group x session x 
condition interaction, F(1, 98) = 7.45, MSE = .008, p= .007, ηp2 = .07, 2 (group: training vs. 
active-control) x 2 (session: baseline vs. test) x 2 (condition: single-task vs. multitask) 
mixed ANOVA).  
 
 
 
Figure 3: Influence of training on single and multitask trials. A) Response times to the 
shape task. B) Response times to the sound task. Multitasking costs for each task 
(multitask RTs > single-task RTs) showed greater reductions from baseline to test for the 
training group, relative to the active-control group. Error bars represent the standard error 
of the mean. Bl = Baseline. 
 
The observed changes were not due to a speed-accuracy trade off, as the opposite 
pattern of results was not found for the accuracy data (session x task x condition x group 
interaction: p = .06). Although the relevant interaction was close to significance, 
subsequent analysis of the accuracy data revealed that this was due to a significant 
session x condition interaction observed for the active-control group’s sound task accuracy 
data (F(1, 49) = 12.5, MSE = 10.76, p= .001, ηp2 = .20) that was not observed in the 
training group (p= .93). Therefore multitasking training benefits on RT costs were not 
driven by concomitant accuracy decreases. Collectively the results demonstrate that task-
specific training significantly reduced multitasking costs relative to an active-control group.  
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fMRI Analysis 
 The analysis of fMRI data followed three stages. Firstly, univariate analysis was 
conducted for the baseline session data at the group level, to isolate brain regions of 
interest (ROIs). Regions were included if they responded to both single sensorimotor 
tasks, as this suggests that the region is involved in central processes that map stimuli to 
arbitrary responses across specific input-output modalities. Importantly, a comparison of 
multitask trials relative to the summed activity from the single-task trials did not reveal any 
further regions of interest. Time courses of the BOLD signal were then extracted from 
these regions of interest (ROIs) and were examined for evidence of both multitasking costs 
and training effects, to reveal the key regions involved in multitasking training benefits. 
Secondly, the individual differences analysis examined the relationship between training 
effects and MVPA decoding accuracy changes across baseline and test in these ROIs.  
 
Univariate Analysis 
 We initially searched for brain areas that responded significantly to both single-
tasks (open contrast for both tasks, Dux et al., 2009) in the baseline session, as would be 
expected of neural substrates underlying a central bottleneck in information processing 
(Dux et al., 2006; Jiang & Kanwisher, 2003; Marois & Ivanoff, 2005). This contrast isolated 
an extensive network of prefrontal, frontal, parietal, and subcortical areas (Table 1), that 
have previously been implicated in response-selection, multitasking, and decision-making 
(Crittenden & Duncan, 2014; Dux et al., 2006; Dux et al., 2009; Hesselmann, Flandin, & 
Dehaene, 2011; Kimura, 1986; Sigman & Dehaene, 2008; Tombu et al., 2011). 
Furthermore, as training has been shown to influence activity in sensory and motor 
cortices (Buchel, Coull, & Friston, 1999; Karni et al., 1998; Kelly & Garavan, 2005), we 
contrasted activity between the shape and sound tasks to isolate the sensorimotor regions 
that show sensitivity to each task. This contrast isolated bilateral motor regions for each 
task (M1), bilateral visual and auditory cortices (V1 and primary AC), and the bilateral 
lateral occipital complex (LOC). 
 Regions that limit multitasking performance should demonstrate sensitivity to the 
multitask manipulation, i.e. they should show increased BOLD activity for multitask trials 
relative to single-task trials, because more time-consuming response-selection operations 
are required in the former condition (Erickson et al., 2007; Marois & Ivanoff, 2005). Given 
that we had two groups of 50 participants, we decided to test for regions sensitive to the 
multitask manipulation during the baseline session, separately for both. This ensured that 
we could identify regions that showed reliable sensitivity to multitasking demands. All 
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regions identified as central processing areas (i.e. significant activity was observed for 
both single-tasks) showed greater activation for multitask trials than for the mean of the 
two single-tasks (see Table 1 for p-values, and the inverse Bayes factor; see Experimental 
Procedures). Therefore, the data show that sensitivity to multitasking demands is 
distributed throughout prefrontal, frontal, parietal, and subcortical regions.   
 For the sensory and motor regions, reliable activity differences between single-task 
and multitask trials (i.e. the results replicated across the two groups at the baseline 
session), were only found for the motor cortex (M1) associated with the shape task 
(training group: t(49) = 2.76, p= .008, active-control group: t(48) = 3.55, p= .001, repeated-
measures two tailed t-test conducted on multitask trials and the relevant single-task trial). 
Sensitivity to multitasking demands was found in M1 for the sound task in the training 
group (t(49) = 2.76, p= .008), and in the left visual cortex (V1, t(45) = 2.66, p= .01) for the 
control group. The finding that the sensory cortices are not reliably sensitive to multitasking 
demands accord with bottleneck theories that place the locus of multitask interference 
subsequent to perceptual processing (Pashler, 1994; Welford, 1952), whereas increased 
M1 activity may reflect increased demands on the response-execution stage of information 
processing (Bratzke, Rolke, & Ulrich, 2009; Ulrich et al., 2006).  
 Regions responding to multitasking training should show an interaction between 
single-task and multitask trials across sessions, so that activity differences between these 
two conditions are reduced in the test session relative to baseline (Dux et al., 2009). Of the 
ROIs that showed sensitivity to multitasking manipulations, the left and right premotor 
cortices, the left and right inferior parietal lobules (L/R IPL), the superior medial frontal 
cortex (SMFC), the putamen, and the thalamus showed reduced activity differences at the 
test session relative to the baseline session (Table 1; 2 (session: baseline vs. test) x 2 
(condition: mean single-task activity vs. multitask activity) two tailed, repeated-measures 
ANOVA). Furthermore, if regions are involved in multitasking training the above changes 
should be significantly greater than the BOLD activity changes observed for the active-
control group. Of the regions that showed sensitivity to multitasking training, significant 
differences between the training and active-control groups was observed in the SMFC 
(F(1, 96) = 4.11, MSE = .008, p= .045, ηp2 = .04, 2 (group: training vs, active-control) x 2 
(session: baseline vs. test) x 2 (condition: mean single-task vs. multitask) two tailed, mixed 
ANOVA) and the RIPL (F(1, 94) = 5.43, MSE = .007, p= .022, ηp2 = .06, see Table 1). 
Therefore, changes in the SMFC and RIPL can be attributed to multitasking training.  
As recent findings show that many central processing regions can also represent 
task-modality (Tamber-Rosenau et al., 2013) we reasoned that some brain areas may 
  
157 
exhibit modality specific multitasking training benefits. Therefore we compared differences 
between each of the single-tasks and the multitask condition across the sessions and 
groups. This analysis revealed that when activity for the shape single-task was compared 
to the multitask condition, evidence for effects of multitasking training were observed for 
the LIPL (F(1, 95) = 4.44, MSE = .01, p= .038, ηp2 = .05) and the putamen (F(1, 92) = 4.61, 
MSE = .009, p= .034, ηp2 = .05, see Table 1). No further regions were implicated when the 
sound single-task was compared to the multitask condition. Therefore, the effects of a 
multitasking training regimen are associated with a frontal, parietal and subcortical network 
comprising the SMFC, left and right IPL, and the putamen.  
Sensory and motor regions that showed sensitivity to multitasking demands (left V1, 
left and right M1) were subject to the same analysis. We did not find any evidence for 
multitasking training benefits (all Fs < 1, all ps > .35). However, we did find that M1 BOLD 
activity for the shape task decreased for both groups (main effect of session, F(1, 96) = 
6.37, MSE = .074, p= .013, ηp2 = .06), whereas activity in left V1 showed an attenuated 
multitasking effect that was consistent across both groups (significant session x condition 
interaction, F(1, 90) = 4.24, MSE = .015, p< .042, ηp2 = .04). Therefore, changes in 
sensory and motor cortices can be attributed to general factors, such as task repetition, 
rather than the multitasking training regimen per se.  
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  Training Active-control 
Region TAL 
(x, y, z) 
N p Log 10 Inv 
Bayes 
Index 
N p Log 10 Inv 
Bayes 
Index 
Caudal Acc -2, 18, 35 49 1.5E-11 8.77 47 4.5E-07 4.51 
 
Dorsal Acc -1, 2, 45 49 1.2E-13 10.77 50 2.2E-09 6.7 
 
L. DLPFC 
 
-33, 39, 28 37 5.0E-08 5.42 36 .00069 1.58 
R. DLPFC 
 
29, 42, 29 37 3.3E-06 3.72 43 .00066 1.57 
* L. Premotor 
 
-30, -12, 53 43 5.4E-16 12.98 47 2.0E-12 9.6 
*** R. Premotor 29, -11, 53 42 5.6E-18 14.89 43 9.2E-09 6.19 
 
L. pLPFC -48, 8, 29 39 1.1E-10 7.93 40 2.1E-07 4.84 
 
R. pLPFC 43, 10, 30 42 4.1E-07 4.56 42 1.2E-05 3.17 
 
L. IFG -50, 11, 1 47 3.9E-12 9.33 46 4.7E-08 5.44 
 
R. IFG 51, 12, 5 47 7.3E-13 10.02 46 4.6E-12 9.25 
 
* L. IPL -36, -52, 41 47 1.6E-18 15.42 50 7.1E-14 11 
 
** R. IPL 36, -38, 42 48 6.9E-21 17.70 48 1.6E-13 10.64 
 
L. Insula -35, 11, 10 47 1.7E-12 9.70 50 6.8E-09 6.24 
 
R. Insula 35, 12, 7 49 4.4E-13 10.23 50 2.6E-10 7.59 
 
L. TPJ -51, -39, 20 41 3.0E-10 7.52 44 6.7E-08 5.3 
 
R. TPJ 45, -44, 12 44 1.6E-05 3.05 37 .0278 .15 
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*** SMFC -7, -8, 55 49 9.2E-16 12.80 49 2 E-11 8.64 
 
PCC -3, -21, 31 44 .00025 1.95 43 8.8E-06 3.3 
 
R. SMG 56, -39, 24 47 3.1E-06 3.72 47 2.6E-05 2.85 
 
L. Cerebellum -35, -52, -28 48 2.0E-12 11.69 47 2.6E-08 7.58 
R. Cerebellum 29, -53, -26 47 2.1E-10 9.66 48 4.2E-07 6.34 
 
** Putamen 
 
-24, 5, 4 
19, 8, 4 
47 1.0E-10 7.95 47 1.9E-06 3.92 
L. MFG -44, -20, 48 47 5.3E-14 13.27 43 1.1E-07 6.96 
 
R. MFG 41, -20, 47 37 3.2E-10 9.49 40 9.6E-09 8.02 
 
* Thalamus 
 
-14, -18, 10 
9, -17, 9 
50 1.0E-18 15.63 50 5.6E-12 9.18 
 
Table 1: The influence of training and multitasking on BOLD activity in central regions. 
Areas identified as regions showing significant group activation for both the shape and the 
sound single-tasks (open contrasts); all central processing regions showed significantly 
increased peak percent signal change values for multitask trials relative to the mean of the 
single-task trials (p values from two-tailed, repeated measures t-tests, inverse Bayes 
factors calculated via http://pcl.missouri.edu/bayesfactor, Rouder et al., 2009, see 
Experimental Procedures). Any participants showing < mean 0.2 % signal change, 
calculated across single-task and multitask conditions at the baseline session were 
excluded from the analysis for that ROI (see Experimental Procedures). Regions 
presented in grey bold text showed reduced differences for the training group between 
single-task and multitask trials. Regions presented in red text showed significantly greater 
reductions for the training group relative to the active-control group when single-tasks were 
averaged together. Regions presented in green showed significantly greater reductions for 
the training group relative to the active-control group when the shape task was compared 
to multitasks. ACC = anterior cingulate cortex, DLPFC = dorsolateral prefrontal cortex, 
pLPFC = posterior lateral prefrontal cortex, IFG = inferior frontal gyrus, TPJ = temporal 
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parietal junction, PCC = posterior cingulate cortex, SMG = supramarginal gyrus, MFG = 
medial frontal gyrus. (* p< .01, ** p< .001, *** p< .0005).  
   
Individual Differences 
We reasoned that training could have two influences on task-specific representation 
in central processing regions. Firstly, as the task becomes more practiced, and hence, 
automatic, the contribution of central processing computations may become reduced 
(Chein & Schneider, 2005, 2012), as task-specific sensory-motor networks are formed. 
Therefore, task specific representations in the central processing regions that responded 
to multitasking training (L/R IPL, SMFC, putamen) should also be weakened, or reduced. 
Alternatively, training may sharpen the neural response of regions that perform amodal, 
general response-selection, attenuating modality specific influences on activation patterns 
(Dux et al., 2009). Both of these accounts predict that reductions in task-specific 
representations should predict multitasking training benefits.  
Alternatively, training may increase the task-selectivity of central processing 
neurons (Dux et al., 2009). Primate studies have shown that neurons in central processing 
regions adapt both firing rates (Watanabe & Funahashi, 2014) and population level coding 
(Stokes et al., 2013) according to current task demands. This indicates that central 
processing neurons may be functionally diverse, and are thus able to support task-specific 
computations for both the shape and the sound tasks. Training may act to functionally 
segregate neurons, so that distinct populations are recruited to process each of the two 
tasks, thereby creating task-specific networks within central processing regions. This 
would reduce inter-task competition for central processing resources, and hence, 
overcome multitasking limitations. This account predicts that increased task representation 
in central processing regions should predict multitasking-training benefits.  
These two accounts predict the opposite relationship between task representation 
and multitasking training benefits. Thus, we applied an individual differences analysis 
assessing correlations between changes in MVPA decoding accuracy with changes in RT 
costs to distinguish between them (see Supplementary Information for further details of the 
MVPA analysis). As the reliability of a measure determines the degree to which its 
variance is available to correlate with other measures (Cohen, West, Aiken, & Cohen, 
2002), it is crucial that measures used for individual differences analysis are reliable. 
Given this, we first determined the reliability of the BOLD signal elicited by single-task and 
multitask conditions by correlating baseline and test measures within the active-control 
group while factoring out any variance that could be attributed to head motion (i.e. the 
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mean translation and rotation motion parameters from baseline and test sessions). All the 
BOLD measures, apart from the PCC on shape task trials, showed significant reliability 
(see Supplemental Information). Therefore, the measures of BOLD activity observed here 
are amenable to individual differences analysis 
 To distinguish between accounts of how training functionally changes the brain to 
overcome multitasking costs, we first quantified changes in task-specific representation 
within each region by subtracting baseline decoding accuracies from those observed at 
the test session. Therefore, larger values indicate larger increases in decoding accuracy. 
To obtain a single measure of decoding change in our key regions that were influenced by 
multitasking training (SMFC, L/R IPL, and L/R putamen), we averaged change in decoding 
accuracy across them. Mean decoding accuracy across these regions showed good 
reliability (r = .59, N = 50, p< .0001, pearson’s partial correlation on baseline and test 
mean decoding scores for the active-control group data). To quantify behavioural 
multitasking benefits, we summed the reduction in RT costs for the shape and sound tasks 
((baseline shape RT cost – test shape RT cost) + (baseline sound RT cost – test sound 
RT cost), however, the following pattern of results holds when we only include the data 
from either task). Larger values indicate a larger training benefit. This measure also 
showed good reliability (r = .62, N = 50, p< .0001, pearson’s partial correlation).  
In accordance with the hypothesis that training increases task representation in 
central processing regions, a significant positive correlation between decoding accuracy 
and the multitasking training benefit was observed for the training group (r = .53, N = 50, 
p= .001, pearson’s partial correlation, Figure 5A). Furthermore, this relationship was not 
statistically significant in the active-control group (r = .12, N = 50, p= .48, Figure 5B). 
Importantly, a comparison of these correlations showed that the relationship between 
changes in MVPA decoding accuracy and multitasking training benefits was significantly 
larger in the training group than in the active-control group both before (z = 2.7, p= .023, 
Fisher r to z transformation) and after performing an attenuation correction to 
accommodate reliability differences (Hunter & Schmidt, 1990) (training group rc  = .87, N = 
50, active-control group rc  = .20, N = 50, z = 5.53, p< .0001).  
  To ensure that the relationship between MVPA decoding accuracy change and 
multitasking improvement was specific to the key regions we isolated in the univariate 
analysis, we randomly resampled five regions from the remaining training group data, with 
replacement, over 1000 iterations. For each iteration; we calculated the mean decoding 
accuracy change score across the 5 sampled regions, and correlated this value with 
multitasking training benefit scores (see Figure 6, pearson’s partial correlation). The 
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correlation value we observed between decoding changes in key regions was substantially 
larger than those observed across all 1000 iterations of the resampling analysis. 
Therefore, the positive relationship between task representation and multitasking training 
benefit is unique to the frontal, parietal, subcortical network (SMFC, L/R IPL, and L/R 
putamen) identified by the univariate analysis. 
 
 
Figure 4: Relationship between change in multitasking costs and MVPA decoding 
accuracy in the key training ROIs. Multitasking training benefit ((baseline shape RT cost – 
test shape RT cost) + (baseline sound RT cost – test sound RT cost)) plotted as a function 
of mean decoding % accuracy change (test decoding % accuracy – baseline decoding % 
accuracy) for the left and right inferior parietal lobule, superior medial frontal cortex and left 
and right putamen regions. Larger multitasking training benefit scores reflect a larger 
training benefit, whereas larger decoding % accuracy changes reflect a larger increase in 
decoding accuracy from baseline to test. The training group (panel A) and the active-
control group (panel B) are plotted separately. Each data point represents one participant. 
r = pearson’s partial correlation controlling for movement (see Experimental Procedures). 
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C) Displays the specificity of the relationship between the change in multitasking costs and 
decoding accuracy for the key ROIs. Pearson’s partial correlation values testing the 
relationship between mean decoding % accuracy change averaged across 5 regions, 
resampled with replacement from the remaining central processing regions (excluding the 
key ROIs; left and right inferior parietal lobules (IPL), superior medial frontal cortex 
(SMFC) and left and right putamen) and multitasking training benefit ((baseline shape RT 
cost – test shape RT cost) + (baseline sound RT cost – test sound RT cost)), plotted as a 
function of sampling iteration (1000). The thick blue line represents the mean r value 
obtained across 1000 samples, whereas blue crosses represent the r value obtained per 
sample. The red line reflects the r value obtained when mean decoding % accuracy 
change for key multitasking regions was correlated with multitasking improvements in the 
training group.    
 
Although the sensory and motor regions did not show multitasking training benefits 
in the univariate analysis, activity in V1 and M1 was reduced across single-task and 
multitask conditions for both groups at the test session. Thus, we examined whether 
decoding changes in sensory and motor regions correlated with reductions in single-task 
RTs. Decoding accuracy collapsed across M1 regions showed good reliability from 
baseline to test in the active-control group (r = .40, N = 50, p = .004). However, as V1 
decoding was not reliable from baseline to test (r = .08, N = 50, p = .562), we do not 
include this measure in any subsequent analysis.  
Changes in M1 decoding accuracy were significantly negatively correlated in the 
training group (r(35) = -.33, N = 50, p= .047, pearson’s partial correlation, Figure 7A), 
suggesting that larger training benefits for single-tasks are associated with decreased task 
representation in M1. This association was smaller, and was not significant, in the active-
control group (r(35) = -.12, N = 50, p= .28, Figure 7B). The difference between training 
group and active-control group correlation coefficients was significant after attenuation 
correction (training group rc  = -.66, active-control group rc  = -.23, z = -1.09, p= .007). 
Therefore, training had the opposite effect upon motor regions relative to central 
processing regions, as decreased representation in motor regions predicts reductions in 
single-task RTs.  
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Figure 5: Relationship between change in single-task RTs and M1 MVPA decoding 
accuracy across the two groups. Single-task RT improvements ((test shape single-task RT 
– baseline shape single-task RT) + (test sound single-task RT – baseline sound single-
task RT)) plotted as a function of mean decoding % accuracy change (test decoding % 
accuracy – baseline decoding % accuracy) for the bilateral motor cortex. Larger single-
task RT improvement scores reflect a larger training benefit, whereas larger decoding % 
accuracy changes reflect a larger increase in decoding accuracy from baseline to test. The 
training group (panel A) and the active-control group (panel B) are plotted separately. 
Each data point represents one participant. r = pearson’s partial correlation controlling for 
movement (see Experimental Procedures). 
 
Discussion 
 We applied an individual differences approach to investigate how training changes 
systems-level neural processing to overcome multitasking costs. Behaviour and BOLD 
activity was compared between 50 participants who completed a multitasking training 
regimen and 50 active-control participants, therefore we are able to attribute observed 
changes to the multitasking training regimen. Baseline BOLD activity revealed that areas 
showing sensitivity to multitasking demands are widely distributed throughout the brain: a 
frontal, parietal and subcortical network of regions was identified that demonstrate 
sensitivity to multitasking training relative to an active-control group. Furthermore, we 
observed that multitasking-training gains are predicted by increased task-specific 
representation in the training-sensitive network, suggesting that training acts to functionally 
segregate central processing neurons to overcome the multitasking problem.  
 To our knowledge, this is the first study to demonstrate that multitasking training 
increases task-specific representations in central processing regions; therefore training 
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helps the brain overcome the multitasking problem by functionally segregating underlying 
task networks. This suggests a relationship between task-specific central processing 
representations and processing capacity. When tasks are novel, or effortful, it may be that 
multitasking costs occur as the same central processing neurons are recruited to compute 
both tasks (Watanabe & Funahashi, 2014). Training serves to decrease this competition, 
segregating neurons into task-specific networks, thereby forming two distinct ensembles 
that can engage in a greater degree of parallel processing than was previously possible. 
Therefore, the findings suggest that multitasking costs can be attributed to the ability of a 
given region to code task-specific information, when that region displays multipurpose 
processing qualities (i.e. central processing regions that contribute to performance across 
tasks).   
 It has long been thought that training reduces multitasking costs by either 
shortening the duration of response-selection processes (Dux et al., 2009; Kamienkowski 
et al., 2011; Ruthruff, Hazeltine, & Remington, 2006; Ruthruff, Johnston, & Van Selst, 
2001; Strobach et al., 2013), or by automatizing tasks/generating sensory-motor functional 
networks that bypass central, capacity limited processing stages (Chein & Schneider, 
2005, 2012; Erickson et al., 2007; Hazeltine et al., 2002; Petersen et al., 1998; 
Schumacher et al., 2001). The capacity to resolve these accounts was previously limited, 
as the neural mechanisms that give rise activity changes in the averaged BOLD signal are 
unknown (Poldrack, 2000). The current findings advance previous theoretical accounts by 
demonstrating that training functionally segregates task-specific networks within central 
processing regions. Therefore, they suggest that elements of previous accounts were both 
correct and incorrect. Namely, automatization accounts were correct because training 
does drive the formation of task-specific networks (Chein & Schneider, 2005, 2012). 
However, this occurs within central-processing regions, therefore automatization accounts 
are incorrect with regard to claims that training reduces the contribution of these brain 
regions to task performance (Chein & Schneider, 2005, 2012; Erickson et al., 2007). In 
addition, these findings suggest that segregating functional networks serves to decrease 
the duration of central processing stages and thus the extent to which they contribute to 
task performance, which accords with speeded information processing accounts (Dux et 
al., 2009; Ruthruff, Van Selst, et al., 2006).  
With regard to the central processing regions that showed an influence of training, 
task-specific representations were increased in the left and right inferior-parietal lobules, 
pre-supplementary motor area and the putamen. This accords with previous findings 
demonstrating that parietal regions activate representations of responses for learned 
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stimulus-response mappings (Bunge, Hazeltine, Scanlon, Rosen, & Gabrieli, 2002), and 
that the putamen and SMFC are engaged in the representation of learned movements 
(Poldrack et al., 2005). We speculate that representation changes in these regions reflect 
the increased probability that a given network of neurons will fire upon stimulus 
presentation, thereby increasing the speed with which sensory input is translated into 
action.  
 Unexpectedly, with regard to the influence of training on single-task performance, 
we also observed that benefits were predicted by decreased task-specific representation 
in the motor cortex. This suggests that training has dissociable influences on task-
representation in central processing regions and the motor system. This finding is 
surprising, as it has been shown that motor learning increases representation in the 
human motor cortex (Karni et al., 1995; Ungerleider, Doyon, & Karni, 2002). However, 
there are at least two factors that could contribute to the current observations. Firstly, over 
the course of training, participants may adapt which muscles are used to execute the 
response. For example, as speed pressure becomes high, participants may learn that a 
lighter button press is sufficient to complete the task, saving both energy and time. 
Therefore, movements become finely tuned with training. Motor cortex neural firing 
patterns are correlated with the use of specific muscle groups (Holdefer & Miller, 2002) 
and movements (Kakei, Hoffman, & Strick, 1999). Therefore, training may result in the 
contribution of fewer muscles used for response execution, resulting in fewer neurons 
firing to execute the movement, and finer activation patterns that are more difficult to 
classify.  
 Alternatively, observations of population level neural responses in the mouse motor 
cortex have shown that movement representations are dynamic over sensorimotor 
learning, and that stable representations do not emerge until later learning stages (Huber 
et al., 2012). Therefore, it may be that the snapshot of neural activity taken in the test 
session occurred during a period of unstable representation. Had we trained participants 
for longer, representations may have stabilized. In this case we would predict that 
increased representation in the motor cortex should predict training benefits. However, 
what is interesting from the current observations is that the effect of representation on 
learning is not always in phase between central processing regions and the motor-system, 
providing evidence for dissociation between the two systems in terms of their contribution 
to sensorimotor learning.    
It is perhaps surprising that the brain regions showing training-related functional 
changes differ to previously implicated regions (left inferior frontal junction, Dux et al., 
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2009; dorsolateral prefrontal cortex, Erickson et al., 2007). However, these differences are 
most likely due to the employment of different combinations of stimulus-response 
modalities, as multitasking-related activity has been observed in comparable networks 
(Sigman & Dehaene, 2008) when the input and output response modalities match those 
used here. Taken together, these findings suggest that the networks underpinning 
multitasking are, at least in part, dependent upon stimulus-response modalities. Therefore, 
identifying which brain regions critically mediate training benefits for different stimulus-
response combinations would be a well-placed method to inform the debate as to whether 
or not response-selection is a unitary mechanism (Janczyk, Nolden, & Jolicœur, 2014; 
Jiang & Kanwisher, 2003; Magen & Cohen, 2010; Pashler, 1994; Schumacher, Elston, & 
D'Esposito, 2006). 
With regard to the findings from the univariate analysis that was applied to the 
baseline session data, we showed that a wide range of frontal, prefrontal, parietal and 
subcortical regions are sensitive to multitasking demands. Furthermore, we replicated this 
observation across two groups of 50 participants. This accords with recent work showing 
that frontoparietal regions are widely recruited to complete simple sensorimotor tasks 
(Crittenden & Duncan, 2014), and suggests that neurons sensitive to multitasking 
demands are distributed throughout the brain. Therefore, previous studies localizing 
multitasking functions to one or two regions (Dux et al., 2006; Dux et al., 2009; Erickson et 
al., 2007; Jiang, 2004; Tombu et al., 2011) are most likely observing the brain regions that 
contain higher concentrations of neurons that are engaged in multitasking computations. 
These findings suggest that multitasking brain functions should be characterized as a 
distributed process, rather than a computation that is localized within one or two brain 
regions. 
 
Conclusions 
 Using a large-scale active-control design, we present the first fMRI multitasking 
training study to apply an individual differences approach to measures of task-specific 
representation in the BOLD signal. We showed that neurons that are sensitive to 
multitasking demands are distributed widely through the brain, and that a frontal, parietal, 
subcortical network specifically responds to multitasking training. Task-specific 
representation within this multitasking network predicted training benefits. Therefore, 
training enables the brain to overcome the multitasking problem by functionally 
segregating brain activity into task-specific networks, thereby reducing competition for 
computational resources.    
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Experimental Procedures 
Participants 
 Participants were recruited if they were aged 18 years or over, had normal or 
corrected-to-normal vision, reported no history of psychiatric or neurological illness, injury 
or disorder, or the use of psychoactive medications. In total, 111 participants were 
recruited for the study. Of these, 6 were excluded due to excessive head motion (> 5 mm/° 
in any translational direction or rotation), 2 due to a failure of the sound equipment in the 
baseline session, 1 due to responding incorrectly to the sound task across all 6 runs, 1 
due to a technical error in the first training session, and 1 dropped out midway through 
participation. The remaining 100 participants were randomly allocated to the training (N = 
50) and the active-control group (N = 50). The two groups were well matched for age 
(training group x̅ = 24.3 yrs, sd 6.2, active-control group x̅ = 24.6, sd 5.5), years of 
education (training group x̅ = 16.3 yrs, sd 2.4, active-control group x̅ = 16.8, sd 2.8), 
gender (training group = 15 males, active-control group = 11 males), and handedness 
(training group = 3 left handers, active-control group = 4 left handers). 
 All participants received 10 AUD per hour for participation. Participants were also 
able to earn bonus dollars across the three training sessions. Bonus dollars were accrued 
for accuracy and for beating response time (RT) deadlines (~20 AUD per participant). The 
University of Queensland Human Research Ethics Committee approved the study as 
being within the guidelines of the National Statement on Ethical Conduct in Human 
Research and all participants gave informed, written consent.  
 
Experimental Overview 
Participants attended six experimental sessions: a familiarization session, two MRI 
sessions and three behavioural training sessions. Familiarization sessions were conducted 
the Friday prior to the week of participation, where participants learned the stimulus-
response mappings and completed two short runs of the task. The MRI sessions were 
conducted to obtain pre-training baseline (Monday session) and post-training test (Friday 
session) measures. These sessions were held at the same time of day for each participant 
(e.g. if a baseline session was scheduled for 9am, the test session would also occur at 
9am). Intervening the two MRI sessions (Tuesday – Thursday), participants completed 
three behavioural training sessions, where they either trained upon the multitasking 
paradigm (training group) or the active-control task (active-control group). Participants 
typically completed one training session per day, although on occasion two training 
sessions occurred on the same day in order to accommodate participants’ schedules 
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(although when this occurred, the two sessions were administered with a minimum of an 
hours break between them). Participants also completed an online battery of 
questionnaires that are being used in other studies  (an abbreviated form of Raven’s 
Progressive Matrices (Bilker et al., 2012; Raven & Court, 2003), the Cognitive Failures 
Questionnaire (CFQ, Broadbent, Cooper, FitzGerald, & Parkes, 1982), the Conner’s Adult 
ADHD Rating Scale (Conners, Erhardt, & Sparrow, 1999), and the Effortful Control 
subscale of the Adult Temperament Questionnaire (Evans & Rothbart, 2007)).  
 
Tasks 
 All tasks were programmed using Matlab R2010a (Mathworks, Natick, MA) and the 
Psychophysics Toolbox v3.0.9 extension (Brainard, 1997; Pelli, 1997). The familiarization 
and behavioural training sessions were conducted with a 21-inch, Sony Trinitron CRT 
monitor and a Macintosh 2.5 GHz Mini computer.  
 
 Multitasking Paradigm 
 For each trial of the multitasking paradigm, participants performed either one 
(single-task condition) or two (multitask condition) sensorimotor tasks. Both sensorimotor 
tasks involved a 2-alternative choice (2ac), mapping the two stimuli to two responses. For 
one task, participants were presented with one of two white shapes; one ‘spikey’ and one 
‘smoothy’, presented on a black screen and subtending approximately 6° of visual angle. 
The shapes were created using digital sculpting software (Scluptris Alpha 6) and 
Photoshop CS6. Participants were required to make the appropriate manual button press 
to the presented shape, using the first and index finger of either the left or right hand 
(task/hand assignment was counterbalanced across participants). For the other task, 
participants responded to one of two sounds using the first or index finger of the hand that 
was not assigned to the shape task. Both sounds were complex tones, selected from the 
set used by Dux et al. (2006). The sounds were selected to be easily discriminable from 
one another. Across both the single-task and multitask trial types, stimuli were presented 
for 200 ms, and on multitask trials, were presented simultaneously.  
 
Familiarisation Session 
During the familiarization session, participants completed two runs of the 
experimental task. Task runs consisted of 18 trials, divided equally between the three trial 
types (shape single-task, sound single-task, and multitask trials). The order of trial-type 
presentation was pseudo-randomized. The first run had a short inter-trial-interval (ITI) and 
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the trial structure was as follows; an alerting fixation dot, subtending 0.5° of visual angle 
was presented for 400 ms, followed by the stimulus/stimuli that was presented for 200 ms. 
Subsequently a smaller fixation dot, subtending 0.25° of visual angle, was presented for 
1800 ms, during which participants were required to respond (see Fig 1B). For the 
familiarization session only, performance feedback was then presented until the participant 
hit the space bar in order to continue the task. For example, if the participant had 
completed the shape task correctly, they were presented with the message ‘You got the 
shape task right’. If they performed the task incorrectly, the message ‘Oh no! You got the 
shape task wrong’ was displayed. On multitask trials; feedback was presented for both 
tasks. The aim of this run was to familiarize participants with the task and for them to learn 
the appropriate stimulus-response mappings. If participants failed to achieve at least 5/6 
trials correct for each trial type they repeated the run until this level of accuracy was 
attained.  
The aim of the second run was to familiarize participants with the timing of the 
paradigm to be used during the MRI sessions - a slow event-related design with a long ITI. 
The alerting fixation was presented for 2000 ms, followed by the 200 ms stimulus 
presentation, 1800 ms response period and feedback. Subsequently an ITI, during which 
the smaller fixation dot remained on screen, was presented for 12000 ms.  
 
MRI Sessions 
Participants completed six long ITI runs in the scanner, with 18 trials per run (6 of 
each trial type, pseudo-randomly ordered for each run), for a total of 108 trials for the 
session. Trial presentation was identical to the long ITI run presented at the familiarization 
session, except that feedback was not presented at the end of each trial. MRI sessions 
occurred the day prior to the start of training (baseline session) and the day after the 
training regimen was complete (test session).   
 
Training Sessions 
 All participants were informed that they were participating in a study examining how 
training improves attention, with the intention that both the training and active-control 
groups would expect their training regimen to improve performance. The first training 
session began with an overview of the goals of the training regimen; participants were 
informed that they were required to decrease their response time (RT), while maintaining a 
high level of accuracy. The second and third sessions began with visual feedback in the 
form of a line graph, plotting RT performance from the previous training sessions.   
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For each session, participants completed 56 blocks of 18 trials, for a total of 1008 
trials, resulting in 3024 training trials overall. To ensure that participants completed a high 
number of training trials, and retained familiarity with the timings of the task as presented 
in the scanner, between 2 and 4 blocks used long ITI timings, while the remaining 52 to 54 
blocks used short ITI timings.  
 The training group performed the multitasking paradigm, as described above (see 
Familiarization Session), except that performance feedback was not displayed after each 
trial. Over the course of training, participants from this group performed 1008 trials of each 
trial type (shape single-task, sound single-task, multitask). Participants in the active-control 
group went through the identical procedures to the training group, except that they 
completed a visual search task instead of the single-task and multitasks. Participants 
searched for a ‘T’ target amongst 7, 11, or 15 rotated ‘L’s’ (to either 90° or 270°), resulting 
in small, medium, and large set sizes of 8, 12 and 16 items respectively. Participants 
indicated whether the target was oriented to 90° or 270°, using the first two fingers of their 
left or right hand (depending upon handedness). Over the course of the three training 
sessions, participants completed 1008 trials for each set size.  
For both groups performance feedback showed mean RT (collapsed across the two 
single-tasks for the training group, and over the three set sizes for the active-control 
group), and accuracy, for the previous 8 blocks, along with points scored and the RT 
target for the subsequent 8 blocks. If participants met their RT target for over 90 % of 
trials, and achieved greater than 90 % accuracy, a new RT target was calculated by taking 
the 75th percentile of RTs recorded over the previous 8 blocks. Furthermore, 2 points were 
awarded. If participants did not beat their RT target for over 90 % trials, but did maintain 
greater than 90 % accuracy, 1 point was awarded, and the RT target remained the same.   
 
MRI Data Acquisition 
 Images were acquired using a 3T Siemens Trio MRI scanner (Erlangen, Germany) 
housed at the Centre for Advanced Imaging at The University of Queensland. Participants 
lay supine in the scanner and viewed the visual display via rear projection onto a mirror 
mounted on a 12-channel head coil. A T1-weighted anatomic image was collected after 
the fourth experimental run of the scanning session (repetition time (TR) = 1.9 s, echo time 
(TE) = 2.32 ms, flip angle = 9°, field of view (FOV) = 192 x 230 x 256 mm, resolution = 1 
mm3). Functional T2*-weighted images were acquired parallel to the anterior commissure-
posterior commissure plane using a GRE EPI sequence (TR = 2 s, TE = 35 ms, flip angle 
= 79 °, FOV = 190 x 190 mm, matrix = 64 x 64, in-pane resolution = 3 x 3 mm). Each 
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volume consisted of 29 slices (thickness = 3 mm, interslice gap = .5 mm), providing whole 
brain coverage. We synchronized the stimulus presentation with the acquisition of 
functional volumes. Diffusion Tensor Imaging (DTI) was also conducted after all T1 and 
T2* data had been acquired (TR = 9.5 s, TE = 116 ms, FOV = 300 x 300 mm, matrix = 128 
x 128 mm, in-pane resolution =,2.3 x 2.3 x 2.5 mm, 60 slices, thickness = 3 mm, interslice 
gap = .5 mm). DTI images were collected for another study and will not be presented here.  
 
MRI Data Analysis 
 Image analysis was performed using Brain Voyager QX 2.6 (Brain Innovation, 
Maastricht, The Netherlands) and custom Matlab scripts (Mathworks, Natick, MA). Data 
preprocessing included 3D motion correction, slice scan time correction, and linear trend 
removal. All functional data were aligned to the first localizer run and anatomical T1-
weighted data were transformed into standardized Talairach space (Talairach & Tournoux, 
1988). 
   
Univariate MRI Analysis 
 A group SPM (N = 100) analysis was conducted for the pre-training session data. 
Regressors were defined for the shape single-task, sound single-task and the multitask 
trials. Brain regions that were significantly activated by both the shape single- and sound 
single-tasks (i.e. conjointly activated by the shape single open contrast and the sound 
single open contrast) were identified as central processing areas. Sensory-motor areas 
were identified by directly contrasting the two single-tasks (shape single – sound single). 
For both of these analyses, a voxel-wise analysis threshold at a false discovery rate (FDR) 
of q < .05 was applied.  
Regions of interest (ROI) were defined using the pre-training group SPMs, with a 
focus on areas that have previously been implicated in multitask performance and 
sensorimotor processing (e.g. Dux et al., 2006; Dux et al., 2009; Erickson et al., 2007; 
Hesselmann et al., 2011; Jiang, 2004). ROIs were defined around the peak voxel of 
activated foci up to a size of 10 mm3 (37 voxels). A total of 27 ROIs were defined (see 
Table 1), however, we collapsed data across medial structures (Putamen and Thalamus), 
reducing the final central processing ROI count to 25 (Table 1). The comparison of the two 
single-tasks yielded 8 sensorimotor ROIs for analysis. Following this, time courses for 
each participant were extracted from the isolated ROIs and percent signal change was 
calculated relative to the two time points preceding stimulus onset for each trial. Peak 
values of a time course were defined as the maximum percent signal change occurring 
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between 4 to 8 s relative to stimulus onset and were used as the dependent variable when 
testing for sensitivity to the multitask manipulation and training effects using standard 
parametric approaches (i.e. ANOVA and t-tests). For these analyses, a false discovery 
rate adjustment (FDR, Benjamin & Hochberg, 1995) of q< .05 was applied to active-control 
for multiple comparisons. As examination of the individual time courses indicated that not 
all participants showed activation in all the ROIs, individuals who scored < .2 % signal 
change for any given ROI were excluded from analyses involving that ROI (but their data 
was retained for any ROIs where > .2 % signal change was observed, see Table 1 for 
number of participants retained for each ROI analysis).  
In order to facilitate direct comparison between ROIs, and to provide a 
quantification of evidence for whether or not activity in a given region was sensitive to the 
single-task and multitask manipulation, we calculated the Bayesian t-test (via 
http://pcl.missouri.edu/bayesfactor, Rouder, Speckman, Sun, Morey, & Iverson, 2009). 
This measure calculates for a default (i.e. noninformative) prior, the ratio of evidence in 
favour for the null-hypothesis (which in this case, is ‘the ROI does not show increased 
activity for multitask trials relative to single-task trials’) to evidence in favour of the 
alternative hypothesis (‘the ROI does show increased activity for multitask trials relative to 
single-task trials’). The log inverse of this ratio is presented, so that larger numbers 
indicate substantial evidence for the alternative hypothesis, whereas low numbers indicate 
substantial evidence for the null hypothesis (Rouder & Morey, 2011). A value of 1 would 
indicate that there is equal evidence for and against the null hypothesis. 
 
Multi-Voxel Pattern Classification Analysis (MVPA) 
 In order to investigate how training changes the representation of single-tasks in the 
ROIs defined by the univariate analysis, an MVPA approach was applied to the data 
(Haynes & Rees, 2006; Kamitani & Tong, 2005). Although we reasoned that any effect of 
training on the underlying neuronal activity should apply to both single-task and dual- task 
conditions, the analysis was performed only for the single-task trials, as the individual 
BOLD responses for each task cannot be resolved for multitask trials (Dux et al., 2006). 
  
 ROIs and Preprocessing 
 ROIs used for task decoding were defined around the Talaraich coordinates of 
those identified by the univariate analysis. As is typical for decoding analyses, ROIs were 
defined at two larger sizes of 11 mm3 and 15 mm3. However, for the insula and putamen 
regions, only the 11 mm3 ROI was defined as otherwise these areas overlapped with other 
  
174 
regions. For the regions where both the 11 mm3 and the 15 mm3 could be defined, results 
were consistent across both ROI sizes (only the results from the larger ROI analysis are 
presented). These ROI sizes were employed for two reasons; firstly, we wanted to ensure 
that the decoding results were reliable, rather than being dependent upon the particular 
number of voxels included in the analysis (Spiridon & Kanwisher, 2002). Secondly, we 
wanted to ensure that the decoding analysis was sensitive at the smaller ROI size 
employed for the insula and putamen. The total number of ROIs included in the analysis 
was selected by iteratively comparing the coordinates of all ROIs in order to determine the 
maximum number that could be retained without spatial overlap (see Figures 3 & 4 for the 
included central processing and sensorimotor ROIs). Where overlap occurred, regions that 
had previously been demonstrated to play a role in multitask processing were selected. 
This resulted in a total of 20 central processing ROIs and 8 sensorimotor ROIs. 
 
 Classification Analysis 
 MVPA was implemented using custom Matlab (Mathworks, Natick, MA) software 
and a linear support vector machine binary algorithm (Chang & Lin, 2011). For each voxel 
in a given ROI, we extracted the average percent signal change corresponding to the peak 
of the time course for each trial (4 to 8 s post-stimulus onset). Before each MVPA, data for 
each voxel in an ROI were z-transformed and mean centered by subtracting the condition 
mean for the entire ROI from the response in each individual voxel. This controlled for 
overall differences in signal amplitude between conditions (Esterman, Chiu, Tamber-
Rosenau, & Yantis, 2009; Tamber-Rosenau, Esterman, Chiu, & Yantis, 2011). We trained 
a series of binary classifiers to discriminate between patterns of activity associated with 
the shape and sound single-tasks, using the leave-one-out cross validation method. In 
each fold, one run was used to test the classifiers generalization performance, and the 
remaining 5 runs were used to train the classifier. Decoding accuracy for each ROI was 
averaged across each cross-validation loop.  
 
Individual Differences Analysis 
 All correlations reported used two-tailed, Pearson’s partial correlations, controlling 
for mean head motion translation and rotation parameters across task runs from the 
baseline and test sessions (12 motion parameters overall). Reliability was assessed by 
correlating baseline and test measures within the active-control group data, as visual-
search training was not expected to systematically influence multitasking performance.  
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 In order to test whether decoding changes within the identified multitasking network 
predicted multitasking training benefits, decoding change scores were aggregated across 
the 5 selected regions (L/R IPL, SMFC, L/R Putamen). As measurement reliability places 
an upper limit on the variance available to correlate with other measures, a reliability 
correction was applied to the resulting correlation values (Hunter & Schmidt, 1990). 
Correlation values were compared between groups using the Fisher r to z transformation.  
To test that correlations found between MVPA decoding changes in key 
multitasking areas and multitasking training benefits were a function of the selected 
regions, we applied a permutation testing approach. Over 1000 iterations, we randomly 
resampled, with replacement, 5 regions from the remaining training group data. For each 
iteration, we calculated the mean decoding accuracy change score across the 5 sampled 
regions, and correlated these values with multitasking benefit scores.  
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Training segregates task networks to overcome multitasking limitations: evidence 
from an individual differences approach 
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Multivariate Pattern Analysis 
Given the widespread distribution of central processing regions showing sensitivity 
to multitasking demands and recent evidence that central processing areas do code task-
specific information (Stokes et al., 2013; Tamber-Rosenau, Dux, Tombu, Asplund, & 
Marois, 2013; Watanabe & Funahashi, 2014; Woolgar, Hampshire, Thompson, & Duncan, 
2011; Woolgar, Thompson, Bor, & Duncan, 2011), we tested the extent to which baseline 
activity patterns in the present central processing regions were task-specific, i.e. carry 
task-modality information. Previous evidence has shown that central processing regions 
do represent stimulus-response modalities (Tamber-Rosenau et al., 2013), however, it is 
unknown whether or not this is dependent upon stimulus- (e.g. visual vs. auditory), or 
response-modality (e.g. manual vs. vocal), as neither of these factors was held constant 
across tasks.  
Baseline session data from the training group and active-control group were 
analyzed separately to ensure that findings replicated across the two samples. To 
determine whether decoding accuracy for a given region was above what would be 
expected by chance (50%), one-sampled t-tests were applied, controlling for multiple tests 
using FDR of q< .05. We also calculated the log inverse of Bayes t-tests (see Univariate 
Analysis above) to provide a quantification of the amount of evidence available in favour of 
the null hypothesis ‘tasks can not be classified within the given ROI’ and the alternative 
hypothesis ‘tasks can be classified within the given ROI’. The MVPA analysis applied to 
central processing regions provided a pattern of results highly consistent with that of 
Tamber-Rosenau (2013), with substantial evidence present for decoding of task-modality 
across most of the central regions (Figure 3), apart from the bilateral dorsolateral 
prefrontal cortex (DLPFC), bilateral insula, and putamen. Therefore, a range of prefrontal, 
frontal, and parietal cortices represent task modality, even when the response output 
modality is held constant.  
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Supplemental Figure 1: Baseline session MVPA results across central regions for the 
training and active-control groups. Log Inverse Bayes factors assessing the ratio of 
evidence in favour of the alternative hypothesis (‘region does code task modality’) relative 
to evidence in favour of the null hypothesis (‘region does not code task modality’) in central 
regions (see Experimental Procedures). L = Left, R = Right, DLPFC = dorsolateral 
prefrontal cortex, ACC = anterior cingulate cortex, IFJ = inferior frontal junction, IFG = 
inferior frontal gyrus, SMFC = superior medial frontal cortex, PCC = posterior cingulate 
cortex, IPL = inferior parietal lobule, TPJ = temporal parietal junction.  
 
As sensorimotor areas are activated preferentially for one of the single-tasks 
(relative to the other single-task), decoding accuracies were expected to be high in these 
regions, even after data were mean-centered to control for amplitude differences between 
the conditions. Indeed, decoding accuracy in all of our sensory and motor areas was 
significantly higher than chance (all ps< 2.12e-11, training group Bayes factor range = 
8.15 – 20.82, active-control group Bayes factor range = 8.54 – 21.69, Figure 3). 
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Supplemental Figure 2: Baseline session MVPA results across sensorimotor regions for 
the training and active-control groups. Log Inverse Bayes factors assessing the ratio of 
evidence in favour of the alternative hypothesis (‘region does code task modality’) relative 
to evidence in favour of the null hypothesis (‘region does not code task modality’) for 
sensorimotor areas (see Experimental Procedures). L = left, R = right, M1 = motor cortex, 
AC = auditory cortex, LOC = lateral occipital complex, V1 = visual cortex.  
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Reliability Analysis 
Given the large sample size of the current study, we were able to assess the 
reliability of BOLD measures by correlating observations between the baseline and test 
sessions for the active-control group (see Table 1). To our knowledge, this sample size is 
significantly larger than those used by previous studies quantifying BOLD signal reliability 
(Aron, Gluck, & Poldrack, 2006; Johnstone et al., 2005; Kong et al., 2007; Manoach et al., 
2001; Plichta et al., 2012; Shehzad et al., 2009; Specht, Willmes, Shah, & Jäncke, 2003; 
Zandbelt et al., 2008; Zuo et al., 2010). This analysis demonstrated that in the present 
study task-evoked BOLD activity in all but one area for one task was a reliable 
measurement within participants, however the range of reliability scaled from r = .334 - 
.836. This encourages confidence that observed fMRI phenomena are stable, and reflect 
pervasive features of the neural systems under study. However, it does also indicate that 
reliability does vary across brain regions, and this should be considered when estimating 
power and sample sizes for future research studies.  
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Region Shape  
Single-Task 
Sound  
Single-Task 
Caudal Acc*** 
 
.74 .76 
Dorsal Acc*** 
 
.74 .57 
L. DLPFC* 
 
.45 .53 
R. DLPFC** 
 
.55 .48 
L. Premotor**** 
 
.69 .61 
R. Premotor**** 
 
.74 .69 
L. pLPFC 
 
.48 .44 
R. pLPFC**** 
 
.67 .64 
L. IFG*** 
 
.50 .57 
R. IFG**** 
 
.56 .68 
L. IPL**** 
 
.61 .54 
R. IPL**** 
 
.75 .75 
L. Insula**** 
 
.59 .73 
R. Insula*** 
 
.50 .50 
L. TPJ* 
 
.49 .41 
R. TPJ**** 
 
.72 .82 
SMFC** 
 
.50 .55 
PCC 
 
.12 .47 
R. SMG**** 
 
.66 .67 
L. Cerebellum*** 
 
.60 .45 
R. Cerebellum*** 
 
.73 .75 
Putamen (L, R)* 
 
.43 .34 
L. MFG****  
 
.65 .58 
R. MFG**** 
 
.72 .75 
Thalamus*** 
 
.50 .51 
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Supplemental Table 1: Reliability analysis of the BOLD signal across regions. Pearson’s 
partial correlation r values are presented for each region – correlations were conducted 
between baseline and test for the active-control group, controlling for motion. Only two 
regions failed to achieve statistical significance for all three trial-types after FDR correction 
(underlined). The asterisks denote the threshold for the lowest p value across the three 
trial types for that region. L = left, R = right, ACC = anterior cingulate cortex, DLPFC = 
dorsolateral prefrontal cortex, pLPFC = posterior lateral prefrontal cortex, IFG = inferior 
frontal gyrus, IPL = inferior parietal lobule, TPJ = temporal parietal junction, SMFC = 
superior medial frontal cortex, PCC = posterior cingulate cortex, SMG = supramarginal 
gyrus, MFG = medial frontal gyrus. (* p< .05, ** p< .01, *** p< .005, **** p< .0001) 
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GENERAL DISCUSSION 
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In recent years there has been a surge of interest in the use of cognitive training to 
help us understand, and remediate, limitations in human information processing. This 
thesis examined multitasking as one example of human information processing where 
severe performance limitations are observed. Across three studies, I applied cognitive 
training regimens to investigate the behavioral and neural consequences of training 
attentional processes involved in multitasking. Namely, (1) I examined which conditions 
lead to transfer of training benefits to untrained tasks and (2) the consequences of training 
upon the neural events underlying different information processing stages. Lastly, (3) I 
determined the brain mechanisms that underlie enhanced multitasking performance 
following cognitive training using a large-scale individual differences approach. 
Importantly, recent lessons from the cognitive training literature (Jonides, 2004; Redick et 
al., 2013; Shipstead, Redick, & Engle, 2012) were applied to the design of our training 
regiments in order to ensure that strong conclusions regarding the locus of training 
benefits could be drawn. In doing so, the present work identifies key principles and 
mechanisms of multitasking and cognitive training, furthering our theoretical understanding 
of human information processing and learning. 
 
I. Transfer of training benefits 
 Study 1 investigated the degree to which training can transfer across multitasking 
limitations that draw on the central bottleneck in information processing. More specifically, 
the study aimed to test whether single-task training benefits for response-selection can 
transfer across stimulus-response (S-R) mappings, and whether training benefits can 
transfer to sensory-encoding, given this operation has been suggested to share cognitive 
and neural underpinnings with response-selection (Jolicœur, 1998; Tombu et al., 2011). 
Response-selection limitations were assessed using the Psychological Refractory Period 
(PRP) paradigm (Telford, 1931) whereas sensory-encoding limitations were assessed 
using the Attentional Blink (AB) paradigm (Raymond, Shapiro, & Arnell, 1992). Two types 
of training were employed. The ‘relevant training’ group practiced a speeded and 
unmasked visual-manual task that required mapping one of four letters to one of four 
button presses (a 4 alternative-choice – 4ac - task). This task also served as the first task 
of the PRP paradigm, and the same stimuli served as the first target in the AB paradigm. 
The ‘irrelevant training’ group practiced a comparable task (4ac mapping colour disc 
stimuli to button presses). Performance was compared to the no-train control group. I 
found that only relevant training improved multitasking performance on the PRP paradigm, 
irrelevant training did not transfer to benefit untrained S-R mappings. In contrast, sensory-
  
iii 
encoding benefits were found for both training groups relative to the no-train control group, 
suggesting that training benefits for sensory-encoding can transfer across S-R mappings. 
In a subsequent experiment, it was observed that training on a visual-search regimen did 
not improve AB performance, demonstrating AB performance improvements were caused 
by a mechanism that was common to both the single-task sensorimotor training regimens, 
that was not shared by the mechanisms tapped by visual-search training.  
 These findings show that single-task training only benefits response-selection when 
the trained S-R mappings are employed. Even though the relevant and irrelevant training 
tasks were highly comparable (i.e. both tasks utilized the same motor-outputs), response-
selection benefits were only observed when the trained S-R mappings were used. This 
shows that training benefits response-selection by forming specific stimulus-response 
associations. Furthermore, I showed that single-task training, a training regimen known to 
benefit response-selection, does transfer to benefit performance on a task tapping 
sensory-encoding limitations. This shows that training can transfer across the central 
bottleneck to benefit other cognitive operations that draw from it. In addition, training 
transferred across S-R mappings to benefit sensory-encoding. This demonstrates that the 
mechanisms that give rise to sensory-encoding benefits are dissociable from those that 
benefit response-selection – more specifically, benefits at sensory-encoding can not be 
fully accounted for by the formation of specific stimulus-response associations. Therefore, 
these findings implicate that training has dissociable consequences for distinct information 
processing stages.   
 
II. Consequences of training across information processing stages 
The dissociable training benefit found for sensory-encoding and response-selection 
suggested that the neural consequences of training might differ across information 
processing stages. The aim of the second study was to determine whether the influence of 
training could be dissociated for three stages of information processing – anticipatory 
attention, sensory-encoding and response-selection, in terms of the degree to which 
neural changes transferred to untrained S-R mappings. Electroencephalogram (EEG) 
recordings were taken before and after sensorimotor training as participants performed 
trained stimulus-response (S-R) mappings, or comparable but untrained S-R mappings. 
Recordings were also taken from a control-group who performed no training. As trained 
participants served as their own active-control, I were able to draw strong conclusions 
regarding the locus of the training benefits. For both trained and untrained S-R mappings, 
amplitude increases and latency reductions were observed for the N2 component relative 
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to no-train controls. The amplitude of this component has previously been correlated with 
successful identification of the second of two targets (T2) in an AB paradigm (Sergent, 
Baillet, & Dehaene, 2005). Indeed, higher N2 amplitudes have been associated with 
increased likelihood of correct T2 report, and the component occurs around the time when 
information becomes available for conscious report (Dehaene & Naccache, 2001). 
Therefore, the observed training induced changes to the N2 component likely reflect a 
boost to the mechanisms that give rise to successful encoding of incoming sensory 
information. 
In contrast, pre-stimulus frontoparietal alpha power, an index of anticipatory 
attention (Klimesch, Pfurtscheller, & Schimke, 1992) that has also been associated with 
AB performance (MacLean & Arnell, 2011), was not influenced by training. This suggests 
that training did not modify any general anticipatory mechanisms, but rather pinpoints the 
transferable element of sensorimotor training as occurring between stimulus-onset and the 
encoding of sensory information into a durable form. Furthermore, the stimulus-locked 
lateralized readiness potential (s-LRP), an event-related potential (ERP) component that 
indexes the time preceding the activation of motor plans (Coles, 1989), was only reduced 
for trained S-R mappings, relative to untrained S-R mappings and to an untrained control 
group, once again implying that response-selection benefits are achieved via an 
associative learning mechanism. These findings demonstrate for the first time that the 
consequences of single-task training are dissociable along the sensorimotor information 
processing pathway.  
 These observations cannot be fully accounted for by current theoretical accounts 
suggesting that training shortens the duration of existing task computations (Dux et al., 
2009; Van Selst, Ruthruff, & Johnston, 1999), or automatizes task performance by forming 
direct S-R associations (Chein & Schneider, 2012; Logan, 1988; Palmeri, 1997), as these 
accounts assume that training influences are consistent throughout information 
processing. Instead, these results suggest that training has dissociable influences on the 
functions performed by separable information processing stages. If each information 
processing stage is assumed to constitute a functionally specialized module (Dehaene, 
Kerszberg, & Changeux, 2001; Sergent & Dehaene, 2004; Sigman & Dehaene, 2011), 
then training influences the function of sensory-encoding in a manner that can be applied 
to untrained inputs (to influence outputs), whereas response-selection benefits can only be 
applied to trained inputs. The potential mechanisms that could cause this dissociable 
training benefit are considered below. 
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 The influence of training may be determined by the dependence of the trained 
mental operation on the information content of the input. For example, sensory-encoding 
may operate as a gain mechanism that amplifies incoming sensory signals (e.g. 
Herrmann, Montaser-Kouhsari, Carrasco, & Heeger, 2010; Hillyard, Vogel, & Luck, 1998) 
irrespective of the information content of the signal. In contrast, response-selection could 
be hypothesized to act as an associative rule-learning mechanism that pairs inputs to 
outputs (Boettiger & D'Esposito, 2005; Skinner, 1938), therefore associative rules are 
formed based upon the input’s informational content. Training may therefore transfer for 
sensory-encoding, as training has exercised a function that is applied to all incoming 
signals, independent to the information content of the signal. In contrast, training would 
remain specific for response-selection, as what has been exercised is the application of a 
particular stimulus-response rule that is dependent upon the information content of the 
sensory-input. Therefore, transferability of benefits may be maximized when training 
focuses on mechanisms that apply functions invariant to stimulus-specific content. 
Alternatively (but not mutually exclusively), as Studies 1 and 2 used sensory-inputs 
that were mapped to response-outputs using one-to-one arbitrary mappings, specific 
response-selections were fully contingent on a single sensory-input. Sensorimotor training 
may have strengthened a very simple ‘If stimulus X, then response X’ algorithm. Therefore 
inputs require specific S-R translations. In contrast, as single-task sensorimotor training 
always involved stimulus presentation within certain temporal windows, centrally presented 
stimuli in Study 1, and binaural sound presentation in Study 2, a many-to-one mapping 
could be formed between the sensory-inputs and their upcoming spatiotemporal location. 
Therefore the system would have been able to apply the algorithm; ‘If any X, then process 
spatiotemporal location X’. This latter case allows an abstraction across the inputs that are 
entered into the mechanism’s function. Therefore, it may be that the ability to apply an 
abstraction rule across inputs is a minimal requirement for training transfer to occur. This 
would account for findings that response-selection training benefits can transfer when an 
untrained category exemplar is mapped to a trained category-response association 
(Pashler & Bayliss, 1991). 
 
III. Brain mechanisms underlying individual differences in cognitive training benefits 
 The final study aimed to advance theoretical accounts regarding how multitasking 
training changes underlying brain function. Previously, it has not been possible to draw 
strong inferences regarding the influence of training on brain function, as the neural 
mechanisms that underlie reductions in blood-oxygen-level-dependent (BOLD) signal 
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activity are not well understood (Poldrack, 2000). Therefore, it was unclear whether 
previous observations that training reduces BOLD activity in central processing regions 
reflects functional adaptations (Dux et al., 2009), or decreased contributions of these 
regions to task performance (Chein & Schneider, 2005, 2012; Erickson et al., 2007). I 
reasoned that task-specific activity patterns are more likely to be present when a region 
contributes to task performance, and as such, I examined whether changes to task-
specific activity in central processing regions could predict multitasking training benefits. 
Task-specific activity was assessed by applying multi-voxel pattern analysis (MVPA), to 
test how accurately a linear classifier could separate activity patterns according to which 
task was being performed. A total of 100 participants completed a multitasking paradigm 
consisting of single-task and multitask conditions, over two sessions while functional 
magnetic resonance images (fMRI) were taken. Intervening these two sessions, 50 
participants completed a multitasking training regimen, and 50 participants completed an 
active-control attentional training task (visual-search training regimen). Task-relevant 
central processing regions were defined as those that significantly activated in response to 
both single-tasks, and that showed decreased activity differences between single-task and 
multitask conditions with training that differed between the training and active-control 
groups. A frontoparietal/subcortical network, consisting of superior medial frontal cortex 
(SMFC), left and right inferior parietal lobule (IPL) and the putamen were identified as task-
relevant central processing regions. It was observed that increases in task-specific 
representation in these regions predicted multitasking training benefits, and that this 
relationship was greater for the multitasking training group, relative to the active-control 
group. Therefore, training segregates task-specific activity patterns in central processing 
regions that underpin task performance. This implies that training drives the development 
of distinct task-specific functional networks within central processing brain regions.  
The observation that training functionally segregates task-specific networks in 
central processing regions advances previous theoretical accounts that have been unable 
to resolve the neural mechanisms underlying activity reductions in the aggregated BOLD 
signal. More specifically, until now it was unknown whether activity reductions reflect 
decreased contributions of that region to task performance (Chein & Schneider, 2012) or 
functional adaptations that improve performance (Jonides, 2004; Kelly & Garavan, 2005; 
Poldrack, 2000). These findings show that training does not decrease the contribution of 
central processing regions to task performance, but rather, functionally adapts central 
processing regions to segregate task-specific networks. If training elicits specific functional 
networks for distinct tasks, this provides a neural mechanism that would facilitate 
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multitasking, as neurons that are not functionally specialized for the practiced task are 
available to begin computations for the second task. This implies that multitasking training 
serves to specialize brain networks. This offers an explanation for why response-selection 
training benefits did not transfer in the previous two studies. If training serves to segregate 
a task-specific network that represents specific stimulus-response associations, then it 
would not be expected that this network would underpin the execution of a new stimulus-
response association. These findings also have interesting implications for conceptions of 
the central bottleneck, and for cognitive training regimens, these are discussed in more 
detail below. 
 
IV. Implications for Central Processing Limitations and Cognitive Training Regimens 
 The findings of this thesis have implications for our understanding of central 
limitations in information processing, and as such, can contribute answers to questions 
that have long motivated the field of dual-tasking research, namely; (1) Do response-
selection limitations reflect a central, amodal bottleneck? (2) How is response-selection 
related to sensory-encoding? (3) How can cognitive training regimens be designed to 
maximize transferability of training benefits?  
 
 Do response-selection limitations reflect a central, amodal bottleneck? 
 The current work casts doubt on the assertion that response-selection operations 
draw on a unitary mechanism that acts as a generic limitation in S-R translations, 
independent of task content (Pashler, 1994; Welford, 1959). If all response-selection 
functions draw on a unitary underlying processing stage/resource, then it would be 
expected that training benefits would transfer across S-R translations, as a single entity 
would have been exercised. The current findings speak against this notion, as single-task 
sensorimotor training only confers performance benefits specifically for the trained S-R 
mappings. Training on S-R mappings that are highly comparable to those used at test 
(where sensory inputs are changed, but the response outputs remain the same) does not 
improve performance on the PRP (Studies 1 & 2), nor does it reduce the time required to 
activate motor plans (Study 2). In fact, performance for untrained mappings is statistically 
comparable to that observed by control groups who have not completed any sensorimotor 
training (Studies 1 & 2). Furthermore, training increases task-specific representation in 
underlying task networks (Study 3), suggesting that response-selection training serves to 
improve the translation of specific sensory-inputs to specific response-outputs. Therefore, 
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the data provide evidence against the notion that the central bottleneck in information 
processing is a unitary mechanism. 
These findings do not preclude the logical possibility that response-selection 
mechanisms may be unitary at the structural level, for example, common brain structures 
may be found to underpin all response-selections (Ivanoff, Branning, & Marois, 2009; 
Jiang & Kanwisher, 2003). However, the present findings do demonstrate that response-
selection functions are dependent upon the information that is to be processed, as training 
that improves response-selection for letters does not generalize to improve response-
selection for colours (Study 1) nor does training on complex tones generalize to new tones 
(Study 2). Rather, the results accord with findings suggesting that response-selection 
mechanisms are content-dependent, and therefore do not stem from a generic, all-
purpose resource (Hazeltine, Ruthruff, & Remington, 2006; Magen & Cohen, 2010; 
Schumacher, Elston, & D'Esposito, 2006). 
 As multitasking impairments are observed when tasks do not overlap in terms of 
sensory-input and response-output modalities, it has been suggested that response-
selection represents an abstract, amodal stage of processing that flexibly routes sensory-
inputs to response-outputs (Pashler, 1999; Sigman & Dehaene, 2005). The current 
findings also provide evidence against this notion. In accordance with previous findings 
(Tamber-Rosenau, Dux, Tombu, Asplund, & Marois, 2013), Study 3 showed that evidence 
for modality-specific representations can be observed across central processing regions 
(see Study 3, Supplementary materials), demonstrating modality-specific content in 
regions typically assumed to be engaged in amodal computations. Previous research was 
unable to identify whether stimulus-input modality, or response-output modality, was the 
determining factor for finding evidence of modality-specific representations in central 
processing regions. The current findings show that modality-specific informational content 
is present in central regions even when response-output modality is held constant across 
tasks. This shows that varying the sensory input-modality alone is sufficient to find 
evidence for task-specific representations in frontoparietal/subcortical regions that have 
previously been assumed to engage in amodal processing.  
In accordance with previous findings (Tamber-Rosenau et al., 2013), I also did not 
observe evidence for modality specific representations in the anterior insula, or the 
dorsolateral prefrontal cortex (DLPFC). In addition, the putamen did not show evidence for 
modality specific representation in the baseline fMRI session. However, of these three 
regions, only the putamen demonstrated activity patterns that implied it was a neural 
substrate of multitasking. Furthermore, multitasking training benefits were predicted by 
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increases in task/modality-specific representations in the putamen, along with the SMFC, 
and the left and right IPL. Therefore, the findings show that of the three regions failing to 
show evidence of modality-specific representations, only one is likely to contribute to a 
response-selection bottleneck. Furthermore, the individual differences analysis 
demonstrates that modality specific representations in this region increase with practice, 
suggesting that this region does represent modality under some circumstances. Therefore, 
these findings cast doubt on the assumption that response-selection forms an amodal 
stage of information processing. Rather, these findings accord with models which assume 
the role of central processing neurons is to integrate sensory-evidence to reach a 
response-activation threshold (Zylberberg, Fernández Slezak, Roelfsema, Dehaene, & 
Sigman, 2010).  
 However, as previous investigations have also varied the information content that is 
presented using visual- and auditory-inputs, it remains possible that response-selection 
mechanisms are amodal when information content matches across modalities, i.e. 
response-selection mechanisms may be dependent on the content of the information that 
is to be processed, rather than the modality of that information. For example, it may be 
that training to translate specific sensory-inputs (for example, the letters ‘H’, ‘S’, ‘A’ and ‘B’) 
to specific response-outputs could transfer benefits when the same inputs are presented in 
the auditory modality. If transfer of training benefits were observed under these conditions, 
but not under conditions where sensory inputs involve a new set of letters (such as ‘J’, ‘D’, 
‘E’, & ‘K’), then it would suggest that response-selection mechanisms involve the mapping 
of an abstract representation of the sensory-input to a response-output. This outcome 
would indicate that response-selection is amodal when information content matches 
across modalities. If training transfer is not observed under these conditions, it would 
suggest that response-selection mechanisms are dependent on both modality and 
information content, which would stand in stark contrast to the claims of the RSB model 
(Pashler, 1994). Current work in our group is addressing this issue.  
 
 How is response-selection related to sensory-encoding? 
 The current findings have strong implications for theoretical accounts of the 
mechanisms that underpin both response-selection and sensory-encoding limitations 
(Jolicœur & Dell'Acqua, 1998; Sergent & Dehaene, 2004; Sigman & Dehaene, 2011). 
Namely, the short-term consolidation framework posits that sensory-encoding and 
response-selection are separable processing stages that draw from the same central 
resource (Jolicœur & Dell'Acqua, 1998). In contrast, the global workspace hypothesis 
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assumes that the AB (a measure of sensory-encoding limitations) and the PRP (a 
measure of response-selection limitations) both stem from the same limitation; the 
translation of information into long-range frontoparietal/thalamocortical networks that make 
it available to conscious access. The AB represents a failure of information to enter this 
network, whereas the PRP represents delays in network access. The findings of Study 1 
show that sensorimotor training benefits for response-selection can transfer to benefit 
sensory-encoding, supporting the claim of a close underlying relationship between the two, 
as is predicted by both accounts. However, the collective findings from Study 1 and 2 also 
demonstrate a dissociable influence of training on sensory-encoding and response-
selection. These observations are difficult to reconcile with the global workspace 
hypothesis (Sergent & Dehaene, 2004; Sigman & Dehaene, 2011), which claims sensory-
encoding and response-selection limitations can be attributed to the same mental event 
(Marti, Sigman, & Dehaene, 2011). An interesting test of this claim would entail 
determining whether training techniques that improve AB performance, such as salient T2 
training (Choi, Chang, Shibata, Sasaki, & Watanabe, 2012), temporal expectation training 
(Tang, Badcock, & Visser, 2014), or meditation training (Slagter et al., 2007), can transfer 
to attenuate the PRP. The current findings are more readily amenable to the short-term 
consolidation framework, which posits that sensory-encoding and response-selection are 
unique processing stages that are powered by the same underlying mechanism/resource 
(Jolicœur & Dell'Acqua, 1998).  
Previous observations of dissociable within-modal and cross-modal influences on 
AB magnitude have motivated the suggestion that sensory-encoding limitations are 
attributable to both local (perceptual) and global (post-perceptual categorization) sources 
of interference (Arnell & Duncan, 2002; Arnell & Jenkins, 2004). The current observation 
that training transfers across S-R mappings to benefit sensory-encoding (Studies 1 & 2) 
could be attributed to the resolution of local interference, whereas the clear benefit 
conferred for task-specific training (Study 1) may reflect further improvement at the global 
locus. Furthermore, as only task-specific training improves PRP performance, these 
findings accord with observations suggesting that the PRP and AB are attributable to 
interference at the global level, whereas only the AB is attributable to local level 
interference (Arnell & Duncan, 2002; Arnell, Helion, Hurdelbrink, & Pasieka, 2004). Future 
research should test this hypothesis by manipulating local and global discriminability in the 
AB paradigm (Chun & Potter, 1995), in order to assess AB performance improvements for 
untrained targets. According to this account, performance improvements for untrained 
targets should be greater under conditions of high local interference (i.e. when there is 
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higher perceptual similarity between targets and distractors) and should be less influenced 
by global manipulations (i.e. discriminability between target and distractor categories). This 
would provide further detail regarding the mechanisms underlying transferable training 
benefits between sensory-encoding and response-selection.  
 
How can cognitive training regimens be designed to maximize transferability of 
training benefits? 
  If cognitive training is going to serve as a useful tool for improving brain function, it 
is essential that performance benefits transfer to untrained materials. This goal has proved 
elusive to date (Harrison et al., 2013; Owen et al., 2010; Redick et al., 2013; Shipstead et 
al., 2012). The findings of Study 1 and Study 2 demonstrate that training transfers to new 
stimuli for sensory-encoding and remains task-specific for response-selection. Therefore, 
the consequences of training are dissociable for different stages of information processing. 
It is clear from these findings that cognitive training regimens should identify how training 
influences the targeted underlying information processing stages. Furthermore, future 
research should identify whether the capacity to achieve training transfer is static for 
underlying cognitive operations; for example transferable benefits may always be 
achievable for sensory-encoding and never for response-selection. In this case, training 
response-selection would always confer fewer benefits than sensory-encoding training. 
Alternatively, it may be that transfer of training is dependent upon a condition that was met 
for sensory-encoding that was not met for response-selection; for example sensory-
encoding mechanisms may have been able to apply an abstraction rule across inputs that 
was not possible for response-selection functions under the current training conditions. In 
this case, pinpointing the principles that enable transfer of training benefits at each 
information processing stage will be a fruitful avenue of research for maximizing training 
benefits. Current work in our group is aiming to resolve these issues. 
As noted above, the current findings also show that training which benefits 
response-selection also transfers to benefit sensory-encoding (Study 1), whereas training 
that benefits visual-search (a mechanism unrelated to AB performance, Arnell, Howe, 
Joanisse, & Klein, 2006) does not benefit sensory-encoding. This suggests that training 
benefits can only transfer when information processing stages share an underlying 
mechanism. Although this observation is not new (Thorndike & Woodworth, 1901), it has 
perhaps been forgotten. Recent investigations into cognitive training efficacy have 
arguably underspecified the theoretical motivation for the selection of transfer tasks. For 
example, Anguera et al., (2013) trained older adults on a multitasking videogame, and 
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selected transfer tasks based on whether performance has been associated with age-
related declines. Any observation of transfer is then attributable to remediation of a 
general ageing deficit that underpins cognitive performance, which is arguably 
underspecified in terms of the specific cognitive mechanisms that have been improved 
with training. In this case, the mechanisms driving transferable benefits remain unclear at 
best and dubious at worst. Instead, the current findings accord with recent reassertions 
that a theoretical basis for transfer is required (Noack, Lövdén, & Schmiedek, 2014). The 
current findings show that selection of transfer tasks should posit the mechanistic or neural 
overlap that will mitigate transfer of training benefits. This will enable a theoretical 
framework for specifying how cognitive training regimens can be designed to confer 
maximal performance benefits. 
 
V. Conclusions 
 The current thesis investigated the functional and neural consequences of 
sensorimotor training for multitasking limitations. Training known to benefit response-
selection transfers to benefit sensory-encoding. However, as sensory-encoding benefits 
transferred to new S-R mappings and response-selection benefits remained task specific, 
the current observations show that training can have dissociable consequences for the 
neural events that reflect distinct information processing stages. These observations 
cannot be accounted for by current theoretical accounts of how training influences central 
processing mechanisms. Furthermore, these results suggest that training benefits transfer 
when the exercised cognitive function can be applied across inputs (e.g. a gain 
mechanism that adjusts incoming signals independent to their information content), and 
not when the function is dependent upon the informational content of the sensory-input 
(e.g. when generating input-output response rules). These findings also show that 
transferability of training benefits are dependent upon commonalities between underlying 
mechanisms. A large-scale fMRI training study that applied an individual differences 
approach to measurements of the information content of the BOLD signal showed that 
training functionally segregates underlying task networks in central processing regions. 
This provides evidence for a neural mechanism that enables the brain to overcome 
multitasking limitations; namely, by functionally segregating networks, neurons are 
available to engage in a greater degree of concurrent task processing. Taken together, 
these findings imply that response-selection mechanisms are dependent upon task-
content, challenging the notion that response-selection limitations reflect a unitary, amodal 
bottleneck in information processing. Collectively, these findings demonstrate the need for 
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specification of the system-level mechanisms that underlie training and transfer tasks in 
order to maximize the benefits of cognitive training regimens.  
  
  
xiv 
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