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appl. engin.Abb. 1 Algorithm engineering als Kreislauf aus Entwurf, Analyse, Implementierung undexperimenteller Analyse.
2 Peter Sanders, Dorothea Wagnerwiklung ezienter Algorithmen  ist deshalb entsheidend für die Umset-zung tehnologisher Möglihkeiten in Anwendungen mit groÿer Bedeutungfür Tehnik, Wirtshaft, Wissenshaft und unser täglihes Leben.Traditionell hat sih die Algorithmik der Methodik der Algorithmentheo-rie bedient, die aus der Mathematik stammt: Algorithmen werden für einfaheund abstrakte Problem- und Mashinenmodelle entworfen. Hauptergebnis sinddann beweisbare Leistungsgarantien für alle möglihen Eingaben. Dieser An-satz führt in vielen Fällen zu eleganten, zeitlosen Lösungen, die sih an vieleAnwendungen anpassen lassen. Die harten Leistungsgarantien ergeben zuver-lässig hohe Ezienz auh für zur Implementierungszeit unbekannte Typen vonEingaben. Aufgreifen und Implementieren eines Algorithmus ist aus Siht derAlgorithmentheorie Teil der Anwendungsentwiklung. Nah allgemeiner Beob-ahtung ist diese Art des Ergebnistransfers aber ein sehr langsamer Prozess.Bei wahsenden Anforderungen an innovative Algorithmen ergeben sih darauswahsende Lüken zwishen Theorie und Praxis: Reale Hardware entwikeltsih durh Parallelismus, Pipelining, Speiherhierarhien u.s.w. immer weiterweg von einfahen Mashinenmodellen. Anwendungen werden immer komple-xer. Gleihzeitig entwikelt die Algorithmentheorie immer ausgeklügeltere Al-gorithmen, die zwar wihtige Ideen enthalten aber oft kaum implementierbarsind. Auÿerdem haben reale Eingaben oft wenig mit den worst-ase Szenariender theoretishen Analyse zu tun. Im Extremfall werden viel versprehendealgorithmishe Ansätze vernahlässigt, weil eine vollständige Analyse mathe-matish zu shwierig wäre.Algorithm Engineering (AE) ist eine Methodik für die Entwiklung und Er-forshung von Algorithmen, die hilft die oben beshriebenen Lüken zwishenTheorie und Praxis zu überwinden. AE vereint theoretishe und experimen-telle Ansätze und erlaubt eine enge Kopplung an Anwendungen. Kern desAE ist ein Kreislauf aus Entwurf, Analyse, Implementierung und experimen-teller Bewertung von Algorithmen. Hinzu kommt eine stärkere Einbindungvon Anwendungen. Implementierungen können direkt oder indirekt (über wie-derverwendbare Algorithmenbibliotheken) in Anwendungen einieÿen. Umge-kehrt liefern Anwendungen verfeinerte Modelle für den Algorithmenentwurfsowie Szenarien für realistishe Experimente. Abbildung 1 zeigt ein Shemadieses Ansatzes. Die Einzelnen Aspekte werden in den folgenden Abshnittendiskutiert.2 Realistishe ModelleBasis jedes systematishen Algorithmenentwurfs sind mathematishe Model-le, die das zu lösende Problem und die ausführende Mashine beshreiben.Entsheidend ist hier die rihtige Balane zwishen Einfahheit und Genauig-keit. Besonders deutlih wird das bei den Mashinenmodellen. Während dieAlgorithmentheorie weitgehend mit dem von Neumann-Modell arbeitet, beidem ein einfah aufgebauter Prozessor wahlfreien Zugri auf einen homogenstrukturierten Speiher hat, bestehen moderne Computer aus vielen Prozes-
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hermodulen (Cahes, Hauptspeiher, Platten,. . . ), die einekomplexes hierarhishes Netzwerk bilden. Selbst die einzelnen Kerne habendurh vershiedene Formen von Befehlsparallelismus (Pipelining, Superskala-rität, Vektorbefehle, spekulative Ausführung,. . . ) ein sehr komplexes Verhal-ten. Eine genaue Modellierung der Ausführungszeit eines Programms ist des-halb kaum möglih und wäre auh niht zielführend, weil das Ergebnis wederverständlih noh auf andere Arhitekturen übertragbar wäre. Das AE setztdeshalb auf Abstraktionen, die einzelne besonders wihtige Aspekte des Ma-shinenmodells erfassen. Erfolgreih ist zum Beispiel das I/O-Modell, das sihauf zwei Speiherhierarhieebenen beshränkt  einen shnellen Speiher mitbeshränkter Kapazität M und einen groÿen Speiher auf den in Blöken derGröÿe B zugegrien wird [5℄. Ein nützlihes Modell für Parallelverarbeitungbetrahtet p gleihartige Rehnerknoten, die über ein Netzwerk verbundensind. Knoten interagieren durh Nahrihtenaustaush. Jeder Prozessor kannzu einem Zeitpunkt nur eine Nahriht senden und/oder empfangen und derZeitbedarf für eine Nahriht der Länge n ist αn+ β für geeignete Parameter
α und β. Dieses Modell passt sehr gut zu Cluster-Computern und führt auhbei many-ore Rehnern mit gemeinsamem (NUMA-)Speiher zu ezientenAlgorithmen.Das Abstraktionsniveau für Anwendungsprobleme ist naturgemäÿ sehr pro-blemabhängig. Bei einem relationalen Datenbanksystem können wir zum Bei-spiel sehr genau spezizieren was das Ergebnis einer SQL-Anfrage sein soll.Bei einem Routenplaner für Straÿennetzwerke ist das rihtige Modell dagegenviel weniger klar. Eine einfahe Abstraktion ist die Modellierung durh einenGraphen bei dem Kanten Straÿenabshnitte darstellen und Kantengewihtedie Fahrzeit oder ein anderes Kostenmaÿ angeben [3℄. Die genaue Modellie-rung fortgeshrittener Aspekte wie tageszeitabhängige Verkehrsdihte, Stau-umfahrungen oder Ampelwartezeiten ist dagegen extrem shwierig und shei-tert shon an der Verfügbarkeit geeigneter Daten. Trotzdem können wir hoendurh geeignete Modelle verbesserte Ergebnisse zu erzielen. Zum Beispiel las-sen sih shnelle Routenplanungstehniken für das einfahe Modell auf einzeitabhängiges Modell mit stükweise linearen Fahrzeitfunktionen übertragen[2℄.3 EntwurfBeim Algorithmenentwurf suht die Algorithmentheorie nah asymptotish ef-zienten Algorithmen für den shlehtesten Fall. Im AE interessieren wir unszusätzlih für Implementierbarkeit. Die Algorithmen sollten also einfah seinund wenn möglih bereits verfügbare Komponenten wiederverwenden. Bei derEzienz und Lösungsqualität interessiert uns niht nur der shlehtetste Fall,sondern mehr noh das Verhalten für typishe Eingaben, das deutlih anderssein kann. Natürlih sind konstante Faktoren in der Ausführungszeit keines-wegs zu vernahlässigen. Zum Beispiel ist unser Algorithmus zur Bestimmungminimaler Spannbäume im I/O-Modell theoretish um einen logarithmishen
4 Peter Sanders, Dorothea WagnerFaktor shlehter als als das beste bekannte Verfahren. Für realistishe Hard-ware wird aus diesem Faktor aber ein Konstante und verglihen zu den theo-retish besten Verfahren ergibt sih eine mindestens dreimal shnellerere undsehr einfah zu implementierende Methode [4℄.4 AnalyseDie Algorithmenanalyse bleibt im AE wihtig, weil sie in kompakter FormVorraussagen über das Verhalten des Algorithmus in einer Vielzahl von Si-tuationen erlaubt. Hier entstehen auh neue theoretishe Herausforderungen,z.B. bei der Entwiklung von Analysetehniken jenseits der worst-ase Ana-lyse oder bei der Analyse von Algorithmen, die shon lange im praktishenGebrauh sind, sih einer einfahen Analyse aber entziehen [1℄.5 ImplementierungDie eziente Implementierung von Algorithmen ist eine groÿe Herausforde-rung, weil es groÿe semantishe Lüken zwishen der abstrakten Beshreibungeines Algorithmus, höheren Programmiersprahen und der ausführenden Hard-ware gibt. Diese Lüken werden durh die immer komplexere Hardware ehergröÿer als kleiner.6 ExperimenteAussagekräftige Experimente sind der Shlüssel zum Shlieÿen des AE-Entwiklungszyklusund erfordern eine sorgfältige Planung, oft hohen Rehenaufwand und einenoh sorgfältigere Interpretation der Ergebnisse. Die experimentelle Methodikkann von der Popper's wissenshaftliher Methode lernen: Experimente sindgetrieben von falsizierbaren Hypothesen über das Verhalten der untersuh-ten Algorithmen. Die Hypothesen stammen aus Entwurf, Analyse, Implemen-tierung oder aus vorhergehenden Experimenten. Die Ergebnisse bestätigen,widerlegen oder verfeinern die Hypothesen. Dies liefert dann Ideen für denEntwurf verbesserter Algorithmen, genauere Analyse, oder ezientere Imple-mentierung.Wihtig ist die Reproduzierbarkeit von Experimenten wihtig. Das bedeu-tet, dass die involvierten Programme, Eingabedaten und sonstige Ablaufpa-rameter sorgfältig dokumentiert werden müssen. Diese Informationen müssennah allgemein anerkannten Rihtlinien mindestens 10 Jahre aufgehoben wer-den. Wissenshaftler, die Experimente überprüfen oder unter veränderten Be-dingungen wiederholen möhten, sollten Zugang zu diesen Informationen be-kommen können. Eine exakte Wiederholung von Experimenten nah mehrerenJahren ist dagegen oft niht möglih, da die benutzen Rehner niht mehr exi-stieren und alte Softwareversionen auf neuer Hardware vielleiht niht mehr
Algorithm Engineering 5laufen. Deshalb ist es ratsam niht nur Laufzeiten zu messen sondern auh we-niger harwareabhängige Gröÿen. Zum Beispiel kann man bei einem Algrithmusim I/O-Modell das I/O-Volumen dokumentieren.7 Instanzen und BenhmarksSammlungen realistisher Eingaben für ein algorithmishes Problem sind ent-sheidend für Fortshritte beim AE, weil sie einen einfahen und objektivenVergleih vershiedener Ansätze erlauben. Zum Beispiel hat das Verfügbarwer-den kontinentgroÿer Straÿengraphen um 2005 zu einer regelrehten Explosionder Leistung von Routenplanungsalgorithmen geführt [3℄.Obwohl synthetishe Instanzen weniger realistish sind haben auh dieseVorteile, da sie sih in beliebiger Gröÿe erzeugen lassen, erleihtern sie Skalier-barkeitseexperimente und können als Stresstests dienen.8 AlgorithmenbibliothekenAlgorithmenbibliotheken sind die Shnittstelle zwishen AE und Software En-gineering. Die Bibliotheken sollten ezient, leiht benutzbar, portabel undgut dokumentiert sein. Algorithmenbibliotheken erleihtern den Transfer vonAE know-how in Anwendungen. Innerhalb des AE vereinfahen sie den Ver-gleih zwishen Algorithmen und die Konstruktion von darauf aufbauenderFunktionalität (siehe auh das Beispiel in Abshnitt 3). Softwareengineeringfür Algorithmenbibliotheken ist eine besondere Herausforderung, weil es ofteinen natürlihen Konikt zwishen einfaher Benutzbarkeit, Allgemeinheitund Ezienz der Implementierungen gibt. Dazu kommt, dass zur Erstellungs-zeit der Bibliothek gar niht alle Anwendungen bekannt sind. Besonders hohsind auh die Anforderungen an die Zuverlässigkeit, weil ein Benutzer einerAlgorithmenbibliothek shnell entnervt aufgibt wenn eine Bibliothek (wirklihoder sheinbar) niht funktioniert (bekanntlih shreiben viele Programmie-rer/Arbeitsgruppen ihre Codes lieber selbst).All diese Shwierigkeiten mahen deutlih, dass eine gute Algorithmenbi-bliothek viel shwieriger zu erstellen ist als die prototypishen Implementie-rungen, die sonst den AE-Zyklus vorantreiben. Nur ein Bruhteil der imple-mentierten Verfahren wird also seinen Weg in Bibliotheken nden.Literatur1. D. Arthur, B. Manthey, and H. Röglin. Smoothed analysis of the k-means method. J.ACM, 58(5):19, 2011.2. G. Batz, D. Delling, P. Sanders, and C. Vetter. Time-dependent 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