Abstract An Internal Model Control (IMC) design strategy is proposed for a class of nonlinear systems that can be described by data-based modeling technique called Just-in-Time Learning (JITL). The proposed controller consists of a conventional linear controller augmented by a series of correction terms to account for nonlinearities in the system. The resulting controller is shown to have superior performance when compared with a linear IMC controller. This is evaluated by a case study of a polymerization reactor.
INTRODUCTION
ALTHOUGH many processes exhibit significant nonlinear behavior, most controller design techniques are based on linear models. The prevalence of linear control strategies is primarily due to two reasons. First, there are well-established methods for the development of linear models from input-output data while practical identification techniques for nonlinear models are still being developed. Furthermore, controller design for nonlinear models is considerably more difficult than for linear models [8] . In available linear control strategies, linear IMC is a convenient and powerful controller design strategy for the open-loop stable dynamic systems [7] . This is mainly due to two reasons. First [3] . Another drawback is that second-order Volterra models require many parameters to describe nonlinearities.
Reference [41 has proposed similar control scheme as in [3] by using functional expansion (FEx) models instead of Volterra model. However, these models are limited to fading memory systems and the radius of convergence is not guaranteed for all input magnitudes. Reference [6] [1] .
In the literature, distance measures are overwhelmingly used in the JITL to evaluate similarity between two data samples. Recently, an enhanced JITL methodology has been developed by exploring both distance measure and the complementary information available from the angular relationship [2] . In this work, we have incorporated this enhanced JITL methodology as a modeling tool in the proposed control structure. The detail algorithm is referred to [2] .
Nonlinear IMC Strategy
The IMC structure has enjoyed considerable success for linear control system design and analysis [7] . The general IMC structure is illustrated in Fig. 1 , where P is the process to be controlled, M represents the model of the process, and Q is the IMC controller.
The inverse can then be determined as
(2) Note that only the inverse of the linear model is required. Additionally, this inverse can be computed on-line using the feedback loop illustrated in Fig. 2 .
Fig. 2. Partitioned model inverse
Here, we use this partitioned model inverse structure in IMC control scheme, with linear model L obtained around an operating point and nonlinear model obtained by JITL algorithm. The resulting IMC controller, referred to as nonlinear IMC (NLIMC) henceforth, has the structure illustrated in Fig. 3 , where Q is the standard IMC controller
Where L is the minimum phase of linear model and FL is a low-pass filter. Typically, this filter is given by FL (S) = 1 (4) where r is the relative degree of the system and a acts as a tuning parameter. This structure is sufficiently general to allow the use of variety of process models, such as fundamental nonlinear models, as well as NN and black-box-type models. The difficulty in the use of these models in the IMC strategy arises in the design of IMC controller. Because the controller is based on the inverse of the model M, a reliable and efficient method is required to achieve this inversion [6] . In literature, numerical and analytical inversion techniques have been employed; however these approaches can be computationally demanding.
In this work, we utilize a partitioned model to yield a flexible nonlinear model inversion as in [6] . Considering a process for which a linear (L) and a nonlinear (N) model are available, the models can be combined into a composite The second filter FN is used to provide robustness for the nonlinear IMC. FN would ideally be chosen as the inverse of FL; however, this choice for second filter amplifies noise in the controller's feedback loop. A more practical choice for this filter as in [4] is given by FN(s) F=(I) (5) where , and y are design (tuning) parameters. Typically, A < a and y is chosen such that FN (s) is proper, but not strictly proper. The tuning of Eq. (5) leads to two limiting cases. If fi -* 0, the full nonlinear control is achieved. The second case is for FN -* I, i. e. a = AP. Here, the behavior of the closed-loop approaches that of the linear IMC scheme [5] .
CASE STUDY
In this section we consider the application of NLIMC to a polymerization reaction taking place in a jacketed CSTR. The reaction involves free-radical polymerization of methyl methacrylate (MMA) with azo-bis-isobutyronitrile (AIBN) as initiator and toluene as solvent. The model is represented by the following equations as in [3] :
(8)
where p_2f k,C,
The relevant physical parameters and nominal operating conditions are given in Table I and II.   TABLE I   PHYSICAL The control problem focuses on manipulating the volumetric flowrate of the initiator (u) in order to regulate the number-average molecular weight (y). From the firstprinciples reactor model, a linear model was obtained around this operating point by Taylor series approximation. The inverse of this linear model is augmented by a linear filter to obtain the linear IMC controller (Q) with tuning parameters r =2, and a = 0.5. NLIMC consists of the identical Q and the second filter F,N is designed with /5 = 0.1 and y = 2. Fig. 4 and 5 shows the responses of two controllers for ±50% step changes in setpoint. It can be seen that NLlMC tracks reference trajectory much better than linear IMC. Reference trajectory is the linear filter response, which represents ideal system response in case of IMC structure when the process model is perfect. To evaluate disturbance rejection capability of the proposed control strategy, unmeasured ±25% step disturbances in inlet initiator concentration are assumed and the simulation results are displayed in Fig. 6 and 7 . It is evident that control performance using NLIMC scheme is better than linear IMC. In both cases considered above, NLIMC scheme has reduced the integral square tracking error, relative to linear IMC scheme, by a margin of approximately 80-95%. 
