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Abstract
We study the rate of convergence of a sequence of linear operators that converges pointwise to a linear
operator. Our main interest is in characterizing the slowest type of pointwise convergence possible. A
sequence of linear operators (Ln) is said to converge to a linear operator L arbitrarily slowly (resp., almost
arbitrarily slowly) provided that (Ln) converges to L pointwise, and for each sequence of real numbers
(φ(n)) converging to 0, there exists a point x = xφ such that ‖Ln(x) − L(x)‖ ≥ φ(n) for all n (resp.,
for infinitely many n). The main result in this paper is a “lethargy” theorem that characterizes almost
arbitrarily slow convergence. It states (Theorem 3.1) that a sequence of linear operators converges almost
arbitrarily slowly if and only if it converges pointwise, but not in norm. The Lethargy Theorem is then
applied to show that a large class of polynomial operators (e.g., Bernstein, Hermite–Fejer, Landau, Fejer,
and Jackson operators) all converge almost arbitrarily slowly to the identity operator. It is also shown that
all the classical quadrature rules (e.g., the composite Trapezoidal Rule, composite Simpson’s Rule, and
Gaussian quadrature) converge almost arbitrarily slowly to the integration functional.
In the second part of this paper, Deutsch and Hundal (2010) [5], we make a similar study of arbitrarily
slow convergence.
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1. Introduction
There are some important algorithms in analysis that are all special cases of the following
type. Let (Ln) be sequence of bounded linear operators from one normed linear space X to
another Y , and suppose that the sequence converges pointwise to a bounded linear operator L ,
that is,
L(x) := lim
n→∞ Ln(x) for each x ∈ X .
A natural and practical question that arises then is: What can be said about the rate of this
convergence? This is an interesting and important question that does not seem to have been
studied in a systematic way before. It is the object of this paper and its sequel [5] to make
such a theoretical study, along with numerous practical applications, with the main emphasis on
convergence that is “arbitrarily slow”.
In Section 2 we give precise definitions of what it means for the sequence (Ln) to converge to
L “linearly” or “(almost) arbitrarily slowly” along with other types of convergence, and exhibit
some relationships between these various types of convergence. The phrase “arbitrarily slow
convergence” has appeared in several papers. But in many of these, no precise definition was
given. But even the precise definitions differed in a significant way. However, Schock [10] did
give such a definition for a special class of methods for obtaining approximate solutions to a
particular linear operator equation. In Section 2 we extend his definition to our more general
setting and show that his definition is equivalent to what we have called “almost arbitrarily slow”
convergence (Lemma 2.11). (The sequence (Ln) is said to converge to L almost arbitrarily slowly
if and only if (Ln) converges to L pointwise and, for each sequence of real numbers (φ(n)) with
φ(n)→ 0, there exists x = xφ ∈ X such that ‖Ln(x)− L(x)‖ ≥ φ(n) for infinitely many n.)
The main result of Section 3 is a “lethargy” theorem (Theorem 3.1). It characterizes those
sequences that converge almost arbitrarily slowly. Briefly, the characterization states that the
sequence converges almost arbitrarily slowly if and only if it converges pointwise, but not in
norm. In Section 4, Theorem 3.1 is applied to show that the Bernstein, Hermite–Fejer, Landau,
Fejer, and Jackson operators all converge almost arbitrarily slowly to the identity operator. In
fact, the Bernstein and Hermite–Fejer operators even converge arbitrarily slowly to the identity
operator. In Section 5, Theorem 3.1 is used to show that all the classical numerical quadrature
rules (e.g., the composite Trapezoidal Rule, the composite Simpson’s Rule, and Gaussian
quadrature) all converge almost arbitrarily slowly to the definite integral functional.
The notation and terminology is standard and can be found, e.g., in [3].
2. Types of convergence
In this section, we assume that X (6= {0}) and Y are normed linear spaces over the same scalar
field and let B(X, Y ) denote the normed linear space of all bounded linear operators L from X
to Y with the usual norm (the operator norm)
‖L‖ := sup
x 6=0
‖L(x)‖
‖x‖ ,
where the same notation is used for the norm in X , Y , and B(X, Y ). Let the sequence (Ln) and
L be in B(X, Y ).
First it is convenient to recall various types of convergence.
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Definition 2.1. The sequence (Ln) is said to converge to L in norm (resp., pointwise) provided
that limn ‖Ln − L‖ = 0 (resp., limn ‖Ln(x)− L(x)‖ = 0 for each x ∈ X ).
LetO denote the collection of all real-valued functions on the positive integersN that converge
to 0. That is,
O := {φ | φ : N→ R, lim
n
φ(n) = 0}. (2.1)
Definition 2.2. Let φ ∈ O. The sequence (Ln) converges to L pointwise with order φ provided
that for each x ∈ X there exists a constant cx > 0 such that ‖Ln(x)− L(x)‖ ≤ cx φ(n) for each
n ∈ N.
Using the “big O” notation (see, e.g., [8, p. 16]), we can rephrase this by saying that (Ln)
converges to L pointwise with order φ provided that ‖Ln(x) − L(x)‖ = O(φ(n)) for each
x ∈ X .
The following definition is somewhat more general than the usual notion of “linear conver-
gence”, but is a consequence of the usual (stronger) notion.
Definition 2.3. The sequence (Ln) is said to converge to L linearly if there exist constants
α ∈ [0, 1) and c ∈ R such that ‖Ln − L‖ ≤ c αn for each n.
In “big O” notation, this can be rephrased as saying that (Ln) converges to L linearly provided
‖Ln − L‖ = O(αn) for some α ∈ [0, 1). (It should be noted that some authors call this
“geometric” convergence.)
The relationship between these types of convergence is easily described.
Lemma 2.4. Consider the following statements.
(1) (Ln) converges to L linearly.
(2) (Ln) converges to L in norm.
(3) (Ln) converges to L pointwise with order φ for some φ ∈ O.
(4) (Ln) converges to L pointwise.
Then (1)⇒ (2)⇒ (3)⇒ (4). In general, none of these implications is reversible.
Proof. The implications (1)⇒ (2) and (3)⇒ (4) are trivial. The implication (2)⇒ (3) follows
by taking φ(n) = ‖Ln − L‖ for each n, and cx = ‖x‖.
To see that (2) 6⇒ (1), see Example 2.5 below. To see that (3) 6⇒ (2), see Example 3.2 below.
Lemma 2.13 and Example 3.4 below show that (4) 6⇒ (3). 
Example 2.5 (Convergence in Norm does not Imply Linear Convergence). Let R denote the
real line with the absolute value norm. Define Ln : R → R by Ln(x) = (1/n)x for each n.
Then ‖Ln‖ = 1/n for each n so (Ln) converges to 0 in norm. If (Ln) converged to 0 linearly,
there would exist constants c and α ∈ [0, 1) such that ‖Ln‖ ≤ c αn for each n. It follows that
1 ≤ c nαn for each n. But the right side of this inequality converges to 0 by l’Hospital’s rule, and
this is absurd.
Despite the last statement of Lemma 2.4, when X is complete, statements (2) and (3) of
Lemma 2.4 are indeed equivalent. This is the content of the next result.
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Theorem 2.6. Let X be a Banach space, Y a normed linear space, and let (Ln) and L be in
B(X, Y ). Then (Ln) converges to L in norm if and only if (Ln) converges to L pointwise with
order φ for some φ ∈ O.
Proof. The “only if” part follows from the implication (2) ⇒ (3) in Lemma 2.4. For the “if”
part, suppose that (Ln) converges to L pointwise with order φ for some φ ∈ O. For each k ∈ N,
define
Ak := {x ∈ X | ‖Ln(x)− L(x)‖ ≤ kφ(n) for all n ∈ N}. (2.2)
By the definition of pointwise convergence with order φ, it follows that each x ∈ X is in Ak
for some k. Put briefly, X = ∪∞1 Ak . It is easy to see that Ak is closed for each k. By the Baire
Category theorem (see, e.g., [3, p. 41]), there exists k1 such that Ak1 contains a ball. That is, there
exist x0 ∈ Ak1 and r > 0 such that
{x ∈ X | ‖x − x0‖ ≤ r} ⊂ Ak1 . (2.3)
Let x ∈ X , ‖x‖ ≤ 1. Then y = x0 + r x ∈ Ak1 and hence
‖Ln(x)− L(x)‖ = 1r ‖(Ln − L)(y − x0)‖
≤ 1
r
(‖(Ln − L)(y)‖ + ‖(Ln − L)(x0)‖)
≤ 1
r
(2k1φ(n)) = 2k1r φ(n).
It follows that ‖Ln − L‖ ≤ 2k1φ(n)/r for each n. Since φ(n)→ 0, the result follows. 
Example 3.2 below shows that completeness of X cannot be omitted in Theorem 2.6.
Next we define two types of very slow pointwise convergence. Indeed, arbitrarily slow con-
vergence is the slowest possible type of pointwise convergence!
Definition 2.7. The sequence (Ln) converges to L arbitrarily slowly (resp., almost arbitrarily
slowly) if the following two conditions are satisfied:
(1) Ln(x)→ L(x) for each x ∈ X .
(2) For each φ ∈ O, there exists x = xφ ∈ X such that
‖Ln(x)− L(x)‖ ≥ φ(n) for each n ∈ N (resp., for infinitely many n ∈ N).
By Theorem 2.9 below, the definition of arbitrarily slow convergence is equivalent to one that
was first given by Bauschke, Borwein, and Lewis [1] (see also [2]).
Note that arbitrarily slow convergence of (Ln) to L is just pointwise convergence that can
be made slowest possible. Clearly, if (Ln) converges arbitrarily slowly to L , then it must also
converge almost arbitrarily slowly. (Example 3.4 below shows that the converse is false.)
Remark 2.8. It will be useful for later applications to notice that an equivalent definition of arbi-
trarily slow (resp., almost arbitrarily slow) convergence is obtained by replacing the fundamental
set O defined in (2.1) by the more restrictive set
O˜ := {φ | φ : N→ (0,∞), φ(n + 1) ≤ φ(n) for each n, lim
n
φ(n) = 0}. (2.4)
That is, unlike O, the functions in O˜ are also strictly positive and decreasing.
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More precisely, we have the following theorem.
Theorem 2.9. A sequence of linear operators (Ln) converges to L arbitrarily slowly (resp.,
almost arbitrarily slowly) if and only if
(1) Ln(x)→ L(x) for each x ∈ X, and
(2) for each ψ ∈ O˜, there exists x = xψ ∈ X such that
‖Ln(x)− L(x)‖ ≥ ψ(n) for each n ∈ N (resp., for infinitely many n ∈ N).
Proof. The proof of this theorem is an easy consequence of the following two facts, themselves
easily verified, and we leave the details to the reader. (1) O ⊃ O˜, and (2) if φ ∈ O, then the
function ψ , defined on N by
ψ(n) := max{1/n, sup
i≥n
φ(i)},
has the properties that 0 < ψ(n+ 1) ≤ ψ(n) for each n, and limn ψ(n) = 0. That is, ψ ∈ O˜ and
ψ(n) ≥ φ(n) for all n. 
As noted in the Introduction, the phrase “arbitrarily slow convergence” has been mentioned
in several papers, but in many of them, no precise definition was given of this phrase. However,
Schock [10] has defined arbitrarily slow convergence for certain methods which yield approxi-
mate solutions to a particular linear operator equation. In our more general setting, his definition
can be rephrased as follows.
Definition 2.10. The sequence (Ln) converges to L Schock slowly if (Ln) converges to L
pointwise and, for each φ ∈ O˜, there exists x = xφ ∈ X such that
lim sup
n
(‖Ln(x)− L(x)‖
φ(n)
)
= ∞. (2.5)
The next lemma shows in particular that Schock slow convergence is equivalent to almost
arbitrarily slow convergence.
Lemma 2.11. The following statements are equivalent:
(1) (Ln) converges to L almost arbitrarily slowly;
(2) (Ln) converges to L pointwise, and for each φ ∈ O˜ there exists x = xφ ∈ X such that
lim sup
n
(‖Ln(x)− L(x)‖
φ(n)
)
> 0; (2.6)
(3) (Ln) converges to L Schock slowly.
Proof. (1)⇒ (2). Suppose (1) holds. Then, using Theorem 2.9, we have that (Ln) converges to
L pointwise, and for each φ ∈ O˜, there exists x = xφ ∈ X such that
‖Ln(x)− L(x)‖ ≥ φ(n) infinitely often. (2.7)
It follows that
‖Ln(x)− L(x)‖
φ(n)
≥ 1 infinitely often (2.8)
and hence lim supn (‖Ln(x)− L(x)‖/φ(n)) ≥ 1 > 0, so (2) holds.
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(2) ⇒ (3). Suppose (2) holds. Then for each φ ∈ O˜, we see that ψ := √φ is also in O˜, so
there exists x = xψ ∈ X such that
αx := lim sup
n
(‖Ln(x)− L(x)‖√
φ(n)
)
> 0. (2.9)
It follows that
‖Ln(x)− L(x)‖√
φ(n)
≥ αx
2
infinitely often,
which implies that
‖Ln(x)− L(x)‖
φ(n)
≥ αx
2
√
φ(n)
infinitely often.
Since φ(n)→ 0, it follows that
lim sup
n
(‖Ln(x)− L(x)‖
φ(n)
)
= ∞.
Thus (3) holds.
(3) ⇒ (1). Assume (3) holds. Then for each φ ∈ O˜, there exists x = xφ ∈ X such that
Eq. (2.5) holds. In particular, it follows that
‖Ln(x)− L(x)‖/φ(n) ≥ 1 infinitely often,
and so ‖Ln(x)− L(x)‖ ≥ φ(n) infinitely often. This shows that (1) holds. 
The next two lemmas characterize almost arbitrarily slow convergence in terms of pointwise
convergence with order φ.
Lemma 2.12. The following statements are equivalent:
(1) (Ln) converges to L pointwise, but not almost arbitrarily slowly.
(2) (Ln) converges to L pointwise with order φ for some φ ∈ O.
Proof. (1)⇒ (2). Suppose that (Ln) converges to L pointwise, but not almost arbitrarily slowly.
Then there exists φ ∈ O such that, for each x ∈ X ,
‖Ln(x)− L(x)‖ < φ(n) for n sufficiently large (depending on x).
It follows that, for each x ∈ X , there exists nx ∈ N such that
‖Ln(x)− L(x)‖
φ(n)
< 1 for all n ≥ nx .
Let
ρx := max
1≤n≤nx
(‖Ln(x)− L(x)‖
φ(n)
)
and cx := max{1, ρx }.
Then
‖Ln(x)− L(x)‖ ≤ cxφ(n) for each n ∈ N.
Thus (Ln) converges to L pointwise with order φ. That is, (2) holds.
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(2) ⇒ (1). Suppose (Ln) converges to L pointwise with order φ for some φ ∈ O. Then for
each x ∈ X there exists a constant cx > 0 such that
‖Ln(x)− L(x)‖ ≤ cxφ(n) for each n ∈ N. (2.10)
In particular, (Ln) converges to L pointwise. If (Ln) converged to L almost arbitrarily slowly,
then the function ψ , defined on N by ψ(n) = √φ(n)+ 1/n, would be inO, so there would exist
xψ ∈ X such that
‖Ln(xψ )− L(xψ )‖ ≥ ψ(n) for infinitely many n. (2.11)
Combining (2.10) and (2.11), we see that√
φ(n)+ 1/n ≤ cxψφ(n) for infinitely many n.
It follows that
1 ≤ cxψ
√
φ(n)+ 1/n for infinitely many n. (2.12)
But the right side of (2.12) tends to 0, which is absurd. This contradiction shows that (Ln) does
not converge to L almost arbitrarily slowly. 
Similarly, almost arbitrarily slow convergence can be characterized in terms of pointwise con-
vergence with order φ as follows.
Lemma 2.13. The following statements are equivalent:
(1) (Ln) converges to L almost arbitrarily slowly.
(2) (Ln) converges to L pointwise, but not pointwise with order φ for any φ ∈ O.
Proof. The proof follows from Lemma 2.12 by essentially taking the contrapositives of the
statements in that theorem. 
We conclude this section by showing that when the domain space X is finite-dimensional,
then pointwise convergence and norm convergence are equivalent. In particular, almost arbitrar-
ily slow convergence is a phenomenon that can happen only in infinite-dimensional spaces.
Theorem 2.14. Suppose X is finite-dimensional and Ln, L are linear operators from X to Y .
Then (Ln) converges to L pointwise if and only if it converges in norm.
In particular, arbitrarily slow convergence or almost arbitrarily slow convergence is never
possible when X is finite-dimensional.
Proof. Let {x1, x2, . . . , xd} be a basis for X . Then, as is well-known (see, e.g., [3, Exercise 25,
p. 39]), there are bounded linear functionals f1, f2, . . . , fd on X such that
x =
d∑
i=1
fi (x)xi for each x ∈ X .
Suppose (Ln) converges to L pointwise. Defining Tn := Ln − L for each n, we see that Tn
is linear and Tn(x) → 0 for each x ∈ X . In particular, Tn(xi ) → 0 for each i = 1, 2, . . . , d.
Defining
ρ(n) := max
1≤i≤d
‖Tn(xi )‖,
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we see that ρ(n)→ 0. Hence, for each x ∈ X , we have
‖Tn(x)‖ =
∥∥∥∥∥ d∑
i=1
fi (x)Tn(xi )
∥∥∥∥∥ ≤ d∑
i=1
| fi (x)|‖Tn(xi )‖
≤
d∑
i=1
‖ fi‖‖x‖ρ(n) = ρ(n)
(
d∑
i=1
‖ fi‖
)
‖x‖.
It follows that
‖Tn‖ ≤ ρ(n)
(
d∑
i=1
‖ fi‖
)
→ 0.
That is, ‖Ln − L‖ → 0.
Conversely, it is clear that norm convergence of (Ln) to L implies pointwise convergence.
Thus we have verified that pointwise convergence and norm convergence are the same.
To prove the last statement by contradiction, suppose that (Ln) converges to L almost arbi-
trarily slowly. Then (Ln) must converge to L pointwise and hence, by what was just proved,
(Ln) must converge to L in norm. By Lemma 2.4, (Ln) converges to L pointwise with order φ
for some φ ∈ O. But this contradicts Lemma 2.13. 
3. A characterization of almost arbitrarily slow convergence
The main result of this paper is a lethargy theorem (Theorem 3.1) which characterizes almost
arbitrarily slow convergence. It will be the basis for virtually all the main results to follow.
Theorem 3.1 (Lethargy Theorem). Let X be a Banach space, Y a normed linear space, and let
(Ln) and L be in B(X, Y ). Then the following statements are equivalent:
(1) (Ln) converges to L almost arbitrarily slowly;
(2) (Ln) converges to L pointwise, but not pointwise with order φ for any φ ∈ O;
(3) (Ln) converges to L pointwise, but not in norm.
Proof. The equivalence of (1) and (2) is just Lemma 2.13. The equivalence of (2) and (3) follows
from Theorem 2.6. 
The following example shows that completeness of X cannot be omitted from the hypothesis
of the Lethargy Theorem or Theorem 2.6.
Example 3.2 (The Completeness of X is Essential for Almost Arbitrarily Slow Convergence). Let
X denote the dense subspace of `2 consisting of those x ∈ `2 with finite support, i.e., 〈x, en〉 = 0
for all n sufficiently large, where (en) is the canonical orthonormal basis in `2. Define Ln : X →
X by Ln(x) = 〈x, en〉en . Then:
(1) (Ln) converges to 0 pointwise and ‖Ln‖ = 1 for each n.
(2) (Ln) does not converge to 0 in norm.
(3) (Ln) does not converge to 0 almost arbitrarily slowly.
(4) (Ln) converges to 0 pointwise with order φ for some φ ∈ O.
Consequently, the hypothesis that X be complete cannot be omitted in the Lethargy Theorem
or in Theorem 2.6.
Proof. First note that X is not complete (it is a proper dense subspace of `2 whose completion
is `2).
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(1) For each x ∈ X , Ln(x) = 0 for n sufficiently large and, a fortiori, Ln(x) → 0 for
each x . Clearly, ‖Ln(x)‖ = |〈x, en〉| ≤ ‖x‖ by the Schwarz inequality implies ‖Ln‖ ≤ 1, and
‖Ln(en)‖ = ‖en‖ = 1 implies ‖Ln‖ ≥ 1. Hence ‖Ln‖ = 1 for each n.
(2) Since ‖Ln‖ = 1 for each n, (Ln) cannot converge to 0 in norm.
(3) Since for each x ∈ X , Ln(x) = 0 for n large, it follows that (Ln) cannot converge to 0
almost arbitrarily slowly (e.g., there is no x ∈ X such that ‖Ln(x)‖ ≥ 1/n for infinitely many
n).
(4) This follows using (3) and Lemma 2.12. (In fact, it is not hard to show that (4) holds for
every φ ∈ O˜.)
To verify the last statement, note that if the Lethargy Theorem were valid in incomplete
spaces, we would deduce from (1) that (Ln) converges to 0 almost arbitrarily slowly. But this
contradicts (3). 
The next consequence of the Lethargy Theorem will be the basis for all the applications in
Sections 4 and 5.
Lemma 3.3. Let X be a Banach space, Y a normed linear space, and let (Ln) and L be in
B(X, Y ). Suppose that there exists ρ > 0 such that
ker Ln ∩ {x ∈ X | ‖L(x)‖ ≥ ρ‖x‖} 6= {0} for infinitely many n, (3.1)
where ker Ln := {x ∈ X | Ln(x) = 0}. If (Ln) converges to L pointwise, then (Ln) converges to
L almost arbitrarily slowly.
Proof. By hypothesis, for infinitely many n we can choose xn ∈ X \ {0} such that Ln(xn) = 0
and ‖L(xn)‖ ≥ ρ‖xn‖. Thus
‖Ln − L‖ ≥ ‖Ln(xn)− L(xn)‖‖xn‖ =
‖L(xn)‖
‖xn‖ ≥ ρ for infinitely many n,
and hence ‖Ln−L‖ 6→ 0. The result now follows by an appeal to the Lethargy Theorem 3.1. 
In the sequel [5] to this paper, it will be shown that for powers of linear operators (i.e., Ln =
T n), almost arbitrarily slow convergence and arbitrarily slow convergence are the same. How-
ever, the following example shows that, in general, arbitrarily slow convergence is not the same
as almost arbitrarily slow convergence.
Example 3.4 (Almost Arbitrarily Slow Convergence does not Imply Arbitrarily Slow Conver-
gence). For each n ∈ N, let Ln : `2 → `2 be defined by Ln(x) := 〈x, en〉en . Here (en) denotes
the canonical orthonormal basis for `2, i.e., en is 1 in the nth coordinate, and 0 elsewhere. Then
‖Ln‖ = 1 for each n, Ln(x)→ 0 for each x , and (Ln) converges to 0 almost arbitrarily slowly,
but not arbitrarily slowly.
Proof. It is easy to see that ‖Ln‖ = 1 for each n and Ln(x) → 0 for each x ∈ X . Thus, by
the Lethargy Theorem 3.1, (Ln) converges to 0 almost arbitrarily slowly. If (Ln) converged to 0
arbitrarily slowly, then there would exist x ∈ `2 such that ‖Ln(x)‖ ≥ 1/√n for each n ∈ N. It
follows that |〈x, en〉| = ‖Ln(x)‖ ≥ 1/√n and hence
‖x‖2 =
∞∑
1
|〈x, en〉|2 ≥
∞∑
1
1
n
= ∞,
which is absurd. Thus (Ln) cannot converge to 0 arbitrarily slowly. 
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4. Application to positive linear operators
In this section we show that all the standard linear approximating methods for uniformly ap-
proximating continuous functions on an interval suffer from the same type of slow convergence;
indeed, they are all almost arbitrarily slowly converging. These include the Bernstein polyno-
mial operators, the Hermite–Fejer polynomial operators, Landau operators, Fejer operators, and
Jackson operators, among others. Excellent sources of information concerning approximating
continuous functions by positive linear operators are the lecture notes by DeVore [6]. All of
our applications will follow by appealing to the following easy consequences of the Lethargy
Theorem 3.1.
Theorem 4.1. Let X be a Banach space and let (Ln) ⊂ B(X, X). Suppose that ker Ln 6= {0} for
each n. If (Ln) converges pointwise to the identity operator I , then (Ln) converges to I almost
arbitrarily slowly.
Proof. Fix any n. Then
ker Ln ∩ {x ∈ X | ‖I (x)‖ ≥ ‖x‖} = ker Ln 6= {0}.
By Lemma 3.3 (with ρ = 1), the result follows. 
Remark 4.2. In general, the hypothesis that the kernels of the Ln be nontrivial cannot be omitted
in Theorem 4.1. In fact, if ker Ln = {0} for each n and (Ln) converges pointwise to I , then there
is nothing that can be concluded about the rate of convergence. This is a consequence of the
following example, where it is shown that virtually any type of convergence is possible. We need
to use the main lethargy theorem (Theorem 3.3) of [5].
Example 4.3. Let X = `2, let {en} be the canonical orthonormal basis in X , and for each n ∈ N,
let En = span {e1, e2, . . . , en}. Fix any φ ∈ O˜ and define the following linear operators on X for
each n ∈ N:
(i) Ln := 1/2(I + PEn );
(ii) Tn := 1/2(I + Pn), where Pn := P(span en)⊥ ;
(iii) Un := (φ(n)+ 1)I .
Then
ker Ln = ker Tn = ker Un = {0} for each n ∈ N,
and all three sequences of operators (Ln), (Tn), and (Un) converge pointwise to the identity I .
Further,
(1) (Ln) converges to I arbitrarily slowly;
(2) (Tn) converges to I almost arbitrarily slowly, but not arbitrarily slowly;
(3) (Un) converges to I pointwise with order φ.
Proof. It is easy to verify that, for each n ∈ N, Ln , Tn , and Un are bounded linear mappings on
X that have trivial kernels, and each of the sequences (Ln), (Tn), and (Un) converges pointwise
to I . Also,
‖Ln − I‖ = 12‖PEn − I‖ =
1
2
‖PE⊥n ‖ =
1
2
,
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which shows that (Ln) does not converge to I in norm. By Theorem 3.1, it follows that (Ln)
converges to I almost arbitrarily slowly. Furthermore,
‖Ln+1x − I x‖2 = ‖1/2(PEn+1 − I )x‖2 = 1/4d(x, En+1)2 ≤ 1/4d(x, En)2
= ‖1/2(PEn x − x)‖2 = ‖Ln x − I x‖2.
Thus
‖Ln+1x − I x‖ ≤ ‖Ln x − I x‖ for each x ∈ X , n ∈ N. (4.1)
Using the “monotonicity” condition (4.1) in addition to almost arbitrarily slow convergence and
appealing to the lethargy theorem, Theorem 3.3, of [5], proves that (Ln) converges to I arbitrarily
slowly.
Next consider the Tn . We have that, for each x ∈ X ,
(Tn − I )x = 12 (Pn − I )x =
1
2
(∑
k 6=n
〈x, ek〉ek −
∞∑
i=1
〈x, ei 〉ei
)
= −1
2
〈x, en〉en .
Note that, up to a constant factor (−1/2), Tn − I is just the operator Ln of Example 3.4. It
therefore follows from Example 3.4 that (Tn) converges to I almost arbitrarily slowly, but not
arbitrarily slowly.
Finally, observe that ‖Un − I‖ = φ(n), and hence (Un) converges to I pointwise with order
φ. 
Theorem 4.4. Let X be an infinite-dimensional Banach space, (Ln) ⊂ B(X, X), and suppose
that the range of each Ln is finite-dimensional. If (Ln) converges to I pointwise, then (Ln)
converges to I almost arbitrarily slowly.
Proof. Since X is infinite-dimensional and the range of each Ln is finite-dimensional, each Ln
has a nontrivial null space. (Otherwise, Ln maps a Hamel basis of X into an infinite linearly
independent subset of X , which contradicts the finite-dimensionality of the range of Ln .) An
appeal to Theorem 4.1 completes the proof. 
For the remainder of this section and the next, C[a, b] will denote the Banach space of all
real-valued continuous functions f on the interval [a, b] with the supremum norm: ‖ f ‖ =
maxt∈[a,b] | f (t)|.
Example 4.5 (Bernstein Operators). Define the Bernstein operators Bn : C[0, 1] → C[0, 1] by
(Bn f )(t) :=
n∑
k=0
f
(
k
n
)(
n
k
)
tk(1− t)n−k for all t ∈ [0, 1].
Clearly, the range of Bn lies in the space Pn of all polynomials of degree at most n, and hence
is finite-dimensional. Moreover, it is well-known (see, e.g., [4, p. 108 ff] or [6, p. 24 ff]) that
(Bn f ) converges uniformly to f for each f ∈ C[0, 1]. In other words, (Bn) converges pointwise
to the identity operator. From Theorem 4.4, it follows that (Bn) converges to the identity operator
almost arbitrarily slowly.
It is noteworthy that we can in fact show that the Bernstein operators (Bn) converge arbitrarily
slowly, not just almost arbitrarily slowly, to the identity operator. The proof of this fact does not
seem to follow from any of our general results here or in [5]. However, we can give a direct
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elementary proof of an even more general fact, but our proof is rather lengthy and is not included
here.
Example 4.6 (Hermite–Fejer Operators). Fix any n ∈ N. For t ∈ [−1, 1], let Tn(t) =
cos(n arccos t) be the Chebyshev polynomial of degree n. The zeros of Tn are
tn,k := cos
(
2k − 1
2n
pi
)
(k = 1, 2, . . . , n),
and all lie in the open interval (−1, 1). Define the Hermite–Fejer operators Hn on C[−1, 1] by
Hn f being the polynomial of degree at most 2n− 1 that interpolates to f at the n points tn,k and
whose derivative at each of these points is 0. More explicitly,
(Hn f )(t) =
n∑
k=1
f (tn,k)(1− t tn,k)
(
Tn(t)
n(t − tn,k)
)2
for all t ∈ [−1, 1].
The range of Hn is contained in the subspace of all polynomials of degree at most 2n− 1, and
hence is finite-dimensional. It is well-known (see, e.g., [4, pp. 118–121] or [6, pp. 42–44]) that
Hn f → f for each f ∈ C[−1, 1]. That is, (Hn) converges pointwise to the identity operator
I . From Theorem 4.4, it follows that (Hn) converges to the identity operator almost arbitrarily
slowly.
Just as we remarked for the Bernstein operators, a direct elementary (but lengthy) proof can be
given that (Hn) converges to the identity operator arbitrarily slowly, not just almost arbitrarily
slowly.
Example 4.7 (Landau Operators). For each n ∈ N, define the Landau operator Ln on C[−1/2,
1/2] by
(Ln f )(t) := cn
∫ 1/2
−1/2
f (s)[1− (s − t)2]nds for all t ∈ [−1/2, 1/2], (4.2)
where
cn =
(∫ 1
−1
(1− s2)nds
)−1
.
The range of Ln is contained in the subspace of polynomials of degree at most 2n, and so
the range is finite-dimensional. It is well-known (see [6, p. 26 ff]) that Ln f → f for each
f ∈ C[−1/2, 1/2]. That is, (Ln) converges pointwise to the identity operator. It follows from
Theorem 4.4 that (Ln) converges to the identity operator almost arbitrarily slowly.
Example 4.8 (Fejer Operators). Let C2pi denote the Banach space of all real-valued continuous
2pi -periodic functions on R with the supremum norm. For each f ∈ C2pi , let Sn( f ) denote the
nth partial sum of the Fourier series for f . For each n ∈ N, define the Fejer operator Fn on C2pi
by
Fn f := 1n + 1 [S0( f )+ S1( f )+ · · · + Sn( f )]. (4.3)
Clearly, the range of Fn is contained in the subspace of trigonometric polynomials of degree
at most n, and so is finite-dimensional. It is well-known (see [6, p. 22 ff]) that Fn( f ) → f for
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each f ∈ C2pi . In other words, (Fn) converges pointwise to the identity operator. It follows from
Theorem 4.4 that (Fn) converges to the identity operator almost arbitrarily slowly. Note also
that (Sn) and (Fn) converge pointwise to the identity operator in the space L2[−pi, pi] (see, e.g.,
[7, Theorems 16.31 and 18.28]), and thus both (Sn) and (Fn) converge to the identity operator
almost arbitrarily slowly in this space.
Example 4.9 (Jackson Operators). For each n ∈ N, define the Jackson operator Jn on C2pi by
the convolution
(Jn f )(t) = ( f ? Kn)(t) :=
∫ pi
−pi
f (s)Kn(t − s)ds for all t ∈ R, (4.4)
where
Kn(t) = an
[
sin((n + 1)(t/2))
sin(t/2)
]4
and an is chosen such that 1pi
∫ pi
−pi Kn(t)dt = 1.
The range of Jn is contained in the subspace of trigonometric polynomials of degree at most
2n, and hence is finite-dimensional, and Jn f → f for each f ∈ C2pi (see [6, p. 23 ff]). That
is, (Jn) converges pointwise to the identity operator. It follows from Theorem 4.4 that (Jn)
converges to the identity operator almost arbitrarily slowly.
Conjecture 4.10. The Fejer operators converge arbitrarily slowly (not just almost arbitrarily
slowly) to the identity operator.
We do not know whether the Landau or Jackson operators converge arbitrarily slowly. All
of the above examples have the following common properties. They are examples of “positive”
linear operators that converge pointwise. Recall that a linear operator L from C[a, b] into itself
is called positive if L( f ) ≥ 0 whenever f ≥ 0. Bohman and Korovkin have independently
established the following result (see, e.g., [6, p. 27ff]).
Theorem 4.11 (Bohman–Korovkin). Let (Ln) be positive linear operators from C[a, b] into
C[a, b]. Then ‖Ln( f ) − f ‖ → 0 for each f ∈ C[a, b] if and only if ‖Ln(ei ) − ei‖ → 0 for
i = 0, 1, 2, where ei (t) := t i .
In other words, (Ln) converges to the identity operator pointwise if it converges pointwise
for just the three functions ei . By using Theorem 4.4, the Bohman–Korovkin Theorem may be
quantified in the case where the range of each Ln is finite-dimensional.
Theorem 4.12. Let (Ln) be positive linear operators from C[a, b] into itself such that the range
of each Ln is finite-dimensional. Then (Ln) converges to the identity operator almost arbitrarily
slowly if and only if ‖Ln(ei )− ei‖ → 0 for i = 0, 1, 2.
Theorem 4.12 cannot be strengthened to arbitrarily slow convergence because of the
following fact: If there exists k such that Lk = 0 in the sequence (Ln), then (Ln) does not
converge arbitrarily slowly.
Remark 4.13. For other examples of this type, the reader is advised to consult the book of
Korovkin [9] or the notes of DeVore [6]. Included there are also many rate of convergence results
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for these operators. For example, in the case of the Jackson operators, we have
‖Jn( f )− f ‖ ≤ (1+ pi)ω
(
1
n
)
,
where ω = ω f denotes the modulus of continuity of f :
ω(δ) = sup
|s−t |≤δ
| f (s)− f (t)|.
Thus to say that (Jn) converges to the identity almost arbitrarily slowly means, in particular,
that there must be continuous functions whose modulus of continuity ω(1/n) converges to 0
“arbitrarily slowly”.
Many authors have observed that the convergence of certain of these operations is “slow”. For
example, Davis [4, p. 116], in discussing the Bernstein operators, states:
There is a price that must be paid for these beautiful approximation properties: the conver-
gence of the Bernstein polynomials is very slow.
But to the best of our knowledge, no one has quantified this slow convergence as is done here.
5. Application to quadrature rules
In this section, we observe that the Lethargy Theorem implies that the standard quadrature
rules like the Trapezoidal Rule, Simpson’s Rule, and Gaussian quadrature all share the same
type of slow convergence: namely, almost arbitrarily slow convergence.
A general class of quadrature rules in the space C[a, b] can be described as follows. Suppose
that for each n ∈ N, there is some Nn ∈ N, weights wn,k (k = 1, 2, . . . , Nn), and points
a ≤ tn,1 < tn,2 < · · · < tn,Nn ≤ b. Define a quadrature rule Qn for any f ∈ C[a, b] by
setting
Qn( f ) =
Nn∑
k=1
wn,k f (tn,k), (5.1)
and define the integral operator Q on C[a, b] by
Q( f ) =
∫ b
a
f (t)dt. (5.2)
Lemma 5.1. If Qn and Q are defined as in Eqs. (5.1) and (5.2), then
‖Qn − Q‖ ≥ 12 (b − a) for each n. (5.3)
Proof. Fix any n and select a continuous function fn on [a, b] such that f (tn,k) = 0 for
k = 1, 2, . . . , Nn , ‖ fn‖ = 1, and
∫ b
a fn(t)dt ≥ 12 (b − a). (For example, one can take the
piecewise linear function that is zero at each tnk for k = 1, 2, . . . , Nn , takes the value 1 at some
point between tn,k and tn,k+1 for each k < Nn , and is linear everywhere else.) Then
‖Qn − Q‖ ≥ |Qn( fn)− Q( fn)| = |Q( fn)| ≥ 12 (b − a). 
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Theorem 5.2. Let Qn and Q be defined as in Eqs. (5.1) and (5.2). Then (Qn) converges to Q
pointwise if and only if (Qn) converges to Q almost arbitrarily slowly.
Proof. By Lemma 5.1, ‖Qn − Q‖ 6→ 0. By hypothesis, (Qn) converges to Q pointwise. The
result now follows by the Lethargy Theorem 3.1. 
We do not know whether almost arbitrarily slow convergence in Theorem 5.2 can be replaced
by arbitrarily slow convergence. Since most of the classical quadrature rules have positive
weights and are exact for constants, it would be of interest to know the answer to this question in
this particular case (i.e., when wn,k ≥ 0 and ∑Nnk=1wn,k = b − a).
All the classical numerical quadrature rules are of the type (5.1). Let us list a few popular
examples below. (For a more detailed description of these and other quadrature rules, and the
motivation behind the derivation of these rules, see, e.g., [4] and [8].)
(The Composite Trapezoidal Rule) In the formula (5.1), let tn,k = a + [(b − a)/n]k for
k = 0, 1, . . . , n and wn,k = (b − a)/n for k 6= 0, n, and wn,k = (b − a)/(2n) otherwise.
The resulting quadrature formula Qn is called the composite Trapezoidal Rule. It is exact for
polynomials of degree ≤ 1. By well-known results (see, e.g., [4, Chapter 14]), we have that
Qn( f ) → Q( f ) for each f ∈ C[a, b]. By Theorem 5.2, the composite Trapezoidal Rule Qn
converges to the integral Q almost arbitrarily slowly.
(The composite Simpson’s Rule) In the formula (5.1), let tn,i = a+ ih, where h = (b−a)/(2n)
for 0 ≤ i ≤ 2n and wn,o = h/3 = wn,2n , wn,2i−2 = 2h/3 for i = 2, . . . , n and wn,2i−1 = 4h/3
for 1 ≤ i ≤ n. The resulting quadrature rule is called the composite Simpson’s Rule. It is exact
for polynomials of degree ≤ 3. Again (see, e.g., [4, Chapter 14]) we know that Qn( f )→ Q( f )
for each f ∈ C[a, b]. By Theorem 5.2, the composite Simpson’s Rule (Qn) converges to the
integral Q almost arbitrarily slowly.
(Gaussian Quadrature) Here we define Q on C[a, b] by
Q( f ) =
∫ b
a
w(t) f (t)dt,
where w is a positive weight function. By this we mean that w is continuous on the open interval
(a, b) and positive there, and w is (Lebesgue) integrable on [a, b]. It can be shown (see, e.g.,
[4, pp. 342 ff] or [8, pp. 528 ff]) that there exist n weights wn,k and n points tn,k in [a, b] for
1 ≤ k ≤ n (that may be explicitly computed) such that the Gaussian quadrature formula Qn
defined on C[a, b] by
Qn( f ) =
n∑
1
wn,k f (tn,k)
is exact for all polynomials p of degree ≤ 2n − 1. That is, Qn(p) = Q(p) for any polynomial
p of degree ≤ 2n − 1. By an application of the Weierstrass polynomial approximation theorem,
it follows that Qn( f ) → Q( f ) for each f ∈ C[a, b]. Moreover, with the same proof as in
Lemma 5.1, we see in this more general situation that Lemma 5.1 still holds (using
∫ b
a w(t)dt > 0
instead of b − a.) Thus by Theorem 5.2 the Gaussian quadrature rules (Qn) converge to the
integral Q almost arbitrarily slowly.
To the best of our knowledge, this type of slow convergence for the classical quadrature rules
has not been recorded before.
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In this paper we have characterized and applied almost arbitrarily slow convergence. In the
paper [5], we give useful sufficient conditions for arbitrarily slow convergence along with some
applications.
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