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Quantum simulations
with circuit quantum electrodynamics
Guillermo Romero, Enrique Solano, and Lucas Lamata
Abstract Superconducting circuits have become a leading quantum technology for
testing fundamentals of quantum mechanics and for the implementation of advanced
quantum information protocols. In this chapter, we revise the basic concepts of cir-
cuit network theory and circuit quantum electrodynamics for the sake of digital
and analog quantum simulations of quantum field theories, relativistic quantum me-
chanics, and many-body physics, involving fermions and bosons. Based on recent
improvements in scalability, controllability, and measurement, superconducting cir-
cuits can be considered as a promising quantum platform for building scalable digi-
tal and analog quantum simulators, enjoying unique and distinctive properties when
compared to other advanced platforms as trapped ions, quantum photonics and op-
tical lattices.
1 Introduction
Nowadays, the field of quantum simulations [1, 2, 3, 4, 5, 6, 7] is one of the most ac-
tive in quantum information science. Following the original idea by Richard Feyn-
man [8], and its subsequent development by Seth Lloyd [9], this field has experi-
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enced a significant growth in the last decade. The motivation is the fact that a large
quantum system cannot be efficiently simulated with a classical computer due to
the exponential growth of the Hilbert space dimension with the number of quantum
subsystems. On the other hand, it should be feasible to reproduce the dynamics of
quantum systems making use of other, controllable, quantum platforms, which con-
stitute a quantum simulator. Superconducting circuits [10, 11, 12] and circuit quan-
tum electrodynamics (QED) [13, 14, 15] represent prime candidates to implement a
quantum simulator because of their scalability and controllability. There have been
already some proposals for quantum simulations in superconducting qubits, as is the
case of the quantum simulation of Anderson and Kondo lattices [16], sudden phase
switching in a superconducting qubit array [17], molecular collisions [18], quantum
phases [19], Holstein polarons [20], and quantum magnetism [21, 22]. Moreover,
three pioneering experiments on digital quantum simulators of fermions [23] and
spins [24, 25] have been performed.
In this chapter, we introduce the main concepts of superconducting circuits and
circuit QED, and their performance as a quantum simulator. In particular, in Sec. 2,
we will describe the circuit network theory and the Hamiltonian description of a
quantum circuit. In Sec. 3, we provide an introduction to circuit QED and cavity-
cavity coupling mechanism, pointing out the coupling regimes of light-matter inter-
action as building blocks for circuit QED lattices. In Sec. 4, we discuss the analog
quantum simulation of many-body states of light and relativistic phenomena. In ad-
dition, in Sec. 5, we present our recent proposals of digital quantum simulations in
circuit QED, such as spin chains and quantum field theories. Finally, in Sec. 6, we
present our concluding remarks.
2 Circuit Network Theory
Nowadays, integrated quantum circuits [10, 11, 12] have become a leading technol-
ogy for quantum information processing and quantum simulations. These devices
present noticeable features such as scalability, controllability, and tunable physical
parameters which in turn allow us to engineer complex Hamiltonians. In this sense,
it is important to understand how an integrated circuit shows its quantum nature,
and how to design two-level systems or qubits. To achieve it, there are three features
that one should point out: (i) ultra-low dissipation provided by superconductivity,
(ii) ultra-low noise reached by low temperatures, and (iii) nonlinear, non dissipative
elements implemented by Josephson junctions.
(i) Ultra-low dissipation. In an integrated circuit, all the metallic parts have to be
made out of superconducting materials with negligible resistance at the qubit
operating temperature and at the qubit frequency transition. In particular, cur-
rent experiments make use of low temperature superconductors [26] such as
aluminum or niobium which in turn allow quantum signals to propagate with-
out experiencing dissipation, thus any encoded quantum information may pre-
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Fig. 1 a) Schematic represen-
tation of a Josephson junction.
It consists of two bulk super-
conductors linked by a thin
insulator layer (≈ 2 nm).
b) In the zero-voltage state,
a JJ can be characterized by
a critical current IJ and a
capacitance CJ . c) In circuit
network theory, a JJ can be
described by a single cross
that links two nodes.
a)
b)
S I
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serve its coherence.
(ii) Ultra-low noise. In a physical realization one can access qubit energies h¯ωq
that belong to the range 1−10 GHz. In order to avoid thermal fluctuations that
may spoil the quantum coherence of qubits, integrated circuits must be cooled
down to temperatures of about T ≈ 20 mK. In general, the energy scales that
appear in the system should satisfy the conditions kT  h¯ωq and h¯ωq  ∆,
where ∆ is the energy gap of the superconducting material.
(iii) Nonlinear, non dissipative elements. In order to engineer and manipulate two-
level systems, it is necessary the access to a device that allows unequal spaced
energy levels at the zero-voltage state, where no dissipative current flows
through it. These conditions are matched by tunnel junctions [27] as depicted
in Fig. 1. The Josephson junction (JJ) is a device that consists of two bulk
superconductors linked by a thin insulator layer, typically of 1−2 nm.
2.1 Hamiltonian Description of a Circuit Network
In general, an electrical circuit network is formed by an array of branches and nodes
as depicted in Fig. 2a. Each branch may contain linear or non linear devices such
as inductors, capacitors, or Josephson junctions, and it can be characterized by a
branch flux (φb) and a branch charge (qb) which are defined in terms of the branch
voltages and branch currents (see Fig. 2b) by
φb(t) =
∫ t
t0
dt ′Vb(t ′), (1)
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Fig. 2 a) Electrical circuit network formed by an array of branches and nodes. Each branch may
contain an inductor, a capacitor, or a Josephson junction. b) A single branch is characterized by a
voltage drop Vb(t) and a current Ib(t). As in a classical electrical circuit, one has to choose the sign
convention for currents and voltages, and the Kirchhoff’s laws allow us to compute the classical
motion equations.
qb(t) =
∫ t
t0
dt ′ Ib(t ′). (2)
However, these variables do not constitute the degrees of freedom of the circuit
because they are linked by the circuit topology through Kirchhoff’s laws. Indeed, the
sum of all voltages around a closed path Γ has to be zero ∑Γ [b]Vb = 0. In addition,
the sum of all currents of branches tied to a node has to be zero ∑ν [b] Ib = 0, where
ν determines a specific node of the network.
In order to describe the dynamics of an electrical circuit, one should identify
the independent coordinates φn, their associated velocities φ˙n, and to formulate the
corresponding Lagrangian L(φn, φ˙n) = T −V , where T and V stand for the kinetic
and potential energies, respectively. A detailed analysis of this procedure can be
found in Refs. [28, 29, 30], and here we summarize the main concepts.
In circuit theory, one can define node fluxes (φn) which are variables located at
the nodes of the network. These variables depend on a particular description of the
topology of the circuit, and such a description is based on the spanning tree concept
presented in Ref. [28]. Specifically, one of the nodes is chosen to be the reference by
letting them to act as the ground, say φN = 0. From the ground node one chooses a
unique path that connects to the active nodes without closing loops. Figure 3 shows
two possible choices of node fluxes and the spanning tree (T). The latter defines
two kind of branches in the network: the set of branches that belong to the spanning
tree (blue branches), and the set of closure (C) branches each associated with an
irreducible loop (grey branches). In terms of node fluxes, each branch belonging
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Fig. 3 Two possible choices of the spanning tree in an electrical circuit. From the ground node
φN = 0, one chooses single paths that pass through a branch (solid branches) to connect actives
nodes. The remaining branches (dashed branches) that close a loop have a special treatment due to
the flux quantization condition.
to the spanning tree can be defined as φb(T ) = φn+1− φn. In addition, the closure
branches must be treated in a special way because of the constraint imposed by
the flux quantization [26]. The above condition establishes that for a closed loop
threaded by an external magnetic flux Φext, the sum of all flux branches that belong
to that loop satisfies the rule ∑Γ [b] φb−Φext = mΦ0, where Φ0 = h/2e is the flux
quantum, and m is an integer. In this sense, the treatment for a closure branch follows
the relation φb(C) = (φn+1−φn)−Φext.
The building blocks of a general electrical circuit are capacitors, inductors, and
Josephson junctions. From these elements it is possible to formulate the correspond-
ing Lagrangian by taking into account their corresponding energies as follows
T =
C j
2
(φ˙n+1− φ˙n)2, (3)
V =
1
2L j
(φn+1−φn)2, (4)
VJJ =
C j,J
2
(φ˙n+1− φ˙n)2−E j,J cos
(φn+1−φn
ϕ0
)
, (5)
where C j, L j, C j,J , and E j,J stand for the jth capacitance, inductance, Josephson ca-
pacitance, and Josephson energy, respectively. This procedure allows us to know the
matrix capacitance of the system which, in turn, allows us to formulate the Hamil-
tonian through a Legendre transformation.
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Fig. 4 Schematic of circuit QED with a transmon qubit. a) A λ/4 cavity is capacitively coupled to
a transmon device. It is also shown the flux line that provides an external magnetic field threading
a SQUID loop, and an additional cavity for measuring and driving the qubit. b) Effective lumped
circuit element of the cavity-transmon system. c) Voltage distribution for a λ/4 cavity, where `
stands for the cavity length. d) A flux qubit formed by three Josephson junctions is galvanically
coupled to an inhomogeneous cavity by means of a fourth junction with Josephson energy EJ4 .
This kind of coupling allows us to reach the ultrastrong coupling regime.
3 Circuit Quantum Electrodynamics
Nowadays, quantum technologies offer a testbed for fundamentals and novel appli-
cations of quantum mechanics. In particular, circuit QED [13, 14, 15] has become a
leading platform due to its controllability and scalability, with different realizations
involving the interaction between on-chip microwave resonators and superconduct-
ing circuits which in turn allow to implement transmon, flux, or phase qubits [12].
Here, we briefly describe the interaction between a coplanar waveguide resonator
(CWR) and a superconducting circuit be transmon [31] or flux qubit [32]. This in
turn will permit us to introduce the Jaynes-Cummings (JC) Hamiltonian [33] and
the quantum Rabi Hamiltonian [34] that form the building blocks for analog quan-
tum simulations of many-body physics. In addition, we also describe some physical
mechanism for the interaction between microwave resonators, allowing us to con-
sider circuit QED lattices.
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3.1 Circuit QED with a Transmon Qubit
Circuit QED with a transmon qubit finds applications in quantum information
processing (QIP), where it is possible to implement single- and two-qubit quan-
tum gates [35, 36, 37, 38, 39, 40, 41], and three-qubit entanglement genera-
tion [42, 43, 44]. These proposals find a common basis in the light-matter interaction
described by the Jaynes-Cummings interaction [33].
Figure 4a represents the electrostatic coupling between a quarter-wave cavity and
a transmon qubit, as implemented in current experiments [45]. For the lowest cav-
ity eigenfrequency, the spatial distribution of the voltage V (x) follows the profile
shown in Fig. 4c. In this sense, the transmon has to be located at the cavity end to
assure a maximum coupling strength. Figure 4b shows the effective circuit for the
above situation. Two Josephson junctions with capacitance CJ and Josephson en-
ergy EJ are shunted by an additional large capacitance CI . This system is coupled to
the cavity, with capacitance and inductance Cr and Lr, by a comparably large gate
capacitance Cc. In addition, the transmon is coupled to an external source of dc volt-
age Vg through the capacitance Cg. It is noteworthy to mention that the capacitances
CI , Cc, and Cg represent effective quantities seen by the transmon, see Ref. [31].
The effective Hamiltonian of the joint cavity-transmon system reads
H = 4EC(n−ng)2−EJ cosϕ+ h¯ωra†a+2iβeV 0rmsn(a−a†), (6)
where n and ϕ stand for the number of Cooper pairs transferred between the is-
lands and the gauge-invariant phase difference between them, respectively. In addi-
tion, a(a†) annihilates(creates) a single photon of frequency ωr, EC = e2/2CΣ is the
charging energy, with CΣ =CI+CJ+Cc+Cg is the total capacitance associated with
the transmon, ng =CgVg/2e is the effective offset charge, and V 0rms =
√
h¯ωr/2Cr.
The transmon qubit is less sensitive to charge noise due to an added shunting
capacitance CI between the superconducting islands [31]. This lowers EC, resulting
in an energy ratio of EJ/EC ≈ 50. In this case, the two lowest energy levels have an
energy splitting that can be approximated by
h¯ωq ≈
√
8ECEmaxJ |cos(piΦext/Φ0)|−EC. (7)
Notice that the qubit energy can be tuned by an external magnetic flux Φext ap-
plied to the superconducting quantum interference device (SQUID), see Fig. 4b. In
this two-level approximation, the dynamics of the cavity-transmon system can be
described by the Jaynes-Cummings Hamiltonian [33]
HJC =
h¯ωq
2
σz+ h¯ωra†a+ h¯g(σ+a+σ−a†), (8)
which exhibits a continuous U(1) symmetry. Here, the two-level system is described
by the Pauli matrices σ j ( j = x,y,z), and g is the cavity-qubit coupling strength.
Notice that working at or near resonance (ωq ∼ ωr), the above Hamiltonian holds
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true in the rotating-wave approximation (RWA) where the system parameters satisfy
the condition {g, |ωq−ωr|}  ωq+ωr.
3.2 Circuit QED with a Flux Qubit
Circuit QED can also be implemented by means of the inductive interaction between
the persistent-current qubit [32], or flux qubit, and a microwave cavity [15]. This
specific scenario has pushed the technology to reach the ultrastrong coupling (USC)
regime [46, 47, 48, 49, 50, 51] of light-matter interaction, where the qubit-cavity
coupling strength reaches a considerable fraction of the cavity frequency. In partic-
ular, two experiments have shown a cavity-qubit coupling strength g = 0.12ωr with
a flux qubit galvanically coupled to an inhomogeneous cavity [50] (see Fig. 4d), and
to a lumped circuit element [51] where the Bloch-Siegert shift has been observed.
In both experiments, the RWA does not allow to explain the observed spectra. How-
ever, it has been shown that the system properties can be described by the quantum
Rabi Hamiltonian [34]
HRabi =
h¯ωq
2
σz+ h¯ωra†a+ h¯gσx(a+a†). (9)
Unlike the JC dynamics in Eq. (8), the quantum Rabi Hamiltonian exhibits a
discrete parity (Z2) symmetry which establishes a paradigm in the way of under-
standing the light-matter interaction. For instance, it has been shown in Ref. [52]
that the dissipative dynamics is not longer described by standard master equations
of quantum optics [53]. In addition, the USC regime may have applications such as
parity-protected quantum computing [54], and ultrafast quantum gates [55].
The quantum Rabi Hamiltonian allows also to describe the deep strong coupling
(DSC) regime [56], where the coupling strength is similar or larger than the cavity
frequency. This coupling regime has interesting consequences in the breakdown of
the Purcell effect [57], and it has also been simulated in a waveguide array [58].
3.3 Cavity-Cavity Interaction Mechanisms
The versatility of superconducting circuits allow us to design complex arrays in-
volving the interaction among several microwave cavities. There are two possible
physical mechanisms to couple them, that is, by means of the capacitive coupling
of two half wave cavities (Fig. 5a), or two quarter wave cavities via current-current
coupling mediated by a SQUID (Fig. 5b). In both cases, it is possible to show that
the cavity-cavity interaction can be described by a nearest-neighbor Hamiltonian
H = h¯∑
n
ωna†nan+ h¯ ∑
〈n,n′〉
Jnn′a
†
nan′ , (10)
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where an(a†n) stands for the annihilation(creation) operator associated with the nth
mode of frequency ωn. Here, we assume the RWA in the hopping term provided by
the condition {Jnn′ , |ωn−ωn′ |}  ωn +ωn′ , and the single-mode approximation in
each cavity. These are valid assumptions for realistic parameters that determine the
hopping amplitude. For instance, if we consider the coupling capacitance CcCr,
where Cr is the total cavity capacitance, it can be shown that [59]
Jnn′ =
1
2
√
ωnωn′Ccun(x)un′(x′)
∣∣∣∣
ends
, (11)
where un(x) stands for the spatial dependence of the charge distribution along the
cavity.
In the case of Fig. 5b, where the coupling is mediated by the SQUID, it has been
shown that the hopping amplitude reads [60]
Jnn′ ∝
1
2
LJ(Φext)√ωnωn′
∂xun(x)∂xun′(x′)
∣∣∣∣
ends
, (12)
where LJ(Φext) is the flux-dependent Josephson inductance associated with the
SQUID. In analogy to the capacitive coupling case, it is assumed the weak cou-
pling regime L0J  Lr where L0J = ϕ20/EJ is the bare Josephson inductance of the
SQUID, Lr is the total inductance of the cavity, and ϕ0 = Φ0/2pi is the reduced
flux quantum. It is noteworthy to mention that this kind of coupling mechanism also
generates single-mode squeezing in each cavity that may spoil the implementation
of Eq. (10). This can be avoided by considering an array of cavities with different
lengths as depicted in Fig. 5b, and by tuning the system parameters to fulfill the
RWA [60].
4 Analog Quantum Simulations with Superconducting Circuits
4.1 Quantum Simulations: the Jaynes-Cummings Regime
In the previous chapters, we have shown the basic elements of superconducting cir-
cuits and circuit QED. In particular, we have introduced some coupling mechanisms
that allow us to model a real physical system in terms of the Jaynes-Cummings (8)
Hamiltonian, but also the coupling mechanisms between microwave cavities. Since
the microwave technology shows unprecedented scalability, control, and tunability
of physical parameters, circuit QED represents a prime candidate to study many-
body states of light [61] through the analog quantum simulation of the Bose-
Hubbard (BH) model [62, 63, 64], the Jaynes-Cummings-Hubbard (JCH) model
[65, 66], the fractional quantum Hall effect through the implementation of synthetic
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Fig. 5 Schematic of cavity-cavity interaction. a) Capacitive coupling of half wave cavities. b)
Current-current coupling of quarter wave cavities. The latter is mediated by a SQUID device.
Inset: red dots represent a transmon qubit capacitively coupled to a microwave cavity.
gauge fields [59, 67, 68, 69, 70, 71], spin lattice systems [72, 73], and the bosonic
Kagome lattice [74, 75, 76].
In the analog quantum simulation of the JCH model
HJCH =
N
∑
j=1
ω0σ+j σ
−
j +
N
∑
j=1
ωa†ja j + J
N
∑
〈i j〉
(aia
†
j +H.c.), (13)
the whole system is composed of elementary cells that may consist of a transmon
qubit capacitively coupled to a microwave resonator [77], where the dynamics is
described by the JC Hamiltonian. In addition, the connection between neighboring
cells is achieved by the capacitive coupling between half-wave cavities in a linear
array, see Fig. 5a. Notice that the two-site JCH model has been already implemented
in the lab [78]. Remark that more complex geometries [59] may be achieved, thus
establishing an additional advantage over quantum optics platforms [79].
Unlike standard setups of cavity QED in the optical or microwave regimes, cir-
cuit QED allows us to engineer nonlinear interactions between cavities provided
by nonlinear elements such as Josephson junctions. In particular, the cavity-cavity
coupling mediated by SQUID devices, as depicted in Fig. 5b, may represent a prime
candidate on the road of simulating the Bose-Hubbard model with attractive interac-
tions [80, 81], but also the full Bose-Hubbard and extended models may also be sim-
ulated [82]. It is noteworthy that the Bose-Hubbard-dimer model has been already
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implemented in a circuit QED setup [83]. The latter proposal and the experiment
presented in Ref. [78] encourage the theoretical work for the sake of simulating
many-body states of light and matter. In addition, the driven-dissipative dynamics
of many-body states of light [84, 85, 86, 87, 88, 89, 90], and applications of polari-
ton physics in quantum information processing [91, 92] may also be simulated with
state-of-the-art circuit QED technologies. The coupling mechanisms appearing in
circuit QED allow us to study interesting variants of standard models of condensed
matter physics. For instance, photon solid phases have been analyzed in the out of
equilibrium dynamics of nonlinear cavity arrays described by the Hamiltonian
H =∑
i
[−δa†i ai+Ω(ai+a†i )]− J ∑
〈i, j〉
(aia
†
j +H.c.)+U∑
i
ni(ni−1)+V ∑
〈i, j〉
nin j,
(14)
which exhibits Bose-Hubbard interaction as well as nearest-neighbor Kerr nonlin-
earities [93]. The latter is a direct consequence of the nonlinearity provided by the
Josephson energy in the SQUID loop.
Circuit QED technologies allow also to study two-dimensional arrays of cou-
pled cavities, as stated in Refs. [74, 75], with the implementation of the bosonic
Kagome lattice. This provides room to the application of powerful numerical tech-
niques such as the projected entangled-pair states (PEPS) [76, 94, 95] with the aim
of studying the interplay between light and matter interactions, as well as predicting
new many-body states of light. It is noteworthy to mention that the study of a quan-
tum simulator for the Kagome lattice may predict new physics that otherwise would
not be accessible with classical simulations.
4.2 Quantum Simulations: the USC Regime of Light-Matter
Interactions
In the previous subsection, we have shown the ability of superconducting circuits
to simulate many-body states of light, where the building block or unit cell corre-
sponds to a cavity interacting with a two-level system in the strong coupling (SC)
regime. In this case, the cavity-qubit coupling strength exceeds any decay rate of the
system such as photon losses, spontaneous decay, and dephasing of the qubit [53].
Circuit QED has also reached unprecedented light-matter coupling strength with
the implementation of the USC regime [46, 47, 48, 49, 50, 51] and potentially the
DSC regime [56, 57]. In this sense, it would be interesting to exploit these coupling
regimes aiming at building new many-body states of light, where the building block
consists of a cavity-qubit system described by the quantum Rabi model in Eq. (9).
Recently, it has been pointed out the importance of the counter-rotating terms in
order to describe many-body effects in the Rabi-Hubbard model [96, 97, 98]
HRH =∑
i
H(i)Rabi− J ∑
〈i, j〉
(aia
†
j +H.c.). (15)
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This model exhibits a Z2 parity symmetry-breaking quantum criticality, long order-
range superfluid order, as well as the break of the conservation of local polariton
number at each site. This leads to the absence of Mott lobes in the phase diagram as
compared with the Bose-Hubbard model. The extension of the Rabi-Hubbard model
to the two-dimensional case may represent an additional example where a quantum
simulator could outperform classical simulations.
The above results make it necessary to introduce a quantum simulator that pro-
vides the quantum Rabi model (QRM) in a controllable way. As stated in Ref. [99],
this task can be done by making use of a two-tone driving on a two-level system of
frequency ωq, that interacts with a single mode of a microwave cavity of frequency
ω . In the rotating-wave approximation, the Hamiltonian describing the above situa-
tion reads
H =
h¯ωq
2
σz+ h¯ωa†a− h¯g(σ†a+σa†)
− h¯Ω1(eiω1tσ + e−iω1tσ†)− h¯Ω2(eiω2tσ + e−iω2tσ†). (16)
Here, Ω j and ω j represent the Rabi amplitude and frequency of the jth microwave
signal, respectively. The simulation of the QRM can be accomplished in a specific
rotating frame as follows. First, we write the Hamiltonian (16) in the reference frame
that rotates the frequency ω1. This leads to
HR1 = h¯
(ωq−ω1)
2
σz+ h¯(ω−ω1)a†a− h¯g
(
σ†a+σa†
)
−h¯Ω1
(
σ +σ†
)− h¯Ω2(ei(ω2−ω1)tσ + e−i(ω2−ω1)tσ†) . (17)
Second, we go into the interaction picture with respect to HR10 = −h¯Ω1
(
σ +σ†
)
such that HI(t) = eiH
L1
0 t/h¯
(
HR1 −HR10
)
e−iH
R1
0 t/h¯. The above transformation can be
implemented by means of a Ramsey-like pulse as described in Ref. [99]. In the
dressed-spin basis, |±〉 = (|g〉± |e〉)/√2, the interaction Hamiltonian we can be
written as
HI(t) = −h¯ (ωq−ω1)
2
(
e−i2Ω1t |+〉〈−|+H.c.
)
+ h¯(ω−ω1)a†a
− h¯g
2
({
|+〉〈+|− |−〉〈−|+ e−i2Ω1t |+〉〈−|
− ei2Ω1t |−〉〈+|
}
a+H.c.
)
− h¯Ω2
2
({
|+〉〈+|− |−〉〈−|− e−i2Ω1t |+〉〈−|
+ei2Ω1t |−〉〈+|
}
ei(ω2−ω1)t +H.c.
)
. (18)
Third, if we tune the external driving frequencies as ω1−ω2 = 2Ω1, and for a
strong first driving, Ω1, the Hamiltonian (18) can be represented as
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Fig. 6 The population of the ground state for the two-level system, Pg(t), has been calculated
by integrating the exact (solid line) dynamics in Eq. (16) and the effective (circles) Hamiltonian
dynamics in Eq. (19). We have considered two different cases: (left panel) Ω2 = 0; (right panel)
Ω2 = 2pi×10MHz. The simulated interaction strength corresponds to geff/ωeff = 1. Figure from
Ref. [99], used under the terms of the Creative Commons Attribution 3.0 licence.
Heff = h¯(ω−ω1)a†a+ h¯Ω22 σz−
h¯g
2
σx
(
a+a†
)
, (19)
which corresponds to the quantum Rabi model. For values Ω2 ∼ (ω −ω1) ∼ g/2,
the original cavity-qubit system is capable of simulating the dynamics associated
with the USC/DSC regime. The simulated interaction strength corresponds to the
ratio geff/ωeff, where geff ≡ g/2 and ωeff ≡ ω −ω1. Figure 6 shows the two-level
system dynamics for an effective ratio geff/ωeff = 1 and two different values of the
effective qubit frequency Ω2. The initial condition is the ground state of the qubit
and the vacuum state for the field, |ψ(0)〉= |g〉⊗|0〉. This dynamics corresponds to
the one predicted in Ref. [56] for the deep strong coupling regime.
This quantum simulation may pave the way for building a complete toolbox of
complex cavity arrays where the unit cell can be tuned, at will, from the strong cou-
pling regime, described by the Jaynes-Cummings model, to the USD/DSC regime
described by the quantum Rabi model.
4.3 Quantum Simulations of Quantum Relativistic Mechanics
The quantum simulation of the quantum Rabi model [99] allows us to access a wide
range of physical phenomena such as cat-state generation and simulating relativistic
quantum mechanics on a chip [100]. The latter can be achieved in a similar way
as the QRM by applying three classical microwaves, that is, a two-tone driving on
a two-level system interacting with a single cavity mode in the SC regime, and a
driving on the cavity mode. This process is modeled by the Hamiltonian
H =
h¯ωq
2
σz+ h¯ωa†a− h¯g(σ+a+σ−a†)− h¯Ω(σ+e−i(ωt+ϕ)+σ−ei(ωt+ϕ))
− λ (σ+e−i(νt+ϕ)+σ−ei(νt+ϕ))+ h¯ξ (aeiωt +a†e−iωt), (20)
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Fig. 7 Wigner function W (x, p) representation of the field state in the microwave cavity. We have
computed the time evolution by means of the the Hamiltonian (20) for a time of 60 nsec. We
used realistic parameters g = 2pi × 10 MHz, Ω = 2pi × 200 MHz, ξ = g/2. (a) λ = 0 with the
initial state |+,0〉; (b) λ = 0 with the initial state
∣∣∣+,√2i〉; (c) λ = √2g with the initial state
|+,0〉; (d) λ =√2g with the initial state
∣∣∣+,√2i〉; (e) λ = 4√2g with the initial state |e,0〉; and
(f) λ = 4
√
2g with the initial state
∣∣∣e,√2i〉. Figure from Ref. [100], used under the terms of the
Creative Commons Attribution 3.0 licence.
where Ω , λ , and ξ stand for the driving amplitudes, ω is the resonator frequency,
and ν is the driving frequency, respectively. As stated in Ref. [100], if we consider a
strong microwave driving Ω {g,λ} and the condition ω−ν = 2Ω , the effective
Hamiltonian, in the rotating frame, reads
Heff =
h¯λ
2
σz+
h¯g√
2
σy pˆ+ h¯ξ
√
2xˆ, (21)
where xˆ = (a+ a†)/
√
2 and pˆ = i(a†− a)/√2 are the field quadratures satisfying
the commutation relation [xˆ, pˆ] = i. The above Hamiltonian describes a 1+1 Dirac
particle in a linear external potential U = h¯ξ
√
2xˆ, where the terms h¯g/
√
2 and h¯λ/2
represent the speed of light and the mass of the particle, respectively.
Adding an external potential U(x) allows us to simulate the scattering of a single
relativistic particle. In particular, we can start by considering the case of a massless
Dirac particle whose Hamiltonian is given by HK = h¯g/
√
2σy pˆ+ h¯ξ
√
2 xˆ. Figures
7 (a) and (b) show the evolution of the initial states |+,0〉 and
∣∣∣+,√2i〉, respec-
tively, where |+〉 stands for the positive eigenstate of σy and |0〉 the vacuum state
for the field. Here the field state remains coherent while experiencing two indepen-
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dent displacements along the xˆ−quadrature proportional to g/√2, and along the
pˆ−quadrature. It is remarkable that the external potential does not modify the rec-
tilinear movement in position representation. This phenomenon corresponds to the
Klein paradox, which states that a massless Dirac particle may propagate through
the potential barrier with probability different from zero.
As the quantum simulation allows us to tune the physical parameters at will,
we can also study the scattering of a massive nonrelativistic Schrödinger particle. In
this case, the dynamics is governed by the Hamiltonian HNRel = h¯σz pˆ2/λ+ h¯ξ
√
2 xˆ.
Note that this Hamiltonian assures that any initial Gaussian state remains Gaussian
as time elapses. This can be seen in Figs. 7(e) and (f) where the initial states are
|e,0〉 and
∣∣∣e,√2i〉, respectively. The mass of the particle has been chosen such that
h¯λ/2 = 4× h¯g/√2. Figure 7(e) shows how the particle is scattered backwards by
the potential. For the case of Fig. 7(f), the particle has an initial positive kinetic
energy that allowed it to enter the external potential, though after 60 nsec it moves
backwards.
These two limiting cases have shown a total transmission or reflection. It is
natural that a particle with an intermediate mass features only partial transmis-
sion/reflection. Figure 7(c) shows the scattering of a massive particle with h¯λ/2 =
h¯g/
√
2 prepared in the initial state |+,0〉. We see how the wave packet splits into
spinor components of different signs which move away from the center. Further-
more, If some initial kinetic energy is provided to the wavepacket, as shown in Fig.
7(d) with initial state
∣∣∣+,√2i〉, the particle enters the barrier to stop and break up
sooner or later.
The simulation of the Dirac Hamiltonian, together with all available technology
in circuit QED, may have interesting consequences in the study of many-body states
of light. For instance, one may have access to Dirac lattices and their possible ex-
tension to Dirac materials [101].
5 Digital Quantum Simulations with Superconducting Circuits
In many situations, the quantum simulator does not evolve according to the dy-
namics of the system to be simulated. Therefore, it is appropriate to employ digital
techniques to emulate a wider variety of quantum systems [9]. Digital quantum sim-
ulators are akin to universal quantum computers, with the advantage that in principle
with a small number of qubits one will already be able to outperform classical com-
puters. Thus, one does not need to reach thousands of qubits to perform interesting
quantum simulations of mesoscopic quantum systems.
The digital quantum simulators are based on the fact that most model Hamilto-
nians are composed of a finite number of local terms, H = ∑Nk=1 Hk, where each of
them acts upon a reduced Hilbert space, or at least is efficiently implementable with
a polynomial number of gates. In these cases, the system dynamics can be obtained
via digital decomposition into stroboscopic steps, via Trotter techniques,
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e−iHt = (e−iH1t/n...e−iHN t/n)n+O(t2/n). (22)
By making n large, the error can be made in principle as small as desired. Naturally
there will be a limit to the size of n that will be given by the finite fidelity of the
local gates.
There have been already a number of experiments on digital quantum simulators,
either in quantum photonics [102], or in trapped ions [103]. Regarding supercon-
ducting circuits, some theoretical proposals for digital quantum simulations have
been put forward [104, 105], and we will review these in the next subsections.
5.1 Digital Quantum Simulations of Spin Systems with
Superconducting Circuits
In this section, we analyze the realization of digital quantum simulations of spin
Hamiltonians in a superconducting circuit setup consisting of several transmon
qubits coupled to a microwave resonator [104]. Although our protocol is appropri-
ate for every superconducting qubit with sufficiently long coherence time, we con-
sider specifically a transmon qubit device. This kind of qubits are typically used be-
cause of its insensitivity to charge fluctuations [31]. Nevertheless, depending on the
specific phenomena to simulate, one can consider other superconducting qubits for
quantum simulations. First, we show how one can simulate the Heisenberg model in
a circuit QED setup with state-of-the-art technology. Then, we consider typical sim-
ulation times and their associated fidelities with current superconducting qubit tech-
nology, showing the potential of superconducting qubits in terms of digital quantum
simulators. Finally, we study the necessary resources with realistic parameters for
a versatile quantum simulator of spin models able to emulate a general many-body
spin dynamics.
Digital methods can be employed to emulate the Heisenberg model with current
circuit QED technology. Even though the latter does not feature the Heisenberg in-
teraction from first principles, one can nevertheless analyze a digital quantum sim-
ulation of this model. We show that a set of N transmon qubits coupled through
a resonator is able to simulate Heisenberg interactions of N spins, which in the
symmetric-coupling case is given by
H =
N−1
∑
i=1
J
(
σ xi σ
x
i+1+σ
y
i σ
y
i+1+σ
z
i σ
z
i+1
)
. (23)
Here σ ji , j ∈ {x,y,z} are Pauli matrices that refer to the first two levels of the ith
transmon qubit.
We start by the simplest case, with only two spins. The XY exchange interaction
can be implemented by dispersive coupling of two transmon qubits with a common
resonator [13, 35, 106], Hxy12 = J
(
σ+1 σ
−
2 +σ
−
1 σ
+
2
)
= J/2
(
σ x1σ
x
2 +σ
y
1σ
y
2
)
. The XY
interaction can be mapped through local rotations of the qubits onto the effective
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Hamiltonians
Hxz12 = R
x
12(pi/4)H
xy
12R
x†
12(pi/4) = J/2(σ
x
1σ
x
2 +σ
z
1σ
z
2) , (24)
Hyz12 = R
y
12(pi/4)H
xy
12R
y†
12(pi/4) = J/2
(
σ y1σ
y
2 +σ
z
1σ
z
2
)
. (25)
Here, Rx(y)12 (pi/4) = exp[−ipi/4(σ x(y)1 + σ x(y)2 )] is a local rotation of the first and
second qubits with respect to the x(y) axis. The XYZ Heisenberg Hamiltonian Hxyz12
can thus be performed according to the following protocol (see Fig. 8a). Step 1.–
The two qubits interact with the XY Hamiltonian Hxy12 for a time t. Step 2.– Single
qubit rotations Rx12(pi/4) are applied to both qubits. Step 3.– The two qubits interact
with Hxy12 Hamiltonian for a time t. Step 4.– Single qubit rotations R
x†
12(pi/4) are
applied to both qubits. Step 5.– Single qubit rotations Ry12(pi/4) are applied to both
qubits. Step 6.– The two qubits interact according to the Hxy12 Hamiltonian for a time
t. Step 7.– Single qubit rotations Ry†12(pi/4) are applied to both qubits. Accordingly,
the final unitary operator reads
U12(t) = e−iH
xy
12te−iH
xz
12te−iH
yz
12t = e−iH12t . (26)
This evolution emulates the dynamics of Eq. (23) for two transmon qubits. Fur-
thermore, arbitrarily inhomogeneous couplings can be engineered by performing
different evolution times or couplings for the different digital gates. Here we point
out that a single Trotter step is needed to obtain a simulation with no digital errors,
because of the fact that Hxy12, H
xz
12, and H
yz
12 operators commute. Accordingly, in this
case the only error source will be due to the accumulated gate errors. We consider
two-qubit gates with a process fidelity error of about 5% and eight pi/4 single-qubit
gates with process fidelity errors of about 1%. Therefore, we will have a total pro-
cess fidelity of this protocol of about 77%. Furthermore, the total protocol time for
a pi/4 Heisenberg phase is around 0.10 µs. Throughout this section, we estimate the
protocol times by adding the respective times of all the gates, for which we take into
account standard superconducting qubit values.
We now analyze a digital algorithm for the emulation of the Heisenberg dynam-
ics for a system of three spins. In this case, one has to consider noncommuting
Hamiltonian gates, involving Trotter errors. This three-spin model can be directly
extrapolated to an arbitrary number of spins. We propose the following digital pro-
tocol for its realization (see Fig. 8b). Step 1.– Qubits 1 and 2 couple through XY
Hamiltonian for a time t/l. Step 2.– Qubits 2 and 3 couple through XY Hamiltonian
for a time t/l. Step 3.– The gate Rxi (pi/4) is applied to each qubit. Step 4.– Qubits 1
and 2 couple through XY Hamiltonian for a time t/l. Step 5.– Qubits 2 and 3 couple
through XY Hamiltonian for a time t/l. Step 6.– The gate Rx†i (pi/4) is applied to
each qubit. Step 7.– The gate Ryi (pi/4) is applied each qubit. Step 8.– Qubits 1 and
2 couple through XY Hamiltonian for a time t/l. Step 9.– Qubits 2 and 3 couple
through XY Hamiltonian for a time t/l. Step 10.– The gate Ry†i (pi/4) is applied to
each qubit. Finally, the global unitary evolution operator per Trotter step is given by
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Fig. 8 Schemes for the proposed digital quantum simulations with superconducting transmon
qubits. a) Heisenberg model for two qubits. b) Heisenberg model for three qubits. Here, Rx(y) ≡
Rx(y)(pi/4) and Rx ≡ Rx(pi/2). We point out that exchanging each of the R matrices with its adjoint
does not affect the protocols. Reprinted with permission from [104], Copyright (2014) American
Physical Society.
U123(t/l) = e−iH
xy
12t/le−iH
xy
23t/le−iH
xz
12t/le−iH
xz
23t/le−iH
yz
12t/le−iH
yz
23t/l .
Here, the sequence has to be repeated l times following Eq. (22), to implement an
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c)Fig. 9 Loss of fidelity for the emulated Heisenberg model for three qubits, in the range θ =
[0,pi/4], θ ≡ Jt. The wavy lines represent digital errors, while the straight lines represent the
accumulated gate error due to a step error of ε . Solid (dotted) lines are associated with lower
(higher) digital approximations l. a) ε = 10−2, l = 3,5, and b) ε = 5× 10−2, l = 2,3. Reprinted
with permission from [104], Copyright (2014) American Physical Society.
approximate dynamics of Eq. (23) for the three qubits. Each of these Trotter steps
consists of four single-qubit gates at different times (performed collectively upon
different sets of qubits) and six XY gates, with a total step time around 0.16 µs,
well below typical decoherence times in transmon qubits [107]. In Figs. 9a and 9b,
we depict the fidelity loss associated with the digital error of the emulated XYZ
dynamics for three transmon qubits, together with straight horizontal lines showing
the error of the imperfect gates multiplied by the number of Trotter steps, i.e., the
total accumulated gate imperfection. One can appreciate time intervals dominated
by the digital Trotter error and time intervals where the largest error source in the
digital quantum simulation is produced by experimental gate imperfections. One can
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take into account Hamiltonians with open and periodic boundary conditions, adding
an extra coupling between the first and the last spin. Extending our protocol to N
transmon qubits with open or periodic boundary conditions, we estimate an upper
bound on the second-order digital Trotter error, given by Eopen = 24(N−2)(Jt)2/l
and Eperiodic = 24N(Jt)
2/l.
In order to assess the proposals in a realistic circuit QED setup, we made numer-
ical simulations for the Heisenberg dynamics between two qubits in the transmon
regime coupled to a stripline waveguide resonator. We estimate the influence on the
proposal of a state-of-the-art XY dynamics, given as an effective dispersive Hamil-
tonian, obtained at second order from the first order one,
Ht =
2
∑
i=0
2
∑
j=1
ω ji |i, j〉〈i, j|+ωra†a+
2
∑
i=0
2
∑
j=1
gi,i+1(|i, j〉〈i+1, j|+H.c.)(a+a†).
(27)
Here, ωr is the resonance frequency of the resonator, and ω ji is the transi-
tion frequency of the ith level, with respect to the ground state, of the jth trans-
mon qubit. We take into account the first three levels for each qubit, and an an-
harmonicity factor given by αr = (ω j2 − 2ω j1)/ω j1 = −0.1, standard for transmon
qubits [31]. We consider equal transmons with frequenciesω1,21 ≡ω1 = 2pi×5 GHz.
The frequency of the resonator is fixed to ωr = 2pi × 7.5 GHz. We take into
account the coupling strength between the different levels of a single transmon
qubit [31] gi,i+1 =
√
i+1g0, being g0 = 2βeVrms = 2pi × 200 MHz. The exper-
imental parameters we consider are standard for circuit QED platforms and they
can be optimized for each specific platform. The transmon-resonator Hamiltonian,
in interaction picture with respect to the free energy ∑i, jω
j
i |i, j〉〈i, j|+ ωra†a,
produces an effective interaction between the first two levels of the two qubits
Heff = [g
2
01ω1/(ω
2
1 −ω2r )](σ x1σ x2 +σ y1σ y2), where we have neglected the cavity pop-
ulation 〈a†a〉 ≈ 0 and renormalized the qubit energies to include Lamb shifts. Here,
we have considered the set of Pauli matrices for the subspace spanned by the first
two levels of each transmon qubit, e.g. σ x1(2) ≡ |0,1(2)〉〈1,1(2)|+H.c.
In order to analyze the influence of decoherence in a state-of-the-art circuit QED
setup, we compute the master equation evolution,
ρ˙ =−i[Ht,ρ]+κL(a)ρ+
2
∑
i=1
(
ΓφL(σ zi )ρ+Γ−L(σ
−
i )ρ
)
, (28)
where we define the Lindblad operators L(Aˆ)ρ = (2AˆρAˆ†− Aˆ†Aˆρ −ρAˆ†Aˆ)/2. We
consider a damping rate for the cavity of κ = 2pi×10 kHz, and a decoherence and
decay rate for a single transmon qubit of Γφ = Γ− = 2pi × 20 kHz. We compute
a numerical simulation for the XYZ dynamics for two transmon qubits, following
the scheme as in Fig. 8a, using for the XY exchange gate steps the outcome of
the evolution obtained from Eq. (28), and perfect single-qubit gates. We plot our
result in Fig. 10. The dynamics for the density operator ρ , encoding the evolution of
the two transmon qubits, is contrasted to the ideal quantum dynamics |Ψ〉I , evolving
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Fig. 10 Evolution of the emulated Heisenberg Hamiltonian for two superconducting transmon
qubits, initialized in state 1/
√
5(|↑〉+ 2 |↓〉)⊗ |↓〉. The fidelity F = Tr(ρ|ΨI〉〈ΨI |) represents the
performance of the protocol for the simulated phase θ . The ideal spin evolution 〈σ xi 〉 for both trans-
mon qubits is depicted versus average values 〈σ xi 〉ρ which are given through the qubit Hamiltonian
Ht . Reprinted with permission from [104], Copyright (2014) American Physical Society.
with the Hamiltonian in Eq. (23), where J = g201ω1/(ω
2
1−ω2r )≈ 2pi×6 MHz. It can
be appreciated that the simulation fidelities F = Tr(ρ|ΨI〉〈ΨI |) obtained are good
for nontrivial evolutions. We point out that the application of the XYZ Hamiltonian
on an initial state, corresponding to an eigenstate of the ZZ operator, would be just
equivalent to the one of the XY exchange dynamics. To show characteristic behavior
of the XYZ interaction, we considered an initial state which does not have this
feature. One can as well appreciate the standard short-time fidelity fluctuations due
to the spurious terms of the dispersive exchange Hamiltonian. Making use of a larger
detuning of the qubits from the cavity, the contribution of the non-dispersive part of
the interaction can be reduced, increasing the total protocol fidelity.
Summarizing, we have proposed a digital quantum simulation of spin systems
with circuit QED platforms. We have analyzed a prototypical model: the Heisenberg
interaction. Moreover, we have studied the feasibility of the protocol with current
technology of transmon qubits coupled to microwave cavities. These protocols may
be generalized to many-body spin systems, paving the way towards universal digital
quantum simulation of spin models with superconducting circuits.
5.2 Digital Quantum Simulations of Quantum Field Theories with
Superconducting Circuits
Our current knowledge of the most fundamental processes in the physical world is
based on the framework of interacting quantum field theories [108]. In this con-
text, models involving the coupling of fermions and bosons play a prominent role.
In these systems, it is possible to analyze fermion-fermion scattering mediated by
bosons, fermionic self-interactions, and bosonic polarization. In this section, we
will study [105] a quantum field theory model with the following assumptions: (i)
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1+1 dimensions, (ii) scalar fermions and bosons, and described by the Hamiltonian
(h¯ = c = 1)
H =
∫
d p ωp(b†pbp+d
†
pdp)+
∫
dk ωka†kak +
∫
dx ψ†(x)ψ(x)A(x). (29)
Here, A(x) = i
∫
dk λk
√
ωk/4pi(a†ke
−ikx− akeikx) is a bosonic operator, with cou-
pling constants λk, and ψ(x) is a fermionic field, b†p(bp) and d†p(dp) are its cor-
responding fermionic and antifermionic creation(annihilation) mode operators for
frequency ωp, while a†k(ak) is the creation(annihilation) bosonic mode operator as-
sociated with the frequency ωk. We propose a protocol for the scalable and efficient
digital-analog quantum simulation of interacting fermions and bosons, based on Eq.
(29), making use of the state-of-the-art circuit QED platforms. In this fast-evolving
quantum technology, one has the possibility of a strong coupling of artificial atoms
with a one-dimensional bosonic continuum.
In order to map the proposed model to the circuit QED setup, we consider
a further assumption in Eq. (29): (iii) one fermionic and one antifermionic field
modes [109] that interact via a bosonic continuum. Accordingly, the interaction
Hamiltonian is given by
Hint = i
∫
dxdkλk
√
ωk
2
(
|Λ1(p f ,x, t)|2b†inbin+Λ ∗1 (p f ,x, t)Λ2(p f¯ ,x, t)b†ind†in (30)
+Λ ∗2 (p f¯ ,x, t)Λ1(p f ,x, t)dinbin+ |Λ2(p f¯ ,x, t)|2dind†in
)(
a†ke
−ikx−akeikx
)
.
The fermionic and antifermionic creation and annihilation operators obey anticom-
mutation relations {bin,b†in} = {din,d†in} = 1, and the bosonic creation and annihi-
lation operators satisfy commutation relations [ak,a
†
k′ ] = δ (k− k′). Here, we have
spanned the field ψ(x) in terms of two comoving anticommuting modes as a first
order approximation, neglecting the remaining anticommuting modes. These are
given by the expressions,
b†in =
∫
d p Ω f (p f , p)b†pe
−iωpt (31)
d†in =
∫
d p Ω f¯ (p f¯ , p)d
†
pe
−iωpt , (32)
where Ω f , f¯ (p f , f¯ , p) are the fermion and antifermion wavepacket envelopes with
average momenta p f and p f¯ , respectively.
Thus, the fermionic field reads
ψ(x)'Λ1(p f ,x, t)bin+Λ2(p f¯ ,x, t)d†in, (33)
where the coefficients can be computed by considering the anticommutators {ψ(x),b†in}
and {ψ(x),din} as follows
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Fig. 11 a) Scheme of our protocol for emulating fermion-fermion scattering in QFTs. An open
line supporting a bosonic continuum is coupled to three superconducting transmon qubits. A sec-
ond, one-dimensional stripline waveguide, forming a cavity, contains a single bosonic mode of the
microwave field and couples with two superconducting transmon qubits. Each of the qubits can
be locally addressed through external flux drivings generating fluxes Φ jext and Φ¯
j
ext to adjust the
coupling and its associated frequencies. b) Sequential protocol of multiple and single qubit gates,
in a single digital step, acting on transmon qubits to produce two-qubit gates interacting with the
continuum. Reprinted with permission from [105], Copyright (2015) American Physical Society.
Λ1(p f ,x, t) = {ψ(x),b†in}=
1√
2pi
∫ d p√
2ωp
Ω(p f , p)ei(px−ωpt), (34)
Λ2(p f¯ ,x, t) = {ψ(x),din}=
1√
2pi
∫ d p√
2ωp
Ω(p f¯ , p)e
−i(px−ωpt), (35)
where we have considered ψ(x) in the Schrödinger picture.
With this proposal, we think that emulating the physics of a discrete number of
fermionic field modes coupled to a continuum of bosonic field modes will signifi-
cantly enhance the quantum simulations of full-fledged quantum field theories.
We now use the Jordan-Wigner transformation [110, 111] that maps fermionic
mode operators onto tensor products of spin operators: b†l = ∏
l−1
r=1σ
−
l σ
z
r , and
d†m = ∏
m−1
r=1 σ
−
m σ zr , where l = 1,2, ...,N/2, m = N/2 + 1, ...,N, with N the to-
tal number of fermionic and antifermionic modes. Thus, Hamiltonian (30) is re-
duced to just three different kinds of couplings: single and two-qubit gates in-
teracting with the bosonic continuum H1 = iσ j
∫
dxdk gk(a
†
ke
−ikx− akeikx), H2 =
i(σ j ⊗ σ`)
∫
dxdk gk(a
†
ke
−ikx − akeikx), with σq = {σx,σy,σz} for q = 1,2,3, and
couplings that involve only bosonic field modes, H3 = i
∫
dxdk gk(a
†
ke
−ikx−akeikx).
Therefore, the quantum simulator should produce a way of generating multiqubit
entangling gates and coupling qubit operators to a bosonic continuum through a
digital-analog method [109].
Circuit QED platforms consisting of the coupling between coplanar waveguides
(CPW) and transmon qubits [112, 113, 114] are an appropriate setup to implement
our digital-analog simulator model. We depict in Fig. 11a a scheme of our setup,
which is based on a microwave transmission line supporting a continuum of elec-
tromagnetic field modes (open line) that interacts with three qubits in the trans-
mon regime. Moreover, we consider a microwave stripline resonator with a single
bosonic mode coupled only with two of the qubits. We point out that two supercon-
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ducting transmon qubits may interact at the same time with both CPWs, while the
ancilla transmon qubit will interact only with the open transmission line.
In our proposal [105], we take into account tunable couplings among each trans-
mon qubit and the CPWs, as well as tunable transmon qubit energies via applied
magnetic fluxes. More specifically, our method for emulating fermion-fermion scat-
tering will be based on the capacity to turn on/off each CPW-qubit coupling with
tunable parameters. The latter may be performed by using controlable coupling su-
perconducting qubits, [112, 113] and typical techniques of band-pass filter [115] to
apply in the open line, in the sense that just a finite bandwidth of bosonic field modes
plays a role in the evolution. In this respect, to decouple a superconducting qubit
from the open transmission line may be achieved by shifting the qubit frequency
outside of the permitted bandwidth. Moreover, our proposal may be extrapolated to
many fermionic field modes by considering more superconducting transmon qubits,
as shown in Fig. 12.
In our proposal, the transmon qubit-continuum and the transmon qubit-resonator
couplings are expressed through the interaction Hamiltonian
Hint = i
3
∑
j=1
σ yj
∫
dk β (Φ jext,Φ¯
j
ext)gk(a
†
ke
−ikx j −akeikx j)
+ i
2
∑
j=1
α(Φ jext,Φ¯
j
ext)g jσ
y
j (b
†−b), (36)
where a†k(ak) and ωk are the creation(annihilation) operator and the free energy as-
sociated with the kth continuum field mode, respectively. In addition, b†(b) denotes
the creation(annihilation) bosonic operator in the microwave cavity, and σ y is the
corresponding Pauli operator. The couplings gk and g j are a function of specific
properties of the CPW as for example the photon frequencies and its impedance.
Moreover, x j denotes the jth transmon qubit position, and the function β (α) can be
changed over the interval [0,βmax]([0,αmax]) via applied magnetic fluxes Φ jext and
Φ¯ jext, which are externally driven on the jth superconducting qubit. We point out
that these external magnetic fluxes allow as well to modify the qubit frequency.
We show now how the interaction Hamiltonian (36) can emulate the evolu-
tion associated with Hamiltonian (30). We plot in Fig. 11b the quantum gates
needed for emulating two-qubit operations interacting with the continuum in a sin-
gle digital step [9, 109] to be performed by our digital-analog emulator. In this
proposal, making use of a superconducting circuit framework, each unitary oper-
ator will be associated with the dynamics under the Hamiltonian (36) for corre-
sponding external fluxes Φ jext and Φ¯
j
ext. More concretely, the operators acting on
the first two superconducting transmon qubits are, sequentially applied, a Mølmer-
Sørensen [116] operator UMS(pi/2,0) performed through the cavity [117], a local
rotation UC = exp[−φσ y1
∫
dk gk(a
†
ke
−ikx−akeikx)] that produces an interaction be-
tween the spin matrices and the bosonic field continuum, and the inverse Mølmer-
Sørensen operator UMS(−pi/2,0). The combination of the three gates will produce
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Fig. 12 a) Schematic representation for the realization of N fermionic field modes interacting with
a bosonic continuum. Each fermionic field mode is mapped onto a nonlocal spin operator imple-
mented among N superconducting transmon qubits. b) Feynman diagrams related to the quantum
simulation of two fermionic field modes interacting with a bosonic continuum in a circuit QED
setup, as described in the text. Reprinted with permission from [105], Copyright (2015) American
Physical Society.
the corresponding two-qubit gate coupled with the continuum of bosonic modes,
H2 = i(σ j⊗σ`)
∫
dk gk(a
†
ke
−ikx−akeikx).
The Uc operator will be employed independently on each superconducting trans-
mon qubit to produce the corresponding single-qubit gates interacting with the
bosonic continuum. Moreover, the auxiliary transmon qubit permits to produce the
operators involving only the bosonic field modes by using a gate,
UA = exp[−φσ zA
∫
dkgk(a
†
ke
−ikx−akeikx)], (37)
where σ zA is the corresponding Pauli operator. The necessary operator is achieved
by initializing the auxiliary qubit in an eigenstate of σ zA. An equivalent sequence of
operators can be applied on more superconducting qubits for scaling the model in
order to emulate couplings involving many fermionic field modes.
The path for scaling this proposal to many fermionic field modes is to take into
account more superconducting transmon qubits interacting both with the resonator
and with the open line, as we plot in Fig. 12. When one considers N superconducting
qubits, N fermionic field modes can be emulated. Therefore, our protocol can realize
a large number of fermionic field modes coupled to the bosonic field continuum.
This proposal will represent a significant step forward towards an advanced quantum
simulation of full-fledged quantum field theories in controllable superconducting
qubit setups.
Making use of the proposed method, one can extract information of relevant fea-
tures of quantum field theories, as for example pair creation and annihilation of
fermions as well as self-interaction, mediated via a bosonic field continuum. This
quantum simulation is based on unitary gates related to Hamiltonian (30). In this
respect, as opposed to standard perturbative techniques in quantum field theories,
the realization of our proposal will be associated with an infinite number of Feyn-
man diagrams and a finite number of fermionic field modes. Accordingly, this path
towards full-fledged QFTs is at variance from standard techniques, because it needs
the addition of more fermionic field modes instead of more perturbative Feynman
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diagrams. On the other hand, the fact that we consider a continuum of bosonic field
modes in circuit QED makes our protocol nearer to the targeted theory.
To conclude, we have introduced a method for a digital-analog quantum emula-
tion of fermion-fermion scattering and quantum field theories with circuit QED.
This quantum platform benefits from strong coupling between superconducting
transmon qubits with a microwave cavity and a continuum of bosonic field modes.
Our method is a significant step forward towards efficient quantum simulations of
quantum field theories in perturbative and nonperturbative scenarios.
6 Conclusion
We have presented the topic of analog and digital quantum simulations in the light
of circuit QED technologies. In particular, we have discussed the basic concepts
of circuit network theory and their applications to electric circuits operating at the
quantum degeneracy regime imposed by the superconducting state.
We have shown how circuit QED with a transmon or a flux qubit represents a
building block for circuit QED lattices aiming at simulating Hamiltonians of con-
densed matter physics such us the Bose-Hubbard model, the Jaynes-Cummings-
Hubbard model, models with nearest-neighbor Kerr nonlinearities that exhibit Bose-
Hubbard features, the bosonic Kagome lattice, and the Rabi-Hubbard model. The
latter has interesting predictions provided by the counter-rotating terms that appear
in the system Hamiltonian.
Regarding the digital approach of quantum simulations, we have presented two
recent developments, i.e., the simulation of spin systems, and the digital/analog sim-
ulation of quantum field theories exemplified by the fermion-fermion scattering me-
diated by a continuum of bosonic modes. These theoretical efforts are based on
the state-of-the-art in circuit QED with transmon qubits, and may pave the way for
experimental developments in the near future.
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