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Exciton insulator states for particle-hole pair in ZnO/(Zn,Mg)O quantum wells and
for Dirac cone.
Lyubov E. Lokot
Institute of Semiconductor Physics, NAS of Ukraine, 41,
Nauky Ave., Kyiv 03028, Ukraine, e-mail: llokot@gmail.com
In this paper a theoretical studies of the space separation of electron and hole wave functions
in the quantum well ZnO/Mg
0.27
Zn0.73O are presented. For this aim the self-consistent solution
of the Schro¨dinger equations for electrons and holes and the Poisson equations at the presence of
spatially varying quantum well potential due to the piezoelectric effect and local exchange-correlation
potential is found. The one-dimensional Poisson equation contains the Hartree potential which
includes the one-dimensional charge density for electrons and holes along the polarization field
distribution. The three-dimensional Poisson equation contains besides the one-dimensional charge
density for electrons and holes the exchange-correlation potential which is built on convolutions of
a plane-wave part of wave functions in addition. In ZnO/(Zn,Mg)O quantum well the electron-hole
pairing leads to the exciton insulator states. An exciton insulator states with a gap 3.4 eV are
predicted. If the electron and hole are separated, their energy is higher on 0.2 meV than if they are
paired. The particle-hole pairing leads to the Cooper instability. In the paper a theoretical study
the both the quantized energies of excitonic states and their wave functions in graphene is presented.
An integral two-dimensional Schro¨dinger equation of the electron-hole pairing for a particles with
electron-hole symmetry of reflection is exactly solved. The solutions of Schro¨dinger equation in
momentum space in graphene by projection the two-dimensional space of momentum on the three-
dimensional sphere are found exactly. We analytically solve an integral two-dimensional Schro¨dinger
equation of the electron-hole pairing for particles with electron-hole symmetry of reflection. In single-
layer graphene (SLG) the electron-hole pairing leads to the exciton insulator states. Quantized
spectral series and light absorption rates of the excitonic states which distribute in valence cone are
found exactly. If the electron and hole are separated, their energy is higher than if they are paired.
The particle-hole symmetry of Dirac equation of layered materials allows perfect pairing between
electron Fermi sphere and hole Fermi sphere in the valence cone and conduction cone and hence
driving the Cooper instability.
PACS number(s): 73.21.Fg, 77.22.Ej, 78.20.H-, 78.66.Hf, 81.05.ue, 81.05.U-, 71.30.+h, 71.10.-w.
I. INTRODUCTION
The zinc oxides present a new state of matter where the
electron-hole pairing leads to the exciton insulator states
[1]. The Coulomb interaction leads to the electron-hole
bound states scrutiny study of which acquire significant
attention in the explanations of high-temperature super-
conductivity.
There has been widely studied in the blue, ultravio-
let spectral ranges lasers based on direct wide-bandgap
hexagonal wu¨rtzite crystal material systems such as ZnO
[2–7]. Significant success has been obtained in growth
ZnO quantum wells with (ZnMg)O barriers by scruti-
nized methods of growth [8, 9]. The carrier relaxation
from (ZnMg)O barrier layers into a ZnO quantum well
through time-resolved photoluminescense spectroscopy is
studied in the paper [10]. The time of filling of particles
for the single ZnO quantum well is found to be 3 ps [10].
In the paper we present a theoretical investigation of
the intricate interaction of the electron-hole plasma with
a polarization-induced electric fields. The confinement
of wave functions has a strong influence on the opti-
cal properties which is observed with a dependence from
the intrinsic electric field which is calculated to be 0.37
MV/cm [11], causing to the quantum-confined Stark
effect (QCSE). In this paper we present the results of
theoretical studies of the space separation of electron
and hole wave functions by self-consistent solution of the
Schro¨dinger equations for electrons and holes and the
Poisson equations at the presence of spatially varying
quantum well potential due to the piezoelectric effect and
the local exchange-correlation potential.
In addition large electron and hole effective masses,
large carrier densities in quantum well ZnO are of cause
for population inversions. These features are comparable
to GaN based systems [12, 33].
A variational simulation in effective-mass approxima-
tion is used for the conduction band dispersion and for
quantization of holes a Schro¨dinger equation is solved
with wu¨rtzite hexagonal effective Hamiltonian [14] in-
cluding deformation potentials [15]. Keeping in mind
the above mentioned equations and the potential energies
which have been included in this problem from Poisson’s
equations we have obtained completely self-consistent
band structures and wave functions.
We consider the pairing between oppositely charged
particles with complex dispersion. If the exciton Bohr
radius is grater than the localization range particle-hole
pair, the excitons may be spontaneously created.
If the Hartree-Fock band gap energy is greater than
the exciton energy in ZnO/(Zn,Mg)O quantum wells then
excitons may be spontaneously created. It is known in
narrow-gap semiconductor or semimetal at sufficiently
2low temperature the insulator ground state is instable
with respect to the exciton formation [1, 16], leading to
a spontaneously creating of excitons [17]. In a system
undergo a phase transition into a exciton insulator phase
similarly to Bardeen-Cooper-Schrieffer (BCS) supercon-
ductor.
An exciton insulator states with a gap 3.4 eV are pre-
dicted. The particle-hole pairing leads to the Cooper
instability.
II. THEORETICAL STUDY
A. Effective Hamiltonian
It is known [14, 18] that the valence-band spectrum of hexagonal wu¨rtzite crystal at the Γ point originates from
the sixfold degenerate Γ15 state. Under the action of the hexagonal crystal field in wu¨rtzite crystals, Γ15 splits and
leads to the formation of two levels: Γ1, Γ5. The wave functions of the valence band transform according to the
representation Γ1 + Γ5 of the point group C6v, while the wave function of the conduction band transforms according
to the representation Γ1.
C6v E C2 2C3 2C6 3σv 3σ
′
v
Γ1 + Γ5 3 -1 0 2 1 1
g2 E E C3 C3 E E
χ2ψ(g) 9 1 0 4 1 1
χψ(g
2) 3 3 0 0 3 3
1
2 [χ
2
ψ(g) + χψ(g
2)] 6 2 0 2 2 2 2Γ1 + Γ5 + Γ6
1
2{χ2ψ(g)− χψ(g2)} 3 -1 0 2 -1 -1 Γ2 + Γ5
An irreducible presentations for orbital angular mo-
mentum j may be built from formula
χj(ϕ) =
sin (j + 12 )ϕ
sin ϕ2
. (1)
For the vector representational j = 1
χv(ϕ) =
sin 3ϕ2
sin ϕ2
= 1 + 2 cosϕ. (2)
C6v E C2 2C3 2C6 3σv 3σ
′
v
χv 3 −1 0 2 1 1 Γ1 + Γ5
1
2 [χ
2
v(g) + χv(g
2)] 6 2 0 2 2 2 2Γ1 + Γ5 + Γ6
1
2{χ2v(g)− χv(g2)} 3 -1 0 2 -1 -1 Γ2 + Γ5
The direct production of two irreducible presentations
of wave function and wave vector of difference κ− Γ ex-
pansion with taken into account time inversion can be
expanded on
pα : τv × τψ = (Γ1 + Γ5)× (Γ2 + Γ5) =
= Γ5 × Γ5,
(3)
for the square of wave vector
[pαpβ ] : τv2 × τψ = (2Γ1 + Γ5 + Γ6)× (2Γ1 + Γ5 + Γ6) =
= 4Γ1 × Γ1 + Γ5 × Γ5 + Γ6 × Γ6.
(4)
In the low-energy limit the Hamiltonian of wu¨rtzite
Hˆ0 = I(∆1 +∆2)+
+∆1J
2
z +∆2Jzσz +
√
2∆3(J+σ− + J−σ+),
(5)
Hˆk = A1k
2
z +A2k
2
t + (A3k
2
z +A4k
2
t )J
2
z+
+A5kz(2[JzJ+]k− + 2[JzJ−]k+)+
+A6(J
2
+k
2
− + J
2
−k
2
+) + iA7(J+k− − J−k+),
(6)
Hˆε = D1εzz +D2ε
2
⊥ + (D3εzz +D4ε⊥)J
2
z+
+D5(2[JzJ+]ε−z + 2[JzJ−]ε+z)+
+D6(J
2
+ε− + J
2
−ε+).
(7)
In the basis of spherical wave functions with the orbital
angular momentum l = 1 and the eigenvalue ml of its z
component:
3|1, ςv〉 = 1√2 (Y 11 ψ(1/2)e−3iϕ/2e−3iπ/4 ± Y
−1
1 ψ(−1/2)e3iϕ/2e3iπ/4)
|2, ςv〉 = 1√2 (± Y 11 ψ(−1/2)e−iϕ/2e−iπ/4 + Y
−1
1 ψ(1/2)e
iϕ/2eiπ/4)
|3, ςv〉 = 1√2 (± Y 01 ψ(1/2)e−iϕ/2e−iπ/4 + Y 01 ψ(−1/2)eiϕ/2eiπ/4)
, (8)
the Hamiltonian may be transformed to the diagonal
form indicating two spin degeneracy [21]:
H± =
∥∥∥∥∥∥∥
F Kt ∓ iHt
Kt G ∆∓ iHt
± iHt ∆± iHt λ
∥∥∥∥∥∥∥
|1, ςv〉
|2, ςv〉
|3, ςv〉
, (9)
where F = ∆1 + ∆2 + λ + θ, G = ∆1 − ∆2 + λ + θ,
λ = λk + λǫ, θ = θk + θǫ, λk =
~
2
2m0
(A1k
2
z + A2k
2
t ),
λǫ = D1ǫzz + D2(ǫxx + ǫyy), θk =
~
2
2m0
(A3k
2
z + A4k
2
t ),
θǫ = D3ǫzz + D4(ǫxx + ǫyy), Kt =
~
2
2m0
(A5k
2
t ), Ht =
~
2
2m0
(A6ktkz), ∆ =
√
2∆3, k
2
t = k
2
x + k
2
y.
From Kane model one can define the band-edge pa-
rameters such as the crystal-field splitting energy ∆cr,
the spin-orbit splitting energy ∆so and the momentum-
matrix elements for the longitudinal (e ‖ z) z-
polarization and the transverse (e ⊥ z) polarization :
Pz ≡ 〈S|pˆz|Z〉, P⊥ ≡ 〈S|pˆx|X〉 ≡ 〈S|pˆy|Y 〉. Here we
use the effective-mass parameters, energy splitting pa-
rameters, deformation potential parameters as in papers
[15, 19, 20].
We consider a quantum well of width w in ZnO under
biaxial strain, which is oriented perpendicularly to the
growth direction (0001) and localized in the spatial region
−w/2 < z < w/2. In the ZnO/MgZnO quantum well
structure, there is a strain-induced electric field. This
piezoelectric field, which is perpendicular to the quan-
tum well plane (i.e., in z direction) may be appreciable
because of the large piezoelectric constants in wu¨rtzite
structures.
The transverse components of the biaxial strain are
proportional to the difference between the lattice con-
stants of materials of the well and the barrier and depend
on the Mg content x: ǫxx = ǫyy =
aMgxZn1−xO−aZnO
aZnO
,
aMgxZn1−xO = aZnO+x (aMgO−aZnO), aZnO = 0.32496
nm, aMgO = 0.4216 nm [20]. The longitudinal compo-
nent of a deformation is expressed through elastic con-
stants and the transverse component of a deformation:
ǫzz = −2C13C33 ǫxx.
The physical parameters for ZnO are as follows. We
take the effective-mass parameters [19]: A1 = −2.743,
A2 = −0.393, A3 = 2.377, A4 = −2.069, A5 = −2.051,
A6 = −2.099, mz,⊥e = 0.329m0, where m0 is the electron
rest mass in the vacuum, the parameters for deformation
potential [15]: D1 = −3800 meV, D2 = −3800 meV,
D3 = −800 meV, D4 = 1400 meV, Dcz := −6860 meV,
Dc⊥ := −6260 meV, and the energy parameters at 300
K [19, 20]: Eg = 3400 meV, ∆1 = ∆cr = 36.3 meV,
∆2/3 = 0.63 meV, ∆3/3 = 2.47 meV, ∆2 = ∆3 = ∆so
the elastic constant [20]: C13 = 90 GPa and C33 = 196
GPa, the permittivity of the host materials κ = 7.8.
B. ZnO/(Zn,Mg)O quantum well
We take the following wave functions written as vectors
in the three-dimensional Bloch space:
|ν ςv kt〉 =
∥∥∥∥∥∥∥
∑m
i=1Ψ
(1)
kt
[i, ν]ψi(Z)∑m
i=1Ψ
(2)
kt
[i, ν]ψi(Z)∑m
i=1Ψ
(3)
kt
[i, ν]ψi(Z)
∥∥∥∥∥∥∥
|1, ςv〉
|2, ςv〉
|3, ςv〉
. (10)
The Bloch vector of ν-type hole with spin ςv =
± 1/2 and momentum kt is specified by its three co-
ordinates [Ψ
(1)
kt
[m, ν], Ψ
(2)
kt
[m, ν], Ψ
(3)
kt
[m, ν]] in the basis
[|1, ςv〉, |2, ςv〉, |3, ςv〉] [21], known as spherical harmonics
with the orbital angular momentum l = 1 and the eigen-
value ml its z component. The envelope Z-dependent
part of the quantum well eigenfunctions can be specified
from the boundary conditions ψm(Z = 0) = ψm(Z =
1) = 0 of the infinite quantum well as
ψm(Z) =
√
2
w
sin (πmZ), (11)
where Z = ( zw +
1
2 ), m is a natural number. Thus the
hole wave function can be written as
Ψν ςv kt(r) =
ei kt ρt√
A
|ν ςv kt〉. (12)
The valence subband structure Eςvν (kt) can be deter-
mined by solving equations system:
∑3
j=1(H
ςv
ij (kz = −i ∂∂z ) + V (z) + δijEςvν (kt))×
×φ(j)ςvν (z, kt) = 0,
(13)
where φ
(j)ςv
ν (z, kt) =
∑m
n=1Ψ
(j)
kt
[n, ν]ψn(z), i = 1, 2, 3.
The wave function of electron of first energy level with
accounts QCSE [22]:
Ψ(r) =
1√
A
eiktρΨ(Z, ξ)|S〉|ςc〉, (14)
where
4Ψ(Z, ξ) =


ψ1(Z, ξ) = C1e
(κ0−ξ)(wZ), Z ∈ (−∞..0)
ψ(Z, ξ) = C sin (k0w (Z − 12 ) + δ0)e−ξ w (Z−
1
2 ), Z ∈ [0..1]
ψ2(Z, ξ) = C2e
−(κ0+ξ)w(Z−1), Z ∈ (1..∞).
, (15)
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FIG. 1: (Color online) For the quantum well
ZnO/Mg
0.27
Zn0.73O with a width 6 nm, at a carriers
concentration 4 ∗ 1012 cm−2, (a) conduction band energy; (b)
valence band energy.
|S〉 = Y 00 , ςc = ± 1/2.
From bond conditions [22, 23] ψ1(Z, ξ)|Z=0 =
ψ(Z, ξ)|Z=0, ψ2(Z, ξ)|Z=1 = ψ(Z, ξ)|Z=1, ψ
′
1(Z,ξ)
ψ1(Z,ξ)
|Z=0 =
ψ′(Z,ξ)
ψ(Z,ξ) |Z=0,
ψ′2(Z,ξ)
ψ2(Z,ξ)
|Z=1 = ψ
′(Z,ξ)
ψ(Z,ξ) |Z=1, one can find
C1 = C sin (−k0w2 + δ0)eξ
w
2 , C2 = C sin (
k0w
2 + δ0)e
−ξw2 ,
κ0 = k0(
1−cos k0w
sin k0w
), δ0 =
k0w
2 + arctan
κ0
k0
, where A is
the area of the quantum well in the xy plane, ρ is the
two-dimensional vector in the xy plane, kt = (kx, ky) is
in-plane wave vector. The constant multiplier C is found
from normalization condition:∫ ∞
−∞
|Ψ(Z, ξ)|2wdZ = 1. (16)
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FIG. 2: (Color online) Absorption coefficient for the quantum
well ZnO/Mg
0.27
Zn0.73O with a width 6 nm, at a carriers
concentration 4 ∗ 1012 cm−2, at a temperature 310 K.
One can find the functional, which is built in the form:
J(ξ) =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 , (17)
where
H = Hc + V (z), (18)
where Hc is a conduction band kinetic energy including
deformation potential:
Hc = Eg +∆1 +∆2 +
~
2
2m⊥e
k2t − ~
2
2mze
∂2
∂ z2+
+Dczǫzz +Dc⊥(ǫxx + ǫyy).
(19)
The potential energies V (z) can look for as follows:
V (z) = eΦH(z) + δ Uc,v(z) + Φxc(z), (20)
where ΦH(z) is the solution of one-dimensional Pois-
son’s equation with the strain-induced electric field in
the quantum well, δ Uc,v(z) are the conduction and va-
lence bandedge discontinuities which can be represented
in the form [24]:
δ Uc(z) =


U0 − eEw( zw + 1), z ∈ (−∞..− w/2)
eEz, z ∈ [−w/2..w/2]
U0 − eEw( zw − 1), z ∈ (w/2..∞).
(21)
Φxc(z) is exchange-correlation potential energy which is
found from the solution of three-dimensional Poisson’s
5equation, using both an expression by Gunnarsson and
Lundquist [25], and following criterions. At carrier den-
sities 4 ∗ 1012 cm−2, the criterion kF >
√
n/4 at a tem-
perature T=0 K as 1 > 0.1 has been carried. kF is
Fermi wave vector. The criterion does not depend from
a width of well. The ratio of Coulomb potential energy
to the Fermi energy is rs = EC/EF = 0.63 < 1. The
problem consists of the one-dimensional Poisson’s equa-
tion solving of which may be found Hartree potential
energy and three-dimensional Poisson’s equation which
is separated on one-dimensional and two-dimensional
equations by separated of variables using a criterion
[Ψα,ν,n(kF , z) sinkFρ] << 1, where α = e, h. The three-
dimensional Poisson’s equation includes local exchange-
correlation potential:
d2Φe,h
dz2
+∆ρΦe,h =
4π
κ
(ρHe,h(z; g)+ ρ
xc
e,h(r, r
′)), (22)
d2ΦHe,h
dz2
=
4π
κ
ρHe,h(z; g), (23)
∆ρΦ
xc
e,h =
4π
κ
ρxce,h(r, r
′), (24)
where
ρHe,h(z; g) = ∓ e
∑
ν,n,kt
|Ψe,h,ν,n(kt, z)|2fn,ν(kt; g), (25)
fn,ν(kt; g) =
1
e
(ǫn,ν,kt
+
g
2
∑
i6= j
1
|ri−rj |
−µ)/kT
+1
=
= 1
(e1(1+rs+r2s+...))
(ǫn,ν,kt
−µ)/kT
+1
.
(26)
The solution of equations system (13), (17), (22) as
well as (13), (17), (23) does not depend from a tempera-
ture.
Solving one-dimensional Poisson’s equation (23) one
can find screening polarization field and Hartree poten-
tial energy by substituting her in the Schro¨dinger equa-
tions. From Schro¨dinger equations wave functions and
bandstructure are found. The conclusive determination
of screening polarization field is determined by iterating
Eqs. (13), (17), (22) until the solutions of conduction and
valence band energies and wave functions are converged:
ΦH(z) = ΦHh (z) + Φ
H
e (z), (27)
eΦHh (z) =
2e2
κ
∑
ν,m,l,i gν
∫
ktdkt〈 vi, ςv|Ψikt [ν,m]Ψikt [ν, l]|ςv, vi〉 fν,p(kt)×
×
{
w(
cos π ( zw+
1
2 )(l+m)
π2(l+m)2 −
cosπ ( zw+
1
2 )(m−l)
π2(m−l)2 ),m 6= l
w(
( zw+
1
2 )
2
2 +
1
4
cos 2πm( zw+
1
2 )
π2m2 ),m = l,
(28)
eΦHe (z) = − 2e
2
κ g1
∫
ktdktC
2f1n(kt)×
×


1−cos (−k0w+2δ0)
2 e
ξ w e
2(κ0−ξ)(z+
w
2
)
4(κ0−ξ)2 , z ∈ (−∞..− w/2)
e−2ξ z
8ξ2 − 2 cos 2(k0z+δ0)e
−2ξ z
(4ξ2+4k20)
2 (ξ
2 − k20) + sin 2(k0z+δ0)e
−2ξ z
4(ξ2+k20)
2 k0ξ, z ∈ [−w/2..w/2]
1−cos (k0w+2δ0)
2 e
−ξ w e−2(κ0+ξ)(z−w2 )
4(κ0+ξ)2
, z ∈ (w/2..∞),
(29)
where Z = zw +
1
2 , gν and g1 correspond to the degenera-
tion of the ν hole band and the first quantized conduction
band, respectively, e is the value of electron charge, κ is
the permittivity of a host material, and fν,p(kt), f1n(kt)
are the Fermi-Dirac distributions for holes and electrons.
Exchange-correlation charge density may be deter-
mined as:
ρxce,h(r, r
′) =
=
∑∞
l=0
∑l
m=−l |Ψα,ν,n(kt, z)|2ρlm(ρ− ρ′)Ylm( ρ−ρ
′
|ρ−ρ′| ),
(30)
using the expansion of plane wave∑∞
l=0
∑l
m=−l ρlm(ρ)Ylm(
ρ
|ρ| ) =
= eikt ρ = 4π
∑∞
l=0
∑l
m=−l i
ljl(ktρ)Y
∗
lm(
kt
kt
)Ylm(
ρ
|ρ| ).
(31)
At the condition [Ψα,ν,n(kF , z) sinkFρ] << 1, the so-
lution Eq. (24) may be found as follows
Φe,h(xc) =
∫ ∞
0
ρρ00(ρ)
1
ρ
d ρ. (32)
The solution the three-dimensional Poisson’s equation
may be presented in the form:
Φxce,h(z) = Φ
H
e,h(z)Φe,h(xc). (33)
6The complete potential which describes piezoelectric ef-
fects and local exchange-correlation potential in quantum
well one can find as follows
Φ(z) = ΦHh (z)+Φ
H
e (z)+Φ
H
h (z)Φh(xc)+Φ
H
e (z)Φe(xc).
(34)
C. Uncertainty Heisenberg principle
The excitons in semiconductors have been studied by
[30].
The Heisenberg equation for a microscopic dipole
pˆνeνhp = 〈 bˆ−paˆp〉 due to an electron-hole pair with the
electron (hole) momentum p (–p) and the subband num-
ber νe (νh) is written in the form:
∂ pˆνeνhp
∂ t
=
i
~
[Hˆ, pˆνeνhp ]. (35)
We assume a nondegenerate situation described by the
Hamiltonian Hˆ = Hˆ0+Vˆ +Hˆint, which is composed of the
kinetic energy of an electron ǫνee,p and the kinetic energy
of a hole ǫνhh,p in the electron-hole representation:
Hˆ0 =
∑
p
ǫνee,paˆ
+
p aˆp + ǫ
νh
h,pbˆ
+
−pbˆ−p, (36)
where p is the transversal quasimomentum of carriers in
the plane of the quantum well, aˆp, aˆ
+
p , bˆ−p, and bˆ
+
−p
are the annihilation and creation operators of an elec-
tron and a hole. The Coulomb interaction Hamiltonian
for particles in the electron-hole representation takes the
form:
Vˆ =
1
2
∑
p,k,q
V νeνeνeνeq aˆ
+
p+qaˆ
+
k−qaˆkaˆp+
+V νhνhνhνhq bˆ
+
p+qbˆ
+
k−qbˆkbˆp−
−2V νeνhνhνeq aˆ+p+qbˆ+k−qbˆkaˆp, (37)
where
V
νανβνβνα
q =
e2
κ
1
A
+w/2∫
−w/2
dz
+w/2∫
−w/2
dz′χνα(z)χνβ (z
′)
2π
q
×
× e−q|z−z′|χνβ (z′)χνα(z), (38)
is the Coulomb potential of the quantum well, κ is the
dielectric permittivity of a host material of the quantum
well, and A is the area of the quantum well in the xy
plane.
The Hamiltonian of the interaction of a dipole with an
electromagnetic field is described as follows:
Hˆint = − 1
A
∑
νe,νh,p
((µνeνhp )
⋆pˆνeνhp E
⋆eiω t+
+(µνeνhp )(pˆ
νeνh
p )
+Ee−iω t), (39)
where pˆνeνhp = 〈 bˆ−paˆp〉 is a microscopic dipole due to
an electron-hole pair with the electron (hole) momen-
tum p (–p) and the subband number νe (νh), µ
νeνh
k =∫
d3rUj′σ′ kepˆUjσ k, is the matrix element of the electric
dipole moment, which depends on the wave vector k and
the numbers of subbands, between which the direct in-
terband transitions occur, e is a unit vector of the vector
potential of an electromagnetic wave, pˆ is the momentum
operator. Subbands are described by the wave functions
Uj′σ′ k, Ujσ k, where j
′ is the number of a subband from
the conduction band, σ′ is the electron spin, j is the num-
ber of a subband from the valence band, and σ is the hole
spin. We consider one lowest conduction subband j′ = 1
and one highest valence subband j = 1. E and ω are the
electric field amplitude and frequency of an optical wave.
The polarization equation for the wurtzite quantum
well in the Hartree–Fock approximation with regard for
the wave functions for an electron and a hole written in
the form [27, 33], where the coefficients of the expan-
sion of the wave function of a hole in the basis of wave
functions (known as spherical functions) with the orbital
angular momentum l = 1 and the eigenvalue ml of its z
component, depend on the wave vector can look for as
follows:
dpˆ
νeνh
p
dt = −iωνeνhp pˆνeνhp − iΩνeνhp (−1 + nˆνep + nˆνhp ). (40)
The transition frequency ωνeνhp and the Rabi frequency
with regard for the wave function [27, 33] are described
as
ωνeνhp =
1
~
(ǫg0 + ǫ
νe
e,p + ǫ
νh
h,p), (41)
Ωνeνhp =
1
~
(µνeνhp Ee
−iω t+
∑
q
V νeνhνhνe{
| − p|
| − p− q|
})pˆνeνhp+q , (42)
where ǫνee,p , ǫ
νh
h,p - Hartree-Fock energies for electron and
holes,
V νeνhνhνe{
| − p|
| − p− q|
} = 1
2
e2
κ
1
2π
2π∫
0
dϕ
∑
α
gα
∫
dq×
×
∫
dzξ
∫
dzξ′χn1(zξ)χm1(zξ′)χm2(zξ′)χn2(zξ)×
× e−q|zξ−zξ′ |Cjp[n1, 1]V jp [m1, 1]CiQ1 [n2, 1]V iQ1 [m2, 1]
7n1 = m1 = n2 = m2 = 1,
Q1 = q+ p, (43)
where χn1(zξ) is the envelope of the wave functions of the
quantum well, V ip [m1, 1] and C
j
p[n1, 1] are coefficients of
the expansion of the wave functions of a hole and electron
at the envelope part, ϕ is the angle between the vectors
p and q, and gα is a degeneracy order of a level.
Numerically solving this integro-differential equation,
we can obtain the absorption coefficient of a plane wave
in the medium from the Maxwell equations:
α(ω) =
ω
κncE
ImP, (44)
where c the velocity of light in vacuum, n is a background
refractive index of the quantum well material,
P =
2
A
∑
νe,νh,p
(µνeνhp )
⋆pνeνhp e
iω t. (45)
The light absorption spectrum presented in the paper
in Fig. 2, reflects only the strict TE (x or y) light polar-
ization.
From Uncertainty Heisenberg principle:
∆x∆ p ≥ ~
2
, (46)
can be found the localization range particle-hole pair
∆x ≥ ~4mc .
Table 1. The localization range particle-hole pair ∆x
in cm, exciton binding energy Ry in meV, carriers con-
centration n = p in cm−2, Bohr radius aB in cm.
∆x Ry n=p aB
9.95 ∗ 10−10 2.16 4 ∗ 1012 4.26 ∗ 10−6
Hence the exciton Bohr radius is grater than the local-
ization range particle-hole pair, and the excitons may be
spontaneously created.
D. Results and discussions
We consider QCSE in strained wu¨rtzite
ZnO/Mg0.27Zn0.73O quantum well with width 6
nm, in which the barrier height is a constant value
for electrons and is equal to U0 = 536.22 meV. The
theoretical analysis of piezoelectric effects and exchange-
correlation effects is based on the self-consistent solution
of the Schro¨dinger equations for electrons and holes in
quantum well of width w with including Stark effect and
the Poisson equations. The one-dimensional Poisson
equation contains the Hartree potential which includes
the one-dimensional charge density for electrons and
holes along the polarization field distribution. The
three-dimensional Poisson equation contains besides the
one-dimensional charge density for electrons and holes
along the polarization field distribution the exchange-
correlation potential which is built on convolutions of a
plane-wave part of wave functions in addition.
We have calculated carriers population of the lowest
conduction band and the both heavy hole and light hole
valence band. Solving (13) for holes in the infinitely deep
quantum well and finding the minimum of functional (17)
for electrons in a quantum well with barriers of finite
height, we can find the energy and wave functions of
electrons and holes with respect to Hartree potential and
exchange-correlational potential in a piezoelectric field
at a carriers concentration n = p = 4 ∗ 1012 cm−2. The
screening field is determined by iterating Eqs. (13), (17),
(22) until the solution of energy spectrum is converged.
The Hartree-Fock dispersions of the valence bands and
the conduction band are presented in Fig. 1. The light
absorption spectrum presented in the paper in Fig. 2.
It is found that the localization range particle-hole pair
∆x ≥ ~4mc ∼ 9.95 ∗ 10−10 cm. Exciton binding energy
is equal Ry=2.16 meV at carriers concentration n = p =
4 ∗ 1012 cm−2. Bohr radius is equal aB = 4.26 ∗ 10−6 cm.
If the exciton Bohr is grater than the localization range
particle-hole pair, the excitons may be spontaneously cre-
ated.
We consider the pairing between oppositely charged
particles with complex dispersion. The Coulomb inter-
action leads to the electron-hole bound states scrutiny
study of which acquire significant attention in the ex-
planations of high-temperature superconductivity. If the
exciton Bohr radius is grater than the localization range
particle-hole pair, the excitons may be spontaneously cre-
ated.
It is found that E(Hartree−Fock band gap)−E(1s exciton) =
0.2 meV. If the electron and hole are separated, their en-
ergy is higher on 0.2 meV than if they are paired. Hence
it can be energetically favorable for them to be paired.
If the Hartree-Fock band gap energy is greater than the
exciton energy in ZnO/(Zn,Mg)O quantum wells then
excitons may be spontaneously created. It is known
in narrow-gap semiconductor or semimetal then at suf-
ficiently low temperature the insulator ground state is
instable with respect to the exciton formation [1, 16],
leading to a spontaneously creating of excitons. In a sys-
tem undergo a phase transition into a exciton insulator
phase similarly to Bardeen-Cooper-Schrieffer (BCS) su-
perconductor.
An exciton insulator states with a gap 3.4 eV are pre-
dicted. The particle-hole pairing leads to the Cooper
instability.
III. ELLIOTT FORMULA FOR
PARTICLE-HOLE PAIR OF DIRAC CONE.
The graphene [28–30] presents a new state of mat-
ter of layered materials. The energy bands for graphite
was found using ”tight-binding” approximation by P.R.
Wallace [31]. In the low-energy limit the single-particle
8spectrum is Dirac cone similarly to the light cone in rel-
ativistic physics, where the light velocity is substituted
by the Fermi velocity vF and describes by the massless
Dirac equation.
In the paper we present a theoretical investigation
of excitonic states as well as their wave functions in
graphene. An integral form of the two-dimensional
Schro¨dinger equation of Kepler problem in momentum
space is solved exactly by projection the two-dimensional
space of momentum on the three-dimensional sphere in
the paper [17].
The integral Schro¨dinger equation was analytically
solved by the projection the three-dimensional momen-
tum space onto the surface of a four-dimensional unit
sphere by Fock in 1935 [32].
We consider the pairing between oppositely charged
particles with complex dispersion. The Coulomb inter-
action leads to the electron-hole bound states scrutiny
study of which acquire significant attention in the expla-
nations of superconductivity.
If the exciton binding energy is greater than the flat
band gap in narrow-gap semiconductor or semimetal then
at sufficiently low temperature the insulator ground state
is instable with respect to the exciton formation [1, 16].
And excitons may be spontaneously created. In a system
undergo a phase transition into a exciton insulator phase
similarly to Bardeen-Cooper-Schrieffer (BCS) supercon-
ductor. In a single-layer graphene (SLG) the electron-
hole pairing leads to the exciton insulator states [33].
In the paper an integral two-dimensional Schro¨dinger
equation of the electron-hole pairing for particles with
complex dispersion is analytically solved. A complex dis-
persions lead to fundamental difference in exciton insu-
lator states and their wave functions.
We analytically solve an integral two-dimensional
Schro¨dinger equation of the electron-hole pairing for par-
ticles with electron-hole symmetry of reflection.
For graphene in vacuum the effective fine structure pa-
rameter αG =
e2
vF ~κ
√
π
= 1.23. For graphene in substrate
αG = 0.77, when the permittivity of graphene in sub-
strate is estimated to be κ = 1.6 [34]. It means the
prominent Coulomb effects [35].
It is known that the Coulomb interaction leads to
the semimetal-exciton insulator transition, where gap is
opened by electron-electron exchange interaction [1, 36–
38]. The perfect host combines a small gap and a large
exciton binding energy [1, 16].
In graphene the existing of bound pair states are still
subject matter of researches [39–43].
It is known [44] in the weak-coupling limit [45], exci-
ton condensation is a consequence of the Cooper instabil-
ity of materials with electron-hole symmetry of reflection
inside identical Fermi surface. The identical Fermi sur-
faces is a consequence of the particle-hole symmetry of
massless Dirac equation for Majorana fermions.
A. Quantized spectral series of the excitonic states of valence Dirac cone.
In the honeycomb lattice of graphene with two carbon atoms per unit cell the space group is D13h [46]:
D13h {E|0} {C(+,−)3 |0} {C′(A,B,C)2 |0} {σh|τ} {S(−,+)3 |τ} {σ(A,B,C)v |τ}
K+3 2 -1 0 2 -1 0
g2 {E|0} {C(+,−)3 |0} {E|0} {E|0} {S(−,+)3 |τ} {E|0}
χ2(g) 4 1 0 4 1 0 K+1 +K
+
2 +K
+
3
χ(g2) 2 -1 2 2 -1 2
1
2 [χ
2(g) + χ(g2)] 3 0 1 3 0 1 K+1 +K
+
3
1
2{χ2(g)− χ(g2)} 1 1 -1 1 1 -1 K+2
The direct production of two irreducible presentations
of wave function and wave vector of difference κ−K or
κ−K ′ expansion is K+3 × K+⋆3 and can be expanded on
pα : τψ× τk = (K+1 +K+2 +K+3 )×K+3 = K+3 ×K+3 . (47)
In the low-energy limit the single-particle spectrum
is Dirac cone describes of the massless Dirac equation
for a massless Dirac fermions (Majorana fermions). The
Hamiltonian of graphene for a massless Dirac fermions
[31]
Hˆ = vF (τ qxσˆx + qyσˆy), (48)
where qx, qy are Cartesian components of a wave vector,
τ = ± 1 is the valley index, vF = 106 m/s is the graphene
Fermi velocity, σˆx, σˆy are Pauli matrices (here we assume
that ~ = 1).
The dispersion of energy bands may be found in the
form [31]
ǫ± = ± vF q, (49)
where q =
√
q2x + q
2
y.
The Schro¨dinger equation for the calculating of exciton
states can be written in the general form
(ǫ(q) + q20)Φ(q) =
1
π
∫
Φ(q′)
|q− q′|dq
′, (50)
9FIG. 3: (Color online) Single-particle spectrum of graphene
for massless Dirac fermions (Majorana fermions).
where q20 = −ǫ, ǫ is a quantized energy. We look for the
bound states and hence the energy will be negative.
For the single layer graphene
ǫ(q)+q20
q2+q20
= ± vF2q0 sin (θ) + 1−cos θ2 . (51)
An integral form of the two-dimensional Schro¨dinger
equation in momentum space for the graphene is solved
exactly by projection the two-dimensional space of mo-
mentum on the three-dimensional sphere.
When an each point on sphere is defined of two spher-
ical angles θ, φ, which are knitted with a momentum q
[17, 32]. A space angle Ω may be found as surface ele-
ment on sphere dΩ = sin(θ)dθ dφ = ( 2q0
q2+q20
)2dq [17, 32].
A spherical angle θ and a momentum q are shown [17, 32]
to be knitted as
cos θ =
q2 − q20
q2 + q20
, sin θ =
2qq0
q2 + q20
, q2 = q20(
1 + cos θ
1− cos θ ).
(52)
Using spherical symmetry the solution of integral
Schro¨dinger equation can look for in the form
Φ(q) =
√
q0(
2q0
q2 + q20
)3/2
∞∑
l=0
AlY
0
l (θ, φ), (53)
where
Y 0l (θ, φ) =
√
2l+1
4π P
0
l (cos θ). (54)
Since [17]
(q2+q20)
1/2(q′2+q20)
1/2
2q0
1
|q−q′| =
∑∞
λ=0
∑λ
µ=−λ
4π
2λ+1Y
µ
λ (θ, φ)Y
µ,∗
λ (θ
′, φ′), (55)
then substituting (65), (67) in (62), can find equation
ǫ(q)+q20
q2+q20
∑∞
l=0AlY
0
l (θ, φ) =
2
q0
∑∞
l=0
∑∞
λ=0
∑λ
µ=−λ
∫
1
2λ+1Y
µ
λ (θ, φ)Y
µ,∗
λ (θ
′, φ′)Y 0l (θ
′, φ′)Al( 2q0q′2+q20 )
2dq′. (56)
The integral equations for SLG based on Eq. (63) may be found in the form
∫
(± vF2q0 sin (θ) + 1−cos θ2 )
∑∞
l=0AlY
0
l (θ, φ)Y
n,∗
k (θ, φ)dΩ =
= 2q0
∫ ∑∞
λ=0
∑λ
µ=−λ
∑∞
l′=0
1
2λ+1Y
µ
λ (θ, φ)Y
µ,∗
λ (θ
′, φ′)Y 0l′ (θ
′, φ′)Y n,∗k (θ, φ)dΩ dΩ
′Al′ .
(57)
Since [47]
cos θPml (cos θ) =
√
l2−m2√
4l2−1 P
m
l−1(cos θ) +
√
(l+1)2−m2√
4(l+1)2−1 P
m
l+1(cos θ), (58)
sin θPml (cos θ) =
√
(l−m)(l−m−1)√
4l2−1 P
m+1
l−1 (cos θ) +
√
(l+m+1)(l+m+2)√
4(l+1)2−1 P
m+1
l+1 (cos θ), (59)
then solutions of the integral equation (68) for the en-
ergies and wave functions correspondingly can be found
analytically with taken into account the normalization
condition ( 12π )
2
∫ q2+q20
2q20
|Φ(q)|2dq = 1.
From equation (69) one can obtain the eigenvalue and
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eigenfunction problem one can find recurrence relation
1
2
(l+
1
2
)Al+
1
q0
Al+
1
2
Al−1(l+
1
2
)al+
1
2
Al+1(l+
1
2
)bl = 0.
(60)
The solutions of the quantized series in excitonic Ry-
dbergs where Ry=87.37 meV, and wave functions of the
integral equation (69) one can find in the form
ǫ0 = − 1
(14 +
1
2 (1 +
1
2 )a1)
2
, (61)
ǫ1 = − 1
(12 (1 +
1
2 ) +
1
4b0 +
1
2 (2 +
1
2 )a2)
2
, (62)
ǫ2 = − 1
(12 (2 +
1
2 ) +
1
2 (1 +
1
2 )b1 +
1
2 (3 +
1
2 )a3)
2
, (63)
ǫ3 = − 1
(12 (3 +
1
2 ) +
1
2 (2 +
1
2 )b2 +
1
2 (4 +
1
2 )a4)
2
, (64)
Φl(cos θ) =
√
2π
(q0l)3
∑∞
n=0(1− cos θ)3/2P 0n(cos θ), (65)
where q20l = −ǫl, l = 0, 1, 2, 3, 4, ....,
al =
1
2π
√
2(l − 1) + 1
2
√
2
2l+ 1
l√
4l2 + 1
, (66)
bl =
1
4π
√
2(l + 1) + 1
√
2l+ 1
l + 1√
4(l + 1)2 − 1 . (67)
Table 2. Quantized spectral series of the excitonic
states which distribute in valence cone ǫn, n = 0, 1, 2, 3, ...
in meV, exciton Rydberg Ry in meV.
ǫ0 ǫ1 ǫ2 ǫ3 Ry
1107.94 122.47 39.59 17.97 87.37
Quantized spectral series of the excitonic states dis-
tribute in valence Dirac cone. The energies of bound
states are shown to be found as negative, i. e. below of
Fermi level. Thus if the electron and hole are separated,
their energy is higher than if they are paired.
B. Elliott formula and light absorption rates of the
excitonic states of valence Dirac cone.
The intervalley transitions probability caused interval-
ley photoexcitations taken into account Coulomb inter-
action of electron-hole pair one can obtain from Fermi
golden rule in the form
P = 2π
~
( evFEω
~ω )
2
∑
n(
∑
q |〈± 1,q|σˆx,y| ∓ 1,q〉|×
×Φn( q
2−q20
q2+q20
))2[δγ(ǫn − ~ω) + δγ(ǫn + ~ω)].
(68)
Considering the case of relatively weak excitation the
total rate of increase of the number of photons in the
fixed mode one can obtain in the form
R = 2π
~
( evFEω
~ω )
2
∑
n(
∑
q |〈± 1,q|σˆx,y| ∓ 1,q〉|×
×Φn( q
2−q20
q2+q20
))2[δγ(ǫn − ~ω) + δγ(ǫn + ~ω)].
(69)
The change in the energy density of electromagnetic
waves can be presented in the form
dW
dt
=
~ω
S
R. (70)
Under ac electric field Eωe cos (qz − ω t) the energy
density of electromagnetic waves one can obtain in the
form W = 18πκE
2
ω. Light absorption rate one can obtain
in the form α(ω) = 1W
dW
dz . Since
dW
dz =
dW
dt
√
κ
c then light
absorption rate with taken into account |〈± 1,q|σˆx,y| ∓
1,q〉|2 = 1/2 can be rewritten in the form
ℑ(α(ω)) = 16√
κc~2ω
(evF )
2
∑
n(
∫
dq×
×Φn( q
2−q20
q2+q20
))2[δγ(ǫn − ~ω) + δγ(ǫn + ~ω)],
(71)
where
∑
q → S(2π)2
∫
dq in a formula (81).
Table 3. Light absorption rate of quantized spectral
series of the excitonic states which distribute in valence
cone αn, n = 0, 1, ... in cm
−1.
α0 α1
7.67*1022 1.14*1025
C. Results and discussions
The integral Schro¨dinger equation for a parabolic
bands was analytically solved by the projection the three-
dimensional momentum space onto the surface of a four-
dimensional unit sphere by Fock in 1935 [32].
In the paper an integral two-dimensional Schro¨dinger
equation of the electron-hole pairing for particles with
complex dispersion is analytically solved. A complex dis-
persion leads to fundamental difference in the energy of
exciton insulator states and their wave functions.
We analytically solve an integral two-dimensional
Schro¨dinger equation of the electron-hole pairing for par-
ticles with electron-hole symmetry of reflection.
It is known that the Coulomb interaction leads to
the semimetal-exciton insulator transition, where gap is
opened by electron-electron exchange interaction [1, 36–
38]. The perfect host combines a small gap and a large
exciton binding energy [1, 16].
We consider the pairing between oppositely charged
particles in graphene. The Coulomb interaction leads to
the electron-hole bound states scrutiny study of which
acquire significant attention in the explanations of su-
perconductivity.
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It is known [1, 16] if the exciton binding energy is
greater than the flat band gap in narrow-gap semicon-
ductor or semimetal then at sufficiently low temperature
the insulator ground state is instable concerning to the
exciton formation with follow up spontaneous production
of excitons. In a system undergo a phase transition into a
exciton insulator phase similarly to BCS superconductor.
In a SLG the electron-hole pairing leads to the exciton
insulator states.
The particle-hole symmetry of Dirac equation of lay-
ered materials allows perfect pairing between electron
Fermi sphere and hole Fermi sphere in the valence band
and conduction band and hence driving the Cooper in-
stability. In the weak-coupling limit in graphene with
the occupied conduction-band states and empty valence-
band states inside identical Fermi surfaces in band struc-
ture, the exciton condensation is a consequence of the
Cooper instability.
IV. CONCLUSIONS
In this paper a theoretical studies of the space separa-
tion of electron and hole wave functions in the quantum
well ZnO/Mg0.27Zn0.73O by the self-consistent solution
of the Schro¨dinger equations for electrons and holes and
the Poisson equations at the presence of spatially varying
quantum well potential due to the piezoelectric effect and
local exchange-correlation potential are presented. The
exchange-correlation potential energy is found from the
solution of three-dimensional Poisson’s equation, using
both an expression by Gunnarsson and Lundquist [25],
and following criterions. The criterion kF >
√
n/4 at
carrier densities 4 ∗ 1012 cm−2, at a temperature T=0 K
is carried as 1 > 0.1. The criterion does not depend from
a width of well. The solution of equations system (13),
(17), (23) as well as (13), (17), (22) does not depend from
a temperature. The ratio of Coulomb potential energy to
the Fermi energy is rs = EC/EF = 0.63 < 1. The one-
dimensional Poisson equation contains the Hartree po-
tential which includes the one-dimensional charge density
for electrons and holes along the polarization field distri-
bution. The three-dimensional Poisson equation contains
besides the one-dimensional charge density for electrons
and holes along the polarization field distribution the
exchange-correlation potential which is built on convolu-
tions of a plane-wave part of wave functions in addition.
The problem consists of the one-dimensional Poisson’s
equation solving of which may be found Hartree potential
energy and three-dimensional Poisson’s equation which is
separated on one-dimensional and two-dimensional equa-
tions by separated of variables. At the condition that
the ratio of wave function localization in the longitudinal
z direction on transversal in-plane wave function local-
ization is less 1. It is found that the localization range
particle-hole pair ∆x ≥ ~4mc ∼ 9.95∗10−10 cm. Exciton
binding energy is equal Ry=2.16 meV at carriers concen-
tration n = p = 4 ∗ 1012 cm−2. Bohr radius is equal
aB = 4.26∗10−6 cm. It is found that the exciton binding
energy is grater than the localization range particle-hole
pair, and the excitons may be spontaneously created. If
the electron and hole are separated, their energy is higher
on 0.2 meV than if they are paired. Hence it can be en-
ergetically favorable for them to be paired. An exciton
insulator states with a gap 3.4 eV are predicted. The
particle-hole pairing leads to the Cooper instability.
In this paper we found the solution the integral
Schro¨dinger equation in a momentum space of two in-
teracting via a Coulomb potential Dirac particles that
form the exciton in graphene.
In low-energy limit this problem is solved analytically.
We obtained the energy dispersion and wave function of
the exciton in graphene. The excitons were considered
as a system of two oppositely charge Dirac particles in-
teracting via a Coulomb potential.
We solve this problem in a momentum space because
on the whole the center-of-mass and the relative motion
of the two Dirac particles can not be separated.
We analytically solve an integral two-dimensional
Schro¨dinger equation of the electron-hole pairing for par-
ticles with electron-hole symmetry of reflection. An inte-
gral form of the two-dimensional Schro¨dinger equation in
momentum space for graphene is solved exactly by pro-
jection the two-dimensional space of momentum on the
three-dimensional sphere.
Quantized spectral series of the excitonic states dis-
tribute in valence Dirac cone. The energies of bound
states are shown to be found as negative, i. e. below
of Fermi level. Thus if the electron and hole are sepa-
rated, their energy is higher than if they are paired. In
the SLG the electron-hole pairing leads to the exciton
insulator states.
V. APPENDIX A
A. Matrix elements of interband transitions
Γ1 × (Γ1 + Γ5) E C2 2C3 2C6 3σv 3σ′v
χψ ⋆µ (g)χ
ψ
ν (g) 3 -1 0 2 1 1 Γ1 + Γ5
χv 3 -1 0 2 1 1 Γ1 + Γ5
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Matrix elements of interband transitions transforms according to representations:
Mv−c(k) : τv × τψ = (Γ1 + Γ5)× (Γ1 + Γ5) =
= Γ1 × Γ1 + Γ5 × Γ5.
(72)
C6v E C2 2C3 2C6 3σv 3σ
′
v
Γ1 1 1 1 1 1 1 k
2
z , k
2
t , J
2
z , I
Γ2 1 1 1 -1 -1 -1 Jz , σz
Γ3 1 1 -1 1 1 -1
Γ4 1 1 -1 -1 -1 1
Γ5 2 -1 0 -2 1 0 k+ , k− , σ+ , σ− , J+ , J− , [J+Jz] , [J−Jz ]
Γ6 2 -1 0 2 -1 0 k
2
+ , k
2
− , J
2
+ , J
2
−
where k± = kx ± iky, k2t = k2x + k2y, J± = 1√2 (Jx ± iJy),
2[JzJ±] = JzJ± + J±Jz, σ± = 12 (σx ± σy),
J+ =
∥∥∥∥∥∥∥
0 1 0
0 0 1
0 0 0
∥∥∥∥∥∥∥ , (73)
J− =
∥∥∥∥∥∥∥
0 0 0
1 0 0
0 1 0
∥∥∥∥∥∥∥ , (74)
Jz =
∥∥∥∥∥∥∥
1 0 0
0 0 0
0 0 −1
∥∥∥∥∥∥∥ , (75)
J2z =
∥∥∥∥∥∥∥
1 0 0
0 0 0
0 0 1
∥∥∥∥∥∥∥ , (76)
J2+ =
∥∥∥∥∥∥∥
0 0 1
0 0 0
0 0 0
∥∥∥∥∥∥∥ , (77)
J2− =
∥∥∥∥∥∥∥
0 0 0
0 0 0
1 0 0
∥∥∥∥∥∥∥ , (78)
2[JzJ+] =
∥∥∥∥∥∥∥
0 1 0
0 0 −1
0 0 0
∥∥∥∥∥∥∥ , (79)
2[JzJ−] =
∥∥∥∥∥∥∥
0 0 0
1 0 0
0 −1 0
∥∥∥∥∥∥∥ , (80)
σz =
∥∥∥∥∥ 1 00 −1
∥∥∥∥∥ , (81)
σ+ =
∥∥∥∥∥ 0 10 0
∥∥∥∥∥ , (82)
σ− =
∥∥∥∥∥ 0 01 0
∥∥∥∥∥ . (83)
VI. APPENDIX B
Table 4. The irreducible representational of D13h [48].
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D13h {E|0} {C(+,−)3 |0} {C′(A,B,C)2 |0} {σh|τ} {S(−,+)3 |τ} {σ(A,B,C)v |τ}
K+1 1 1 1 1 1 1 x
2 + y2, z2
K+2 1 1 -1 1 1 -1 Jz
K+3 2 -1 0 2 -1 0 (x, y)
K−1 1 1 1 -1 -1 -1
K−2 1 1 -1 -1 -1 1 z
K−3 2 -1 0 -2 1 0 (x
2 − y2, xy), (Jx, Jy)
VII. APPENDIX C
From a trigonometric calculation one can find a following recurrence relations
cot θPm+1l (cos θ) =
Pm+2l (cos θ)+[l(l+1)−m(m+1)]Pml (cos θ)
2(m+1) , (84)
1
sin θP
m
l−1(cos θ) =
(2l+1)Pm+1l (cos θ)+(l−m)(l−m+1)(2l+1)Pm−1l (cos θ)
((l+m)(l+m+1)−(l−m)(l−m+1)) , (85)
cot θPml (cos 2θ) = (
1
sin 2θ + cot 2θ)P
m
l (cos 2θ), (86)
(12 (3 + 4(cot θ)
2)− 12 − 1sin θ )Pml (cos 2θ) = cot θPml (cos 2θ), (87)
where
Pml (x) =
1
2m
(l+m)!
(l−m)!m! (1− x2)m/2F (m− l,m+ l + 1,m+ 1, 1−x2 ), (88)
F (α, β, γ, z) = − 12π i Γ(1−α)Γ(γ)Γ(γ−α)
∮
(−t)α−1(1− t)γ−α−1(1− tz)−βdt. (89)
In order to find a light absorption rates necessarily to solve the integral
J =
∫ 1
−1 dxF (−l, l + 1, 1, 1−x2 ). (90)
Substituting (89) into (90) we obtain the integral in the form
J = − 12π i Γ(1+l)Γ(1)Γ(1+l)
∫ 1
−1 dx
∮
(−t)−l−1(1− t)l(1− t2 + tx2 )−l−1dt, (91)
which can be rewritten as follows
J = − 12π i Γ(1+l)Γ(1)Γ(1+l)
∫ 1
−1 dx
∮
(−t)−l−1(1− t)l(1− t2 )−l−1(1 + tx2−t )−l−1dt. (92)
The solution the following integral
J =
∫ 1
−1(1 +
tx
2−t )
−l−1dx, (93)
may be found by substitution
y = tx2−t . (94)
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We find the solution of the integral
J =
∫ t
2−t
− t2−t
(1 + y)−l−1dy = − 2−ll+2 (2− t)l + 2
−l
l+2 (1− t)−l(2− t)l. (95)
Then substituting (95) into (92) we obtain the integral in the form
J = − 12π i Γ(1+l)Γ(1)Γ(1+l) 2
−l
l+2 (
∮
(−t)−l−1(1− t)l(1− t2 )−1dt−
∮
(−t)−l−1(1− t)0(1− t2 )−1dt)2l, (96)
which can be expressed via a hypergeometric functions as follows
J = Γ(1)l+2 (F (−l, 1, 1, 12 ) 1Γ(1) − F (−l, 1,−l, 12 ) Γ(1)Γ(1+l)Γ(−l) ). (97)
In a similar form can be calculated the integral
J =
∫ 1
−1 dxP
m
l (x). (98)
Substituting (88) into (98) we obtain the integral in the form
J =
∫ 1
−1 dx
1
2m
(l+m)!
(l−m)!m!(1 − x2)m/2F (m− l,m+ l + 1,m+ 1, 1−x2 ). (99)
Using the formula (89) the integral (99) one can transform into the integral
J = − 12π i Γ(1−m+l)Γ(m+1)Γ(1+l) 12m (l+m)!(l−m)!m!
∫ 1
−1 dx(1 − x2)m/2
∮
(−t)m−l−1(1− t)l(1− t 1−x2 )−m−l−1dt, (100)
which can be rewritten in the form
J = − 12π i Γ(1−m+l)Γ(m+1)Γ(1+l) 12m (l+m)!(l−m)!m!
∫ 1
−1 dx(1 − x2)m/2
∮
(−t)m−l−1(1− t)l(1− t2 )−m−l−1(1 + tx2−t )−m−l−1dt.
(101)
In order to find the solution of the integral (101) it is necessarily to consider the integral of form:
J =
∫ 1
−1(1 − x2)m/2(1 + tx2−t )−m−l−1dx, (102)
which can be transformed into the integral of form:
J = ( t2−t )
−m−l−1 ∫ 1
−1(1− x2)m/2(2−tt + x)−m−l−1dx. (103)
The solution the integral (103) one can find using the binomial theorem and following replacements
J = ( t2−t )
−m−l−1 ∫ 1
−1
∑γ
k=0
γ!
k!(γ−k)! (1)
γ−k(−1)kx2k(2−tt + x)−m−l−1dx, (104)
γ = m/2,
u = (
2−t
t +x
x )
−1/(m+l+1). (105)
So integral (104) may be rewritten as follows
J = (2−tt )
2k−m−l−1 ∫ u2(m+l+1)(k+1)−(m+l+1)2−(m+l+1)(1− u(m+l+1))−2(k+1)+m+l+1du. (106)
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The solution of the integral (106) one can find by replacement
u = (y)1/(m+l+1). (107)
We obtain the following expression for the looking for integral:
J = 1(m+l+1) (
2−t
t )
2k−m−l−1 ∫ t/2
−t/(2−2t) y
2(k+1)−m−l−3+ 1m+l+1 (1− y)−2(k+1)+m+l+1dy =
= 1(m+l+1) (
2−t
t )
2k−m−l−1 ∫ t/2
−t/(2−2t) y
2(k+1)−m−l−3+ 1m+l+1×
× ∑−2k+m+l−1n=0 (−2k+m+l−1)!(n)!(−2k+m+l−1−n)! (1)(−2k+m+l−1−n)(−y)ndy.
(108)
The solution the integral (108) one can find using the binomial theorem
(1 − y)−2(k+1)+m+l+1 =∑−2k+m+l−1n=0 (−2k+m+l−1)!(n)!(−2k+m+l−1−n)! (1)(−2k+m+l−1−n)(−y)n. (109)
Substituting equation (109) in the integral (108) one can obtain the looking for integral in the form
J = 1(m+l+1) (
2−t
t )
2k−m−l−1∑−2k+m+l−1
n=0
(−2k+m+l−1)!
(n)!(−2k+m+l−1−n)! (1)
(−2k+m+l−1−n)(−1)n×
× ∫ t/2−t/(2−2t) y2(k+1)−m−l−3+ 1m+l+1+ndy. (110)
We find the solution of the integral (110) in the form:
J = 1(m+l+1) (
2−t
t )
2k−m−l−1∑−2k+m+l−1
n=0
(−2k+m+l−1)!
(n)!(−2k+m+l−1−n)! (1)
(−2k+m+l−1−n)(−1)n×
× y
2k−m−l+ 1
m+l+1
+n
(2k−m−l+ 1m+l+1+n)
|t/2−t/(2−2t).
(111)
Substituting (111) in (104) one can rewrite the integral (104) in the form:
J = ( t2−t )
−m−l−1∑γ
k=0
γ!
k!(γ−k)! (1)
γ−k(−1)k×
× 1(m+l+1) (2−tt )2k−m−l−1
∑−2k+m+l−1
n=0
(−2k+m+l−1)!
(n)!(−2k+m+l−1−n)! (1)
(−2k+m+l−1−n)(−1)n×
× y
2k−m−l+ 1
m+l+1
+n
(2k−m−l+ 1m+l+1+n)
|t/2−t/(2−2t).
(112)
Substituting (112) in the looking for integral (101) one can rewrite the integral (101) as follows:
J = − 12π i Γ(1−m+l)Γ(m+1)Γ(1+l) 12m (l+m)!(l−m)!m! 1(m+l+1)
∑γ
k=0
γ!
k!(γ−k)! (1)
γ−k(−1)k×
×∑−2k+m+l−1n=0 (−2k+m+l−1)!(n)!(−2k+m+l−1−n)! (1)(−2k+m+l−1−n)(−1)n×
× ∑2ks=0 (2k)!(s)!(2k−s)! (−1)s×
× ∮ (−t)m−l−1(1 − t)l(1 − t2 )−m−l−1×
× (2t )(2k−s) y
2k−m−l+ 1
m+l+1
+n
(2k−m−l+ 1m+l+1+n)
|t/2−t/(2−2t)dt,
(113)
which can be rewritten in the form
J = − 12π i Γ(1−m+l)Γ(m+1)Γ(1+l) 12m (l+m)!(l−m)!m! 1(m+l+1)
∑γ
k=0
γ!
k!(γ−k)! (1)
γ−k(−1)k×
×∑−2k+m+l−1n=0 (−2k+m+l−1)!(n)!(−2k+m+l−1−n)! (1)(−2k+m+l−1−n)(−1)n×
× ∑2ks=0 (2k)!(s)!(2k−s)! (−1)s×
× 1
(2k−m−l+ 1m+l+1+n)
∮
(−t)m−l−1(1− t)l(1− t2 )−m−l−1×
× (2t )(2k−s)((t/2)2k−m−l+
1
m+l+1+n − (−t/(2− 2t))2k−m−l+ 1m+l+1+n)dt,
(114)
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or as follows
J = − 12π i Γ(1−m+l)Γ(m+1)Γ(1+l) 12m (l+m)!(l−m)!m! 1(m+l+1)
∑γ
k=0
γ!
k!(γ−k)! (1)
γ−k(−1)k×
×∑−2k+m+l−1n=0 (−2k+m+l−1)!(n)!(−2k+m+l−1−n)! (1)(−2k+m+l−1−n)(−1)n×
× ∑2ks=0 (2k)!(s)!(2k−s)! (−1)s×
× 2m+l−
1
m+l+1
−n−s
(2k−m−l+ 1m+l+1+n)
∮
(−t)m−l−1(1− t)l(1− t2 )−m−l−1×
× (t)s−m−l+ 1m+l+1+n(1 − (−1)2k−m−l+ 1m+l+1+n(1− t)−2k+m+l− 1m+l+1−n)dt.
(115)
We find the solution of the looking for integral as follows:
J = Γ(1−m+l)Γ(m+1)Γ(1+l)
1
2m
(l+m)!
(l−m)!m!
1
(m+l+1)
∑γ
k=0
γ!
k!(γ−k)! (1)
γ−k(−1)k×
×∑−2k+m+l−1n=0 (−2k+m+l−1)!(n)!(−2k+m+l−1−n)! (1)(−2k+m+l−1−n)(−1)n×
× ∑2ks=0 (2k)!(s)!(2k−s)! (−1)s×
× 2m+l−
1
m+l+1
−n−s
(2k−m−l+ 1m+l+1+n)
(−1)−s+m+l− 1m+l+1−n×
× (F (s− 2l + 1m+l+1 + n,m+ l + 1, s− l + 1m+l+1 + n+ 1, 1/2) Γ(l+1)Γ(1−s+2l− 1m+l+1−n)Γ(s−l+ 1m+l+1+n+1)−
−(−1)2k−m−l+ 1m+l+1+nF (s− 2l+ 1m+l+1 + n,m+ l + 1, s+ 1− 2k +m, 1/2)
Γ(1−2k+m+2l− 1m+l+1−n)
Γ(1−s+2l− 1m+l+1−n)Γ(s+1−2k+m)
).
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