ABSTRACT As an effective feature selection technique, rough set theory plays an important part in machine learning. However, it is only applicable to labeled data. In reality, there are massive partially labeled data in machine learning tasks, such as webpage classification, speech recognition, and text categorization. To effectively remove redundant features of partially labeled data, the neighborhood granulation measures based on a neighborhood rough set model are put forward in this paper, which can be used to evaluate the discernibility ability of feature subsets under both information systems and decision systems. Moreover, a new definition of significance is introduced. Based on that, a semisupervised reduction algorithm is presented for the feature selection of partially labeled data. Several datasets are chosen to verify its effectiveness. The comparative experiments show that our proposed method is more effective and applicable to the feature selection of partially labeled data.
I. INTRODUCTION
In recent years, since data gradually tends to be large-scale and high-dimensional, feature selection, also called attribute reduction, has attracted more and more attention. As an important part of machine learning and data mining, feature selection is a fundamental preprocessing method to eliminate redundant features or attributes. The advantages of feature selection are obvious. For example, it can effectively decrease computation burden and reduce data storage space. Moreover, the performance of learning algorithms can be improved by removing irrelevant features. Up to now, many feature selection techniques have been proposed and applied to practical applications [1] - [10] , such as webpage classification [9] , fault diagnosis [10] , and power system transient stability assessment [6] , etc.
As an important soft computing technique dealing with uncertain and vague information, one of representative characteristics of rough set model [11] is its powerful ability to handle feature selection problems. Compared with other techniques, rough set model is totally data-driven and doesn't need any other prior information [12] . However, the applications of rough set model are limited since it can only handle The associate editor coordinating the review of this manuscript and approving it for publication was Isaac Triguero. categorical data. Neighborhood rough set model, introduced by Yao [13] , provides a feasible way to solve this problem by replacing the equivalence relation with neighborhood relation, which can avoid data discretization and directly handle real data. Many feature selection methods based on neighborhood rough set model have been proposed recently [14] - [17] . However, the current researches are mainly concentrated on labeled data and relatively less attention has been paid to the case of partially labeled data. Actually, in machine learning tasks, it's fairly common to find that only one part of sample data are labeled and the others are unlabeled, such as webpage classification, speech recognition, and image annotation, etc. [18] - [20] . This is because the labeled data are quite hard to obtain sometimes, which will cost much time or human effort. By contrast, it's much easier to acquire unlabeled data. For instance, in webpage classification, it's easy to gather the unlabeled data by a web crawler. However, it's quite expensive to obtain their decision labels since one should label these webpages manually. The existing rough set methods may be not well applicable to handle this situation due to the insufficient of labeled data. For this reason, it's necessary to research on how to take full advantage of both labeled and unlabeled data.
So far, there have been some pioneering work on the study of feature selection for partially labeled data. In [21] , Miao et al. transformed the partially labeled data into labeled data by providing each unlabeled data with a pseudo-class symbol and designed an attribute reduction algorithm using markov blanket, but it has the weakness of poor efficiency since each unlabeled instance marked with pseudo-class symbol is required to be discernible. Similarly, Ren et al. [24] , developed a wrapper-based feature selection method by transforming unlabeled data into labeled data. Zhu et al. [25] also presented a multi-label feature selection method by recovering missing data. In [22] , the discernibility pair was introduced to measure different features and two reduction algorithms were proposed. In [23] , an attribute reduction method using co-training was developed. However, the above methods can only handle categorical data, which have limitations in practical applications. In virtue of the current situations of feature selection for partially labeled data, as well as the need of practical applications, in this paper, we develop a feature selection method for partially labeled data using neighborhood granulation measures, which are based on neighborhood rough set model.
The contributions of this paper are three-fold.
(1) Firstly, we propose the concept of neighborhood granulation measures under the framework of neighborhood rough set model, which provide a novel viewpoint to evaluate attribute subsets in both information systems and decision systems. (2) Secondly, the novel definition of significance proposed by us considers the labeled and unlabeled data simultaneously, which integrates these two parts into one without any change to original data. (3) Finally, a semisupervised feature selection algorithm is developed to handle partially labeled data. Moreover, some comparative experiments are provided to verify the effectiveness of our proposed method.
The rest of this paper is organized as follows. Some basic knowledge of partially labeled data and neighborhood rough sets are introduced in the next section. In section III, we introduce several neighborhood granulation measures and a new definition of significance is developed to evaluate features in partially labeled data. A semisupervised reduction algorithm is also proposed in this section. Section IV provides the comparative experiments and analysis. Finally, we conclude this paper in section V.
II. PRELIMINARIES
In this section, we review some basic knowledge of partially labeled decision systems and neighborhood rough sets. More details can be found in [12] , [13] , [21] , and [22] .
A. PARTIALLY LABELED DECISION SYSTEMS
In the framework of rough set theory, the research data is typically described as an information system IS = U , A, V , f , where U = {x 1 , x 2 , . . . , x m } is the nonempty and finite set of instances, A = {a 1 , a 2 , . . . , a n } is the set of features (attributes), V is the set of corresponding attribute values. f : U ×A → V is an information function, which determines the value of each instance under a certain feature. IS is also called a decision system 
where X L is the set of labeled instances and X U is the set of unlabeled instances.
By distinguishing the three types of research data, a learning process can be further divided into supervised learning, unsupervised learning, or semisupervised learning.
B. NEIGHBORHOOD ROUGH SET MODEL
Definition 1: Let IS = U , C be an information system, where U = {x 1 , x 2 , . . . , x m } is the set of instances, C = {c 1 , c 2 , . . . , c n } is the set of condition attributes, B⊆C. δ is a nonnegative number ranging in [0, 1] . Then, the neighborhood relation induced by B is defined as
where δ is a neighborhood threshold which controls the neighborhood size of each instance, B is a distance function, usually denoted by Minkowski Distance as follows:
For convenience, hereinafter, we denote NR δ B by NR B if there is no confusion.
Definition 2: Let IS = U , C be an information system, where U = {x 1 , x 2 , . . . , x m } is the set of instances, C is the set of condition attributes, B ⊆ C. The neighborhood relation determined by B is NR δ B , then the neighborhood granulation of U induced by NR δ B is denoted by
where
It's noted that the equivalence relation in traditional rough sets constitutes a partition of U , whereas the neighborhood relation in neighborhood rough sets forms a covering of U . The neighborhood granulation of U induced by NR B is also called a neighborhood granular structure. For convenience, in what follows, we denote n δ B (x i ) by n B (x i ), if no confusion arises.
Theorem 1: Let IS = U , C be an information system, B 1 , B 2 ⊆C, B 1 ⊆ B 2 . δ is a neighborhood threshold. Then for any x i ∈ U , there exists n δ
Theorem 2: Let IS = U , C be an information system, B ⊆ C. δ 1 , δ 2 are two neighborhood thresholds satisfying δ 1 ≤ δ 2 . Then for any x i ∈ U , there exists n
B (x i ). Theorem 1 and theorem 2 show that adding new features or decreasing the value of neighborhood threshold will lead to the diminution of neighborhood granules.
Definition 3: Let DS = U , C ∪ D be a decision system, where U = {x 1 , x 2 , . . . , x m } is the set of instances, C = {c 1 , c 2 , . . . , c n } is the set of condition attributes, B⊆C, D VOLUME 7, 2019 is the decision attribute. 
The 
III. FEATURE SELECTION FOR PARTIALLY LABELED DATA BASED ON NEIGHBORHOOD GRANULATION MEASURES
From the viewpoint of neighborhood rough sets, information or knowledge is implied in attributes, which generate a series of neighborhood granules of referential universe and constitute a covering of the referential universe. Generally speaking, adding new features will make the neighborhood granules finer and the objects can be approximated more accurately. Namely, the finer the granule is, the stronger the discernibility power will be. Thus, knowledge can be measured by studying the information granular structures induced by corresponding attribute subsets. As one of important uncertainty measures, granulation measures have been thoroughly researched and applied to many applications in recent years [26] - [29] . In particular, Liang and Qian [26] introduced the information granulation for information systems. In [28] , the combination information granulation was researched. In this section, we will extend the granulation measures into neighborhood granular structure. Based on that, a novel concept of significance will be developed to measure attributes in partially labeled decision system.
A. NEIGHBORHOOD GRANULATION MEASURES

Definition 5:
δ is a neighborhood threshold. Then the neighborhood information granulation of B is defined as follows:
Proof: By theorem 2, we can obtain that n
B (x i ), which means that |n
Theorem 3 shows that for a given feature set, the neighborhood information granulation decreases monotonously as new features are added into the feature set. Thus, the neighborhood information granulation can be used to measure the discernibility ability of different granular structures in an information system. Theorem 4 shows that the neighborhood threshold also has an impact on the neighborhood information granulation. Based on definition 5 and theorem 3, the concept of attribute reduct for an information system can be developed.
Definition 6: Let IS = U , C be an information system, B ⊆ C. Then B is called a reduct of IS, if there exist:
(
In the above definition, condition (1) guarantees that the reduct owns identical discernibility power with the original feature set. While condition (2) ensures that there is no redundancy in the chosen reduct set.
The neighborhood information granulation provides us an index for attribute evaluation. Further, we can use forward or backward feature selection strategy to find the reduct set. In the forward feature selection strategy, we start with an empty set. In each round, the feature which maximizes the decrement of neighborhood information granulation of the current set will be added into reduct set and the algorithm will keep running until the neighborhood information granulation of the current set is equal to the one of full set. As to the backward feature selection strategy, we first start with the full feature set. In each round, we compute the significance of each feature c i in the current set RED by NG (RED − c i ) − NG (RED), and the feature with minimum significance will be removed from the current set. At last, the algorithm will stop if the value of minimum significance is greater than zero. Both of forward and backward feature selection strategies can be utilized to find the reduct set. In this paper, the forward feature selection is adopted. Then, we develop a feature selection algorithm for information systems (unlabeled data) based on neighborhood information granulation as shown in algorithm 1.
It's noted that neighborhood information granulation is based on the assumption of single neighborhood relation. To measure the neighborhood granular structure induced by multiple neighborhood relations, the following concepts are introduced.
Definition 7:
Algorithm 1 Attribute Reduction for Information Systems Based on Neighborhood Granulation Measures (NGU for Short)
Input: an information system IS = U , C , RED= ∅. Output: the reduct set RED.
Step 1: normalize the data by min-max normalization.
Step 2: for each a i ∈ C − RED, compute NG (RED ∪ {a i }). end for
Step 3: find a l satisfying NG (RED ∪ {a l }) = min i NG (RED ∪ {a i }).
Step 4: RED = RED ∪ a l .
Step 5: if NG (RED) = NG (C) go to step 2. else go to step 6. end if
Step 6: return the reduct set RED. 
Theorem 6: Let IS = U , C be an information system, B ⊆ C. δ 1 , δ 2 are two neighborhood thresholds,
Proof: By theorem 2, we can obtain that (n
(x i )), which means that |n
The above theorems show that the neighborhood combination information granulation of two attribute subsets is less than the single one. Moreover, the smaller the neighborhood threshold is, the smaller the neighborhood combination information granulation will be.
Definition 8:
. . , n B 2 (x |U | )} are neighborhood granulations of U induced by B 1 and B 2 respectively. Then the conditional neighborhood information granulation of B 2 with respect to B 1 is defined as follows:
Furthermore, let
Proof: It follows directly from definitions 5-7.
Proof: By theorem 1, we can obtain that n B 2 (
Theorem 7 shows that the conditional neighborhood information granulation is the information increment between neighborhood information granulation and combination information granulation, which reflects correlations between different attribute subsets. Theorem 8 shows that for a given attribute set, the information increment provided by its arbitrary subset is zero. Theorem 9 shows that adding new condition attributes will not increase the conditional information granulation of decision attribute with respect to the condition attribute subset. Namely, the more attributes there are, the lower the conditional information granulation is and the stronger the discernibility ability of an attribute subset will be. Thus, the concept of attribute reduct for a decision system (labeled data) can be defined as follows.
Definition 9: Let DS = U , C ∪ D be a decision system, B ⊆ C. Then B is called a reduct of DS, if there exist:
Further, we develop a feature selection algorithm for decision system (labeled data) based on conditional neighborhood information granulation as shown in algorithm 2.
Algorithm 2
Input: a decision system DS = U , C ∪ D , RED= ∅. Output: the reduct set RED.
Step 2: for each a i ∈ C − RED compute NG (D|RED ∪ {a i }). end for
Step 3: find the attribute a l satisfying NG (D|RED ∪ {a l }) = min i NG (D|RED ∪ {a i }).
Step 5: if NG (D|RED) = NG (D|C) turn to
Step 2 else turn to
Step 6 end if
Step 6: return the reduct set RED.
B. ATTRIBUTE REDUCTION FOR PARTIALLY LABELED DATA
In the previous subsection, we introduce two feature selection algorithms for labeled data (decision systems) and unlabeled data (information systems) respectively, which are actually under the framework of supervised learning and unsupervised learning respectively. In practice, there usually exist massive partially labeled data in semisupervised learning tasks. However, most current studies of rough set theory about feature selection techniques mainly concentrate on labeled data and there is little discussion with regard to partially labeled data. Therefore, in this subsection, we propose a feature selection method to handle partially labeled data.
At present, there are usually two strategies for handling partially labeled data. One is transforming partially labeled data into labeled data. However, this method has the weakness of poor efficiency. Moreover, the process of transformation may increase the computation complexity. The other one directly uses the supervised or unsupervised methods to handle partially labeled data. Whereas this strategy may lead to poor performance due to the lack of effective learning samples. To ensure the learning performance, we should fully use both unlabeled and labeled data. From the previous discussion, we know that the neighborhood granulation measures could deal with both supervised and unsupervised data. Thus, we could use the neighborhood granulation measures to evaluate the labeled part and unlabeled part simultaneously. Based on the above analysis, we develop the following concept.
Definition 10: Let PDS = X L ∪ X U , C ∪ D be a partially labeled decision system, where X L is the set of labeled instances and X U is the set of unlabeled instances. ∀B ⊆ C, the significance of condition attribute set B with respect to PDS is defined as follows:
where NG U (B) denotes the neighborhood information granulation of B computed by the part of unlabeled data X U and NG L (D|B) denotes the conditional neighborhood information granulation of D with respect to B computed by the part of labeled data X L .
In definition 10, the unlabeled part is measured by the neighborhood information granulation and the labeled part is measured by the conditional neighborhood information granulation. The significance measure integrates these two parts into one. Actually, it's quite clear to use the concept of significance. If one feature subset has the same significance with the original feature set, then it has the same discernibility power since the neighborhood granular structure is not changed. Hence, we can use the proposed significance to design attribute reduct for partially labeled data.
Definition 11: Let PDS = X L ∪ X U , C ∪ D be a partially labeled decision system, where X L is the set of labeled instances and X U is the set of unlabeled instances. B ⊆ C. Then B is called a reduct of PDS, if there exist:
1) SIG (B) = SIG (C); (2) ∀B ⊂ B, SIG B < SIG (B).
As mentioned above, the significance reflects the discernibility power of one condition attribute subset. The greater the significance is, the stronger the discernibility power of the attribute subset is. Thus, we could start with an empty reduct set and pick up the attribute with maximum increment of significance of the present reduct set in each round. Based on the above analysis, we further construct a feature selection algorithm for partially labeled decision system (partially labeled data) based on the proposed significance measure which is shown in algorithm 3.
In algorithm 3, the computation complexity mainly determined by Step 2-Step 4. Suppose that there are n condition attributes, m l labeled instances, and m u unlabeled instances. m l + m u = m. Then the computation complexity of computing significance of attribute set is equal to O(m 2 l n + m 2 u n). In a worst case, the computation complexity of updating reduct set (i.e. Step 2-Step 5) is O(m 2 l n 2 + m 2 u n 2 ). Thus, the overall computation complexity of algorithm 3 is equal to O(m 2 l n 2 + m 2 u n 2 ).
Algorithm 3 Attribute Reduction for Partially Labeled Decision Systems Based on Neighborhood Granulation Measures (NGAR for Short).
Input: partially labeled decision system PDS
Output: reduct set RED.
Step 2: for each a i ∈ C − RED compute SIG (RED ∪ {a i }). end for
Step 3: find the attribute a l satisfying SIG (RED ∪ {a l }) = max i SIG (RED ∪ {a i }).
Step 5: If SIG (RED) = SIG (C), turn to
Step 2. else turn to Step 6. end if
Step 6: Return the reduct set RED. 
C. AN ILLUSTRATIVE EXAMPLE
In this subsection, an illustrative example is employed here to show the rationale and main steps of our proposed feature selection method for partially labeled data.
Consider a partially labeled decision system PDS = X L ∪ X U , C ∪ D shown in Table 1 , where Thus, c 2 is put into reduct set and the final reduct set is RED = {c 1 , c 3 , c 2 }.
2) On the other hand, if we use NGU to find reduct set, then in the first loop, NG U (c 1 ) = 0.56, NG U (c 2 ) = 1, NG U (c 3 ) = 0.56, NG U (c 4 ) = 0.78, NG U (c 5 ) = 0.78. Thus, c 1 is put into reduct set, namely, RED = {c 1 }. In the second loop, NG U (RED ∪ {c 2 }) = 0.56, NG U (RED ∪ {c 3 }) = 0.33, NG U (RED ∪ {c 4 }) = 0.56, NG U (RED ∪ {c 5 }) = 0.56. Since NG U (RED ∪ {c 3 }) = NG U (C), c 3 is put into reduct set and the final reduct set is RED = {c 1 , c 3 }.
3) If we further use NGL to find reduct set, then in the first loop,
, c 2 is put into reduct set and the final reduct set is RED = {c 1 , c 2 }.
It can be seen that the results obtained by these three methods are quite different. The underlying reason is that NGU and NGL only consider particular part of instances, which may sacrifice the learning performance due to the lack of sample knowledge. Whereas NGAR takes full advantage of both labeled and unlabeled instances, which may be more effective to deal with partially labeled data.
IV. EXPERIMENTAL ANALYSIS
In this section, to verify the effectiveness of our proposed method, a series of experiments are conducted on several datasets chosen from UCI Machine Learning Repository [30] , which are shown in Table 2 . There are totally three parts considered in this section. In part I, we analyze the performance of our proposed method by comparing with several supervised and unsupervised methods. In the second part, the classification performance and reduction rate of our proposed feature selection method are compared with several existing feature selection methods designed for partially labeled data. Finally, in part III, we discuss the impact of neighborhood threshold on the performance of our proposed method. In the following experiments, all the numerical attributes are normalized by min-max normalization to eliminate the influence caused by the difference of units of measures. Three typical classifiers including classification and regression tree VOLUME 7, 2019 FIGURE 1. Classification performance with different label rates (CART).
(CART), radius basis function-based support vector machine (RBF-SVM) and Naïve Bayes (NB) are utilized to evaluate the classification performance of corresponding reduct sets with 10-fold cross validation scheme. For each dataset, we generate the partially labeled data by randomly selecting part of instances and removing their decision labels. The above experiments are all carried out in MATLAB 2013b.
A. COMPARISONS WITH SUPERVISED AND UNSUPERVISED FEATURE SELECTION METHODS
As mentioned above, when handling partially labeled data, one widely used strategy is to directly use supervised methods or unsupervised methods. To illustrate the necessity of our work, in this subsection, we first compare our method with several supervised and unsupervised methods, including NGU, NGL and the forward feature selection method based on positive region [31] (FPR for short).
In the above-mentioned methods, NGU is unsupervised method, which is applicable to information systems (unlabeled data). Whereas NGL and FPR are supervised methods, which are designed for decision systems (labeled data). In NGL, the conditional neighborhood information granulation is used to measure the discernibility power of different attribute sets. As to FPR, the positive region is utilized to evaluate the discernibility power of one attribute set and the attribute which can maximum the increment of positive region will be added into the reduct set until it has the same positive region with the original attribute set.
In order to test the performance of our proposed method on partially labeled data, we conduct experiments on each dataset with different ratios of unlabeled instances, where the ratio of unlabeled instances is set as 0.05 to 0.95 with the step of 0.05. Since different classifiers learn data from distinct ways, they usually need different attribute subsets to achieve the optimal classification performance. Thus, we change the value of neighborhood threshold and choose the reduct set with optimal classification performance in CART, RBF-SVM and NB respectively as the final reduct set. Figs 1-3 . present the classification performance of four algorithms with different ratios of unlabeled instances. The average classification accuracies of these algorithms in different ratios of unlabeled instances are reported in Tables 3-5 . The results in Figs 1-3 . show that our proposed method has better classification performance. Moreover, compared with other methods, the classification performance of NGAR is more stable, which means that our reduction method is more reliable. As to NGU, we can find that the classification performance is poor as a relatively low percentage of unlabeled data is adopted. Although the classification performance tends to increase with the percentage of unlabeled data, the classification performance of NGU is quite unstable in general. The underlying reason is that it fails to associate condition attributes with the decision information. As to NGL and FPR, we can observe that the classification accuracies decrease with the grow of ratio of unlabeled data, especially when it is greater than 0.6. As we mentioned above, since NGL and FPR can only measure labeled data, the unlabeled data would be discarded, which will lead to the waste of unlabeled data and the lack of training data. Thus, they are not well applicable to handling partially labeled data. In contrast, our proposed method considers both labeled data and unlabeled data. On the one hand, it can take full advantage of decision information, which avoids the drawback of unsupervised methods. On the other hand, the unlabeled information can provide more useful knowledge, which avoids the problem of sacrifice of training data in supervised methods. From the VOLUME 7, 2019 above analysis, it can be seen that compared with supervised and unsupervised reduction methods, our proposed method is more applicable to handling partially labeled data.
B. COMPARISONS WITH OTHER REDUCTION METHODS FOR PARTIALLY LABELED DATA
In this subsection, we compare the effectiveness of our proposed method with some existing reduction methods for partially labeled data, including semi-D [22] , which are based on discernibility matrix and discernibility pairs, semi-P [22] , which uses dependency degree and discernibility pairs to evaluate attributes in partially labeled data, and markov blanket-based attribute reduction method (MBAR) [21] , which uses markov blanket to find optimal reduct set. Since the above three methods are only applicable to categorical values, the equal frequency discretization is adopted to preprocess the above datasets in the experiments.
Two aspects including classification accuracy and reduction rate are considered in this comparative experiment. Similarly, we perform experiments in the case of different ratios of unlabeled instances, where the ratio of unlabeled instances is set as 0.05 to 0.95 with the step of 0.05. CART, RBF-SVM and NB are used to evaluate the classification performance of different reduct sets. It's noted that since the feature subsets with best classification performance for these three classifiers are chosen respectively in NGAR, the obtained reduct sets may be different. Figs. 4-6 show the variations of classification accuracy with ratio of unlabeled data in CART, RBF-SVM and NB respectively. The classification accuracies of the original attribute sets are also given in the figures. Fig. 7 presents the variation of reduction rates with ratio of unlabeled data. The average classification accuracies and reduction rate of these four algorithms in different ratios of unlabeled instances are given in Tables 6 to 9 respectively.
From the above figures and tables, it can be seen that in terms of classification performance, all the above methods can find effective reduct sets. However, as shown in Tables 6 and 8 , the average classification accuracies of NGAR are higher. Moreover, we can see that NGAR has a distinct advantage over the other three methods when RBF-SVM and NB are used as the classifier. In terms of reduction rate, NGAR has higher reduction rates. Namely, the reduct set obtained by NGAR owns less attributes and higher classification accuracy. Moreover, as to Semi-P, Semi-D, and MBAR, as the ratio of unlabeled data increases, the reduction rate turns worse. In contrast, the reduction rate of NGAR is more robust. The underlying reason is that they have different granular structures and evaluation indicators. As to Semi-P and Semi-D, the basic granular structure is equivalence class, which is only applicable to categorical data. Thus, data discretization is required for numerical data, which will unavoidably lead to the loss of information. Whereas the neighborhood granulation is based on neighborhood relation, which can directly handle numerical data. The same problem can also be found in MBAR. Moreover, as to MBAR, each unlabeled data will be assigned with a pseudoclass symbol. Since each unlabeled data with pseudo-class symbol is required to be discernible, there may exist more redundant attributes in the obtained reduct set. In contrast, the significance introduced by us can measure the labeled and unlabeled parts simultaneously, which can fully use the original data without any change to it. Thus, our proposed method performs better.
C. THE INFLUENCE OF NEIGHBORHOOD THRESHOLD
In the framework of neighborhood rough set, the neighborhood threshold plays a major role in controlling the granularity levels of sample space. As mentioned above, different settings of neighborhood threshold will lead to the change of neighborhood granulation structure, which may further influence the significances of attribute sets. Accordingly, different reduct sets will be chosen by NGAR. Thus, in this subsection, we study the impact of neighborhood threshold on the performance of reduct set. Four datasets are considered in the experiments with three different percent of unlabeled data, where the ratio of unlabeled data is set as 30%, 60%, and 90% respectively. In each ratio of unlabeled data, the neighborhood threshold δ ranges from 0 to 0.5 with step 0.02. Similarly, CART, RBF-SVM and NB are utilized to evaluate the classification accuracies of the obtained reduct sets. In the meanwhile, we report the number N of features in the corresponding reduct set. The variations of classification performance and the number N of selected features with neighborhood threshold are shown in Fig. 8 . Broadly speaking, the classification accuracies increase at first, and then keep stable. Whereas the number of selected features increases with the threshold overall. There is also some small difference among the results obtained by CART, RBF-SVM and NB. Rough speaking, we can find that [0.05,0.15] is an ideal interval for threshold, when we use CART and NB to evaluate the classification performance. As to RBF-SVM, [0.15, 0.3] is an appropriate interval for the neighborhood threshold to find a relatively optimal reduct set with minimum number of features and maximum classification accuracy.
V. CONCLUSIONS
Rough set theory is an important feature selection technique. However, most existing researches on it mainly focus on labeled data. To overcome such problem, in this paper, we present a new perspective to handle feature selection issue of partially labeled data. Firstly, we introduce several neighborhood granulation measures including neighborhood information granulation, neighborhood combination information granulation, and conditional neighborhood information granulation, which can measure the granular structure and knowledge implied in an information system or a decision system. Moreover, their properties are discussed systematically. Then, a novel concept of significance is proposed to measure the discernibility power of attributes in partially labeled data. Based on that, a feature selection method for partially labeled data is proposed. Finally, we conduct a series of experiments to verify the validity of our proposed method.
The comparative results and analysis show the applicability and effectiveness of our proposed method. It's noted that in reality, there may exist both categorical and numerical features in the partially labeled data. Thus, in the future, our group will mainly investigate the mixed feature selection problem for partially labeled data.
