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ABSTRACT 
With the advances in Very Large Scale Integration (VLSI) technology and in 
particular, the decreasing costs and increasing complexities of Application Specific 
Integrated Circuis (ASICs), the concept of minimization of switching circuits has changed. 
When implementations used discrete components, minimization of s,vitching functions 
implied reduction in the number of literals through Boolean algebra or otl1er aJ)plied 
techniques such as Quine-McCluskey or Iterated Consensus procedures. The new \!I_,JSI 
design strategy demands a regular and 1nod ular implementations. This thesis studies 
implementations of switching functions which use identical modules linked as a one 
dimensional arra:y. In particular, necessary and sufficient conditions for existance of such 
decompositions are derived. Fo·r functions that satisfy thase conditions, proccd ures to 
obtain the desired implementations are outlined. Results obtained are generalized to 
allow a.ny nun1ber of input lines per module as well as an arbitrary 11u1nber of 
communication lines between the rr1odules. It has been observed that the 
implementations obtained tl1rough this procedure are not only modular and regula.r, but 
often result in a lower literal count. 
-1-
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CHAPTER 1 
INTRODUCTION 
The rapid advances in Very Large Scale Integration (VLSI) technology has 
changed t~e digital design scenario a great deal. It is now possible to build switching 
functions of enormous complexity on single Silicon wafers to constitute what is often 
referred to as the Application Specific Integrated Circuits (ASIC). However, this new 
technology has also brougl1t about certain new design realities. The cost of a typical 
". 
ASIC i1nplementation is largely dictated by the design time. A good implementation is 
one which is regular, modular and repeatitive. Further, it is preferred if the data J)ath 
lengths are short a.nd there are no broadcasts. (By a broadcast one means data transfers 
from one point in the circuit to many other points.) 
Unfortunately very little progress in such desirable implementations has been 
reported in literature; mainly because the driving force for these studies, the ready 
av.ailability of VLSI was absent. This thesis discusses in1plen1entations of switching 
functions in modular array forms. Each module is identical and communicates its results 
only to the next module. We have studied such decompositions of Boolean functions by 
generalizing the nun1ber of modules and the nun1ber of lines that go between n1odules. In 
particular, this thesis derives analytical conditions on Boolean functions that deter111ines 
~/ 
the existance of such decompositions, and in case of such existance, provides a wa.y to 
obtain a functionality of each module. The results show tl1at generally, ,vhen such 
decompositions are possible, they provide a smaller literal count tl1an obtained by the 
minimization in terms of a two level sum-of-product form obtained through Boolean 
Algebraic ... techniques or through Quine-McCluskey procedure. Further, the 
-2-
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decompositions studied in this thesis· distribute these literals in several modules evenly, 
and uses only direct interconnections between modules thus reducing the. area of Silicon 
wasted in communications. The modularity and repeatability result in lower design costs. 
Even though these essential serial decomposifions tend to have greater delays, this effect 
is some what countered by the 9ecrease in communication complexity. The absence of 
broadcasts allows one to use smaller transisters ( since the loads on the gates are smaller) 
thus reducing the implementation cost even furtl1er. 
This thesis is organized as follows . Chapter 2 provides the neccessary 
. 
mathematical background as well as reports on the earlier progress in the area of such 
decon1positions. The mathematical neccessities covered in this cl1apter include basic 
axioms of Boolean algebra on which most of the derivations in this thesis rest as well as 
elemenis of finite a'tltomata theory which is used in most other chapters to express 
decomposition conditions. In Chapter 3 we investigate the properties of functions which 
can be decomposed in the modular form described earlier. In particular, we develop 
theorems to identify switching functions that may be decomposable. functions in this 
paper. A new direction is taken to deal with the properties of these decomposable 
functions. It is shown that by using the concepts of Characteristic Set a,nd Firiite .State 
Automaton, the representation of the problem at hand is simplified and is easier to 
manipulate. Whereas Chapter 3 is devoted to decompositions that involve pro1)a.gation of 
a single Boolean output from one module to the next, the following chapter, Chapter 4 
generalizes this concept to multiple lines between the modules. This allows us to express 
many more functions into this form of decomposition. Tl1is cha,pter also discusses 
implementations using modules that l1ave separate outputs for the function and the t 
communication of information between modules. Finally, Chapter 5 of the thesis 
summerizes the results obtained and identifies areas of further research; 
-3-
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CHAPTER 2 
.. 
BOOLEAN DECOMPOSITION: BACKGROUND AND NOTATION 
Boolean decomposition has been a popular mathematical excercise for many 
decades. However, with the popularity of VLSI ASIC techniques and the design 
constraints of this technology have rekindled the interest in this area. This chapter 
.. 
reviews some of.~ the previous work in Boolean function decomposition. It also explains 
the mathematical notions required to understand. later chapters. 
2.1. Sets, Languages, and Boolean Algebra. 
The concept of a set and that of finite automata a.re basic to this work. The first 
"I. 
two sections are therefore devoted to developing these ideas in the con text of the current 
problerr1. A set is a collection of elen1lnts. If x is an element of a set A, we denote this 
relation by x E A and say that x belongs to ( or is in) A. A set can be specified by 
enumerating all its elements or equivalently, by specifying a typical elernent and the 
a 
'l Ill:• 
conditions on thc5i . ..elem.ents of the set. We say C is a subset of D if for every x E C, x E 
D, and we write C C D which is read as C is contained in D. If C C D but C # D, then 
. 
we write C C D which is read as C is properly contained in D. ., 
We define two set operations, the union, of C and D, denoted by C U D, and the 
intersection, denoted by; C n D. These operations are defined as 
\• 
C U D = { x I x is in C or x is in D} and C n D = { x I x is in C and x is in D} 
' 
-4-
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The differe,nce of two sets, denoted by C - D, is defined as follows. 
C - D == { x I x is in C and x is not in D} 
Observe that in general A - B =j:. B - A unless A == B. It often useful to use the 
concept of a universal set, U, a set containing- all possible elements. The set U-C 
contains all the elements missing from C. It is called the complement set of C and is 
denoted by c'. 
The Cartesian product of sets C and D, denoted by C x D, is defined as 
C x D == {(c, d) I c EC, d ED}. 
Similarly, the Cartesian product of n C's, C x C x C ... x C, is denoted as en and is 
made up of n-tuples with components from C. 
An alphabet is a finite, nonempty set of elements that is used to for1n strings of 
elements. The elements of tl1e alphabet are usually callea syn1bols or letters. A 1vord 
over an alphabet I: is.a finite sequence of symbols from E, usually written without any 
seperating commas. For example, SSTS 1, TS 1SS and STSTST are all words over I: == 
{S, S1, T, T 1}. In this work, syn1bols (or letters) are often themselves sets and words are 
tre;ted as a cartesian product of the corresponding sets. For example, the word ST1'S 1S1 
may correspond to the cartesian product S x T x T x S1 x S 1• An empty word, denoted 
by c, is a word consisting of 110 symbols and is a concept that is introduced to keep the 
mathematical ideas straight. The set of all words over a,n alphabet E is denoted by L*; 
~ 
for example, if E == {a}, then E* == {c, a, aa, aaa, ... }. As a final note, it sl1ould be 
mentioned that when it seems appropriate in this work, we have called the symbols by 
-5-
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words and the strings of symbols by sentenses. 
Since all the mathematics used in this thesis is the Boolean Algebra, it is 
appropriate to briefly mention its properties. Boolean Algebra is based on following 
• axioms: 
1. Closure. There are two operations denoted by + ( or E ) and by · ( or f1), called the 
OR and the AND. The set of elements B is closed under these operations. 
,. 
2. Associativity. Both OR and AND have associativity. 
3. Commutativity. Both OR and ANO are commutative. 
4. Distributivity. Each operation distributes over the other. 
5. Identities. There exist constants O and 1 such that for any bEB, b+O==b and b-1== 
b. 
6. Complementation. For every hEB, there exists cEB such that b+c==l and b·c==O. 
This element is called the complement of b and is denoted by b1• 
It can thus be seen that there are only two constants O and 1 in this algebra and 
apart from the + being distributive over · and the idea of complerr1entation, it is identical 
to the usual algebra. 1Iowever, these differences often produce surprising results such as 
the idempotent relations b+ b== b and b · h== b. When the con text is not confusing, the OR 
is referred to as the addition and the AND as a multiplication. The Boolean Algebra 
defined above is denoted by B. One may also consider Boolean algebr&"'Bn made up of n-
tuples with components from B. The operations in B11, ~re componentwise and it is 
therefore easy to see that it satisfies the same axioms as B and has similar properties. 
2.2. Deterministic Finite Automata (DF A). 
The ideas of a deterministic finite automaton ( DFA) are crucial to the 
-6-
·•1· 
. ' ., 
.... -:: to 
<} 
,. 
. . 
development of this work. An automaton M· is a quintuple M = ( Q, L, v, s, F) where Q 
is a set of states, E is an alphabet of input symbols, v: Q x L -+ Q is a transition 
function, s E Q is the starting state and F C Q is the set of final states. We say a word 
f E F. The set of words accepted by M, called the language accepted by M, is denoted by 
L(M) and is defined as 
l(M) = {x I xEE* and xis accepted by M}. 
A directed graph, called a transition diagram, ·is often used to describe a DF A. 
Nodes in this graph denote states of the DF A. If there is a transition from state f to 
state v on input T, then there is an arc labeled T from node f to node v. Thus tl1e DFA 
accepts a word x if the sequence of transitions corresponding to the symbols of x leads 
from the starting state to one of the final states. If the final states are associated \vith 
output symbols (from set ~), one can also define an output function, 8: Q x I: --. 6, to 
specify the output of the automaton due to an input string. 
2.3. Function Decomposition. 
By the term function decomposition we refer to the process of expressi11g a 
boolean function F(Xm,···, X1) as a, combination of several functions each of less than n 
variables. . The simplest type of decomposition can be obtained by applying Shannon's 
Expansion Theorem, which states that Any boolean function F: Bm--. B can be expressed 
as [1,2) 
-7-
As one can see, this theorem allows one _to -express any boolean function 
F(xm,···,x1 ) as a composition of three function, H(x)=x, G 1(xm_ 1 ,' ... , x 1 )==F(l, xm_ 1 , ... , 
The function decomposition can be used as tool for synthesizing circuits. For· 
example, consider function F( u, v, x, y) described by 
F(u, v, x, y) = xy + x1uv + y 1uv1 + x 1u1v 1 + y 1u1v. (2.2) 
The function in (2.2) has two literals and does not yield to any standard minimization 
process. However, it can be verified from elementary Boolean algebra that F( u, v, x, y) 
can be implemented as 
F(u, v, x, y) == H(x, y, G(u, v)), 
where,H(x, y, z) == xy + x 1z + y 1z1 and G(x, y) == xy + x 1y 1• (2.3) 
Note that the implementation (2.3) is not only of theoretical interest, but rather reflects a 
better implementation strategy because the imple111entation is modular and at the sa1ne 
_., V . \j, 
time it is of less complexity (it lowers the number of literals in the expression from 14 to 
10, a saving of over 28% ). These kinds of function decompositions have been discussed 
by Shannon [3], Povarov [4], Ashenhurst [5], Singer [6], Akers [7], Curtis [8], and Thayes 
[9]. Ashenhurst [5] has derived the following necessary and sufficient conditions for the 
existence of this simple kind of two level decomposition: 
-8-
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A function F{xm, xm_1 , ... , x1) is logically equivalent to C(yh, ... , y 1 , D{zn, ... , z1 )), where 
iff F equals either 0, 1, D{zn,···, z1 ), D(zn,···, z1) 1 when Yi is set to 1 or 0, 1 ~i <h. 
Consider another example of a Boolean function F(x6 , x5 , ... , x1 ) of six variables 
defined as 
(2.4) 
This function of (2.4) can be implemented as follows. 
where C(u, v, x, y) == uv1y + vy1 + x(u + v 1). (2.5) 
The implementation of (2.5) has a great many advantages over the normal 
implementation of (2.4 ). Firstly, notice that rather than implementing a six variable 
function F(x6 , x5 , ... , x1 ) we now only need to synthesize a relatively simple function C(u, 
v, x, y) of 4 variables. The implementation is not only modular, but it is also repeatitive, 
i.e., it uses two copies of the same block C(u, v, x, y), which is a great advantage when it 
' 
comes to VLSI fabrication. The ~otal number of lilerals in C(u, v, x, y) are only eight 
,, 
-9-
and consequently, even though the complexity of F(x6 , x5 , ... , x 1) is 81 literals, its 
1mplementation as in (2.5) has complexity of only 16 literals. 
This thesis concentrates on implementations illustrated by (2.5). In particular, it 
addresses the problem of function decomposition in -identical modules in a more 
generalized setting. The results obtained provide a new design strategy for Boolean 
functions that may be more efficient in terms of the hardware complexity and_ at the same 
time, better suited to the VLSI implementation strategy . 
• 
-10-
CHAPTER 3 
MODULAR DECOMPOSITION OF A SINGLE FUNCTION USING A SINGLE CARRY 
. 
This chapter describes decomposition results when the carry is a single binary 
variable. Thus only one line is sufficient to take the results of one module to the next. 
Extension of these results to the multiple carry case is presented in Chapter 4. We first 
obtain the analytical conditions for the existance of such a. decomposition and then 
investigate its uniqueness. The examples provided illustrate how some of the functions 
may be decon1posed. Such a decomposition is not only better suited for VLSI 
implementation, but also improves the minimality as is shown by the examples. 
3.1. Two Level Decomposition with Carry in Equal One. 
This section deals with the exista.nce of a decomposition for a given switcl1ing 
function in two identical modules with Carry in== 1. We refer to such a decorr1position as 
a two level decomposition. Suppose F is a Boolean function of 2n variables. We treat 
these arguments through two length n vectors X a.nd Y which form inputs to the two 
identical modules. The decomposition using two identical modules is shown in Fig. 3.1. 
Note that each module accepts a length n binary vector and a single carry input bit and 
generates a single bit output. 
Following theorem specifies the necessary and sufficient conditions for sucl1 a 
decomposition to be valid. 
- .. -· 
-11-
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X y 
' 
I ' , ~ I ~ . 
C(X, C(Y ,1) )=F(X, Y) B ~C(Y, 1) B ~ 
-
1 
-
-
. Fig. 3.1. Two level decomposition using identical blocks B and Cin==l. 
Theorem 3.1. A function F: Bn x Bn --+ B can be decomposed as F(X, Y) == C(X, C(Y, 
1)) for some function C: Bn x B --+ B iff :3 S, T C Bn such that 
F(X, Y)= 1 if XES and YES, 
0 if XE S1 and YES, 
r. 
1 if XET and Y E S1, 
0 if XE T 1 and Y E S1• (3.1) 
I~ ~ ... 
" 
Proof. We first prove that if F(X, Y) can be decomposed as F(X, Y)==C(X, C(Y,1)), 
then sets Sand T with property (3.1) do exist. Indeed, by defining S and T as 
S = { X E B" I C(X, 1) = 1} and T = { X E B" I C(X, 0) == 1}, 
.. 
-12-
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one can easily varify that they satisfy the property (3.1) when F(X, Y) == C(X, C(Y,1)) . 
. / 
To prove sufficiency of condition (3.1) assume that there exist sets S and T satisfying 
(3.1). One can then build function C: B" x B ~ B as 
C(X, z) (3.2) 
where C5 (X) 1 iff X E S and CT == 1 iff X E T._ One can now decompose F(X, 
Y) using Shannon's Decomposition Theorem as 
F(X, Y)= L fH(Y) F(X, II) 
HEB" 
== L fH(Y) F(X, H) + E fH(Y) F(X, H). 
HES HE·S 1 
(3.3) 
where, the function fH(Y) = 1 iff Y == H. Now note from (3.1) that when H E S, F(X, II) 
== 1 iff X E S. Thus F(X, II) == C5 (X) when II == S. Similarly, when II ES', r'(X, I-I) == 
1 iff X E T and therefore, for such H, F(X, fl) :=: CT(X). Using this in (3.3) gives 
F(X, Y) == C5(X) L fH(Y) + CT(X) L fH(Y). 
HES HES' 
(3.4) 
~) The summations in (3.4) can be further simplified as follows. Note that since fH(Y) == 1 iff 
'n 
Y == H then for any given YES, only one term in EHES fH(Y) survives (the term with 
H == Y) a.nd if Y ft S all the terms are 0. Th us the· summation is 1 if YES and is 0 
otherwise. Hence LHES fH(Y) == c·5 (Y). Similarly when only one term survives in the 
second summation when HES', and no term servives when H~S 1 it is implied that that· 
-13-
, .. 
• 
summation is 1· if Y E S1 and O otherwise. Thus E , fH(Y) == C 1(Y) == (C5 (Y)) 1. HES S 
Substitution in (3.4) produces 
F(X, Y)= C5 (Y) C5 {X) + (C5 (Y))' CT{X). 
. 
And finally using the definition (3.2) of _C(X, z) function gives, 
F(X, Y)= C(X, C5 (Y)) 
== C(X, C(Y, 1)). D 
3.2. Two Level Decomposition with Carry in equal Zero. 
Decomosition results similar to that of Section 3.1 can also be derived when Cin== 
0. Such a decomposition is shown in Fig. 3.2. The conditions for the existance of such a 
decomposition are specified in Theorem 3.2. 
X y 
<. 
,, ,, , ~, 
.# 
B C(Y,0) B 
-
0 C(X, C(Y,l))==F(X, Y) 
-
~ 
·-
Fig. 3.2. Two level decomposition using identical blocks B and Ci 11 ==0. 
-14-
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Theorem 3.2. A function F: Bn x B" ~ B can be decomposed as F(X, Y) == C(X, C(Y, 
0)) for some C: B" x B ~ B iff 3 S, V C B" such that 
F(X, Y)= 0 if XEU and Y ·E U, 
1 if XEU 1 and YEU, 
0 if X E V and Y E U1, 
•• 
1 if X E V 1 and Y E U1• (3.5) 
Proof. To prove the neccessity of condition (3.5), assume that function F(X, Y) can be 
decomposed as F(X, Y)==C(X, C(Y,1)). Then one can verify that S and V defined as 
U == { X E Bn I C(X, 0) == O} and V == { X E Bn I C(X, 1) == O} 
satisfy the required property (3.5 ). 
To prove the sufficiency of condition (3.5) a.ssume that there are sets U and V satisfying 
(3.5) and build function C: Bn x B ~ B as 
•., ... 
C(X, z) (3.6) 
where Cu(X) and Cv(X) have the same definitions as in the Proof of Theorem 3.1. 
Function F(X, Y) can now be decomposed as in (3.3). However, in the present case, 
when II E U, F(X, H) == 1 iff X E U1. Thus F(X, II)== C 1(X) == (Cu(X))' when H E U. u 
Similarly, when H E U 1, F(X, II) == 1 iff X. E V' and therefore, for such I-1, F(-X, H) -:--
., • ~. J • . • 
-15-
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C 1(X) = ( Cv(X) )1• Using this jn (3.3) gives 
.V 
F(X, Y) = (Cu(X))' L fH(Y) + (Cv(X))' L fH(Y). 
HEU HEU' 
(3.7) 
Note that as in Theorem 3.1, for any given Y, only one term fy(Y) at most in LHEU 
fH(Y) of relation (3. 7) may survive. Thus the summation is 1 iff Y E U. Thus we have 
I:HEU fH(Y) == Cu(Y). Similarly the second summation of (3.7) is 1 iff Y E U1. Thus L 1 HEU 
fH(Y) == C 1(Y) == ( Cu(Y) )1• This transforms ~3. 7) to: u 
F(X, Y)= Cu(Y) (Cu(X))' + (Cu(Y))' (Cv(X))'. 
Using (3.6) now gives 
F(X, Y)= C(X, ( Cu(Y) )1) == C(X, C(Y, 0) ). D 
3.3. Mathematical Background of m-Level Decomposition. 
We are now in a position to examine the m level decomposition of a switching 
function. Even though this is a generalization of the earlier two theorems, the generality 
of the new results require additional mathematical machinary which is now developed. 
To describe the necessary and sufficient conditions for m-level decomposition, 
consider a language Lm(M) described by the Deterministic Finite Automaton of Fig. 3.3. 
In this figure, S, T, S1 and T 1 denote the language symbols from wl1ich se11tences of 
length rn are constructed. For later convenience, we order the sym.bols in a sentence from 
right to left, -i.e. given a sentence smsm_ 1 ... s 1 , then si is input to M prior to si+i· The 
output of the automaton corresponding to a sentence in l..m(M) is based upon the final 
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· state reached when the sentence ends and is determined by the function 8. For example, 
when m=5, S1TS1SS, TS 1TT 1S1 E L5(M) but SS1T 1SS, TS 1T 1SS 1 ~ L5 (M). Further, 
6(S1TS1SS) = 0 and 6(TS 1TT 1S 1) = 1. 
" 
s 
T s' 
s 
T' 
Starting State: {A} 
Final States: F={f0 , f1 } 
output function 8: 1m(!v1)--+{0,1} 
input symbols: L=={S, s', T, 1·'} 
\ Fig. 3.3. Deterministic Finite Automaton, M, generating language 1n1 ( l'vl) 
Now let S and T of Fig. 3.2 denote subsets of Bn, and S1 and T 1 the corresponding 
complements (S 1 == Bn-S and T' = Bn-T). Base the automaton of Fig. 3.2 on the set 
of subsets { S , S 1 , T, T 1} . Consider a switching function F ( X m , X 111 _ 1 , ... , X 1 ) of 1n 
Boolean vectors each of length n and a sentence A == smsm_ 1 .~.s 1 E¥-·1n1(M). We say that 
F(Xm, Xm_ 1 , ... , X 1 ) satisfies .-\ if 
, -17-
Further, we say that function F(Xm, Xm_1, ... , X 1) satisfies Lm(M) if it satifies all the 
sentences in Lm(M). When m==2, L2(M) == {SS, · S1S, TS', T'S'} and the output functi~n 
is defined as 6(SS) == 1, 6(S 1S) == 0, 6(TS 1) == 1 and 6(T 1S1) == 0. One can thus see the 
condition that function F(X, Y) satisfies L2(M) is equivalent to the conditions expressed 
earlier by relation (3.1). 
One can also try to develop decompositions based on Cin==O. This requires the 
function to satisfy sentences from a language· Lp(M 1) of the automaton of Fig. 4 based 
upon sets U and V. Let u' and V 1 denote the complements of U and V respectively (i.e.· 
.. 
u' == Bn - U and V 1 == Bn - V). Note that in this case when m==2, L2 (M 1) == {UU, 
U1U, VU 1, V 1U1} and the output function is defined as c5(UU) == 1, c5(U 1U) == 0, c5(VU 1) == 
1 and 8(V1U 1) == 0. So the condition that function F(X, Y) satisfies L2 (M 1) is equivalent 
to the conditions expressed earlier by relation (3.5 ). 
u 
V u' 
u' 
u 
v' 
---
Starting State: {A} 
Final States: F=={f0 , f1} 
output function 81: Lm(M 1)-+{0,1} 
input symbols: L=={U, u', V, v'} 
Fig. 3.4. Deterministic Finite Automaton, M1, generating language Lm(M 1) 
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3.4. rn-Level Decomposition with Carry. in Equal to One. 
We now explore the m level decomposition of a switching function as shown in 
Fig. 3.5. 
~' ' ' 
I ., 
'( , , 
F(Xm, .. ,X1) B B C p(Xp,· .,X1) B B 
J .J 
- - -
-
-
~ 
- ~-
Block m Block rn-1 • • • Block p ••• Block 1 
Fig. 3.5. m-Level decomposition of a switching function using identical blocks B and Cin== 1. 
Following theorem decides whether m-level decomposition of a given Boolean 
function is possible using identical modules and Cin==l. 
Theorem 3.3. A function F of m ·n boolean variable F: Bn x Bn x ... Bn -+ B can be 
decomposed as 
(3.8) 
for some C : B 0 +1 -+B iff 3 S, T C Bn such that F(Xm, .... , X2, X 1) satisfies 1m(M) 
based on them. 
Proo_f.. Assume that F(Xm, .... , x2 , X 1) can be decompos~d as in (3.8) and prove by 
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Mathematical induction over m that F(Xm, .... , X2 , X 1) satisfies Lm(M) where M is 
based on sets S and T defined· as 
S = { X E B" I C{X, 1) = 1} and T = { X E B" I C(X, 0) = 1}, (3.9) 
Note first that Theorem 3.1 implies that if F(X2 , X 1) can be decomposed, it satisfies 
L2(M). Thus the result is true for m==2. Assume now that it is true for all m<p. Let 
Ci(Xi, .... , X 2 , X 1) denote the function available at the output of i-th module. One can 
Theorem as 
Cp(Xp, .... , x2 , X 1) 
X 1)) 1C(Xp, 
(3.10) 
.... f '• 
CP_ 1(Xp-l' .... , x2, X1) C(Xp, 1) + (Cp_ 1(Xp-l' .... , X2 , 
0). 
By assumption, CP_ 1(Xp-l' .... , x 2 , X 1) satisfies LP_ 1(M). To prove that Cp(Xp, .... , x2 , 
X 1) satisfies Lp(M), consider any A == spsp_ 1 ... s 1 E Lp(M). Clearly sp-lsp_2 ... s1 E 
Lp-l (M) and therefore 
(3.11) 
If the final state of automaton M of Fig. 2 due to sp-l sp_2 ... s1 is f0 , then 
cS(sp_1sp_2 ... s1 ) == 0. Using this with (3.10) and (3.11) one gets 
(3.12) 
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Further, an inspection of automaton M of Fig. 2 reveals that if the state due to 
sp-l sp_2 ... s 1 is f0 , then the next acceptable symbol Sp can only be T or T'. If Sp ==T, fina.l 
state due to A is f 1 and 6( A) == l. At the same time, if Xp E sp==T, then from the 
definition of set T above, C(Xp, 0) == 1. Together with equation (3.12), this now shows 
that 
(3.13) 
On the other hand if If sp==T', final state due to A is f0 and 8()) = 0. Also if Xp E 
sp==T', C(Xp,0)==1. Using (3.12) one can see that (3.13) is true even in the present case. 
Similarly, if the final state of automaton M due to sp_ 1sp_2 ... s1 is f1 , then 
8(sp-lsp_2 ... s1 ) == 1. Thus in this case, (3.10) and (3.11) give 
(3.14) 
Further, Sp can now only be S or S'. If sp==S, final state due to A is f1 and 8(.A) = 1. 
Also the definition of set S gives C(Xp, 1) == 1 if Xp E sp==S. Using (3.14) one can see 
that even in this case (3.13) is true. Finally, if sp==S', final state due to ,,\ is f0 and b( A) 
== 0. In this case C(Xp,1)==0 because XpE sp==S'. Use of (3.14) shows that (3.13) is true 
in this case as well. 
·Thus relation (3.13) is true in all possible cases implying that Cp(Xp, .... , X2 , X1) 
4,.satisfl1'ilea·p(M),~ Thus by the Principle of Mathematical Induction, for any m, if function 
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F(Xm, .... , X2 , X1). can be decomposed as in (3.8), then it satisfies Lm(M) for some S, T 
E B". 
We now prove that any F(Xm, .... , X2, X1) that satisfies lm(M) for some S, T E 
Bncan be decomposed as in (3.8). To use Mathematical induction over m, note from 
Theorem 3.1 that this result is true for m=2. Assume its truth for m==p-1. It can be 
proved for m=p as follows. Define a function C: B" x B -+ B as 
C(X,1)=1 iff XES, 
C ( X, 0) == 1 i ff X E T. 
and 
(3.15) 
suppressing the arguments is unambiguous. We now show that Cp can be expressed as 
where Cp-l is a function which satisfies !P_1 (M) for S and T. By hypothesis, Cp-l is 
decomposable, and this would imply the desired decomposition of Cp. 
Since Cp-l satisfies Lp-l (M) and Cp satisfies ip(M), one can describe the following four 
possibilities based upon the final states of M due to .,\P and .,\p-l · 
If the final state of M due to both Ap and .,\p-l is f0 , then Cp(Xp, XP_ 1 , ... , X 1 ) == 
0 and Cp_ 1(Xp_ 1 , XP_ 2 , ... , X 1) == 0 when XiE si, i==l, 2, ... , p. Further, an exa1nination 
of the automaton of Fig. 2 indicates that the last symbol Sp - T 1• Therefore C(~p, CP_ 1 ) 
,. 
-22-
... 
• 
.. 
= C(Xp, 0) = 0. This last relation is due to the definition (3.15) of C and the fact that 
• 
Xp E sp=T'. Thus in this case (3.16) is true. 
Similarly if the final state of M due to both ..\p and .,\p-l is f1 , then Cp=Cp-l =_1, 
when XiE sj, i=l, 2, ... , p. Fig. 3.2 now shows that sp==S. Therefore from (3.15), C(Xp, 
0 
CP_ 1 ) = C(Xp, 1) = 1. Thus (3.16) is true ~ven in this case. 
If the final state of M due to ..\pis f1 and due to .,\P-l' f0 , then Cp=l and CP_ 1= 0 .. 
Fig. 2 now shows that sp=T. Therefore C(Xp, CP_ 1 ) = C(Xp, 0) = 1 showing that (3.16) 
is again true. 
Finally, if the final state of M due to ..\p is f0 and due to .,\P_ 1, f 1 , then Cp==O but 
cp-1==1. In this case Sp==S'. Therefore C(Xp, cp-1) == C(Xp, 1) == 0 showing that (3.16) 
is true in this case as well. 
This completes the proof by Mathematical Induction. D 
Note that expression (3.9) in the proof of Theorem 3.3 can be used to deterrnine 
sets S, T and the language Lm(M) on which a given decomposition is based. Similarly, 
relation (3.15) can be used to design a decomposition of a function that satisfies the 
conditions of Theore1n 3.3. We now prove a result that would be useful later to derive 
the algorithm to deterrnine sets S and T defined in Theorem 3.3 and thereby obtain the 
decomposition if it exists. 
Corollary 3.1. For odd m, if F(Xm, .... , X2 , X 1) satisfies Lm(M) of Fig. 2, then F(h, h, 
... , h ) = 1 if f h E S . 
Proof. It can be seen from Fig. 2 that SS ... SS E Lm(M) and that 6(SS ... S) = 1. Thus if 
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hES, since F satifies lm(M), F(h, h, ... , h) = 1. To prove its converse, suppose hES 1. 
We should show that this implies F(h, h, ... , h) = 0. Since hES 1, hES 1nT or hES 1nT'. 
If the former is true, then it can be varified from Fig. 2 that length m sentence 
S1TS 1T ... S1TS 1 ends in state f0 of automaton M since m is odd. Since (h, h, ... , h) E 
S1xTxS1xTx ... S1xTxS1, function F(h, h, ... , h) == 0. Similarly if hES 1nT1, length m 
sentence T 1T 1 ••• T 1S1 ends up again in final state f0 resulting in the same value of the 
function. D 
3.5. m-Level Decomposition witl1 Carry in Equal to Zero. 
m-level decomposition of a Boolean function with Cin==O is shown in Fig. 3.6. 
The relevent conditions applicable to this decomposition are specified by Theorem 3.4. 
X,n xn,-1 
' , ,, ' , ,, , , , , 
F(Xm, .. ,x1. B B B B 
~ ~ 
~ 
- - -
-- . 
Block m Block m-1 • • • Block p • • • Block 1 
Fig. 3.6. m-level decomposition of a switching function using identical blocks B and Cin=O 
Theorem 3.4. A function F: B0 x Bn x ... Bn ---+- B can be. decomposed as 
(3.17) 
for some C : Bn+l---+-B iff 3 U, V ·c Bn such that F(Xm, .... , x2, X 1) satisfies Lm(M1) 
\ 
-24-
·• 
"'-:,. 
• \, 
0 
""" 
. ' 
based on them. 
Proof. We first assume that F(Xm, .... , x2 , X 1) can be decomposed as in (3.17) and 
prove by Mathematical induction over m that F(Xm, .... , x2 , X1) satisfies lm(M 1) where 
M 1 is based on sets V and U defined as 
V == { X E B" I C(X, 1) == O} and U == { X E B" I C(X, 0) == O}, (3.18) 
One can see from Theorem 3.2 that if F(X2, X 1) can be decomposed, then it satisfies 
L2(M 1). Thus tl1e result is true for m==2. Assume now that it is true for all m<p. Let 
Ci(Xi, .... , X2, X 1) denote the function available at the output of i-th module. One can 
Theorem as 
0). (3.19) 
By assumption, CP_ 1(Xp-l' .... , x 2, X 1) satisfies 1,P_ 1(M 1). To prove that Cp(Xp, .... , 
x2 , X 1) satisfies lp(M 1), consider any . ..-\ == spsp_ 1 ... s1 E lp(M 1). Clearly sp-l sp_ 2 ... s1 E 
. qi= . 
1,p-l (M') and therefore 
(3.20) 
If the final state of automaton M 1 of Fig. 3.4 due to sp-l sp_2 ... s1 is f0 , then 
6(sp_ 1sp_2 ... s1 ) == 0. Using this with (3.19) and (3.20) one gets 
-25~ 
Cp(Xp, .... , x2, X1) = C(Xp, 0) if Xi E si, i=l, 2, ... , p-1. (3.21) 
Furth~r, an inspection of automaton M' of Fig. 3.4 reveals that if the state due to 
. . I 
sp-l sp_2 ... s1 is f0 , tl1en the next acceptable symbol ~P can only be U or U . If sp== U, final 
state due to A is f0 and 6(..\) == 0. At the same time, if Xp E sp==U, then from the 
definition of set U above, C(Xp, 0) = 0. Together with equation (3.21 ), this now shows 
that 
(3.22) 
On the other l1a11d if If sp== U', fina.l state due to .,\ is f 1 and 6( ,.\) == 1. Also if Xp E 
sp==U', C(Xp,0)==1. Using (3.21) one can see that (3.22) is true even in the present case. 
Similarly, if the final state of automaton M 1 due to sp_ 1sp_2 ... s1 is f1 , then 
8(sp-lsp_2 ... s1) == 1. Thus in this case, (3.19) and (3.20) give 
(3.23) 
Further, Sp can now only be V or V'. If sp==V, final state due to .,\ is f0 and 8(.,\) 
== 0. Also the definition of set V gives C(Xp, 1) == 0 if Xp E sp==V. Using (3.23) one can 
see that even ·in this case (3.22) is true. Finally, if sp==V', final state due to .,\ is f1 and 
6(..\) == 1. In this case C(Xp,1)==1 cause XpE sp==V'. Use of (3.23) shows that (3.22) is 
true in this case as well. 
Thus relation (3.22) is true in all possible cases implying that Cp(Xp, .... , x2 , X1) 
satisfies Lp(M 1). Thus by the Principle of Mathematical Induction, for any m, if function 
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F(Xm, .... , X2 , X1) c_an be decomposed as in (3.17), then it .satisfies .lm(M1) for som~ U, 
VE B". 
We now prove that any F(Xm, .... , X2 , X1) that satisfies Lm(M1) for some U, V 
E Bncan be decomposed as in (3.17). To use Mathematical induction over m, note from 
Theorem 3.2 that this result is true for 1n=2. Assume its truth for m=p-1. It can be 
proved for m=p as follows. Define a function C: Bn x B -+ B as 
C( X, 1) == 0 iff X E V, 
C ( X, 0) == 0 i ff X E U. 
I 
(3.24) 
suppressing the argu1nents is unambiguous. We now show that Cp can be expressed as 
where Cp-l is a function which satisfies Lp-l (M 1) for U and V. By hypothesis, Cp-l is 
decomposable, and this would imply the desired decomposition of Cp. 
Since Cp-l satisfies lp-l (M 1) and Cp satisfies .lp(N1 1), one can describe the following four 
possibilities based upon the final states of M 1 due to Ap and .,\p-l· 
If the final state of M 1 due to both Ap and .,\p-l is f0 , then Cp(Xp, XP-l' ... , X1) == 
0 and CP_ 1(Xp_ 1 , XP_2 , ... , X 1 ) = 0 when XiE si, i=l, 2, ... , p. Further, an examination 
of the automaton of Fig. 3.4 indicates that the last symbol sp== U. Therefore C(Xp, 
Cp_ 1 ) = C(?,(p, 0) = 0. This last relation is due to the definition (3.24) of C and the fact 
. . 
, C 
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t_hat Xp E Sp= U. Thus in this case (3.25) is true. 
Similarly if the final state of M' due to both Ap and "p-l is f1, then Cp=Cp_ 1=1, 
"Jhen X;E si, i=l, 2, ... , p. Fig. 3.4 now shows that sp==V'. Therefore from (3.24), 
C(Xp, CP_1 ) == C(Xp, 1) = 1. Thus (3.25) is true even in this case. 
If the final state of M 1 due to Ap is f1 and due to "P-l' f0 , then Cp=l and CP_ 1= 
0. Fig. 3.4 now shows that Sp= u'. Therefore C(Xp, cp-1) == C(Xp, 0) == 1 showing that 
( 3.25) is again true. 
Finally, if the final state of M 1 due to Ap is f0 and du.e to .i\P_ 1, f1, then Cp==O b~t 
cp-1=1. In this case Sp=V. Therefore C(Xp, cp-1) = C(Xp, 1) == 0 showing that (3.25) 
is true in this case as well. 
This completes the proof by l\1athematical Induction. D 
One has the following result similar to Corollary 3.1 to express the value of F(h, 
h, ... , h). 
Corollary 3.2. For odd m, if F(Xm, .... , X 2, X 1) satisfies Lm(M1) of Fig. 4, then F(h, h, 
... , h) == 0 iff l1ES. 
Proof. From Fig. 4, SS ... SS ELm(M') and c5(SS ... S) = 0. Thus F(h, h, ... , h) = 0 if hES, 
since F satifics Lm(M 1). We now show that hES' implies F(h, h, ... , h) ., 0. Since hES 1, 
hES 1nT or hES 1nT!.. If hES 1nT, length m sentence S1TS 1T ... S1TS 1 ends in state f1 of 
automaton M 1 since m is odd and F(h, h, ... , h) == 1. On the other hand if hES 1nT1, 
sentence T'T' ... T'S' again produces final state f1 giving F(h, h, ... , h) == 1. D 
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3.6. Examples of Boolean Decompositions. 
This section illustrates the concepts generated in earlier sections to decompose two 
Boolean functions. In particular, the construction of the C function based upon sets S 
and T is illustrated. An algorithm to find sets S and T themselves, would be given in 
Chapter 4. 
Example 3.1. Consider a function F of six variables given by 
· We find that subsets Sand T of B3 defined as 
S=={(OOl), (100), (101), (111)} 
and T=={(OOO), (010), (101), (110), (111)}, 
can satisfy the relation (3.5) of Theorem 3 .. 2. In particular, 
== 1 if X E S1 and Y E S, 
== 0 if X E T and Y E S1, 
== 1 if X E T 1 and Y E S1• 
Once the function is shown to satisfy L2(M) based on sets S and T, one can get from 
-29-
· (3.2), 
I I 
= Y1Y3+Y1Y2 +Y2 Y3, 
and CT(Y3, Y2, Y1) = Y1 1Y2 1Y3 1 +Y1 1Y2Y3 1 +Y1 1Y2Y3 .. fY1Y2 1Y3+Y1Y2Y3 
One now can establish the carry function 
C(y3, Y2, Y1, z) =z· C5(Y3, Y2, Y1)+ z'· CT(Y3, Y2, Y1) 
= z· (Y1(Y3+Y2 1)+Y2 1Y3) + z'· (Y1 1(Y2+Y3 1)+Y1Y3), 
to get from Theorem 3.2., 
One can verify that tedious Boolean manipulation of the original expression can give the 
same result as follows. 
' 
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-
= C(x5 , x 2 1, x6 , l)·C(x1, x3 , x4 1, 1) 
+ C(x5 , x21,.x6 , 1)1 ·C(x1 , x3 , x4 1, 0) 
'• 
• 
The resultant implementation of F is shown in Fig. 3.7. One may notice that tl1e 
original expression of F has 81 literals whereas the modular decomposed expression has 
only 24. literals because of the fact tl1at the function C has 12 literals and 2 modules 
,'.\ 
creating these C functions are used in the complete implementation. 
~ , , , 
" r , , 'I Ir 
1 ) .. B _,C(X 1 , 1) B ~ 
- -- -
Fig. 3. 7. Modular Implementation of Function F(x6 , x5 , x4 , x3 , x 2 , x1 ) 
Example 3.2. Consider the eight variable function F given by the following expression. 
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'· 
( ) 'I I I I I I I F Xs, X7, ... , Xi = X1 X3X4X7 + X1 X2X3X4X7 + X3 X4 x6x8 + Xi X7 X4X3 Xs 
I I I I I I I· I I I I I + Xi X7 X4 x6 X3 + Xi X2 x6x3 Xs + Xi X2 X4X3 Xs + X2 X3X4 x6 X7 
two subsets S and T of B2 defined as 
S=={(Ol), (11)} and 
T=={(Ol)}. 
Once the function is shown to satisfy t 2 (M) based on sets S and T, one can get from 
(3.2) 
One now can establish the carry function 
to get from Theorem 3.3, 
• 
. -32-
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.b 
It can be verified that the Boolean manipulation of the original expression can give this 
same decomposition. 
• 
..,, 
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This implementation of F is shown in Fig. 3.8. The original expression of F haS' 
84 literals whereas the modular decomposed expression has only 20 literals because of the 
fact that the function C has 5 literals and 4 modules creating these C functions are used 
in the complete implementation. 
', 
" 
1 , 
' , '( ,, ' . 1 , 
' ... ,x 1) B B B C(X1,l) B 
~ 
- --
~ 
--
~ 
-
• 
Block 4 Block 3 Block 2 Block 1 
Fig. 3.8. 4-level decomposition of a switching function F(x8 , x7 , x5 , x4 , x3 , x2 , x 1 ). 
• 
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CHAPTER4 
GENERALIZATIONS OF MODULAR DECOMPOSITION 
., 
Chapter 3 uses the carry output of the last stage of a decomposition to synthesize 
a function. This chapter generalizes these results to cover the decomposition using blocks 
generating distinct carry and output signals. We also investigate the implementation of 
more than one boolean function in a single series of identical modules of this kind. 
Fina1ly, the modular decomposition of a Boolean function in blocks generating multiple 
carries is provided as ultimate generalization of the results of Chapter 3. 
4.1. Mathernatical Background of m-level Decomposition Using Single Carry and Output 
Function. 
This section defines the C, output and extends the Deterministic Finite Automaton of 
Fig. 3.2. to cover the decomposition using C, output. 
A module with single carry and C, output is1 shown in "Fig. 4.1. The most typical 
,Sip 
example of functional decomposition in this kind of module is the serial adder. 
As before, for this kind of decomposition we use a Deterministic Finite Automaton 
N to describe the necessary and sufficient conditions of decomposability. This automaton 
is shown in Fig. 4.2. 
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Fig. 4.1. A module with single carry and C, output 
In Fig. 4.2, S, T, W, Z, S1, T 1, W 1, and z' denote the language symbols from 
which sentences of length m are constructed. Note that the last word of the sentence 
uses symbols {W, Z, W 1, Z1} and the other words are from {S, T, S1, rl''}. The output of 
, 
the automaton corresponding to a sentence in lm(N) is based upon the fina.l state reached 
when the sentence ends and is determined by the function 8. For exan1ple, when m==6, 
ZS 1TS1SS, W 1TS 1TT 1S1 E L5( N) but WSS 1'1'1SS, ZTS'T'ss' ~ 15 ( 1\1 ). 
8(ZS1TS 1SS) == 1 and 8(W1TS 1TT 1S1) = 0. 
Further, 
Now let S, T, W, and Z of Fig. 4.,2 denote subsets of Bn, and S1, T', vV', and z' the 
'" c'b 
corresponding complements. Consider a Boolean function F(Xm, X 111 _ 1 , ... , X 1 ) of m 
Boolean vectors each of length n and a sentence ..\ == smsm_ 1 ... s1 E 1 111 (1\1!). We say that 
F(Xm, Xm_ 1 , ... , X 1 ) satisfies ..\ if 
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Starting State: {A} 
Final States: F == {F 0 , F 1} 
input symbols: L == {S, s', T, T 1, w, w', z, z'} 
output function b: Lm(N)-+{0, 1} 
w 
r' 
·w 
s 
T s' 
w' 
,, 
w' 
I 
, 
,, 
..,, 
Fig. 4.2. Deterministic Finite Automaton, N, generating language Lm(N) based on S, T, W, Z. 
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Further, we say that function F(Xm, Xm_ 1 , ... , X1) satisfies Lm(N) if it satifies all the 
~entences in Lm(N). Note that if W, Z, W 1, and z' are replaced by S, T, S 1, and T' 
respectively, N would become to be M. 
"" One can also try to develop decompositions based on Cin==O. This requires the 
function to satisfy sentences from a language Lp(N 1) of the automaton of Fig. 4.3 based 
upon sets U, V, W, and Z. Let V 1, V1, W 1, and Z1 denote the complements of U, V, W 
and Z respectively. Note that in this case N 1 can be transformed to M' by replacing W 
and Z with v' and U1 respectively. Note that as in the case of the auton1aton of Fig. 4.2, 
symbols {W, Z, W 1, Z1} are used as last words of a sentence and the other words are 
chosen from {U, V, U1, V1}. 
4.2. !!! Level Decomposition Qf A Single Function in. modules with Single Carry and Qf one 
Output 
In this section we study decomposition of Boolean functions in identical modules such 
that each module implements a single carry and an output functions. \Ve also assume 
here that the first module gets in a carry input equal to 1. 
Theorem 4:l. A function F: B0 x Bn x ... Bn ~ B can be decomposed as_ 
(4.1) 
· n+l n -for some C : B ~B iff 3 S, T, W, Z C B such that F(Xm, .... , x2 , X1) satisfies 
Lm(N) based on them. 
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Fig. 4.3 Deterministic Finite Automaton, N1, generating language Lm(N') based on U, V, W, Z. 
J ' ' , 
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Proof. We first assume that F(Xm, .... , X2, X 1) can be decomposed as shown in Fig. 4.4 
based on equation ( 4.1) 
x. 
I 
'Ii I , . 1, ~ 
' I ' 
~ . I • 
B B c.(x. I I , .. ,X1) B 
- - -
• • • 
~ 
-
-
• • • 
-
.. 
~ 
-
-
- -
-
F(Xm , .. ,X 1) 
Block m Block m-1 • • • Blo(:k i ••• 
Fig. 4.4. m-level decomposition of a switching function using identical blocks B 
with outputs C and 0, and Cin==l. 
Block 1 
We now prove that F(Xm, .... , X2, X 1) satisfies 1m(N) where N is based on sets S, T, 
W, and Z defined as 
S == { X E Bn I C(X, 1) == 1}, T == { X E Bn I C(X, 0) == 1}, 
W = { X E Bn I O(X, 1) == 1} and Z == { X E Bn I O(X, 0) == 1}, (4.2) 
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'When m==l, since F(X) can be_ expressed as O(X, 1), and from definition ( 4.2) of W, 
- we get F(X)_..:..l if XE W and F(X)==O if XE W 1• Further, an inspection of automaton N 
of Fig. 4.2 reveals that 6N(W) equals to 1. and 6N(W1) equals to 0. So F(X) == 6N(s) 
when s E {W, W 1} == L1(N). Thus F(Xm, .... , X 2, X 1) satisfies Lm(N) based on S, T, 
W, and Z when m==l. 
When m>l, this result can be proved as follows. Let Ci(Xi, .... , X2, X 1) denote 
the function available at the carry output of i-th module and C,i(Xi, .... , x2 , X 1) .denote 
the function available at the output of i-th module. When m > 1, one can decompose 
( 4.3) 
An inspection of Fig. 3.3 of automaton M and Fig. 4.2 of automaton N reveals 
that given ,,\ 1 == sm,,\ E Lm(N), ,,\ E Lm_ 1(M). Further if 8(,,\) == 1 for Lm_ 1(M), then sm 
E {W, W 1}. When sm==W, O(Xm, 1) == 1. So O(Xm, 1) Cm_1(Xm_ 1 , ... , X 1) == 1 == 
8N(,,\ 1 ). Thus, 
( 4.4) 
Similarly When sm==W', O(Xm, 1) cm-1CXm-1, ... , X1) == 0, and O(Xm, 0) 
(Cm-1CXm_1, ... , X 1))1 == , 0 also. Since 8N(,,\1) in this case is 0, from Fig. 4.2, and 
Om(Xm, ... , X2 , X 1) == 0, from ( 4.3), we again find that ( 4.4) is satisfied. 
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Now if 6(A) = 0 for A=sm_1 ... s1 E Lm_ 1(M), then for a A1=smA E 1m(N), sm must 
be either Z or Z1• When sm=Z, O(Xm, 0) == 1. At the same time, one has O(Xm, 0) 
(Cm_1(Xm_1, ... , X1))1 == 1 if XiEsi, 1< i < m. Thus (4.4) is satisfi~d in this case. 
Finally, when sm==Z', O(Xm, 1) . cm-1CXm-1, ... , X1) = 0 and O(Xm, 0) . 
(Cm-1CXm-i, ... , X1 )) 1 == 0. From (4.3), Om(Xm, ... , X2 , X1) == 0 and from automaton 
'.t, 
N, 8N( A1) = 0 showing the truth of ( 4.4). 
Th us relation ( 4.4) is true in all possible cases implying that CJ m(Xm, .... , x2 , X 1) 
satisfies Lm(N). In other words, if function F(Xm, .... , x2 , X 1) can be decomposed as in 
(4.1), then it satisfies Lm(N) for some S, T, W, Z E Bn. 
We now prove that any F(Xm, .... , X2 , X1) that satisfies Lm(N) for some S, T, 
W, Z E Bncan be decomposed as in (4.1). We prove the result for m = 1 and m > 1 
seperately. 
Now assume a function F(X) satisfies 1 1 (N) for some S, T, W, and Z E Bn. An 
examination of the automaton of Fig. 4.2 indicates that 1 1(N)={ W, W 1}. We build a 
function O(X, z) from the set W as O(X, 1) = 1 iff x E W , and let O(X, 0) be any 
boolean function of X. Thus if X E W then F(X) == 8(W) == 1 == O(X, 1); if X E W' 
then F(X) == 8(W1) = 0 == CJ(X, 1). So F can be decomposed as in ( 4.1) when m = 1. 
When m > 1, the result can be proved as follows. First define functions C, 0: Bn x 
B-+ Bas 
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C( X, 1)== 1 iff X·E S, and 
C( X, 0)== 1 iff XE T. 
0( X, 1)== 1 iff XE W, and 
0 ( X, 0) == 1 iff X E Z. (4.5) 
. 
and denote by Ci{Xj, .... , X 1) the quanity C(Xi, C(Xi_ 1 , .... , C(X1 , 1) ... )). 
• 
" 
Now consider the subautomaton M of N shown in Fig. 4.2 obtained by dropping all the 
transitions corresponding to words Z and W from Fig.4.2. We assign output function 81 
to M such that if the final state is f1 , then 81 is 1 and for f0 , it is 0. The automaton M in 
this case is identical to thge one drawn in Fig. 3.3 and works with language 1m-l (M). 
Further from theorem 3.3, we have Cm_1(Xm_ 1 , ... , X 1) == 81(sm_ 1 ... s 1 ), where sm_ 1 ... s 1 is 
an acceptable to M and Xi E si, 1 < i < m. Define a new function 
( 4.6) 
We try to prove that this G is the same as the given F implemented as Om(Xm, 
.-:j ' 
., 
... , X 2 , X 1) satisfing 1m(N) for sets S, T, W, and Z. Consider any A==sm_ 1 ... s 1 E 
1m_ 1(M) for which 81(.-\)==l. By theorem 3.3, Cm_ 1(Xm-l' .... , X 2 , X 1) == 81(,,\) == 1 when 
Xi E si. An inspection of automaton M of Fig. 3.3 and N of Fig. 4.2 reveals that if given 
A1==smA E Lm(N) then Sm must be either W or W 1• 
If sm == W , then from Fig. 4.2 One gets F(Xm, ... , X 2 , X 1 ) == 8(..\ 1 ) == 1, where Xi 
( 4.5) and ( 4.6), G(Xm, ... , X 2 , X 1) = 1. Likewise, if sm = W 1, then we get F(Xm, .. :, 
-43-
.. 
) 
X2 , X1 ) = 6( A1) = 0, where Xi E si, 1 < i < m and from ( 4.5) and ( 4.6), G(Xm, ... , X2 , 
.. 
X 1) = 0. Thus when Cm_1(Xm_ 1, ... , X 2 , X 1 ) = 1, functions G and Fare identical. 
Similarly for any A=sm_ 1 ... s1 E Lm_ 1(M) for which 61(,.\)=0, Cm_1 (X.m-l' .... , X2, 
X 1) = 61(,.\) == · 0 when Xi E si. Then an inspection of Fig. 4.2 reveals that if given 
A1 =smA E Lm(N) then sm must be either Z or z'. 
. If sm == Z , then from Fig. 4.2, F(Xm, ... , X 2 , X 1 ) == 6(A 1 ) == 1, where Xi E si, 1 < 
i < m. In this situation, combining ( 4.5) and ( 4.6) gives that G(Xm, ... , X 2 , X 1) == 1. 
Likewise, if sm == z', then me get F(Xm, ... , X 2 , X 1 ) = 6( A1 ) == 0, where Xi E si, 1 < i < 
m. and from ( 4.5) and ( 4.6), G(Xm, ... , X 2 , X 1) == 0 also. 
Thus function F = G in all possible cases implying that if F(Xm, .... , x2 , X 1) 
satisfies Lm(M) then Om can be decomposed as function G. 
4.3. m. Level Decomposition Qf A Single Function in modules with Single Carry a.nd of 
Zero Output 
D 
In this section we study decomposition of Boolean functions in identical modules such 
that each module implements a single carry and an output functions. We also assume 
here that the first module gets in a carry input equal to 0. 
Theorem 4.2. A function F: Bn x Bn x ... Bn ~ B can be decomposed as 
( 4. 7) 
·1 
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for some C : B"+1 -+B iff 3 U, V, W, Z ~ B" such that F(Xm, .... , x2, X 1) satisfies 
Lm(N1) based on them. 
Proof: We first assume that F(Xm, .... , X 2, X 1) can be decomposed based upon (4.7). 
We prove that F(Xm, .... , X2, X1) satisfies Lm(N 1) where N1 is based on sets U , V, W, 
and Z defined as 
• 
U = { X E B" I C(X, 0) = O}, V = { X E B" I C(X, 1) = O}, 
W = {XE B" I O(X, 1) = 1} and Z = { X E Bn I O(X, 0) == 1}, (4.8) 
When m==l, since F(X) can be expressed as O(X, 1), from definition (4.8), then we get 
• 
F(X)==l if XE W and F(X)==O if XE W 1• Further, an inspection of automaton N 1 of Fig. 
4.3 reveals that 8 1(W) equals to 1. and 8 1(W1) equals to 0. So F(X) == 8 1(s) when s 
. N N N 
E {W, W'} = L1(N 1). Thus F(Xm, .... , x2 , X1) satisfies lm(N') based on them when 
m==l. 
When m > 1, it can be proved as follows. Let Ci(Xi, .... , x2, X1) denote the 
function available at the carry output of i-th module and C,i(Xi, .... , x2 , X1) denote the 
function available at the output of i-th module. When m > 1, one can decompose 
Om(Xm, .... , X2, X1) == cm-1CXm-l' .... , X2, X1) O(Xm, 1) 
+ (Cm_1(Xm-l' .... , X2 , X1))10(Xm, 0), where m > 1{4.9) 
An inspection of Fig. 3.4 of automaton M 1 and Fig. 4.3 of automaton N1 reveals 
' 
that given A1 == Sm A E lm(N 1), A E lm-l (M 1). Further if 6( A) = 1 for Lm-l (M 1), then Sn, 
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E {W, w'}. When SM W, CJ(Xm, 1) = 1. So O(Xm, 1) Cm-l (Xm_ 1, ... , X1) 1 
( 4.10) 
.Similarly When Sm=W', O(Xm, 1) cm-1CXm-1, ... , X1) == 0, and O(Xm, 0) (Cm-1CXm-1, 
... , X 1 )) 1 == 0 also. Since 6 1(..\ 1 ) in this case is O, from Fig. 4.3, and Om(Xm, ... , X2 , X1) N 
== 0, from ( 4.9), we again find that ( 4.10) is satisfied. 
Sm must be either Z or Z1• When sm==Z, O(Xm, 0) == 1. At the same time, one has 
O(Xm,··o) (Cm_1(Xm_1, ... , X 1)) 1 == 1 if XiEsi, 1< i < m. Thus (4.10) is satisfied in this 
case. 
Finally, when Sm==Z', O(Xm, 1) . cm-1CXm-1, ... , X1) == 0 and O(Xm, 0) . (Cm-1(Xm ... 1, 
... , X 1) ) 1 = 0. From ( 4.9 ), Om(Xm, ... , X2 , X 1) = 0 and from automaton N1, 6 N1( ,\i) = 
0 showing the truth of ( 4.10). 
Thus relation (4.10) is true in all possible cases implying that Om(Xm, .... , x2 , 
X 1) satisfies Lm(N 1). In other words, if function F(Xm, .... , x2 , X 1) can be decomposed 
as in (4.7), then it satisfies lm(N 1) for some U, V, W, Z E Bn. 
We now prove that any F(Xm, .... , x2, X 1) that satisfies Lm(N 1) for some U, V, 
W, Z E Bncan be decomposed as in (4.7). We prove the result for m == 1 and m > 1 
seperately. 
Now assume a function F(X) satisfies .t1(N 1) for som·e U, V, W, and Z E Bn. An 
-46-
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-examination of the automaton of Fig. 4.3 indicates that t 1 (N1)=={ W, W 1}. We build a 
function O(X, z) from the set W as O(X, 1) == 1 iff x E W , and let O(X, 0) be any 
boolean function of X. Thus if X E W then F(X) == 6(W) == 1 == O(X, 1); if X E w' 
then F(X) == 6(W1) == 0 == O(X, 1). So F can be decomposed as in (4.7) when m == 1. 
When m > 1, the result can be proved as follows. First define functions C, 0: Bn 
xB-+Bas 
C(X,1)==1 iff XEU, and 
C ( X, 0) == 1 i ff X E V. 
C, ( X, 1) == 1 i ff X E W, 
· C, ( X, 0) == 1 i ff X E Z. 
and 
and denote by Ci(Xi, .... , X 1 ) the quanity C(Xi, C(Xi_ 1 , .... , C(X1 , 1) ... )). 
(4.11) 
Now consider the subautomaton M1 of N1 shown in Fig. 4.3 obtained by dropping all 
the transitions corresponding to words Z and W from Fig. 4.3 We assign output function 
81 to M1 such that if the final state is f1 , then 81 is 1 and for f0 , it is 0. The autorr1aton 
M 1 in this case is identical to the one drawn in Fig. 3.4 and works with language 
sm_ 1 ... s1 is an acceptable to M 1 and Xi E si, 1 < i < m. Define a new function 
We try to prove that this G is the same as the given F implemented as Om(Xm, 9 
• 
..... 
... , X2 , X 1) satisfing Lm(N1) for sets U, V, W, and Z. • Consider any .\==sm_1 ... s1 E· , 
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when Xi E si. An inspection of automaton M1 of Fig. 3.4 and N1 of Fig. 4.3 reveals that if 
given A1 =sm..\ E lm(N1) then Sm must be either W or W 1• 
If sm = W , then from Fig. 4.3 One ge~s F(Xm, ... , X 2 , X 1) = 6(..\ 1 ) == 1, where Xi 
E si, 1 < i < m. At the same time, since Cm_ 1(Xm_ 1 , ... , X 2 , X 1 ) = 1 and Xm E W, from 
(4.11) and (4.12), G(Xm, ... , X 2 , X 1) = 1. Likewise, if sm = W 1, then we get F(Xm, ... , 
I 
X 2 , X 1) == 6(,\ 1 ) == 0, where Xi E sj, 1 < i < m and from (4.11) and (4.12), G(Xm, ... , 
Similarly for any ~==sm_ 1 ... s1 E 1m-i(M1) for which 81(..\)==0, Cm_ 1(Xm-l' .... , x2, 
X 1) == 81(A) == 0 when Xi E si. Then an inspection of Fig. 4.3 reveals that if given 
..\ 1 ==smA E Lm(N 1) then Sm must be either Z or Z1• 
If sm == Z , then from Fig. 4.3, F(Xm, ... , X 2 , X 1) == 8(..\ 1 ) == 1, where Xi E si, 1 < 
i < m. In this situation, combining ( 4.11) and ( 4.12) ·gives that G(Xm, ... , X 2 , X 1 ) == 1. 
Likewise, if Sm == z'' then me get F(Xm, ... , X2, X1) == 8( "1) == 0, where xi E sj, 1 < i < 
m. and from ( 4.11) a.nd ( 4.12), G(Xm, ... , X 2 , X 1) == 0 also. 
Thus in all possible cases function F == G implies that if F(Xm, .... , X2 , X 1) 
satisfies Lm(M 1) then Om can be decomposed as function G. 
0 
• 
4.4. Multiple Function Decomposition Using Single Carry and C, Output 
with Carry in Equal to One. 
In this section we explores the possibilities of implementing multiple functions in the 
same modular implementation. Such a decomposition is illustrated in the Example 4.1. 
-48- > 
Example 4.1 · Given two functions 
and 
Defining two new functions G 1 and G 2 from F 1 and F 2 by changing the order of the 
variables and negating some of the variables as 
G1 and G 2 satisfy respectively L3(N) and L4 (N) respectively for the same two subsets S , 
T, W, and Z of B2 , which ar~ defined as follows: 
S = {(01), (11)}, T = {(01)}, W = {(01), (00)} and Z = {(01), (10)}. 
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Using ( 4.5 ), one gets the function C and O as 
· Thus from by Theorem 4.1, we get 
and 
One can verify that these expressions are indeed valid by using elementary Boolean 
Algebra. D 
The original expressions for F 1 and F 2 have 131 literals whereas the new expressions 
...., . 
using decomposition have only 44 literals, because the function C has 5 literals, function 
C, · has 6 literals and only 4 modules suffice to build both the functions. The 
implementation is shown in Fig. 4.5. 
• 
I 
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Fig. 4.5. 4-level decomposition of switching functions F 1 and F 2 . 
It can also be seen th«;i,t regularity and repeatability is an attractive feature of this 
design which requires less hardware than the standard implementation (Since the C, 
outputs of first two blocks are not used, one may save 12 more literals). 
4.5. Mathematical Background for Multiple Carry Decomposition. 
This and the following sections develop the decomposition of Boolean functions when 
the modules used in the synthesis have more than one carry output. As before, the 
existance of a decomposition is specified in terms of certain conditions. In chapter 3 and 
earlier part of this chapter, it was seen that these conditions are best expressed through a 
language of a suitable defined finite automaton. We follow the same approach here. 
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Consider a Deterministic Finite Automaton .Ab defined as follows. Let u denote the 
number of carry line between the modules. Then ..At, has 2u + 1 satates {A, f0 , f1 , ... , 
f u 1} of which A is the starting state ane the rest, final states. Each input symbol is now 2 -
made up of product of u parameters Sx i' some of which might be complemented. We 
I 
use the notation ( TI Sx iy to denote such an input symbol with the understanding that if 
x=l 
the t-th component in the binary expansion of j is a 0, then St i in the product is 
I 
complemented. Thus the set of input symbols, L, may be defined as: 
We use T(i, j) to abbreviate the input symbol ( n sx jY· 
x=l 
. + • 
The state tansition function, v, is defined as 
v(fi, T(i, j)) == ~ and v(A, T(Cin' j)) ==~'where Cin E Bu. 
Finally, the output function 6 is defined as fJ(fi) == i expressed as a length u binary 
vector. Lm( A) denotes the set of sentences of length m constructed from the elements of 
L using automaton A. The output of A corresponding to a sentence in Lm(A) is based 
upon the final state reached when the sentence ends and is determined by the function 8. 
The resultant automaton is illustrated in Fig. 4.5. It must be mentioned here 
that 
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T(i, i) 
T(C0 , i) T(i, j) 
T(k, i) 
T(C0 , j) 
T(j' j) T(i, k) 
T(C0 , k) T(j, k) 
• 
• T(k, k) 
• 
• 
• 
Fig. 4.6. The automaton .Ab in its most generalized form. 
We would generally use automaton A based upon sets Sx i C B n, w l1ere n denotes 
' 
the length of input vectors entering each module of the decomposition. In this case, the 
product of Sx /s should be interpreted as the intersection of the sets involved and 
' 
complementation S I x, i denotes the set B n - Sx, i. · 
I 1 . 
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· , I I When u=l and Cin=l, one gets Q = {A, f0 , f1} and ~ = {S1 ,1 , S1,0 , S1,1 , S1 ,0 }. 
If one uses 'S' and 'T' in place of 'S1 ,1 ' and 'S 1,0 ' respectively, one gets the automaton M 
of section 3.3. It is easy to verify that the definitions of v and 6 of A as given here give 
rise to the _same transition graph as in Fig. 3.3. One thus can see A is a generalization of 
If one uses 'U' and 'V' to replace 'S 1 0 1' and· 'S 1 11' respectively, one gets the automaton 
' ' 
M 1 of Fig. 3.4. The transitions of .A\, are the same as in the graph of Fig. 3.4. One thus 
can see that M I is a special case of .A\, as well. 
4.6. m Level Decomposition with u Carries . 
This section explores the conditions that determine the existence of the decomposition 
of u functions F 1 through Fu using identical modules with u carry lines between them. 
Such a decomposition is shown in Fig. 4.6. 
F u(Xm,···,X ) 
• 
• 
x. 
I 
. ," . • 
·r 
. " . 
-
~ 
-
- -- -
"(I"' 
A A • 
.J ~ 
-
-
- -
Fig. 4.7. Decomposition using modules with u carry lines. 
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Consider u_ number of Boolean function Fi : Bmn--+B, where l<i<u, and a sentence.,\ 
= sm ••• s 1 E ! m (A). We say that these functions satisfy A if for all j, 1 < j < u, 
Further, we say that u functions Fj(Xm, Xm_ 1, ... , X 1), j == 1, 2, ... , u, satisfies Lm(.A6) if 
. they satify all the sentences in Lm( A). A set of switching functions Fi : B~n-+ B, where 
1 <i <u, are said to have a m-level decomposition in terms of u switching function Ci : 
n+u u B -+ B and c0 E B if they can be expressed as 
Fi(Xm, .... , X 2 , X1)=t\(m) 
where ei(j)==Ci(Xj, e 1(j-1), e 2 (j-1), ... , eu(j-1)), l<i, j<m. 
and ei( 1) == Ci(X1 , c0 ). 
We now specify the condition for such a decompositio~. 
( 4.13) 
Theorem 4.3. The Boolean functions Fi: Bmn -+ B, 1 < i < u, have a m level 
decomposition iff it is possible to obtain',·~-2u subsets Spq C Bn, 1 < p<u, O< q < 2u-1 
' 
such that if .Al, is described using them as the input symbol set, then all of Fi satisfy 
lm(M). 
Proof. We first_ assume that the given function can be decompose~d as 
l<j<m, 
-55-
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and prove by Induct on u that the sets Spq C B" as required exist. 
Firstly, if u = 1, then the result is true from theorems 3. and 3 .. Assume now 
that it is true for all u < k. To prove it for u = k, we use induction over m. 
When u=l, it holds by theo 4. 
·When m = 1, one can define the sets Sx c as follows: 
' ' 0 
,. 
Clearly, in this case, 
u 
T(C0 , i) = ( n {X E Bn I Cx(X, C0 ) = 1} y 
x=l 
u ( n {X E Bn I Cx(X, Co) = x-th bit of _i} ). 
x=l 
Notice that 
2u-1 LJ T(C0 , i) = B", 
i=O 
( 4.14) 
(4.15) 
(4.16) 
because any arbitrary Y E B" satisfies Y E T(C0 , i) for that i whose x-th 
componentequals Cx(X, C0 ). We now show that the given functions F/s do indeed 
satisfy the automaton .Ab described in terms of the sets (4.14). This can be ·done by 
showing that any Y E B" takes the automaton .At, to state fi whose output i is sllch that 
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· its x-th component equals 
Fx (Y)=Cx(Y, C0 ) for 1 < x < u. From (4.15), one can see that such a Y satisfies Y E 
T(C0 , i). Thus from Fig. 4.6, it takes the automaton to the required state fi thereby 
proving that for m=l, the A definition is satisfied. 
If m > 1, sets Sx i , 1 < x < u, 0 < i. < 2u -1, can be defined in general as 
' 
follows: 
Sx i = {X E Bn I Cx(X, i) = 1}. 
I 
( 4.17) 
Cc;_>nsequently, similar to ( 4.16), one gets 
u 
T(i, j) == n {X E Bn I Cx(X, i) == x-th bit of j}. (4.18) 
x==l 
Assume now that the automaton works correctly for m < k-1 and we want to prove it is 
valid for m == k-1. Since A is valid for m < k-1, input vectors X 1 , X2 , .. Xk-l correctly 
take .Ab to state ft where x-th bit oft equals Cx (k-1) and for 1 < j < k-1, 
Cx(j) == Cx(Xj, C1(j - 1), C (j - 1), .. Cu (j - 1)) 
== Cx(Xj, t). 
. ,, 
( 4.19) 
Notice that an additional input vector Xk will take the automaton from state ft to state 
f5 (say) 
u 
if xk E T (t,s) = n {X E Bn I Cx(X, t) == x-th bit of s} ( 4.20) 
x==l 
But the x-th carry output from state f5 is the x-th bit of s and from ( 4.20), it is 
-57-
. . 
.. 
. rd;+, 
.. 
Cx(Xk, t). The decomposition implies that Cx(k)= Cx(Xk, C 1(k-1), C2 (k-1) ... , Cu(k-1))., 
In the present case, the x-th bit oft equals· Cx(k-1), therefore Cx(k) = Cx(Xk, t). In 
other words, the x-th output of the k-th stage (Cx(k)) is the same as the x-th bit of s, 
where fs is· the state of the automaton after k inputs X 1 , X2 , ... Xk . Therefore the 
automaton output does correctly d·escribe the carry outputs after k stages if· its 
correctness is assumed for k-1 stages. From mathematical induction, we therefore 
conclude that the decomposition does imply the existance ot the automaton. 
We now prove that if the function F 1, F 2 , ... Fu : Bmn-+ B satisfy Lm(~) for the 
desired automaton .Al, based upon some sets Spq C B", then the desired decomposition is 
possible. We proceed by Mathematical incuction over m. 
Define functions Cx : Bn+u -+ B, 1 < x < u as 
C x ( X, i) = 1 i ff X E S x i. 
I 
(4.21) 
Here X E Bn and i E Bu. Definition ( 4.21) leads to the following interpretation of T(i, 
j). 
u 
T(i, j) = n {X E B" I Cx(X, i) = x-th bit of j}. ( 4.22) 
x=l 
When m==l, suppose some input Y takes A to final state fi . Since functions F 1 , F 2 , .. , 
Fu are supposed to satisfy 1 1 (A), one has ..,, -
x-th bit of i = F x(Y), 1 < x < u. ( 4.23) 
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We have to prove that it equals the x-th output of a one stage decompositiong, i.e., 
Cx(Y, C0 ). Since Y takes A from state A to fi, Y E T(C0 , i). From (4.22), it implies 
that 
i 
\. 
Cx(Y, C0 ) = x-th bit of i, 1 < x < u. ( 4.24) 
·-· - Relations ( 4.23) and ( 4.24) prove that· 
Cx(Y, C0 ) = Fx(Y), 1 < x < u. 
To prove similar result for m = k, assume its truth for m < k-1. Suppose input vectors 
X 1 , X 2 , .. , Xk-l take A to state ft and the next input Xk takes it to f5 • Since the 
decomposition is supposed to hold upto stage k - 1, we have that 
Cx(k-1) = x-th bit oft, 1 < x < u. ( 4.25) 
We show that Cx(k) == x-th bit of s, 1 < x < u . Notice that 
.. 
== Cx(Xk, t), 1 < x < u from (4.25). (4.26) 
Now since Xk takes A from ft to f5 , Xk E T(t, s) and consequently from (4.22), 
Cx(Xk, t) == x-th bit of s, 1 < x < u ( 4.27) 
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Combining ( 4.26) and ( 4.27), one gets 
Cx(k) == x-th bit of s, 1 < x < u. 
The proof is thus complete by Mathematical induction. D 
The result of Theorem 4.3 is highly significant not only because it provides a 
generalization of the results of Chapter 3,. but also because it describes, for the first time, 
the most general conditions under which Boolean functions can 'be decomposed in 
,, 
identical modules. The increase in the number of links_ between these modules, (u), helps 
bring many more Boolean functions within the domain of decompostion and therefore of 
simpler implementation. -
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CHAPTER 5 
CONCLUSION 
This thesis deals with the study of Boolean functions which can be decomposed in 
terms of· identical blocks communicating with each other in a highly regular fashion. 
Implementations based upon such decompositions are ideal for ·Very Large Scale 
Integrated (VLSI) synthesis because they have the properties that are desirable for VLSI 
implementation. These implementations are modular and all modules are identical. rfhe 
only intermodular connections are between neighboring modules and there are no 
broadcasts. It was also found that when such decomposition is possible, the nu1nber 9f 
literals in the resultant implementation is generally much less than the number of literals 
in the minin1al equivalent expressions obtained through any other Boolean algebraic 
techniques. Thus, besides having a form better suited to VLSI implementations, these 
decompositions often reduce the number of literals, the traditional measure of 
im plemcn tation complexity. 
The switching functions which are amanable to the desired decomposition have to 
satisfy conditions based on certain automata described in this work. This step involves 
defining two sets of binary n-tuples and verifying that the truth table of the function does 
have appropriate values at points defined by these sets and their cross products. Once it 
. is known that the function satisfies the stated conditions, the same sets can be utilized to 
obtain the decomposition and the modular implementation. 
This thesis has obtained results that allow one to decompose multivariable • 
functions using more than one lines carrying signals between successive modules as well as 
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using modules that· have multiple inputs. Thus the work presented here is complete in 
that it has solved the problem of functional decomposition in the most generalized setting. 
However, the work reported in this thesis needs to be further enhanced to be of 
real practical value. In particular, two directions for further research in this area must be 
mentioned here. Firstly, the results obtained here assume that the inputs to different 
modules are made up of different variables. However, in many cases of practical interest, 
the same variable (may be some times in the complemented form) may be input to more 
than one module. This generalization would bring many more Boolean functions within 
the range of applicability of this particular technique. Secondly, work is needed in the 
area of finding a computationally superior algorithm to quickly determine if a given 
switching function subscribes to this kind of decomposition. With these two additions, 
the work presented here will prove to be an important addition to the VLSI 
implementation techniques. 
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