Introduction
NMR spectroscopy is one of the most important methods for determining protein structures. The scientific community is constantly pushing the limits of NMR spectroscopy by investigating proteins of increasing sizes including membrane proteins, decreasing acquisition times by alternative sampling techniques, and automating signal assignment for high-throughput protein structure determination. Application of NMR spectroscopy to large or membrane proteins is one of the long-standing limitations as slow tumbling of the protein/membrane-mimetic complex results in line-broadening that complicates the acquisition of distance restraints based on the Nuclear Overhauser Effect (NOE) for structure elucidation. Furthermore, the spectral dispersion for alpha-helical membrane proteins is typically smaller than for beta-barrels resulting in peak overlap that complicates signal assignment. Therefore, other types of restraints are needed that complement or replace NOEs for structure elucidation. The present review focuses on a set of structural restraints that can be observed when a paramagnetic center is introduced into the protein.
A paramagnetic center in a protein leads to an interaction of the unpaired electron with the nuclear spins of the protein. This results in distance-and sometimes orientation-dependent effects that can be exploited as structural restraints. The three practically most often utilized phenomena are Paramagnetic Relaxation Enhancements (PREs, i.e. contributions to the relaxation rate), Pseudo-Contact Shifts (PCSs, i.e. contributions to the chemical shift), and Residual Dipolar Couplings (RDCs).
The introduction of a paramagnetic group into the protein matrix can be achieved by either substitution of the metal ion in metalloproteins (which make up to about 25% of the proteins in living organisms [1] ) or by attachment of metal-binding peptides or small molecule tags coordinating a paramagnetic metal ion.
Metal ions suitable for the measurement of paramagnetic restraints are those from the transition or lanthanide series where each of the metal ions offers different characteristics. Fig. 1 shows a scheme that puts the paramagnetic restraints in context to relaxation and alignment. Which of these restraints are measurable depends primarily on the presence of magnetic susceptibility anisotropy (MSA), a deviation of the magnetic susceptibility tensor from symmetry. All paramagnetic species exhibit dipolar PREs: in compounds with (nearly) isotropic magnetic susceptibility, such as nitroxide spin-labels (methane-thio-sulfonate (MTSL) for instance), Gd, Mn, Cu, doxyl-stearic acid (DSA) the dipolar interactions of the unpaired electron with the nuclei of the protein result in distance-dependent line-broadening. The efficiency of the linebroadening depends on the magnetic properties of the metal ion.
Magnetic susceptibility anisotropy and resulting effects
If the paramagnetic center possesses MSA, as is the case for lanthanide ions (except for Gd, and the diamagnetic species Lu and La), other PRE contributions emerge that add to the dipolar PREs. The largest of these paramagnet-induced relaxation phenomena are the Curie and CSA relaxation that can interfere with each other in so called cross-correlation effects.
Additionally, MSA induces hyperfine shifts consisting of two contributions: the contact shift that is only observed at very short distances around the metal ion and the PCS whose orientation-and distance-dependence can be exploited as structural restraints.
Furthermore, the presence of MSA will lead to partial alignment of the protein in the magnetic field -this is called internal alignment. While direct dipolar couplings between nuclei average out for isotropic tumbling of the molecule, partial alignment retains this spatial anisotropy and results in RDCs. These RDCs are a factor of $1000 smaller than full dipolar couplings allowing their convenient determination. Experimentally, RDCs are observed as a perturbation of the J-couplings, if the nuclei are connected by a chemical bond. As RDCs depend on the mutual orientation of the internuclear vectors in the molecular frame they are useful restraints in structure determination. RDCs gained importance in conjunction with protein structure prediction in the last decade, as RDCs can also be measured if the protein is aligned by other means than a paramagnetic center, for instance by using external alignment media such as bicelles [2] , poly-acrylamide gels [3] , or bacteriophages [4] . These external alignment methods are not the subject of this review.
Examples
Blackledge and co-workers have determined the structure of cytochrome c 0 only on the basis of paramagnetic restraints (PREs, RDCs, PCSs, and Curie-DD CCR), secondary structure, and without the use of NOEs [5] . They started from a random backbone structure and obtained a backbone RMSD of 0.7 Å for 82 of 129 residues. Gaponenko et al. have calculated the structure of the 110-residue protein barnase solely based on PREs from two different mutants to 2.9 Å compared to the crystal structure [6] . Paramagnetic restraints have also been used for refinement of protein structures, as was shown for instance for calbindin D 9 k [7] [8] [9] , cytochrome c [10] , the N-terminal domain of arginine repressor [11] , and the 30 kDa N-terminal domain of STAT 4 [12] .
Objective
This review provides a complete picture of the types of paramagnetic restraints and their origins. To maximize the practical use of this manuscript, it is emphasized which effects are usually negligible.
While we attempt to review the theoretical background of the paramagnetic effects we will also outline the practical application, for instance how a paramagnetic center can be introduced into the protein. Spin-labeling methods using various nitroxide spin-labels are not discussed here as they have been reviewed elsewhere [13] . This review will also provide some practical insight on the selection of the metal ion from a structure determination standpoint.
Furthermore, we will describe a simple structure calculation protocol and review software packages available to complete particular tasks. The tensors and coordinate frames as the basis for comprehending the mathematical descriptions are explained in Appendix A.
Magnetic susceptibility and its anisotropy
To comprehend the theory behind RDCs and PCSs it is important to understand the concept of magnetic susceptibility anisotropy.
Magnetic susceptibility v is an inherent property of a substance that tells how much the substance becomes magnetized in a magnetic field or how much it interacts with a magnetic field
where M is the magnetization and H is the magnetic field strength. Magnetic susceptibility anisotropy (MSA) arises if the magnetization is orientation-dependent which can then be described by a second rank tensor 
where (x, y, z) are the principal axes in a molecule-fixed coordinate system. Since the macroscopic magnetization of a sample is proportional to the sum of all microscopic electron magnetic moments l e the tensor elements are given by [14] v aa ¼ l 0 l 
where l 0 is the permeability of vacuum, l B is the Bohr magneton, J is the total angular momentum quantum number, g aa are the elements of the g-tensor (a 2 x, y, z) which arises when the ratio of the electron magnetic moment and its spin quantum number becomes anisotropic (see Appendix A.1), k is Boltzmann's constant, and T is the temperature. MSA arises due to orbital contributions to the electron magnetic moment [15] where the rhombic and axial components
are different from zero. Both equations hold true for both the principal axis frame of the tensor and the molecular frame.
The origin of magnetic susceptibility anisotropy
The overall molecular susceptibility tensor is the sum of the diamagnetic and paramagnetic susceptibility tensors [16] where the diamagnetic component is usually neglected for molecules with unpaired electrons:
The paramagnetic contribution gives rise to PCSs whereas the total molecular MSA generates the overall partial alignment which is responsible for the RDCs. Note that Eq. (5) refers to the overall tensors and not just the axial and rhombic parts that are responsible for the anisotropy.
As an example, these tensors have been determined from the reduced and oxidized form of cytochrome b5 using RDCs and PCSs [17] .
Diamagnetic susceptibility anisotropy
The diamagnetic MSA is inherent in the protein through aromatic ring systems (side-chains of Phe, Tyr, Trp, and His) and peptide bonds [17] . When ring systems stack like in DNA or RNA, the diamagnetic parts of the individual MSAs are approximately additive and therefore large enough to lead to self-alignment in an applied magnetic field. In these cases the diamagnetic MSA needs to be taken into account [18] , in all other cases it is very small compared to the paramagnetic contribution originating from the metal ion.
Paramagnetic susceptibility anisotropy
The paramagnetic MSA has two origins: low-lying excited energy states and zero-field-splitting. For low-lying excited energy states the spin-orbit coupling leads to an orbital contribution to the ground state which is orientation-dependent [14] and results in anisotropy of the g-tensor. G-anisotropy prevails for spins with S = 1/2.
For spins with S > 1/2 the zero-field-splitting comes into play which dominates the MSA over the g-tensor anisotropy [19] . Zero-field-splitting occurs when the electron spin density distribution can lift the degeneracy of the spin energy levels even in the absence of an external magnetic field [14] .
Protein alignment and the introduction of paramagnetic metal ions
Protein alignment in the magnetic field of the spectrometer is a requirement for the measurement of RDCs and can be achieved in two different ways. The protein can be aligned externally by limiting the degrees of freedom through the confinement of the protein in its environment. In contrast, internal alignment can be achieved by exploiting the magnetic properties of the biomolecule itself or of the paramagnetic metal ion introduced into the protein. In the rare case that two different alignment media are used at the same time (external and internal -for instance a lanthanide substituted metalloprotein in a polyacrylamide gel) the magnetic susceptibility tensors are additive. Then the maximal measurable RDCs can be as large as the sum of the RDCs from the individual alignments [20] .
For the present review we focus on internal alignment methods, i.e. the introduction of paramagnetic metal ions.
Advantages and disadvantages of external and internal alignment media
External alignment can be achieved by dissolving the protein in liquid-crystalline phases [21] such as rod-shaped viruses, bacteriophages [22] , bicelles [2] , cellulose crystallites [23] , purple membrane fragments (using electrostatic interactions) [24] , or by hydrated phospholipid bilayers on glass slides [25] . External alignment media are relatively robust, yield reproducible results and are tunable for instance by using compressed vs. stretched gels. They are well established for measuring RDCs but they have several disadvantages: the alignment is difficult to estimate in advance [16] unless it is solely based on steric interactions where it is possible to predict from the molecular shape [26] . Furthermore, hydrophobic small ligands and membrane proteins are incompatible with many external alignment media [27] .
Internal alignment produced by incorporating a paramagnetic center into the protein is not yet routinely used for structural studies. Disadvantages include that the protein of interest needs to be chemically modified to attach the paramagnetic center, which is usually a metal ion. Furthermore, the introduced metal ion induces additional line-broadening if it possesses large Curie-relaxation rates [16] . However, paramagnetic tagging has distinct advantages over external alignment media: (a) it is the only method to study protein ligand interactions with RDCs and PCSs (transferred to the ligand) because the ligand will only strongly align if bound to the partially aligned protein [27] ; (b) it allows to break the symmetry degeneracy in homo-oligomeric proteins by tagging only one of the subunits [27] as was shown by Gaponenko et al. on the 28 kDa dimeric protein STAT 4 [28] ; (c) the alignment tensor can be tuned by using a different metal ion [29] ; (d) the alignment tensor can be altered by introducing the metal ion at various positions within the protein [29] where four different placements should be sufficient to determine the structure entirely using PCSs [30] ; (e) the magnetic susceptibility tensor can be cross-validated by the measurement of both RDCs and PCSs with the knowledge of the diamagnetic tensor [16] (Eq. (5)); (f) inter-domain motion can be studied with paramagnetic tagging: a smaller alignment tensor of the untagged compared to the tagged domain can only originate from inter-domain motion. That means that identical alignment tensors indicate the absence of inter-domain motion for internal alignment. For external alignment media however, identical alignment tensors fixed to two separate domains of the protein do not necessarily indicate the absence of inter-domain motion [27] .
When working with membrane proteins the situation becomes more difficult for both external as well as internal alignment media: the possible interaction of alignment medium with the protein and the compatibility of the alignment medium with lipids or detergents have to be tested [31] . Fig. 2 shows the three different options of introducing metal ions. For metalloproteins the substitution of the metal ion with a paramagnetic metal is a classical approach where the sidechains of Asp, Glu, Gln, Ser, Thr, Asn and the backbone carbonyl groups typically coordinate the metal ions [32, 33] .
Methods to introduce metal ions
For proteins not containing a metal-binding site the attachment of a lanthanide-binding peptide or a lanthanide tag is a viable option. Table 1 summarizes different lanthanide-binding peptides and lanthanide-binding tags used with their characteristics and measured restraints.
Lanthanide-binding peptides
Lanthanide-binding peptides can be attached at either the N-or C-terminus (which induces small PCSs because of flexibility) or at a thiol-reactive cysteine. Lanthanide-binding peptides are designed to coordinate lanthanides [29] by interactions with the peptide side-chains. Some tags exhibit metal ion binding affinities in the lM range [33] and are in general very large in comparison to lanthanide tags: up to 17 residues [33] compared to a molecular weight of about three residues for a small molecule lanthanide tag. This is both an advantage as well as a disadvantage: the size of the lanthanide-binding peptide prevents large amplitude motions but also increases the tumbling time of the protein-tag complex.
Lanthanide-binding tags
Lanthanide-binding tags are small molecule chelating agents coordinating a metal ion. They are most commonly derived from EDTA, but DOTA or other frameworks have also been used. Ideally, the lanthanide or other paramagnetic metal ion should be rigidly attached to the protein, therefore, the length of the linker between the C a atom in the protein backbone and the metal coordination site should be short. Longer linkers result in smaller RDCs and PCSs because flexibility of the tag with respect to the protein decreases the strength of the alignment and the amplitude of the alignment tensors. This also leads to an imprecise definition of the metal position in structure calculations [11] . The effect of motion of the tag can be minimized by using bulky tags [30] such as DOTA-M8 [34] .
A potential difficulty in using lanthanide-binding tags is the formation of enantiomers upon metal ion binding which leads to diastereomers when attached to the chiral protein. As a result, two slightly shifted sets of spectra are observed [11] . Using a chiral tag [35] can circumvent this problem because of their preference for a defined chirality when complexed with the metal ion [13] .
Application to membrane proteins and two-point attachment
Both lanthanide-binding peptides as well as lanthanide-binding tags have been used to study membrane proteins, such as the EFhand attached to the viral protein Vpu [31, 36] or the pyridylthiocysteaminyl-EDTA tag to study a subunit of F 1 F 0 ATP synthase [31] containing two trans-membrane helices. To limit motional averaging of the peptides or the tags, a two-point attachment has been tested for both lanthanide-binding peptides and lanthanidebinding tags: Inagaki and co-workers covalently attached a 16-residue lanthanide-binding peptide to the N-terminus and a cysteine of the immunoglobulin-binding domain GB1 and measured RDCs of up to 10 Hz for Thulium at 600 MHz [37] . A DOTA-derived ''caged lanthanide complex'' has been attached to the 125 residue protein pseudoazurin via two thiol-reactive cysteines which are three residues apart in the sequence [38] . The observed RDCs ranged up to 6 Hz using Ytterbium at 600 MHz resonance frequency [38] . Similar RDCs (up to 6.6 Hz for Ytterbium) were observed for single-point attachment of the pyridylthio-cysteaminyl-EDTA tag at the higher field strength of 800 MHz [31, 39] .
Residual Dipolar Couplings (RDCs)
RDCs have first been introduced to structure elucidation in liquid state NMR spectroscopy of biological samples in 1995 when Prestegard and co-workers measured them on paramagnetic cyanometmyoglobin [40] . Since then they have evolved to one of the most important methods for obtaining structural information besides NOEs [22, [41] [42] [43] .
Dipolar interactions are through-space interactions between the magnetic moments of two (or more nuclear) spins. The dipolar coupling arises due to parallel or antiparallel orientation of these magnetic moments with respect to one another in an external magnetic field. If the components of the alignment tensor are zero, there is no partial alignment of the protein and therefore the protein reorients isotropically in solution. This renders the axial and rhombic components zero (see Eqs. (4), (6) and Appendices A.1 and A.2) leading to RDCs of zero [22] . In contrast, if the proteins in a sample have a fixed orientation as in solid state NMR, these couplings are large and can be difficult to quantify, especially if numerous couplings are superimposed. In the intermediate case of a partially oriented protein, some RDCs can be determined.
The way this partial orientation or alignment is imposed is unimportant as long as the structure or dynamics of the protein are undisturbed. The measurement of RDCs does not require the introduction of a paramagnetic center into the protein since the alignment can be achieved in other ways such as external alignment. However, inversely, a paramagnetic center with anisotropic magnetic susceptibility will lead to partial alignment and will therefore yield RDCs.
RDCs for NH spins induced by MSA are described by [1] with h being Planck's constant, r NH is the distance between the nitrogen and proton nuclei. As can be seen the amplitude of the RDCs depends on the magnetic field strength, the anisotropy of the magnetic susceptibility, and the angles h and u that describe the polar coordinates of the NH vector in the principal frame of the molecular magnetic susceptibility tensor. RDCs are independent of the position of the metal ion. Expressing the RDCs as a function of the magnetic susceptibility tensor (and not as a function of the alignment tensor) reveals its dependence on the magnetic field strength that determines the strength of the alignment. Eq. (6) is valid only when an external alignment medium is not used and if the molecular alignment originates solely from MSA. For external alignment the magnetic susceptibility components Dv ax and Dv rh should be represented by its corresponding alignment tensor components A ax and A rh that are related by Eq. (A7). An excellent review about the derivation of Eq. (6) is reference [44] . RDCs refer all internuclear vectors to the same molecule-fixed frame (Fig. 3 ) and can therefore be considered long-range restraints [45] complementing local structural restraints such as short-range NOEs or chemical shifts.
Terms contributing to the observed splitting
Experimentally RDCs are measured in combination with J-couplings (usually À94 Hz for 1 J NH for instance [22] ) and this makes the observed splitting dependent on the magnetic field strength. The observed splitting 1 J obs NH ðB 0 Þ has the following contributions for paramagnetic ions where the largest contributions are the J-coupling and the RDCs produced by the alignment using the paramagnetic ion [15] :
The first component on the right is the field-independent J-coupling representing the largest contribution. The terms Dm RDC are the fielddependent diamagnetic and paramagnetic contributions to the RDCs, and D DFS are the diamagnetic and paramagnetic contributions to the dynamic frequency shift which is the imaginary part of the spectral density function.
Dynamic frequency shifts are generally small
Both dynamic frequency shift contributions are perturbations of the splitting originating from cross-correlations that have corresponding relaxation effects (see below). The diamagnetic dynamic frequency shift arises due to cross-correlation between the CSA and DD interaction [15] and can be described by [46] Dm CSA-DD
where h is the angle between the symmetry axis of the assumed axially symmetric CSA tensor and the DD-interaction vector. Its corresponding relaxation contribution is responsible for the TROSY effect (see below). The paramagnetic dynamic frequency shift is due to the cross-correlation between the Curie and the DD interaction [15, 47] Dm Curie-DD
with g J being the Landé-g-factor (see Eq. (A8)), r MH is the distance between the metal and the proton nuclei, h is the angle between the MH and HN vectors, x H is the proton Larmor frequency, and s c is the overall correlation time (Eq. (A15)). For large correlation times and high magnetic fields the approximation [15] 
makes the dynamic frequency shift independent of the magnetic field. Therefore, from the measurement of the observed coupling at two different magnetic fields the sum of the RDCs at these two fields is obtained. In contrast, subtracting the observed diamagnetic coupling from the observed paramagnetic coupling at the same magnetic field will yield the paramagnetic RDC and dynamic frequency shift contributions. The dynamic frequency shift only has a measurable amplitude for correlation times close to the T 1 minimum [48] . It arises from cross-correlations between two competing relaxation pathways with similar parity [48] and has the largest influence if one of the pathways is quadrupolar relaxation. For paramagnetic molecules this effect is small [1, 17] . Dynamic frequency shifts could theoretically be exploited as restraints, however, they are too small to yield accurate information [15] . 
Pulse sequences for the measurement of RDCs
The most common experiment to measure RDCs is the IPAP (inphase-anti-phase) experiment [49] or, for larger complexes, the TROSY experiment [50] , where the splitting is measured between the TROSY and semi-TROSY component. J-modulation experiments have emerged which measure the RDCs based on the peak intensity ratios depending on the evolution time in the transverse plane [51] . Tugarinov and co-workers have recently introduced an experiment to measure one-bond methyl 13 C-1 H and 13 C-13 C interactions [52] . The monomeric 82 kDa enzyme malate synthase G was selectively ILV-methyl-protonated and RDCs up to 6 Hz were measured even for the 13 
RDCs and the influence of motion
There are two types of motion that need to be distinguished: (a) flexibility of a tag, if the paramagnetic metal ion is introduced using a peptide tag or small-molecule chelating agent; and (b) internal motion, which is the change in orientation of internuclear vectors with respect to each other. The effect of internal motion within the protein can be described by an order parameter S (not to be confused with the order tensor S), which scales the observed RDCs relative to the RDCs of a rigid protein. Motion of the tag through flexible linkers reduces the amplitude of the measured RDCs because the effective order tensor is the probability weighted sum of the order tensors of the different motional states. The description of dynamics using RDCs is not the subject of this review. The reader is referred to [43, [54] [55] [56] .
Chemical shift contributions
There are four contributions to the observed chemical shift when a paramagnetic center is introduced into the protein. of electron density upon binding of the paramagnetic ion, inductive effects like ring-currents or direct field effects [10] . When the magnetic susceptibility of the paramagnetic ion is anisotropic, the socalled hyperfine shift or paramagnet-induced shift arises, which is the sum of two contributions, the contact shift d con and pseudo-contact shifts (PCS) d PCS [15] :
The largest contributions in this equation are
the nucleus of interest is more than 4 Å away from the paramagnetic metal ion. Contact shifts are only observed in close proximity to the paramagnetic center, their interpretation is not straightforward, and they are rarely used as restraints in structure calculations [57] . PCSs, however, are much more commonly used. To evaluate the PCSs it is necessary to separate the diamagnetic as well as the contact shifts from the observed chemical shift.
There are various ways used to determine the diamagnetic contribution: removing the metal ion, converting the metal ion into its diamagnetic form (for instance reduction of the free radical of nitroxide spin labels by ascorbic acid or other reducing agents), or coordinating a diamagnetic analog such as Ca, Zn, Lu, or La [57] . It is also possible to exploit the temperature dependence of the contact and pseudo-contact contributions, since the diamagnetic shift is ideally independent of the temperature (see below) [15] .
If there are several metal binding sites in the protein and a residue is influenced by all the metals, the chemical shift contributions are additive but can have different signs [58] . This is in contrast to the contributions to the relaxation rates which are additive but are always positive.
Contact shifts
The contact or Fermi-contact shift arises from a through-bond interaction that connects the metal ion with the protein. Similarly to J-couplings it can provide reliable dihedral angle restraints [45] and information about the metal-ligand interaction can be inferred [59] .
The contact shift arises when the spin density of the unpaired electron is distributed over the atomic orbitals of the metal ions and onto the donor atoms [15] . The spin density can be transmitted either through spin delocalization, which dominates for straight carbon chains, or through polarization, which dominates for cyclic compounds [57] . The contact shift is a very local interaction that affects only atoms closer than 4 Å from the metal for 4f electrons and 7 Å for 3d electrons in the absence of p-conjugated ligands [60] . Therefore the effect is negligible for the residues except the one that binds the metal ion [16] . When paramagnetic metal ions are present in the protein the line-broadening originating from the PREs generally masks the contact interaction for this first coordination shell. For a comprehensive discussion of all existing effects in paramagnetic NMR we include a brief discussion here.
General case
Assuming a single unpaired electron the equation for the contact shift includes the zero-field-splitting and anisotropy of the g-tensor (for definition see Appendix A.1) but requires that the spin-1/2 electron has no orbital degeneracy in the ground state [14] :
Here, A is the hyperfine coupling constant and hS z, lab i is the expectation value of the projection of the spin angular momentum onto the z-axis in the laboratory frame, which is defined as the direction of the external magnetic field. This equation assumes that the principal coordinate frames of the magnetic susceptibility tensor and the g-tensor are identical, which holds in case of paramagnetic tagging. This general and exact description makes the analysis and computation of contact shifts difficult. However, it is possible to estimate the contact shift using Karplus-type relationships [1] , density-functional theory calculations, ligand field analyses, and ab initio procedures [16] .
Simplified form
Under the assumptions of an isotropic g-tensor, high magnetic fields (g e l B B 0 ) A), no zero-field-splitting and for a single unpaired electron with a large gap between the ground and the first excited state so that the spin-orbit coupling does not mix the d-orbitals [15] the McConnell equations [61, 62] hold for metals except the lanthanides [14] 
and for the lanthanides [14, 63] 
The hyperfine coupling constant A is isotropic and can be calculated when the electron spin density distribution over the different nuclei is known [14, 57] . The assumptions imply that the hyperfine coupling constant A is represented by that for the ground state. [61] . The contact shift is assumed to be isotropic, however, this is not generally the case, because the spin-orbit coupling causes anisotropy in S z that only averages to zero for isotropic tumbling [61] . For anisotropic tumbling an anisotropic part of the contact shift arises which is called the residual contact shift.
Pseudo-Contact Shifts (PCS)
PCSs, also called dipolar shifts [14] , arise from a through-space interaction of the unpaired electron with the nucleus (Fig. 3) . The dipolar magnetic field sensed by the nucleus is positive for a parallel orientation of the metal-proton vector with respect to the external magnetic field and negative if they are perpendicular [14] . In the case of no spin-orbit coupling the electron magnetic moment and therefore the magnetic susceptibility are isotropic, as is the case for a nitroxide spin-label (see below). Isotropic tumbling will then result in complete averaging over the positive and negative contributions. If, however, the spin-orbit coupling mixes the orbitals of the ground state with those from the excited states, the magnetic moment and therefore the magnetic susceptibility become anisotropic [61] . Even under isotropic tumbling this average will not become zero [1, 15] and an additional magnetic field is induced that adds to the external one. It is assumed that the nucleus is sufficiently far away from the metal ion so that the point-dipole approximation is valid and that there is no delocalization of electron density onto the atom of interest [15] .
Simplified case of isotropic reorientation
Under the assumption of isotropic tumbling of a molecule [15] , the MSA is integrated over all orientations and the PCS in the principal frame of the susceptibility tensor is described by [30] 
If there is no MSA, both axial and rhombic anisotropy vanish which renders the PCSs zero. Even though Eq. (14) is an approximation, it is typically used to extract restraints from the measured PCSs because the correction terms are small (see below). The angles h MH and u MH describe the polar coordinates of the metal-nucleus vector in the tensor frame. The PCSs depend on the distance between the nucleus of interest and the paramagnetic metal ion as 1/r 3 and therefore have a longer range than relaxation derived parameters (such as PREs) that depend on the distance in 1/r 6 . PCSs are therefore distance-and orientational restraints that make it possible to position the metal ion into the protein frame. In the case of an axially symmetric magnetic susceptibility tensor the second term in brackets vanishes. As seen from Eq. (14) the PCSs are magnetic field independent and large PCSs are expected for metals with large MSA. In other words, different metals can be used to probe different distance ranges from the paramagnetic center. As an example, Allegrozzi et al. used calbindin with various lanthanides to measure effective distances of 5-15 Å for Ce, 9-25 Å for Yb, and 13-40 Å for Dy [7] .
Residual dipolar shift: correction for a partially aligned protein is generally small
In the general case a term correcting for partial alignment of the protein is added to the PCSs. This correction is called residual dipolar shift and is described for axial symmetry (which cannot be assumed a priori [65] ) in references [61, 66] . The correction term holds true under the assumption that the Zeeman energy is negligible with respect to kT because then the difference in the energy levels increases linearly with the magnetic field and makes the magnetic susceptibility field-independent. The residual dipolar shift is generally small but is expected to be measurable at magnetic fields larger than 10 T [15] . As an example, for Tb, that has the largest MSA of the metals in the lanthanide series, the correction at 800 MHz is expected to be $0.8%.
Saturation effects are generally small
If kT is large compared to the Zeeman splitting of the electron energy levels, the population of these energy levels, although always following the Boltzmann distribution, can be approximated to be linear. When the Zeeman splitting becomes significant with respect to kT this linear approximation is not valid any longer. Therefore, the overall magnetization does not linearly increase with the magnetic field anymore (Eq. (1)) because the spins require a higher energy to ''jump'' to the excited states. This leads to a saturation effect resulting in a decrease of the magnetic susceptibility at high fields [66, 67] . This saturation term is larger and of opposite sign than the correction for anisotropic tumbling at high fields. For Tb at 800 MHz the saturation term is about 8% of the total magnetic susceptibility (for values for the lanthanides refer to [30] ) and can be up to 2% of the total PCS. In case of saturation the magnetic susceptibility is described by the Brillouin equation [66, 67] 
g J is the Landé g-factor (Eq. (A8)). The saturation effect leads to a field dependence of the PCSs [68] . It may be stronger in the case of zero-field-splitting (as is the case for lanthanides) and it is also present but small for the contact shift [66] .
Influence of motion on PCSs
PCSs are influenced by internal motion as well as flexibility of the metal ion within the protein frame as is the case for a lanthanide-binding peptide or lanthanide-binding tag. This results in a downscaling of the tensor values by the order parameter S that depends on the amplitude of the motion. For large amplitude motions also the distance dependence of the PCSs is affected. A mathematical description for structural averaging is just emerging in the literature [69] .
Experimental measurement of PCSs
PCSs can be directly obtained from many different experiments because only the changes in chemical shifts need to be measured. In 1 H-15 N-HSQC experiments PCSs are diagonal shifts in the spectrum, i.e. similar shifts in ppm are expected for both dimensions. This is because of the spatial proximity of the proton and the nitrogen in the backbone [70] . Whether the peaks shift upfield or downfield depends on the angle of the MH vector with respect to the MSA tensor frame, the existence of the contact shift (which is mostly neglected), changes in the g-tensor, or sign changes of the crystal field coefficients [58] . If a protein contains two or more paramagnetic centers, the PCSs are additive but can have opposite sign [71] . As structural restraints PCSs can be used to position the metal ion in the protein frame and define distance and orientation of parts of the protein with respect to the metal ion [71] . For the measurement of PCSs it is important to consider the exchange dynamics of the metal ion with the protein (or the tag, if a tag is to be used -see below). If the metal ion is ''on'' it causes paramagnetic effects, in the ''off''-state the protein is diamagnetic. For a rapid exchange the paramagnetic and diamagnetic contributions average and the peaks can be tracked by titrations, however non-specific binding can influence the results [72] . For intermediate exchange both diamagnetic and paramagnetic contributions give peaks in the spectrum [30] which facilitates the accurate determination of the shifts and relaxation times but complicates the assignment of those peaks [72] . The temperature dependence of the PCS can then be exploited (see below) because for high temperatures the paramagnetic chemical shifts approach the diamagnetic ones [63] .
Since PCSs are measurable at ranges even larger than relaxation derived restraints they are suitable for studying large proteins [30] . This was demonstrated on the 30 kDa homo-dimeric STAT4 NT protein that was tagged with an EDTA-chelating agent with Co as shifting agent and subsequent refinement of its structure using PCSs [12] .
Residual chemical shift anisotropy
If PCSs are induced by a paramagnetic center that causes alignment of the protein, residual chemical shift anisotropy (RCSA) has to be taken into account. If the TROSY sequence is used the PCSs should be measured as the difference of the midpoints between the TROSY and the semi-TROSY component because the chemical shift of the TROSY component is also perturbed by the RDCs. The difference measured is the sum of PCS and the RCSA (Fig. A3) .
RCSA arises from anisotropic sampling of the chemical shifts [30] due to partial alignment of the protein. It is only significant at high magnetic fields and for nuclei with large CSA tensors. RCSA can affect the measurement of PCSs up to 0.2 ppm for 15 N at 800 MHz [73] which means that RCSAs can get larger than PCSs [74] . The RCSA are calculated from [74] 
where h ij are the angles of the principal axes of the MSA tensor Dv jj with respect to the principal axes of the CSA tensor r CSA ii [73] . To account for the RCSA in the measurements of PCSs the CSA tensor has to be known [75] . The CSA tensor can be determined by solid-state NMR, ab initio quantum-chemical calculations, or from the crosscorrelated relaxation of CSA and DD interaction [76] .
RCSA are more pronounced for carbonyl/aromatic 13 C and amide 15 N spins and are negligible for protons, therefore protons are most suitable for the determination of the MSA tensor using PCSs [74] . Both PCSs and RCSA are temperature dependent [77] but in a first approximation only the RCSA depends on the magnetic field strength. RCSAs can be exploited as loose structural restraints but they possess large errors (10-20%) [77] . Since the RCSA are measured from the chemical shifts they define the relative orientation of rigid secondary structure elements but are less effective for flexible regions of the protein [78] . Inclusion of RCSAs in structure calculations accelerates convergence [74] .
Separation of contact and PCS
For correct interpretation of the hyperfine shift it is necessary to separate the contact from the PCS. One way is to consider only atoms further than 5 Å away from the metal ion where the contact shift contribution is negligible. Another way is to consider the temperature dependence of the two contributions. The temperature dependence originates from the magnetic susceptibility (see Eq. (A7)): for increasing temperature higher energy levels are more highly populated which leads to a more isotropic electronic distribution and therefore to smaller shifts [72] . Sm and Eu from the lanthanide series should therefore be hardly temperature dependent because they have low-lying excited states [79] .
It is assumed that the diamagnetic contribution is independent of temperature, which should be fulfilled if there are no structural changes in the protein. If the logarithm of the shift is plotted vs. the logarithm of the temperature the absence of kinks in the slope indicate temperature independence [72] .
The temperature dependence of the hyperfine shifts can be described as
where the first term describes the temperature dependence of the contact shift and the higher order terms (with the leading 1/T 2 term) are attributed to the PCS [14] . Therefore for higher temperatures the PCSs decrease which is known as Curie-like behavior [7] and the chemical shifts approach the diamagnetic shifts.
As an example 53 of 56 resonances have been assigned within 7.5 Å of the iron in the heme group in cyanometmyoglobin. This is the region where the hyperfine shifts and the line-broadening is the strongest [80] .
Structure calculations using PCS and RDCs
Eqs. (6) and (14) show that the term in square brackets is identical for RDCs and PCSs where for RDCs the axial and rhombic MSA tensor components belong to the overall molecular MSA tensor whereas for PCSs only the MSA tensor of the metal ion is considered (see Eq. (5)). Both RDCs and PCSs are restraints defining the orientation of structural features in the protein with respect to one another therefore defining the fold of the protein. This interpretation is particularly powerful for protein fold determination if the structural features are relatively rigid such as the backbone of secondary structure elements [81] . Since the angular dependence and therefore the mathematical description is the same for both RDCs and PCSs, we restrict our description to the treatment of RDCs in the following paragraphs.
There are three differences, however: (a) even though the angular dependence is the same, the definition of the angles is not (see Fig. 3 ); (b) PCSs arise from the MSA of the metal ion whereas RDCs arise from the MSA of the whole protein including the diamagnetic part (Eq. (5)). As discussed, if the alignment is caused exclusively by the paramagnetic metal ion, both can often be assumed identical; (c) whereas both RDCs and PCSs depend on 1/r 3 the definition of the distance r is different. For RDCs r is the bond-length between the nuclei of interest (vibrationally averaged bonds lengths: r(NH) = 1.041 Å, r(CaH a ) = 1.117 Å, r(C 0 N) = 1.329 Å, r(CaC 0 ) = 1.526 Å [82] ). Since these bond lengths are constants RDCs can be assumed to be distance-independent. For PCSs r describes the distance between the proton and the metal ion turning PCSs into distance restraints. As a result, PCSs are richer in information but more difficult to interpret as the distance and orientation need to be determined simultaneously.
Mathematical treatment
In the molecular frame each vector ij (NH vector for RDCs for instance, and MH for PCSs) can be represented by its projections angles e 
For RDCs F ij is the pre-factor in Eq. (6) with i and j representing the nuclei of interest
and for PCSs the pre-factor in Eq. (14) being
Eq. (18) can be written in terms of the Saupe order matrix or the alignment tensor which are related to the MSA tensor as described in Appendix A.1. The MSA tensor in Eq. (18) is represented in the molecular frame where it has five unknown components due to its traceless property. Using a set of Euler angles a, b and c the tensor can be rotated from the molecular frame into the principal frame. This converts the tensor into its diagonal form separating the five unknowns into an orientation of the tensor with respect to the molecule (a, b, c) and the tensor size (v ax , v rh ):
The position of the metal ion (x M , y M , z M ) represents three additional unknowns. For a set of RDCs (or PCSs) Eq. (18) can be rewritten as a linear system of equations: Fig. 4 . Structure calculation protocol for RDCs and PCSs. Flow-chart for structure calculations using RDCs or PCSs. The initial structure can either be a random conformer if no structure is available, or a starting structure if the restraints are used for refinement. From this initial structure and experimental RDCs or PCSs the MSA tensor can be determined by several different methods. Subsequently, the structure is perturbed and the RDCs or PCSs are back-calculated using the initial estimate of the MSA tensor. The back-calculated restraints and the perturbed structure are used to re-compute the MSA tensor using a least-squares fit. This procedure is carried out iteratively until convergence. 
where the left hand side are the experimentally measured RDCs between spins i and j for all datapoints 1 to n, the matrix describes the structure of the protein in the molecular frame, and the vector on the right hand side contains the five unknown elements of the MSA tensor. CSA values can be treated in a similar fashion [83] .
Structure calculation protocol
An outline of a structure calculation protocol is given in Fig. 4 . The initial structure can either be a crystal structure, homology model, or other initial model if the restraints are used for refinement. If such a model is unavailable a random starting structure can be used and the tensor values can be approximated by an iterative procedure. Under such circumstances it can be advantageous to convert RDCs into projection angle restraints [84] .
Refinement of protein structures
Earlier, RDCs and PCSs were only used for validation or refinement of protein structures [10, 85] . As an example, the inclusion of paramagnetic restraints in structure calculations for calbindin D 9 k led to a considerable improvement in the overall RMSD [9] from 0.69 Å to 0.25 Å. The first step in a refinement protocol is the determination of the MSA tensor from the measured RDCs and the known structure. This can be done in several ways:
(1) Eq. (22) has the form D = Cv where the MSA tensor v (in Eq. (22) represented as a vector) can be determined by finding the pseudo-inverse (Moore-Penrose-Inverse) of the matrix C (representing the protein structure) by Singular Value Decomposition (SVD) [83] . This approach requires a known protein structure and is very robust if the number of restraints is substantially larger than five.
(2) Given a three-dimensional structure the tensor elements can also be determined by a grid search, random search, or Monte-Carlo algorithms, which are very computation intensive and are most useful for the refinement of protein structures. (3) In the absence of a structural model the principal values (eigenvalues) of the MSA tensor can be approximated from a histogram of the RDCs. For a uniform and isotropic distribution of internuclear vectors the shape of the histogram approximates a powder pattern where the lowest measured value depends only on v yy , the highest measured value on v zz , and the most populated value on v xx [86] . This approach requires a large number of measured values of RDCs because otherwise the estimates for the matrix elements are inaccurate. RDCs from different nuclei can be included [86] since the scaling factor F ij in Eq. (19) contains the nucleus-specific gyromagnetic ratios. This method will only provide the diagonal elements of the order tensor. The relative orientation to the molecular frame (Euler angles) need to be refined using an iterative least-squares optimization as described below. (4) If the alignment mechanism is assumed to be completely steric, the alignment tensor can be predicted on the basis of the molecular shape [26] . Later, electrostatic interactions where included in the algorithms [87] [88] [89] (see Available software). (5) The alignment tensor can be estimated from PISEMA spectra using an approach similar to PISA wheels [90] : plotting the RDCs over the residue number and fitting a sine curve. The tensor parameters are related to these fitting parameters. This procedure was successful for individual secondary structure elements. For helices this approach is well known since the NH vectors are almost parallel to the helix vector. For strands it is more difficult since the NH vectors are almost perpendicular to the strand vector. Then the C a C 0 RDCs can be used which form an angle of $35°with the strand vector [91] .
After the MSA tensor is determined the structure is changed by altering the angles e 0
x ; e 0 y , and e 0 z . Then, both the new structure as well as the MSA tensor are used to recalculate the RDCs using Eq. (22) . Since the system of equations is over-determined there is no exact solution. The best solution can be found by method (1) using the equality
and minimizing the square deviations. The initially estimated MSA tensor as well as the structure are iteratively refined until convergence [92] .
Q-value as indicator of model quality
The difference between the experimental and the back-calculated data, i.e. the quality of a structural model, is expressed as the Q-value. It is defined as [93] Q
where the sum is computed over the number of measured RDCs. The smaller the Q-value the better the agreement between the measured and back-calculated RDCs. Q-factors usually lie between 20% and 50% and can get as low as 10% for high-resolution crystal structures [22, 56] . Even structures refined by NMR restraints have Q-values between 10% to 15% [22] . The lower limit for the Q-value is about 10% because the 15 N chemical shift tensor is unknown and is variable among the residues [22] . The Q-value will not detect translational errors of structure elements since their relative orientations remain unchanged [22] . Moreover, a ''bad'' alignment tensor together with a ''bad'' set of vector orientations can still lead to a small Q-value because the distribution of internuclear vector orientations is not necessarily isotropic [94] . Therefore it is recommended to compare the principal components and the orientational components of the anisotropy (off-diagonal elements of the MSA tensor) in addition [95] . For smaller proteins the estimation of the order tensor is generally more difficult and leads to a larger error [95] .
The problem of degeneracy
RDCs (and PCSs) were initially only used for refinement of protein structures only because each RDC is associated with a degeneracy of the NH vector angle in the tensor frame. An infinite number of angles satisfy Eq. (22) for each coupling using a single alignment medium. These angles can be illustrated in two graphical representations: as solutions on the surface of a sphere or as a Samson-Flamsteed projection that maps the surface area of this sphere onto a plane (see Fig. 5 ). The degenerate angles form a cone of solutions on the surface of a sphere in the tensor frame (Fig. 5) where the inverted cone also represents possible solutions. Different alignment media (meaning that the eigenvectors in the two alignment frames are linearly independent of one another) result in different orientations of the tensor frame with respect to the molecular frame, therefore in different angles of the NH-vectors with respect to the tensor frame and consequently in different cones. As a result only the intersections of the two cones are possible solutions reducing the degeneracy to eight-or fourfold (depending on the number of intersections of the cones). RDCs in three independent alignment media yield two solutions with inverted chirality, i.e. mirror images of one another. In this case RDCs can be used from the beginning of a structure calculation protocol without the knowledge of a structure [94] . Three independent alignments could be produced by taking neutral, positively, and negatively charged media. Using more alignment media does not further break the degeneracy but leads to higher resolution structures through the reduction of noise [96] . It should be noted that for a small diamagnetic contribution to the overall MSA tensor the RDCs and PCSs are not sufficiently complementary to break the degeneracy for the same alignment medium [45] .
The relative orientation of two different domains in the protein can be calculated by determining the MSA tensors for each of the domains independently with subsequent superimposition [55] . The same approach can be applied for docking two molecules to one another [70] .
6.6. Using RDCs/PCSs without the knowledge of a structure Even though the angle degeneracy is a major obstacle in structure determination without a template, it is possible to start the structure calculation from a random initial conformer. If NOEs and J-couplings are available, RDCs can be used without any difficulties from the beginning of the structure calculation protocol. The principal components of the MSA tensor can be estimated using the histogram method, but the Euler angles are unknown. If they are guessed randomly convergence problems can occur in the iterative optimization procedure. This can be circumvented by translating the Euler angles into internuclear projection angles in the molecular frame and using allowed ranges as described by Meiler and co-workers. [84] . Alternatively, setting upper and lower limits of the tensor magnitude, aids in convergence. The best fit tensor can be filtered based on the average magnitude [94] .
Habeck and co-workers used a probabilistic framework to estimate the structural coordinates, the tensor elements and the error of the RDCs [97] simultaneously. As a by-product the uncertainty of the coordinates and the alignment tensor were also computed.
RDCs can also be used in conjunction with molecular fragment replacement to determine the fold of proteins. Delaglio and coworkers have demonstrated the utility of this approach without further restraints [98] .
Assignments using RDCs/PCSs
If RDCs or PCSs are used for assignment, the structure of the protein or of a homolog is required. The assignment is achieved iteratively until convergence: from some unambiguously assigned peaks (far away from the paramagnetic center where the peaks are unaffected) the tensor values are calculated by SVD [83] , the structural coordinates and the order tensor are used to predict the shifts of the other peaks, with these a new order tensor is calculated, and so on [45] . Rabbit parvalbumin has been assigned using this procedure with the structure of the homologous carp protein as a starting point [99] . It should be noted that the tensor determination and the resonance assignment can only be achieved in conjunction with each other.
Using (unassigned) RDCs/PCSs for fold-recognition
Unassigned RDCs or PCSs from more than three alignment media can be used in the same way to identify the most likely fold of the protein or to calculate the fitness of a template structure with respect to the unknown protein structure, i.e. determine how well the RDCs fit to the model structure [95] . Meiler and Baker were able to quickly determine the correct fold of the fumarate sensor DcuS using un-or partially assigned RDC and NOE data [100, 101] . For each of the homology models or de novo protein models the order tensor was calculated, the RDCs were back-calculated and the best model was identified by comparison of experimental with back-calculated RDCs. The final model had an RMSD of 2.8 Å to the native structure. Bansal et al. have shown that this procedure is even viable using the automated protein structure prediction server ROBETTA [18] .
RDCs (and also PCSs) can be used for fold recognition in the same way. The ProteinDataBank is searched for structures that fit the experimental data to identify homologous proteins that cannot be identified based on sequence similarity [81] . When a homologous protein is found, the target protein can be refined using the RDCs. Meiler et al. developed a program called DIPOCOUP for this purpose [81] .
Positioning the metal-ion
In addition to contact shifts, PCSs are the only restraints that can position the metal ion in the protein frame. For an unknown metal position, the number of variables increases from five to eight. In structure calculations the metal ion with its magnetic susceptibility tensor can be represented by a pseudo-residue that is connected to the protein by linkers [92] . The linkers allow a flexible tensor position and orientation that get optimized under the influence of the restraints by minimizing the so-called target function. The target function is a potential energy term that introduces RDCs, PCSs and/or other restraints into the structure calculation procedure. When using paramagnetic restraints in structure calculations it is important that the restraints used for validation of the structure are not included in the structure calculation itself, i.e. a cross-validation is carried out. The best approach is to use an iterative process where a different subset of the paramagnetic restraints is excluded in each round [22] . It should also be noted that RDCs compete against each other in structure calculations, unlike NOEs [22] .
PCSs and the order tensor can be iteratively refined for a family of conformers at the same time where the structures with the smallest target function are carried into the next round of refinement [45] .
Bertini et al. studied the effect of different types of paramagnetic restraints on the structural quality of calbindin D 9 k. The authors excluded classes of restraints from the structure calculation and reported the RMSD and the target function [9] . RDCs and PCSs turned out to be very important: when both were left out the RMSD increased considerably. In contrast, the removal of either RDCs or PCSs led to a minimal increase in RMSD. The inclusion of short-range PCSs (using ions from the first half of the lanthanide series) led to higher quality structures than structures calculated with long-range PCSs (using ions from the second half of the lanthanide series) [9] . It was also shown that it remains difficult to replace all NOEs by paramagnetic restraints.
Available software
The alignment tensor can be determined by the programs DIPO-COUP [81] , FANTASIAN [71] , or REDCAT [102] . From a structural model the axial and rhombic components and the three Euler angles are computed [103] . For an unknown structure the order tensor is calculated from a random initial conformer. REDCRAFT [104, 105] , as an extension of REDCAT, even goes one step further and computes the order tensor, the protein structure and identifies the location of internal motion de novo. It back-calculates RDCs from an initial two-residue fragment and compares them to experimental RDCs obtained using two different alignment media. In an iterative procedure the protein fragment is extended assuming planar peptide bond geometries and utilizing least-squares fitting of the back-calculated RDCs to the experimental RDCs until the whole protein structure is computed.
For purely steric interactions (i.e. for external alignment media and therefore only applicable for RDCs) the alignment tensor can be estimated from the molecular shape. The alignment is modeled as interactions between the molecule and flat obstacles (such as bicelles for instance) eliminating impossible orientations caused by clashes. Appropriate software programs include PALES [26] , PATI [89] , and TRAMITE [106] . Recent improvements of these programs include the consideration of electrostatic interactions that are present in many alignment media [87, 88] .
Once the order tensor is known the structure calculation can be carried out with PSEUDYANA that is based on DYANA, or the PARArestraints module [107] of XPLOR-NIH [108] . The software is optimized for the use of PCSs [103] even from the beginning of the structure calculation process and not only for refinement. A protein structure is obtained by iterative refinement. PSEUDYANA works best with available NOEs but they are not required to achieve convergence [103] .
For resonance assignments the programs ECHIDNA and PLATY-PUS are available. ECHIDNA [109] is capable of automatically assigning most of the peaks in a paramagnetic HSQC from the given protein structure and the resonance assignments of the diamagnetic spectrum. It also determines the MSA tensor. PLATYPUS can be used to simultaneously compute the MSA tensor and to make automatic assignments on the basis of a known structure [110] .
NUMBAT is an interactive software with a graphical user interface for the calculation of the MSA tensor from structural coordinates and PCSs [73] . The developers explicitly emphasize the improved user-friendliness compared to PSEUDYANA, GROMACS or PARArestraints within NIH-XPLOR. NUMBAT is linked to MOL-MOL and PYMOL to visualize the protein structure and the order tensor, and to GNUPLOT to visualize the Samson-Flamsteed projections of the order tensor.
Relaxation
Nuclear spin relaxation leads to line-broadening in a distancedependent manner that can be exploited as structural restraints. Relaxation can be classified into auto-relaxation and cross-correlated relaxation (CCR) effects. Both relaxation mechanisms exist for longitudinal as well as transverse relaxation. Auto-relaxation is the relaxation of a spin under the influence of a single mechanism, whereas CCR describes the interaction of two different relaxation mechanisms that can either amplify or attenuate each other.
Generally speaking, the strength of the relaxation effect depends on the properties of the metal ion, the nuclear gyromagnetic ratio, and on the magnetic field strength [111] . Since the gyromagnetic ratio of 15 N is about 1/10th of that of protons, the relaxation for nitrogens is 100 times less pronounced [14] .
Origin of relaxation
Relaxation occurs when motional processes induce transitions between the +1/2 and À1/2 nuclear spin states such that thermal equilibrium of the nuclear spin states is achieved in the absence of external perturbation. The motional processes have different origins and can be divided into two parts: diamagnetic relaxation is always present and refers to the relaxation from the interaction of the nuclear spin with surrounding nuclear spins. Electron relaxation or paramagnetic relaxation contains several contributions and originates from the introduction of the unpaired electron into the protein. Electrons relax much faster than nuclei which sense the change of magnetization due to a population change of the Ms energy levels [14] .
Mechanisms that contribute to electron relaxation in the solid state are interaction with phonons (lattice vibrations) and Orbach or Raman processes. For the solution state, mechanisms of relaxation include collisions with the solvent, anisotropy of the molecular susceptibility, and the spin-rotation interaction. The latter is usually very small and arises from induced magnetic moments when the electron density is misplaced after rotation of the molecule or solvent bombardment [14] .
Contributions to relaxation
The relaxation rate is given by the sum of the different contributions are usually negligible for a nucleus more than 4 Å away from the paramagnetic metal ion. The index i = 1 represents contributions to longitudinal relaxation and i = 2 represents transverse relaxation contributions. In the fast motion limit R 1 = R 2 , otherwise R 1 < R 2 [14] . In the literature relaxation equations are sometimes written in CGS units [19] (using centimeters, grams, and seconds as base units) where the presence of the factor
indicates SI units. We will use SI units throughout this review.
Diamagnetic relaxation
The diamagnetic relaxation contains three terms: the diamagnetic dipole-dipole relaxation, the relaxation originating from chemical shift anisotropy (CSA), and the cross-correlated relaxation between the DD and the CSA. The first term arises when surrounding nuclear spins contribute to relaxation of the nuclear spin of interest. The dipolar relaxation rates [112] [113] [114] 
depend on the weighted summed distances of the nucleus of interest (I) to the surrounding spins (S). It also depends on the nuclear spin quantum number I and the gyromagnetic ratio of the surrounding spins. The gyromagnetic ratio of protons is about 6.5 times as large as the one for deuterons. As a result perdeuteration facilitates the investigation of larger proteins by decreasing linebroadening effects from nearby protons. The diamagnetic DD relaxation is only modulated by the rotational motion of the molecule, described by a correlation time s r , in the absence of exchange processes.
CSA relaxation
Chemical shift anisotropy (CSA) originates from the orientationdependence of the chemical shift, and hence changes under rotation of the molecule and induces minor variations in the magnetic field at the site of the nucleus [115] . Since the maximum measurable CSA is of the order of the isotropic chemical shift of a nucleus, the CSA of protons is negligible whereas 15 N, 13 C, and 31 P can have sizeable CSA.
The total chemical shielding tensor r is a non-symmetric tensor that can be decomposed into three independent tensors: an isotropic component, a traceless symmetric component, and a traceless antisymmetric component [116] [117] [118] :
Note the difference between a non-symmetric and an antisymmetric tensor where the antisymmetric tensor elements fulfill the condition r ij = Àr ji which is not a requirement for a non-symmetric tensor. The isotropic tensor can be represented by a scalar r iso ¼ r avg 
r avg corresponds to the chemical shift seen in a spectrum (for instance from a liquid) and does not induce relaxation effects [117] [118] [119] . The symmetric component of the shielding tensor has tensor elements with r ij = r ji . This tensor is responsible for the CSA relaxation most often described in the literature and can be diagonalized by rotation into the shielding tensor principal coordinate system (which does not have the same orientation as the principal axes of the susceptibility tensor or related tensors described in this review). The antisymmetric tensor also induces CSA relaxation but this is almost impossible to measure because the induced effects are close to parallel to the external magnetic field. This tensor cannot be diagonalized. The CSA relaxation rates depend on the anisotropy parameter
and an asymmetry parameter
For an axially symmetric system r xx = r yy = r \ and r zz = r k such that the anisotropy parameter is
and the asymmetry parameter g = 0. The terminology can be quite confusing; therefore it is important to understand the difference between the anisotropy of the symmetric tensor, axial symmetry of the symmetric tensor and the non-symmetry of the overall tensor.
For a nice and comprehensibly written review refer to [117, 118] . 
where s r,1 and s r,2 correspond to the correlation times for isotropic tumbling and small-step molecular rotation, respectively [117, 118] . Eqs. (34) and (35) simplify in the case of axial symmetry (g = 0) or for isotropic tumbling (s r,1 = 3s r,2 ).
CSA-DD cross-correlated relaxation (CCR)
The cross-correlated relaxation between the CSA and the DD interaction results in interference effects between the two. This interference can either be constructive -where both terms add up to result in larger relaxation rates and therefore broader lines -or destructive where both terms partly cancel each other leading to smaller relaxation rates and sharper linewidths. The TROSY pulse sequence [50, 120] makes use of these interference effects by keeping only the sharpest component leading to enhanced spectral quality.
CSA-DD cross-correlated relaxation (CCR) as indicator of secondary structure
CSA-DD CCR can be used as long range restraints and are indicative of different types of secondary structure as was described by Griesinger and co-workers [121] . They used a ZQ/DQ-ct-HNCO (i.e. zero-quantum/double-quantum -constant-time) experiment to measure the double-quantum and single-quantum coherences of the NH and CH vectors to determine the angles between them. The relaxation interference is large in beta-sheet structures and small in helices [76] and modulates the intensity ratios of the double-quantum coherences [121] . The relaxation rates of the four different components are described by [121] 
where i and j denote the different internuclear vectors and a and b denote the +1/2 and À1/2 spin states. The last term represents the CSA-DD CCR between the two vectors whereas the other three components originate from auto-relaxation of a single internuclear vector [121] . The individual relaxation rates can be determined from the peak intensities by
where t is the evolution time of the double-quantum coherence. Angular restraints can be extracted by using
where # is the torsion angle between the C a H a bond vector of residue (i) and the NH bond vector of the following residue (i + 1) and holds under the assumption of fast internal motion and isotropic reorientation [121] . The angle h is related to the torsion angle w via a Karplus relationship as described in [121] .
Contact relaxation
The contact contribution dominates for nuclei bound to the paramagnetic metal ion in a distance range up to 4 Å. The relaxation rates are given by the Bloembergen equations for contact relaxation [15, 63] 
The overall correlation time s C is given by [15] 1
where s e is the contribution from the electron spin and s M is the contribution from chemical exchange, if present. As long as the electron spin density distribution around the metal ion is known the contact relaxation together with the contact shift can be used to determine the structure of the first coordination sphere around the metal ion [122] .
Dipolar relaxation
As mentioned earlier dipole-dipole interactions are interactions of two (or more) magnetic moments through space. If the interacting dipole moments originate from two nuclear spins the Nuclear Overhauser Effect (NOE [123] ) can be measured. If both spins are electron spins, then their dipolar interaction results in a DoubleElectron-Electron-Resonance (DEER) signal in Electron Paramagnetic Resonance (EPR) spectroscopy. If the interaction occurs between a nuclear and an electron spin, then the resulting interaction is the one described in detail below. All of these interactions can be converted into distance restraints and the measurable distance is large for spins with large gyromagnetic ratios. NOE derived distances between two nuclear spins are typically smaller than 6 Å, electron-nucleus dipolar interactions range between 15 Å and 40 Å, and electron-electron dipolar interactions lead to distances up to 70 Å.
Electron-nucleus dipolar relaxation occurs when the electron spin density reaches further out in space and interacts with the magnetic moment of the nucleus. In this case the nucleus senses the change of the magnetic moment when the electron spin changes between the +1/2 and À1/2 spin energy levels. Dipolar relaxation assumes that the point-dipole-approximation holds meaning that the unpaired electron is centered on the metal ion. Deviations from this approximation are assumed to be negligible further than 3-4 Å away from the metal ion [14] . The longitudinal and transverse relaxation rates are given by [14] 
Since the gyromagnetic ratio of the electron (S-spin) is 658 times larger than the gyromagnetic ratio of the proton (I-spin), the terms in brackets are sometimes combined [92] using
. The above equations are only valid for an isotropic g-tensor (for definition see Appendix A.1.), which is not the case for Co and the lanthanides, although the g-anisotropy is generally small. For the more general case of an anisotropic g-tensor refer to [124] . The total correlation time is given by [92] 1
with s r being the rotational correlation time of the molecule. The electron spin correlation time s e has most likely the largest influence on the correlation time [15] , and s M is the contribution from chemical exchange, if present. For isotropic magnetic susceptibility dipolar relaxation is the only mechanism contributing to PREs. If the magnetic susceptibility is anisotropic, the Curie spin relaxation is another major component.
Curie relaxation 7.6.1. Origin of Curie relaxation
The external magnetic field induces a magnetic moment in the electrons due to a difference in the +1/2 and À1/2 energy levels. A rotation of the molecule changes the electron's magnetic moment sensed by the nucleus and results in Curie relaxation [16] which is also called dipolar shielding anisotropy or dipolar shift anisotropy (DSA). Even though this interaction leads to negligible chemical shift changes, its contribution to the relaxation rate is significant [16] . The Curie interaction has a small effect on T 1 but a significant effect on T 2 [111] . Since the population difference of the energy levels increases with larger magnetic fields, Curie relaxation depends on the magnetic field strength [16, 63, 113] . Lower fields are more suitable for probing smaller distances while larger fields are more suited for longer distances. For instance Bertini et al. found that the best magnetic field strength for a six-coordinated Co(II) ion in a 100 kDa complex corresponds to a proton resonance frequency 60 MHz if proton signals from residues bound to Co are to be resolved [111] .
Mathematical treatment
The relaxation rates are given by [16, 63] R Curie 1 
For both equations the second term in square brackets describing the effect originating in anistropic magnetic susceptibility is usually neglected. This term also contains the trace Tr(v) of the isotropic or overall magnetic susceptibility as outlined in Appendix A.1 (Eq. (A4)). The angles describe the polar angles of the metal-nucleus vector in the tensor principal coordinate frame. The Curie relaxation is modulated by the rotational correlation time s r and not by the overall correlation time which includes the electron spin correlation time, because it is already averaged over all electron spin states [14] . Since the relaxation rates depend on the rotational correlation time, the effect is most pronounced for large molecules or macromolecules. The advantage for large molecules is that the percentage of peaks affected by Curie relaxation is smaller [7] than for small molecules. Since the rotational correlation time is inversely proportional to the temperature, the Curie relaxation rates scale with $1/T 3 [14] .
The Curie relaxation has the same functional form as the CSA and the two terms can therefore be combined into an effective shielding anisotropy. In this approach the effective tensor is the sum of the Curie and the CSA tensor [125] .
Curie-DD cross-correlated relaxation
When the Curie term is sufficiently large, a cross-correlated relaxation involving the Curie and the dipolar interaction is observed ( Fig. 3 and Table 2 ). For an isotropic tensor the transverse relaxation rate is given by [8] 
This equation holds true under the assumption of isotropic molecular motion (of the NH-vectors for example) where internal motion can be considered to a first approximation by multiplication of the CCRs with the order parameter S 2 [8] . h is the angle between the MH and HN vectors [15] . Compared to DD autorelaxation rates, which depend on 1/r 6 , Curie-DD relaxation rates depend on 1/r 3 making longer distances observable. Curie-DD CCRs are small and have large errors that have to be taken into account. It seems that MSA can have a noticeable effect on Curie-DD CCR if it is at least the same order of magnitude as the isotropic magnetic susceptibility [126] . This does not apply to the lanthanides but applies to cyano-metmyoglobin and might be seen on high-spin Co.
Curie-DD CCR influences the TROSY effect
The Curie-DD CCR is analogous to the CSA-DD CCR responsible for the TROSY effect as it results in differential line-broadening due to interference effects. It enhances or counteracts the TROSY effect -depending on the angle between the MH and HN vectors [126] . This can complicate the acquisition of TROSY spectra for large proteins tagged with a lanthanide ion [30] .
Pulse sequences used to measure Curie-DD CCR
In principle, all pulse sequences that are used to measure the diamagnetic CSA-DD CCR can also be used to measure the paramagnetic Curie-DD CCR [8] . One complication in the measurement however, is the competing Curie relaxation. Mainly two pulse sequences have been employed: the relaxation allowed coherence transfer (RACT) experiment and the TROSY sequence. The RACT experiment requires a reference experiment to account for autorelaxation effects (which are the dipole-dipole relaxation and CSA relaxation of a single spin) [8] . The TROSY sequence measures the CCR with a variable spin-echo delay t [127] . For large molecules with short relaxation times and quickly decaying magnetization, short pulse sequences are usually preferred. This makes the TROSY sequence more suitable than RACT because less signal is lost during the course of the pulse program until the FID can be acquired [8] .
Extraction of restraints from peak intensities
The total cross-correlated relaxation rate
contains the diamagnetic CSA-DD interaction and the paramagnetic Curie-DD interaction, if present. The intensity ratios of the two doublet components a and b (TROSY and semi-TROSY components in the first dimension and TROSY component in the second dimension) are given by [126, 127] I a ðtÞ
where t is a variable relaxation delay. Measuring the intensity ratios for different delays t in both the diamagnetic and paramagnetic case and subtracting the diamagnetic relaxation rate from the paramagnetic one yields R Curie, DD . Then, Eq. (48) can be used to determine r MH and the angle h.
Curie-DD CCR as restraints in structure calculations
A protocol for the use of Curie-DD CCRs was implemented in DYANA [8] (PSEUDYANA module) and XPLOR-NIH [107] (PARArestraint package). It has been shown that Curie-DD CCRs are good for refining families of protein structures [8] . They improve the RMSD of the structures (especially of more disordered regions) but do not have much effect on the dihedral angles. In this respect they are complementary to RDCs which improve the dihedral angles [8] .
Bertini et al. have measured Curie-DD CCR from À6.8 to 9.1 Hz on met-aquomyoglobin [128] . Using these they were able to elucidate distance ranges from 9.7 to 28.5 Å. Curie-DD CCR have also been used to refine the structure of calbindin D 9 k where one of the two Ca ions was substituted with Ce [8] .
Curie-CSA cross-correlated relaxation
Another CCR effect is the interaction between Curie and CSA relaxation. This effect has been recently described [125] and is not experimentally separable from the Curie relaxation. Similarly to the other CCR effect, the overall relaxation rate can be increased or decreased depending on the relative orientation of the CSA and the Curie tensors. This effect is usually small but may be significant for spins with large Curie relaxation [125] , i.e. for rapidly relaxing electron spins such as Ce, Fe, Yb, and Dy but not for slowly relaxing spins such as Mn, Gd, or nitroxide radicals. It is larger for T 2 with large rotational correlation times but also contributes to T 1 in rapidly tumbling molecules containing a metal ion with large magnetic susceptibilities [125] .
Paramagnetic Relaxation Enhancements (PRE)
PREs, also called paramagnetic broadening effects, can be used to extract distance restraints from the peak intensity ratios when certain relaxation rate enhancements (as described above) are operative.
PREs (Fig. 3 ) define distance spheres around the paramagnetic center. The radius of these shells depend on several parameters, such as the number of unpaired electrons, the electron spin correlation time s e , the rotational correlation time and the magnetic field strength [1] . PREs are determined by the size of the magnetic susceptibility tensor (not so much by its anisotropy) and are less pronounced for 15 N and 13 C spins (in contrast to 1 H) because of their lower gyromagnetic ratios. Computationally PREs can be handled similarly to NOEs because they have the same 1/r 6 distance dependence [15] .
Main contributions to PREs
Under the assumption of negligible contact relaxation (or for spins sufficiently far away from the paramagnetic center) there are basically three main contributions to PREs (see Table 2 ): the dipolar relaxation described in Eqs. (42) and (43) which usually dominates for long electron spin correlation times (for example Gd, Mn, MTSL), the Curie relaxation (Eqs. (45) and (46)) which usually dominates for short electron spin correlation times (lanthanides other than Gd) and the Curie-DD CCR (Eq. (47)). In contrast to paramagnet-induced chemical shift changes the relaxation rates are always positive and additive. When all paramagnetic effects are combined to R para 2 the total relaxation rate can be described by
where R dia 2 is the sum of all diamagnetic contributions. For large complexes the Curie term dominates the PREs and contributes to T 2 approximately as much as the dipolar PREs contribute to T 1 [63] . The transverse relaxation rate is more affected by the paramagnetic center than the longitudinal relaxation rate. Therefore experiments where the magnetization is stored along the z-axis are better suited for measuring PREs [1] .
PREs are derived from ratios of peak intensities or linewidths of the paramagnetic vs. the diamagnetic spectrum. If nitroxide spin labels such as MTSL are used as paramagnetic species the first measurement is taken with the oxidized spin label which is paramagnetic. Subsequently, the spin label is reduced using a reducing agent such as ascorbic acid yielding a diamagnetic species. If reduction of the spin-label is unfavorable because of interference with the protein, a parallel sample preparation of diamagnetic and paramagnetically labeled protein is an option. 7.9.2. Methods of converting PREs into distance restraints 7.9.2.1. Single-point measurements. The approach most widely used in conjunction with MTSL is the method described by Wagner and co-workers [129] . By considering the peak intensities the transverse PREs can be obtained by solving for R para 2 in
where t is the total time the magnetization evolves in the transverse plane during the INEPT transfer. A value of is R dia 2 obtained for each residue from
with Dm being the linewidth of the peak at half maximum height. From R para 2 the distances can be obtained by adding the relaxation terms responsible for the PREs and computing r MH . For more than one paramagnetic center in the protein the relaxation contributions are additive. 7.9.2.2. Two-point measurements. Another method is described by Clore and co-workers [130] where a flexible delay t is incorporated into the pulse sequence. This delay is varied and the peak intensities for both diamagnetic and paramagnetic sample at different time-points are measured. The diamagnetic and paramagnetic peak intensities decay exponentially as [130] I dia ðtÞ
I para ðtÞ
Taking the ratios for two time-points t = 0 and t and rearranging yields R Even though this approach is rarely used, it has several advantages.
Since it uses two time-points to estimate the relaxation rate the time delay to start the subsequent experiment can be shorter than in the single-point measurement where a long time delay is important to achieve complete equilibrium. The two-point measurement does not use a Lorentzian lineshape that is assumed for use of Eq. (51) and that can impede spectra analyses because Lorentzians are broad and can lead to a decrease in the number of analyzable peaks in case of partial overlap. Also it does not require scaling of the spectra to account for different sample concentrations. The errors can be estimated as described in [130] . The authors have shown that increasing the number of time-points to more than two does not increase accuracy of the estimate.
Practical considerations for the interpretation of PRE data
Several effects can influence the peak intensities or linewidths in the spectrum and therefore lead to incorrect distance estimates between the free electron and the nucleus of interest. Incomplete labeling of the protein with the paramagnetic species or contamination of the paramagnetic sample with the diamagnetic species lead to an additional diamagnetic contribution, therefore to underestimates of the relaxation rate yielding longer distances [130] . This can be detected as residues neighboring the spin label position will generate signals in the oxidized (paramagnetic) sample (Fig. 6 ). For complete labeling or no contamination these peaks will be broadened beyond detection.
When nitroxide spin-labels are reduced using reducing agents such as ascorbic acid, one has to make sure that all spin-labels are reduced, since the reduction rate of nitroxides with ascorbic acid depends on the pH [131] . Full reduction is obtained when the intensity ratios of peaks from unaffected residues is close to one (Fig. 6) .
PREs can be dependent on the sample concentration since crowding of paramagnetic species can lead to a ''solvent-PRE-effect'': the paramagnetic species of one molecule broadens the lines of residues of neighboring molecules. This can be detected as an offset of the peak intensity ratios from one (Fig. 6 ).
PRE and the influence of motion
In case of external attachment of the paramagnetic center to the protein, for instance using a small-molecule tag, binding peptide or nitroxide spin-label, the paramagnetic ion will exhibit flexibility with respect to the protein. Clore and co-workers described the effect of fast motion of the tag for isotropic tumbling of the protein [132, 133] .
Examples
PREs are widely used for structure determination of proteins [6, 134] . Nitroxide spin labels (such as PROXYL [135] or MTSL [6] ) have found widespread application and can elucidate distances of about 8-35 Å [6] .
Lanthanides and other paramagnetic probes
Lanthanides (also called rare earth metals) have distinct properties that make them a desired target for use in protein structure determination [136] . Lanthanides are chemically very similar [57] and can easily replace Ca 2+ , Mg 2+ , or Mn 2+ in metalloproteins.
The lanthanides La and Lu are good diamagnetic references [45] .
Chemical properties of lanthanide series
Lanthanides have partially filled 4f shells that are shielded towards the exterior by the 5s and 5p orbitals [57] . This results in almost negligible contact shifts in comparison to other paramagnetic metals [99] .
The lanthanides are paramagnetic except for the first and the last members in the series (La, Lu), which are diamagnetic metals. Dy, Tb, and Tm are highly paramagnetic; Er and Yb are moderately paramagnetic and Ce, Sm and Eu exhibit small paramagnetism [30] .
Lanthanides and magnetic susceptibility anisotropy (MSA)
Lanthanides exhibit the spin-orbit interaction leading to anisotropic magnetic susceptibility. For a non-negligible spinorbit-interaction one has to consider the total angular momentum quantum number J (as the sum of the spin angular momentum quantum number S and the orbital angular momentum quantum number L) instead of the spin angular momentum quantum number S. For all other metals except the lanthanides, the latter is sufficient [15] . The MSA also affects the g-factor which is the Landé g-factor g J (Eq. (A8)) for the lanthanides or the electron g-factor g e for all other metals. The energy level of interest for all calculations is the ground state with the largest S, largest L, and smallest J for the first half of the series (Ce to Eu), and the largest S, largest L, and largest J for the second half of the series (Tb to Yb) [14] .
Choosing lanthanides for structural studies
For structural studies lanthanides should be chosen based on their magnetic properties and their biological activity (if the metal in a metallo-protein is replaced). It was indicated though, that the substitution of Ca(II) ions with lanthanides in proteins rarely affects their biological activity [137] .
The ionic radii decrease throughout the series from 1.17 Å for La to 1.00 Å for Lu -the so-called lanthanide contraction. As a result different lanthanides have different binding affinities when bound to identical sites in proteins [70] . For this reason the diamagnetic references used for measuring paramagnetic restraints should have a similar ionic radius to the paramagnetic ion. La, Lu, Y, or Sc are good candidates where La is better suited for lanthanides from the first half of the series and Lu for the second half [30] .
Factors influencing the measurability of paramagnetic restraints
Several variables influence the magnetic properties of paramagnetic metal ions. The most important factors are: (a) the total angular momentum quantum number J for lanthanides or the spin angular momentum S otherwise: the higher this number the more line-broadening will be induced; (b) the magnetic susceptibility anisotropy Dv: larger anisotropy leads to more alignment and larger RDCs and PCSs; (c) the correlation time of the unpaired electron s e : larger electron spin correlation times lead to more linebroadening i.e. larger PREs; (d) for the lanthanides with anisotropic magnetic susceptibility the magnetic field strength B is important: for larger magnetic fields the Curie relaxation dominates. Therefore in some cases it is desirable to carry out the measurements at lower fields.
Values of the most important properties, and theoretical values for PCSs, RDCs, and relaxation times, can be found in Table 2 . In general, the second half of the lanthanide series has higher J-values and larger magnetic anisotropies, therefore the PCSs, RDCs, and PREs are generally larger than for the first half of the series.
Specific properties of individual lanthanides
Sm and Eu have low-lying excited states [138] which result in a small population difference between the ground and the first excited state. This leads to small relaxation and line-broadening effects [58] .
Gd has a large electron spin correlation time resulting in extremely large line-broadening. This effect can be measured up to 20 Å but its accuracy decreases with increasing distance [57] . The magnetic susceptibility anisotropy of Gd is almost negligible leading to no alignment of the protein and therefore no measurable PCSs and RDCs. Due to its line-broadening capabilities Gd is often used as a Incomplete labeling leads to an intensity ratio of the peaks from spin-label proximate residues larger than zero. (C) Incomplete reduction leads to intensity ratios of the unaffected residues smaller than one. (D) Solvent PREs will affect more peaks and lead to intensity ratios smaller than one.
surface probe to study protein interfaces (see below). The chemical shift changes induced by Gd are contact shifts that are much larger than for other lanthanides for which they can be neglected [57] .
Tm induces moderate to large PCSs, RDCs, and PREs. RDCs up to 20 Hz have been measured at 800 MHz [29] . Yb has the smallest contact shift among the lanthanides [72] and it has a similar ionic radius to Ca, making it a very good Ca analog [32] .
Paramagnetic metals/compounds other than lanthanides
Mn and nitroxide spin labels such as MTSL have (similarly to Gd) large electron spin correlation times ($0.1 ns and 100 ns respectively) [139] and negligible magnetic anisotropy. The linebroadening effect is less pronounced for Mn and much less for MTSL. Still, MTSL is typically used for measuring PREs in proteins.
For the first-row transition metals the contact shift is very large making them useful shift reagents [58] . Co + induces moderate PCSs and binds tightly and specific to EDTA making it a good candidate for structural studies [12] .
Interfaces
Paramagnetic centers can be used to map surfaces or binding interfaces of proteins in two different ways: (a) by transferred RDCs or PCSs or (b) by surface PRE effects. Both approaches require an excess of a free ligand and fast exchange between bound and free ligand [131] because otherwise two peaks would be observed.
Transferred RDCs and PCSs
For transferred RDCs and PCSs consider a paramagnetically labeled protein with anisotropic magnetic susceptibility and a ligand without a paramagnetic center. RDCs and PCSs can only be measured for the ligand if it binds to the aligned protein and will therefore also undergo alignment [140] . This works only for internal alignment so that the alignment originates from the MSA. For external alignment transferred RDCs or PCSs are not measurable because the external alignment medium will align the ligand even if it is not bound to the protein. The binding interface can be determined by exploiting the distance-dependence of the PCSs. Transferred PCSs can be used to elucidate the structure of a small molecule ligand bound to the protein. This was illustrated on the ligand thymidine bound to the lanthanide-labeled subunit h domain of Escherichia coli DNA polymerase III [141] . The methodology of transferred RDCs and PCSs also allows probing of conformational changes that might occur upon association.
Surface probes
Broadening reagents can be used to map interfaces by broadening only the peaks of surface residues. Depending on the reagent distances up to 20 Å can be elucidated [142] . The methodology is the same as was described for PREs where the relaxation rate is directly proportional to the concentration of the broadening agent [131] . Interfacial contacts are identified by taking the difference of the spectra in the absence and presence of the ligand since the binding interface is protected from the broadening reagents when the ligand is bound [143] . A limitation, however, is that conformational changes occurring upon binding could be interpreted as being located in the binding interface [143] .
Nitroxide spin labels
Several broadening reagents are available [144] . TEMPO, TEM-PONE, and TEMPOL (4-hydroxy-2,2,6,6-tetramethyl-piperidine-1-oxyl) are soluble nitroxyl radicals that are frequently used as surface probes [142, 145, 146] . The H-bonding donor and acceptor characteristics of TEMPOL make it more similar to water whereas TEMPO or TEMPONE are more hydrophobic, requiring a lower concentration of TEMPOL to obtain identical PREs [145] . However, such nitroxide derivatives or salts of Mn 2+ sometimes interact with negatively charged amino acid side-chains or detergent head groups of micelles [146] .
Gadolinium reagents
Gd-compounds, such as Gd-EDTA [143] , Gd-DTPA [146] [147, 148] or Gd-DOTA have much more effective line-broadening capabilities and are less prone to interact with protein side-chains, making them widely applicable. Gd-DTPA-BMA for example has been used to eludicate helix orientations and tilt angles using paramagnetic relaxation waves [149] .
Doxylstearic acid
16-DSA (16-doxylstearic acid) is a hydrophobic paramagnetic substance that can be used to probe membrane-exposed residues [150] . 5-DSA can be used to probe surface residues because it resides closer to the polar head-groups [151] .
Conclusions
Residual Dipolar Couplings (RDCs) and Paramagnetic Relaxation Enhancements (PREs) have become widely applicable restraints for protein structure determination. Whereas RDCs are obtained by partial alignment of the protein in the magnetic field, PREs are usually measured by introducing a paramagnetic spin-label, for instance methanethiosulfonate (MTSL), into the protein. Even though these two approaches seem very different at first, both effects can be observed by exploiting the magnetic properties of certain paramagnetic species that are introduced into the protein. This procedure provides additionally other structural restraints that are not as well-known, such as pseudo-contact shifts (PCSs) or cross-correlated relaxation (CCR) effects. For this reason, the present review gives a complete overview of the paramagnetic restraints available and how they are connected. To maintain practical applicability, small effects are pointed out.
The existence and amplitude of the restraints depends on the anisotropy of the magnetic susceptibility, the total angular momentum quantum number J (or the spin-quantum number S for metals other than lanthanides), the electron spin correlation time, the magnetic field strength, and the size of the molecule as outlined in Tables 1 and 2 .
Lanthanide ions are a perfect choice for measuring paramagnetic restraints since they allow partial alignment of the protein in the magnetic field while yielding PREs, PCSs, and other effects. Paramagnetic restraints contain a wealth of structural information that has, in most cases, only been applied when more easily accessible data was unavailable. They have, however, the potential to replace conventional NMR restraints for larger proteins or protein complexes where they are not available.
A.1. Definition of tensors
In the literature many different interdependent tensors are defined. These tensors will be briefly explained, (1) Assumed is a coordinate system that is fixed to the molecule.
In this coordinate system the orientation of the external magnetic field can be described by a probability tensor P which is a real, symmetric tensor P ¼ P xx P xy P xz P yx P yy P yz P zx P zy P zz
with a trace of 1:
Its principal values describe the probability of the external magnetic field pointing along its principal axes (x, y, z). Under isotropic re-orientation the principal components of this tensor will all be equally 1/3. As a symmetric tensor, it can be described by five independent values. The probability tensor is not used in the literature but is introduced here to give the derived tensors physical meaning. All related tensors T (Sections A1. (2) to A1. (5) below) can be decomposed into an isotropic and an anisotropic tensor 
The isotropic tensor T iso has the same trace as the overall tensor T
which means that the anisotropic tensor t aniso is traceless (i.e. has a trace of zero). In our work the isotropic tensors are not considered unless otherwise noted, as only the anisotropic part contributes to molecular alignment and the resulting effects.
(2) The magnetic susceptibility tensor v is a real, symmetric, and traceless tensor that is described above (Eqs. (1) and (2)). (3) The probability tensor can be decomposed into an isotropic and an anisotropic part where the alignment tensor A represents the anisotropic part of the probability tensor:
where I is the identity matrix and the alignment tensor A (sometimes also denoted as D) is a real, symmetric tensor. The alignment tensor has the same orientation as the probability tensor. If the molecular alignment originates in magnetic susceptibility anisotropy the alignment tensor is related to the magnetic susceptibility tensor (see above) by [30] A ¼ B 
This shows that the degree of alignment increases with the magnetic field strength [30] and with the magnetic susceptibility. The notation A of the alignment tensor should not be confused with the hyperfine coupling constant A.
(4) The Saupe order matrix S is a real, symmetric and traceless tensor that can be calculated from the alignment tensor by S ¼ 3 2 A. For calculations mostly either the alignment tensor, the susceptibility tensor or the Saupe order tensor are used. It has to be noted, that the letter S in the theory of paramagnetic NMR can have three different meanings: it describes the Saupe order tensor, the spin quantum number, and the order parameter. In this review, S will denote the Saupe order matrix, and S will denote the spin quantum number unless noted otherwise. (5) The g-factor (the electron g-factor or the Landé-g-factor) is a dimensionless proportionality constant relating the magnetic moment of a particle to its quantum numbers. It can be calculated from the spin quantum number S, the angular momentum quantum number L and the total angular momentum quantum number J by
The g-tensor results when the g-factor is orientation dependent. It can be related to the elements of the susceptibility tensor [14] by
The g-tensor is a real, symmetric, traceless tensor. For spin-1/2 nuclei g-values for various metals can be measured by EPR spectroscopy and the tensor values can be obtained by single-crystal EPR measurements [14] .
The principal axes of the tensor are defined such that jv zz j > jv yy j > jv xx j. When the protein alignment originates solely in the MSA, these tensors have the same orientation and are therefore diagonal in the same frame [61] (see below). However, this is not generally the case [61] . Since for the current review the tensors will have identical orientation, the terms alignment tensor, susceptibility tensor, and Saupe order matrix will be used interchangeably. 
A.2. Definition of coordinate frames
There are three different coordinate frames (Fig. A1) : (a) the lab frame in which the magnetic field is considered to be aligned with the z-coordinate; (b) the molecular frame that is fixed to the molecule. It can be arbitrarily defined, for instance depending on the shape of the molecule or as the frame of the protein in the ProteinDataBank file; (c) tensor frame which defines the principal axes of the magnetic susceptibility tensor associated with the unpaired electron. In the current review the mathematical descriptions will be restricted to the tensor frame with the variables (v, h, u) and the molecular frame with the variables (v 0 , h 0 , u 0 ). The orientation of the molecular frame or the tensor frame with respect to the lab frame is usually unknown at the beginning of a study and is determined during the calculations. Even if partial alignment is imposed, there is still residual tumbling that makes it impossible to determine the rotation angles between these coordinate frames. Under the assumption that there is no or negligible internal mobility the orientation of the molecular frame with respect to the tensor frame is often assumed to be fixed. Therefore each internuclear vector has a fixed orientation with respect to the tensor frame. The tensor frame depends on the shape and the charge distribution within the molecule.
In the molecular frame the tensors can be described by five unknown parameters due to the symmetry property and the trace of the matrices: 
When this matrix is rotated into the tensor frame, it adopts a diagonal form and all off-diagonal elements are equal to zero: 
It should be noted that the trace of a matrix is invariant under rotation which means that it is independent of the coordinate frame.
The number of unknowns remains five since the rotation angles a, b, and c are unknown. The eigenvalues of the diagonal matrix are the principal components of the tensor. They can also be described by the axial and rhombic components of the tensor (Eq. (4)). Tensors can be depicted by ellipsoids or shapes that look like atomic orbitals (Fig. A2) . Since the probability tensor contains only positive elements in its diagonal, it can be illustrated by cigar shaped ellipsoids or a sphere, depending on the rhombicity and axiality. A rhombic tensor is the most general case having different components in the x, y, and z direction. The rhombicity of a tensor describes how much the x and y-components deviate from each other (Eq. (4a)). An axially symmetric tensor is symmetric around the z-axis. It has identical elements in the x and y dimensions so that these elements can be described as parallel and perpendicular components. The axiality of a tensor describes how much the zcomponent deviates from the average of the x and y-components (Eq. (4b)). For an axially symmetric probability tensor the following equations hold: 
so that the axial and rhombic components can be described as P rh ¼ P xx À P yy ¼ 0 
such that the axial and rhombic components can be calculated the same way as for the probability tensor (Eq. (4)).
Traceless tensors, such as the alignment tensor, have negative elements in their diagonal and can be described either by a sphere with differently colored regions (for positive and negative contributions) or by the orbital-like shapes. The shapes results if surfaces of constant PCS or RDC values (isosurfaces) are plotted. Examples for the graphical representations are shown in Fig. A2 .
The difficulty in using RDCs and PCSs for protein structure elucidation is that the orientation of the molecular frame with respect to the tensor frame (which is defined by the three Euler rotation angles a, b, and c) as well as the Saupe order tensor (which is defined by two independent variables in the tensor frame) are not known a priori and have to be determined in an iterative fashion as described above.
A.3. Determination of the correlation times
The use of all relaxation equations requires the knowledge of the correlation times. The overall correlation time can generally be calculated by 
however, not all correlation terms influence all relaxation terms equally. In these sections, the overall correlation time is defined in a separate equation. The electron spin correlation time does not apply to the Curie mechanism because there it is already averaged over all the electron density. The Curie relaxation is therefore only modulated by the rotation of the molecule [14] . The ranges for the correlation times are 10 À13 -10 À7 s for the electron spin correlation time, 10 À11 -10 À6 s for the rotational correlation time, and 10 À10 -several seconds or minutes for the exchange correlation time [14] . For simplicity exchange relaxation will be neglected.
The total correlation time is determined by the shortest of the correlation times. For spin-labeled proteins the lower limit for the total correlation time is $10 ns [131] . s C can be calculated from T 1 and T 2 measurements using [142] s C ¼ dependence [131] . The rotational correlation time can be estimated from the modelfree analysis [8] , light-scattering experiments [113] or by measuring T 1 of the diamagnetic molecule at different magnetic fields [6] :
s r can also be estimated using the Stokes-Einstein relationship [14] s r ¼ elliptical molecules with the same volume the relaxation rates can be an order of magnitude larger than for spherical molecules [152] . The electron spin correlation times depend on the atomic number and the occupancy of the atomic orbitals [1] . They can be determined by NMR dispersion measurements [111] as was done for lanthanide aqua-complexes [153] . Short electron spin correlation times are due to low-lying excited energy levels [14] with Orbach or Raman relaxation mechanisms [154] . S = 1/2 ions like Cu 2+ have Fig. A3 . Measurement of the residual chemical shift anisotropy. Shown are the TROSY and semi-TROSY components in the unaligned and aligned case. For an unaligned protein the splitting is equal to the J-coupling. For a partially aligned protein the splitting is equal to the sum of the J-coupling and the RDC (under neglect of the dynamic frequency shift). The RCSA becomes noticeable when the two components move different distances away from their mid-point. Then, the difference between the midpoints from the unaligned vs. the aligned protein is the sum of the PCSs and the RCSA. excited states far above the ground state, therefore the electron spin correlation time is long [14] .
A.4. Additional notes on lifting the angular degeneracy in RDCs
Since the alignment tensor depends on the alignment medium for each alignment medium there are five unknowns (the tensor elements). If one of the tensor frames is considered as an anchor frame and the other tensor frames are expressed with respect to that frame, the number of variables is 5n À 3 with n being the number of alignment media. Therefore twelve parameters are needed to describe the tensors in three alignment media [95] .
Using this approach of describing the tensors as relative order tensors the system of equations is overdetermined and a solution exists as long as the number of datapoints nk P 5n À 3 + 2k. Here k is the number of internuclear vectors. The factor of 2k arises because there are two degrees of freedom to describe the orientation of an internuclear unit vector in the tensor frame [95] .
Al-Hashimi et al. presented an order tensor analysis that completely removes the degeneracy using only two independent alignment media [155] . In this approach the protein is arbitrarily cut into two fragments and the order tensors of these fragments are separately determined using the RDCs. There are four possibilities to orient these tensors with respect to one another. When the tensor frame of one of the alignment media is taken as a reference frame the existence of the second alignment medium can lift this degeneracy when the tensors of the two fragments are superimposed. This works only if the alignment is external and if the alignment tensors of the two fragments are identical. In the case of motion that condition might not hold. In the case of internal alignment this approach is not valid because the alignment is due to anisotropic magnetic susceptibility. This depends on the shape of the molecule and the charge distribution and is therefore not identical for both fragments. Hence, the order tensors are different and cannot be superimposed.
A.5. Hyperfine shifts for lanthanides
For the lanthanides the hyperfine shift of the donor site is predominantly contact in origin which does not vary much along the lanthanide series [156] . The second half of the lanthanide series has the largest PCS/contact shift ratio but also exhibits larger line-broadening [32] . The ratio PCS/contact shift follows the pattern Yb > Tm > Dy > Tb > Er > Ho > Nd > Eu [79] .
If, in the case of axial symmetry, the ratios of the shifts of different nuclei to a specified nucleus are independent of the lanthanide, then the shifts are PCSs and not contact shifts [157] . To separate contact and PCS most methods require that the lanthanide-ligand complex possesses axial symmetry which is not true for Ca-binding proteins [32] . In addition to the axial symmetry it is usually assumed that the hyperfine coupling constant A is constant for different ions, that the complexes are isostructural and that the crystal field parameters are independent of the paramagnetic ion [63] .
A.6. PREs: Alternative ways used to extract distance restraints As discussed above, PREs can be converted into distance restraints. The spectral peak intensities decay exponentially depending on the evolution time:
The longitudinal PREs can be measured as
where the T 1 can be determined by inversion-recovery experiments. Transverse PREs can be measured as the ratio of peak intensities or peak volumes or as the differences in linewidths [158] :
