Differential evolution (DE) is an efficient evolutionary algorithm for optimizing continuous optimization problems. Although DE has been successfully applied to various real-world problems, it suffers from premature convergence where all individuals converge to a suboptimal solution too early. To address this problem, modified DE that uses the Cauchy mutation was proposed, but it has serious limitations of 1) controlling the balance between exploration and exploitation; 2) adjusting the algorithm to a given problem; 3) having less reliable performance on multimodal problems. In this paper, we propose a new adaptive Cauchy mutation based DE variant called ACM-DE (Adaptive Cauchy Mutation Differential Evolution), which removes all of these limitations. Specifically, two popular parameter controls are employed for the exploration and exploitation scheme and robust performance. Also, a less greedy approach is employed, which uses any of the top p% individuals in the phase of the Cauchy mutation. Experimental results on a set of 58 benchmark problems show that ACM-DE is capable of finding more accurate solutions than modified DE, especially for multimodal problems. In addition, we applied ACM to two state-of-the-art DE variants, and similar to the previous results, ACM based variants exhibit significantly improved performance.
Introduction
Evolutionary algorithms (EAs) are a stochastic global search technique inspired by biological evolution and genetic variations observed in nature. EAs take a population of individuals and search for an optimal solution by repeating the process of generating new offspring. An important characteristic of EAs is that they do not make any assumptions about a given problem, such as assumptions about its continuity and differentiability. Therefore, EAs can be applied to almost any type of problem.
Differential evolution (DE) [1, 2] is one of the most popular EAs, and was primarily designed to optimize multidimensional real-valued functions. Like other EAs, DE takes a population and generates new offspring by using genetic operators such as mutation, crossover, and selection. Since it was first introduced, DE has attracted the attention of many researchers and practitioners because it requires fewer control parameters and exhibits better performance. Since 1996, the effectiveness of DE has been demonstrated in not only various real-world problems but also many numerical optimization competitions [3, 4] . Surveys on the recent research and developments on DE can be found in [3, 4, 5, 6] .
Population-based metaheuristic optimization algorithms, such as swarm intelligence (SI) and EAs, suffer from the issue of premature convergence where all individuals converge to a suboptimal solution too early due to a decrease in population diversity. In order to address this problem, many SI and EAs have been extended to include the Cauchy mutation, which can help an individual stuck in a local optimum move to a new location. Despite the successful results that have been achieved using the Cauchy mutation, studies on combining DE with the Cauchy mutation have yet to be actively carried out. Instead, many studies have been conducted to facilitate exploitation because the convergence speed of DE is generally slower than that of SI [7] . However, some studies have shown that combining DE with the Cauchy mutation can significantly improve not only the searchability but also the convergence speed in both single-and multi-objective optimizations [8, 9, 10] . In addition, the limited capability of DE for relocating its population over large distances [11] can be improved by using the Cauchy mutation, due to its long jumps.
The modified DE (MDE) proposed by Ali and Pant [8] uses the Cauchy mutation to enhance the convergence performance. MDE monitors the success and failure results of each individual, and if an individual fails to find a better location for a predefined number of generations, it uses the Cauchy mutation to help the individual escape from its location. Although MDE exhibits improved performance, it uses fixed control parameters and a greedy approach, which can drastically reduce the robustness of the algorithm.
In this paper, we propose a new adaptive Cauchy mutationbased DE variant called ACM-DE (Adaptive Cauchy Mutation Differential Evolution), which is an updated version of MDE. An earlier version of ACM-DE was presented in [12] . ACM-DE contains three algorithmic components: linear failure threshold reduction (LFTR), self-adaptive Cauchy mutation crossover rate, and p-best individual based mutation. Instead of using a fixed failure threshold and a fixed Cauchy mutation crossover rate, we applied a deterministic and a self-adaptive parameter control to the failure threshold and the Cauchy mutation crossover rate, respectively. In addition, we applied pbest individual based mutation instead of best individual-based mutation in order to enhance the diversity. We evaluated the performances of ACM-DE and MDE with six conventional mutation strategies on the Congress on Evolutionary Computation (CEC) 2013 and 2017 benchmark problems [13, 14] containing 58 benchmark functions. The experimental results showed that the ACM-DE variants were competitive with MDE variants, particularly for multimodal functions. In addition to the conventional mutation strategies, we applied ACM to two stateof-the-art DE variants, SaDE [15] and SHADE [16] , so as to measure the performance enhancement. Similar to the previous results, the experimental results showed that ACM-based variants significantly outperform the original Cauchy mutationbased variants as well as SaDE and SHADE. As a result, the main contributions of this paper are as follows.
1. ACM is simple and easy to embed into any DE variant as a module. 2. ACM is capable of significantly promoting not only the searchability but also the convergence speed of DE. 3. Performance enhancements of the two state-of-the-art DE variants are obtained by ACM, particularly for multimodal functions.
The rest of this paper is organized as follows: We describe the fundamentals of conventional DE and the Cauchy distribution in Section 2. Then, in Section 3, we introduce related work of the Cauchy mutation in SI and EAs and MDE, which is the basis for our proposed algorithm. Section 4 describes the technical details of the proposed algorithm. Section 5 presents the experimental setup. In Sections 6 and 6, we analyze the experimental results of the proposed algorithm. Finally, we provide the conclusion and future work of this paper in Section 8.
Background

Differential Evolution
DE is a population-based metaheuristic optimization algorithm that takes a population of NP individuals. Each individual, referred to as a target vector, is a D-dimensional vector, as denoted by X i,g = (x 1 i,g , x 2 i,g , · · · , x D i,g ), where g = 0, 1, · · · , G max . Here, G max represents the maximum number of generations. DE consists of four operators: initialization, mutation, crossover, and selection. At the beginning of the search process, the initialization operator uniformly distributes the population over the search space of a given problem. Then, the mutation and crossover operators generate a population of NP offspring, and the selection operator makes up a new population for the next generation by comparing the fitness value of each pair of an individual and its offspring. The following sections provide a detailed description of these four operators.
Initialization
First, let us define the bounds of a given problem as follows: 
where rand j i denotes a uniformly distributed random value in the interval [0, 1].
Mutation
The role of the mutation operator is to generate a set of NP mutant vectors. Each mutant vector is denoted by V i,g . The following list shows the mutation strategies that are used most frequently in DE literature.
DE/rand/1:
DE/best/1:
DE/current-to-best/1:
DE/rand/2:
V i,g = X r 1 ,g + F · ( X r 2 ,g − X r 3 ,g ) + F · ( X r 4 ,g − X r 5 ,g ) (5)
DE/best/2:
V i,g = X best,g + F · ( X r 1 ,g − X r 2 ,g ) + F · ( X r 3 ,g − X r 4 ,g ) (6) DE/current-to-best/2:
V i,g = X i,g + F ·( X best,g − X i,g )+ F ·( X r 1 ,g − X r 2 ,g )+ F ·( X r 3 ,g − X r 4 ,g ) (7) where X r 1 ,g , X r 2 ,g , X r 3 ,g , X r 4 ,g , and X r 5 ,g denote randomly selected donor vectors, which are mutually different and not equal to the corresponding target vector X i,g . Additionally, X best,g represents the best individual. Finally, F stands for scaling factor.
Crossover
The role of the crossover operator is to generate a set of NP trial vectors. Each trial vector formed by recombining its corresponding target and mutant vectors is denoted as U i,g . There are two classical crossover operators, binomial and exponential.
In binomial crossover, an integer value j rand is randomly selected within {1, 2, · · · , D}, and this is used to ensure that at least one component of a trial vector is copied from its corresponding mutant vector. Binomial crossover generates each component ( j) of each trial vector (i) as follows. 
where CR denotes the crossover rate. In exponential crossover, two integer values n and L are initialized first. The starting component n is randomly selected within {1, 2, · · · , D}. The number of components of a trial vector, which is copied from its corresponding mutant vector L, is obtained as follows.
) After obtaining L, exponential crossover generates each component ( j) of each trial vector (i) as follows.
where · D denotes the modulo operator with the divisor D.
Selection
The selection operator compares each pair of target and trial vectors and chooses the most favorable one. Specifically, if the fitness value of a trial vector is equal to or better than that of its corresponding target vector, the trial vector is selected as a member of the population for the next generation. Otherwise, the trial vector is discarded and the target vector remains. The selection operator can be formulated as follows.
where f ( X) denotes an objective function. DE repeats these mutation, crossover, and selection operators until one of the termination criteria is satisfied. Two frequently used termination criteria are 1) finding a vector whose function error value (FEV) is lower than or equal to the value-to-reach (VTR) of a given problem and 2) reaching the maximum number of generations G max or function evaluations NFEs max .
Analysis of Cauchy Distribution
The Cauchy distribution is a continuous probability distribution that has two parameters, x 0 and γ. x 0 is the location parameter and γ is the scale parameter that determines the shape of the distribution. For example, if a higher value is assigned to γ, the height of the peak of the probability density function (PDF) will be shorter and its width will be wider. On the other hand, if a lower value is assigned to γ, the height of the peak of the PDF will be taller and its width will be narrower. The PDF of the Cauchy distribution is defined as follows.
Additionally, the cumulative distribution function of the Cauchy distribution can be defined as follows. The Cauchy distribution is a heavy-tailed distribution that can generate long jumps from the location parameter. Fig. 1 presents the various PDFs of the Cauchy distribution.
Related Work
Cauchy Mutation in Swarm Intelligence and Evolutionary Algorithms
Since the effectiveness of the Cauchy mutation was demonstrated in [17] , many SI and EAs have been extended to include the Cauchy mutation. As a module in SI and EAs, the Cauchy mutation has contributed to 1) preventing premature convergence; 2) improving convergence speed and searchability; and 3) enhancing the diversity.
Stacey et al. tested the performance differences between particle swarm optimization (PSO) with and without the Cauchy mutation and found that the former outperforms the latter on harder problems [18] . Zhang et al. incorporated the Cauchy and Gaussian mutations into the gravitational search algorithm (GSA) to control exploration and exploitation, and applied it to the parameter identification of a hydraulic turbine governing system [19] . Zhang et al. incorporated the Cauchy mutation into PSO with Bayesian techniques in order to boost the convergence performance [20] . Luan et al. proposed a novel attribute reduction method for data mining based on artificial fish using the Cauchy mutation [21] . Patwal et al. proposed a timevarying acceleration coefficient PSO with mutation strategies, which includes the Cauchy mutation as a component for large perturbations, and applied it to the optimal generation scheduling of a hydrothermal system [22] . Bajer et al. proposed a population initialization method for EAs which uses clustering and the Cauchy mutation [23] . An adaptive hybrid DE for the parameter identification of rotating machinery was proposed, which uses the Cauchy mutation in order to prevent premature convergence [24] . Kumar and Sahoo proposed a clustering method based on cat swarm optimization using two components: opposition-based learning and the Cauchy mutation [25] . Li and Li incorporated the Cauchy and Gaussian mutations into improved global harmony search to control exploration and exploitation, and they applied it to nonlinear discrete-time system identification [26] . Yang et al. proposed Cauchy mutation pigeon-inspired optimization for parameter adjustments in an automatic carrier landing system [27] . The bee and frog co-evolutionary algorithm was proposed by Wang et al., which uses the Cauchy mutation to boost convergence performance [28] . Zou et al. proposed a fast collision detection method in a virtual environment based on PSO using the Cauchy mutation [29] . An improved harmony search method proposed by Yang et al. was applied to cylindricity error measurements in mechanical parts, which uses the Cauchy mutation for calculation precision [30] . Li et al. proposed GSA with the Cauchy and Gaussian mutations, and the authors employed the Cauchy mutation because of its strong global exploration capability [31] . Li et al. proposed GSA based on Cauchy mutation and mass weighing, and the authors used the Cauchy mutation to prevent premature convergence [32] . A new bio-inspired algorithm called the earthworm optimization algorithm was proposed by Wang et al., which uses the Cauchy mutation [33] . For dynamic multi-objective optimization, Xu et al. proposed an environment sensitivity-based cooperative co-evolutionary algorithm, which includes the Cauchy mutation as a component for population perturbations [34] . Wu proposed a hybrid forecasting model based on a support vector machine and PSO which uses several additional methods including the Cauchy mutation [35] . Xu et al. incorporated the Cauchy, Gaussian, and Lévy mutations into the imperialist competitive algorithm [36] . For multilevel image segmentation, Chen et al. proposed the improved firefly algorithm using the Cauchy mutation [37] . Wang et al. proposed the opposition-based krill herd that uses the Cauchy mutation to prevent premature convergence [38] . Similarly, Wang et al. proposed opposition-based PSO using the Cauchy mutation [39] . For the pattern synthesis of nonuniform linear antenna arrays, Singh and Salgotra proposed an enhanced flower pollination algorithm that uses the Cauchy mutation [40] . Dongxiao et al. incorporated a wavelet least squares support vector machine and the Cauchy mutation into the improved fruit fly optimization algorithm for forecasting the power load [41] . Finally, Pappula and Ghosh proposed Cauchy mutated cat swarm optimization for the synthesis of linear aperiodic arrays [42] .
In addition to the work for single-objective optimization, Qin et al. designed a modified Cauchy mutation for multi-objective optimization and combined it with multi-objective DE for the optimal scheduling of a hydrothermal system [9] . Zhang et al. adopted the same approach proposed by Qin et al. [9] and combined it with an adaptive DE for stochastic dynamic economic emission dispatch with wind power uncertainty [10] .
Review of MDE
In this section, we review MDE proposed by Ali and Pant [8] , which is the basis of our proposed algorithm. MDE keeps track of the success and failure results of each individual in the selection operator. If an individual fails to find a better location for a predefined number of generations, MDE assumes that the individual gets trapped in a local optimum. In order to help the individual escape from its location, MDE applies the Cauchy mutation rather than the mutation and crossover operators. Each component ( j) of each trial vector (i) formed by the Cauchy mutation is defined as follows.
where C(0, 0.1) denotes a random number generated by the Cauchy distribution with the location parameter 0 and the scale parameter 0.1. Compared to other SI and EAs that include the Cauchy mutation, MDE has three main advantages: First, MDE carries out the Cauchy mutation on an individual basis, while the other algorithms do so on a population basis. For example, [9, 10] calculate the running metric of convergence [43] in every predefined number of generations, and if the metric is lower than some predefined threshold, the algorithms carry out the Cauchy mutation. This approach is useful when all individuals get stuck in the same local optimum, but it is ineffective if some individuals get stuck in different local optima. Secondly, since MDE combines the Cauchy mutation with binomial crossover, it has the properties of the operator. In other words, MDE can increase the diversity of a vector formed by the Cauchy mutation, and it is easy to control the number of exchanged components. Finally, there is no increment in computational cost when using the Cauchy mutation. MDE monitors the success and failure results of each individual in the selection operator and performs the Cauchy mutation, which requires a computational cost which is similar to that of the mutation and crossover operators. On the other hand, [9, 10] require considerable computational cost because the algorithms need to calculate the running metric of convergence and the diversity of each component in every predefined number of generations.
Proposed Algorithm
Although MDE was proposed to prevent premature convergence by using the Cauchy mutation, it is not well suited to optimize complex problems because of its strong exploitation and fixed control parameters. The aim of this paper is thus to propose an updated approach, which removes all of the difficulties that MDE faces. We used simple yet effective parameter controls for adjusting the two control parameters: failure threshold and Cauchy mutation crossover rate. In addition, we used a less greedy approach in the Cauchy mutation phase in order to enhance the diversity. This section outlines the proposed Cauchy mutation and discusses the details of each algorithmic component.
Overview of Proposed Algorithm
ACM-DE consists of three algorithmic components: linear failure threshold reduction (LFTR), self-adaptive Cauchy mutation crossover rate, and p-best individual-based mutation. Instead of using a fixed failure threshold and a fixed Cauchy mutation crossover rate, we applied a deterministic and a selfadaptive parameter control to the failure threshold and the Cauchy mutation crossover rate, respectively. We also applied p-best individual-based mutation in lieu of best individualbased mutation in order to enhance the diversity. The following sections provide a detailed description of these algorithmic components. MDE contains a control parameter called failure threshold, FT , and assigns it a fixed value. However, like other control parameters, MDE cannot perform at its best with a fixed FT parameter. In the literature on SI and EAs, the explorationexploitation scheme is important for promoting searchability, where higher population diversity is required at the beginning of the search process to discover promising regions, while an exploitive manner is required at the end of the search process to accelerate the best-so-far individuals [44, 45] . However, MDE may execute the Cauchy mutation too frequently at the beginning of the search process, which may drastically reduce the population diversity, making it so that the algorithm cannot discover promising regions. On the other hand, MDE may execute the Cauchy mutation too rarely at the end of the search process, which may not accelerate the best-so-far individuals fast, making it so that the algorithm cannot find accurate solutions. In order to address this problem, we applied a deterministic parameter control to the failure threshold.
Linear Failure Threshold Reduction
Tanabe and Fukunaga proposed a deterministic parameter control called linear population size reduction (LPSR) [46] , which continuously decreases population size according to a linear function. Compared to the other methods, LPSR is simple and has fewer control parameters [46] . We propose a similar approach called LFTR, which gradually decreases the failure threshold as a linear function of the number of function evaluations. First, let us define two failure threshold parameters, one for the initial failure threshold FT init and the other for the minimum failure threshold FT min . At the beginning of each generation (g), a new FT g is calculated as follows.
where NFEs and NFEs max denote the current and the maximum number of function evaluations, respectively.
Explanations of Linear Failure Threshold Reduction
As mentioned in Section 4.2.1, it is of critical importance to control the balance between exploration and exploitation during the search process in order to boost the convergence performance of DE. However, in contrast to the other control parameters, the failure threshold is difficult to be controlled by adaptive and self-adaptive parameter controls, because it requires additional meta-level control parameters needed to be tuned and thus would be impractical. Therefore, we applied a deterministic parameter control that initializes the failure threshold with a high value at the beginning of the search process and gradually decreases it as generations pass. With the aid of LFTR in controlling the failure threshold, a performance improvement of the Cauchy mutation can be obtained by minimizing the following problems: 1) failing to discover promising regions at the beginning of the search process, and 2) failing to accelerate the best-so-far individuals at the end of the search process.
Self-Adaptive Parameter Control for Cauchy Mutation
Crossover Rate 4.3.1. Problem of Fixed Cauchy Mutation Crossover Rate MDE contains two crossover rates, where the first one CR is used for the genetic operators, while the other one CR cm is used for the Cauchy mutation. As the main topic of this paper is to identify a way to improve the performance of the Cauchy mutation, we focused on the latter. Similar to the failure threshold described in Section 4.2.1, MDE assigns a fixed value to the Cauchy mutation crossover rate. However, since appropriate crossover rates are heavily dependent on the characteristics of a given problem, using a fixed crossover rate can provide a satisfactory result in one problem, but not in others. In addition, in consideration of the fact that different values of control parameters may be optimal at different stages of the search process [47] , MDE with a fixed crossover rate cannot perform at its best at different stages. Therefore, a parameter control is required for finding and applying the suitable values to the crossover rate at different stages automatically. In order to address this problem, we applied a self-adaptive parameter control to the crossover rate.
Applying Self-Adaptive Parameter Control to Cauchy
Mutation Crossover Rate Brest et al. proposed a self-adaptive parameter control [48] for adjusting the two control parameters of the scaling factor and the crossover rate by means of evolution. Compared to the other methods, the parameter control is simple and easy to embed. Further, the parameter control is capable of simultaneously evaluating the various collections of the control parameters and preserving the favorable ones for each individual. Therefore, we adopt the same approach to adjust the Cauchy mutation crossover rate. Each individual is extended to include the Cauchy mutation crossover rate, as denoted by CR cm i,g . If an individual fails to find a better location for FT g consecutive number of generations, a new parameter value for the individual can be calculated as follows.
where τ denotes the probability to adjust the crossover rate, which we set at 0.1 in our experiments.
4.3.3. Explanations of Applyting Self-Adaptive Parameter Control Among many parameter controls, we selected the selfadaptive parameter control [48] for adjusting the Cauchy mutation crossover rate because it is simple and easy to be embedded. For example, other advanced approaches such as [49, 50, 51, 16, 52, 53, 54, 55, 15, 56, 57, 58, 59, 60, 61, 62, 63, 64] have additional control parameters that need to be tuned. Moreover, the self-adaptive parameter control is biased toward exploration [6] , which can mitigate the premature convergence caused by the Cauchy mutation. Furthermore, by encoding the Cauchy mutation crossover rate at each individual, the self-adaptive parameter control is capable of simultaneously evaluating the various collections of the crossover rate and preserving the favorable ones for each individual. The basic principle behind the parameter control is that appropriate parameter values are more likely to generate better individuals, and the individuals help propagate their associated parameter values. Based on the above essence, the parameter control attempts to estimate the most suitable parametric setting for the Cauchy mutation. MDE uses the components of the best individual in the phase of the Cauchy mutation. Although consecutively failed individuals can quickly move toward the region in which the best individual is located, the population diversity of MDE may be drastically reduced. If the population diversity of MDE becomes too low, premature convergence may occur, where all individuals converge to a suboptimal solution too early. In order to address this problem, we replaced best individual-based mutation with p-best individual-based mutation that uses the components of any of the top p% individuals.
Cauchy Mutation Based on p-Best Individual
In view of the fast but less reliable convergence performance of the existing greedy Cauchy mutation, a new Cauchy mutation, based on any of the top p% individuals, is proposed. In the proposed Cauchy mutation, a mutation vector is generated in the following manner:
where C(0, γ) denotes a random number generated by the Cauchy distribution with the location parameter 0 and the scale parameter 0.1, and x j pBest,g is randomly selected among the top 100 · p% individuals with p ∈ (0, 1].
Explanations of Cauchy Mutation
Based on p-Best Individual The proposed Cauchy mutation uses the components of any of the top p% individuals to move consecutively failed individuals to the various regions in which the top p% individuals are located. In doing so, the proposed Cauchy mutation can prevent the individuals from converging into one region, which helps maintain population diversity. As a result, the proposed Cauchy mutation has higher exploration than the existing greedy Cauchy mutation, which can prevent premature convergence caused by the Cauchy mutation.
Combination
ACM-DE is the combination of DE with the proposed Cauchy mutation. ACM participates in the iteration phase of 
Experimental Setup
Test Functions
In order to demonstrate the performance of the proposed algorithm, we employed 28 test functions from CEC 2013 benchmark problems [13] and 30 test functions from CEC 2017 benchmark problems [14] . The CEC 2013 benchmark problems contain five unimodal functions (F 1 -F 5 ), 15 simple multimodal functions (F 6 -F 20 ), and eight composition functions (F 21 -F 28 ). The CEC 2017 benchmark problems consist of three unimodal functions (F 1 -F 3 ), seven simple multimodal functions (F 4 -F 10 ), ten expanded multimodal functions (F 11 -F 20 ), and ten hybrid composition functions (F 21 -F 30 ). For further information about these benchmark problems, please refer to [13] and [14] .
All experimental settings such as the maximum number of functions evaluations, the upper and lower bounds, VTRs for the CEC 2013 and 2017 benchmark problems are initialized as same as in [13] and [14] .
Performance Metrics
In order to evaluate the performance of test algorithms, we employed the following performance criteria.
Function Error Value
We used function error value (FEV) [65, 66, 67] to evaluate the accuracy of the test algorithm. The FEV metric corresponds to the absolute difference between the actual solution of a test problem and the final solution of a test algorithm, which can be found within the maximum number of function evaluations and is defined as follows.
where f (x) denotes an objective function and x t and x * represent the final solution of a test algorithm and the actual solution of the objective function, respectively. As the value of FEV decreases, the accuracy of the test algorithm increases.
Statistical Test
We used the Wilcoxon signed-rank test at a 0.05 significance level in order to judge whether the performance differences between two algorithms were significant [68] . Hereafter, unless specifically stated, the symbols used in the tables indicate the following.
+:
The proposed algorithm is significantly better than the comparison algorithm according to the Wilcoxon signedrank test.
=:
The difference between the proposed algorithm and the comparison algorithm is not significant according to the Wilcoxon signed-rank test. 3. -: The proposed algorithm is significantly worse than the comparison algorithm according to the Wilcoxon signedrank test.
In order to evaluate the statistically significant differences of multiple algorithms, we used the Friedman test along with Hochbergs post-hoc analysis [68] .
Results and Comparisons
Comparison on CEC 2013 Benchmark Problems
In this section, we used 28 test functions from the CEC 2013 benchmark problems. In order to analyze the performance differences between ACM-DE and MDE, we used six traditional DE mutation strategies, namely DE/rand/1, DE/best/1, DE/current-to-best/1, DE/rand/2, DE/best/2, and DE/currentto-best/2, along with binomial crossover. For all of the test algorithms, the scaling factor F, the crossover rate CR, and the population size NP are fixed at 0.5, 0.5, and 100, respectively. In addition, FT = 5 and CR cm = 0.5 are used for MDE variants as same as in [8] . Table 1 presents the mean and standard deviation of the FEVs obtained by independently running each algorithm 51 times on 30 dimensions. As shown in the table, the ACM-DE variants obtain more accurate solutions than the MDE variants with Table 2 . In short, the proposed Cauchy mutation exhibit more robust performance than the original Cauchy mutation on both 30 and 50 dimensions.
In short, it is notable that the ACM-DE variants outperform the MDE variants with all of the DE mutation strategies, particularly for the multimodal and composition functions in both 30-and 50-D experiments.
Comparison on CEC 2017 Benchmark Problems
In this section, we used 30 test functions from the CEC 2017 benchmark problems. We used the same six traditional DE mutation strategies along with binomial crossover in Section 6.1. Also, we used the same initial control parameter values in Section 6.1. Table 3 presents the mean and standard deviation of the FEVs obtained by independently running each algorithm 51 times on 30 dimensions. As we can see from the table, the ACM-DE variants discover more accurate solutions than the MDE variants with all of the mutation strategies. For example, the ACM-DE with the DE/rand1/1, DE/rand/2, DE/best/2, DE/current-tobest/1 mutation strategies discover more statistically precise solutions than its corresponding MDE variants on more than 50% of the total problems. Besides, the ACM-DE with the DE/best/1 and DE/current-to-best/2 mutation strategies discover more accurate solutions on more than 40% of the total problems. In addition, Table 4 presents the mean and standard deviation of the FEVs on 50 dimensions. Again, ACM-DE variants exhibit better overall performance as compared with MDE variants, even though the test functions with 50 dimensions are more difficult to handle than those with 30 dimensions.
And, we analyzed the experimental results from Table 3 based on the characteristics of the test functions. On the unimodal functions (F 1 -F 3 ) , the MDE variants yield better performance than the ACM-DE variants. However, all of the ACM-DE variants significantly outperform the MDE variants on the multimodal functions (F 4 -F 30 ). In addition, we can observe a similar tendency in the 50-dimensional results presented in Table 4 . MDE works with the components of the best individual, which is favorable to find the optimal solutions of the unimodal problems. However, because of its strong exploitation, MDE is susceptible to fall into the local optima of the multimodal functions. ACM-DE works with the components of any of the top p% individuals, which can prevent consecutively failed individuals from converging into one region. Moreover, ACM-DE includes the parameter controls for the failure threshold FT and the Cauchy mutation crossover rate CR cm , which can automatically find and apply suitable values at the different stages of the search process.
As a result, the ACM-DE variants outperform the MDE variants with all of the DE mutation strategies, specifically for the multimodal functions in both 30-and 50-D experiments.
Analysis of ACM-DE
We have insisted that the performance of ACM-DE is due to LFTR, self-adaptive Cauchy mutation, and p-best individual Cauchy mutation. In order to verify the contribution of each component, we performed a series of experiments with eight test algorithms as follows. For all of the test algorithms, we used DE/rand/1/bin, and the scaling factor F, the crossover rate CR, and the population size NP are fixed at 0.5, 0.9, and 100, respectively. In addition, CR cm are initialized at 0.9. Tables 5 and 6 show the mean and standard deviation of the FEVs by independently running each algorithm 51 times on CEC 2013 benchmark problems at 50 dimensions. According to the experimental results shown in Table 5 , all of the MDE extensions exhibit superior overall performance as compared with the original MDE. All of the basic components combined with MDE (MDE 2 , MDE 3 , and MDE 4 ) significantly outperform the original MDE, especially for optimizing the multimodal functions. The combinations of these basic components with MDE (MDE 4 , MDE 5 , and MDE 6 ) are able to improve the performance of MDE further, which is shown in Table 7 as the ranking. Table 6 shows the comparison between ACM-DE with the MDE extensions, and ACM-DE significantly outperform all of the MDE extensions, which support our argument that all of the components are necessary for its performance. In addition, Table 7 shows the results of the Friedman test of the comparison algorithms, which indicates the performance differences between ACM-DE and MDE 2 , MDE 4 and MDE 6 are statistically significant. These experimental results indicate that performance enhancement using LFTR is most significant among the components for optimizing the CEC 2013 benchmark problems. 1.14E-13 (7.65E-29) 1.12E-13 (1.60E-14) = 1.12E-13 (1.60E-14) = 1.12E-13 (1.60E-14) = 1.10E-13 (2.23E-14) = 1.14E-13 (7.65E-29) MDE1  MDE2  MDE3  MDE4  MDE5  MDE6  MDE7  MEAN (STD DEV) MEAN Tables 8 and 9 show the mean and standard deviation of the FEVs on CEC 2017 benchmark problems at 50 dimensions. Again, all of the MDE extensions exhibit superior overall performance as compared with the original MDE as shown in the 5 , and MDE 6 ) are able to improve the performance of MDE further, which is shown in Table 10 as the ranking. Table 9 shows the comparison between ACM-DE with the MDE extensions, and ACM-DE significantly outperform all of the MDE extensions. In addition, Table 10 shows the results of the Friedman test of the comparison algorithms, which indicates the performance differences between ACM-DE and all of the MDE extensions except MDE 7 are statistically significant. These experimental results indicate that all of the components contribute the performance enhancement of MDE significantly for optimizing the CEC 2017 benchmark problems.
As a result, all of the components of ACM-DE work together, which support our argument that all of the components are necessary for its performance.
Performance Improvements of DE Variants
In the previous section, we observed that the proposed Cauchy mutation can enhance the convergence performance of the conventional DE significantly. Although the conventional DE serves as the basis of many state-of-the-art DE variants, further investigation on the performance enhancements of other advanced DE variants with the proposed Cauchy mutation may be intriguing.
Among the many state-of-the-art DE variants, we selected SaDE [15] and SHADE [16] in order to test the compatibility of the proposed Cauchy mutation. SaDE is one of the powerful DE variants, as it adjusts not only two control parameters, F and CR, but also four mutation strategies, DE/rand/1, DE/rand2/, DE/current-to-best/2, and DE/current-to-rand/1, by learning the accumulated success and failure results of each individual in the selection operator. SHADE is an updated version of JADE [51] that employs a new parameter control based on the historical memory of successful parameter values.
We tested three variants of each algorithm. For the SaDE variants, we examined the performances of ACM-SaDE, MSaDE, and SaDE. ACM-SaDE represents SaDE incorporated with the proposed Cauchy mutation, while M-SaDE represents SaDE incorporated with the original Cauchy mutation. For the SHADE variants, we examined the performances of ACM-SHADE, M-SHADE, and SHADE in a similar manner.
Performance Improvement of SaDE Algorithm
In this section, we used 58 test functions from the CEC 2013 and 2017 benchmark problems to evaluate the performances of the SaDE variants. For all of the test algorithms, the population size NP is fixed at 100. In addition, FT = 5 and CR cm = 0.5 are used for M-SaDE. Regarding the CEC 2017 benchmark problems, the mean and standard deviation of the comparison algorithms are presented in Table 12 , and all of the results are collected by running each algorithm 51 times independently. As we can see from the table, ACM-SaDE exhibits superior overall performance as compared with M-SaDE and SaDE, which is similar to the results of the CEC 2013 benchmark problems in Table 11 10 , and F 20 of the CEC 2017 benchmark problems, respectively, in order to present a clearer picture of the performance enhancement. As can be seen from the figures, ACM-SaDE is not the fastest on the unimodal function ( Fig.  3(a) ). However, ACM-SaDE obtains the most accurate solution on most of the multimodal function (Figs. 2(b) , 2(c), 2(d), 3(b), 3(c), and 3(d)). The benefit of using the proposed Cauchy mutation can be seen in Figs. 2(b), 3(c) and 3(d) , where the SaDE variants based on the proposed Cauchy mutations escape the local optima, while M-SaDE and SaDE cannot. In addition, the unreliable performance of the original Cauchy mutation can be observed in all of the figures except Fig. 3(a) , where ACMSaDE and SaDE obtain the most accurate solutions, while MSaDE cannot.
As a result, we can confirm the following observations. 
Performance Improvement of SHADE Algorithm
In this section, we used 58 test functions from the CEC 2013 and 2017 benchmark problems to evaluate the performances of the SHADE variants. For all of the test algorithms, the population size NP is fixed at 100. In addition, FT = 5 and CR cm = 0.5 are used for M-SHADE. Table 13 provides the mean and standard deviation of the comparison algorithms for each test function. Note that Table 13 represent the experimental results on 50 dimensions, and all of the results are collected by running each algorithm 51 times independently. According to the experimental results, ACM-SHADE exhibits superior overall performance as compared with M-SHADE and similar performance to SHADE. Specifically, ACM-SHADE yields statistically better performance than M-SHADE in 11 out of the 28 test functions, and there are no test functions in which M-SHADE finds a better solution than ACM-SHADE. The proposed Cauchy mutation has an advantage over the original Cauchy mutation in optimizing the multimodal functions (F 7 , F 9 , F 11 -F 14 , F 17 -F 19 , F 22 , and F 24 ). In addition, ACM-SHADE produces statistically better performance than SHADE in three composition functions (F 23 , F 24 , and F 27 ) and one simple multimodal function (F 9 ). However, SHADE outperforms ACM-SHADE on three simple multimodal functions (F 14 , F 18 , and F 19 ) and one unimodal function (F 3 ). The performance of SHADE is not significantly different from that of ACM-SHADE in 20 out of the 28 test functions. These experimental results indicate that the proposed Cauchy mutation can increase the performance of SHADE to optimize more complex problems.
Regarding the CEC 2017 benchmark problems, the mean and standard deviation of the comparison algorithms are presented in Table 14 , and all of the results are collected by running each algorithm 51 times independently. As we can see from the table, ACM-SHADE exhibits superior overall performance as compared with M-SHADE and SHADE. Specifi- 20 , and F 26 of the CEC 2017 benchmark problems, respectively, in order to present a clearer picture of the performance enhancement. The benfit of using the Cauchy mutation can be seen in Fig. 4(b) , where the SHADE variants based on the original and proposed Cauchy mutations escape the local optima, while SHADE cannot. In addition, ACM-SHADE obtains the most accurate solutions in most of the figures, while M-SHADE and SHADE get stuck in the local optima (Figs. 4(a), 4(d), 5(c) . Finally, the unreliable performance of the original Cauchy mutation can be observed in Figs. 5(a), 5(b), 5(c), and 5(d), where ACM-SHADE and SHADE outperform M-SHADE.
As a result, we can confirm the following observations. In addition, ACM-SHADE shows similar or better performance than SHADE. 3. The convergence speed of ACM-SHADE is generally faster than that of SHADE.
Conclusion
We have proposed a new adaptive Cauchy mutation-based DE variant called ACM-DE, which is an updated version of MDE. MDE was proposed to prevent premature convergence by using the Cauchy mutation, but it lacks robustness and faces difficulty in optimizing complex problems because of its strong exploitation and fixed control parameters. In order to enhance performance, we employed simple yet effective parameter controls for adjusting the two control parameters: failure threshold and Cauchy mutation crossover rate. In addition, we employed a less greedy approach in the Cauchy mutation phase in order to enhance the diversity.
ACM-DE has been tested on a set of 58 different and difficult CEC 2013 and 2017 benchmark problems. Compared to MDE, it shows better or at least competitive convergence performance in terms of reliability and convergence speed with six traditional mutation strategies, particularly for multimodal functions. In addition, we applied the proposed Cauchy mutation to two state-of-the-art DE variants, SaDE and SHADE, in order to measure the performance enhancement. The experimental results show that ACM-SaDE and ACM-SHADE are capable of finding more accurate solutions than the original Cauchy mutation-based variants, as well as SaDE and SHADE.
Possible directions for future work include 1) designing a multivariate Cauchy distribution-based ACM; 2) extending ACM for multi-objective optimization; and 3) applying ACM to other population-based metaheuristic optimization algorithms. 
