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1. Introduction 
 
 
Hall (1981) introduced the triple sampling sequential technique to achieve the operational savings 
made possible by sampling in batches and at the same time to guarantee the asymptotic efficiency of 
the one by one sequential sampling of Anscombe (1953), Robbins (1959), and Chow and Robbins 
(1965). Although Hall’s techniques were specifically devised to construct fixed width confidence for 
the normal mean with a prescribed coverage, his results may be modified to treat point estimation 
problems. Mukhophadhyay (1985) used Hall’s (1981) results to derive a triple sampling sequential 
point estimation technique for the normal mean with bounded cost function. Since the publication of 
the Mukhophadhyay (1985) paper, attention has been given to the application of triple sampling 
sequential point estimation in two main directions. The first of these involves the assumption of 
normality of the underlying population and uses higher order cost functions. Here asymptotic higher 
order moments (positive or negative) are used to evaluate the performance of both the sampling 
scheme and inferences about the population.  The second approach is to develop triple sampling 
schemes where the underlying population has a continuous distribution other than normal. Key 
references are Mukhophadhyay et. al. (1987), Hamdy and Pallotta (1987), Hamdy (1988) and 
Hamdy et. al. (1989); see also Johnson et. al. (1994, pp, 588, 623) for details. However, none of 
these papers discussed the sensitivity of the normal-based triple sampling sequential results to 
departures from the normality assumption. It is of interest to investigate this issue. If the procedure is 
insensitive to such departures, then the normal-based procedure may be used more generally, which 
will be useful in practical applications. On the other hand, if the procedure is sensitive to departures 
from normality, it is of interest to understand and quantify this sensitivity.  
 
Early work on sensitivity to assumptions in sequential inference was conducted by Bhattacharjee and 
Nagendra (1964) in the context of the Wald sequential test for the mean, and by Bhattacharjee 
(1965), Blumenthal and Govindarajulu (1977) and Ramkaran (1983) for Stein's two stage sampling 
procedure. Jureckova and Sen (1996) devoted several chapters to the sensitivity of point and interval 
estimation methods in sequential statistical inference.  
 
In the current study the sensitivity of normal-based triple sampling procedures to non-normality of the 
underlying distribution will be considered. The problem arises when the underlying population is 
misidentified (i.e., normality is assumed when in fact the population is not normal). Also, for some 
distributions (such as the gamma, beta, t and uniform distributions) explicit expression of the optimal 
sample size is intractable and therefore, if the normal-based triple sampling procedure were robust to 
departure from normality, it would be of practical help to use the triple sampling procedure with 
normal stopping rule. 
 
Let  be a sequence of independent and identically distributed random variables from a 
continuous distribution function  with mean
1 2 3, , ,...X X X
(. )F μ , varianceθ , skewness γ  and kurtosis β , all 
 2 
unknown but finite. The main focus in this study is the estimation of μ  in the presence of the 
nuisance parameter θ  or some continuously differentiable and bounded function ( )g θ . 
 
In the literature on sequential sampling for inference about the mean and for most distributions, it is 
assumed that the sample size required to satisfy the above conditions takes the general form 
 
* ( ), (1.1)n n gλ θ≥ =  
 
where λ  is a function of some predetermined constants  and , which may appear in a cost 
function incurred in point estimation of
A C
μ .  Moreover, the function λ  is also permitted to approach 
infinity such that the optimal sample size . Having observed a random sample *n → ∞ 1 2, ,..., nX X X  
from the distribution with , we propose to use the sample mean  (. )F 2n ≥
1
n
n i
i
X X n
=
= ∑  and the 
sample variance ( )22
1
( 1)
=
= − −∑nn i n
i
S X X n  as estimators of μ  and θ  respectively. 
 
The triple sampling scheme is introduced in section 2. The main asymptotic results are derived in 
section 3. The asymptotic distribution of the stopping sample size is obtained in section 4. The 
squared error loss function is discussed in the present context in section 5 and some asymptotic 
regret and efficiency results for the triple sampling scheme with squared error loss are presented in 
section 6. Finally, results of a simulation study are presented in section 7. 
 
2. Triple sampling procedure for inference 
 
Since in (1.1) is unknown, no fixed sample size procedure provides the above point estimation for *n
μ  uniformly for allθ . Therefore, we use a sequential sampling procedure to estimate μ  via 
estimation of the optimal sample size . In the following section we give a rigorous account of the 
triple sampling procedure as described by Hall (1981). As the name suggests, triple sampling can be 
described by the following three phases:  
*n
 
Pilot Phase: An initial random sample 1 2, ,..., mX X X of size  is taken from the 
distribution . We use 
2≥m
(. )F mX  and  as our initial estimators for 
2
mS μ and θ  respectively.  
 
Main Study Phase: Let δ  ( 10 << δ ) be a fixed design factor. The sample size required to 
complete the main study phase is defined by  
 
2
1 max{ , [ ( )] 1}, (2.1)mN m g Sδ λ= +  
 
where [ ]x  is the integer part of x . If , we stop sampling at this stage. 
Otherwise, we continue to observe an additional random sample 
2[ ( )]mm g Sδ λ≥ 1+
N 11 2
, ,...,m mX X X+ + of size 1N m−  
 3 
from . We augment the observations with the previous observations and estimate the 
parameters using 
(. )F 1N m− m
1N
X  and . 2
1N
S
 
Fine Tuning Phase: Let 
 
1
2
1max{ , [ ( )] 1 }. (2.2)NN N g Sλ= +  
 
If , we stop at this stage. Otherwise we continue and take  more 
observations from , 
1
2
1 ( )NN g Sλ⎡≥ ⎣ 1⎤ +⎦
N
1N N−
(. )F
1 11 2
, ,...,+ +N NX X X , after which sampling is terminated and we propose NX  
as a point estimator of μ .  
  
Throughout the following sections, the asymptotic characteristics of the triple sampling scheme are 
developed under the assumption made by Hall (1981) that  
 
* *( / ) , ( ), 1 (2.3)rim Sup m n as m and n O m for rδ< → ∞ = >?  
 
Before developing the theory of the triple sampling procedure specified above, we state the 
following preliminary results in the fixed sample size case which will facilitate proofs of the 
theorems to follow.  
 
Lemma 1 
 
Let X be a random variable with distribution function as above and let (.)F Z X μ= − . For a 
random sample of 1 2, ,..., mZ Z Z  we have: 
i) 2 3 3/2 4( ) 0, ( ) , ( ) , ( )E Z E Z E Z E Z 2θ γ θ β θ= = = = . 
ii)
3/2
2 3
2( ) 0, ( ) , ( )m m mE Z E Z E Zm m
θ γ θ= = = , 
2
4
3
( 3 3( )m
mE Z
m
)+ −= θ β  
iii)
3/2
2( )m mE Z S m
γ θ= ,
2
2 2
2
( 3)( )m m
mE Z S
m
+ −= θ β 2 2( ) 2m i j m
i j
E Z Z S, θ
≠
= −∑∑ .       
 
Proof of (i) is immediate and for (ii) the two terms ( )3mE Z and ( )4mE Z follow immediately from 
Rohatgi (1976, p303). The proof of (iii) follows by taking the expectation over the identities:  
( ) 12 3 2
1
( 1)
m m
m m i i j m
i i j
Z S m m Z Z Z m Z−
= ≠
2 3⎧ ⎫= − + −⎨ ⎬⎩ ⎭∑ ∑∑ , 
2 2 1 2 4 2 2 2 4( 1)m m i i j i i j m
i j i j
Z S m m Z Z Z Z Z Z mZ− −
≠ ≠
⎧ ⎫⎡ ⎤⎪ ⎪= − + + −⎨ ⎬⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭∑ ∑∑ ∑ ∑∑  
and  
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2 1 3 2
1 2 2 2
2
( ( 1)) 2 4 .
i j m i j i j k
i j i j i j k
i j i j k i j k l
i j i j k i j k l
Z Z S m Z Z Z Z Z
m m Z Z Z Z Z Z Z Z Z
−
≠ ≠ ≠ ≠
−
≠ ≠ ≠ ≠ ≠ ≠
⎡ ⎤= +⎢ ⎥⎣ ⎦
⎡ ⎤− − + +⎢ ⎥⎣ ⎦
∑∑ ∑∑ ∑ ∑∑
∑∑ ∑ ∑∑ ∑ ∑∑
 
 
 
3. Asymptotic characteristics of the triple sampling procedure  
 
The asymptotic characteristics of the triple sampling procedure are thoroughly discussed through the 
following theorems. Theorem 1 provides results regarding the asymptotic characteristics of the main 
study phase. Specifically, second order approximations of the expectation and the variance of the second 
stage sample mean are given as the initial sample size gets large. 
 
Theorem 1 
 
For the triple sampling rule (2.1)-(2.2), if condition (2.3) holds, then as m , we have → ∞
1
1
3/ 2 * 1 1
* 1 2 * 2 2
) ( ) ( ( )) ( ) ( )
) ( ) ( ) 2 ( 3) ( ( )) ( ) (
N
N
di E X n g n o
d
dii Var X n n g n o
d
− −
− −
= − +
= − − +
?
?
μ γ θ θ δ λθ
)−θ δ θ β θ δ λθ
 
 
Proof:  To prove (i), consider the transformation Z X μ= − , and we may write  
1 1
1
1 1
1 1 1
1 1
( ) . (3.1− −
= =
⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪= + = +⎨ ⎬⎜ ⎟ ⎜ ⎟⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭∑ ∑
N N
N i i
i i
E X E N Z E E N Z Nμ μ )  
Then, conditioning on the −σ field generated by the random variables 1 2, ,..., mZ Z Z , we have 
1
1
1
1 1 2
1 1
( ) ( , ,..., )
Nm
N i i
i i m
E X E N E Z Z Z Z Zm μ−
= = +
⎧ ⎫= +⎨ +⎩ ⎭∑ ∑ 1 2, ,..., m⎬ .  Given Z Z Z , the first sum, 1
m
i
i
Z
=
∑ , is non-random, 
and the second sum has an expectation zero. Hence: 
1
1
1
1
( ) (3.2
m
N i
i
E X E N Z μ−
=
⎧ ⎫= +⎨ ⎬⎩ ⎭∑ )  
A Taylor series expansion of around11N
− *nδ gives: 
 
1 * 1 * 2 * 3 * 2
1 1 1( ) ( ) ( ) ( ) , (3.3
− − − −= − − + −N n n N n N nδ δ δ η δ )  
 
where η  is a random variable lying between  and 1N *nδ . For large λ  we 
approximate 21 ( )mN g Sδ λ≈ as λ → ∞ , where  is a differentiable bounded function around g θ . By 
expanding and  around 2( )mg S
2 2( )mg S θ  and substituting in (3.3), we obtain:  
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1 * 1 3/ 2 1
1
1
( ) ln ( ) ( ) , (3.4
m
i
i
dE N Z n g o
d
− − −
=
⎛ ⎞ ⎡ ⎤= − +⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠∑ δ θ γ θ λθ )
)
 
where the remainder term is of order 1(o λ − . By substituting this in (3.2), (i) follows.  
To prove (ii), we also write  
1 1
1 1
2
2 2
1 1 2
1
( ) ( )
, , ..., . (3.5)
N N
N N
i i j m
i i j
Var X E X
E E N Z Z Z Z Z Z
μ
−
= ≠
= −
⎛ ⎞⎡ ⎤⎛ ⎞= +⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎝ ⎠∑ ∑ ∑
 
The first term in (3.5), conditioned on the −σ field generated by the random variables 1 2, ,..., mZ Z Z , 
can be written as  
1 1
2 2 2 2 2
1 1 1 2
1 1 1
, ,..., (3.6)
N Nm
i i i m
i i i m
E N Z E N E Z Z Z Z Z− −
= = = +
⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪= +⎨ ⎬⎜ ⎟ ⎜ ⎟⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭∑ ∑ ∑  
and therefore,  
( )12 2 2 2 1 21 1 1 1
1 1
. (− − − −
= =
⎛ ⎞ ⎛ ⎞= + −⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠∑ ∑
N m
i i
i i
E N Z E N Z E N m Nθ 3.7)  
The first term on the right hand side of (3.7) can be treated along the same lines that led to (3.4). The 
second term of (3.7) can be written as  
( ){ } ( )2 11 1 1
1( )
E N N m E N
o as mλ
− −
−
− ≤
= → ∞
 
Finally,  
( ) ( )( ) ( )1 1 22 2 * 2 * 11
1
2 1 ln ( ) ( ). 3
N
i
i
dE N Z n n g o
d
θ δ θ β δ θ λθ
− −− −
=
⎛ ⎞ ⎡ ⎤= − − +⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠∑ .8   
Similarly, the second term of (3.5) yields 
 
( )1 22 2 * 21 4 ln ( ) ( ) ,−− −
≠
⎛ ⎞ ⎡ ⎤= +⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠∑ ∑
N
i j
i j
dE N Z Z n g o
d
θ δ θ λθ (3.9)  
where we have used Lemma 1 and the assumption that  and its derivative are bounded. Hence, the 
proof of part (ii) is complete. 
g
 
From part (i) of Theorem 1 the bias of 
1N
X  depends on the variance and skewness of the underlying 
distribution and the form of the function g, as well as on the optimal sample size  and the design 
factor
*n
δ . In the normal case, where 0γ = , we observe that the bias is zero.   
The variance of the second stage sample mean 1( NVar X )  depends on ' ( )g θ , the kurtosis, the 
variance θ ,  and *n δ . Suppose . Then platykurtic, leptokurtic and mesokurtic distributions 
yield estimators of the mean with variances larger than, less than and equal to  respectively.  
Note that, for large , the variance of 
' ( ) 0g θ >
* 1( )nθ δ −
*n 1NX  tends to zero, as expected.  
 6 
It is of interest to see whether the fine tuning stage (third stage) reduces the amount of bias evident 
from Theorem 1.  The following results in Theorem 2 provide asymptotic characteristics of the 
second stage sample size  which are essential for proving Theorems 3 and 4 later. 1N
  
Lemma 2 
 
For the triple sampling rule (2.1)-(2.2), if condition (2.3) holds, then conditioning on the σ -field 
generated by 1 2, ,..., mZ Z Z , we have 
 
( ) ( )(1 112 2 2 2 21 2 1 1 1
1 1
( ) , , ..., 2 1
N N m m
N i j m i j
i i j i i j
i E S Z Z Z Z Z N Z Z N m N mθ θ−
= ≠ = ≠
⎡ ⎤ ⎛− = − + −⎜ ⎟⎢ ⎥⎣ ⎦ ⎝∑ ∑ ∑ ∑ )
⎞− −
⎠
 
( ) ( )
( )
1
1
2 2 1 4 2
1 2 1 1
1 1
2 2 2 2
1 1 1
( ) , , ..., (
2 )
N m m
N i m i i
i i
ii E S Z Z Z Z N Z N m Z Z
N m N N m m N
θ β θ
θ θ
−
= =
⎡ ⎤− = + − +⎢ ⎥⎣ ⎦
+ − − + + −
∑ ∑ 2 2
1
1
m
j
i i j= ≠
∑ ∑  
( )
( )( ) ( )
1
1
2 1 3 2
1 2 1
1 1 1 1
1 3 / 2 2
1 1 1
1
( ) , , ...,
N m m m m m
N i m i i j i j
i i i i j i i j
m
i
i
iii E S Z Z Z Z N Z Z Z Z Z
N N m Z N m
θ μ
γθ μ θ
−
= = = ≠ = ≠
−
=
⎛ ⎞⎡ ⎤− = + −⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠
⎛ ⎞+ − + + −⎜ ⎟⎝ ⎠
∑ ∑ ∑ ∑ ∑ ∑
∑
 
( )12 11 1 2 1
1
( ) , , ...,
m m
N m
i i j
iv E N S Z Z Z N Z Zθ −
= ≠
⎡ ⎤− = −⎣ ⎦ ∑ ∑ i j  
( ) ( )
( )
( )( )
1
22 2 1 4 2
1 1 2 1 1 1
1
1 2 2 2 2 2
1 1 1 1
1
3 2 2 2
1 1 1
1
( ) , , ...,
2
1
m
N m i
i
m m
i j
i i j
m m
i j
i i j
v E N S Z Z Z N N Z N m
N Z Z N m N N m m
N Z Z N m N m
θ θ β θ
θ
θ
−
=
−
= ≠
−
= ≠
⎛ ⎞⎡ ⎤− = + + −⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠
⎛ ⎞+ + − − + +⎜ ⎟⎝ ⎠
⎛ ⎞+ + − − −⎜ ⎟⎝ ⎠
∑
∑ ∑
∑ ∑
 
Theorem 2 
 
For the triple sampling rule (2.1)-(2.2), if condition (2.3) holds, then as m , we have → ∞
( ) ( )1 11 12 2 2 *
1
( ) 2 2 ( )
− −
= ≠
⎡ ⎤− = − + +⎢ ⎥⎣ ⎦∑ ∑
N N
N i j
i i j
i E S Z Z n o 1θ θ θ δ λ  
( ) ( )112 2 2
1
( ) 1 ( )−
=
⎡ ⎤− = − +⎢ ⎥⎣ ⎦∑
N
N i
i
ii E S Z o 1θ θ β λ  
( ) 112 3 / 2
1
( ) ( )1−
=
⎡ ⎤− = +⎢ ⎥⎣ ⎦∑
N
N i
i
iii E S Z oθ γ θ λ  
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( ) ( )1 12 2 *1( ) 2 ln ( ) ( )− 1−⎡ ⎤⎡ ⎤− = − +⎢ ⎥⎣ ⎦ ⎣ ⎦N div E N S n g odθ θ δ θ λθ  
( ) ( ) ( ) (1 2 12 2 2 *1( ) 1 2 − −⎡ ⎤− = − + +⎢ ⎥⎣ ⎦Nv E N S n o )1θ θ β θ δ λ  
 
Proof:  
To prove (i), we write  
( ) ( )1 1 1 11 12 2 1 2
1 1
, , ...
= ≠ = ≠
⎧ ⎫⎡ ⎤ ⎡⎪ ⎪− = −⎨ ⎬⎢ ⎥ ⎢⎪ ⎪⎣ ⎦ ⎣⎩ ⎭∑ ∑ ∑ ∑
N N N N
N i j N i j
i i j i i j
E S Z Z E E S Z Z Z Z Zθ θ ⎤⎥⎦m
⎞−
⎠
 
Hence, from (i) of lemma 2, we have 
( ) ( )( )1 112 2 2 2 21 1 1
1 1
2 1
N N m m
N i j i j
i i j i i j
E S Z Z E N Z Z N m N mθ θ−
= ≠ = ≠
⎧ ⎫⎡ ⎤ ⎛⎪ ⎪− = − + − −⎨ ⎬⎜ ⎟⎢ ⎥ ⎪ ⎪⎣ ⎦ ⎝⎩ ⎭∑∑ ∑∑ . 
Consider the expansion of and  around 11N
− 2
1N
− *nδ . The first term leads to  
( ) 12 2 2 2 2 *1
1
2 2 2
m m
i j
i i j
E N Z Z n o 1( )θ θ δ λ−− −
= ≠
⎧ ⎫⎛ ⎞⎪ ⎪− = − +⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭∑∑ +  
and the second term leads to  
( )( )( ){ }2 2 11 1 12 1E N N m N m o( )θ λ− −− − − − = , 
where we have used the assumptions in (2.3) and the fact that and its derivatives are bounded. 
Therefore, (i) follows. 
g
 
Similar arguments can be used to verify (ii) and (v) using 
1
1 4 2
1
1
( 1)− −
=
⎡ ⎤ = +⎢ ⎥⎣ ⎦∑
N
i
i
E N Z oβ θ λ  and   
1
3 2 2
1 ( )
−
≠
⎡ ⎤ =⎢ ⎥⎣ ⎦∑∑
N
i j
i j
E N Z Z o 1−λ .  Part (iii) follows along similar lines and the fact that 
1 3 3/2
1
1
(
m
i
i
E N Z o 1)γ θ λ−
=
⎡ ⎤ = +⎢ ⎥⎣ ⎦∑ − . To prove (iv), recall (iv) of Lemma 2 and part (iii) of Lemma 1. 
 
The proof of Theorem 2 is completed. We delete details for brevity. The following Theorem 3 
presents the asymptotic characteristics of the third stage sample. 
 
Theorem 3 
 
For the triple sampling rule (2.1)-(2.2), if condition (2.3) holds, then as m ,  we have → ∞
 8 
( ) ( )
( ) ( )( ) ( )( )
13/2 * 1
1 2* 2 *
2 2 *
3 1 * 2
* 2
) ( ) ln( ( ) ( )
) ( ) 2 3 ln (
1( 1) ( ) 2 ln ( ) (
2
N
N
di E X n g o
d
dii Var X n n g
d
d d nn g
d n d
μ γ θ θ λθ
θ θ β θθ
2 )oθ β δ θ λθ θ
− −
− −
− − −
⎡ ⎤= − +⎢ ⎥⎣ ⎦
⎡ ⎤= − − ⎢ ⎥⎣ ⎦
⎡ ⎤⎛ ⎞+ − − +⎢ ⎥⎜ ⎟⎝ ⎠⎢ ⎥⎣ ⎦
. 
 
Proof: To prove (i), conditioning on the σ -field generated by the random variables 
11 2
, ,..., NZ Z Z , 
we write  
1
1
1
1
1 2
1 1
( ) , , ..., . (3.10)−
= = +
⎧ ⎫⎛ ⎞⎪ ⎪= + +⎜ ⎟⎨ ⎬⎪ ⎪⎝ ⎠⎩ ⎭∑ ∑
N N
N i i N
i i N
E X E N E Z Z Z Z Z μ  
Again the first sum 
1
1
N
i
i
Z
=
∑ in (3.10) is non-random.  Thus, (3.10) reduces to 
1
1
1
( ) (3 .11
N
N i
i
E X E N Z μ−
=
⎛ ⎞= +⎜ ⎟⎝ ⎠∑ )
)
 
Also, , as 
1
2( NN g Sλ≈ λ → ∞ , where  is a differentiable and bounded function around (.)g θ .  By 
expanding  around , and  around 1N − *n
1
2( Ng S ) θ , using Taylor series we obtain  
( )1 111 * 1 2 1
1 1
ln ( ) ( ) ( ). (3.12)
N N
i N i
i i
dE N Z g n E S Z o
d
θ θ λθ
− − −
= =
⎛ ⎞ ⎧ ⎫⎡ ⎤= − − +⎨ ⎬⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠ ⎩ ⎭∑ ∑  
Application of part (iii) of Theorem 2 completes the proof of (i) of Theorem 3. 
 
Proof of (ii) can be obtained directly from the following  
( )( )
1 1
1
1
2 2
1 2
1
1 2
1 1 2
( ) , , ...,
, , ..., (3.13)
N N
N i i j N
i i j
N
Var X E N E Z Z Z Z Z Z
E E N N N Z Z Zθ
−
= ≠
− −
⎛ ⎞⎛ ⎞= +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
+ −
∑ ∑ ∑  
By conditioning on the σ -field generated by 
11 2
, ,..., NZ Z Z and expanding  and  around 
and 
2N −
1
2( Ng S )
*n θ  respectively, it can be shown that 
( ) ( ) ( )1
1
2 22 2 * 2 * 2
1 2 1
1
, ,..., ( ) 2 1 ln ( ) ( ) (3.14)
N
i N
i
dE N Z Z Z Z n E N n g o
d
θ θ β θ λθ
− −− −
=
⎛ ⎞⎛ ⎞ ⎡ ⎤= − − +⎜ ⎟⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠⎝ ⎠∑  
( ) ( )( )1 1 2 12 2 * *1 2, ,..., 4 ln ( ) 1 ( ). (3.15)N i j N
i j
dE N Z Z Z Z Z g n n o
d
θ θ δ λθ
− −− −
≠
⎛ ⎞⎛ ⎞ ⎡ ⎤= − +⎜ ⎟⎜ ⎟ ⎢ ⎥⎜ ⎟ ⎣ ⎦⎝ ⎠⎝ ⎠∑∑
3
 
Also 
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( ) ( ) ( ) ( )
( )( ) ( )( ) ( )( ) ( )( )
2 11 2 * *
1 1
2'' ' 2 ''
22 * 1 1 2
2
311 4 2 ( ) (3.16)
2 2
E N N N n E N n
g g g
n o
g g g
θ θ θθ β δ δ λθ θ θ
− −− −
− − − −
− = − +
⎡ ⎤⎛ ⎞⎛ ⎞⎢ ⎥+ − − + − +⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 
By adding (3.14), (3.15) and (3.16) the proof of Theorem 3 is completed. 
 
In view of (i) and (ii) of Theorem 3, it is worth mentioning that the third stage has indeed reduced 
the bias noticed in (i) and (ii) of Theorem 1.  
 
Theorem 4 gives asymptotic results regarding the second stage estimator of the unknown varianceθ . 
 
Theorem 4 
 
For the triple sampling rule (2.1)-(2.2), if condition (2.3) holds, then as m , we have: → ∞
( ) ( )( )
1
1
1
2 2 * 1
14 2 2 * 1
2 2 * 1 1
( ) ( ) ( 1) ln( ( )) ( ) ( )
( ) 1 ( )
( ) ( ) ( 1) ( ) ( )
N
N
N
di E S g n o
d
ii E S n o
iii Var S n o
1θ θ β θ δ λθ
θ θ β δ λ
θ β δ λ
− −
− −
− −
⎛ ⎞= − − +⎜ ⎟⎝ ⎠
= + − +
= − +
 
( ) ( )
1
2* 2 *12 2 * 1 *
2( ) ( ( )) ( ) ( 1)( ) 1/ 2 ( )N
dn d niv E g S g n n o
d d
1θ θ β λδ λθ θ
−− −⎡ ⎤⎛ ⎞= − − − +⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 
Proof: To prove (i), we write  
( )
( )( )
1
1
1
2 1 2
1 1 2
1
1
1 1 1 2
, , ...,
1 , , ...,
N
N i m
i
N
i j m
i j
E S E N E Z Z Z Z
E N N E Z Z Z Z Z
−
=
−
≠
⎛ ⎞⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
⎛ ⎞⎛ ⎞− −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑
∑ ∑
  
Consequently 
( )( ) ( )1 11 2 2 *1 1 2
1
, , ..., 1 ln ( )
N
i m
i
dE N E Z Z Z Z n g o
d
1θ θ β δ θ λθ
−− −
=
⎛ ⎞⎛ ⎞ ⎡ ⎤= − − +⎜ ⎟⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠⎝ ⎠∑  
while  
( )( ) ( )( )11 11 1 1 2 1 1
1
1
1 , ,..., 1
0 (3.17)
N m m
i j m i j
i j i i j
m m
i j
i i j
E N N E Z Z Z Z Z E N N Z Z
E Z Z
− −
≠ = ≠
= ≠
⎛ ⎞⎛ ⎞ ⎛ ⎞− = −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
⎛ ⎞≤ =⎜ ⎟⎝ ⎠
∑∑ ∑∑
∑∑
 
To prove (ii), we write 
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( )
( )( )
1 1
1
1
4 2 4 2 2 2
1 1 2 1 1 2
1
2 22
1 1 1 2
, , ..., , , ...,
1 , , ...,
N N
N i m i j
i i j
N
i j m
i j
E S E N E Z Z Z Z E N E Z Z Z Z Z
E N N E Z Z Z Z Z
− −
= ≠
−
≠
⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞= +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠
⎛ ⎞⎛ ⎞+ −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ∑ ∑
∑ ∑
m
Arguments similar to those used to verify (3.17) can be used to prove  
( )( ) 12 221 1 1 21 , ,..., 0N i j m
i j
E N N E Z Z Z Z Z
−
≠
⎛ ⎞⎛ ⎞− =⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑∑ , 
while 
( )1 12 4 2 *1 1 2
1
, ,..., ( )
N
i m
i
E N E Z Z Z Z n o 1βθ δ λ−− −
=
⎛ ⎞⎛ ⎞⎛ ⎞ = +⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠∑  
and 
( )1 12 2 2 2 2 *1 1 2, ,..., ( )N i j m
i j
E N E Z Z Z Z Z n o 1θ θ δ λ−− −
≠
⎛ ⎞⎛ ⎞ = − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑∑ . 
 
The proof of (iii) follows immediately from parts (i) and (ii). 
A more general second order approximation of the expectation of a continuously differentiable 
function   of   as  is presented in (iv). The proof of (iv) follows by expanding the 
function  around
g 1
2
NS m → ∞
1
2( Ng S ) ( )g θ  and using (i), (ii) and (iii) of Theorem 4. 
 
Clearly, (i) of Theorem 4 illustrates that  is biased for 
1
2
NS θ . The bias depends on the kurtosis of the 
underlying distribution, the form of , g δ  and .  Similar arguments can be applied to discuss (ii) 
and (iii) above.   
*n
  
Next, the expectation of the final stage sample size  and other asymptotic characteristics may be 
easily obtained from (iv) of Theorem 4 above as given in the following Theorem 5. 
N
 
Theorem 5 
 
Let be defined as in (2.2) and assume that condition (2.3) holds, then as ,  we have: N m → ∞
1
2 2 *
* 2 * 1 * *
2) ( ) ( 1) ( ) ( ) (1 / 2) ( ) (1)
− ⎛ ⎞⎛ ⎞⎛ ⎞⎜ ⎟= − − − + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
? Nd d ni E N n n n n n E od dθ β δ εθ θ
2*
2 * 1) ( ) ( 1)( ) ( )dnii Var N n o
d
θ β δ λθ
− ⎛ ⎞= − +⎜ ⎟⎝ ⎠
 
3 2) | ( ) | ( )iii E N E N o λ− = , 
where the continuous random variable { }1 1 121 ( ) [ ( )NN g S g Sε λ λ= − − 2 ]N  is defined over the interval 
(0, 1). 
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Proof: To prove part (i), note that ,  except possibly on a set 
1
2( ) 1+NN g Sλ⎡ ⎤= ⎣ ⎦ . .a s
)( )( ) ( )({ }121 1⎡ ⎤ ⎡ ⎤= > + ∪ > +⎣ ⎦⎣ ⎦NN g S m g Sξ λ δλ 2 1m  of measure zero, such that ; see, for 
example, Hall (1981) for details. Further discussion of this will be given later in section 7. Hence,  
(1)N dP o
ξ
=∫
{ }
1
1 1 1
1 1
2
2 2 2
2
( ) 1
( ) ( ) ( ) 1
( ) (3.18)
N
N N N
N N
N g S
g S g S g S
g S
λ
λ λ λ
λ ε
⎡ ⎤= +⎣ ⎦
⎡ ⎤= − − +⎣ ⎦
= +
 
Thus, ( )1 12( ) ( ) ( )N NE N E g S Eλ ε= + , . as m → ∞
Using Theorem 4 part (iv), we obtain the result. 
 
Proof of (ii): From (3.16), ( )12 2( ) ( )NVar N Var g S as mλ≈ → ∞ , 
( ) ( ) ( )
( ) ( )
1 1
1
2 ' 2 ''
2' 2 1
1( ) ( ) ( ) ... ( )
2
( ) ( ),
N N
N
Var g S Var g g S g S
g Var S o
1
2
Nθ θ θ τ
θ λ −
⎛ ⎞= + − + + −⎜ ⎟⎝ ⎠
= +
θ
 
where τ  is a random variable between  and 
1
2
NS θ . By using Theorem 4 part (iii), and the 
assumption that  and its derivatives are bounded, part (iii) of Theorem 5 follows similarly. g
      
Remarks 
 
If the underlying distribution is normal, Hall (1981, pg. 1237) proved that as (
1
0,1LN Uε ⎯⎯→ )
λ → ∞ . More generally, 
1N
ε is continuous over the interval ( )0,1  and is independent of λ . This can 
be shown easily from (2.2) and the inequality ( ) ( ) ( )1 12 2 21⎡ ⎤ 1 1< + ≤ +⎣ ⎦N N Ng S g S g Sλ λ λ . A simulation 
study of the behaviour of 
1N
ε for non-normal underlying distributions is given in section 7 and the 
results tend to support the conjecture that Hall’s result applies for any continuous distribution. 
It is also evident from Theorem 5 above that Hall’s (1981) Theorem 1 is obtained for the normal 
distribution case, when the optimal sample size *n λθ= . 
 
We also stress that both the expectation of and its variance depend on the kurtosis of the 
underlying distribution and accordingly will reflect the amount of departure from normality while 
estimating the optimal sample size . To reiterate, for distributions with kurtosis close to 3,  
and will be little affected by such departures from normality. However, a more substantial 
effect will accrue for underlying distributions that are either very flat or very peaked.    
N
*n ( )E N
( )Var N
  
It is also of interest to consider the general form of the expectation of a real valued continuously 
differential function on the final stage sample size  to be able to derive asymptotic results for all N
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moments of , provided they exist. We also stress that we have not assumed independence between N
1NX  and  or 2mS NX  and , and therefore the above results are more general in that sense.  1
2
NS
 
Theorem 6 
 
Let be a continuously differentiable real valued function in a neighborhood around  such 
that . Then, as   
( 0)h > *n
*( ) ( '''( ))
n m
Sup h n O h n
≥
= λ → ∞  
( ) ( ) ( )
1
*
2* 21* 2 * 1 * ' * '' * ' *( ( )) ( ) ( 1)( ) ( ) 1/ 2 ( ) 1/ 2 ( ) 2
' * 1( ) ( ) ( (| '''( ) |)).N
dn d nE h N h n n n h n h n h n
d d
h n E o h n
⎧ ⎫⎛ ⎞ −⎡ ⎤⎪ ⎪− ⎜ ⎟= − − − −⎢ ⎥⎨ ⎬⎜ ⎟ ⎢ ⎥⎪ ⎪⎣ ⎦⎝ ⎠⎩ ⎭
−+ +
θ β δ θ θ
ε λ
*
 
 
Proof: The proof follows by expanding the differentiable function  around  using Taylor 
series and applying the results of Theorem 5. The general form of the second order asymptotic 
expansion of the expectation of a real valued continuously differentiable function  enables one to 
obtain the expectations of positive and negative moments of  in subsequent analysis.  
( )h N *( )h n
( 0)h >
N
 
4. Asymptotic normality of the stopping sample size  N
 
Theorem 7 
 
Let be defined as in (2.2) and assume that condition (2.3) holds. Then as ,  is 
asymptotically normal with mean  and variance       
N m → ∞ N
*n
2*
2 * 1( ) ( 1)( ) ( )dnVar N n o
d
θ β δ θ
− ⎛ ⎞= − +⎜ ⎟⎝ ⎠
λ . 
Proof: The proof of Theorem 7 is a straightforward application of Theorem 6 above with ( ) = th e νν  
and ( ) ( )* /= −N n Var Nν . 
 
 
5. Squared error loss function to estimate the mean 
In this section our main objective is to develop a triple sampling point estimation procedure to estimate 
the mean μ  of the population. In particular, if a point estimate of the unknown μ  is required, we 
assume that the incurred cost of estimating mean μ  by the corresponding sample mean nX  can be 
approximated by the following squared error loss function in (5.1) with a linear sampling cost.  The 
literature in sequential sampling has considered several forms of higher order cost functions to 
model estimation cost.  However, squared error loss functions are recommended and commonly used 
in sequential point estimation problems (see, for example, Degroot, 1962). Therefore, we write the 
cost (loss) function as 
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2( ) ( ) , (5.1)nL A A X Cn= − +μ  
where C is the known cost per unit sample and is a constant permitted to approach ∞ .  We 
elaborate further on determination of
A
A  in subsequent developments.  The risk associated with (1.1) 
can be written as 
 
2( ) ( ( )) ( ) / (5.2)= = − + = +nn nR A E L A AE X Cn A n Cnμ θ  
Treating n  as a continuous variable in (5.2), we differentiate (5.2) with respect to  and equate the 
results to zero to obtain the optimal sample size as  
n
* . (An n
C
≥ = θ 5.3)  
The value of in (5.3) is unknown because the population variance *n θ  is unknown. It has been shown 
by Dantzig (1940), Stein (1945, 1949) and Seelbinder (1953) that no fixed sample size procedure 
exists to achieve the above optimal requirement uniformly over θ .  In light of (5.3),  in two 
ways, first, either 
*n → ∞
A  is permitted to approach infinity (extremely high cost of estimation error) or the 
cost of sampling is cheap.  
 
Since the optimal sample size in (5.3) depends on the unknown varianceθ , no fixed sample size 
procedure can be used to estimate μ  uniformly over all θ . Therefore, the triple sampling procedure 
in (2.1)-(2.2) can be used to provide a point estimator of μ  with /A Cλ =  and ( )g θ θ= .  The 
question arises: how efficient is this estimator? 
 
6. The asymptotic regret and efficiency of triple sampling point estimation under squared error 
loss function 
 
In the literature on sequential point estimation several measures have been developed of the efficiency of 
the sequential procedures (triple sampling, or accelerated sequential schemes) relative to the fixed sample 
size counterpart had the form of ( )g θ  in (1.1) been completely specified.  The regret reflects the 
expected cost of missed opportunity which measures the risk in using the triple sampling procedures to 
perform point estimation of the population mean instead of the fixed sample size procedure, had the 
nuisance parameter(s) been known.  Other weaker measures like the asymptotic relative efficiency, 
*( ) ( ( )) / ( ( ))= N nA E L A E L Aη , which is the ratio of the triple sampling risk to the optimal risk are 
also used.  For an efficient sampling procedure we expect ( ) 1→Aη  and that ( )Aω is bounded 
as . * → ∞n
 
Theorem 8 
 
The risk associated with the squared error loss equation (5.1) as is given by m → ∞
( )
( ) ( )( ) ( )1* 1
( )
2 3 1 / 4 1
N N
N
R A E L A
Cn C C C E oβ β δ ε−
⎡ ⎤= ⎣ ⎦
= − − + − + + (1)  
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Moreover, the asymptotic relative efficiency of the triple sampling scheme and the asymptotic regret 
are given by 
1) ( ) 1 ( ) ,i A oη λ−= +  
( )
1
1) ( ) ( 3) (1/ 4) 1 ( ) (1)Nii A C C C E oω β β δ ε−= − − + − + + , as  .m → ∞
 
Proof of Theorem 8: 
This is immediate if we recall (ii) of Theorem 3 and (i) of Theorem 5. Moreover, the regret of triple 
sampling associated with equation (5.1) is given by 
( )
*
1
1
( ) ( ) ( )
( 3) (1/ 4) 1 ( ) (1−
= −
         = − − + − + +
N n
N
A R A R A
C C C E )o
ω
β β δ ε  
If the cost of unit sampling tends to zero, then we expect zero regret. However, for  non-zero, the 
regret is bounded, as illustrated in Theorem 8, and depends on the kurtosis
C
β .  
 
Theorem 8 has several consequences. First, the case of normal distributions treated by 
Mukhophadhyay et al. (1987), Hamdy (1988) and Hamdy et al. (1988) are special cases. Secondly, 
for distributions with β <3 a non-vanishing positive regret is expected.  In addition, for distributions 
with β >3 we expect either positive or negative non-vanishing regret, depending on the values of the 
kurtosis and the design factorδ .  Specifically, for distributions with 6>β , negative regret is 
expected with 1/ 2δ = . Martinsek (1988) argued that for one-by-one sequential procedures negative 
regret is expected when β >3. It is also worth mentioning that the regret of purely sequential 
procedures depends on both the kurtosis and skewness of the underlying distribution, as indicated by 
Martinsek (1988), while our findings in Theorem 8 emphasize that the triple sampling procedure 
depends only on the kurtosis.   This could be due to the nature of one-by-one purely sequential 
procedure which filters data. This filtration may cause either acceleration or delay.  On the other 
hand, triple sampling is based on bulks (batches). Therefore, if an extreme observation presents, its 
effect on such the decision to stop or continue sampling will be diluted by the rest of the bulk at that 
stage, which may cause the triple sampling procedure to be less sensitive to extreme observations 
than one-by-one sequential procedures.   
 
However, a general formula for the regret incurred in estimating μ with squared error loss function 
(6.1) can be written as 
( )
( )
( )
( ) 1
2' '
2 1( ) 2 ( 3) ( 1) ( ) (1) (6.1)N
g g
A C C CE o
g g
θ θω θ β θ β δ εθ θ
−⎛ ⎞ ⎛ ⎞= − − + − + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
Obviously, the non-vanishing regret in (6.1) depends on β , δ , C  and the form of ( )g θ .  To elaborate 
further, consider the loss function in Martinsek (1988) of the form 
1 2( ) ( )nbn XL A A n−= − +θ μ . 
 This, under the triple sampling scheme, provides the following regret: 
       
1
2( ) ( 3) ( 1) / 4 ( ) (1) (6.2)NA b b E oω β β δ ε= − − + − + +  
The regret of the triple sampling procedure in (6.2) is the same as Martinsek’s (1988) equation (7) 
for symmetric underlying distributions.  
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The above results are asymptotic and therefore to study the small to moderate sample size 
performance of triple sampling a series of Monte Carlo simulation experiments were performed and 
are presented in section 7. 
 
7. Simulation results 
 
Since the results obtained above are asymptotic in nature, a series of simulation studies, each based on 
50,000 replications were undertaken to investigate the small, moderate, and large sample size 
performance of the normal-based triple sampling procedure (2.1) and (2.2) under squared error loss with 
(without loss of generality) C=1 and consequently from (5.3) 2( *) /A n= θ . The optimal sample size 
was allowed to vary from small to large (24, 43, 61, 76, 96, 125, 171, 246, 500); *n δ = 0.3, 0.5, 0.8; 
=10, 15 and the underlying distributions were U(0, 1), N(0, 1) and exponential with mean 1, thereby 
giving 
m
θ = 1/12, 1 and 1 respectively. For each replicate the stopping sample size, the stage at which 
sampling was stopped, the estimate of the mean, the loss and the value of 
1N
ε were recorded.  Relevant 
summary statistics for each combination of conditions were recorded across replicates and these results 
form the basis of the discussion given below in sections 7.1 and 7.2.  
 
 
7.1 The estimator for the mean and the stopping sample size 
 
Table 1 shows some results for the N(0, 1) underlying distribution. All the selected values of n* are 
included for the case m = 15 and δ = 0.5. Here the estimated mean final sample size, N , and its standard 
error, the mean estimate for μ , μˆ  , its standard error and estimated sampling variance, and the estimated 
regret, ωˆ , are shown. Corresponding results are shown in Table 2 for the U(0, 1) distribution but with m 
= 10, and in Table 3 for the exponential distribution with mean 1, again with m = 15. Only the δ = 0.5 
results are shown because these always gave the most satisfactory results.  
 
In Tables 1 and 2 there is good agreement with the asymptotic results (Theorem 3) for the estimator 
of the mean: it is clearly unbiased and the estimated variance is close to the asymptotic value except 
for n*=24, where *m n is not less than the design factor δ  (as required by (2.3)). Again, apart from 
n*=24, the estimated mean stopping sample size agrees well with the results of Theorem 5.  
 
In Table 3 the slight negative bias for the estimator of the mean predicted by Theorem 3 is clearly 
present but the asymptotic variance is much lower than the actual estimated variance unless n* is 
quite large. The observed tendency for early stopping seen in Table 3 is in line with the result of 
Theorem 5 where the large kurtosis of the exponential distribution seriously affects E(N). The 
estimated regret is rather volatile in the simulation results but it is interesting that in Table 3 the 
estimated regret approaches the limiting value, -1.5, from above. 
 
(Tables 1, 2 and 3 near here) 
 
 16 
7.2 Termination stage and the distribution of 
1N
ε  
 
Tables 4, 5 and 6 show the estimated probabilities of stopping after the first and second stages, 
together with summary statistics for the mean and standard deviation of 
1N
ε , together with the p-value 
of a Kolmogorov-Smirnov test of uniformity for the distribution of 
1N
ε . 
 
Table 6 Estimated probabilities of early stopping and the behaviour of 
1N
ε for the exponential case 
with mean 1 with m = 15 and δ = 0.5. 
 
For the normal and uniform cases (Tables 4 and 5) there is little early stopping unless n* is small, 
whereas for the exponential case the proportion of early stopping declines more slowly. 
 
For all three distributions the hypothesis that the 
1N
ε follow a U(0, 1) distribution mostly cannot be 
rejected even on the basis of 50,000 replicates when n*, which suggests that the asymptotic result of 
Hall(1981) for the distribution of 
1N
ε may also hold for other underlying distributions. 
 
(Tables 4, 5 and 6 near here) 
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Table headings: 
 
Table 1 Simulation results for the N(0, 1) case with m = 15 and δ = 0.5. 
Table 2 Simulation results for the U(0, 1) case with m = 10 and δ = 0.5. 
Table 3 Simulation results for the exponential case (mean 1) with m = 15 and δ = 0.5. 
Table 4 Estimated probabilities of early stopping and the behaviour of 
1N
ε for the N(0, 1) case with m 
= 15 and δ = 0.5. 
Table 5 Estimated probabilities of early stopping and the behaviour of 
1N
ε for the U(0, 1) case with m 
= 10 and δ = 0.5. 
Table 6 Estimated probabilities of early stopping and the behaviour of 
1N
ε for the exponential case 
with mean 1 with m = 15 and δ = 0.5. 
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*n  N  s.e.( N ) ?μ  s.e.( ?μ ) Est. var. of ?μ   ?ω  
24 16.35 0.021 -0.0009 0.0011 0.06403155 5.2324 
43 41.07 0.039 0.0001 0.0007 0.02642890 3.9383 
61 59.73 0.038 0.0001 0.0006 0.01717961 1.6524 
76 74.80 0.042 -0.0002 0.0005 0.01368532 1.8419 
96 94.83 0.046 0.0002 0.0005 0.01061260 0.6333 
125 123.86 0.053 -0.0003 0.0004 0.00815736 1.3200 
171 169.89 0.061 -0.0002 0.0003 0.00593427 1.4134 
246 244.90 0.073 0.0003 0.0003 0.00412565 2.5638 
500 498.94 0.103 0.0003 0.0002 0.00200386 -0.1007 
 
Table 1 Simulation results for the N(0, 1) case with m = 15 and δ = 0.5. 
 
*n  N  s.e.( N ) ?μ  s.e.( ?μ ) Est. var. of ?μ  ?ω  
24 22.36 0.027 0.5001 0.0003 0.00512696 9.8001 
43 42.64 0.022 0.5001 0.0002 0.00210675 3.3893 
61 60.73 0.025 0.5002 0.0002 0.00141767 2.0271 
76 75.77 0.027 0.5002 0.0001 0.00111595 1.1225 
96 95.73 0.030 0.5000 0.0001 0.00088364 1.4543 
125 124.78 0.034 0.4999 0.0001 0.00067339 1.0434 
171 170.80 0.039 0.4999 0.0001 0.00049422 2.2209 
246 245.77 0.047 0.5000 0.0001 0.00034111 1.4751 
500 499.86 0.065 0.5000 0.0001 0.00016605 -1.9790 
 
Table 2 Simulation results for the U(0, 1) case with m = 10 and δ = 0.5. 
 
 
 20 
*n  N  s.e.( N ) ?μ  s.e.( ?μ ) Est. var. of ?μ  ?ω  
24 18.07 0.032 0.9712 0.0010 0.0493740 -1.4936 
43 36.76 0.064 0.9519 0.0008 0.0362480 17.7787 
61 55.44 0.072 0.9723 0.0007 0.0239964 22.7263 
76 70.58 0.080 0.9806 0.0006 0.0173673 18.8950 
96 90.82 0.091 0.9866 0.0005 0.0126232 15.1528 
125 119.65 0.104 0.9906 0.0004 0.0088950 8.6339 
171 165.92 0.123 0.9936 0.0004 0.0062784 7.5051 
246 240.73 0.150 0.9951 0.0003 0.0043172 9.9935 
500 494.89 0.218 0.9976 0.0002 0.0020597 9.8092 
 
Table 3 Simulation results for the exponential case (mean 1) with m = 15 and δ = 0.5. 
 
n* ( )P N m=   1( )P N N= 1( )NE ε   1Nσ   p-value 
24 0.768 0.000 0.4965 0.2880 0.007 
43 0.221 0.001 0.4953 0.2885 0.001 
61 0.061 0.003 0.4981 0.2883 0.032 
76 0.024 0.005 0.4967 0.2884 0.003 
96 0.007 0.007 0.4998 0.2890 0.821 
125 0.002 0.009 0.5011 0.2885 0.507 
171 0.000 0.010 0.4991 0.2879 0.507 
246 0.000 0.012 0.4974 0.2889 0.015 
500 0.000 0.013 0.4982 0.2884 0.154 
 
Table 4 Estimated probabilities of early stopping and the behaviour of 
1N
ε for the N(0, 1) case with m 
= 15 and δ = 0.5. 
 
 
 
 21 
n* ( )P N m=   1( )P N N= 1( )NE ε   1Nσ   p-value 
24 0.839 0.000 0.4961 0.2884 0.006 
43 0.113 0.000 0.4971 0.2894 0.006 
61 0.016 0.000 0.5006 0.2884 0.250 
76 0.004 0.000 0.4984 0.2884 0.759 
96 0.001 0.000 0.4999 0.2897 0.113 
125 0.000 0.000 0.4984 0.2882 0.400 
171 0.000 0.000 0.5011 0.2895 0.151 
246 0.000 0.000 0.4974 0.2887 0.211 
500 0.000 0.000 0.4999 0.2875 0.303 
 
Table 5 Estimated probabilities of early stopping and the behaviour of 
1N
ε for the U(0, 1) case with m 
= 10 and δ = 0.5. 
 
n* ( )P N m=   1( )P N N= 1( )NE ε   1Nσ   p-value 
24 0.748 0.010 0.4951 0.2891 <0.001 
43 0.413 0.035 0.4990 0.2894 0.131 
61 0.232 0.056 0.4981 0.2881 0.076 
76 0.150 0.065 0.4964 0.2889 0.013 
96 0.084 0.072 0.4985 0.2887 0.164 
125 0.040 0.078 0.4986 0.2884 0.145 
171 0.014 0.085 0.4988 0.2893 0.324 
246 0.005 0.083 0.4977 0.2885 0.019 
500 0.000 0.084 0.5012 0.2883 0.439 
 
Table 6 Estimated probabilities of early stopping and the behaviour of 
1N
ε for the exponential case 
with mean 1 with m = 15 and δ = 0.5. 
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