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3Abstract
Three main issues are explored in this thesis—volatility measurement, volatility
spillover and large-dimension covariance matrices. For the first question of volatility
measurement, this thesis compares two newly-proposed, high-frequency volatility
measurement models, namely realized volatility and realized range-based volatility. It
does so in the aim of trying to use empirical results to assess whether one volatility
model is better than the other. The realized volatility model and realized range-based
volatility model are compared based on three markets, five forecast models, two data
frequencies and two volatility proxies, making sixty scenarios in total. Seven different
loss functions are also used for the evaluation tests. This necessarily ensures that the
empirical results are highly robust. After making some simple adjustments to the
original realized range-based volatility, this thesis concludes that it is clear that the
scaled realized range-based volatility model outperforms the realized volatility model.
For the second research question on volatility spillover, realized range-based volatility
and realized volatility models are employed to study the volatility spillover among the
S&P 500 index markets, with the aim of finding out empirically whether volatility
spillover exists between the markets. Volatility spillover is divided into the two
categories of statistically significant volatility spillover and economically significant
volatility spillover. Economically significant spillover is defined as spillover that can
help forecast the volatility of another market, and is therefore a more powerful
measurement than statistically significant spillover. The findings show that, in reality,
the existence of volatility spillover depends on the choice of model, choice of volatility
proxy and value of parameters used.
4The third and final research question in this thesis involves the comparison of various
large-dimension multivariate models. The main contribution made by this specific study
is threefold. First, a number of good performance multivariate volatility models are
introduced by adjusting some commonly used models. Second, different models and
various choices of parameters for these models are tested based on 26 currency pairs.
Third, the evaluation criteria adopted possess much more practical implications than
those used in most other papers on this subject area.
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1.1 Motivations and Contributions
This thesis has 3 goals. First, I introduce two high frequency volatility measurement
models, namely realized volatility and realized range-based volatility, and test which
one is better. Second, I empirically test whether there is volatility spillover between the
S&P 500 index markets by adopting the two advanced volatility measurement models
mentioned above and a new evaluation framework. Third, I compare various large
dimension multivariate volatility models by using evaluation criteria which can be
utilized much easily into practice than the currently available from the finance literature.
1.1.1 The concept of volatility
Volatility is a crucial concept in financial theory and practice, and it has subsequently
long held the attention of academics and practitioners. Nonetheless, this financial
concept is not an easy one to define, and therefore many investors and even students of
finance can find it difficult to thoroughly understand the concept of volatility. Since
volatility is often calculated as a sample standard deviation, people often mistakenly
assume that volatility is equivalent to standard deviation, which is in fact only a biased
estimator of true volatility. As described by Andersen, Bollerslev, Christoffersen and
Diebold (2005):
“In everyday language, volatility refers to the fluctuations observed in some
phenomena over time. Within economics, it is used slightly more formally to
12
describe, without a specific implied metric, the variability of the random (unforeseen)
component of a time series.” (p.1)
This description of volatility provides a relatively clear, intuitive explanation of
volatility. For the purpose of this thesis, the definition of volatility needs to be more
precisely described within the context of financial economics. As is again described by
Andersen, Bollerslev, Christoffersen and Diebold (2005):
“More precisely, or narrowly, in financial economics, volatility is often defined as
the (instantaneous) standard deviation (or sigma) of the random Wiener-driven
component in a continuous-time diffusion model. Expressions such as the “implied
volatility” from option prices rely on this terminology.” (p.1)
Volatility plays a central role in financial economics. As noted by Campbell, Lo and
Mackinlay (1997):
“…what distinguishes financial economics is the central role that uncertainty plays in
both financial theory and its empirical implementation… Indeed in the absence of
uncertainty, the problems of financial economics reduce to exercises in basic
microeconomics.” (p.3)
1.1.2 The application and importance of volatility
The measurement and forecasting of volatility have long been the focus of financial and
economic literature. Volatility plays a central role in the most important fields of
modern financial markets, such as risk management, asset pricing and portfolio
allocation.
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The trade-off between risk and expected return constitutes one of the key concepts in
modern finance. Risk in the sense of the possibility of losses is an indispensable
ingredient of financial markets, and is necessarily a key input to many investment
decisions and portfolio construction. How to measure, forecast and monitor risk as
accurately as possible is a necessary factor of being competitive. Although volatility is
not the same as risk, it is however a good measure of risk. A high volatility means that
the value of an asset can potentially fluctuate over a large range of values, whereas a
low volatility means that the value changes at a steady pace over a period of time.
Finding a good method for measuring and forecasting the volatility of asset returns is a
good starting point for assessing investment risk.
Since the first Basle Accord was established in 1996, risk management has become
compulsory for many financial institutions around the world. The concept of Value-at-
Risk (VaR) is often used to report the riskiness of a portfolio. For a given probability
and horizon, the VaR is defined as the threshold value, such that the given probability is
the probability of the loss of the portfolio over the horizon exceeding the value. The
measurement and forecasting of volatility is a critical part of calculating the VaR. It is
also an indispensable component in calculating another risk measure, the Expected
Shortfall (ES), which is defined as the expected loss on the days when losses are greater
than the VaR.
Volatility is the most important input in the pricing of options, and it is therefore
important to know the volatility of the underlying asset in order to price an option. In
fact, conventional options are traded in terms of volatility units. Nowadays, there are
many derivative products for which the underlying assets are the volatilities themselves
(such as volatility swaps and VIX), in which case the definition and measurement of
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volatility will be clearly stated in the contracts. Therefore, a volatility forecast spanning
the defined horizon is needed to price these products.
Volatility measurement and forecasting also play a central role in asset portfolio
management. Risk aversion is a basic assumption in modern portfolio theory, meaning
that given two assets with the same expected return, investors will choose the asset with
less risk. Only a higher expected return will make an investor accept an asset with
higher risk. The subsequent implications on portfolio management is that a rational
investor will always invest in a portfolio with the highest expected return for a given
risk level, which is measured by the volatility of the portfolio. The portfolio return is the
weighted combination of the constituent assets’ return, while the portfolio volatility is a
function of each asset’s volatility and their interaction.
Another important but not very explicit application of volatility is that of the Capital
Asset Pricing Model (CAPM). The CAPM dictates that the expected return of an asset
(or a portfolio of assets) is equal to a risk-free rate plus a risk premium. This is
calculated by multiplying the market return by a beta, which measures the volatility of
an asset (or portfolio of assets) that cannot be eliminated by diversification. This is
normally estimated by regressing the asset’s return against the market return, although it
can also be calculated by directly dividing the covariance between the asset’s return and
the market return by the variance of the asset’s return. The latter method has become
increasingly popular since the introduction of the concept of realized beta.
Volatility also plays an important role in hedging—another indispensible field in
modern financial markets. Hedging refers to establishment of a position in one market
(or asset) in an attempt to offset exposure to price fluctuation in another market (or
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asset), with the goal of minimizing the exposure to unwanted risk. There are many
financial instruments that can be used to accomplish this task, such as futures, swaps,
options and several other types of derivatives. In most cases, interaction between the
volatility of the asset and the volatility of the hedging instrument is the key to hedging
activities.
1.1.3 Volatility measurement—motivations and contributions
The measurement and forecasting of volatility has been one of the most prolific areas of
financial research over recent decades. Since the seminal paper by Engle (1982), the
achievement in volatility modelling field is astonishing with a number of highly
successful models and concepts being introduced and applied to various areas of
modern financial markets, such as asset pricing, portfolio allocation and risk
management. In recent years with the rapid development of information technology, the
increasing availability of high-frequency intraday data has led to the prosperous
development of improved volatility measures, among which are the well-known
realized volatility and realized rang-based volatility. Realized volatility is defined as the
sum of squared high-frequency intraday returns1. In theory, integrated volatility2 can be
measured by realized volatility if the frequency of intraday returns is high enough.
Realized range-based volatility is another recently introduced volatility measurement
that attempts to combine the advantages of both realized and range-based volatility,
which is defined as the sum of the scaled squared range of high frequency logarithmic
price data.3 In spite of the massive exploration of the property of realized volatility
1 The term “return” in this paper is used to mean the logarithmic return unless described otherwise.
2 Integrated volatility over [ݐ− ℎ,ݐ] is defined as: ℎ௧ଶ = ∫ ߪ௧ଶ௧௧ି ௛ ݀ݏ. It can be seen as the average
volatility over a period of time. It is very important in option pricing.
3 Range is defined as the difference between the highest and lowest prices within a specified interval.
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model in literature, due to late appearance of realized range-based model, little
empirical work has been done to compare these two advanced volatility measurement
methods and therefore it is still not absolutely clear which of the two measurements is
ultimately most desirable. This thesis aims to compare the realized volatility model and
the realized range-based volatility model4 based on three S&P 500 Index markets: the
S&P 500 Cash Index, SPDR S&P 500 ETF and S&P 500 Index Futures, which will be
discussed in sections 1.3 and 3.1.
In short, there are three main reasons behind choosing volatility measurement as a focus
of study for this thesis. The first is that accurate forecasting of the volatility of the S&P
500 Index markets—the most actively traded markets—is of significant interest to many
market participants and academics. However, current forecasting models only use
information relating to one single market, and thus ignore the interaction between the
volatility of related markets. Also, the application of realized volatility in the modelling
of the covariance of various assets has already been theoretically proven by Andersen,
Bollerslev, Diebold and Labys (2003), and it is therefore worth taking advantage of this
by applying the method to the S&P 500 Index markets. The second reason for choosing
this area of study is to empirically compare the realized range-based volatility with the
realized volatility. Although some research claims that realized range-based volatility is
preferable to realized volatility theoretically, not much empirical evidence has been
found to support that. The third reason for exploring volatility measurement is to aid the
study of the next issue of this thesis, volatility spillover. Both the realized volatility and
realized range-based volatility will be used to study the volatility spillover issue. The
4 Due to the latent property of volatility, modelling volatility involves two procedures, namely a)
measurement of the latent volatility and b) forecasting of the volatility based on the former measurement.
Usually, these two procedures are not that distinct from each other and in some models (such as those
from the GARCH family) the two procedures are even integrated into one.
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reliability of the conclusion about volatility spillover depends on the property of the
chosen volatility measurement. In this case, research into the property of realized
volatility and realized range-based volatility is required for the subsequent investigation
into the application of these two measurement models in the field of volatility spillover.
1.1.4 Volatility spillover—motivations and contributions
Volatility spillover refers to the question as to whether volatility in one market will
influence, or be influenced, by volatility in another. The detection and elucidation of
volatility spillover across different assets and markets has been a focus of both
academic researchers and financial practitioners since the financial turmoil of the late
1980s and early 1990s. During that period, researchers studied the impact that shocks
had on returns and volatility in the various international stock markets, with economic
cooperation between countries proving to be a fundamental driver of return and
volatility spillover. Strong economic cooperation reduces international trade restrictions,
facilitates the free flow of capital and increases economic independence. In such an
environment, an event affecting just one country will inevitably also cause shockwaves
in others.
Later, this research area was extended to explore the direct and indirect impacts that
volatility from a specific market might have on other markets. For example, some
researchers chose to focus on volatility spillover between underlying and derivative
markets, while others looked at transmissions between different asset classes (such as
between stock and bond markets), between different markets (such as stock and foreign
exchange markets), or even between the same markets but in different regions. Again,
this type of spillover has significant economic relevance. Rather than being isolated,
different asset classes and markets are connected through various mechanisms and it is
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therefore reasonable to assume that one would influence another. For example, the S&P
500 Index is the underlying market for both the S&P 500 Index Futures and SPDR S&P
500 ETF. This means that events in the S&P 500 Index market are bound to have a
certain impact on the S&P Index Futures and SPDR S&P 500 ETF. Meanwhile,
expectations with regards to future prices will also the influence behaviour in the
underlying market.
Further research into volatility spillover is important for many reasons. Firstly, it can be
used for portfolio management, where knowledge of volatility spillover can be used for
asset allocation or stock selection. To understand this better, one can take an example
where volatility spillover is known to occur from asset class A to asset class B. If it is
also observed that the volatility for asset class A has increased substantially, the
decision with regards to how much one should invest in asset class B will be based on
the expectation that the volatility of asset class B will also increase. Secondly, product
trading that is based on volatility (such as options, volatility swaps and VIX5) may
benefit from further information on volatility spillover. Thirdly, such research may also
tell us something about market efficiency as, in an efficient market, information is
supposed to reach related markets simultaneously, in which case no volatility spillover
should be observed among the related markets.
To date, the workhorse in empirical financial literature for modeling volatility spillover
has been the class of multivariate Generalized Autoregressive Conditional
Heteroscedasticity (GARCH) models, which date back to the seminal papers of Engle
(1982) and Bollerslev (1986). This thesis aims to contribute to existing literature on
5 VIX is the ticker symbol for the Chicago Board Options Exchange Volatility Index, a popular measure
of the implied volatility of S&P 500 Index options.
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volatility spillover by proposing a new methodology. First, one innovative approach is
introduced in this paper, as non-parametric realized volatility and realized range-based
volatility are adopted for measuring volatility instead of the traditional ARCH models.
Volatility is latent, which means that even for ex-post volatility it is necessary to find an
appropriate proxy to represent it rather than directly “observing” it. Since Engle’s 1982
paper on ARCH model which is defined by Equation 2.1, a great deal of subsequent
literature has focused on developing new tools for volatility measurement, modelling
and forecasting. In particular, due to the increasing availability of high frequency
intraday data over recent years, non-parametric realized volatility and realized range-
based volatility have been the focus of much volatility-based study. Indeed, much
progress has been achieved in this area in both the theoretical and empirical fields. For
instance, much research has shown how realized volatility greatly outperforms
GARCH-based volatility in terms of both volatility measurement and forecasting.
Unfortunately however, most literature on volatility spillover still adopts GARCH-
based volatility, which is in part the motivation behind this thesis. The second angle
from which this thesis will contribute something new to existing literature is that it takes
into account the long memory property of the volatility process. Since Granger (1980)
first applied long memory to the study of finance, there has been a consensus that most
financial asset return volatilities have long memory properties. In everyday language,
“long memory” is used to describe scenarios where current events continue to be
influenced by events that happened a long time ago. Taking the recent financial crisis as
an example, the crisis has brought—and continues to bring—numerous changes to the
financial world, including those regarding regulations, market structure and investor
behaviour. Such changes are likely to continue influencing the market for many years to
come. However, on the whole, current literature on volatility spillover tends to explore
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the interaction among different financial asset returns, while ignoring the long memory
feature itself.
1.2 Introduction to Popular Volatility Models
1.2.1 Exponentially Weighted Moving Average (EWMA)
One of the most successful volatility models is the Exponentially Weighted Moving
Average Model (EWMA), defined in Equation 5.3 of chapter 5, which was originally
proposed by researchers at JP Morgan in 1994 as the internal risk control method of the
bank. The huge success after its public disclosure led to the spin-off of RiskMetrics, JP
Morgan’s risk control group, and subsequently led to the founding of a risk
management industry. Since then the EWMA method has become one of the most
widely-used tools for risk management in financial markets. Compared to the simple
equally-weighted moving average estimator, the EWMA has two main advantages. First,
due to a higher weighting on recent data (as opposed to distant data) the volatility from
the EWMA estimator is able to respond quicker to current market shocks than that of
the simple moving average estimator. Second, with the EWMA estimator, the effects of
shock decay exponentially as time passes, whereas the simple moving average model
tends to abruptly eradicate the effects of a shock as it falls out of the sample window.
The EWMA is essentially an IGARCH model.6 However, in contrast to the GARCH
family models, the EWMA model is more straightforward to comprehend and
implement. With no need to estimate it, the only parameter in the EWMA model, the
decay factor, is normally set to 0.94.
6 IGARCH refers to the Integrated GARCH model in which there is a unit root. It is defined in Equation
5.1 of chapter 5.
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1.2.2 Autoregressive Conditional Heteroscedastic (ARCH)
Since Engle first introduced the basic ARCH model in his seminal 1982 paper, various
types of ARCH class models have subsequently been proposed by researchers.
Nowadays, almost all time series models in which the conditional variance depends on
past information sets are based on ARCH models. The most popular form, known as the
ARCH(P) model which is defined by Equation 2.1 of chapter 2, expresses the expected
volatility ߪଶ(ݐ+ 1,1) as being autoregressive of ݌ squared innovations. Bollerslev
(1986) introduced the more parsimonious Generalized ARCH or GARCH (p, q) model,
which is defined by Equation 2.2 of chapter 2. Many other variations of the basic
ARCH and GARCH models have since been developed to accommodate phenomena
discovered in empirical literature. For instance, the GJR-GARCH model (Glosten,
Jagannathan and Runkle, 1993) defined by Equation 2.4 and EGARCH model (Nelson,
1991) defined by Equation 2.3 are able to capture the leverage effect, while the
FIGARCH model defined by Equation 5.24 (Baillie, Bollerslev and Mikkelsen, 1996) is
capable of modelling the long memory character of the conditional variance.
1.2.3 Stochastic volatility
Stochastic volatility is another important concept, which is used in financial economics
and mathematical finance to deal with the time-varying volatility in evaluating
derivatives, such as options. In the broadest sense, any model that deals with non-
constant volatility can be seen as a stochastic volatility model, and this explanation of
stochastic volatility models is commonly accepted among market participants. However,
in academic literature, stochastic volatility models refer to models that treat the
volatility as a random process governed by state variables, such as the price of
underlying securities. The non-measurability of the information set with respect to
observable filtration distinguishes stochastic volatility models from ARCH models. The
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Heston (1993) model is one of the most commonly used stochastic volatility models, in
which the volatility itself is used as the state variable. Compared to ARCH models, the
outcomes of stochastic volatility models are more difficult to estimate due to the latent
character of some of the variables in these models. Commonly used estimation methods
for stochastic volatility models include the Generalized Method of Moments (GMM)
approach and Monte Carlo simulation.
1.3 Introduction to the S&P 500 Index Markets
With the rapid growth of index markets, such as index futures, options on index futures,
ETFs and the newly-issued futures on ETFs, a sound understanding of the relationship
between these markets is becoming increasingly important. The intraday data from July
01, 1998 to March 30, 2007 from S&P 500 Index, SPDR S&P 500 ETF and S&P 500
Index Futures markets are used to study the first two issues of this thesis.
The S&P 500 is a capitalization-weighted index, published since 1957 by Standard &
Poor’s. The S&P 500 Index is composed of 500 selected stocks, all of which are listed
on the NYSE or NASDAQ, and the index spans over 24 separate industry groups. It is
widely regarded as the best single gauge of the US equities market, representing
approximately two-thirds of the total market value of all domestic common stocks.
Similar to the Dow Jones Industrial Average, the components of the S&P 500 Index are
selected by a committee as being representative of industry. Companies that do not
trade publicly or do not have sufficient liquidity are not included in the index. The
weighting of each company within the index is calculated by the weight of its
capitalization, using only the number of shares available for public trading. The index
takes into account stock splits, share issuance, dividends, mergers and other corporate
actions that might affect the value of the index. To prevent the value of the index from
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changing as a result of such actions, a divisor adjustment is required. When a
constituent stock is replaced by another stock, the divisor needs to be adjusted in such a
way that the value of the index remains constant. However, this is only used as a
measure of market activity rather than as a product, meaning that it cannot be traded
directly.
Many index funds attempt to track the performance of the S&P 500 by holding the same
constituent stocks as the S&P 500 Index, along with the same weightings. Many other
mutual funds are also benchmarked against the S&P 500 Index. As an alternative to
investing in a mutual fund benchmarked against (or replicating) the S&P 500 Index,
investors can also purchase shares from an exchange-traded fund. An exchange-traded
fund (ETF) is an investment fund that is traded on stock exchanges. It offers public
investors an undivided interest in a pool of stocks or other assets. This makes it similar
in many ways to normal mutual funds, except for the fact that an ETF is traded on an
exchange in the same way as stocks are. Most ETFs track an index, such as the S&P
500 or MSCI EAFE. Thanks to its low cost, tax efficiency and stock-like features, the
ETF has been an attractive investment instrument since it was first introduced in the US
in 1993.
ETF shares are not individually redeemable from the Fund. Normally, only large
institutional investors (known as “authorized participants”) actually trade ETF shares
directly with a fund manager through Creation Unit Aggregations in large blocks of tens
of thousands of ETF shares, which can usually be exchanged with baskets of the
underlying securities. The authorized participants usually act as market makers on the
open market, using their ability to exchange creation units with their underlying
securities to provide liquidity and help ensure that their intraday market price is close to
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the net asset value of the underlying assets. Individual investors trade ETF shares using
a retail broker, buying and selling them like stocks, and typically through a brokerage
account. Traditional stock trading techniques such as stop orders, limit orders and short
sales are also employed to trade ETFs.
The Standard & Poor’s Depository Receipts (or “SPDRs”) is the first and biggest US-
based exchange-traded fund which represents ownership in the SPDR Trust. It was
issued by State Street Global Advisors on January 29, 1993 and is known as the SPDR
S&P 500 ETF.7 As of March 31, 2010, the fund’s closing price was $116.98, with net
assets per share of $116.99, outstanding shares of 665.23 million and total net assets of
$77.8 billion. The fund has a very high liquidity, with more than 34 million shares
traded daily on March 31, 2010 (according to State Street Global Advisors). In addition
to the SPDR S&P 500 ETF, there are also other ETFs linked to the S&P 500 Index
(though these are structured differently), such as the iShare S&P 500 by Barclays
Global Investors, RydexShares by Rydex and ProShares by ProFunds. The SPDR S&P
500 ETF is traded on the American Stock Exchange (AMEX) from 9:30 to 16:15
Eastern Standard Time (EST).
The S&P 500 Index Futures contract is the largest equity futures contract in the world,
introduced by the Chicago Mercantile Exchange (CME) in 1982. It now represents
roughly 90% of all US stock index futures trading. A future contract is an agreement
between the buyer and seller to buy and sell an underlying asset on a specified date at a
specified price. The underlying assets can be various assets, such as stocks, interest
rates or commodities. In the case of the S&P 500 Index Futures contract, the underlying
7 In this thesis, SPDR S&P 500 ETF is also referred to as the S&P 500 ETF and the S&P Depository
Receipts. Although these latter titles include other products, the term is always used to mean the SPDR
S&P 500 ETF in this thesis.
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asset is a portfolio of stocks represented by the S&P 500 Index. The S&P 500 Index
Futures contract price reflects the underlying S&P 500 Index price, but may be higher
or lower than the index itself depending on the equilibrium of buying and selling forces.
It provides investors with an easy and effective way to invest in an extremely well
diversified portfolio of stocks, or to hedge their own positions against market risk
depending on their market outlook. The value of the S&P 500 Index Futures contract is
calculated by multiplying the futures price by $250, with a minimum fluctuation of $25.
Delivery is by cash settlement of the difference between the original price and
settlement price at the termination of the contract.
S&P 500 Index Futures trade virtually around the clock, with floor trading on the
Chicago Mercantile Exchange from 9:30 to 16:15 EST, and electronic trading on
GLOBEX almost 24 hours a day (apart from Friday evening to Sunday evening). There
are eight contract months in the March Quarterly Cycle (March, June, September and
December). For example, as of March 31, 2010, the contract months are June 2010,
September 2010, December 2010, March 2011, June 2011, December 2011 and March
2012. The nearest month has the most liquidity, and its price is normally taken as the
price of the S&P 500 Index Futures contract. On the rollover date (typically eight days
prior to the last trade date for open outcry), the lead month is taken off the screen and
the deferred month becomes the new lead month.
1.4 Structure of the thesis
This thesis comprises six chapters: this Introduction, a Literature Review, Data and
Methodology, Results Analysis, a stand-alone chapter comparing Large-Dimension
Covariance Matrix Models and finally a Summary. The initial four chapters will study
the two issues central to this thesis, namely volatility measurement and volatility
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spillover. The fifth chapter will then explore the largely separate topic of large
dimension volatility models, offering comparisons of such models based on the foreign
exchange (FX) markets. The last chapter will summarize the ideas, methods and
conclusions of the three issues explored in this thesis.
On the topic of volatility measurement, this thesis intends to use empirical methods to
assess which of the two recently introduced volatility measurements—realized volatility
and realized range-based volatility—is the most optimum. The second task of this thesis
will then be to study volatility spillover across the three S&P 500 Index markets. The
purpose of doing so is to detect whether volatility in one market influences, or is
influenced by, volatility in another market.
In chapter two, both volatility model literature and volatility spillover literature are
reviewed separately, with the former one being categorized further into five sub-groups.
A similar layout is also applied to chapter four, with results for each issue presented
within their sections. Due to the fact that all the data and most of the models are shared
by the two issues, the chapter three adopts a slightly different structure, with data,
models and evaluation methods described sequentially.
The chapter five is a relatively standalone chapter, exploring a slightly different area
from the first four chapter of the thesis. However, the area explored there is still
strongly connected to the general research area of the thesis. A series of large-dimension
volatility models are explored based on the FX market. This chapter consists of five
sections: this Introduction, the Literature Review, Data and Methodology, Results
Analysis and Summary, with each section starting with a brief summary of its key
points. This Introduction will lay out the motivations and contributions for the chapter
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and to provide an overview of the foreign exchange market. The Literature Review
gives a general description of the multivariate volatility models used in existing
literature. The Data and Methodology section provides information on data and
modelling methods, and the Results Analysis presents and interprets test results
comparing the various models. The Summary summarizes the idea, method and
conclusion of this chapter.
After summarizing each research issue explored in this thesis, the last chapter also gives
out some ideas of further research.
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Chapter Two: Literature Review
2.1 Introduction
As has already been described, volatility measurement and volatility spillover comprise
the two major topics of this thesis. The aim of this chapter is to conduct a review of
existing literature on these two topics. The chapter is therefore arranged in two main
sections, with each reviewing the existing literature on volatility measurements and
volatility spillover, respectively.
Volatility plays a central role in the key areas of modern financial markets, such as asset
pricing, portfolio allocation and risk management. The measurement and forecasting of
volatility has long been a focal point of financial and economic literature, with a
considerable amount of research having been conducted in this area. It is therefore not
an easy task to provide a comprehensive summary of such a large amount of literature.
Thus, rather than explaining every volatility model in detail, this literature review will
concentrate on describing the main classes of volatility models by focusing on their
background and characteristics rather than their mathematical foundations.
In terms of volatility spillover—and since the financial turmoil of the late 1980s and
early 1990s—the main area of interest for academic researchers and financial
practitioners has been the detection and elucidation of spillover across different assets.
As is the case for volatility measurement, much research has also been conducted into
volatility spillover. For the purpose of this thesis, the literature review for volatility
spillover will aim to identify which parties are using which methodologies for testing
volatility spillover, as well as which markets these are being used in and to what effect.
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It must be said that contribution of this very thesis to the pool of existing literature on
this subject will mainly be concerned with methodology innovation. However, this
literature review will not attempt to explain all existing models in detail, as the majority
of such models are simply variants of the multivariate ARCH model.
2.2 Existing Literature on Volatility Models
Volatility models can be broadly classified into the two categories of measurement and
forecasting models. Because of the latent property of volatility, before any forecasting
attempt can be made, it is important to first understand the real volatility, which is
naturally what volatility measurement models are designed for. Next, based on the
knowledge of current and historical volatility, future volatility can be forecast by using
forecasting models. However, the line between these two types of models is often
blurred. For instance, ARCH-based models and the RiskMetrics model can both be
considered as both measurement models and forecasting models, as they are able to
integrate measurement and forecasting into one process. The idea underlying the “two-
step” process is that the forecast of future volatility is based on historical volatility,
which must first be acquired through the use of measurement models. However, as is
the case with ARCH-based models, the forecast of future volatility is based on past
information, which is not normally the historical volatility itself. Because of the huge
success of ARCH-based models since their introduction by Engle, the one-step process
of volatility measurement and forecasting has generally taken the more prominent
position. However, until the more recent advancements in volatility measurement
models based on high frequency data, the two-step process of volatility measurement
and forecasting was also been starting to demonstrate its advantages. Throughout this
thesis, both volatility measurement models and volatility forecasting models will simply
be referred to as “volatility models”.
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2.2.1 ARCH class models
Before Engle’s seminal 1982 paper proposed the ARCH model, academic studies had
been routinely using constant volatility models. The key contribution offered by the
ARCH model is the distinction between the conditional and the unconditional variance.
Although the unconditional variance of variables of interest may be time invariant, the
non-trivial conditional variance (an important factor in many financial issues) can be
more accurately estimated by past available information. In the ARCH(q) model, the
conditional variance is postulated to be a linear function of the q historical squared
innovations, while leaving the unconditional variance constant:
ߪଶ(ݐ+ 1,1) = ߱ + ∑ ߙ௝௝ୀ଴,…,௣ିଵ ൫ݎ(ݐ− ,݆ 1) − ߤ(ݐ− ,݆ 1)൯ଶ, (2.1)
where ߪଶ(ݐ+ 1,1) is the forecasted conditional variance of time ݐ+ 1 based on
information on time ݐ, ߱ is the unconditional variance, ݎ(ݐ− ,݆ 1) is the return between
[ݐ− ݆− 1,ݐ− ]݆, ߤ(ݐ− ,݆ 1) is the expected return between [ݐ− ݆− 1,ݐ− ]݆, and ߙ௝ is
the coefficient of the residual item at time ݐ− ݆. With his newly proposed model, Engle
investigated the variance of inflation in the UK, subsequently finding that the estimated
variance increased substantially during more chaotic periods. This model has proven
useful in modelling for many real world phenomena. However, empirical applications
of the ARCH model often call for the estimations of many parameters with long lag
lengths.
In order to circumvent this problem, the more parsimonious Generalized ARCH (or
“GARCH”) model was proposed by Bollerslev (1986). In Bollerslev’s 1986 paper, the
model was applied to data concerning the rate of growth in the implicit GNP deflator in
the US. Unlike the original ARCH model, which only allows for past innovations in the
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current conditional variance equation, the GARCH model allows for past conditional
variances in the current conditional variance equation. The GARCH(p, q) model is:
ߪଶ(ݐ+ 1,1) =
߱ + ∑ ߙ௝௝ୀ଴,…,௣ିଵ ൫ݎ(ݐ− ,݆ 1) − ߤ(ݐ− ,݆ 1)൯ଶ + ∑ ߚ௜ߪଶ(ݐ− ,݅ 1)௜ୀ଴,…,௤ିଵ ,
(2.2)
where ߪଶ(ݐ+ 1,1) is the forecasted conditional variance of time ݐ+ 1 based on
information on time ݐ, ߪଶ(ݐ− ,݆ 1) is the conditional variance at time ݐ− ,݆ ߱ is the
unconditional variance, ݎ(ݐ− ,݆ 1) is the return between [ݐ− ݆− 1,ݐ− ]݆, ߤ(ݐ− ,݆ 1)
is the expected return between [ݐ− ݆− 1,ݐ− ]݆, ߙ௝ is the coefficient of the residual
item at time ݐ− ,݆ and ߚ௜ is the coefficient of conditional variance at time ݐ− .݅ Unlike
Equation 2.1, the formula above includes some historical volatility items on the right
hand side of the equation, which can serve to reduce the number of historical innovation
items. Today, the GARCH model is one of the most popular volatility models in the
financial industry due to its strong performance and simplicity. The model is covariance
stationary if—and only if—all the roots of the coefficients equation lie outside the unit
circle.
However, in many real financial situations, this condition cannot always be met, thus
leading to the introduction of the integrated GARCH (or ‘IGARCH’) model by Engle
and Bollerslev (1986), which is defined by Equation 5.1 of chapter 5. An empirical
application using the exchange rate between the US dollar and Swiss Franc was used to
illustrate this model. In the IGARCH class of models, the autoregressive polynomial has
a unit root, making the effect of a shock on the conditional variance persistent. As a
result, the forecast of future conditional variances will increase linearly with the forecast
horizon. However, this extreme case seems contrary to real-life scenarios. In a real
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market situation, the effect of a volatility shock will not continue forever, but will rather
die out sooner or later. Also, many research papers have reported the slow decay in the
autocorrelations of the squared returns of various financial processes. Motivated by
these factors, Baillie, Bollerslev and Mikkelsen (1996) introduced the fractional
integrated GARCH (or “FIGARCH”), while investigating volatility between the
Deutschmark and US dollar exchange rates. The FIGARCH model, defined as in
Equation 5.25 of chapter 5, can be regarded as a halfway house between the GARCH
and IGARCH models, and there is substantial evidence that the long memory process
works reasonably well for modelling the volatility of asset prices.
Another important variant of the original ARCH model is the exponential GARCH (or
“EGARCH”) model introduced by Nelson (1991), in which the conditional variance
depends on both the size and sign of past innovations. The risk premium on the CRSP
value-weighted market index was exploited by this model. The main attraction of the
EGARCH model is its ability to capture the “leverage effect”, referring to the fact that
negative shocks have greater influence on volatility than positive shocks. The
EGARCH(p, q) model is:
ln൫ߪଶ(ݐ+ 1,1)൯=
߱ + ∑ ߙ௝௝ୀ଴,…,௣ିଵ |௥(௧ି ௝,ଵ)ିఓ(௧ି ௝,ଵ)|ାఊೕ(௥(௧ି ௝,ଵ)ିఓ(௧ି ௝,ଵ))
ఙ(௧ି ௝,ଵ) +
∑ ߚ௜ln (ߪଶ(ݐ− ,݅ 1))௜ୀ଴,…,௤ିଵ , (2.3)
where ߪଶ(ݐ+ 1,1) is the forecasted conditional variance of time ݐ+ 1 based on
information on time ݐ, ߪଶ(ݐ− ,݆ 1) is the conditional variance at time ݐ− ,݆ ߱ is the
unconditional variance, ݎ(ݐ− ,݆ 1) is the return between [ݐ− ݆− 1,ݐ− ]݆, ߤ(ݐ− ,݆ 1)
is the expected return between [ݐ− ݆− 1,ݐ− ]݆, ߙ௝, ߛ௝and ߚ௜are the coefficients.
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The GARCH model includes the lag of squared residuals in the conditional variance
equation. It is an equally natural assumption to replace the squared residuals with
absolute residuals as employed by Taylor (1986) and Schwert (1989). Other variants
have also been derived from the original ARCH model, with popular variants including
Zakoian’s (1990) threshold ARCH(TGARCH) and the GJR GARCH by Glosten,
Jagannathan and Runkle (1993). The TGARCH(p, q) model is:
ߪଶ(ݐ+ 1,1) = ߱ + ∑ (ߙ௝+ ߛ௝ܰ௧ି ௝)௝ୀ଴,…,௣ିଵ ൫ݎ(ݐ− ,݆ 1) − ߤ(ݐ− ,݆ 1)൯ଶ +
∑ ߚ௜ߪ
ଶ(ݐ− ,݅ 1)௜ୀ଴,…,௤ିଵ (2.4)
Where ܰ௧ି ௝ is an indicator for negative ݎ(ݐ− ,݆ 1) − ߤ(ݐ− ,݆ 1), that is,
ܰ௧ି ௝ = ൜1 ݂݅ ݎ(ݐ− ,݆ 1) − ߤ(ݐ− ,݆ 1) < 0,0 ݂݅ ݎ(ݐ− ,݆ 1) − ߤ(ݐ− ,݆ 1) > 0,
and the other parameters have the same definition in EGARCH(p, q) model. The model
uses zero as its threshold to separate the impacts of past shocks. Other threshold values
can also be used. This model is also called the GJR model because Glosten,
Jagannathan and Runkle (1993) proposed essentially the same model.
It is still largely an open question as to whether these sophisticated models can really
outperform the simple GARCH. For example, Hansen and Lunde (2005) compared the
forecasting ability of 330 ARCH type models based on Deutschmark/US dollar
exchange rate data and IBM return data. No evidence was found to show that the
GARCH(1,1) was outperformed by more sophisticated models, whereas the
GARCH(1,1) was indeed found to be inferior to models accommodating a leverage
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effect. However, this conclusion does not by any means take on a general meaning, in
the sense that individual models can still have their own advantages in a specific context.
2.2.2 Stochastic volatility models
In addition to ARCH-based models, stochastic volatility (SV) type models are another
main class of tools used for the study of volatility. The origins of stochastic volatility
are complex, and this type of model has long been dominant in the fields of financial
economics and mathematical finance. However, due to the computational difficulty of
these models, volatility forecasting based on the stochastic volatility model arrived
about a decade later than ARCH type models. Stochastic volatility models add
unobservable items to the volatility dynamics, implying that it is not possible to
estimate current volatility based solely on the possession of all past information and a
perfect knowledge of the data generating process. By contrast, ARCH type models
express current volatility as a function of the given observable historical information.
Academics often study the continuous-time SV models within the context of option
pricing, with one of the most well known papers in this area being that by Hull and
White (1987), which considers a diffusion volatility model with leverage effects.
Wiggins (1987) generalized this by allowing that the correlation between two Brownian
processes could be nonzero. Scott (1987) considered a model in which the logarithm of
the volatility is an Ornstein Uhlenbeck (OU) process, and Stein and Stein (1991) and
Heston (1993) proposed a SV model in which the volatility itself is also an Ornstein
Uhlenbeck (OU) process. More variants of these models are derived with the attempt to
capture phenomena in empirical findings. For instance, the fractional stochastic
volatility models by Comte, Coutin and Renault (2003) intended to reflect the long
memory property of volatility, while Cont and Tankov (2004) tried to model the jumps
in the volatility process.
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The discrete-time SV model centres on the Mixture-of-Distributions Hypothesis (MDH),
where returns are governed by a latent information arrival process. The actual
parameterizations of most discrete-time SV models are often based on specific
continuous-time SV models. Similar to the GARCH class of models, most discrete-time
SV models in related literature rely on the autoregressive formulation of a latent
volatility process. One of the two main types of discrete-time SV models is the
lognormal stochastic autoregressive volatility model by Tayler (1986) and Harvey, Ruiz
and Shephard (1994). The square-root stochastic autoregressive volatility model by
Meddahi and Renault (2004) is the other main class of discrete-time SV model.
As the focus of this thesis has little to do with stochastic volatility, the literature review
in this area is necessarily very brief. A more comprehensive survey can be found in
Shephard and Andersen (2008).
2.2.3 Realized volatility models
The realized volatility over [ݐ− ℎ,ݐ], for 0 < ℎ ≤ ݐ≤ ܶ, is defined by:
ݎݒଶ(ݐ, ℎ; )݊ = ∑ ݎ(ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ )ଶ௜ୀଵ,…,௡ . (2.5)
where ݎݒଶ is the realized volatility, ݎ(ݐ− ℎ + ቀ௜
௡
ቁ∙ ℎ, ℎ ݊/ ) is the intra-day return
between [ݐ− ℎ + ቀ௜ି ଵ
௡
ቁ∙ ℎ,ݐ− ℎ + ቀ௜
௡
ቁ∙ ℎ]. It is the sum of squared high-frequency
intraday return. If the number of observations over the fixed interval [ݐ− ℎ,ݐ] becomes
infinite, the realized volatility converges to the true integrated volatility. As has already
been discussed, realized volatility models are measurement models that try to model
current volatility based on current available information, without making an attempt to
36
forecast future volatility. Most literature on realized volatility is concerned with its
properties as a measurement model under various circumstances. To forecast volatility
based on realized volatility models therefore involves applying other existing time-
series models to the volatility measured by realized volatility models.
Hsieh (1991) was one of the first to use intraday data to construct volatility when he
tried to investigate the chaotic behaviour of stock markets. However, this exploration
was informal in the sense that no concept of realized volatility or quadratic variation
was mentioned. According to Andersen and Benzoni’s (2008) survey of realized
volatility, another early contribution to high frequency volatility was that by Dybvig
(1991), with Andersen and Benzoni (2008) writing that (p.11), “Another significant
early contribution is a largely unnoticed working paper by Dybvig, who explores
interest rate volatility through the cumulative sum of squared daily yield changes for
three-month Treasury bills and explicitly refers to it as an empirical version of the
quadratic variation process used in the analysis of semi-martingales.” Several years later,
the model proposed by Zhou (1996) has the prototype of the current realized volatility
estimator. Zhou (1996) notices the unbiased nature of the realized volatility estimator,
as well as some problems, including sampling frequency, autocorrelation and bid-ask
noise.
Formal investigation into the properties of realized volatility and the formation of its
theoretical foundation surged at the beginning of this century. Andersen, Bollerslev,
Diebold and Ebens (2001) examined the realized daily volatility of individual stocks in
the Dow Jones Industry Average, finding highly right-skewed variances and
covariances, while also finding approximately Gaussian distributed realized logarithmic
standard deviations and correlations. The distribution of normalized returns, which were
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scaled by realized volatility were also approximately Gaussian, and evidence of the long
memory property of the realized volatilities and correlations was also found. Andersen,
Bollerslev, Diebold and Labys (hereafter referred to as “ABDL”) (2000, 2001) also
investigated the distributional and dynamic features of realized volatility, basing their
study on the foreign exchange market. The credit of establishing the theoretical
foundation of realized volatility can be said to be shared by ABDL (2001, 2003) and
Barndorff-Nielsen and Shephard (2002). Specifically, the seminal paper by ABDL
(2003) states that (p.1), “We provide a framework for integration of high-frequency
intraday data into measurement, modelling, and forecasting of daily and low frequency
return volatilities and return distributions. Building on the theory of continuous-time
arbitrage-free price process and the theory of quadratic variation, we develop formal
links between realized volatility and the conditional covariance matrix.” The forecasts
of realized volatility based on long memory models are compared with GARCH and
RiskMetrics volatilities. Obvious evidence for the superiority of realized volatility has
been found. Pong, Shackleton, Taylor and Xu (2003) compared the forecasts of realized
volatility against those of the GARCH model and implied volatility at different horizons.
They found that realized volatility provided the most accurate forecasts for one-day and
one-week forecast horizons, while implied volatilities were at least as accurate as the
historical forecasts for one-month and three-month horizons.
Since the establishment of a theoretical foundation for realized volatility, research has
mainly focused on the three aspects of jump, microstructure noise and sampling
frequency. Literature on jump includes that by Huang and Tauchen (2005); Ait-Sahalia
and Jacod (2006); Andersen, Bollerslev, Frederiksen and Niesen (2006b); Bandi and
Russell (2006); Andersen, Bollerslev, and Dobrev (2007); Lee and Mykland (2007); and
Zhang (2007), etc. (for a more comprehensive survey see Andersen and Benzoni
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(2008)). Literature on the subject of microstructure noise includes that by Hansen and
Lunde (2005, 2006); Hansen (2006); Ghysels and Sinko (2006); Griffin and Oomen
(2006); Ait-Sahalia, Mykland and Zhang (2006); and Andersen, Bollerslev and
Meddahi (2005, 2006), etc. (for a more comprehensive survey see Andersen and
Benzoni (2008)). Finally, literature on sampling frequency includes that of Ait-Sahalia,
Mykland and Zhang (2003); Ghysels, Santa-Clara and Valkanov (2006); Bandi and
Russell (2005); Oomen (2006); and Nielsen and Fredrekisen (2008), etc.
2.2.4 Range-based volatility models
In an ideal market, where the stock price strictly follows the diffusion process, realized
volatility would be the best estimator of integrated volatility. However, in real market
circumstances where microstructure noise discounts quality (especially when the
frequency increases to infinity), the noise component of volatility rises to infinity. In
such cases, range-based volatility can be adopted as an alternative measurement. For the
range-based model, the range (defined as the difference between the highest and lowest
logarithmic security prices over a fixed sampling interval) is used as the volatility proxy.
Another advantage of range-based volatility is that it is able to capture more information
than traditional volatility measures using just the opening and closing prices. For
example, if the closing price for a volatile trading day happens to be equal to the
opening price, the return-based volatility model will treat the volatility as zero. However,
the range-based volatility model will be able to capture the volatile characteristics of the
trading activity for that day. The range-based volatility over [ݐ− ℎ,ݐ], for 0 < ℎ ≤ ݐ≤
,ܶ is defined by:
ܴܸଶ (ݐ,ℎ) = ଵ
ସ௟௡ଶ
(݌௛ − ݌௟)ଶ, (2.6)
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where ݌௛ and ݌௟are the highest and lowest logarithmic price within the time interval.
The concept of using range as a volatility measurement dates back to the work by
Parkinson (1980), which theoretically proved the superiority of range volatility over the
traditional method. Parkinson argued that for a point particle undergoing a one-
dimensional, continuous random walk with a diffusion constant, the extreme value
method would give a better estimator for the diffusion than the traditional method using
the return. He also stated that it would be much more sensitive to variations in the
diffusion constant. For the same amount of variance of the diffusion using the two
methods, data required for the return-based method is five times larger than that needed
for the range-based method. In other words, for the same data frequency, the range-
based method is five times more accurate than the return-based model in terms of the
variance of estimates. Inspired by Parkinson (1980), Garman and Klass (1980) proposed
several volatility estimators based on opening, closing, highest and lowest prices. They
assume that the logarithm of stock prices follows a no-drift Brownian motion, and that
the data is governed by this process, irrespective of whether the market is open or closed.
The proposed minimum-variance unbiased estimator has an efficiency of 7.4 compared
to the standard close-to-close estimator.
An empirical study into the traditional variance estimator and Parkinson’s variance
estimator using actual market data was subsequently conducted by Beckers (1983).
Becker’s 1983 paper on this subject argues that, although high/low range-based
volatility is theoretically proven to perform better than the traditional closing price-
based volatility, it lacks continuous observation, which can cause a downward bias with
understated high prices and overstated low prices. In addition, Becker notes that
high/low prices may reflect trades by disadvantaged buyers or sellers and could
therefore be a less reliable indicator of the true value of the underlying security.
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However, Becker also uses empirical evidence to show that high/low range does include
extra information that is not included in the close-to-close measures, with different
relative values for different stocks. Finally, he proposes an improved volatility measure
that considers all daily high, low, opening and closing prices and even the implied
standard deviation in option prices. However, this model is not used widely in current
volatility literature, probably due to its complexity. Nonetheless, Becker (1983) does
provide empirical evidence proving that the high/low range measure dominates the
close-to-close measures in the context of some practical limitations.
Another variance estimator was developed by Rogers and Satchell (1991), who argued
that the logarithm of the price of a share is more commonly modelled as a drift
Brownian motion than as a non-drift Brownian motion. However, the works of
Parkinson (1980) and Garman and Klass (1980) assume that zero drift would induce
bias. The new Rogers and Satchell estimator, using high, low, and closing prices is
unbiased whatever the drift. Another advantage of the estimator is the smaller
estimation variance compared to the one proposed by Parkinson (1980). However it still
assumes no opening jumps. Yang and Zhang (2000) propose a new minimum-variance
unbiased quadratic variance estimator for Brownian motions which has nonzero drift
and is independent of jumps. Their estimator possesses three particularly commendable
properties in that it is: a) capable of dealing with open price jumps, b) independent of
the drift items and c) unbiased in a continuous limit situation.
The performance of the above range-based volatility proxies for S&P 500 Index data are
investigated by Shu and Zhang (2006), who find that, if the price is a continuous
Brownian motion, all the price range estimators perform very well. When an opening
jump or a large drift is involved, significant differences can be detected. Alizadeh,
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Brandt and Diebold (2002) argue that the logarithm of traditional volatility proxies,
such as absolute return and squared return, are far from normal. They propose using the
price range in the estimation of stochastic volatility models and show that the volatility
proxy is not only highly efficient, but also approximately Gaussian and robust to
microstructure noise.
Based on the Autoregressive Conditional Duration model of Engle and Russell (1998),
the Conditional Autoregressive Range model (CARR) is proposed by Chou (2005) and
focuses on the price range process directly instead of the logarithmic range or
conditional volatility. Similar to the format of GARCH(p, q), CARR(p, q) simply
replaces conditional variance with conditional range, and squared residual with price
range.
Brandt and Jones (2006) propose a range-based EGARCH model by replacing the
innovation term of the modified return-based EGARCH by the standardized logarithmic
range. Significant improvement was documented for both in-sample and out-of-sample
volatility forecasts by using daily S&P 500 Index range data in addition to return data
for 1983 to 2004. They explain that, “Furthermore, the information added by the range
allows us to draw sharp distinctions between competing models that are
indistinguishable when only returns are used in the estimation” (Brandt and Jones (2006)
(p. 1)).
2.2.5 Realized range-based volatility models
Another important step in the development of range volatility comes with the
introduction of realized range-based volatility. The realized range-based volatility over[ݐ− ℎ,ݐ], for 0 < ℎ ≤ ݐ≤ ,ܶ is defined by:
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ݎ߭ݎ ଶ(ݐ, ℎ; )݊ = ଵ
ସ௟௡ଶ
∑ (݈ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ )ଶ௜ୀଵ,…,௡ , (2.7)
where (݈ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ ) = ݏݑ݌{݌௞ − ݌௠ } with ݐ− ℎ + ൫(݅− 1)/݊൯∙ ℎ ≤,݇݉ ≤ ݐ− ℎ + ( /݅ )݊ ∙ ℎ is the range of interval (ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ ). It is the sum
of the scaled squared range of high frequency logarithmic price data. The 1/4݈݊ 2 is a
scaling factor, making the realized range-based volatility an unbiased estimator of the
expected volatility under certain restrictions.
Although daily range volatility has the advantages of being robust to microstructure
noise and also containing more information than traditional volatility (which uses only
opening and closing prices), it still misses rather a lot of information that is incorporated
in the price process. The idea of combining the benefits of both range volatility and
realized volatility is introduced by both Christensen and Podolskij (2007) and Martens
and Dijk (2007) in their concurrent but independent works. As far as the author of this
thesis is aware, these two papers comprise the only currently available literature on
realized range-based volatility. Christensen and Podolskij (2007) derived the theoretical
properties of the realized range (just as Barndorff-Nielsen and Shephard (2002) did for
realized variance). Christensen and Podolskij (2007) claim that, in an ideal world
(continuous trading, no market frictions), the precision of realized range-based volatility
is five times greater than that of the realized variance in terms of their variances.
However, in practice, this estimator has varying degrees of efficiency over realized
variance, depending on how many observations are used to construct the high/low range.
Christensen and Podolskij (2007) also find a way of solving the problem of downward
bias by changing the scale factor of the squared range according to the observations
within each interval. After applying this methodology to 5-minute mid-quote data from
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General Motors from January 03, 2000 to December 31, 2004, they conclude in stating
that they, “…feel the results support our theory quite well and open up alternative routes
for estimating IV” (p. 18). Although their paper provides a theoretical foundation for
realized range-based volatility analysis, the microstructure noise problem is not tackled.
In fact, the realized range-based volatility is affected more than the realized volatility at
the same sampling frequency. While it does not affect the realized variance, infrequent
trading causes a downward bias in the realized range-based volatility. If the price is not
observed continuously, the maximum price of the process will be underestimated and
the minimum price over-estimated, thus inducing a downward bias of the true range.
Therefore, it is still not clear which one of two volatility measurements is dominating
the other. It also throws up a series of questions: Will the theoretical advantage of
realized range-based volatility over realized volatility vanish in a practical setting
because it is more contaminated by imperfect conditions than realized volatility? Is it
possible that one measurement dominates the other in some sampling frequencies, while
in other sampling frequencies it is the other way round? What is the property of realized
range-based volatility in the multivariate context? All of these questions need further
inquiry.
In their concurrent independent work, Martens and Dijk (2007) also introduce the
realized range-based volatility concept and suggest a bias-correction procedure to
account for the effects of microstructure frictions based upon scaling the realized range
with the average level of the daily range. Whereas Christensen and Podolskij (2007)
emphasize the theoretical properties of realized range-based volatility in their paper,
Martens and Dijk (2007) focus on the empirical characteristics of realized range-based
volatility. To determine whether the theory that realized range-based volatility is a
better estimator of realized volatility is correct, they use both the S&P 500 Index
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Futures and the constituents of the S&P 100 Index. For the S&P 500 Index Futures
(which is the closest index in practice to the ideal situation of continuous trading and no
market frictions), they conclude that the (scaled) realized range-based volatility
improves significantly over the (scaled) realized volatility. For the constituents of the
S&P 100 Index, all the ingredients of market frictions are present (with bid-ask bounce,
discontinuous trading and large jumps) and thus the results are more mixed. However,
realized range-based volatility still shows significant improvement on realized volatility
for the popular sampling frequencies of 5- and 30-minute intervals. The two papers on
realized range-based volatility detailed above explore both the theoretical and empirical
properties of the realized range-based volatility estimator. However, because realized
range-based volatility is very important but still not fully understood, it is imperative
that more efforts are devoted to exploring realized range-based volatility further, which
is necessarily one of the key motivations behind this very thesis.
Chou, Chou and Liu (2008) also provide a comprehensive survey of range-based
volatility models. This review includes the important development of range volatility, a
variety of range definitions and range-based volatility models (both univariate and
multivariate). The concept and properties of the high-frequency realized range-based
volatility model are also discussed, as are some possible applications for the range-
based volatility model.
2.2.6 Summary of literature on volatility models
This section reviews existing literature on volatility by grouping volatility models into
the following five categories: ARCHES class models; stochastic volatility models;
realized volatility models; range-based volatility models; and realized range-based
volatility models. The review of the ARCH class of models includes a brief review of
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the ARCH, GARCH, IGARCH, FIGARCH, and EGARCH models, as well as a
mention of the TGARCH and GJR GARCH models. The review is briefer on the
subject of stochastic volatility models, with only an introduction of the concept and
some basic details of the most popular models involved. For realized volatility models,
a number of influential papers are reviewed (including ABDL (2001, 2003), Barndoff-
Nielsen and Shephard (2002)), while other papers discussing the various properties of
realized volatility are also mentioned. For range-based volatility, the review describes
the concept and development of range-based models and discusses key papers (with
Parkinson (1980) deemed the most important). Finally, for the category of realized
range-based volatility models, the concept of realized range-based volatility is explained
and the two important papers by Christensen and Podolskij (2007) and Martens and
Dijk (2007) are discussed in some detail.
2.3 Existing Literature on Volatility Spillover
Nearly all existing empirical studies on volatility spillover are based on the ARCH class
of models, which in itself can be divided into the two groups of “multivariate” and
“univariate” ARCH-based models. The multivariate group of ARCH-based models
measure volatility spillover by checking the significance of the model coefficients. The
second class of model, the univariate ARCH-based model, estimates the volatility of
each market by implementing one of the univariate ARCH class of models and then
adopting the Vector Autoregressive (VAR) model to examine the interaction of the
volatilities of different markets.
There has been a substantial increase in the number of studies investigating the inter-
market transmission of return and volatility since the stock market crash of 1987. The
study of volatility spillover is however implicitly incorporated in the research of market
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linkage, which mainly focuses on the correlation of two markets. The paper by King
and Wadhwani (1990) implicitly studies volatility spillover in the context of the
contagion effect, which refers to the notion that markets move more closely together
during a period of crisis.
The explicit investigation of volatility spillover was initiated by Engle, Ito and Lin
(1990), who tested the two hypotheses of meteor showers and heat waves. The heat
wave hypothesis proposed that volatility only had the specific autocorrelation of its own
market, while the meteor shower hypothesis proposed that volatility spillover existed
from one market to another. The intraday yen/dollar exchange rate from October 1985
to September 1986 was chosen as the data sample (however, the intraday data used then
is a far cry from the high-frequency volatility concept that has gained massive attention
more recently). The yen/dollar exchange market was divided into four non-overlapping
market segments, and a multiple GARCH model was used to model the hourly volatility
in each market segment. The empirical evidence strongly rejected the heat wave
hypothesis, instead supporting the phenomenon of volatility spillover.
Hamao, Masulis and Ng (1990) studied the short-run interdependence of prices and
price volatility across the three major international stock markets in New York, London
and Tokyo. Although their research is based on a univariate MA-GARCH-M model,
added to this model are the conditional variances of the other two markets (i.e., the
markets that may or may not be influencing the third market) for which the coefficients
are an indication of volatility spillover. However, Hamao, Masulis and Ng (1990) do
not explicitly estimate a multivariate ARCH class of model given that their research was
conducted before the introduction of multivariate GARCH. Lin and Ito (1994)
investigated volatility spillover between the US and Japanese stock markets by dividing
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daily return into daytime and night returns. They reported that the daytime return and
volatility of one market was correlated with the overnight return and volatility of the
other market, which obviously implies volatility spillover.
Chan, Chan and Karolyi (1991) use a bivariate GARCH model to explore the volatility
linkage between the S&P 500 Cash Index and S&P 500 Index Futures markets. The
empirical results show strong inter-market volatility spillover based on data from
August 1984 to December 1989. Koutmos and Booth (1995) investigate the price and
volatility transmission across the New York, Tokyo and London stock markets by using
a multivariate EGARCH model. After fully taking into account the potential
asymmetric impact of good and bad news, they found extensive and reciprocal volatility
transmission—from New York to London and Tokyo; from London to New York and
Tokyo; and from Tokyo to London and New York. They also reported that
interdependence among the markets became more pronounced after the crash of 1987.
Kroner (1995) shares similar views to the previous research on the multivariate ARCH-
based models. Although he observes evidence of price volatility spillovers from New
York to Tokyo, London to Tokyo, and New York to London, no price volatility spillover
was found in other directions for the pre-October 1987 period. Kanas (1998) examines
the volatility spillover issue across London, Frankfurt and Paris—Europe’s three largest
equity markets, using a bivariate EGARCH model for each market pairing. Kanas
reported that during the period from January 1984 to December 1993, reciprocal
spillovers existed between London and Paris and between Paris and Frankfurt, while
unidirectional spillovers existed from London to Frankfurt. He also found that the crash
in October 1987 increased spillover intensity across these markets.
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Wei, Liu, Yang and Chuang (1995) investigated the issue of volatility and return
spillover across three developed equity markets (New York, Tokyo and London) and
two emerging markets (Hong Kong and Taiwan). Their methodology comprised two
main steps. Firstly, a MA(1)-GARCH(1,1)-M model was chosen to formulate the return
and volatility of each market, with this model distinguishing itself from the normal
GARCH model by including the conditional variance item in the mean process. Next,
the returns and squared residuals from the “other” markets (i.e., the markets that may or
not be influencing the market in question) were inserted into the same model to check
for spillover effects. Two particularly interesting findings were reported. First, the
Tokyo market was found to have less influence than New York on the emerging
markets; and second, the Taiwanese market was more sensitive to the developed
markets than Hong Kong was—even though the Taiwanese market is not considered to
be as open as the Hong Kong market.
Tse and Booth (1996) apply a bivariate EGARCH model that allows for the asymmetric
volatility influence of interest rate differences (the TED spread), as well as that of the
domestic market to analyse the volatility spillover between US and Eurodollar interest
rates markets. Their results showed that the change in the TED spread is the driving
force of the volatility process.
Leachman and Francis (1996) investigate volatility dynamics and transmission among
G7 countries. Their methodology consisted of two main steps—first estimating the
volatility of each country through a univariate GARCH model, and then applying a
VAR system on these volatilities to explore the structure and timing of the transmission
of volatility. The empirical results, which were based on the equity indices of G7
countries from the period April 1973 to May 1993, showed that a substantial level of
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interaction (albeit asymmetric) of return volatility among different equity markets was
present. The volatility of the US, UK and German markets were found to be highly
related, with Japan, Italy and France displaying relative isolation. Tay and Zhu (2000)
also used a similar methodology to investigate the return and volatility dynamics and
transmission in Pacific Rim stock markets, including Hong Kong, Singapore, South
Korea, Taiwan, Japan and the US. The main difference between the methodology of
Tay and Zhu (2000) to that of Leachman and Francis (1996) and most other similar
papers is that the input volatility of an individual country into the VAR model is
estimated through a multivariate rather than univariate GARCH.
Bekaert and Harvey (1997) developed a model to examine how emerging market
volatility is influenced by world and local market factors. First, a GARCH model was
used to formulate world market volatility (in which the world market return is expressed
as a measurable function including both exogenous and endogenous variables, plus a
world return shock). Second, the local return is then expressed as three parts: the
contribution from the local information set, the contribution from the world information
set, and finally the local return shock. Finally, the local return shock was modelled to
be driven by both world return and local shocks. In this way, local market volatility
could be factored into the two separate parts of world market volatility and local shock.
Based on data from 20 emerging markets, it was found that capital market liberalization
increased correlation between local market returns and world market returns, but that
local volatility was not driven by world markets. The key advantage of this model lies
in its ability to quantify the amount of volatility spillover from one market to another.
Ng (2000) adopts a similar model for studying volatility spillover from Japan, as well as
from the US to Pacific-Basin countries, while allowing for three sources of shocks:
50
local, regional and world. A bivariate GARCH model is posited for the joint process
governing the returns of the Tokyo Stock Exchange and S&P 500 indices, which
represent a regional market and a global market, respectively. Unlike the Bekaert and
Harvey (1997) model, the mean return is expressed as a VAR process without any
exogenous variables included. After obtaining the return shocks of the Japanese and US
markets, these are subsequently used to explain the return shocks of the other individual
markets, including local shocks. In this way, any local market volatility is factored into
volatility from shocks at the regional market, global market and local market level.
Based on weekly data from six local markets, Ng (2000) found that, in addition to
impact from world factors, volatility spillovers from the region to many of the Pacific-
Basin countries were also present.
Using both the bivariate EGARCH and VAR models, Tse (1999) examines the issue of
volatility spillover in the Dow Jones Industrial Average (DJIA) index and futures
markets. Unlike most other associated papers (which formulate each volatility item in
the VAR model by using an ARCH-based model), Tse (1999) treats the adjusted
residuals from the Vector Error Correction Model (VECM) as the endogenous volatility
in the VAR model. Based on the bivariate EGARCH model, significant bidirectional
volatility spillover was found, with the futures market spillover to the stock market
stronger than vice versa. Although the VAR model gave similar results, evidence from
the VAR model was not as convincing as that from the bivariate EGARCH (with one of
the potential problems being that there are too many parameters to be estimated, with 15
lags for each item).
Kearney and Patton (2000) examine the exchange rate volatility transmission in the
European Monetary System through a series of 3-, 4-, and 5-variable multivariate
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GARCH models. Based on daily data, the conclusion of the existence of volatility
spillover varies significantly according to different specifications. Based on weekly data,
no evidence of volatility transmission was found. The results indicate the importance in
multivariate GARCH modelling for checking the robustness of model specifications and
the selection of data frequency.
Baele (2005) investigates volatility spillover in European equity markets, focusing on
how the spillover effects change over time (rather than simply testing for the existence
of volatility spillover). A regime-switching volatility spillover model was developed to
capture the change of spillover density, with weekly data from January 1980 to August
2001 of two regional markets (aggregate European market and the US market) and 13
local European equity markets being used. Baele (2005) concluded that both EU and US
spillover intensity increased substantially over the 1980s and 1990s, with the rise in EU
spillover being more pronounced. The spillover was found to have increased most
strongly in the second half of the 1980s and first half of the 1990s, which was duly
attributed to trade integration, equity market development and low inflation.
Hassan and Malik (2007) employ a multivariate GARCH model to simultaneously
estimate the mean and conditional variances, using daily returns among different US
sector indices from January 01, 1992 to June 06, 2005 and showing significant
transmission of shocks and volatility among different sectors. In (2007) examines
volatility spillovers across three major international swap markets in the US, Japan and
UK by applying a multivariate VAR-EGARCH model. In principle, this research still
falls into the category of univariate models, as the VAR was used to model the spillover
effect of the swap spread, with the multivariate EGARCH only being used for swap
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spread volatility. Reciprocal spillovers between the Japanese and UK swap markets
were also found to be detected.
Cheong, Nor and Isa (2007) investigate the volatility spillover between eight major
sectorial indices in the Malaysian stock market, with their data consisting of the daily
prices of eight multi-sector indices of the Malaysian and S&P 500 composite index in
the US between 1999 and 2006. An asymmetric long memory GARCH model was
applied to obtain the time-varying heteroscedastic volatility, after which a VAR model
was used to study the dynamic relationships between volatilities across the various
sectors. The evidence of uni/bi-directional volatility spillover was found among the
multi-sectors, as well as between the S&P 500 Index and the multi-sectors. Karolyi
(1995) examined the return and volatility transmission of stocks traded on the Toronto
Stock Exchange (TSE) and the NYSE using data from daily S&P 500 and TSE300
indices from the period April 1981 to December 1989. Karolyi (1995) studied volatility
spillover in the context of exploring return transmission, adopting a bivariate GARCH
model. The paper concluded that the inference of the return transmission depends
significantly on how the cross-market dynamics of conditional volatility of respective
markets are modelled, as well as on how the cross-market transmission of returns and
volatilities change over time. Francis, Hasan and Hunter (2006) adopt a trivariate GJR-
GARCH(1,1) model to estimate the mean and volatility spillovers between the US and
foreign stock markets (Canada, Germany, Japan and UK) and also the bilateral
exchange rate between these two countries. They estimate the mean and volatility
spillovers between several groupings of financial markets with each group containing
the US equity market, a foreign equity market and the corresponding exchange rates as
dependent variables. Weekly data from January 1994 to December 2001 is used to find
strong and bidirectional relationships between the equity and currency markets for both
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the mean and volatility, with volatility spillover much stronger. The authors also point
out that the currency order flow is the economic mechanism of information transmission.
Ozun (2007) investigates the volatility transmission from US interest rates to stock
markets, using the daily interest rate values of ten-year US Treasury Bills and 14 equity
indices from January 2001 to July 2006. The univariate GARCH (1, 1) model is used to
obtain the volatilities of US interest rates and equity indices. The volatility of US
interest rates is then regressed against the volatility of each stock index to see whether
the volatility of US interest rates has any explanatory power over the volatility of the
stock index. The findings vary between sub-economy groups, with equity markets in the
eurozone and the US showing a strong interest rate effect, while emerging markets were
only shown to be affected by the volatility of US interest rates at a very low level.
Christiansen (2007) explores the issue of volatility spillover from the US and aggregate
European bond markets to individual European bond markets. Weekly data from
January 1988 to November 2002 is used in the three-step procedure to estimate the
spillover effect. Firstly, a univariate AR-GARCH model is used to model the US return.
Then, an extended univariate AR-GARCH is estimated for the aggregated European
return, in which the US residual from the first step estimation is included as an
explanatory variable. Finally, a similar extended univarite AR-GARCH is estimated for
each individual European country, in which both the US residual and aggregate
European residual from the first two steps are included as explanatory variables. The
argument of this methodology is that if the residual of a certain market (the US market,
for example) is estimated from GARCH to have any explanatory power over the mean
return of another market (the aggregated European market, for example), then the
conclusion can be drawn that there is volatility spillover from one market to another
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(from the US market to the aggregated European market in this example). Based on this
methodology, strong statistical evidence of volatility spillover was found to stem from
the US and aggregate European bond markets, with the latter proving stronger. This
methodology, as well as that of Ozun (2007), provides some insight into studying
volatility spillover from the perspective of explanatory power, instead of directly
checking the insignificance of the coefficients of cross volatility items.
Amin and Imam (2008) examine volatility spillover among G7 countries from July
1993 to January 2004 with the multivariate EGARCH model. Significant volatility
spillover was found to exist from the US market to other developed countries. There is
also evidence of strong regional volatility dependencies across the major European
markets. However, the volatility of the Japanese market was not found to be at all
influenced by other G7 countries.
This section provides a review of existing literature on the subject of volatility spillover.
In order to emphasise the innovations introduced by this thesis, sources are sorted
according to the type of methodology employed. Literature in this area is broadly
divided into the two groups of “multivariate” and “univariate” ARCH-based methods.
Papers based on the multivariate ARCH measure volatility spillover by checking the
significance of the model coefficients, while the second category of literature uses the
univariate ARCH-based model to estimate the volatility of each market (this is achieved
by first implementing a univariate ARCH model and then adopting the Vector
Autoregressive (VAR) model to examine the interaction of the volatilities of different
markets).
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2.4 Summary of literature review
This chapter will conduct a review of existing literature relevant to the first two research
topics of this thesis—namely volatility measurement and volatility spillover. The
chapter consists of three sections: an introduction, a review of literature for volatility
measurement, and finally a review of literature for volatility spillover. The literature
review for volatility models concentrates on the following five categories of model:
ARCH-class models; stochastic volatility models; realized volatility models; range-
based volatility models; and realized range-based volatility models. The literature
review for volatility spillover is arranged according to the type of methodology used.
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Chapter Three: Data and Methodology
3.1 Data
This chapter will discuss the data used to study the first two issues of this thesis,
including the relevant information on market background, time horizon, data frequency
and simple preliminary analysis. It will also be explained why data in some markets has
been ignored and what influence this is likely to have on the research questions in this
thesis.
The data utilized in here is taken from three markets: the S&P 500 Index, SPDR S&P
500 ETF and S&P 500 Index Futures markets. All original data has been purchased
from Tick Data and is comprised as follows:
 5-minute price data from 9:35 to 16:00 EST for the S&P 500 Index
 5-minute price data from 9:30 to 16:15 EST for SPDR S&P 500 ETF
 Near round-the-clock 5-minute price data for S&P 500 Index Futures
All price data is taken from July 01, 1998 to March 30, 2007 and includes closing prices
and highest and lowest prices within five minute intervals.
In order to conduct an empirical study of high-frequency volatility models, high
liquidity is essential. The S&P 500 Index markets are some of the most liquid markets.
This makes these markets optimum candidates for our study, with some authors also
using them for high-frequency volatility research (e.g., Ohanissian et al. (2004) and
Martens and Dijk (2007). In perfect market conditions, both realized range-based
volatility and realized volatility converge to notional volatility as the frequency reaches
infinity, thus meaning that the higher the frequency the better. However, with the
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presence of microstructure noise, a balance must be achieved between the benefit of
having more information and the cost of noise contamination caused by higher
frequency data. The choice of best frequency is more of an empirical test than a
theoretical formula. In most literature on this subject, 5- and 30-minute frequencies are
the preferred choice (e.g., ABDL (2003) and Martens and Dijk (2007)).
For reasons of consistency, the same time range is used from 9:35 to 16:00 EST in all
three markets, ignoring extra data outside this time range. In the case that a data item is
missing for any of the three markets, the equivalent data item in the other markets will
likewise be dispensed with. For any item of data that is missing for a day, the previous
price has been used in its place. There are 78 5-minute closing prices, 78 highest prices
and 78 lowest prices within 5-minute interval. The data has also been converted into 30-
minute data in order to construct volatility based on 30-minute data. For the logarithmic
return, every six 5-minute logarithmic returns are summed up to calculate the 30-minute
logarithmic return. For the logarithmic range return, firstly the highest and lowest prices
within the 30-minute interval are chosen by comparing the highest and lowest prices
within 5-minute intervals. Next, the 30-minute logarithmic range return is calculated by
taking the difference of the highest and lowest logarithmic price within the 30-minute
interval.
3.1.1 Data from the S&P 500 Index
The S&P 500 is a capitalization-weighted index, published since 1957 by Standard &
Poor’s. The S&P 500 index is composed of 500 selected stocks (all of which are listed
on the NYSE or NASDAQ) and the index spans over 24 separate industry groups. It is
widely regarded as the best single gauge of the US equities market, representing
approximately two-thirds of the total market value of all domestic common stocks. The
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index takes into account stock splits, share issuance, dividends, mergers and other
corporate actions that might affect the value of the index. To prevent the value of the
index from changing as a result of such actions, a divisor adjustment is required. In this
sense, when a constituent stock is replaced by another stock, the divisor needs to be
adjusted in such a way that the value of the index remains constant. However, this is
only a measure of market activity rather than a product, which means that it cannot be
traded directly.
The S&P 500 Index market data used in this thesis is 5-minute price data from 9:35 to
16:00 EST, taken from July 01, 1998 to March 30, 2007 and includes closing prices and
highest and lowest prices within five minute intervals. There are 78 closing prices, 78
highest and 78 lowest prices. This means that 77 normal logarithmic returns are used,
which are equal to the logarithm of the current 5-minute price minus the logarithm of
previous 5-minute price. In the same vein, the 78 logarithmic range returns are equal to
the logarithm of the highest price minus the logarithm of the lowest price within a 5-
minute interval. The 77 logarithmic returns are used to calculate the daily realized
volatility, while the daily realized range-based volatility is computed by 77 logarithmic
range returns. For reasons of consistency, the first logarithmic range return of each day
is ignored.
3.1.2 Data from the SPDR S&P 500 ETF
The Standard & Poor’s Depository Receipts (or “SPDRs”) is the first and biggest US-
based exchange-traded fund which represents ownership in the SPDR Trust. It was
issued by State Street Global Advisors on January 29, 1993 and is now known as the
SPDR S&P 500 ETF. The fund tracks the performance of the S&P 500 Index. The
SPDR S&P 500 ETF is traded on the American Stock Exchange (AMEX) from 9:30 to
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16:15 EST. The SPDR S&P 500 ETF market data used for this thesis is 5-minute price
data from 9:35 to 16:00 EST, taken from July 01, 1998 to March 30, 2007 and includes
closing prices and highest and lowest prices within 5-minute intervals. Although the
trading hours of SPDR S&P 500 ETF are longer than the S&P 500 Index, only data
from the 9:35 to 16:00 EST time range is used. Again, 77 logarithmic returns are used
to calculate daily realized volatility, while 77 logarithmic range returns are used to
calculate the daily realized range-based volatility. Although this action will slightly
underestimate the volatility (with 4 out of 81 logarithmic returns and 5 out of 82
logarithmic range returns ignored) the impact of this on real-life application is trivial.
3.1.3 Data from the S&P 500 Index Futures
The S&P 500 Index Futures contract is the largest equity futures contract in the world,
introduced by the Chicago Mercantile Exchange (CME) in 1982. It now represents
roughly 90% of all US stock index futures trading and provides investors with an easy
and effective way to invest in an extremely well diversified portfolio of stocks, or
alternatively to hedge their own positions against market risk. The value of the S&P 500
Index Futures contract is calculated by multiplying the futures price by US$250, with a
minimum fluctuation of US$25. There are eight contract months in the March Quarterly
Cycle (March, June, September and December). The nearest month has the most
liquidity, and its price is normally taken as the price of the S&P 500 Index Futures
contract. On the rollover date, the lead month is taken off the screen and the deferred
month becomes the new lead month.8 One thing that is worth pointing out here is that
the futures’ rollover will not have a significant impact on the volatility modelling in this
thesis. When rollover occurs, one futures contract is immediately replaced by another
8 The rollover date is typically eight days prior to the last trade date for open outcry.
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and a price jump will necessarily occur. However, since both realized volatility and
realized range-based volatility are computed by intraday high frequency data, this
overnight price jump will not influence the volatility calculations in this thesis. Since
the replaced contract and new contract both trace the fluctuation of the underlying asset,
the impact of the replacement should be insignificant.
S&P 500 Index Futures trade virtually around the clock, with floor trading on the
Chicago Mercantile Exchange (CME) from 9:30 to 16:15 EST, and electronic trading
on GLOBEX almost 24 hours a day (apart from Friday evening to Sunday evening). As
discussed previously, all the three markets adopt the same time range of 9:35 to 16:00
EST, which means that approximately two thirds of the data from the S&P 500 Index
Futures market is ignored. However, this will not have any impact on calculations in
this thesis, as the data is being used to explore the two factors of volatility measurement
and volatility spillover. For volatility measurement, the aim is to assess which one of
the two volatility measurements (realized volatility and realized range-based volatility)
is optimal. Since almost the same amount of logarithmic returns and logarithmic range
returns are ignored, the impact of data ignorance on the first issue is not direct and
therefore insignificant.9 For volatility spillover, the aim is to explore volatility spillover
among these three markets. It was necessary to select market information from the
same time range for all three markets in order to study the interaction between the
markets. Ignoring the data will therefore not influence volatility spillover activity
among the markets.
9 There is one more range return ignored than for the normal return.
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3.1.4 Preliminary statistics for daily logarithmic returns and daily logarithmic
range returns
The statistics in tables 3.1 and 3.2 summarize the distributions of the daily logarithmic
range returns, which are equal to the logarithm of the highest price minus the logarithm
of the lowest price within the day, and the logarithmic return, respectively. The daily
logarithmic return is calculated as the logarithm of the price at 16:00 EST minus the
logarithm of the price at 9:35 EST, rather than through the usual way of using the




Preliminary statistics for daily log range returns
This table presents some preliminary statistics for the daily logarithmic range returns of the
S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures markets. The data is taken
from July 02, 1998 to March 30, 2007, and the daily logarithmic range return is defined as the
logarithm of the ratio of the highest and lowest daily prices. The skewness of a random variable




൨. The skewness of a variable that
follows normal distribution is zero. The kurtosis of a random variable is the fourth standardized




൨. The kurtosis of a variable that follows normal distribution is
three. The Jarque-Bera test is a goodness-of-fit measure of departure from normality, and is a
joint test of the skewness and the excess kurtosis both being 0. Rejection of a test implies the
non-normality of a variable, and such a rejection is marked by the symbol **.




Mean 0.0140 0.0150 0.0140
Standard deviation 0.0084 0.0089 0.0086
Minimum 0.0025 0.0027 0.0003
Maximum 0.0848 0.0910 0.0896
Skewness 2.0392 2.2381 2.1782
Kurtosis 10.8819 13.554 12.6288
Jarque-Bera statistic 7219.48** 12047.1** 10238.4**
Normality test 1184.1** 1125.2** 1160.3**
No. of observations 2200 2200 2200
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Table 3.2
Preliminary statistics for daily log returns
This table presents some preliminary statistics for the daily logarithmic returns of the S&P 500
Index, SPDR S&P 500 ETF and S&P 500 Index Futures markets. The data is taken from July 02,
1998 to March 30, 2007, and the daily logarithmic return is defined as the logarithm of the ratio
between the daily closing and opening prices. Rejection of a test is marked by the symbol **.




Mean -0.00016 -0.00029 -0.00018
Standard Deviation 0.01018 0.01016 0.01013
Minimum -0.07079 -0.07791 -0.07891
Maximum 0.07333 0.08035 0.07999
Skewness 0.01549 -0.0108601 -0.03837
Kurtosis 6.823 8.09263 8.08025
Normality test 1160.3** 929.97** 925.84**
Jarque-Bera statistic 1339.83** 2377.41** 2366.36**
No. of observations 2200 2200 2200
The statistics above show that none of the return series follow the normal distribution.
The daily log range returns are both negatively skewed and strongly leptokurtic, and the
daily log returns are centred at zero but also leptokurtic. These characters can be
visualised by Figure 3.1.
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Figure 3.1
Kernel density and histogram density of log returns and log range returns
This figure shows the histogram, and kernel density of the daily return and the logarithm of
return. In statistics, Kernel density estimation is a non-parametric way of estimating the
probability density function of a random variable. When given a set of data about a population
sample, kernel density estimation makes it possible to extrapolate the data of the entire
population. A histogram is a graphical display of tabular frequencies, shown as adjacent
rectangles. The area of each rectangle represents the frequency of the interval. The height of a
rectangle is equal to the frequency density of the interval, and the shape of the graph is more
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3.2 Volatility Models
This section introduces the models that are used in this thesis to study volatility
measurement and volatility spillover. First, the definition and properties of realized
volatility and realized range-based volatility will be given, as these two volatility
models are not only central to volatility measurement in this thesis, but are also applied
to explore volatility spillover. Second, it will be explained how the Autoregressive (AR)
and Vector Autoregressive (VAR) models are applied—with and without long
memory—to forecast realized volatility and realized range-based volatility. Finally,
there is a short explanation of the evaluation methods used for volatility forecasting and
volatility spillover.
3.2.1 Price process and two volatility measurement models
In this section, similar notation is adopted to that used by Andersen et al. in their 2002
PIER working paper. The ݌(ݐ) is taken as given as a logarithmic price process defined
on a complete probability space (Ω,ℱ, P). The price process evolves in continuous time
over the interval[0,ܶ]. The return over the time interval [ݐ− ℎ,ݐ] is then:
ݎ(ݐ,ℎ) = ݌(ݐ) − ݌(ݐ− ℎ), 0 ≤ ℎ ≤ ݐ≤ ܶ. (3.1)
While the cumulative return up to time ݐis expressed as:
ݎ(ݐ) = ݎ(ݐ,ݐ) = ݌(ݐ) − ݌(0), 0 ≤ ݐ≤ .ܶ (3.2)
A simple relation between the period-by-period and cumulative return is implied by the
two definitions above, as:
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ݎ(ݐ,ℎ) = ݎ(ݐ) − ݎ(ݐ− ℎ), 0 ≤ ℎ ≤ ݐ≤ .ܶ (3.3)
The jumps in the cumulative price and return process are:
△ ݎ(ݐ) = ݎ(ݐ+) − ݎ(ݐ−), 0 ≤ ݐ≤ ,ܶ (3.4)
where ݎ(ݐ−) = limఛ→௧,ఛழ௧ݎ( )߬ is the left limit of the price process at time ݐ and
ݎ(ݐ+) = limఛ→௧,ఛவ௧ݎ( )߬ is the right limit of the price process at time ݐ. For the right-
continuous, left-limit (càdlàg) version of the process, for which ݎ(ݐ) = ݎ(ݐ+) is almost
sure:
△ ݎ(ݐ) = ݎ(ݐ) − ݎ(ݐ−), 0 ≤ ݐ≤ .ܶ (3.5)
For the left-continuous, right-limit (càglàg) version of the process, for which ݎ(ݐ) =
ݎ(ݐ−) is almost sure:
△ ݎ(ݐ) = ݎ(ݐ+) − ݎ(ݐ). (3.6)
At the continuity points, △ ݎ(ݐ) = 0. For a process with at most a countably infinite
number of jumps, the probability of jump occurrence is zero, ݌(△ ݎ(ݐ) ≠ 0) = 0 .
However, the zero probability does not necessarily imply that the jumps are rare, which
is consistent with there being countably infinite jumps over any discrete interval. A
process without infinite jumps is referred to as a regular process.
Most current research on volatility is based on the basic assumptions of no arbitrage
opportunity and finite expected return. Within the frictionless environment, this means
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that a regular arbitrage-free logarithmic price process can be decomposed into a
predictable finite variation mean process and a local martingale process (innovation) as
follows:
ݎ(ݐ) = ߤ(ݐ) + ܯ (ݐ) = ߤ(ݐ) + ܯ ௖(ݐ) + ܯ ௃(ݐ), (3.7)
where ߤ(ݐ) is the predictable finite variation mean process.10 This is normally in a less
magnitude order than the local martingale process ܯ (ݐ) , which can be further
decomposed into a continuous finite variation martingale ܯ ௖(ݐ) and a jump martingale.
All of these components are assumed to have zero original value. The expected returns
over [ݐ− ℎ,ݐ] can be expressed as (expectation of martingale process is zero):
ܧ[ݎ(ݐ,ℎ)|ℱ௧ି ௛] = ܧ[ߤ(ݐ,ℎ)|ℱ௧ି ௛], 0 ≤ ℎ ≤ ݐ≤ .ܶ (3.8)
While the return innovation (actual return minus expected return) takes the form:
ݎ(ݐ,ℎ) − ܧ[ݎ(ݐ,ℎ)|ℱ௧ି ௛] = (ߤ(ݐ,ℎ) − ܧ[ݎ(ݐ,ℎ)|ℱ௧ି ௛]) + ܯ (ݐ,ℎ). (3.9)
The first item on the right-hand side represents the contribution to the return innovation
of the mean process. If the mean process is predetermined, it is referred to as ℱ௧ି ௛,
which means that the first item on the right hand side is zero and the return innovation is
caused completely by the local martingale ܯ (ݐ, ℎ) ≡ ܯ (ݐ) − ܯ (ݐ− ℎ). However, this
is not always the case. Although the mean process is predictable, it may also evolve
stochastically over the interval[ݐ− ℎ,ݐ], in which case the return innovation is derived
from two components: the shift in mean process and the local martingale. Generally, the
10 The proof of this conclusion can be found in Davidson (2000) .
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local martingale is the dominant contributor to the innovation over a short interval. The
expected volatility over [ݐ− ℎ,ݐ], 0 < ℎ ≤ ݐ≤ ܶ is defined by:
ߪଶ(ݐ,ℎ) = ܧ[{ݎ(ݐ,ℎ) − ܧ(ߤ(ݐ,ℎ)|ℱ௧ି ௛)}ଶ|ℱ௧ି ௛] =
ܧ[{ݎ(ݐ,ℎ) − ܧ(ݎ(ݐ,ℎ)|ℱ௧ି ௛)}ଶ|ℱ௧ି ௛]. (3.10)
If the ߤ(ݐ,ℎ) process is measurable with respect to ℱ௧ି ௛, then, according to Equation
3.9:
ܧ[{ݎ(ݐ,ℎ) − ܧ(ݎ(ݐ,ℎ)|ℱ௧ି ௛)}ଶ|ℱ௧ି ௛] = ܧ[ܯ (ݐ,ℎ)ଶ] = ܧ[[ܯ ,ܯ ]௧− [ܯ ,ܯ ]௧ି ௛].
(3.11)
The second equation is guaranteed by the property of the quadratic variation. The
notional volatility over [ݐ− ℎ,ݐ], 0 < ℎ ≤ ݐ≤ ܶ is defined as:
ݒଶ(ݐ,ℎ) = [ܯ ,ܯ ]௧− [ܯ ,ܯ ]௧ି ௛ = [ܯ ௖,ܯ ௖]௧− [ܯ ௖,ܯ ௖]௧ି ௛ + ∑ △ ܯ ଶ௧ି ௛ழ௦ஸ௧ .
(3.12)
Therefore, the expected notional volatility coincides with the expected volatility if the
mean process is predetermined, measurable with respect to ℱ௧ି ௛. For a continuous-time
model, a natural volatility concept is provided by the expected instantaneous volatility,
measured as the instantaneous volatility strength at a certain point in time:
ߪ௧
ଶ = lim௛→଴[ܧ{([ܯ ௖,ܯ ௖]௧− [ܯ ௖,ܯ ௖]௧ି ௛) ℎ|ℱ௧ି ௛/ }]. (3.13)
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Equation 3.13 is the definition of instantaneous volatility at time t. The integrated
volatility over [ݐ− ℎ,ݐ] is defined as:
ℎ௧
ଶ = ∫ ߪ௧ଶ௧௧ି ௛ ݀ݐ. (3.14)
Realized volatility
The idea of using historical, ex-post sample variances computed from higher frequency
return data as lower frequency volatility measures has a long history in literature.
However, the theoretical foundation of realized volatility was not really formed until the
first few years of this century by a series of seminal papers (including those by
Andersen, Bollerslev, Diebold, and Labys, 2003; Barndoff-Nielsen and Shephard, 2004;
Meddahi, 2002; and Barndorff-Nielsen, 2001). The realized volatility over [ݐ− ℎ,ݐ], for0 < ℎ ≤ ݐ≤ ,ܶ is defined by:
ݎݒଶ(ݐ, ℎ; )݊ = ∑ ݎ(ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ )ଶ௜ୀଵ,…,௡ . (3.15)
If the number of observations over the fixed interval [ݐ− ℎ,ݐ] becomes infinite, the
realized volatility converges with the notional volatility ߭ଶ(ݐ,ℎ) ≡ [ܯ ,ܯ ]௧−[ܯ ,ܯ ]௧ି ௛ . Under circumstances where the mean of the process is predetermined
(measurable with respect to ℱ௧ି ௛) according to Equation 3.11, the notional volatility
coincides with the expected volatility, ߪଶ(ݐ,ℎ). In this case, the realized volatility is an
unbiased and consistent estimator of the expected volatility. The definition above is
based on a univariate case. Extending it to a multivariate situation with certain
constraints, it can be seen that the realized covariance matrix of asset returns (which
converges with their quadratic covariation matrix if the number of observations over the
fixed interval goes to infinite) is also an unbiased and consistent estimator of the
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expected covariance matrix. The realized covariance matrix over [ݐ− ℎ,ݐ] for 0 < ℎ ≤
ݐ≤ ܶ is defined by:
ܴܸଶ(ݐ,ℎ; )݊ = ∑ ݎ(ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ )௜ୀଵ,…,௡ ݎ(ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ )ᇱ ,
(3.16)
where ݎ(ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ ) is a (݇× 1) vector. If the number of observations over
the fixed interval [ݐ− ℎ,ݐ] becomes infinite, the realized covariance matrix converges
to the notional covariance matrix, which is the multivariate form of Equation 3.12.
Under circumstances where the mean of the process is predetermined, analogous to the
univariate case, the expected covariance matrix equal to the expected notional
covariance matrix is:
ܥ݋ݒ(ݎ(ݐ,ℎ)|ℱ௧ି ௛) = ܧ൫([ݎ,ݎ]௧− [ݎ,ݎ]௧ି ௛)|ℱ௧ି ௛൯, (3.17)
where ݎ(ݐ, ℎ) is a (݇× 1) vector of returns process of ݇ assets. The availability of the
covariance representation is one of the advantages that realized concept has over some
other volatility measurements. In this thesis, Equation 3.16 is used to compute the daily
realized variance, choosing data from both 5-minute and 30-minute intervals.11
Realized range-based volatility
Among the attempts of using high frequency to measure volatility is realized range-
based volatility, which was introduced as another type of measurement trying to
combine the advantages of both realized volatility and range-based volatility. Alizadeh,
Brandt and Diebold (2002) provide the conclusion that daily ranges are as accurate as
11 The variance is defined as the square of volatility. However, in this thesis volatility is sometimes used
to refer to variance. In those situations, either their difference is not important or the context is obvious.
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realized volatility based on two- or three-hour returns. On this basis, it could be
expected that hourly ranges, for example, would achieve the same accuracy of realized
volatility sampled at 5- or 10-minute intervals. This idea appears to be relatively new,
having first been proposed by Christensen and Podolskij (2007) and then also analysed
in Martens and Dijk (2007). The realized range-based volatility over [ݐ− ℎ,ݐ] , for0 < ℎ ≤ ݐ≤ ,ܶ is defined by:
ݎ߭ݎ ଶ(ݐ, ℎ; )݊ = ଵ
ସ௟௡ଶ
∑ (݈ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ )ଶ௜ୀଵ,…,௡ , (3.18)
where (݈ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ ) = ݏݑ݌{݌௞ − ݌௠ } with ݐ− ℎ + ൫(݅− 1)/݊൯∙ ℎ ≤,݇݉ ≤ ݐ− ℎ + ( /݅ )݊ ∙ ℎ is the range of interval (ݐ− ℎ + ( /݅ )݊ ∙ ℎ,ℎ ݊/ ). The 1/4݈݊ 2
is a scaling factor, making the realized range-based volatility an unbiased estimator of
the expected volatility under certain restrictions. In this thesis, Equation 3.18 is used to
compute the daily realized variance (the square of realized volatility), choosing data
from both 5- and 30-minute intervals.
3.2.2 AR and VAR models
As has already been discussed, realized volatility and realized range-based volatility are
measurement models, and therefore no future volatility can be directly implied from
these models. Therefore, after calculating the realized volatility and realized range-
based volatility using equations 3.15 and 3.18, the Autoregressive (AR) class of models
was adopted to forecast volatility. The forecasted volatility is then compared to the real
volatility proxy to see which forecasted volatility model is more accurate (measured by
a family of loss functions). Since the forecasting models are the same, it is possible to
conclude that one volatility measurement model is better than the other when the
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predicted volatility based on that measurement model is closer to the real volatility
proxy than that of the other measurement model. For example, if the predicted realized
range-based volatility is more accurate than the predicted realized volatility, this is
taken to mean that the realized range-based volatility is a better measurement model
than realized volatility, and vice versa.
For volatility spillover, the aim is to assess whether the volatility forecast from the
Vector Autoregressive (VAR) model is more accurate than that from the univariate AR
model. If this is indeed the case, it can be concluded that there is economically
significant volatility spillover. However, if this is not the case, it can be concluded that
there is no evidence of economically significant volatility spillover. The case of
forecasting the future volatility of the SPDR S&P 500 ETF can be taken as an example.
In this case, if the predicted volatility from the VAR model based on both the SPDR
S&P 500 ETF and S&P 500 indices is better than the predicted volatility from an AR
model based only on the SPDR S&P 500 ETF market, it will be concluded that there is
economically significant volatility spillover from the S&P 500 Index to the SPDR S&P
500 ETF market. The same principle applies to all other similar situations.
The Autoregressive (AR) model
The general univariate ܣܴ(݌) process is:
ݕ௧ = ߙ+ ߶ଵݕ௧ି ଵ + ߶ଶݕ௧ି ଶ + ⋯ + ߶௣ݕ௧ି ௣ + ߝ௧, (3.19)
where ߝ௧ is a white noise process with ܸܽݎ[ߝ௧] = ߪଶ. Using the lag operator, Equation
3.19 can be written as:
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߶(ܮ)ݕ௧ = ߙ+ ߝ௧, (3.20)
where ߶(ܮ) = (1 − ߶ଵܮ− ߶ଶܮଶ − ⋯ − ߶ଶܮ௣). Factorizing ߶(ܮ) as:
߶(ܮ) = (1 − ߣଵܮ)(1− ߣଶܮ) …൫1 − ߣ௣ܮ൯, (3.21)
then the stationary condition for the ܣܴ(݌) is that all |ߣ௜| < 1. An equivalent way of
expressing this condition is that all the roots of the characteristic equation:
1 − ߶ଵݖ− ߶ଶݖଶ − ⋯ − ߶ଶݖ௣ = (1 − ߣଵݖ)(1 − ߣଶݖ) …൫1 − ߣ௣ݖ൯
(3.22)
are greater than 1 in absolute values. Taking the expectations of both sides of Equation
3.19 and assuming stationarity gives:
ܧ[ݕ௧] = ߙ+ ߶ଵܧ[ݕ௧ି ଵ] + ߶ଶܧ[ݕ௧ି ଶ] + ⋯ + ߶௣ܧ ൣݕ௧ି ௣൧=
ߙ+ ߶ଵߤ+ ⋯ + ߶௣ߤ,
(3.23)




The autocorrelation between ݕ௧ and ݕ௧ି ௝ of the ܣܴ(݌) process can be obtained as:
ߩ௝ = ߶ଵߩ௝ି ଵ + ߶ଶߩ௝ି ଶ + ⋯ + ߶௣ߩ௝ି ௣, (3.25)
which can be rewritten in lag operator form as:
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൫1 − ߶ଵܮ− ߶ଶܮଶ − ⋯ − ߶ଶܮ௝൯ߩ௝ = 0. (3.26)
A plot of the autocorrelation function of a stationary ܣܴ(݌) process would show a
mixture of damping sine and cosine patterns and would decay exponentially depending
on the nature of its characteristic roots.
The order ݌ of an ܣܴ time series is unknown and has to be specified empirically. Two
general approaches are available for determining the value of order ݌ . The first
approach is to use the partial autocorrelation function (PACF), and the second approach
uses some information criterion functions. The PACF of a time series is a function of its
autocorrelation (ACF) with the linear dependency removed. For a stationary ܣܴ(݌)
model, it can be shown that, in the sample PACF, the ݌th coefficient converges to a
non-zero true value as sample size T goes to infinity with kth (k > ݌) coefficients
converging to zero. According to this property, the value of ݌was chosen as the last
number of the coefficient that is significantly different from zero (for example, if the
first, second and third coefficient is significantly different from zero, and the kth (k > 3)
coefficient is zero, then the chosen order ݌ should be three). There are also several
information criteria available to determine the order of an ܣܴ model. The well-known
Akaike Information Criterion (AIC) consists of two items, with the first item measuring
the goodness of fit and the second item penalizing a candidate model by the number of
parameters used. The selection criterion for AIC is to choose the order ݌ with the
minimum AIC. Another commonly-used criterion function is the Bayesian information
criterion (BIC), which also selects the order ݌ with the minimum BIC. Different
selection criteria tend to select different order values, and there is no evidence of one
method outperforming another.
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In this thesis, the order value has been arbitrarily chosen as five, following the
influential paper by Andersen, Bollerslev, Diebold and Labys (“ABDL”) (2003). This is
a reasonable choice for two reasons. Firstly, the AR model is simply an auxiliary model
for testing the robustness of the research in this thesis. The main model is the long
memory AR model, which uses historical information from further back in time. The
second reason is that, even if the methods described above were used, these would still
lead to different values for which there would not be any way of telling which one is the
better.
There are two popular methods of estimating a specified AR(p) model—namely the
least-squares method and maximum likelihood method. For the least-squares method,
based on the first p observation and the AR(p) model, there can be a series of fitted
values and associated residuals. By minimizing the sum of the squared residuals, it is
possible to estimate the p coefficients and associated statistics. For the maximum
likelihood method, the Kalman filter is normally used to compute the logarithm of
likelihood. The parameters can be estimated by maximizing the logarithm of the
likelihood function. In this thesis, the maximum likelihood method is used to estimate
the parameters. It is a standard estimation method which has been incorporated in most
statistical packages. A statistical software called TSM12 by James Davidson is used in
this thesis.
After estimating parameters, the fitted model should be examined carefully to check for
possible model inadequacies. If the model is adequate, the residual series should be a
white noise process, which implies that there is no autocorrelation of the first and
12 It is also called Time Series Modelling. The version used by this thesis is 4.20. It can be found on
Davidson’s personal page: http://people.exeter.ac.uk/jehd201/.
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second momentum of the residual series. The autocorrelation function (ACF) and
Ljung-Box statistics of the residual series can be used to check whether it is close to a
white noise process. A statistic called “R-square” is commonly used to measure the
goodness of fit of the AR(p) model. This is defined as one minus the ratio of the
residual sum of squares over the total sum of squares. A high R-square implies a good
fit model.
The Vector Autoregressive (VAR) model
The ܸܣܴ(݌)model will now be considered:
y୲= μ + Φଵy୲ି ଵ + Φଶy୲ି ଶ + ⋯ + Φ୮y୲ି ୮ + ε୲. (3.27)
y୲is a k by 1 vector of random variables:
y୲= ተyଵ୲yଶ୲⋮y୩୲ተ. (3.28)
μ is a k by 1 vector of random of constants. Φ୨for j = 1, 2, ⋯ , p are k by k matrices of
coefficients:








This coefficient matrix measures the dynamic dependence of y୲. If there is a non-zero
off-diagonal element of Φ୨, this means that one element of y୲will be influenced by
another element. To explore volatility spillover in this thesis, the VAR model is used in
two different ways. In the first, the predicted volatility from the AR model is compared
with that of the VAR model, in which the coefficient matrix Φ୨ is not examined directly.
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In the second method, each element of y୲represents the volatility of one of the three
markets, respectively. If there is a non-zero element of Φ୨, it is concluded that there is
volatility spillover from one market to another. ε୲ is a k by 1 vector of white noise
process, and it is assumed that ε୲∽ N(0, Σ). Using the lag operator notation the VAR(p)
process can be written more compactly as:
Φ(L)y୲= μ + ε୲. (3.30)
where Φ(L) is a k by k matrix polynomial:
Φ(ܮ) = (ܫ௞ −Φଵܮ−Φଶܮଶ − ⋯ − Φଶܮ௣). (3.31)
The methods used to determine the order of the AR model, to estimate the parameters of
the AR model and to examine the model inadequacy, can all be easily extended to the
VAR model (although this is not something that will be explained in detail in this
thesis). As with the AR model, the order chosen for the VAR model was five, and the
maximum likelihood method was used in order to calculate the estimation. Similarly,
the same statistical package, Time Series Modelling, was used to realize the estimation.
3.2.3 Long memory models
The long memory process refers to that associated with hyperbolically decaying
autocorrelations and impulse response weights. The origin of interest in long memory
processes derives from the exploration of data in natural sciences. The most well-known
application of the long memory process is by the hydrologist Hurst (1951), who
analyzes 900 geophysical time series and recognizes the presence of long memory
within the data. This phenomenon has also been noted in different data series by
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Mandelbrot and Wallis (1968), Mandelbrot (1972), and McLeod and Hipel (1978),
among others. Long memory models were first applied in the field of economics and
finance in the 1980s, since which point many of the most used examples of long
memory processes have emerged in studies of financial market data. Research into the
long memory features of volatility has also attracted considerable attention in recent
years. The first contribution in this regard was by Taylor (1986), who noticed an
apparent stylized fact that the absolute values of stock returns tended to have very
slowly decaying autocorrelations. Ding, Granger and Engle (1993) noted the same fact
for the powers of daily returns. Baillie, Bollerslev and Mikkelson (1996) considered a
long memory process in the conditional variance, and proposed the Fractionally
Integrated Generalized Autoregressive Conditional Heterokedasticiticy (or
“FIGARCH”). Also, ABDL (2003) use the long memory VAR model to explore the
realized volatility in the foreign exchange market.
For a discrete time series process ݕ௧with autocorrelation function ߩ௝ at lag ,݆ according
to McLeod and Hipel (1978), the process has long memory if the quantitylim௡→ஶ ∑ หߩ௝ห௡௝ୀି௡ is infinite. For a long memory process, the spectral density (݂߱) is
unbounded at low frequencies. The autocorrelations of a stationary and invertible
ARMA process are geometrically bounded, i.e., |ߩ௞| ≤ ܿ݉ ି௞ , for large ݇ , where0 < ݉ < 1, implying a short memory process. Fractionally integrated processes are
long memory processes. In particular, the process ݕ௧ is said to be integrated of the order
݀ or ܫ(݀), if (1 − ܮ)ௗݕ௧ = ݑ௧, where ܮ is the lag operator, −0.5 < ݀ < 0.5, and ݑ௧ is a
stationary and ergodic process with a bounded and positively valued spectrum at all
frequencies. For 0 < ݀ < 0.5 , the process is long memory with positive
autocorrelations which decay at a hyperbolic rate. For −0.5 < ݀ < 0 , the sum of
absolute values of process autocorrelations tends to be constant, meaning that it does
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not have long memory according to the above definition. In this case the
ܣܴܨܫܯܣ(0, ,݀ 0) process is said to be “antipersistent” or to have “intermediate
memory”, and all its autocorrelations, excluding lag zero, are negative and decay
hyperbolically to zero with spectral density at low frequency bounded.
The most well-known typical long memory process is fractional white noise, which was
independently developed by Granger (1980) and Hosking (1981). The process is
defined as:
(1 − ܮ)ௗ(ݕ௧− ߤ) = ߝ௧, (3.32)
where (ߝ௧) = 0, ܧ(ߝ௧ଶ) = ߪଶ , and ܧ(ߝ௧ߝ௦) = 0 for ݏ≠ ݐ, and where the fractional
parameter ݀ is possibly noninteger. The process will be weakly stationary for ݀ < 0.5
and be invertible for ݀ > −0.5. Equation 3.32 can also be expressed as an infinite order
representation:
ݕ௧ = ∑ ߨ௞ݕ௧ି ௞ஶ௞ୀ଴ + ߝ௧, (3.33)
ߨ௞ can be obtained from the binomial expansion:
(1 − ܮ)ௗ = ∑ L୩Γ(݇− ݀)/ஶ௞ୀ଴ Γ(݇+ 1)Γ(−݀), (3.34)
The typical autoregressive coefficient at lag ,݇ ߨ௞, is:




Γ(݇− ݀) = {(−݀)(1 − ݀) ∙∙∙ (݇− 1 − ݀)(−1)௞}Γ(−݀), (3.36)
it follows that the coefficients can be expressed as:
ߨ௞ = Γ(݇− ݀) {Γ(−݀)Γ(݇+ 1)}/ . (3.37)
Similarly, the fractional white noise process can be expressed as an infinite-order
moving average representation, or Wold decomposition:
ݕ௧ = (1 − ܮ)ିௗߝ௧ = ∑ ߰௞ߝ௧ି ௞ஶ௞ୀ଴ , (3.38)
where ߰௞ = Γ(݇+ ݀) {Γ(݀)Γ(݇+ 1)}/ . The autocorrelations of the fractional white
noise process can be obtained by:
ߩ௞ = {Γ(݇+ ݀)Γ(1 − ݀)} {Γ(݇− ݀+ 1)Γ(݀)}/ . (3.39)
On using Stirling’s approximation for large ݇ that Γ(݇+ )ܽ Γ(݇+ )ܽ/ ≈ ݇௔ି௕, it can be
established that ߨ௞ ≈ ଵܿ݇ିௗିଵ, ߰௞ ≈ ଶܿ݇ௗିଵ, and ߩ௞ ≈ ଷܿ݇ଶௗିଵ, where ௜ܿare constants.
It can be seen that the autoregressive coefficient ߨ௞, impulse response weight ߰௞ and
autocorrelation coefficient ߩ௞ all show hyperbolic decay for large ,݇ which can be used
to firstly detect the long memory property of a data series.
Extending the basic fractional white noise process, a more important and flexible class
of process, ܣܴܨܫܯܣ(݌, ,݀ݍ) can be obtained:
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߶(ܮ)(1 − ܮ)ௗ(ݕ௧− ߤ) = ߠ(ܮ)ߝ௧, (3.40)
where ݀ is the fractional differencing parameter, all the roots of ߶(ܮ) and ߠ(ܮ) lie
outside the unit circle, and ߝ௧ is white noise. As is the case with fractional white noise
process, the Wold decomposition and autocorrelation coefficients decay hyperbolically.
For −0.5 < ݀ < 0.5, the process is covariance stationary, while ݀ < 1 implies mean
reversion. The spectral density is that (݂0) = 0 for ݀ < 0 and (݂0) = ∞ for ݀ > 0. If
݀ > 0.5, the process has nonstationary with infinite variance.
The long memory AR and VAR models
In theory, the plot of the autocorrelation function of a stationary ܣܴ(݌) process would
show a mixture of damping sine and cosine patterns and would decay exponentially,
depending on the nature of its characteristic roots. However, in reality, the
autocorrelation functions of many financial data series decay at a polynomial rather than
an exponential rate as the lag increases. These processes are known as long memory
processes. The long memory ܣܴ(݌) process is:
߶(ܮ)(1 − ܮ)ௗݕ௧ = ߙ+ ߝ௧ (0 < ݀ < 0.5), (3.41)
where (1 − ܮ)ௗ has the same definition as Equation 3.34 and the other variables have
the same definition as Equation 3.20. This constitutes a special case for
ܣܴܨܫܯܣ(݌, ,݀ݍ), with ݍ equal to zero.
The long memory VAR model is:
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Φ(ܮ)(1 − ܮ)ௗݕ௧ = ߙ+ ߝ௧, (3.42)
where (1 − ܮ)ௗ has the same definition as Equation 3.34 and the other variables have
the same definition as Equation 3.30. The normal AR and VAR would be seen as a
special case for the long memory models, with the integration factor ݀ equal to zero.
For a general long memory AR(p) or long memory VAR(p) model, the parameters that
need to be estimated include each coefficient and also the fractional integration factor .݀
Estimating the fractional integration factor ݀ is an extremely complicated process, and
the accuracy of the estimation result is doubtful. In this thesis, ݀ is chosen as a series of
fixed numbers (0, 0.32, 0.37 and 0.42) in order to ensure that the subsequent results are
robust. When the fractional integration factor is equal to zero, it is actually a normal
AR(p) model. The other chosen values are equal to—or close to—the estimated values
for the fractional integration factor that are used in related literature (e.g., Ohanissian et
al. (2004) and ABDL (2003)).
3.3 Evaluation Methods
3.3.1 Volatility measurement—evaluation method
The most widely-used method for forecast comparison is the Diebold and Mariano
(1995) test (or “DM test”). For a given loss function ௜݈,௧ = ܮ൫ߪ௧ଶ, ℎ௜,௧൯, where ߪ௧ଶ is the
real conditional variance, and ℎ௜,௧ is the forecast value of the conditional variance, and
௧݀ = ଵ݈,௧− ଶ݈,௧, then the DM test of equal predictive accuracy can be conducted as a
simple ݐ-test that:









where ݀̅ is the sample mean of the loss differential, ߪ is the standard deviation of the
loss differential and ܰ(0,1) represents a standard normal distribution.
Given the fact that volatility (including even ex-post volatility) is not observable, the
evaluation and comparison of volatility forecasts is much more complicated than other
forecasts. To implement the DM test for volatility forecast comparison, two problems
first need to be solved. The first problem is that an appropriate volatility proxy needs to
be found, and in this thesis both the realized range-based volatility and realized
volatility are used as the proxy. In existing literature (e.g. ABDL(2003)), realized
volatility is normally chosen as the real volatility proxy for evaluating volatility
comparisons. However, since this thesis sought to compare the realized and realized
range-based volatilities, choosing realized volatility as the real volatility proxy would
have caused an inevitable bias. Therefore, in order to eliminate this bias and ensure the
robustness of the test results, both realized volatility and realized range-based volatility
were used as the real volatility proxies. A similar method is adopted by Martens and
Dijk (2007) to compare realized volatility and realized range-based volatility. The
principle of realized volatility and realized range-based volatility is discussed in section
3.2.1, and the concrete procedures of constructing both of the volatility proxies are
described in section 4.1.2. The second problem is that suitable loss functions need to be
chosen. Patton (2005) demonstrates that the use of a conditionally-unbiased, but
imperfect, volatility proxy can lead to undesirable outcomes in some commonly-used
methods for evaluating and comparing conditional variance forecasts, which means that
the true conditional variance may be rejected as being sub-optimal, and an imperfect
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volatility forecast may be chosen over the true conditional variance. In this thesis, the







ଵ(௕ାଵ)(௕ାଶ) (ߪොଶ௕ାସ− ℎ௕ାଶ) − ଵ௕ାଵℎ௕ାଵ(ߪොଶ− ℎ), ݋݂ݎܾ∈ {1, 0,−3,−4,−5}







− 1, ݋݂ݎܾ= −2. 
(3.45)
When b equals zero the loss function becomes: L(ߪොଶ,ℎ) = (ߪොଶ− ℎଶ)ଶ. This is one of
the most commonly used loss functions in volatility evaluation literature—the Mean
Squared Error (MSE). When b equals -2, it converges to another popular loss function,
QLIKE. 13 This family of loss functions takes on a wide range of shapes, from
symmetric to asymmetric with higher penalty on either over-prediction or under-
prediction. Using a group of loss functions therefore makes the conclusion more robust
than conclusions based on only one or two loss functions.
For the comparison of realized range-based volatility and realized volatility using
realized range-based volatility as the proxy, the first group of loss functions
ܮଵ(ߪොଶ,ℎଵ; )ܾ is used for realized range-based volatility, ߪො is the proxy, realized range-
based volatility, the ℎଵ is the predicted realized range-based volatility from the equation.
The second group of loss functions ܮଶ(ߪොଶ,ℎଶ; )ܾ is for realized volatility, where ߪො is
the proxy, realized range-based volatility, and ℎଶ is the forecasted realized volatility
from the equation. Given that the DM statistic is negative and its absolute value is
greater than the critical value of certain significant levels, this implies that the realized
13 QLIKE ܮ(ߪොଶ, ℎ) = ݋݈݃ (ℎ) + ఙෝమ
௛
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range-based volatility forecast is better than the realized volatility forecast based on the
realized range-based volatility proxy. If the DM statistic was positive and greater than
the critical value of a certain significant lever, then it would imply that the realized
volatility forecast is superior to the realized range-based volatility forecast, even when
based on the realized range-based volatility proxy.
A similar conclusion is reached when realized volatility is used as the proxy. This
demonstrates that the realized range-based volatility forecast is superior to realized
volatility, even when based on realized volatility proxy where the DM statistic is
negative and greater than the critical value of a certain significant lever. When the DM
statistic is positive and greater than the critical value of a certain significant lever, it is
possible to conclude that the realized volatility forecast is superior to the realized range-
based volatility forecast based on the realized volatility proxy.
The conclusion can therefore be drawn that realized range-based volatility is a better
volatility measurement than realized volatility when DM tests are significantly negative
based on both proxies, or with one significant negative value and the other one not
significantly different from zero. Replacing the expression of a significant negative with
an expression of a significant positive, it is possible to conclude that realized volatility
is a better volatility measurement than realized range-based volatility. However, with
one significant negative value and one significant positive value, there is no obvious
evidence as to which one model is better.
3.3.2 Volatility spillover—evaluation method
Statistically significant volatility spillover
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To examine the statistically significant volatility spillover, the off-diagonal elements of
the coefficient matrix Φ୨ of Equation 3.27 were examined. When there were off-
diagonal elements significantly different from zero, it was concluded that volatility
spillover was present.
Economically significant volatility spillover
The term ‘economically significant’ here means that volatility spillover from one
market to another can improve the volatility forecast accuracy of those markets. This
thesis argues that, if the volatility forecast accuracy of the VAR model is higher than
that of the AR model, then the existence of economically significant volatility spillover
between different markets is implied.
As above, the DM test is used in order to compare forecasting accuracy. In this case, ଵ݈,௧
is the loss function for the VAR model forecast, while ଶ݈,௧ is the loss function for the
AR model. If the null hypothesis in Equation 3.44 is significantly rejected, it can be
concluded that the volatility forecast from the VAR model is better than that from the
AR model. Based on the argument of this thesis, it is also possible to further conclude
that volatility spillover is implied by the available evidence.
As has been discussed above, volatility is not observable—even in the case of ex-post
volatility. The evaluation and comparison of volatility forecasting is therefore much
more complicated than for other forecasts. An appropriate volatility proxy must be
found. Given that the use of different volatility proxies may have different implications
in terms of demonstrating the existence of volatility spillovers, this thesis uses the
proxies of both realized range-based volatility and realized volatility, both of which are
based on 5- and 30- minute data frequencies. By adopting more accurate volatility
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proxies than those used in existing literature on the subject, this thesis increases the
degree of confidence around proving the existence of volatility spillovers, and this is
therefore one of the key contributions of this thesis. As was the case in the previous
section on volatility measurement evaluation methods, the loss functions introduced by
Patton (2005) were selected.
Relationship between economically significant and statistically significant volatility
spillover
Economically significant volatility spillover is explored above by comparing forecast
accuracy from the VAR and AR models. If improved forecast accuracy is found, it can
be concluded that there is economically significant volatility spillover between different
markets. This is a stronger argument than the argument that there is volatility spillover
between different markets. Therefore, the existence of economically significant
volatility spillover confirms the existence of statistically significant volatility spillover.
However, this is not always the case when taken the other way round, meaning that the
lack of improved forecast accuracy from the VAR model compared to the AR model
cannot be taken to confirm that no statistically significant volatility spillovers exists. As
long as the correlation coefficients of the other markets (i.e., the markets which may or
may not be influencing the market in question) are significantly different from zero, it is
possible to say that there is statistically significant volatility spillover. This situation
may be interpreted to mean that, although there are volatility spillovers among different
markets, these are not strong enough to be able to benefit the forecasting accuracy.
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Chapter Four: Results and Analyses
4.1 Volatility Measurement: Empirical results
4.1.1 Introduction
This section presents and analyzes the results for different volatility measurement
models, with the aim of assessing empirically whether one volatility model is better
than the other. The comparison is based on data from both 5- and 30-minute intervals.
As has already been discussed, the higher the data frequency, the more information the
data will encompass. However, at the same time, an increased level of microstructure
noise will be mixed with the useful information. As such, 5-minute data includes more
information than 30-minute data. Meanwhile, it would also be contaminated more
heavily than 30-minute data. This makes it difficult to know which frequency to choose
for a real market situation. To make the results in this thesis robust, the daily realized
volatility and realized range-based volatility are constructed using both 5-minute and
30-minute intraday returns according to the models discussed in Section 3.2.1. A
preliminary analysis is carried out for the constructed volatilities, which duly concludes
that it is better to apply the logarithms of the original volatilities to subsequent analysis
(due to the fact that they are closer to normal distribution than the original volatilities).
The idea of modelling the logarithm of volatility rather than volatility itself has also
been adopted by Andersen, Bollerslev, Diebold and Labys (“ABDL”) (2003).
Next, the realized volatility and realized range-based volatility forecast is using models
discussed in sections 3.2.2 and 3.2.3. For the long memory models described in Section
3.2.3, a series of values of the fractional integration factor ݀ are chosen (namely 0.32,
0.37 and 0.42) in order to make the results robust. Due to the long memory property of
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the ARMA(2,1) model, the data is also fitted to this model. Therefore, a total five
models are used for the volatility forecasting—namely one normal Autoregressive (AR)
model, three long memory AR models and one ARMA model. All five models are
applied to the logarithms of both realized volatility and realized range-based volatility,
both of which take on two further scenarios: 5-minute data constructed daily volatility
and 30-minute data constructed daily volatility.
The method discussed in Section 3.3 is used to evaluate the volatility forecasts. It
should be pointed out that the evaluation and comparison of volatility forecasts is
significantly more complicated than that of other forecasts, due to the fact that the
volatility is not observable (even in the case of ex-post volatility). Therefore, a volatility
proxy is required. In existing literature on this subject, realized volatility is the most
commonly chosen real volatility proxy used for the evaluation of forecasts. However,
the aim of this thesis is to compare the realized volatility and realized range-based
volatility measurement models. Therefore, if the realized volatility is adopted as the
proxy of real volatility, the results will necessarily be biased toward realized volatility.
In order to overcome this problem and to ensure that results are adequately robust,
evaluation is divided into two different scenarios—with one using realized volatility as
the real volatility proxy and the other using realized range-based volatility. Only when
the Diebold and Mariano (1995) test (or “DM test”) implies that one volatility
measurement model is better than the other one in both scenarios can it be concluded
that one model is superior to the other. In contrast, when the DM test reaches the
opposite conclusion (i.e., that one of the models appears better in one scenario, and the
other is better in the second scenario), this demonstrates that there is no evidence to
support either model. However, if one model is superior in one scenario and no
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conclusion is reached in the second scenario, then the model that performs best in one
of the scenarios is deemed to be the better.
The realized volatility and realized range-based volatility models are compared based
on three markets, five forecasting models, two data frequencies and two volatility
proxies, making 60 scenarios in total. Seven different loss functions are used in the DM
test, making the empirical results in this chapter very robust.
All the above analyses are based on the original realized range-based volatility model,
which adopts the theoretical scale factor of 1/4ln(2). However, this scale factor would
not be a good choice under different scenarios. Therefore, another scale factor has been
devised that takes on different values under different market scenarios. The realized
volatility model and the scaled realized range-based volatility models are also compared.
The details of why and how to implement this comparison are presented in section 4.1.4.
4.1.2 Preliminary statistics for constructed volatilities
Two of the most widely-used sampling frequencies—namely 5- and 30-minute
intervals—are adopted by this thesis to construct both the realized volatility and realized
range-based volatility. Equation 3.16 is used to construct the realized covariance matrix,
with ݇= 3 representing 3 markets involved, ℎ = 1 meaning that the time interval for
the volatility is 1 day, and ݊= 77 (and ݊= 13) showing the number of log returns (log
range returns) within the one-day trading period. Next, the diagonal elements of the
realized covariance matrix ܴܸଶ (say ܴܸଶଵ,ܴܸଶଶ and ܴܸଶଷ) represent the daily realized
variance of the S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures. The
off-diagonal elements of the matrix (say ܴܸଶଵଶ,ܴܸଶଵଷ and ܴܸଶଶଷ) correspond to the
daily realized covariance between the S&P 500 Index and SPDR S&P 500 ETF markets;
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between the S&P 500 Index and S&P 500 Index Futures markets; and between the
SPDR S&P 500 ETF and S&P 500 Index Futures markets, respectively.
The basic statistics of the 5- and 30-minute daily realized volatilities are summarized in
tables A4.1.1 and A4.1.2, and in figures A4.1.1—A4.1.4. These tables and figures show
that both the 5- and 30-minute realized-based volatility series are far from normally
distributed. The significant values of the unit root test in tables A4.1.1 and A4.1.2 show
that there is no unit root in either series.14 However, the evidence of the existence of
long memory is obvious. The slowly decaying autocorrelation in figures A4.1.1 and
A4.1.2 shows the long memory property of the realized volatility series. The non-
normal distribution means that the simple standard linear Gaussian approaches are
unavailable for modelling and forecasting volatility. The existence of long memory
implies that long memory models such as the long memory AR model should be
adopted.
Equation 3.18 is used to construct the realized range-based volatility, with ℎ = 1
meaning that the time interval for the volatility is 1 day, and ݊= 77 (and ݊= 13)
showing the number of log returns within a one-day trading period. Unlike the
constructed realized covariance matrix, the constructed realized range-based volatility is
univariate. There is no straightway extension of the realized covariance matrix to the
multivariate realized range-based volatility. This property is inherited from range-based
models.
14 The null hypothesis is the existence of a unit root. Thus, the rejection of a null hypothesis means that
there is no unit root and that the data is stationary.
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The basic statistics for the 5- and 30-minute daily realized range-based volatility are
summarized in tables A4.1.3 and A4.1.4, and in figures A4.1.5— A4.1.8. The properties
of realized range-based volatility are similar to that of realized volatility as mentioned
above. The series are far from normally distributed and there is no unit root in either
series. However, evidence of the existence of long memory is obvious based on the fact
that the autocorrelation decays every slowly, which is a distinctive characteristic of long
memory property.
Inspired by ABDL (2000, 2001), this thesis aims to forecast the logarithms of the
original realized volatility and realized range-based volatility. Although not strictly
normally distributed, the logarithms of the realized range-based volatilities approximate
the normal distribution quite well, with the exception of a small number of extreme
values. The statistics of the logarithms for the 5- and 30-minute realized volatilities and
5- and 30-minute realized range-based volatilities are each presented in tables A4.1.5—
A4.1.8. It can be seen that taking the logarithms of the realized volatility changes the
distribution properties, making them reasonably approximate to normal distribution. In
particular, the normality test statistics of logarithms for 30-minute realized volatility in
both the S&P 500 Index and SPDR S&P 500 ETF markets are insignificant at the 5%
significant level, which means that the assumption of the normal distribution of these
volatility series cannot be rejected. The distribution features of realized volatility and
the logarithms of realized volatility are consistent with those characterized by ABDL
(2002a, 2001). It also seems that the logarithms of the 30-minute realized range-based
volatility fits normal distribution better than that of the 5-minute realized range based
volatility. Taking logarithms does not seem to have much effect on the long memory
property of the volatility series.
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4.1.3 Comparison of realized volatility with unscaled realized range-based
volatility
This section presents the results that compare the realized volatility model with the
unscaled realized range-based volatility model (defined as those that use the theoretical
scale factor 1/4ln(2)). The following section will use some alternative scale factors to
calculate the realized range-based volatility (known as scaled realized range-based
volatility).
Details of the evaluation method used have been discussed in Section 3.3.1, with the
DM test being adopted. For a given loss function ௜݈,௧ = ܮ൫ߪ௧ଶ, ℎ௜,௧൯, where ߪ௧ଶ is the real
conditional variance, and ℎ௜,௧ is the forecast value of the conditional variance, let
௧݀ = ଵ݈,௧− ଶ݈,௧. To test whether the first forecast is superior to the second, the DM test
can be conducted as ܪ଴:ܧ[ ௧݀] = 0 vs ܪଵ:ܧ[ ௧݀] < 0 . Both realized volatility and
realized range-based volatility are used for the real volatility proxy, with ℎଵ,௧ being the
predicted realized range-based volatility at time t based on information up to time t-1,
ℎଶ,௧ being the predicted realized volatility. Therefore, ଵ݈,௧ is the loss function for
realized range-based volatility, ଶ݈,௧ is the loss function for realized volatility and ௧݀ is
the difference between these two loss functions. If the DM test verifies that ܧ[ ௧݀] is
significantly smaller than zero for both real volatility proxies, it is clear that the realized
range-based volatility forecast is more accurate than the realized volatility. Since the
same forecasting model is used, this would show that realized range-based volatility is
better than realized volatility. If the DM test verifies that ܧ[ ௧݀] is significantly smaller
than zero when realized range-based volatility is used as the proxy and that it is
insignificantly away from zero when realized volatility is used as the proxy, it can still
be concluded that realized range-based volatility is superior to realized volatility.
However, should the DM test verify that ܧ[ ௧݀] is significantly smaller than zero when
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realized range-based volatility is used as the proxy and significantly greater than zero
when realized volatility is the real volatility proxy, the conclusion is not so obvious. In
such a scenario, the realized range-based volatility measurement model cannot be said
to be superior to the realized volatility model.
The same principle is applied to the case where realized volatility is superior. If the DM
test verifies that ܧ[ ௧݀] is significantly greater than zero for both real volatility proxies,
the realized volatility forecast can be said to be more accurate than realized range-based
volatility. Similarly, in this scenario, realized volatility can be said to be superior to
realized range-based volatility. If the DM test verifies that ܧ[ ௧݀] is significantly greater
than zero when realized volatility is used as the proxy and that it is insignificantly away
from zero when realized range-based volatility is used as the proxy, then it can still be
concluded that realized volatility is the superior model. However, if the DM test verifies
that ܧ[ ௧݀] is significantly greater than zero when realized volatility is used as the proxy
and that it is significantly smaller than zero when realized range-based volatility is the
real volatility proxy, the conclusion is not so obvious. In such a scenario, the realized
volatility model cannot be considered superior to realized range-based volatility. This
method of evaluating which volatility measurement is better is consistent with current
literature, although it should be highlighted that this thesis uses a more comprehensive
family of loss functions than other papers on the subject.
The comparison of results from 5- and 30-minute realized range-based volatility and
realized volatility is summarized below in tables 4.1.1 and 4.1.2. The fractional
integration factor is 0.42. (Please also note that for the titles in the following tables,
“RRV” stands for realized range-based volatility and “RV” stands for realized volatility.)
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Table 4.1.1
Comparison of RRV and RV based on 5-minute data (d = 0.42)
This table compares the results for realized range-based volatility and realized volatility based
on 5-minute data with the fractional integration factor equal to 0.42. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using realized range-based volatility as the
real volatility proxy, and the lower panel presents the results using realized-volatility as the real
volatility proxy. A negative value means that the predicted realized range-based volatility is
more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -5.47** -3.62** -1.83
DM(0) -9.67** -5.44** -2.11*
DM(-1) -16.84** -8.40** -2.51*
DM(-2) -20.70** -9.02** -1.57
DM(-3) -11.47** -4.88** 0.78
DM(-4) -4.29** -3.04** 0.92
DM(-5) -0.96 -2.52** 0.94
Using Realized Volatility as Proxy
DM(1) 5.14** -1.68 2.49*
DM(0) 9.21** -1.42 4.45**
DM(-1) 16.61** -0.69 6.37**
DM(-2) 27.77** 0.40 9.31**
DM(-3) 22.31** 0.43 2.42*
DM(-4) 13.33** -0.51 1.15
DM(-5) 8.79** -1.17 1.04
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Table 4.1.2
Comparison of RRV and RV based on 30-minute data (d = 0.42)
This table compares the results for realized range-based volatility and realized volatility based
on 30-minute data with the fractional integration factor equal to 0.42. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using realized range-based volatility as the
real volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted realized range-based volatility is
more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -0.24 -4.70** -2.25*
DM(0) 0.18 -7.91** -3.32**
DM(-1) -0.01 -12.55** -5.44**
DM(-2) -0.24 -15.70** -4.93**
DM(-3) -0.69 -9.04** 0.82
DM(-4) 1.56 -4.53** 1.25
DM(-5) 1.87 -3.45** 1.32
Using Realized Volatility as Proxy
DM(1) 5.54** -1.75 -2.11*
DM(0) 8.02** -2.15* -3.2**
DM(-1) 11.22** -2.57** -4.73**
DM(-2) 12.82** -3.47** -5.07**
DM(-3) 9.44** -3.40** 0.44
DM(-4) 6.15** -2.74** 1.16
DM(-5) 4.45** -2.56* 1.25
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The tables 4.1.1 and 4.1.2 above show that, for the 5-minute data in the S&P 500 Index
market, there is no obvious evidence as to which volatility measurement is the more
accurate, as one group of DM statistics are significant negative while the other group of
DM statistics are significant positive, giving opposite implications. However, for the
30-minute data, it can be said with reasonable confidence that realized volatility is a
better measurement than realized range-based volatility given the fact that one group of
DM statistics is significantly positive while the other group is not significantly different
from zero. Adopting similar reasoning, for both 5- and 30-minute data, realized range-
based volatility outperforms realized volatility in the SPDR S&P 500 ETF market, and
this is especially obvious in terms of the 30-minute data. In the case of the S&P 500
Index Futures market, realized volatility seems to be the better model based on 5-minute
data (though with not very strong support), whereas the opposite conclusion is well
supported based on 30-minute data.
The results for the scenario using a fractional integration factor 0.37 are presented
below in tables 4.1.3 and 4.1.4.
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Table 4.1.3
Comparison of RRV and RV based on 5-minute data (d = 0.37)
This table compares the results for realized range-based volatility and realized volatility based
on 5-minute data with the fractional integration factor equal to 0.37. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using realized range-based volatility as the
real volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted realized range-based volatility is
more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -5.51** -3.53** -2.21*
DM(0) -9.78** -5.30** -2.60**
DM(-1) -17.30** -8.19** -3.21**
DM(-2) -21.87** -8.84** -2.46*
DM(-3) -12.55** -4.85** 0.70
DM(-4) -4.94** -3.00** 0.89
DM(-5) -1.34 -2.52* 0.93
Using Realized Volatility as Proxy
DM(1) 5.16** -1.71 3.07**
DM(0) 9.16** -1.39 2.33*
DM(-1) 16.46** -0.57 1.05
DM(-2) 26.39** 0.67 1.00
DM(-3) 21.96** 0.91 1.00
DM(-4) 13.04** -0.16 1.00
DM(-5) 8.57** -0.95 1.00
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Table 4.1.4
Comparison of RRV and RV based on 30-minute data (d = 0.37)
This table compares the results for realized range-based volatility and realized volatility based
on 30-minute data with the fractional integration factor equal to 0.37. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using realized range-based volatility as the
real volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted realized range-based volatility is
more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -0.19 -4.60** -2.28*
DM(0) 0.23 -7.81** -3.40**
DM(-1) -0.05 -12.50** -5.47**
DM(-2) -0.51 -15.71** -4.10**
DM(-3) 0.35 -9.78** 1.00
DM(-4) 1.30 -4.87** 1.29
DM(-5) 1.71 -3.64** 1.33
Using Realized Volatility as Proxy
DM(1) 5.45** -1.74 -2.08*
DM(0) 8.03** -2.17* 0.08
DM(-1) 11.23** -2.60** 0.98
DM(-2) 12.60** -3.39** 1.00
DM(-3) 9.07** -3.34** 1.00
DM(-4) 5.92** -2.68** 1.00
DM(-5) 4.33** -2.50* 1.00
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It can be seen from the table 4.1.3 and 4.1.4 that, for the 5-minute data in the S&P 500
Index market, the results are consistent with the above situation with d = 0.42 where it
is not possible to conclude which volatility measurement is better, since one group of
DM statistics is significant negative while the other group of DM statistics is significant
positive, giving opposite implications. For the 30-minute data, the situation is also
consistent with the above case. Therefore, it can be claimed with reasonable confidence
that realized volatility is the better volatility measurement, given the fact that one group
of DM statistics is significantly positive while the other group is not significantly
different from zero. For the SPDR S&P 500 ETF market, the same conclusion can be
drawn as in the case with d = 0.42. In terms of the S&P 500 Index Futures market, there
is one discrepancy in which realized range-based volatility seems better than realized
volatility based on 5-minute data with not very strong support. This is very different to
the case above, which is the exactly the other way around.
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Table 4.1.5
Comparison of RRV and RV based on 5-minute data (d = 0.32)
This table compares the results for realized range-based volatility and realized volatility based
on 5-minute data with the fractional integration factor equal to 0.32. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using realized range-based volatility as the
real volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted realized range-based volatility is
more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -5.35** -3.48** -2.25*
DM(0) -9.52** -5.34** -2.61**
DM(-1) -16.99** -8.41** -3.15**
DM(-2) -21.66** -9.19** -2.32*
DM(-3) -12.67** -5.18** 0.69
DM(-4) -5.04** -3.19** 0.89
DM(-5) -1.35 -2.68** 0.93
Using Realized Volatility as Proxy
DM(1) 5.14** -1.78 2.82**
DM(0) 9.17** -1.54 2.24*
DM(-1) 16.53** -0.81 1.05
DM(-2) 26.42** 0.41 1.00
DM(-3) 22.06** 0.88 1.00
DM(-4) 13.08** -0.13 1.00
DM(-5) 8.53** -0.94 1.00
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Table 4.1.6
Comparison of RRV and RV based on 30-minute data (d = 0.32)
This table compares the results for realized range-based volatility and realized volatility based
on 30-minute data with the fractional integration factor equal to 0.32. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using realized range-based volatility as the
real volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted realized range-based volatility is
more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -0.12 -4.52** -2.26*
DM(0) 0.44 -7.80** -3.43**
DM(-1) 0.25 -12.60** -5.58**
DM(-2) -0.29 -15.87** -4.28**
DM(-3) 0.39 -10.64** 0.99
DM(-4) 1.30 -5.30** 1.29
DM(-5) 1.74 -3.85** 1.33
Using Realized Volatility as Proxy
DM(1) 5.32** -1.74 -2.06*
DM(0) 8.05** -2.27* 0.16
DM(-1) 11.38** -2.83** 0.98
DM(-2) 12.64** -3.60** 1.00
DM(-3) 8.98** -3.48** 1.00
DM(-4) 5.90** -2.71** 1.00
DM(-5) 4.38** -2.49* 1.00
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Table 4.1.7
Comparison of RRV and RV based on 5-minute data (d = 0)
This table compares the results for realized range-based volatility and realized volatility based
on 5-minute data with the fractional integration factor equal to 0, which is actually a normal AR
model. The DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with b
equal to n, which is defined by Equation 3.45. The upper panel presents the results using
realized range-based volatility as the real volatility proxy, and the lower panel presents the
results using realized volatility as the real volatility proxy. A negative value means that the
predicted realized range-based volatility is more accurate than the predicted realized volatility.
If the P-value is smaller than 5% (with critical value 1.96), the value is marked with one star. If
the P-value is smaller than 1% (with critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -5.05** -3.19** -2.87**
DM(0) -8.87** -4.82** -3.37**
DM(-1) -16.33** -8.49** -3.74**
DM(-2) -20.08** -10.50** -1.46*
DM(-3) -10.08** -6.92** 1.02
DM(-4) -3.06** -4.59** 0.99
DM(-5) -0.03 -3.81** 0.97
Using Realized Volatility as Proxy
DM(1) 4.09** -1.61 1.60
DM(0) 8.24** -1.03 2.32*
DM(-1) 16.34** -0.40 1.06
DM(-2) 27.22** -0.41 1.00
DM(-3) 21.87** -1.36 1.00
DM(-4) 12.81** -2.11* 1.00
DM(-5) 8.21** -2.54* 1.00
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Table 4.1.8
Comparison of RRV and RV based on 30-minute data (d = 0)
This table compares the results for realized range-based volatility and realized volatility based
on 30-minute data with the fractional integration factor equal to 0, which is actually a normal
AR model. The DM(n) is the Diebold and Mariano (1995) statistic based on the loss function
with b equal to n, which is defined by Equation 3.45. The upper panel presents the results using
realized range-based volatility as the real volatility proxy, and the lower panel presents the
results using realized volatility as the real volatility proxy. A negative value means that the
predicted realized range based volatility is more accurate than the predicted realized volatility. If
the P-value is smaller than 5% (with critical value 1.96), the value is marked with one star. If
the P-value is smaller than 1% (with critical value 2.58), the value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -2.03* -3.19** -1.70
DM(0) -1.67 -6.99** -3.16**
DM(-1) -0.72 -12.94** -6.13**
DM(-2) 0.41 -16.28** -4.75**
DM(-3) 1.53 -13.13** 1.02
DM(-4) 2.08* -7.28** 1.31
DM(-5) 2.22 -4.96** 1.28
Using Realized Volatility as Proxy
DM(1) 3.09** -0.64 -1.39
DM(0) 5.66** -1.45 0.37
DM(-1) 9.60** -2.73** 0.98
DM(-2) 11.91** -4.72** 1.00
DM(-3) 8.37** -5.60** 1.00
DM(-4) 5.46** -4.31** 1.00
DM(-5) 4.01** -3.53** 1.00
Based on the tables above, where d = 0.32 and d = 0, the same conclusion can be
concluded as that with d = 0.37, which is that the results are not sensitive to the choice
of d.
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As well as choosing different values for d, another model—the ARMA(2,1)—is adopted,
and once again the same conclusion can be drawn from the subsequent results in tables
4.1.9 and 4.1.10 below. The consistency of the conclusions based on different values of
d and different models confirms its robustness.
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Table 4.1.9
Comparison of RRV and RV based on 5-minute data (ARMA(2,1))
This table compares the results for realized range-based volatility and realized volatility based
on 5-minute data using ARMA(2,1). The DM(n) is the Diebold and Mariano (1995) statistic
based on the loss function with b equal to n, which is defined by Equation 3.45. The upper panel
presents the results using realized range-based volatility as the real volatility proxy, and the
lower panel presents the results using realized volatility as the real volatility proxy. A negative
value means that the predicted realized range-based volatility is more accurate than the
predicted realized volatility. If the P-value is smaller than 5% (with critical value 1.96), the
value is marked with one star. If the P-value is smaller than 1% (with critical value 2.58), the
value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -5.70** -3.34** -2.70**
DM(0) -9.91** -5.04** -3.07**
DM(-1) -16.95** -8.29** -3.26**
DM(-2) -20.07** -9.17** -1.33*
DM(-3) -9.90** -5.28** 1.02
DM(-4) -3.26** -3.29** 0.99
DM(-5) -0.40 -2.56** 0.98
Using Realized Volatility as Proxy
DM(1) 4.52** -1.25 2.89**
DM(0) 8.63** -0.64 2.84**
DM(-1) 16.50** -0.10 1.06
DM(-2) 27.31** 0.25 1.00
DM(-3) 21.60** -0.80 1.00
DM(-4) 12.73** -1.51 1.00
DM(-5) 8.41** -1.86 1.00
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Table 4.1.10
Comparison of RRV and RV based on 30-minute data (ARMA(2,1))
This table compares the results for realized range-based volatility and realized volatility based
on 30-minute data using ARMA(2,1). The DM(n) is the Diebold and Mariano (1995) statistic
based on the loss function with b equal to n, which is defined by Equation 3.45. The upper panel
presents the results using realized range-based volatility as the real volatility proxy, and the
lower panel presents the results using realized volatility as the real volatility proxy. A negative
value means that the predicted realized range-based volatility is more accurate than the
predicted realized volatility. If the P-value is smaller than 5% (with critical value 1.96), the
value is marked with one star. If the P-value is smaller than 1% (with critical value 2.58), the
value is marked with two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -1.60 -3.98** -2.03*
DM(0) -1.00 -7.39** -3.25**
DM(-1) -0.28 -12.85** -5.62**
DM(-2) -0.54 -16.91** -4.63**
DM(-3) 0.72 -10.34** 1.02
DM(-4) 0.05 -5.37** 1.35
DM(-5) -0.54 -3.98** 1.31
Using Realized Volatility as Proxy
DM(1) 4.40** -1.12 -1.76
DM(0) 6.72** -1.54 -0.19
DM(-1) 10.35** -2.36* 0.97
DM(-2) 12.12** -4.37** 1.00
DM(-3) 6.37** -4.62** 1.00
DM(-4) 1.55 -3.5** 1.00
DM(-5) -0.14 -3.02** 1.00
.
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Under perfect market circumstances, both realized range-based volatility and realized
volatility will converge to notional volatility as the frequency goes to infinity. However,
with the presence of microstructure noise, a balance must be achieved between the
benefit of having more information brought and the cost of noise contamination caused




Comparison of 5- and 30-minute realized range-based volatility (d = 0.42)
This table compares the results for 5-minute and 30-minute realized range-based volatility based
on a long memory AR model with the fractional integration factor equal to 0.42. The DM(n) is
the Diebold and Mariano (1995) statistic based on the loss function with b equal to n, which is
defined by Equation 3.45. The upper panel presents the results using 5-minute realized range
based volatility as the real volatility proxy, and the lower panel presents the results using 30-
minute realized range-based volatility as the real volatility proxy. A negative value means that
the predicted 5-minute realized range-based volatility is more accurate than the 30-minute
realized range-based volatility. If the P-value is smaller than 5% (with critical value 1.96), the
value is marked with one star. If the P-value is smaller than 1% (with critical value 2.58), the
value is marked with two stars.




Using 5-minute Realized Range-Based Volatility as Proxy
DM(1) -0.93 -4.57** -1.30
DM(0) -1.41 -7.61** -1.43
DM(-1) -2.68** -11.68** -0.96
DM(-2) -3.98** -14.49** -0.52
DM(-3) -2.3* -9.16** -0.44
DM(-4) -0.16 -5.55** -0.08
DM(-5) 0.93 -4.44** 0.25
Using 30-minute Realized Range-Based Volatility as Proxy
DM(1) 4.49** -0.31 -1.28
DM(0) 7.14** -0.53 -0.55
DM(-1) 11.20** -0.49 1.56
DM(-2) 15.94** 0.18 2.11*
DM(-3) 12.94** -0.03 -0.15
DM(-4) 7.97** -0.92 0.03
DM(-5) 5.38** -1.46 0.36
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Table 4.1.12
Comparison of 5- and 30-minute realized volatility (d = 0.42)
This table compares the results for 5-minute and 30-minute realized volatility based on a long
memory AR model with the fractional integration factor equal to 0.42. The DM(n) is the
Diebold and Mariano (1995) statistic based on the loss function with b equal to n, which is
defined by Equation 3.45. The upper panel presents the results using 5-minute realized volatility
as the real volatility proxy, and the lower panel presents the results using 30-minute realized
volatility as the real volatility proxy. A negative value means that the predicted 5-minute
realized volatility is more accurate than the 30-minute volatility. If the P-value is smaller than 5%
(with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using 5-minute Realized Volatility as Proxy
DM(1) -3.14** -4.82** -3.04**
DM(0) -5.09** -7.13** -4.54**
DM(-1) -8.43** -9.02** -5.62**
DM(-2) -11.44** -11.16** -7.92**
DM(-3) -7.74** -12.74** -9.01**
DM(-4) -4.93** -7.15** -2.06*
DM(-5) -3.82** -4.91** -0.606
Using 30-minute Realized Volatility as Proxy
DM(1) -2.24* 0.37 -0.25
DM(0) -3.60** -0.01 -1.45
DM(-1) -5.10** -0.50 -3.25**
DM(-2) -6.13** -1.69* -5.14**
DM(-3) -3.81** -2.64** -3.44**
DM(-4) -2.46* -2.40* -1.17
DM(-5) -2.02* -2.30* -0.52
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For realized range-based volatility, the results in Table 4.1.11 do not give a consistent
conclusion of the optimal frequency in different markets. The 30-minute frequency
seems dominant in the S&P 500 Index market, but is inferior in the SPDR S&P 500
ETF market. There is not enough evidence to assess which frequency is better in the
S&P 500 Index Futures market. Compared with the difficulty of choosing frequency for
realized range-based volatility, the frequency choice for realized volatility is more
obvious, with the results in Table 4.1.12 clearly showing that 5-minute realized
volatility has the advantage over 30-minute volatility in all the three markets.
4.1.4 Comparison of realized volatility with scaled realized range-based volatility
All of the above empirical analyses proceed without any adjustment of bias caused by
real market restrictions. Much existing research focuses on reducing the microstructure
noise of realized volatility and range volatility, but not that of realized range-based
volatility. These methods are either of little use or are quite complicated. This thesis
proposes a very simple but reasonable way of adjusting the realized range-based
volatility, aiming to abolish its systematic bias against realized volatility caused by
applying the same theoretical scale factor ଵ
ସ୪୬ (ଶ) in various practical market
circumstances. Although this coarse method is not able to protect realized range-based
volatility from the noises that are also suffered by realized volatility (the general bid-ask
spread, for example), it does still however (and rather fortunately) significantly improve
the performance of realized range based volatility.
ாቀ௥జమ(௧,௛;௡)ቁ
ா൫௥௥జమ(௧,௛;௡)൯= ߛ (4.1.1)
ܿݏ ݈ܽ݁ ݀ݎ߭ݎ ଶ(ݐ,ℎ; )݊ = ൜ݎ߭ݎ ଶ(ݐ,ℎ; )݊ × ߛ ݂݅ ߛ> 1
ݎ߭ݎ ଶ(ݐ,ℎ; )݊ ݂݅ ߛ≤ 1.
112
In Equation 4.1.1, ߛ is the ratio of the expectation of realized variance over the
expectation of realized range-based variance in certain market circumstance, which can
be approximated by the ratio of the sample mean of realized variance over the sample
mean of the realized range-based variance. Under perfect conditions, the realized range-
based variance has similar convergence features to the realized variance. However,
under imperfect conditions, the realized range-based variance has high probability of
having a systematic downward bias over realized variance due to its theoretical scale
factor ଵ
ସ୪୬ (ଶ) being too small in most real market conditions. Therefore, multiplying ratio
ߛmakes the realized range-based variance able to converge on the same level as the
realized variance. If the ratio ߛ is less than one, then the realized range-based volatility
is not adjusted since this simple method only tries to fix the downwards bias of realized
range-based volatility caused by the scale factor.
In this thesis, the ߛs for 5-minute data in the S&P 500 Index, SPDR S&P 500 ETF and
S&P 500 Index Futures markets are 2.02, 0.96, and 1.36, respectively; while for 30-
minute data the values are 1.34, 0.79, and 1.04, respectively. The 5-minute realized
range-based variance is adjusted in the S&P 500 Index and S&P 500 Index Futures
markets, and the 30-minute realized range based variance is adjusted in the S&P 500
Index market according to Equation 4.1.1 (but ignoring the 30-minute S&P 500 Index
Futures market where ߛonly slightly greater than 1). The logarithm of the squared root
of the scaled realized range-based variance gives the new scaled log realized range-
based volatility.
The results for the case d = 0.42 are presented in tables 4.1.13 and 4.1.14. The statistics
show their almost consistent support for realized range-based volatility over realized
volatility in all cases, except for the 5-minute data in the S&P 500 Index market, for
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which, although there is not enough evidence to support any of the volatility
measurement, the controversy is not as strong as that for the unscaled case.
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Table 4.1.13
Comparison of scaled RRV and RV based on 5-minute data (d = 0.42)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 5-minute data with the fractional integration factor equal to 0.42. The scale ratio of the
scaled realized range based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using scaled realized range-based volatility
as the real volatility proxy, and the lower panel presents the results using realized volatility as
the real volatility proxy. A negative value means that the predicted scaled realized range-based
volatility is more accurate than the predicted realized volatility. If the P-value is smaller than 5%
(with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -0.54 -3.62** -2.96**
DM(0) -1.14 -5.44** -4.17**
DM(-1) -3.42** -8.40** -6.55**
DM(-2) -6.99** -9.02** -6.69**
DM(-3) -6.77** -4.88** 0.01
DM(-4) -5.79** -3.04** 0.77
DM(-5) -4.81** -2.52** 0.89
Using Realized Volatility as Proxy
DM(1) 2.43* -1.68 -1.37
DM(0) 2.89** -1.42 -0.38
DM(-1) 3.38** -0.69 1.42
DM(-2) 2.47* 0.40 3.15**
DM(-3) -0.42 0.43 1.31
DM(-4) -1.75 -0.51 0.95
DM(-5) -2.38* -1.17 0.95
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Table 4.1.14
Comparison of scaled RRV and RV based on 30-minute data (d = 0.42)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 30-minute data with the fractional integration factor equal to 0.42. The scale ratio of
the scaled realized range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using scaled realized range-based volatility
as the real volatility proxy, and the lower panel presents the results using realized volatility as
the real volatility proxy. A negative value means that the predicted scaled realized range-based
volatility is more accurate than the predicted realized volatility. If the P-value is smaller than 5%
(with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -4.39** -4.70** -2.25*
DM(0) -7.62** -7.91** -3.32**
DM(-1) -12.81** -12.55** -5.44**
DM(-2) -17.35** -15.70** -4.93**
DM(-3) -11.93** -9.04** 0.82
DM(-4) -7.97** -4.53** 1.25
DM(-5) -6.32** -3.45** 1.32
Using Realized Volatility as Proxy
DM(1) -0.67 -1.75 -2.11*
DM(0) -0.96 -2.15* -3.2**
DM(-1) -0.55 -2.57* -4.73**
DM(-2) 0.38 -3.47** -5.07**
DM(-3) -0.26 -3.40** 0.44
DM(-4) -1.29 -2.74** 1.16
DM(-5) -1.96* -2.56* 1.25
116
The results for the other cases (d = 0.37, 0.32, 0 and ARMA(2,1)) are presented in
tables A4.1.9—A4.1.16. As is the case with unscaled volatility, the results are not
sensitive to the different values of d and the choice of models, further confirming the
conclusion that realized range-based volatility is superior to over realized volatility in
all cases except for the 5-minute data in the S&P 500 Index market.
As is the case with unscaled volatility, this thesis attempts to find out which frequency
is better for scaled realized range-based volatility. The statistics in Table 4.1.15 assert
that the 5-minute frequency is a better choice than the 30-minute frequency for the
scaled realized range-based volatility in all the three markets.
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Table 4.1.15
Comparison of 5- and 30-minute scaled realized range-based volatility
This table compares the results for 5-minute and 30-minute scaled realized range-based
volatility based on a long memory AR model with the fractional integration factor equal to 0.42.
The DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with b equal
to n, which is defined by Equation 3.45. The upper panel presents the results using 5-minute
scaled realized range-based volatility as the real volatility proxy, and the lower panel presents
the results using 30-minute scaled realized range-based volatility as the real volatility proxy. A
negative value means that the predicted 5-minute scaled realized range based volatility is more
accurate than the 30-minute scaled realized range based volatility. If the P-value is smaller than
5% (with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using 5-minute Realized Range-Based Volatility as Proxy
DM(1) -2.69** -4.57** -3.70**
DM(0) -4.81** -7.61** -6.56**
DM(-1) -8.57** -11.68** -11.87**
DM(-2) -10.88** -14.49** -14.96**
DM(-3) -7.86** -9.16** -2.6**
DM(-4) -6.13** -5.55** -1.42
DM(-5) -5.21** -4.44** -1.24
Using 30-minute Realized Range-Based Volatility as Proxy
DM(1) -0.79 -0.31 -0.03
DM(0) -1.16 -0.53 0.29
DM(-1) -1.79 -0.49 1.49
DM(-2) -2.34* 0.18 2.14*
DM(-3) -2.09* -0.03 -0.81
DM(-4) -2.13* -0.92 -1.05
DM(-5) -2.29* -1.46 -1.07
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4.1.5 Comparison of realized range-based volatility and realized volatility in the
multivariate case
One of the main benefits of realized variance is that it can be easily extended from the
univariate case to form a multivariate realized covariance matrix, the properties of
which have been theoretically proven by ABDL (2003). The concept of realized range-
based volatility originates from the motivation of combining the benefits of realized
volatility and range volatility. Thus, intuitively, realized range-based volatility would be
supposed to have most of the benefits owned by realized volatility, with its features in
the univariate case being theoretically justified by Christensen and Podolskij (2007) and
empirically explored by Martens and Dijk (2007). However, its benefits in the
multivariate case have not been tackled either theoretically or empirically. Therefore,
the following section compares scaled realized range-based volatility and realized
volatility as a volatility measurement on multiple-markets based on the long memory
VAR model as discussed in Chapter 3. For the purpose of this thesis, the statistics and
loss functions used are the same as those used in the univariate case, but the forecasts of
volatility are taken from the long memory VAR model rather than the long memory VR
model used in the univariate case.
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Table 4.1.16
Comparison of scaled RRV and RV based on 5-minute multivariate case (d = 0.42)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 5-minute data using the long memory VAR model with the fractional integration
factor equal to 0.42. There are three variables in the long memory VAR model, with each
variable corresponding to the volatility of each market. The scale ratio of the scaled realized
range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold and Mariano
(1995) statistic based on the loss function with b equal to n, which is defined by Equation 3.45.
The upper panel presents the results using scaled realized range-based volatility as the real
volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted scaled realized range-based volatility
is more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -0.77 -2.88** -2.81**
DM(0) -1.47 -4.76** -4.01**
DM(-1) -3.86** -7.66** -5.97**
DM(-2) -7.09** -8.91** -6.25**
DM(-3) -6.33** -5.30** -0.13
DM(-4) -5.34** -3.55** 0.75
DM(-5) -4.51** -3.04** 0.89
Using Realized Volatility as Proxy
DM(1) 2.30* -0.17 -0.69
DM(0) 2.77** 0.47 0.32
DM(-1) 3.15** 1.22 1.74
DM(-2) 2.11* 2.00* 3.28**
DM(-3) -0.49 0.93 1.50
DM(-4) -1.67 -0.67 1.03
DM(-5) -2.28* -1.47 0.99
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Table 4.1.17
Comparison of scaled RRV and RV based on 30-minute multivariate case (d = 0.42)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 30-minute data using the long memory VAR model with the fractional integration
factor equal to 0.42. There are three variables in the long memory VAR model, with each
variable corresponding to the volatility of each market. The scale ratio of the scaled realized
range based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold and Mariano
(1995) statistic based on the loss function with b equal to n, which is defined by Equation 3.45.
The upper panel presents the results using scaled realized range-based volatility as the real
volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted scaled realized range-based volatility
is more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -2.44** -4.45** -2.29**
DM(0) -3.80** -7.64** -3.21**
DM(-1) -6.66** -12.56** -4.87**
DM(-2) -8.59** -16.48** -4.17**
DM(-3) -5.59** -10.23** -0.78
DM(-4) -3.92** -5.22** 1.10
DM(-5) -3.19** -3.91** 1.16
Using Realized Volatility as Proxy
DM(1) -2.30* -1.56 -2.09*
DM(0) -3.43** -1.91* -2.93**
DM(-1) -4.7** -2.25* -3.83**
DM(-2) -4.8** -3.12** -3.31**
DM(-3) -3.09** -3.31** 0.48
DM(-4) -2.40** -2.76** 0.87
DM(-5) -2.14* -2.55* 0.95
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In tables 4.1.16 and 4.1.17, the predominance of realized range-based volatility is
obvious, except in the case of the 5-minute S&P 500 Index. This is very consistent with
the results of the univariate case. Since the results are not sensitive to the choice of
fractional integration factor d (as discussed above), for the sake of simplicity in this
thesis only the results for d = 0.42 are tested. It should be noted that the term
“multivariate” does not mean that the realized range-based volatility model can be used
to construct covariance matrix directly in the way that the realized volatility model can
be. Here, only the VAR model is used to forecast volatility in each market, with no
exploration of covariance among different markets being attempted in this section.
4.1.6 Summary of volatility measurement
In this section, empirical results were analysed in order to answer the first research
question in this thesis (which asked whether realized volatility or realized range-based
volatility makes the better indicator). The first part of the section compared realized
volatility with unscaled, realized range-based volatility, with the empirical evidence
showing strong evidence to suggest that unscaled realized range-based volatility
outperforms realized volatility in the S&P 500 ETF market, and weaker evidence to
suggest the same for the S&P 500 Index Futures market. However, for the S&P 500
Index market, while a conclusion cannot be reached in the case of 5-minute data,
realized volatility was found to perform better when using 30-minute data. The second
part of the section presented the results comparing scaled realized range-based volatility
with realized volatility. Scaled realized range-based volatility was found to outperform
realized volatility in all scenarios except for with the 5-minute S&P 500 Index market,
for which a consensus conclusion could not be reached.
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In light of the conclusion that scaled realized range-based volatility is superior to
realized volatility, research in this area could be extended to use scaled realized range-
based volatility as the real volatility proxy. This proxy shows considerable potential for
application in academic research and the financial industry, as realized range-based
volatility can be used to replace realized volatility in most areas. As such, it can be used
in various fields of the financial industry, including for option pricing, calculation of
beta, hedge ratios and Value at Risk.
4.2 Volatility Spillover: Empirical results
4.2.1 Introduction
The remaining part of this chapter presents and analyzes the results for volatility
spillover, with the aim of reaching an empirical conclusion as to whether there is
volatility spillover from one market to another. To do so, volatility spillover is divided
into two categories—namely statistically significant spillover and economically
significant spillover. Statistically significant spillover is defined as the statistically
significant volatility transmission from one market to another. Economically significant
volatility spillover on the other hand is defined as spillover that can help forecast the
volatility of another market, and it is therefore a stronger measure than statistically
significant spillover. For example, the existence of economically significant volatility
spillover guarantees the existence of statistically significant volatility spillover.
However, the existence of statistically significant spillover does not guarantee the
existence of economically significant spillover. Two distinct types of volatility spillover
are explored by two different methods, as was discussed in Section 3.3.2. Below, the
results for statistically significant volatility spillover are presented first, followed by the
results for economically significant spillover.
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Since volatility is latent, a volatility proxy is needed for volatility spillover. Unlike most
existing literature on this subject, which uses the GARCH type of volatility proxy, the
tests in this thesis use two more advanced volatility proxies—namely realized range-
based volatility and realized volatility. Both 5-minute and 30-minute data is used to
construct these and a group of models and parameters is also adopted. All of these
points serve to maximise the reliability and robustness of the test results.
4.2.2 Statistically significant volatility spillover
This thesis studies statistically significant spillover in pairs, using the 2-variate VAR
model discussed in Section 3.2.2. The correlation coefficients are then examined, with
statistically significant volatility spillover being understood to exist where the
coefficients of cross items are significant. As long as one or more of cross item
coefficients are significant, it is concluded that the statistically significant volatility
spillover exist. The results based on the logarithms of 5-minute realized range-based
volatility are summarized below in tables 4.2.1—4.2.3.
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Table 4.2.1
Statistically significant volatility spillover between S&P 500 Index and SPDR S&P
500 ETF based on 5-minute scaled realized range-based volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and SPDR S&P 500 ETF markets. The 5-minute scaled realized
range-based volatility is used as the real volatility proxy. A 2-variable VAR model with a
fractional decay factor d equal to 0.42 is also used. If the P-value is smaller than 1%, the value
is marked with two stars. If the P-value is smaller than 5%, the value is marked with one star.
AR(1,2) and AR(2,1) imply that there is volatility spillover between the two markets.
RRV for 5-minute S&P 500 Index data RRV for 5-minute SPDR S&P 500 ETF
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.75 0.13 0** Intercept -4.51 0.137 0**
AR1(1,1) -0.015 0.048 0.748 AR1(2,1) 0.16 0.042 0**
AR1(1,2) 0.027 0.052 0.602 AR1(2,2) -0.137 0.047 0.004**
AR2(1,1) 0.016 0.045 0.72 AR2(2,1) 0.044 0.041 0.275
AR2(1,2) 0.064 0.048 0.181 AR2(2,2) 0.050 0.045 0.271
AR3(1,1) -0.087 0.048 0.069 AR3(2,1) -0.053 0.041 0.197
AR3(1,2) 0.099 0.049 0.047* AR3(2,2) 0.069 0.044 0.111
AR4(1,1) -0.02 0.046 0.66 AR4(2,1) -0.042 0.044 0.337
AR4(1,2) 0.083 0.049 0.093 AR4(2,2) 0.125 0.046 0.007**
AR5(1,1) 0.084 0.045 0.066 AR5(2,1) 0.098 0.041 0.017*
AR5(1,2) -0.006 0.049 0.906 AR5(2,2) -0.004 0.044 0.929
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Table 4.2.2
Statistically significant volatility spillover between S&P 500 Index and S&P 500
Index Futures based on 5-minute scaled realized range-based volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and S&P 500 Index Futures markets. The 5-minute scaled realized
range-based volatility is used as the real volatility proxy. A 2-variable VAR model with a
fractional decay factor d equal to 0.42 is also used. If the P-value is smaller than 1%, the value
is marked with two stars. If the P-value is smaller than 5%, the value is marked with one star.
AR(1,2) and AR(2,1) imply that there is volatility spillover between the two markets.
RRV for 5-minute S&P 500 Index data RRV for 5-minute S&P 500 Index Futures
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.75 0.13 0** Intercept -4.65 0.161 0**
AR1(1,1) 0.002 0.042 0.962 AR1(2,1) 0.08 0.065 0.22
AR1(1,2) 0.007 0.04 0.856 AR1(2,2) -0.013 0.07 0.853
AR2(1,1) 0.049 0.039 0.201 AR2(2,1) -0.025 0.05 0.618
AR2(1,2) 0.023 0.036 0.52 AR2(2,2) 0.12 0.05 0.016*
AR3(1,1) -0.044 0.042 0.286 AR3(2,1) -0.022 0.056 0.686
AR3(1,2) 0.045 0.038 0.239 AR3(2,2) 0.041 0.056 0.461
AR4(1,1) 0.034 0.041 0.402 AR4(2,1) -0.041 0.051 0.424
AR4(1,2) 0.017 0.039 0.671 AR4(2,2) 0.087 0.052 0.093
AR5(1,1) 0.062 0.038 0.11 AR5(2,1) 0.031 0.05 0.54
AR5(1,2) 0.025 0.037 0.5 AR5(2,2) 0.07 0.053 0.171
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Table 4.2.3
Statistically significant volatility spillover between SPDR S&P 500 ETF and S&P
500 Index Futures based on 5-minute scaled realized range-based volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the SPDR S&P 500 ETF and S&P 500 Index Futures markets. The 5-minute scaled
realized range-based volatility is used as the real volatility proxy. A 2-variable VAR model with
fractional decay factor d equal to 0.42 is also used. If the P-value is smaller than 1%, the value
is marked with two stars. If the P-value is smaller than 5%, the value is marked with one star.
AR(1,2) and AR(2,1) imply that there is volatility spillover between the two markets.
RRV for 5-minute SPDR S&P 500 ETF
data
RRV for 5-minute S&P 500 Index Futures
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.52 0.138 0** Intercept -4.65 0.161 0**
AR1(1,1) -0.059 0.037 0.117 AR1(2,1) 0.012 0.056 0.823
AR1(1,2) 0.075 0.031 0.016* AR1(2,2) 0.041 0.058 0.485
AR2(1,1) 0.074 0.036 0.041* AR2(2,1) -0.01 0.042 0.808
AR2(1,2) 0.013 0.032 0.689 AR2(2,2) 0.105 0.041 0.01**
AR3(1,1) 0.055 0.034 0.111 AR3(2,1) 0.023 0.05 0.64
AR3(1,2) -0.04 0.03 0.165 AR3(2,2) 0.005 0.048 0.92
AR4(1,1) 0.093 0.034 0.007** AR4(2,1) 0.004 0.049 0.94
AR4(1,2) -0.003 0.029 0.913 AR4(2,2) 0.05 0.047 0.242
AR5(1,1) 0.026 0.034 0.459 AR5(2,1) -0.01 0.049 0.841
AR5(1,2) 0.067 0.030 0.025* AR5(2,2) 0.10 0.048 0.029*
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In the left-hand section of Table 4.2.1, the P-Value of item AR3(1,2) is less than 5%,
implying with a 95% confidence level that there is volatility spillover from the SPDR
S&P 500 ETF to the S&P 500 Index market. In the right-hand section of Table 4.2.1,
the P-Value of item AR1(2,1) is less than 1% and the P-Value of item AR5(2,1) is less
than 5%. It can therefore be concluded that there is volatility spillover from the S&P
500 Index to the SPDR S&P 500 ETF market at a 1% significant level.
However, in Table 4.2.2, there are no inter-market items with a P-Value less than 5%,
which means that there is not enough evidence to support volatility spillovers either
from the S&P 500 Index to the S&P 500 Index Futures market, or vice versa. This
conclusion is inconsistent with that from Table 4.1.2, which concludes that there is
strong evidence supporting the spillover from the S&P 500 Index Futures to the S&P
500 Index market, as well as weak evidence supporting the spillover from the S&P 500
Index to the S&P 500 Index Futures market.
The P-Values in Table 4.2.3 show that there is evidence to imply the volatility spillover
from the S&P 500 Index Futures to SPDR S&P 500 ETF market. However, there is not
enough evidence to indicate volatility spillover from the SPDR S&P 500 ETF market to
the S&P 500 Index Futures market.
The results based on the logarithms of 30-minute realized range-based volatility are
summarized in tables A4.2.1—A4.2.3. The statistics in Table A4.2.1 show evidence of
volatility spillover from the SPDR S&P 500 ETF to the S&P 500 Index market at a 5%
significant level. No evidence of spillover is found the other way round. The statistics in
Table A4.2.2 indicate that there is not enough evidence to support volatility spillover
between the S&P 500 Index Futures and S&P 500 Index markets in either direction.
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This conclusion is consistent with that of Table 4.2.2. Table A4.2.3 shows no sign of
volatility spillover from the SPDR S&P 500 ETF to the S&P 500 Index Futures market,
or vice versa. This contradicts the conclusions in Table 4.2.3.
In addition to realized range-based volatility, realized volatility is also used to explore
volatility spillover in order to make the results in this thesis more robust and reliable.
The results for 5-minute realized volatility are presented in tables A4.2.4—A4.2.6.
Evidence from Table A4.2.4 supports volatility spillover both from the SPDR S&P 500
ETF to the S&P 500 Index market, and from the S&P 500 Index to the SPDR S&P 500
ETF market. The statistics in Table A4.2.5 show evidence confirming volatility
spillovers from the S&P 500 Index to the S&P 500 Index Futures market, and from the
S&P 500 Index Futures to the S&P 500 Index market. The results in Table A4.2.6 give
evidence to support spillover from the S&P 500 Index Futures to the SPDR S&P 500
ETF market, but not the other way around.
The results in tables A4.2.7—A4.2.9 are based on realized volatility proxy from 30-
minute data. The evidence in Table A4.2.7 supports volatility spillovers from the SPDR
S&P 500 ETF to the S&P 500 Index market, and from the S&P 500 Index to the SPDR
S&P 500 ETF market. The statistics in Table A4.2.8 provide evidence that confirms
volatility spillovers from the S&P 500 Index to the S&P 500 Index Futures market, and
from the S&P 500 Index Futures to the S&P 500 Index market. Table A4.2.9 shows no
sign of volatility spillover from the S&P 500 Index Futures to the SPDR S&P 500 ETF
market, but does support spillover from the SPDR S&P 500 ETF to the S&P 500 Index
Futures market.
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4.2.3 Economically significant volatility spillover
It can be argued that, if volatility forecasting accuracy from the VAR model is higher
than forecasting accuracy from the AR model, this necessarily implies the existence of
economically significant volatility spillover between different markets. The intuitive
decision to use this improved forecasting accuracy as the criteria for volatility spillover
relies on the fact that the enhanced forecasting accuracy of a two-market VAR model
compared to that of an AR model could only be the information from the other market.
If forecasting accuracy is improved, not only it is possible to confirm the existence of
volatility spillover, but it is also possible to state that the spillover is strong enough to
improve the forecasting accuracy, thereby further confirming its existence.
Table 4.2.4 compares the results between the AR and three-markets-VAR models using
both 5- and 30-minute realized volatility as proxies. For the S&P 500 Index market,
when using 5-minute data, three statistics are less than the critical value (2.58 at the 1%
significant level, with one other statistic less than the critical value at the 5% significant
level, 1.96).
For the 30-minute data case set, three statistics are greater than the 1% critical value
with others insignificant. In the SPDR S&P 500 ETF market, five statistics are greater
than the 1% critical value for 5-minute data. For 30-minute data, two statistics are
significant at the 1% level and one at the 5% level. In the S&P 500 Index Futures
market, two statistics exceed the 1% critical value and another two exceed the 5% value
for 5-minute data. However, for 30-minute data, the result is not so obvious with only
one greater than the 1% value and another one greater than the 5% value. Based on the
statistical data presented above, it can be concluded with adequate confidence that,
based on 5-minute realized volatility, there are volatility spillovers between the S&P
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500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures markets. The same
conclusion can be drawn for 30-minute realized volatility, although with a somewhat
lower degree of confidence—especially for the case of the S&P 500 Index Futures
market where only one statistic is greater than the 1% critical value and another greater
than the 5% value.
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Table 4.2.4
Comparison of forecasted RV from VAR and AR models
This table compares the results of forecasted volatility from the AR and the three-markets-VAR
models using both 5-minute realized volatility and 30-minute realized volatility as proxies. The
upper panel presents the results using 5-minute realized volatility as the proxy, and the lower
panel shows the results using 30-minute realized volatility as the proxy. The DM(n) is the
Diebold and Mariano (1995) statistic based on the loss function with b equal to n, which is
defined by Equation 3.45. If the P-value is smaller than 5% (with critical value 1.96), the value
is marked with one star. If the P-value is smaller than 1% (with critical value 2.58), the value is
marked with two stars.




Using 5-minute Realized Volatility as Proxy
DM(1) -2.40* -3.01** -2.45*
DM(0) -2.79** -3.65** -2.76**
DM(-1) -3.23** -3.43** -2.61**
DM(-2) -3.22** -3.11** -2.31*
DM(-3) -0.76 -2.57** -1.01
DM(-4) 0.25 -0.63 -0.70
DM(-5) 0.56 -0.11 -0.39
Using 30-minute Realized Volatility as Proxy
DM(1) -1.82 -1.59 -0.57
DM(0) -2.78** -2.19* -0.21
DM(-1) -3.47** -2.78** -1.74
DM(-2) -3.04** -2.80** -2.59**
DM(-3) -0.82 -0.96 0.55
DM(-4) 0.97 0.14 1.28
DM(-5) 1.55 0.49 1.46*
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Although based on the above analysis it can be said with a certain degree of confidence
that there are volatility spillovers between all markets, it is still not clear which direction
these spillovers take. To clarify this issue, pair-wise comparison is used to contrast the
forecasting results from the AR and two-markets-VAR models. For example, in order to
identify whether there is volatility spillover from the SPDR S&P 500 ETF market to the
S&P 500 Index, results are compared from a) the VAR model applied to both the S&P
500 Index market and the SPDR S&P 500 ETF market and b) from the AR model
applied to the S&P 500 Index market alone.
Tables 4.2.5 and 4.2.6 are pair-wise comparison results using realized volatility. For the
5-minute data, the evidence supports the same conclusion as that when using 30-minute
realized range-based volatility. That is to say that there is strong evidence to support
volatility spillovers from the SPDR S&P 500 ETF market to the S&P 500 Index; from
the S&P 500 Index market to the SPDR S&P 500 ETF; from the S&P 500 Index market
to the S&P 500 Index Futures; from the S&P 500 Index Futures market to the S&P 500
Index; and from the S&P 500 Index Futures market to the SPDR S&P 500 ETF.
Evidence is relatively weak in terms of the volatility spillovers from the SPDR S&P 500
ETF market to the 500 Index Futures, with one statistic greater than the 5% critical
value and another one greater than the 1% critical value.
Table 4.2.6 shows a slight discrepancy of opinion with regards to volatility spillovers
among various markets. There is strong evidence to support volatility spillovers from
the SPDR S&P 500 ETF market to the S&P 500 Index; from the S&P 500 Index market
to the SPDR S&P 500 ETF; from the S&P 500 Index Futures market to the S&P 500
Index; and from the S&P 500 Index Futures market to the SPDR S&P 500 ETF. There
is also relatively weak evidence to support volatility spillovers from the SPDR S&P 500
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ETF market to the S&P 500 Index Futures. There is no evidence at all to support
volatility spillover from the S&P 500 Index market to the S&P 500 Index Futures, with
no statistic greater than the 5% critical value.
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Table 4.2.5
Test of volatility spillover using realized volatility based on 5-minute data (d = 0.42)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using realized volatility as the real volatility proxy, based on 5-
minute data. The volatility forecast from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.42 are compared. A negative sign means that the forecast
from the 2-variable VAR model is more accurate than the forecast from the AR model, while a
positive sign implies the opposite case. The DM(n) is the Diebold and Mariano (1995) statistic
based on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-2.40*-2.72** -3.27** -3.77** -3.84** -1.90 -0.62 -0.22
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
-3.23**-2.91** -3.53* -3.34** -3.00** -2.33* -0.55 0.09
Test spillover from S&P 500 Index to S&P 500 Index Futures
-0.76-2.02** -2.34** -2.26** -1.88 -1.13 -0.90 -0.61
Test spillover from S&P 500 Index Futures to S&P 500 Index
0.56-2.56** -3.11** -3.78** -3.78** -1.41 -0.42 0.12
Test spillover from SPDR S&P 500 ETF to Index Futures-0.46 -1.54 -2.54* -3.00** -0.35 0.33 0.59
Test spillover from Index Futures to SPDR S&P 500 ETF-1.92 -3.34** -4.27** -4.10** -2.07* -0.69 -0.32
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Table 4.2.6
Test of volatility spillover using realized volatility based on 30-minute data (d =
0.42)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using realized volatility as the real volatility proxy, based on 30-
minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.42 are compared. A negative sign means that the forecast
from the 2-variable VAR model is better than the forecast from the AR model, while a positive
sign implies the opposite case. The DM(n) is the Diebold and Mariano (1995) statistic based on
the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is smaller
than 5% (with critical value 1.96), the value is marked with one star. If the P-value is smaller
than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-2.40*-1.64* -2.57** -3.21** -2.79** -0.62 1.13 1.58
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
-3.23**-1.47 -1.96* -2.43* -2.41* -0.72 0.27 0.56
Test spillover from S&P 500 Index to S&P 500 Index Futures0.13 -0.10 -0.76 -1.41 0.47 1.12 1.29
Test spillover from S&P 500 Index Futures to S&P 500 Index
0.56-2.81** -3.36** -3.76** -3.22** -1.00 -0.02 0.41
Test spillover from SPDR S&P 500 ETF to Index Futures-0.66 0.12 -1.43 -2.56** -0.35 1.03 1.21
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF-3.16** -3.81** -4.35** -2.49* -0.31* -0.16 -0.19
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A further three scenarios are tested by setting d to different values. The results for d =
0.37 are summarized in tables A4.2.10 and A4.2.11. Based on 5-minute data, evidence
for three uni-directional spillovers is found, namely from the S&P 500 Index to the S&P
Index Depository Receipts; from the S&P 500 Index to the S&P 500 Index Futures; and
from the S&P 500 Index Futures to the S&P Index Depository Receipts. However,
evidence for these spillovers is only found in one direction. These results are very
different to 30-minute realized volatility, where only one statistic for the spillover from
the S&P Index Depository Receipts market to the S&P 500 Index is significant.
Unfortunately, the results do not share any similarities with those for realized range-
based volatility.
The results for d = 0.32 and d = 0 are summarized in tables A4.2.12—A4.2.15.
Although some evidence can always be found for volatility spillovers between certain
markets, the evidence is not consistent based on the different values of d and various
choices of data frequency, as can be seen from above analysis. The complexity of the
data structure and the strong and easily violated assumptions of econometric theory
make it impossible to estimate a precise value of d.
What makes this issue even more challenging is the latent property of the volatility,
which is unobservable in the market. In order to ensure the robustness and reliability of
the conclusions in this thesis, the economically significant volatility spillover using
scaled realized range-based volatility proxy is also explored. Table 4.2.7 shows the pair-
wise comparison results by using scaled realized range-based volatility, which are based
on 5-minute data. There is strong evidence to support volatility spillovers from the
SPDR S&P 500 ETF to the S&P 500 Index; from the S&P 500 Index to the SPDR S&P
500 ETF; from the S&P 500 Index Futures to the S&P 500 Index; and from the S&P
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500 Index Futures to the SPDR S&P 500 ETF. Evidence is relatively weak for volatility
spillovers from the SPDR S&P 500 ETF market to the S&P 500 Index Futures, and
from the S&P 500 Index market to the S&P 500 Index Futures (this is especially true
for the latter, with only two statistics greater than the 5% critical value).
138
Table 4.2.7
Test of volatility spillover using scaled realized range-based volatility based on 5-
minute data (d = 0.42)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
5-minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.42 are compared. A negative sign means that the forecast
from the 2-variable VAR model is better than the forecast from the AR model, while a positive
sign implies the opposite. The DM(n) is the Diebold and Mariano (1995) statistic based on the
loss function with b equal to n, which is defined by Equation 3.45. If the P-value is smaller than
5% (with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-2.40*-1.51 -2.45* -5.17** -8.00** -7.00** -5.81** -4.77**
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
-3.23**-1.57 -2.40* -2.70** -2.81** -2.18* -1.41 -1.27
Test spillover from S&P 500 Index to S&P 500 Index Futures
-0.76-1.75 -1.90 -2.08* -2.39* -1.76 -1.42 -1.18
Test spillover from S&P 500 Index Futures to S&P 500 Index
-4.05** -4.911** -5.51** -4.88** -2.37* -0.97 -0.50
Test spillover from SPDR S&P 500 ETF to S&P Index Futures
-1.23 -1.87 -3.10** -3.82** -1.43 -1.14 -1.05
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-2.06* -3.55** -4.29** -3.76** -1.29 -0.26 -0.02
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The above conclusions are based on the assumption of d = 0.42, which can in some
ways seen to be arbitrary. To test whether the result is sensitive to the choice of the
value of d, the model is reprocessed adopting three other values of d (0.37, 0.32 and 0),
as was also the case for the realized volatility proxy. In the scenario d = 0.37 (see Table
A4.2.16), no volatility spillovers were identified except for from the S&P 500 Index
Futures to the S&P 500 Index market, and also from the S&P 500 Index Futures to the
SPDR S&P 500 ETF market. However, evidence for this volatility spillover is not very
strong. Surprisingly, for the SPDR S&P 500 ETF and S&P 500 Index markets, the
forecast results from the univariate AR model based on the S&P Index market seem to
be more accurate than those from the two-variate VAR model based on both markets at
the 5% significant level. However, this should be attributed to technical issues rather
than claiming that the volatility information contained in the SPDR S&P 500 ETF
market is harmful in terms of forecasting volatility in the S&P 500 Index market alone.
When d = 0.32 (see Table A4.2.17), the phenomenon is similar to the previous two
scenarios, with evidence supporting spillovers from the S&P 500 Index to the S&P 500
Index Futures market, as well as from the S&P 500 Index Futures to the SPDR S&P 500
ETF market. However, no evidence is found to support any other spillovers. If the long
memory property of the data is ignored, when setting d to 0 (see Table A4.2.18) the
conclusion varies again. Weak evidence is found of spillover from the SPDR S&P 500
ETF market to the S&P 500 Index, but not the other way round. No evidence for
spillover between the S&P 500 Index Futures and S&P 500 Index markets is found in
either direction. However, there is weak spillover from the SPDR S&P 500 ETF market
to the S&P 500 Index Futures and vice versa.
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It can be seen from the above analysis that evidence for the existence of volatility
spillover is sensitive to the choice of the value of d. Due to the difficulty of estimating
the long memory parameter d with high precision and the complexity of the data
structure, it is not wise to arbitrarily claim that a certain estimation of d is the only
suitable candidate. It is better practice to test the hypothesis in various circumstances,
generating a more robust conclusion. Unfortunately, a consistent conclusion cannot be
reached in all these scenarios, which implicitly implies that some of the observed
volatility spillover phenomena based on 5-minute data are not very reliable.
The above analysis shows that test results are sensitive to the choice of the value of d.
Next, it will be tested whether the choice of the frequency of data influences the test
results based on the realized range-based volatility proxy. Table 4.2.8 below presents
the results when still using scaled realized range-based volatility, but based on 30-
minute data. The conclusion to be made from the subsequent evidence is quite similar to
that from the corresponding 5-minute case in the sense that there is strong evidence to
support volatility spillovers from the SPDR S&P 500 ETF market to the S&P 500 Index;
from the S&P 500 Index market to the SPDR S&P 500 ETF; from the S&P 500 Index
market to the S&P 500 Index Futures; from the S&P 500 Index Futures market to the
S&P 500 Index; and from the S&P 500 Index Futures market to the SPDR S&P 500
ETF. Evidence is relatively weak for volatility spillovers from the SPDR S&P 500 ETF
market to the S&P 500 Index Futures, with only two statistics greater than the 1%
critical value. The only discernable difference is for the evidence of spillover from the
S&P 500 Index to the S&P 500 Index Futures market, which is relatively weaker when
based on 5-minute data than when based on 30-minute data.
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Table 4.2.8
Test of volatility spillover using scaled realized range-based volatility based on 30-
minute data (d = 0.42)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
30-minute data. The volatility forecasts from the long memory AR model and the 2-variable
long memory VAR model with d equal to 0.42 are compared. A negative sign means that the
forecast from the 2-variable VAR model is better than the forecast from the AR model, while a
positive sign implies the opposite case. The DM(n) is the Diebold and Mariano (1995) statistic
based on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-2.40*-2.02* -2.71** -3.14** -2.29* -0.43 0.55 0.64
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
-3.23**-1.26 -2.45* -3.54** -4.02** -2.94** -1.95 -1.79
Test spillover from S&P 500 Index to S&P 500 Index Futures
-0.76-2.77** -3.16** -3.22** -0.36 1.33 1.38 1.32
Test spillover from S&P 500 Index Futures to S&P 500 Index
0.56-3.01** -4.10** -5.37** -4.28** -1.41 -0.37 0.004
Test spillover from SPDR S&P 500 ETF to S&P Index Futures-1.64 -1.78 -2.21* -2.20* -0.20 0.50 0.83
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF-1.46 -2.71** -4.34** -4.61** -2.07* -1.13 -0.92
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In the scenario d = 0.37 (see Table A4.2.19), no volatility spillover among the different
markets is observed, except for the case of the S&P 500 Index Futures to the S&P 500
Index market. This does not match the corresponding 5-minute case exactly, where
there is another spillover observed from the S&P 500 Index Futures market to the S&P
500 Index Depository Receipts market. This discrepancy means that even the frequency
of data can have an impact on the conclusion of the existence of volatility spillover.
In the scenario d = 0.32 (see Table A4.2.20), only evidence of a spillover from the S&P
500 Index Futures to the S&P 500 Index market is found. Where d = 0 (see Table
A4.2.21), there is spillover from the S&P 500 Index Depository Receipts market to the
S&P 500 Index, as well as vice versa. Both scenarios differ from the corresponding
scenarios based on 5-minute frequency. Tables 4.2.7 and 4.2.8 above provide further
assurance that the frequency of data can have an impact on the conclusion of the
existence of volatility spillover.
4.2.4 Summary of volatility spillover
The analysis of the previous scenarios reveals discrepancies in the evidence for
volatility spillovers among the markets when different criteria and volatility proxies are
chosen. To provide a convenient comparison, the main results of the scenarios discussed
above are summarised in Table 4.2.9.
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Table 4.2.9
Summary of conclusions for volatility spillover based on different volatility proxies
and criteria
This table summarizes the volatility spillover conclusions of each of the scenarios discussed
above. The upper panel presents the evidence found for economically significant volatility
spillover, while the lower panel presents the evidence found for statistically significant volatility
spillover. If the number of significant statistics is less or equal to two, the evidence is
considered weak. If there are more than two significant statistics, the evidence is considered





















































































































































































































































Statistically significant volatility spillover
5-RRV Yes Yes No No No Yes
30-RRV Yes No No No No No
5-RV Yes Yes Yes Yes No Yes
30-RV Yes Yes Yes Yes Yes No
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It can be seen from the upper panel of Table 4.2.9 that the conclusions for economically
significant volatility spillover are very divergent. The value of d, the data frequency and
the volatility proxy all influence (though to varying extents) the conclusions for the
existence of economically significant volatility spillover. The value of d has the most
significant impact on the result, while the impact of data frequency and volatility is
relatively minor.
When the significance of the correlation coefficients was adopted as the criteria for
volatility spillover, subsequent evidence was heavily dependent on the choice of
volatility proxy. Only one out of six cases reached a matching conclusion to suggest the
existence of volatility spillover from the SPDR S&P 500 ETF to the S&P 500 Index
market. In comparison, conflicting results were reached for all other potential volatility
spillover directions where different volatility proxies were adopted.
For this part, the concept of economically significant volatility spillover was proposed.
As this type of spillover has more economic implications than statistically significant
volatility spillover, it could be adopted as a new perspective for future study of volatility
spillover. Based on the findings for this particular research question, another point
worth noting is that the real volatility proxy and model are both very important factors
when studying volatility spillover, as both could have a significant impact on the
identification of volatility spillover. When reading literature discussing volatility
spillover, one should consider whether the adopted volatility proxy is accurate enough,
and also whether the model used is suitable for the data set.
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4.3 Summary
This chapter presents and analyzes the empirical results of the first two research
questions of this thesis. It consists of two main sections, with the first section discussing
the results for the first question of volatility measurement and the second section
discussing the results for the second question of volatility spillover. The first part of the
first section compares the realized volatility with unscaled realized range-based
volatility. The empirical evidence shows that unscaled realized range-based volatility
outperforms realized volatility in the S&P 500 ETF market with strong evidence and in
the S&P 500 Index Futures market with relative weak evidence. However, for the S&P
500 Index market, while the conclusion cannot be made for 5-minute data frequency,
realized volatility is found to perform better in the case of 30-minute data frequency.
The second part of the first section shows the results for comparing scaled realized
range-based volatility and realized volatility. It is found that the scaled realized range-
based volatility is found to outperform realized volatility in all scenarios except for the
5-minute S&P 500 Index market, where a consensus conclusion cannot be reached. The
first part of the second section presents the results for statistically significant volatility
spillover, the evidence of which is heavily dependent on the choice of volatility proxy.
The second part of the second section discusses the results for economically significant
volatility. It is found that the value of fractional integration factor d, the data frequency
and the volatility proxy all influence the conclusions for the existence of economically
significant volatility spillover.
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Chapter Five: A Comparison of Large-Dimension Volatility
Models
5.1 Introduction
This chapter is very much a standalone chapter, exploring a slightly different area from
the rest of the thesis so far. However, the area explored here is still strongly connected
to the general research area of the thesis. This chapter compares a series of large-
dimension volatility models based on the foreign exchange (FX) market, from a
perspective that is concerned more with the economic implications of the models than
with their statistical properties. However, in order to ensure the robustness of the
relevant results, both statistical and economic criteria are used throughout the
comparisons.
This chapter consists of five sections: this Introduction, the Literature Review, Data and
Methodology, Results Analysis and Summary, with each section starting with a brief
summary of its key points. This Introduction will continue below to lay out the
motivations and contributions for the chapter and to provide an overview of the foreign
exchange market. The Literature Review gives a general description of the multivariate
volatility models used in existing literature. The Data and Methodology section
provides information on data and modelling methods, and the Results Analysis presents
and interprets test results comparing the various models. The Summary summarize the
idea, method and conclusion of this chapter.
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5.1.1 Motivations and contributions
As a result of economic globalization and advances in information technology,
information can now easily and instantly spread from one financial market to another.
For this reason, it is essential to consider financial markets as a single entity in order to
gain a better understanding of their characteristics. Consequently, a considerable
amount of research has been devoted to this area, part of which has focussed on the
dynamic relationships between the returns of different assets. Related research also tries
to understand and predict the interaction of the second-order moments of asset returns.
It is a commonly accepted fact that volatility moves together across assets and markets.
In addition to this, the core role of the multivariate covariance matrix in both modern
financial theory and real-life markets (such as for portfolio optimization, risk
management and pricing) urges the development of the multivariate volatility model.
Unfortunately, and in spite of the devotion of many researchers, several problems still
remain to be resolved—some of which are actually quite severe problems in the context
of real market application. In terms of the application of large-dimension volatility
models in real markets, there are three main types of problems. The first concerns the
latent property of volatility, which is unobservable even ex post and requires a model to
estimate the “real” volatility. As has already been discussed in Section 1.1.1, volatility
is a mathematical model-based concept. It cannot be observed directly from the market
through price or trading volume, but first requires a model to measure volatility before
any forecast can be attempted. Many models have been developed for this purpose,
including GARCH-type models, range-based models and high-frequency models.
Although some models (such as high-frequency volatility models) have very good
theoretical properties and perform reasonably well in real market application, they are
still unable to measure real volatility accurately. This makes the application of volatility
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in real market situations more challenging. A second problem is that, due to the
infeasibility of obtaining real volatility as a benchmark, it is also very difficult to
compare different volatility models (whether for measurement or forecasting). In the
case of real market application, this problem is even more pronounced. Since investors
(such as fund managers) are mostly concerned with the implication of volatility
measurement and forecasting models on their investment results (i.e., increasing profit
and meeting volatility targets), comparison criteria that are closely related to investment
practice are needed. However, in most existing literature, the use of statistical criteria is
the most commonly chosen method. In order to identify the superior model, a real
volatility proxy is chosen as a benchmark and used to compare the forecasted volatility.
Such a method is not very reliable and has limited value for real-life application. A third
and final problem is the restriction of large dimensions. When the dimensions of a
model are large, sometimes hundreds or even thousands of parameters have to been
estimated simultaneously. Even if it is technically possible to estimate them, the
accuracy of the estimate is likely to be dubious. In this sense, although many volatility
models exist in academic research, restrictions such as positive definiteness and the
difficulty of estimation means that few of these models can be practically extended to
use with multivariates—and especially to large-dimension multivariates.
This chapter compares a series of large-dimension volatility models based on the
foreign exchange (FX) market. The main contribution made by this chapter is threefold.
First, it looks to improve on some of most commonly used multivariate volatility
models and starts from Engle’s (2003) DCC framework to derive some high-performing
large-dimension covariance matrix models. Second, the different models and parameters
for these models are tested based on 26 currency pairs. As far as the author of this thesis
is aware, little research has been done to comprehensively compare the performance of
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various covariance matrices. The comparison provided in this chapter also includes the
new version of the popular RiskMetrics15 model—RiskMetrics 2006—on which little
research has been done to date. The third important contribution made by this chapter
concerns the rapid development of foreign exchange markets, as modelling the
interaction between different currencies is now increasingly important for many
practitioners. This chapter provides guidance for modelling the covariance matrix of
various currencies, by devising criteria with more practical implications than that of
most other related research papers. In addition to using traditional statistical criteria, this
chapter also adopts a range of economic criteria in order to compare the different
models.
5.1.2 Introduction to the foreign exchange market
The foreign exchange market started forming in the 1970s with the introduction of
floating exchange rates after the collapse of the Bretton Woods system16. Its primary
function was originally to assist international trade and investment by enabling the
conversion of domestic currency into foreign currency. However, along with its overall
development, the functionality of the foreign exchange market has expanded rapidly,
now enabling it to serve as an arena for risk hedging, speculation and asset
diversification. The daily trading volume in the global foreign exchange market has
been growing continuously and it has become the largest and most liquid financial
market in the world—with a daily trading volume of around US$4 trillion17, more than
10 times the average daily turnover of the global equity markets.
15 The RiskMetrics Group was formerly a branch of JP Morgan before it was spun off from JP Morgan in
1998. In January 2008, the RiskMetrics Group listed on the New York Stock Exchange.
16 See more information about Bretton Woods system on Wikipedia:
http://en.wikipedia.org/wiki/Bretton_Woods_system
17 This information is from Wikipedia, http://en.wikipedia.org/wiki/Foreign_exchange_market.
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The foreign exchange market is a global, over-the-counter market. Its participants
include central banks, large investment banks, corporations, governments, financial
institutions and currency speculators around the world. It is a 24-hour market except for
the weekend, beginning in the Asia Pacific region followed by the Middle East, Europe
and North America. The heaviest trading activity happens when markets overlap.
Although the foreign exchange market is a worldwide decentralized market, the UK and
US markets account for over 50% of turnover, with London, New York and Tokyo
comprising the main trading locations.
In a typical foreign exchange transaction, a party purchases a quantity of one currency
by paying a quantity of another currency. The price of currency is quoted as the relative
value of one currency against another, the two of which form a currency pair. All
currencies are traded in pairs. Currency quotations use abbreviations prescribed by the
International Organization of Standardization. Most US dollar-involved basic currency
pairs use the US dollar (USD) as the base currency, quoted in the form of how many
units of the currency are equal to one USD. For example, the quotation “USD/JPY 98”
means that one US dollar is exchanged for 98 Japanese yen. The four exceptions are the
Euro (EUR), British pound (GBP), Australian dollar (AUD) and New Zealand dollar
(NZD), all of which are quoted in the form of the number of USD units per currency. Of
course, any one currency can also be quoted in currencies other than USD, something
which is known as a cross rate.
Like the stock market, the foreign exchange market can also be grouped into spot
market and derivative markets. In the spot market, one currency is exchanged for
another immediately, and the spot market accounts for just under one-third of daily
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turnover. The derivative market subsequently accounts for over two-thirds of daily
turnover and encompasses various types of products, including currency futures,
forwards, options and swaps. The derivative market complements the foreign exchange
market by allowing participants to realize their intentions as easily and efficiently as
possible and without taking up too much capital.
5.2 Literature Review
Whether the covariance matrix of asset returns is time-varying or not is no longer a
controversial issue, as it has become a commonly accepted fact that the covariance
matrix is time-varying. Rather, given its central role in modern finance (such as in
portfolio allocation, asset pricing and risk management), the problem in this area is
more concerned with how this time-varying covariance matrix can be modelled as
accurately as possible. This Literature Review will give a brief overview of covariance
matrix models in existing literature, which can be categorized into the three groups of
nonparametric, multivariate GARCH and high frequency models.
5.2.1 Nonparametric covariance matrix models
The historical covariance and RiskMetrics covariance matrix models are classified as
nonparametric models. Although it is generally agreed that the covariance matrix of
asset returns is time-varying, this does not necessarily imply that the historical
covariance matrix model has no use. The historical covariance model uses the historical
unconditional covariance matrix of asset returns from specific periods as the forecast of
future conditional covariance matrix, which is a more unrealistic assumption compared
to those used by more complicated covariance matrix models. However, in terms of
actual performance in the real market, it should by no means be considered a foregone
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conclusion that the historical covariance matrix is the worst performer. At the very least,
the historical covariance model can serve as a benchmark model. It is also advantageous
in the sense that it is easy to calculate and does not have any dimension restriction.
The RiskMetrics model was first used as an internal risk management methodology by
the RiskMetrics risk management group at JP Morgan, who made the model public in
October 1994. Until this point, there was little standardization with regards to
measuring financial risk in the marketplace. The huge success of the RiskMetrics model
led to the spin-off of JP Morgan’s RiskMetrics risk control group, subsequently
founding the risk management industry that exists today. This methodology is
commonly called RiskMetrics1994, and RiskMetrics is now one of the most popular
and widespread tools in the field of financial risk management. Although the original
motivation for developing the RiskMetrics model was for risk management, its strong
performance and simplicity as a volatility and covariance matrix forecast model mean
that it can also be widely used in other areas, such as portfolio allocation and asset
pricing.
What is RiskMetrics?
According to the definition in the “RiskMetrics Technical Document”, RiskMetrics is
“a set of methodologies and data for measuring market risk...[with] three basic
components:
 The first is a set of methodologies outlining how risk managers can compute
Value-at-Risk on a portfolio of financial instruments.
 The second is data that we distribute to enable market participants to carry out
the methodologies.
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 The third is Value-at-Risk calculation and reporting software designed by J.P.
Morgan, Reuters, and third party developers.” (p. 5)
However, when discussing RiskMetrics, one normally only refers to the methodology
component. An Exponentially Weighted Moving Average model (EWMA) is used in
the RiskMetrics methodology to formulate the variance. This has two main advantages
when compared to the simple equally-weighted moving average estimator. First, due to
a higher weighting on recent data than distant data, the EWMA estimator is able to
respond more quickly to current market shocks than that from the simple moving
average estimator. Second, the effects of shock decay exponentially as time passes in
the EWMA estimator, whereas the simple moving average model tends to eradicate the
effects of shock abruptly as it fall outs of the sample window.
The EWMA can be written in recursive form, which connects to an integrated GARCH
model:
ߪଶ(ݐ+ 1,1) = (1 − ߣ) ∑ ߣ௜ݎ௧ି ௜,ଵଶஶ௜ୀ଴= (1 − ߣ)൫ݎ௧,ଵଶ + ݎ௧ି ଵ,ଵଶ + ⋯൯= (1 − ߣ)ݎ௧,ଵଶ + ߣ(1 − ߣ)൫ݎ௧ି ଵ,ଵଶ + ݎ௧ି ଶ,ଵଶ + ⋯൯
=(1 − ߣ)ݎ௧,ଵଶ + ߣߪଶ(ݐ, 1), (5.1)
where ߪଶ(ݐ+ 1,1) is the forecast of a one-day variance between time ݐand ݐ+ 1 based
on information of time ݐ, and ߣ is the decay factor normally with the value of 0.94 or
0.97. It is therefore clear that the RiskMetrics EWMA estimator is essentially an
IGARCH model.
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The success of the RiskMetrics 1994 methodology relies on its simplicity and strong
performance. However, this simplicity also acts as a restraint on further improving its
performance. Also, some widely accepted facts in the financial market are in conflict
with the simple RiskMetrics 1994 methodology. For example, the volatilities of most
financial series are observed to have long memory properties, with the probability
distributions of returns having fat tails, which is at odds with the normal distribution
assumption methodology. Also, the performance of the RiskMetrics 1994 methodology
in long horizons is unsatisfactory, even in the case of a two-week period.
Based on the shortcomings of the RiskMetrics 1994 methodology, researchers at
RiskMetrics Group proposed a new risk management methodology—namely
RiskMetrics 2006. The new methodology has two important advantages over the 1994
methodology. First, recent knowledge of the financial time series (such as the volatility
dynamic and fat tails) is incorporated into the new methodology. Second, the new
methodology is able to provide a good forecast from a one-day to one-year horizon
within a consistent framework. The methodology treats the efficient market volatility as
a weighted sum of a series of historical volatilities caused by various market
participators with different investment horizons. Each historical volatility is an EWMA
process in its own horizon. Essentially, this historical volatility is very similar to the
estimator of RiskMetrics 1994 as an exponential moving average of the return square,
but with a varying decay factor that depends on the specific horizon. Similar to
RiskMetrics 1994, the efficient volatility is still a weighted average sum of the past
return square, but with a different coefficient structure. It is this coefficient structure
that ensures the long memory property of volatility, which has logarithmically decaying
correlations. Zumbach (2007) explains this model and empirically tests its performance
based on a large data set covering the main asset classes and geographical areas. He
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finds that, when applied to a horizon of three months, the new model is even more
accurate than the normal EWMA model when applied to a horizon of one day.
5.2.2 Multivariate GARCH models
Since Engle’s (1982) seminal paper on ARCH models, a substantial amount of literature
has been focused on developing new tools for volatility measurement, modelling and
forecasting. To respond to the need for forecasting the covariance matrices of different
markets, for exploring volatility spillover and for computing time-varying hedge ratios,
the univariate GARCH models have been generalized and extended to multivariate
cases. This initially happened in the late 1980s and early 1990s, after which research on
the topic increased rapidly in the second half of the 1990s, only to gradually give way to
high frequency models at the beginning of the current century. Multivariate GARCH
models can be categorized non-mutually and exclusively into two groups according to
their construction, namely a) the direct generalization of the Bollerslev (1986)
univariate GARCH model and b) combinations of univariate models.
The direct generalization of univariate model
In order to study the risk premiums issue of the asset pricing model, Bollerslev et al.
(1988) proposed a multivariate GARCH model—a general VEC model—by directly
generalizing the univariate models. Through this it is possible to estimate each element
of a covariance matrix through a linear combination of lagged values of the elements
and lagged squared errors and cross-products of errors. The idea behind this
generalization is straightforward in that it replaces the variables in the standard
univariate GARCH model with the corresponding matrix (or, more accurately, with the
corresponding vectors which are computed by stacking the lower triangular portion of
the matrix). This was one of the earliest attempts to explore multivariate volatility.
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However, the difficulty associated with its estimation prevented its widespread
implementation, especially in the case of large dimensions. For a N dimensional asset
vector for even the simplest VEC(1,1) model, there are N(N+1)(N(N+1)+1)/2 (e.g., for
N = 26 it is equal to 246,753) number of parameters that have to be estimated. Unlike
the DCC type of models in which different parameters can be estimated separately, all
these parameters have to be estimated jointly. As the tests in this chapter have 26
dimensions (based on 26 currency pairs), it is not feasible to estimate 246,753
parameters with reasonable accuracy.
In order to reduce the number of parameters some restricting assumptions must be
imposed. Again, the Bollerslev et al. (1998) paper suggests a diagonal VEC (DVEC)
model by restricting the two parameter matrix to diagonal, meaning that each element of
the covariance matrix, say h୧୨,୲, is only a function of its own lag and the corresponding
cross-product of errors ϵ୧,୲ϵ୨,୲. This restriction reduces the number of parameters to
N(N+5)/2 (e.g., for N = 26 it is equal to 403) However, even in the diagonal VEC model,
many parameters are still needed for a large dimension case, meaning that it is still
infeasible to apply it to a large dimensional situation. The DVEC(p, q) model is:
H୲= ܣ଴ + ∑ ܣ௜∘ ( ௧߳ି ଵ ௧߳ି ଵᇱ )௣௜ୀଵ + ∑ ܤ௝ ∘ (H୲ି ୨)௤௝ୀଵ , (5.2)
where H୲ is the covariance matrix at time t, H୲ି ୨is the covariance matrix at time t-j,
௧߳ି ଵ is a column residual vector at time t-1, ܣ଴ is the unconditional covariance matrix,
ܣ௜and ܤ௝ are symmetric matrices, and ∘ denotes Hadamard product; that is, element-by-
element multiplication. As well as the difficulties associated with estimations, another
problem in Bollerslev’s VEC or DVEC model is how the positive definiteness of the
covariance matrix can be guaranteed. A model proposed by Engle and Kroner (1995)
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seems to be able to overcome this problem. The simplest BEKK(1,1,1) model (the
acronym comes from a synthesized work on multivariate models by Baba, Engle, Kraft
and Kroner) is defined as:
H୲= C଴∗ᇱC଴∗ + Aଵଵ∗ᇱε୲ି ଵϵ୲ି ଵᇱ Aଵଵ∗ + Gଵଵ∗ᇱH୲ି ଵH୲ି ଵᇱ Gଵଵ∗ , (5.3)
where H୲ is the covariance matrix at time t, C଴∗ is a upper triangular matrix and Aଵଵ∗ andGଵଵ∗ are square matrices. The dynamics of the covariance matrix is governed by the
product of the parameter matrices rather than the parameter matrices themselves (such
as is the case with VEC models), and it is this parameterization that guarantees the
positive definiteness of the covariance matrix. The number of parameters in the
BEKK(1,1,1) model is N(5N+1)/2, which is much less than the general VEC model, but
still more than the DVEC model. To reduce this number, some structural restrictions
must be imposed, such as using the diagonal VEC model and setting the parameter
matrix C଴∗ Aଵଵ∗ , Gଵଵ∗ to diagonal. In this case, the number of parameters is reduced to
3N(N+1)/2. However, even then, this model is not suitable for a large-dimension model,
as for a 26-dimension model like that used in this chapter, 1,053 parameters would need
to be estimated.
Combinations of univariate GARCH models
In order to reduce from the large dimensions, some other models are proposed by
imposing some new restrictions. Based on the idea of the return factor model in Ross’s
(1976) Arbitrage Pricing Theory, Engle et al. (1990) propose a factor model for a
covariance matrix. They believe that the co-movement of asset returns is driven by
some common factors. It is therefore reasonable to model dynamics of the covariance
matrix of asset returns through dynamics of the variance of each individual factor. In
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other words, the covariance matrix of asset returns is a function of the variance of each
factor. By adopting a similar parameterization as the BEKK model, the factor model can
guarantee the positive definiteness of the covariance matrix. Bollerslev and Engle (1993)
use this model to study the common persistence of US dollar exchange rates for the
Deutschmark and British pound. The main advantage of the factor covariance model
relies on the fact that the multivariate case can actually be converted into a univariate
case.
Another popular type of factor covariance model is the Orthogonal GARCH model by
Alexander (1998) defined in Equations from 5.28 to 5.31, who assumes that the data is
generated by an orthogonal transformation of the N univariate GARCH process.
Compared to other multivariate volatility models, the Orthogonal GARCH model has
relatively few constraints imposed on the dynamics of the covariance matrix, and
consequently on the parameter matrix. Being based on the univariate GARCH
volatilities of some principal components of a system, this method is computationally
simple, very much like the factor model proposed by Engle et al. (1990). This property
makes the model of a large-dimensional covariance matrix more executable.
Bollerslev (1990) proposed a new type of multivariate GARCH model. The idea behind
this model is more important than the model itself, as it decomposes the covariance
matrix into two components: the correlation matrix and a diagonal matrix whose
diagonal elements are the individual variance of each variable. Through simple
decomposition, the correlation matrix and individual variance can be estimated
separately, making large-dimensional covariance matrix modelling more feasible. In
Bollerslev’s (1990) model the conditional correlation is constant (known as the
Constant Conditional Correlation model (CCC model)). This restriction greatly reduces
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the number of parameters needed to be estimated, essentially making it the sum of some
univariate volatility models. However, this simplification is achieved by scarifying the
dynamics of the conditional correlation matrix.
To overcome this problem, Engle (2002) generalizes the CCC model to obtain a
Dynamic Conditional Correlation model (DCC model), defined in Equations from 5.18
to 5.23. The idea behind the DCC model is very similar to the CCC model, except for
the fact that it allows evolution of the correlation matrix. Engle (2002) chooses an
appropriate univariate GARCH model to fit each asset return, standardizes each asset
return by the estimated standard deviation from the chosen GARCH model, and then
models the dynamics of the correlation matrix by the standardized return. This model is
flexible with regards to choosing different GARCH models to estimate the individual
variance and how the correlation matrix is modelled. In order to make the estimation
simpler, the parameters in the correlation model are normally set to be scalars. In the
case of the 26-dimension covariance matrix in this chapter, it is only necessary to
separately estimate 26 univariate GARCH models and a correlation matrix with only a
couple of parameters. In this sense, both the CCC and DCC type of models are suitable
for the tests in this chapter.
It should at this point be briefly explained that, although the DCC model is an enhanced
version of the CCC model, the CCC model is still used for the tests in this chapter. The
reason for this is that, although the DCC model should theoretically be superior to the
CCC model when considering the dynamics of the correlation matrix, it is not a
foregone conclusion that the DCC model would perform better than the CCC model in
all real market scenarios. Although it is a commonly accepted fact that the correlation
matrix is not constant, the strong restrictions imposed on the dynamics of the correlation
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matrix by the DCC model poses a question as to which model would be better in
different market scenarios.
5.2.3 High frequency covariance models
Since the beginning of the current century, the increasing availability of high frequency
data has meant that an increasing amount of research has been undertaken to develop
new volatility measurements that exploit the information contained in the high
frequency data, among which the realized volatility is the most popular. Hsieh (1991)
was one of the first to use intraday data to construct volatility when he tried to
investigate the chaotic behaviour of stock markets. However, his exploration was
informal in the sense that no concept of realized volatility or quadratic variation was
mentioned. Several years later, the model proposed by Zhou (1996) had the prototype of
the current realized volatility estimator. Zhou (1996) notices the unbiasedness and also
some of the problems associated with the realized volatility estimator (such as sampling
frequency, autocorrelation and bid-ask noise). Formal investigation into the properties
of realized volatility and the formation of its theoretical foundation surged during the
beginning of this century. Realized volatility is defined as the sum of squared high
frequency intraday returns. In theory, integrated volatility can be measured by realized
volatility if the frequency of intraday return can be high enough. Generalizing the
realized variance idea to the multivariate case is the realized covariance matrix concept.
Andersen, Bollerslev, Diebold and Labys (“ABDL”) (2003) formally investigated the
theoretical foundations of the realized covariance matrix, stating that under certain
constraints the covariance matrix of asset returns should be equal to their quadratic
covariation matrix, to which the realized covariance matrix asymptotically converges
theoretically.
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There are a number of covariance matrix forecast models based on realized covariance
measurement, such as the VAR model used by ABDL (2003) to forecast the realized
covariance matrix. Andersen, Bollerslev, Christoffersen and Diebold (2005) also
introduced covariance forecast models based on the realized covariance measurement
model (the idea of which was not completely new), by incorporating the realized
covariance matrix concept with normal covariance matrix forecast models, such as the
DCC and VEC models. For the VEC model, they assumed a single dynamic of the
variance of each variable, setting the parameters to scalars. Bauer and Vorkink (2006)
introduced a matrix-logarithm model of the realized covariance matrix. The advantages
of this model are that it includes no parameter restrictions and also guarantees positive-
definiteness. However, the estimated covariance matrix is biased. Chiriac and Voev
(2008) propose a method for modelling the time series of realized covariance matrices.
Their model allows for flexible dynamic dependence and guarantees positive
definiteness of predicted covariance matrix without imposing restrictions. It is achieved
through a three-step process of a) decomposing the covariance matrices into their
Cholesky factors, b) forecasting each individual factor series and c) reconstructing the
predicted matrix.
5.2.4 Range-based covariance models
Being able to capture more information than the traditional volatility measure (which
uses opening and closing prices), range defined as the difference between the highest
and lowest prices within a certain period is a good proxy of volatility. The idea of using
range as a volatility measurement dates back to Parkinson (1980), who theoretically
proved the superiority of the range volatility over the traditional method. Much research
on this area has been conducted since (including Parkinson (1980); Garman and Klass
(1980); Beckers (1983); Rogers and Satchell (1991); Yang and Zhang (2000); Andersen
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and Bollerslev (1998); and Alizadeh, Brandt and Diebold (2002). However,
generalizing the univariate range-based volatility to multivariate range-based covariance
is not as straightforward as it is for realized volatility. Fortunately however, some
academics have found ways of dealing with this problem, with Brandt et al. (2006)
proposing a range-based EGARCH model to forecast covariance matrices in the foreign
exchange market. This is done by first estimating the variance of each currency by a
univariate range-based EGARCH model, and then using a no-arbitrage relationship
between three currencies to derive pair-wise covariance. Unfortunately, this method is
only feasible in the case of the foreign exchange market.
Another more widely applicable type of model was developed by Chou et al. (2005) and
Harris et al. (2007). Both papers adopt the concept of a DCC model, which separately
estimates the correlation matrix and variance. A range-based model is used to model
each individual variance, and by applying a return-based model to estimate the
correlation matrix, both the DCC model’s advantages of easily-estimation and a range
volatility proxy can be retained.
5.3 Data and Methodology
This section consists of three subsections. The first presents the properties of the data
used for the tests in this chapter. The second subsection explains the different types of
multivariate volatility used (which involve four groups of a total of fourteen variants of
models). The third section describes the two methods used to compare the different
models. An evaluation method is designed that ranks the models by their usefulness in
helping investors achieve a certain volatility target. In order to ensure that conclusions
are both robust and consistent with current literature, commonly used statistical criteria
are also used.
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5.3.1 Elementary analysis of the data
The original data for the tests in this chapter are taken from a database of an investment
bank. To compare the large dimension volatility models, the following 26 pairs of
currency are used: AUD (Australia, Dollar), CAD (Canada, Dollar), CHF (Switzerland,
Franc), EUR (Euro), GBP (United Kingdom, Pound), JPY (Japan, Yen), NOK (Norway,
Krone), NZD (New Zealand, Dollar), SEK (Sweden, Kronor), BRL (Brazil, Real), CLP
(Chile, Peso), COP (Colombia, Peso), MXN (Mexico, Peso), CZK (Czech Republic,
Koruny), HUF (Hungary, Forint), ILS (Israel, New Shekel), PLN (Poland, Zlotych),
RUB (Russia, Ruble), SKK (Slovakia, Koruny), TRY (Turkey, New Lira), ZAR (South
Africa, Rand), IDR (Indonesia, Rupiah), KRW (South Korea, Won), PHP (Philippines,
Peso), SGD (Singapore, Dollar) and TWD (Taiwan, New Dollar). All currencies are
quoted in the format of n currency per US dollar, except for AUD, EUR, GBP and NZD,
which are quoted the other way round. These 26 currencies were chosen as these were
the only currencies with data available for the purpose of this thesis. This range serves
the purpose of testing a number of large dimension volatility models. The data are also
representative, which can be broadly divided into two groups, with the first nine
currencies being G10 currencies and the rest emerging market currencies. The liquidity
of different currencies varies significantly, with G10 currencies possessing very high
liquidity while the liquidities of some of the emerging market currencies are relatively
low. The general foreign exchange market is a 24-hour global market except for the
weekend. Some very liquid currencies are traded around the clock, and some illiquid
currencies are only traded during specific hours. The price at London time 16:00 is used
as the closing price each day, and the date frame in question is from March 18, 2003 to
December 31, 2008.
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5.3.2 Multivariate volatility models
This section will explain each of the fourteen models that are estimated and compared in
this chapter. These models can be categorized into the following four groups: the
Exponentially Weighted Moving Average (EWMA) type of model; the Dynamic
Conditional Correlation type of model; the Orthogonal GARCH type of model; and the
Historical Covariance Matrix model. Although the number of multivariate volatility
models in related literature most certainly exceeds 14, the selection of the 14 models in
this chapter is not completely arbitrary. The choice of models is based on two main
criteria, namely a) the suitability for modelling a large-dimension covariance matrix,
and b) the simplicity of modelling and estimation. The large dimensions of the data
prevent many models from being feasible candidates for this study due to reasons such
as their complexity, estimation accuracy and the restriction of positive definiteness.
These 14 models are all suitable for modelling large-dimension covariance matrices and
are easy to estimate. All of the estimations in this chapter were implemented by Splus18.
Exponential Weighted Moving Average (EWMA) models
Since it was first introduced by JP Morgan in 1994, the EWMA model has became one
of the most popular models in the financial industry thanks to its simplicity and good
performance. It takes the format:
ߑ௧ = (1 − ߣ) ௧߳ି ଵ ௧߳ି ଵᇱ + ߣߑ௧ି ଵ. (5.4)
18 S-plus a a commercial implementation of the S programming language sold by TIBCO Software Inc..It
features object-oriented programming capabilities and advanced analytical algorithms. The version used
in this thesis is professional 8.0.
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The Σ୲ is the covariance matrix at time t, which for the case in this chapter is a 26 by 26
matrix, λ is the decay factor, which according to the market convention is set at 0.94,
ϵ୲ି ଵ is a 26 by 1 column return vector at time t-1, and Σ୲ି ଵ is the covariance matrix at
time t-1. Since the mean return is set to 0, the residual vector at time t-1 is equal to the
return vector r୲ି ଵ during the same period. In Equation 5.3, given λ and an initial
estimation of Σଵ, which is normally set to be the unconditional covariance matrix of all




୲ୀଵ , it is easy to compute the time-varying exponentially
weighted covariance matrix recursively. In this chapter, this model is referred to as
ewma.cov.2 model.
When λ is not fixed, and assuming that ϵ୲ follows a multivariate normal distribution
with zero mean and covariance matrix ߑ௧, λ can be estimated by maximizing the
likelihood function:
lnL(λ) = −0.5 ∑ ln(|Σ୲|) − 0.5 ∑ ε୲Σ୲ିଵϵ୲ᇱ୘୲ୀଵ୘୲ୀଵ . (5.5)
In this chapter, this model is referred to as ewma.cov.2.mgarch model.
Since the focus of this study is the foreign exchange market, a specific property of this
market can be taken advantage of when modelling the covariance matrix. This means
that a cross rate (for example, GBP/EUR) should be equal to the division of two rates
due to the no-arbitrage condition (ୋ୆୔
୉୙ୖ
= ୋ୆୔ ୙ୗୈ/
୉୙ୖ/୙ୗୈ). Taking the logarithms on both sides
and then taking the difference gives △ ln(GBP EUR/ ) =△ ln(GBP USD/ ) − △ln(EUR USD/ ), which means that the cross rate return (GBP against EUR) is equal to
the difference of two exchange rate returns (GBP against USD, and EUR against USD).
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Then, applying the variance operation both sides gives:
var(△ ln(GBP EUR/ )) = var(△ ln(GBP USD/ ) − △ ln(EUR USD/ ))
(5.6)
Expanding Equation 5.6 gives:
var(△ ln(GBP EUR/ )) = var(△ ln(GBP USD/ )) + var(△ ln(EUR USD/ )) −
        2cov(△ ln(GBP USD/ ) ,△ ln(EUR USD/ )) (5.7)
Thus giving the required equation:
Cov(△ ln(GBP USD/ ) ,△ ln(EUR USD/ )) = 0.5 × [var(△ ln(GBP USD/ )) +var(△ ln(EUR USD/ )) − var(△ ln(GBP EUR/ ))] (5.8)
Equation 5.8 shows that the covariance of two rates can be computed from the variances
of these two rates and the variance of the cross rate of these two currencies. This
property implies that a covariance matrix can be generated simply by using a univariate
volatility model in the foreign exchange market. For the purpose of this study, 0.5 ×(26 + 1) × 26 univariate EMWA models are estimated for the individual variance of
each rate and each cross rate, and the covariance of each pair of currencies is computed
through Equation 5.8. The positive definiteness of the covariance matrix is guaranteed
by setting all decay factors λ to be the same at 0.94.
The success of the RiskMetrics 1994 methodology relies on its simplicity and strong
performance. However, this simplicity also acts as a restraint in terms of further
improving its performance. Also, some widely accepted facts in the financial market are
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in conflict with the simple RiskMetrics 1994 methodology. For example, the volatilities
of most financial series are observed to have long memory properties, with the
probability distributions of returns having fat tails, which is at odds with the normal
distribution assumption methodology. Also, the performance of the RiskMetrics 1994
methodology in long horizons is unsatisfactory, even in the case of a two-week period.
Based on the shortcomings of the RiskMetrics 1994 methodology, researchers at
RiskMetrics Group proposed a new risk management methodology—namely
RiskMetrics 2006. This methodology treats the efficient market volatility as a weighted
sum of a series of historical volatilities caused by various market participators that have
different investment horizons. Each historical volatility is an EWMA process in its own
horizon.
Its multivariate version is as follows:
τ୩ = τଵρ୩ିଵ k = 1, … , k୫ ୟ୶ (5.9)
μ୩ = exp (−1/τ୩) (5.10)
Σ୩,୲ାଵ = (μ୩)Σ୩,୲+ (1 − μ୩)r୲r୲ᇱ (5.11)




Essentially, the historical covariance matrix Σ୩,୲ at time t is the same as the RiskMetrics
1994 estimator in that it is an exponential moving average of the return square, but with
a varying decay factor μ୩ which depends on the specific horizon. No matter what the
horizon is, σ୩ଶ is normalized to a daily basis. The τ୩ is a series of geometric time
horizons representing the multi-scale structure of the markets. It can be seen that the
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efficient volatility Σ ୤ୣ୤,୲ାଵ is simply a weighted average of a series of historical
covariance matrices of different horizons. The constant C is a normalization factor that
ensures that the sum of the coefficients ∑ w୩ is equal to 1. There are three time
parameters: the logarithmic decay factor τ଴ with a value of 1,560, the lower cut-off
factor τଵ with a value of 4 and the upper cut-off factor with the value of 512. The
parameter ρ with a value of √2 represents the structure of the time horizons. The values
of the parameters are chosen on the basis of empirical tests on substantial amounts of
financial data of various instruments and regions conducted by the RiskMetrics Group.
By unwinding the historical covariance matrix Σ୩,୲ in equations 5.11 and 5.12, the
efficient volatility can be formulated in another way:
Σ ୤ୣ୤,୲ାଵ = ∑ ߣ( )݅୧ஹ଴ r୲ି ୧r୲ି ୧ᇱ (5.14)
ߣ( )݅ = ∑ w୩୩ౣ ౗౮୩ୀଵ (1 − μ୩). (5.15)
Equations 5.14 and 5.15 show that the efficient volatility is still a weighted average sum
of the past return square, which is the same as RiskMetrics 1994 but with a different
coefficient structure. It is also this coefficient structure that ensures the long memory
property of volatility, which has logarithmically decaying correlations. For an n day
horizon:
Σ ୤ୣ୤,୲ା୬ = n ∑ ߣ( ,݊ )݅୩ౣ ౗౮୧ୀଵ r୲ି ୧r୲ି ୧ᇱ (5.16)










Σ ୤ୣ୤,୲ା୬is the effective volatility between time interval [t, t+n]. The above equation for n
day volatility has similarities with the square root rule, but for different values of n the
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coefficients of the historical return squares with distinct values. Equations 5.16 and 5.17
are used for the ewma.lm model.
Dynamic Conditional Correlation (DCC) models
The concept of DCC models was proposed by Nobel Prize winner Robert Engle in 2003
and, thanks to its potential in modelling large-dimension covariance matrices, this
concept has gained an increasing reputation in recent years. The advantage of DCC
models is that they can estimate individual variances and the correlation matrix
separately, providing the flexibility of univariate GARCH models and models for the
correlations.
The basic format of the model proposed by Engle (2003) is as below:
r୲ାଵ|I୲∼ N(0, Σ୲ାଵ) (5.18)
Σ୲ାଵ = D୲ାଵR୲ାଵD୲ାଵ (5.19)D୲ାଵଶ = diag{ω୲} + diag{k୧} ∘ r୲r୲ᇱ+ diag{λ୧} ∘ D୲ଶ (5.20)
ϵ୲= D୲ିଵ r୲ (5.21)Q୲ାଵ = S ∘ (II − A − B) + A ∘ ϵ୲ϵ୲ᇱ+ B ∘ Q୲ (5.22)R୲ାଵ = diag(Q୲ାଵ)ିଵ/ଶQ୲ାଵdiag(Q୲ାଵ)ିଵ/ଶ (5.23)
Equation 5.18 assumes that based on information at time t ( I୲), the return at time t+1r୲ାଵ follows a normal distribution with zero mean and covariance matrix Σ୲ାଵ, which is
divided into two components, D୲ାଵ and R୲ାଵ . D୲ାଵ is a diagonal matrix with each
element being the variance of an individual asset and R୲ାଵ being the correlation matrix.
In Equation 5.20, the normal GARCH(1,1) model is used to model each individual
variance. The symbol ∘ means the element by element multiplication of two matrices.
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After normalizing return, the correlation matrix R୲ାଵ is modelled in equations 5.22 and
5.23.
The main contribution that the Engle (2003) DCC model makes is not actually the
model itself, but rather the idea that enables the separation—and then separate
modelling—of the covariance matrix into a correlation matrix and individual variances.
Adopting different methods to model the individual variances or correlation matrix
gives many variants of the basic DCC model. In the model dcc.ewma.1, instead of using
Equation 5.22, Equations 5.3 and 5.23 are combined in order to model the correlation
matrix R୲ାଵ. In this case, the decay factor ߣ is set at 0.94. If ߣ is unknown, it can be
estimated by maximising the likelihood function of Equation 5.4. This model is referred
to as the dcc.ewma model in this chapter. Another variant of the DCC model that is
derived by changing the method of modelling the correlation matrix is the ortho.dcc
model, in which the Orthogonal GARCH model (to be discussed below) is used to
model the correlation matrix. In these three models, all of the individual variances are
modelled by the normal GARCH(1,1) in Equation 5.21.
As discussed in Section 3.2.3, there is much empirical evidence to support the existence
of long memory in the volatility time series. The ewma.lm model based on the
RiskMetrics 2006 methodology takes into account the long memory factor of the
volatility series by adopting a specific structure for the coefficients. It is therefore
reasonable to try to extend the basic DCC model to capture the long memory property
of the volatility series. The most straightforward extension is to use a long memory
model to estimate the individual variance and then to combine it with the correlation
matrix to get a covariance matrix with a long memory property. Two popular long
memory models are adopted in this chapter to replace Equation 5.20 in order to estimate
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the individual variances, namely the fractionally integrated GARCH (FIGARCH) and
fractionally integrated EGARCH (FIEGARCH) models. The FIGARCH (1, d, 1) model
by Baillie, Bollerslev and Mikkelsen (1996) can be presented as below:
σ୲ାଵ
ଶ
= ω + 1ൣ − βL − (1 − ∅L)(1 − L)ୢ൧ε୲ଶ + βσ୲ଶ. (5.24)
It can also be presented in an ARCH format:
σ୲ାଵ
ଶ
= ω(1 − β)ିଵ + [1 − (1 − βL)ିଵ(1 − ∅L)(1 − L)ୢ] ୲߳ଶ, (5.25)
where ω , β and ∅ are coefficients, L is a lag operator and (1 − L)ୢ has the same
definition as Equation 3.34. The FIGARCH is estimated based on the maximum
likelihood method using the truncated ARCH presentation. In existing literature on this
subject, a truncation lag of 1,000 is common, and this is used for the estimations of both
the FIGARCH and FIEGARCH models in this chapter. In this chapter, the DCC model
using FIGARCH to estimate individual variance is referred to as the dcc.figarch model
or Model.11. Bollerslev and Mikkensen (1996) proposed the fractionally integrated
EGARCH (FIEGARCH). The basic model FIEGARCH(1,d,1) can be presented as:
ln(ߪ௧ାଵଶ ) =  ω + (1 + φL)(1− ∅L)ିଵ(1 − L)ିୢ݃( ௧߳) (5.26)
݃( ௧߳ାଵ) = ߠ ௧߳+ ߛ(| ௧߳| − ܧ(| ௧߳|)) (5.27)
In this chapter, the DCC model using FIEGARCH to estimate individual variances is
called the dcc.fiegarch model. If it is assumed that the conditional correlation in
equations 5.22 and 5.23 is constant, the CCC model proposed by Bollerslev in 1990 can
be obtained. Although it is a commonly accepted fact that the conditional correlation is
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not constant, it is not clear how much modelling the conditional correlation can help
estimate the covariance matrix. Therefore, some CCC models are also tested in this
chapter. The ccc.garch model uses the normal GARCH(1,1) for individual variance and
the 30-day historical correlation matrix as R୲ାଵ . The ccc.figarch uses the
FIGARCH(1,d,1) for individual variance and the 30-day historical correlation matrix asR୲ାଵ. The ccc.fiegarch uses the FIEGARCH(1,d,1) for individual variance and 30-day
historical correlation matrix as R୲ାଵ.
Orthogonal GARCH
The Orthogonal GARCH, introduced by Alexander (1998), is also known as the
Principal Component GARCH. It is assumed that the data is generated by an orthogonal
transformation of several univariate GARCH processes. The method is computationally
relatively simple, as it is based on the univariate GARCH volatility of all—or the first
few—principal components of a system. First, the original return matrix r is converted
into another matrix P through P = rW , where W is actually a matrix consisting of the
eigenvectors of rrᇱ, the components of which are orthogonal to each other. Next, the
univariate GARCH model is used to estimate the variance of each individual component
or of the first few principal components of P, resulting in a diagonal variance matrix D.
Finally, through a simple conversion, the covariance matrix of the original data set r can
be obtained. This model is called ortho.garch in this chapter:
P୲= r୲W (5.28)r୲= P୲Wᇱ (5.29)D୲ାଵଶ = diag{ω୲} + diag{k୧} ∘ r୲r୲ᇱ+ diag{λ୧} ∘ D୲ଶ (5.30)
Σ୲ାଵ = WD୲ାଵଶ Wᇱ, (5.31)
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where D୲= diag(σ(Pଵ),σ(Pଶ), … ,σ(Pଷ)) is the diagonal matrix of volatility of principle
components.
Historical covariance model




∑ (r୲ି ୧− r̅)(r୲ି ୧− r̅)ᇱ୬ିଵ୧ୀ଴ , (5.32)
where r୲ is a p-dimension return vector at time t, and r̅ is a p-dimension average return
vector over the time [t-n+1, t] when n historical returns are used. The performance of
the historical covariance matrix is better than previously thought if an appropriate
estimation length can be chosen. A 30-day horizon seems a suitable choice.
Description of the models
1. Model.1 represents the ewma.cov.1 model, belonging to EMWA family models.
In this model the univariate version of Equation 5.4 is used to calculate
individual variance of each rate and cross rate. And the covariance of each pair
of currencies is computed through Equation 5.8.
2. Model.2 represents the ewma.cov.2 model, belonging to EWMA family models.
In this model Equation 5.4 is used to calculate the covariance matrix and the
decay factor λ is set to be 0.94.
3. Model.3 represents the ewma.cov.2.mgarch model, belonging to EWMA family
models. In this model Equation 5.4 is used to calculate the covariance matrix.
Instead of being set to the fixed value 0.94, the decay factor λ is estimated by
Equation 5.5.
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4. Model.4 represents the dcc.ewma model, belonging to DCC family models. This
model follows the structure described by Equations from 5.18 to 5.23. However
instead of using Equation 5.22, Equation 5.3 and 5.23 are combined to model the
correlation matrix R୲ାଵ. And the decay factor λ is estimated by Equation 5.5.
5. Model.5 represents the dcc.ewma.1 model, belonging to DCC family models.
This model also follows the structure described by Equations from 5.18 to 5.23.
Like in Model.4, Equation 5.3 and 5.23 are combined to model the correlation
matrix R୲ାଵ. But the decay factor λ in this model is set to 0.94.
6. Model.6 represents the ccc.garch model, belonging to DCC family models. This
model also follows the structure described by Equations from 5.18 to 5.23.
However it use 30-day historical correlation matrix as the correlation matrixR୲ାଵ rather than estimating it by Equations 5.22 and 5.23.
7. Model.7 represents the hist.cov model, belonging to historical covariance model.
This model uses the historical covariance matrix calculated by Equation 5.32 as
the forecasted covariance matrix.
8. Model.8 represents the ortho.garch model, belonging to orthogonal garch family
models. This uses Equations from 5.28 to 5.31 to calculate the covariance matrix.
9. Model.9 represents the ortho.dcc model, belonging to DCC family models. This
model also follows the structure described by Equations from 5.18 to 5.23.
However the orthogonal garch is used to calculate the correlation matrix R୲ାଵ.
10. Model.10 represents the ewam.lm model, belonging to the EWMA family
models but with long memory property. In this model, Equations 5.16 and 5.17
are used to compute the covariance matrix.
11. Model.11 represents the ccc.figarch model, belonging to the DCC family models
but with long memory property. This model also follows the structure described
by Equations from 5.18 to 5.23. Equation 5.24 rather than Equation 5.20 is used
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to calculate each individual variance and 30-day historical correlation matrix is
used as the correlation matrix R୲ାଵ.
12. Model.12 represents the ccc.fiegarch model, belonging to the DCC family
models but with long memory property. This model also follows the structure
described by Equations from 5.18 to 5.23. Equations 5.26 and 5.27 instead of
Equation 5.20 are used to calculate each individual variance and 30-day
historical correlation matrix is used as the correlation matrix R୲ାଵ.
13. Model.13 represents the dcc.figarch model, belonging to the DCC family models
but with long memory property. This model also follows the structure described
by Equations from 5.18 to 5.23. Equation 5.24 rather than Equation 5.20 is used
to calculate each individual variance. Instead of using Equation 5.22, Equation
5.3 and 5.23 are combined to model the correlation matrix R୲ାଵ with the decay
factor λ set to be 0.94.
14. Model.14 represents the dcc.fiegarch model, belonging to the DCC family
models but with long memory property. This model also follows the structure
described by Equations from 5.18 to 5.23. Equations 5.26 and 5.27 instead of
Equation 5.20 are used to calculate each individual variance. Instead of using
Equation 5.22, Equation 5.3 and 5.23 are combined to model the correlation
matrix R୲ାଵ with the decay factor λ set to be 0.94.
5.3.3 Evaluation methods
Two different methods are used for the comparison. The following section will explain
why these two methods were chosen and how the different covariance matrix forecasts
are compared to these two different methods. The first method, the economical
evaluation method, aims to assess how the predicted covariance matrix can ensure that
the volatility target is met. The second method, the statistical evaluation method,
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measures how far the predicted covariance matrix is away from the real covariance
matrix, which is presented by a covariance matrix proxy.
All of the original exchange rate data follow market conventions, which means that they
are all quoted in US dollars except for four currencies, AUD, EUR, GBP and NZD. For
the purpose of this study, the stance of US dollar investors is assumed, measuring profit
and loss in terms of US dollars. To calculate the daily return (except for the four
currencies mentioned above) a reciprocal of the original prices of all the other
currencies must be taken in order to ensure that all loss and profit is being measured in
US dollars. After adjusting the data, the logarithmic return is calculated by taking the
difference of the logarithm of two adjacent prices. Next, different types of multivariate
models are used to forecast the covariance matrix based on the data of a certain
estimation horizon. Two estimation horizons are chosen for the purpose of this study.
These are the 125-day and 252-day horizons, which correspond to half a calendar year
and one calendar year, respectively. According to the experience by the foreign
exchange market participants, it is preferable to use data going back less than one year
to do the estimation. The models are also compared based on three forecast horizons, 5-
day, 10-day and 22-day, which correspond to one calendar week, two calendar weeks
and one calendar month, respectively. For each estimation horizon and forecast horizon,
starting from the first day of the data sample, the estimation and forecast is calculated,
and then the window is moved forward so that the process can be repeated up until the
last available day. For an n-day sample size, m-day estimation horizon, and f-day
forecast horizon, there are g ≈ ୬ି୫
୤






Because of the latent property of volatility, it is not feasible to find the real volatility as
a benchmark for comparison. Therefore, the traditional method of comparison is not
applicable to the volatility case that measures deviation of the forecast from the real
value. A way of getting around this problem must therefore be found. One possible
solution used by existing literature is that a proxy of the real volatility is adopted as the
benchmark (as was the case in Chapter 1 of this thesis). Usually, a high-frequency
volatility measurement such as realized volatility or realized range volatility is chosen
as the proxy, after which a family of loss functions are adopted to gauge the deviation of
the forecast. Unfortunately, in this case, only daily data is available. Although the same
methodology can be applied to this data, this would result in a less precise but still
useful proxy. Forecast horizons of 5 days, 10 days and 22 days are considered,
corresponding to one calendar week, two calendar weeks and one calendar month,
respectively. H୲,୩ denotes the estimated conditional covariance matrix based on
information available at t-1, for k-week forecast horizon (in this notation, H୲,ଵ is the
one-week forecast). Σ୲,୩ is used as the cumulative cross-products of daily returns during
that period. The typical elements of these two matrices are denoted by h୧୨,୲,୩ and σ୧୨,୲,୩,




∑ E൫h୧୨,୲,୩− σ୧୨,୲,୩൯ଶ୧,୨ ቃଵ/ଶ (5.33)MAD୩ = ଵ
୒మ
∑ Eหh୧୨,୲,୩− σ୧୨,୲,୩ห୧,୨ , (5.34)




Although the statistical evaluation method is the most widely used approach for
volatility comparison in existing academic literature, it is not as popular in the financial
industry. The main reason for this is that the statistical method has minimal direct
implications for investment behaviours, as it only makes sense from a statistical
perspective. An evaluation method that has direct implications to investment behaviours
is desirable.
An alternative method of evaluation that makes more economic sense is applied by
Fleming, Kirby and Ostdiek (2001). Their framework is straightforward, being based on
an investor allocating funds across different asset classes according to a mean-variance
optimal rule. The investor wants to maximize expected return while meeting a volatility
target and the investor’s portfolio is rebalanced every day. It is reasonable to expect the
“good” volatility model to generate better performance than the “bad” volatility model.
To implement this strategy, however, requires estimates for both the conditional
expected covariance matrix and conditional expected return. This chapter aims to obtain
the former, but not the latter. Estimating expected return is far more difficult than
estimating volatility, and unfortunately its impact on the mean-variance optimization is
far from trivial. Therefore, if the evaluation was to adopt this framework, it would
essentially be a joint test of accuracy of both the volatility model and return model
rather than a pure volatility forecast accuracy test.
Therefore, another framework must be designed in order to separate the impact of return
forecast from volatility evaluation. One of the candidate methods is to measure the
performance of the minimum variance portfolio based on each volatility model (which
is independent from the return forecast), construct a minimum variance portfolio,
calculate the expected volatility and realized return of this portfolio, and then obtain the
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Sharpe ratio19 by dividing volatility to the return (the higher the better). This method
would be feasible if it were not for one fatal drawback, which is that, as the volatility of
some minimum variance portfolios could be very near zero, the Sharpe ratio may
simply be made up of nonsense numbers. Even a very small amount of forecast error
could be amplified enormously, and therefore this method is again not a feasible
framework.
Mutual funds always carry a volatility target, which represents the maximum risk level
tolerable to fund investors. In many cases, if volatility stays above the volatility target
persistently for a certain period of time (which may be stipulated in the fund statement)
the fund has to be liquidated. Therefore, meeting the volatility target is essential to
investment decision making. The logic behind the evaluation framework to be used in
this chapter is therefore to see how different volatility models can help a portfolio meet
the volatility target. For the purpose of this study, this target is set arbitrarily at 10%
annually. To avoid the influence of return forecasts, an equally weighted portfolio is
used and different rebalancing frequencies are tested at one-week, two-week and four-
week intervals. First, the unscaled predicted variance of the equally weighted portfolio
is calculated by the following equation:
σ୲ାଵ
ଶ = wᇱΣ୲ାଵw, (5.35)
where Σ୲ାଵ is the predicted covariance matrix at time t + 1 based on information
available at time t (a 26 by 26 matrix in this case). W is the unscaled equal weight of the
portfolio (in this case a 26 by 1 column vector with each element equal to 1/26).
19 The Sharpe ratio is a measure of the return per unit of risk in an investment strategy, named after
William Sharpe. It is defined as S = ୖିୖ౜
஢
. Sometimes the benchmark return R୤is set to zero, as is the case
in this thesis.
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Second, the scaled weight at time t for a given volatility target is computed as:




where the vol target is the annual volatility target of 10%.
Third, the dollar-impacted weights are calculated. Although the weights are not
physically changed until the rebalance day, the actual weights of the portfolio do change
due to the movement of the currency price. For example, if the price of a certain
currency increases during a trading day, then the weight of that currency will also
increase within the portfolio. In order to accurately measure the portfolio return, dollar-
impacted weights must be calculated. Assuming that time t is a rebalance day, then the
dollar-impacted weight w෥୲at time t is equal to the original scaled weight w୲. Between
time t and the next rebalance time, say t + b, the dollar-impacted weight is:
w෥୲ା୨,୧= (w෥୲ା୨ି ଵ,୧ ୮౪శౠ,౟
୮౪శౠషభ,౟) ൬∑ w෥୲ା୨ି ଵ,୧ ୮౪శౠ,౟୮౪శౠషభ,౟୧ ൰ൗ ,1 ≤ j < ܾ (5.37)
where w෥୲ା୨,୧is the dollar-impacted weight of i th currency at time t + j, and p୲ା୨,୧is the
price of i th currency at time t + j . This process is then repeated for each new rebalance
day.




where R୲ is the realized portfolio return at time t, and r୲ is a 26 by 1 column vector with
each element being the realized return of each individual currency at time t. Unlike
returns used to model volatility (which are logarithmic), returns in the evaluation
section are simple returns.
If the covariance matrix of the portfolio can be forecast perfectly, the volatility of the
scaled portfolio should be exactly equal to the volatility target. Therefore, this study
uses the various indicators of measuring the deviation of the portfolio volatility from the
volatility target. However, the latent problem of volatility also exists in this framework,
as the real volatility of the portfolio is unobservable. To get around this issue, the
standard deviation of portfolio returns within a rolling window is used as a proxy of
portfolio volatility. The length of the rolling window is set at 100 days and 252 days.
The reason for this choice is that, although these are not perfect proxies for real
volatility, they are widely used as measurement of risks by the financial industry. To
evaluate models as comprehensively as possible, eleven indicators are adopted for both
the 100-day and 252-day rolling windows, which will be discussed in detail in the
Results Analysis section below.
5.4 Results Analysis
In order to evaluate the models described in Section 5.3.2 as comprehensively as
possible, eleven indicators based on both the 100-day and 252-day rolling windows
have been adopted for the economic evaluation method. A description of each of the
indicators is given below:
1. Standard deviation of all sample returns: This indicator measures how the
volatility of all sample periods meet the volatility target, with the closer this
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being to the volatility target (10%) the better.
2. Mean of standard deviations: This is the average of the rolling window standard
deviations. In the financial industry, a 252-day or 100-day rolling window
standard deviation is usually used as a risk indicator. As for the first criteria, the
closer this is to the volatility target the better.
3. Standard deviation of standard deviations: This is the standard deviation of the
rolling window standard deviations, which is used to measure how the rolling
window standard deviations distribute around its mean (which in an ideal world
would be the volatility target). The smaller this is the better.
4. Maximum standard deviation: This measures the maximum volatility of the
scaled portfolio. If portfolio volatility is above target, this means that the model
underestimates real volatility, making the scale ratio larger than it is supposed to
be. The closer this is to the target the better.
5. Minimum standard deviation: This is the minimum of the rolling window
standard deviation. Although below target volatility does not cause concern in
terms of risk control, it does undermine the potential of generating higher profit.
It is therefore desirable that this is as close to the target as possible.
6. Range of standard deviations: This is the difference between the maximum and
minimum deviations, and thus represents the width of the standard deviation
distribution. A small range will imply that the portfolio volatility centres closely
around the target.
7. Percentage of standard deviations between 9.5% and 10.5%: This measures the
percentage of standard deviations falling in the 9.5% to 10.5% range.
8. Percentage of standard deviations between 9% and 11%: This measures the
percentage of standard deviations falling in the 9% to 11% range.
9. Percentage of standard deviations between 8% and 12%: This measures the
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percentage of standard deviations falling in the 8% to 12% range.
(The three percentage indicators in criteria 7—9 all represent information on the
distribution of the rolling window standard deviation.)
10. Percentage of standard deviations below target: This measures the percentage
of standard deviations falling below the volatility target. In terms of risk control,
it is more desirable that volatility is below than above target.
11. Mean squared error: This is the mean of the squared deviations of the rolling
window standard deviations to the volatility target.
For the purpose of comparison, two statistical indicators are also included, namelyRMSE୩ and MAD୩. These are the multivariate versions of the root mean squared error
and mean absolute deviation, respectively, and are defined in equations 5.33 and 5.34,
respectively.
Two estimation horizons (125 days and 252 days) are adopted, and three different
volatilities are forecasted for each estimation horizon (5 days, 10 days and 22 days). The
estimation horizons and forecast horizons are selected according to both industry
convention and academic literature (e.g. Brandt and Jones(2006), RiskMetrics(2007)).
This gives a total of 6 scenarios. Fourteen models from four different model families are
used. For all models involving GARCH(1,1), both the normal distribution and t
distribution are used, making 19 combinations in total. The results for scenarios with a
252-day estimation period and 5-day forecast period are presented in tables 5.1 and 5.2,
while the results for the other scenarios are presented in the Appendix. A number of
general phenomena can be observed from these tables and graphs.
185
Table 5.1
Economic evaluation indicators (252-day estimation period and 5-day forecast
period)
This table presents the values of economic evaluation indicators based on a 252-day estimation
period and 5-day forecast period. The criteria from E1 to E11 correspond to the economic
indicators from 1 to 11 as defined above. Model.1 represents the ewma.cov.1 model; Model.2
represents the ewma.cov.2 model; Model.3 represents the ewma.cov.2.mgarch model; Model.4
represents the dcc.ewma model; Model.4t represents the dcc.ewma model with t distribution;
Model.5 represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1 model with t
distribution; Model.6 represents the ccc.garch model; Model.6t represents the ccc.garch model
with t distribution; Model.7 represents the hist.cov model; Model.8 represents the ortho.garch
model; Model.8t represents the ortho.garch model with t distribution; Model.9 represents the
ortho.dcc model; Model.9t represents the ortho.dcc model with t distribution; Model.10
represents the ewma.lm model; Model.11 represents the ccc.figarch model; Model.12 represents
the ccc.fiegarch model; Model.13 represents the dcc.figarch model; and Model.14 represents the
dcc.fiegarch model. An explanation for each of these models can be found in Section 5.3.2.
‘NA’ means that due to particular estimation issues, the value required was not obtainable.
‘100-day’ means that the rolling window length is 100 days, while ‘252-day’ means that the
length is 252 days.
E1 E2 E3 E4
100-day 252-day 100-day 252-day 100-day 252-day
Model.1 10.56 10.47 10.46 0.85 0.37 8.69 9.68
Model.2 10.65 10.57 10.57 0.90 0.43 8.65 9.64
Model.3 11.05 10.31 10.34 2.24 1.07 6.40 8.26
Model.4 10.45 10.20 10.23 1.55 0.78 7.05 8.60
Model.4t 9.05 8.69 8.85 2.12 1.27 3.90 7.11
Model.5 10.37 10.24 10.26 1.10 0.63 7.84 8.95
Model.5t 8.85 8.60 8.72 1.88 1.20 4.37 6.84
Model.6 10.40 10.26 10.27 1.11 0.63 8.00 8.97
Model.6t 8.87 8.61 8.72 1.85 1.17 4.39 6.94
Model.7 10.77 10.67 10.63 1.00 0.47 8.63 9.67
Model.8 10.81 10.61 10.66 1.56 0.90 7.81 8.70
Model.8t 9.34 9.03 8.99 1.40 0.88 6.33 6.97
Model.9 10.56 10.32 10.39 1.51 0.84 7.43 8.68
Model.9t 9.23 8.87 9.03 2.10 1.29 4.11 7.04
Model.10 10.41 10.27 10.26 1.08 0.57 7.92 8.94
Model.11 NA NA NA NA NA NA NA
Model.12 10.33 10.11 10.04 1.11 0.70 8.08 8.7
Model.13 NA NA NA NA NA NA NA
Model.14 10.30 10.09 10.03 1.11 0.70 7.86 8.68
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Table 5.1 continued

















Model.1 13.08 11.44 4.38 1.77 49.83 56.44 73.21 93.76
Model.2 13.01 11.58 4.35 1.93 43.89 50.30 66.14 80.28
Model.3 18.52 13.95 12.11 5.69 21.38 49.80 41.10 68.51
Model.4 13.72 11.77 6.67 3.17 21.20 51.31 45.11 70.82
Model.4t 13.41 11.40 9.52 4.29 14.66 14.19 26.70 36.32
Model.5 12.74 11.48 4.89 2.53 35.78 59.36 61.69 79.98
Model.5t 12.55 11.11 8.18 4.26 21.47 13.88 36.04 42.05
Model.6 12.78 11.46 4.78 2.49 30.80 58.05 66.31 79.98
Model.6t 12.44 11.08 8.06 4.14 22.16 14.89 35.51 38.83
Model.7 13.68 11.78 5.05 2.11 44.76 41.05 66.31 75.75
Model.8 14.06 12.38 6.23 3.69 25.74 39.83 44.85 67.80
Model.8t 11.86 10.49 5.53 3.52 21.03 29.28 37.52 48.89
Model.9 14.10 12.06 6.67 3.38 23.99 47.28 48.34 69.72
Model.9t 13.66 11.69 9.55 4.65 11.87 15.39 25.92 33.10
Model.10 13.31 11.64 5.39 2.69 36.46 61.68 64.24 88.07
Model.11 NA NA NA NA NA NA NA NA
Model.12 13.72 11.93 5.63 3.22 23.12 53.12 64.57 87.42
Model.13 NA NA NA NA NA NA NA NA
Model.14 13.54 11.89 5.68 3.21 24.96 57.04 63.42 85.41
Table 5.1 continued
E9 E10 E11
100-day 252-day 100-day 252-day 100-day 252-day
Model.1 94.76 100 28.36 9.76 0.94 0.35
Model.2 91.88 100 27.05 8.25 1.14 0.51
Model.3 70.50 94.66 50.96 39.83 5.11 1.26
Model.4 79.76 100 51.83 40.44 2.44 0.68
Model.4t 46.16 65.09 71.73 79.78 6.20 2.95
Model.5 89.79 100 50.00 41.04 1.29 0.46
Model.5t 52.01 64.79 74.83 82.60 5.48 3.05
Model.6 89.88 100 48.78 37.22 1.31 0.47
Model.6t 53.32 63.88 75.65 82.70 5.36 3.01
Model.7 89.79 100 26.96 8.05 1.45 0.63
Model.8 76.09 88.63 40.92 22.03 2.79 1.25
Model.8t 76.00 88.22 71.90 80.99 2.91 1.80
Model.9 81.41 97.28 48.78 37.02 2.39 0.86
Model.9t 48.69 71.53 66.84 77.66 5.67 2.61
Model.10 94.04 100 47.23 33.37 1.24 0.40
Model.11 NA NA NA NA NA NA
Model.12 95.03 100 49.91 62.47 1.25 0.49
Model.13 NA NA NA NA NA NA
Model.14 94.15 100 49.30 59.35 1.23 0.49
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Table 5.2
Statistic evaluation indicators (252-day estimation period and 5-day forecast
period)
This table presents the values of statistic evaluation indicators based on a 252-day estimation
period and 5-day forecast period. The indicators S1 Mean and S2 Mean are defined in equations
5.23 and 5.24, respectively. S1 Std and S2 Std are their standard deviations. Model.1 represents
the ewma.cov.1model; Model.2 represents the ewma.cov.2 model; Model.3 represents the
ewma.cov.2.mgarch model; Model.4 represents the dcc.ewma model; Model.4t represents the
dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model; Model.5t
represents the dcc.ewma.1model with t distribution; Model.6 represents the ccc.garch model;
Model.6t represents the ccc.garch model with t distribution; Model.7 represents the hist.cov
model; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch model
with t distribution; Model.9 represents the ortho.dcc model; Model.9t represents the ortho.dcc
model with t distribution; Model.10 represents the ewma.lm model; Model.11 represents the
ccc.figarch model; Model.12 represents the ccc.fiegarch model; Model.13 represents the
dcc.figarch model; and Model.14 represents the dcc.fiegarch model. An explanation for each of
these models can be found in Section 5.3.2. ‘NA’ means that due to particular estimation issues,
the value required was not obtainable.
S1 S2
Mean Std Mean Std
Model.1 1.27 20.10 0.93 14.60
Model.2 1.29 20.40 0.92 14.59
Model.3 1.14 18.04 0.85 13.37
Model.4 1.18 18.66 0.88 13.91
Model.4t 471.7 4743.28 31.03 489.65
Model.5 1.23 19.42 0.90 14.13
Model.5t 471.05 7433.09 29.42 464.28
Model.6 1.29 20.39 0.94 14.80
Model.6t 471.3 7437.15 29.94 472.5
Model.7 1.26 19.92 0.92 14.48
Model.8 1.43 22.61 1.04 16.47
Model.8t 1.29 20.37 0.94 14.95
Model.9 1.16 18.27 0.85 13.40
Model.9t 473.37 7469.63 31.50 497.15
Model.10 1.46 22.99 1.16 18.41
Model.11 NA NA NA NA
Model.12 1.06 16.74 0.82 12.90
Model.13 NA NA NA NA
Model.14 1.05 16.58 0.80 12.55
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The empirical results displayed in tables 5.1 and 5.2 above are not the same as
anticipated, with EWMA appearing to be the best performing family of model. All
models are exponential weighted moving average processes, with one using a no-
arbitrage relationship to calculate the pair-wise covariance, one using normal vector
multiplication and the other using a more complicated long-memory structure. This
result is surprising for the fact that the two short-memory EWMA models are the least
complicated models among all the candidates (with the exception of the historical
covariance model). Although this thesis does not mean to claim that non-parametric
models should not perform as well as parametric ones, it did seem unlikely that the pre-
defined parameter λ—which was estimated nearly 20 years ago based on a group of
asset classes—would show the best fit to recent foreign exchange market data. In
addition, the EWMA models imply the absence of the mean reverting property and
impose unique dynamics to every asset in a system, all of which conflict with the
empirical properties of real market data. It is therefore much unexpected that, despite
their deficiencies, the EWMA models still outperform the renowned GARCH models
and DCC models.
Model.3, for which the decay factor λ is set as unknown and an attempt is made to
estimate it through a maximum likelihood method, underperforms compared to the
normal EWMA model with the pre-defined parameter 0.94. There had been doubts
originally as to whether the “old fashioned, universal” number of 0.94 was the best
choice for the modern foreign exchange market. However, the empirical results cast
away any doubts in this respect.
Another unexpected result is that there is little evidence to support the new proposed
long-memory EMWA against the old-style normal EMWA. According to figures A.51
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and A.52, it can be seen that the long-memory EWMA model (Model.10) and the
normal EWMA models (Model.1 and Model.2) display very similar performances,
where in some periods the normal EMWA outperforms the long-memory EWMA and
in others the opposite is true. According to the statistical indicators in Table 5.1, the
normal EWMA model seems to perform slightly better than the long-memory EWMA
model. However, due to the fact that the real volatility benchmark for the statistical
indicators in this study is only approximate, this slight superiority is duly undermined.
Nonetheless, the superiority of the EMWA models does not come as a complete
surprise, as it is not the first time that the superior performance of an EMWA model has
been observed. Since it was first introduced to the industry by JP Morgan in 1994, the
EWMA model has become one of the most widely used models for volatility and
covariance forecasting. Its popularity relies not only on its simplicity, but more
importantly on its strong performance, which is supported by both market practitioners
and academics alike.
Another somewhat surprising result is that the Orthogonal GARCH with t distribution
was actually one of worst overall performers, resulting in the highest RMSE and MAD. It
can also be seen from figures A5.1 and A5.2 that the rolling window standard deviation
is far away from the 10% volatility target line (with it being below the target line most
of the time), which means the Orthogonal GARCH model with t distribution
overestimates the volatility most of the time. Compared to the moderate performance of
the Orthogonal GARCH model with normal distribution, the poor performance of the
Orthogonal GARCH model with t distribution is a result of the choice of t distribution.
Some academics argue that t distribution is a better assumption than normal distribution
to model volatility. It does indeed seem that normal distribution is a more realistic
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assumption than t distribution on this occasion, as the tail of t distribution is too heavy
here. This conclusion can be corroborated by comparing other models that involve both
normal distribution and t distribution, which include models 5, 5t, 6, 6t, 9 and 9t. Those
models with t distribution have higher RMSE and MAD than corresponding models with
normal distribution.
It can therefore be concluded that in the 26 currency markets that are the focus of this
study, generally speaking, the normal distribution assumption of the residuals fits the
data better than the student-t distribution assumption according to most of the eleven
indicators. For the same model, the indicators based on normal assumption look better
than those based on student-t distribution, with their realized volatilities (measured by
standard deviations of the rolling window portfolio returns) being more stable and
closer to the 10% volatility target, and with the mean-squared errors being much smaller.
With the increase of the forecast horizon from 5 to 20 days, the performance of models
with t distribution becomes worse. In tables A5.4, A5.8 and A5.10, the statistics for the
models with t distribution are much larger than the corresponding models with normal
distribution. This information can be easily extracted from the tables. However, on
studying figures A5.1—A5.6 closely, it can be seen that this phenomenon is not
consistent throughout the whole data period. At the end of 2007 and beginning of 2008,
the student-t distribution appears to start fitting the data more closely than normal
distribution, which is not surprising given the current market situation. Since the end of
2007, the global market has been suffering from the most serious financial crisis since
the Great Depression, making markets much more volatile than previously. The student-
t distribution, which has more extreme values than normal distribution, suits this market
condition better than normal distribution. Although, according to some research(e.g.
ABDL(2000, 2003), RiskMetrics(2007)), extreme values occurring in normal market
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conditions are still more than implied by normal distribution, it would be better to adopt
normal distribution than student-t distribution if the financial crisis had not occurred in
this period.
Since the end of 2007, the Orthogonal GARCH model with student-t distribution is the
best performer according to figures A5.1—A5.6, especially in terms of the 252-day
rolling window standard deviation, which is quite close to the 10% volatility target.
However, when the graph for this is compared with the graphs for the other models with
student-t distribution at the same period from the end of 2007 (see figures A5.1—A5.6),
it is evident that the apparent superiority of the Orthogonal GARCH model stems
mainly from the choice of student-t distribution rather than the model itself (since the
other models with student-t distribution can achieve similar results). This is also
corroborated by the fact that the realized standard deviation of the portfolio returns
based on the Orthogonal GARCH with normal distribution is as far from the 10%
volatility target as those based on other models. During the volatile period, the long-
memory model seems to underperform several other models. This phenomenon is
reasonable considering that the long-memory model relies on historical information
from further back in time, which means that it would be slow in responding to new
information. This is a major shortcoming when the market is volatile.
Another phenomenon that can be observed is that modelling the dynamics of the
correlation matrix barely improves the performance of those models with a constant
conditional correlation matrix. Comparing models 4 and 6, models 4t and 6t, and
models 12 and 14, the statistics and graphs for the constant correlation model are
reasonably similar to those of a corresponding dynamic correlation model, thus offering
further support to the conclusion above. There are two possible explanations for this.
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The first is that the estimate of the dynamics of the correlation matrix is not accurate
enough to bring any benefit to the covariance matrix modelling. Nonetheless, using the
EWMA model to estimate the dynamics of the correlation matrix is one of the few
available and efficient methods for doing this. The second explanation is that the
dynamics of the covariance matrix mainly comes from the dynamics of each individual
variance rather than from the dynamics for the correlation matrix.
It can be seen that the ranking of these models is preserved in different situations with
different forecast horizons and different estimation horizons, with normal EWMA
models performing best overall, and models with t distribution performing worst.
According to the indicators, the historical covariance model is by no means a poor
performer. Although it may sound unlikely that the historical covariance model would
perform better than the more complicated models, this is indeed the situation the data
presents. One point that should be emphasised here is that the 20-day and 30-day
horizons are chosen rather than the whole sample period in order to compute the
realized historical covariance matrix, as this can capture part of the dynamics of
covariance evolution through the movement of the time window. According to the third
indicator on the table, the realized standard deviations of portfolio returns based on the
historical covariance model are shown to have the least volatility. It can also be
observed from figures A5.1—A5.6 that the historical covariance model tends to
underestimate the real covariance matrix, making realized standard deviations of the
portfolio returns remain above the 10% volatility target, especially in the case of the
252-day window. The low volatility and underestimation of the historical covariance
model can be easily explained by the fact that, although it is able to capture part of the
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dynamics of a real covariance matrix, it only realises this very slowly by replacing the
oldest day’s information by that of the newest day.
In terms of the implications for this particular study, it can be concluded that there is no
direct connection between the complexity of a model and its performance. Even if a
model is able to capture many properties of general data (such as that of long memory
or the leverage effect), this does not necessarily imply that the model would perform
better than models unable to do this, as such capabilities often come at the cost of
accuracy of parameter estimation. Coupled with the complexity of the real data structure,
it is impossible to make a straightforward claim that theoretically superior and more
complicated models will outperform the seemingly plain models in practice. It cannot
be claimed that one model is generally better than another, as the superiority of each
model should be based on both specific data and a specific time period.
5.5 Summary
In chapter five, a group of fourteen large-dimension volatility models were compared
based on the foreign exchange market. The selection of these models was based on two
criteria, namely a) the suitability for modelling a large-dimension covariance matrix and
b) the simplicity of modelling and estimation.
Both economic and statistical methods were used in order to evaluate and compare the
models. The logic behind the economic evaluation framework was to see how different
volatility models could help a portfolio meet the volatility target, which was arbitrarily
set at 10% annually for the purpose of the study in this chapter. To avoid the influence
of return forecasts, an equally-weighted portfolio was used and different rebalancing
frequencies were tested at one-week, two-week and four-week intervals. First, the
194
unscaled predicted variance of the equally weighted portfolio was calculated. Second,
the scaled weight at time t for a given volatility target was computed. Third, the realized
portfolio return at time t was calculated. If the covariance matrix of the portfolio could
be perfectly forecast, this would mean that the volatility of the scaled portfolio should
be exactly equal to the volatility target. The standard deviations of portfolio returns
within a rolling window as proxy of portfolio volatility were used, with the length of the
rolling windows set at 100 and 252 days. The reason for this choice was that, although it
is not a perfect proxy for real volatility, it is however widely used in the industry as a
measurement of risk. For the statistical evaluation method, the multivariate versions of
the root mean squared error and mean absolute deviation were used, which are defined
in equations 5.33 and 5.34.
The findings concluded that there is no direct connection between the complexity of a
model and its performance. A model that is able to capture many general data properties
(such as long memory or leverage effect) will not necessarily perform better than
models that are not able to do so, as such capabilities often come at the cost of the
accuracy of parameter estimation. It is not possible to simply claim that theoretically
better-performing and more complicated models will outperform more seemingly plain
models in practice based on considerations of the complexity of real data structure.
Likewise, one cannot claim that one model is better than another altogether, as the
superiority of a model should be based on specific data and a specific time period.
Another finding of this chapter is that the normal distribution usually seems to fit the
data better than t-distribution, except for during crisis periods. Although some research
papers on this subject (e.g., ABDL (2000, 2003) and RiskMetrics (2007)) show that
extreme values occurring in normal market conditions are still more than implied by
normal distribution, the fat tails for t-distribution still seemed too long for normal
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market conditions. However, the t-distribution fitted the data reasonably well during
crisis periods.
The above conclusion suggests that a three-step procedure should be followed when
choosing large dimension models. Firstly, the properties of the data set—such as the
dimension, frequency, distribution and long memory—need to be explored. Secondly,
some suitable candidates should be chosen according to the empirical properties of the
data.
One point that should be noted is that different properties impact the choice of candidate
models to varying degrees. For example, the dimension property imposes strong
restrictions as to which models can be chosen due to the fact that some models are very
difficult to estimate for dimensions greater than five (not to mention those with
dimensions of 20, 30 or even 100!). The group of models discussed in this thesis are
commendable candidates for large dimension issues. However, some other properties—
such as long memory property and non-normal distribution—only have a minor impact
on the choice of candidate models. According to the results in this thesis, a model
without a long memory property, or with a normal distribution, can still be chosen as a
candidate to model data with long memory property or with non-normal distribution. Of
course, it is reasonable to expect a model that is able to capture the empirical properties
found in the data to be chosen to model the data set. However, for most of the time,
these extra capabilities come at a cost, which in turn increases the difficulty of
estimation substantially. At this point, it is therefore necessary to evaluate whether these
extra capabilities are likely to bring more advantages or disadvantages, as well as
considering what difficulties might occur.
196
The results in this thesis show that the extra capabilities of the model did not serve in
bringing any substantial benefits due to the estimation-related problems. On the
contrary, the long memory models performed similarly to the short memory models.
The constant conditional correlation models performed similarly to the dynamic
conditional correlation models, while for the most part the models with normal
distribution performed better than those with t-distribution. These conclusions are based
on a specific data set during a specific time.
Of course, it would be wrong for this thesis to simply claim that the extra capabilities of
a model will not improve its performance and that one should therefore always adopt
the simplest model. All suitable candidates should be entered onto a short list and
empirical results collected. Indeed, this is what the three-stage procedure above is
designed to achieve. Finally, an evaluation of all of the candidates should be conducted
so that the best data-modelling model can be chosen. The relevant evaluation
framework should be devised according to the purpose of the work. As such, the
evaluation framework introduced in this thesis has more economic relevance than
frameworks used in other literature sources in terms of helping portfolios achieve their
volatility targets and improving performance. This framework can be applied widely in
comparing large dimension volatility models. After evaluating the models based on a
specific data set during a specific period, the best model and parameters should be
chosen according to its specific purpose. For example, should the user need to forecast
the covariance matrix of the 26 currencies mentioned in this thesis during a crisis period,
the orthogonal GARCH model with t-distribution would be a suitable choice. If the user
needed to forecast the covariance matrix during normal market conditions, the simple
EWMA model with the predefined decay factor 0.94 would be most appropriate.
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Chapter Six: Conclusions
This thesis comprises three main sections, each of which investigates different but
overall related issues. The first two issues, which are explored in chapters 1 to 4,
concern high-frequency volatility models and the application of such models in the
study of volatility spillover. The third issue, explored in Chapter 5, explores large-
dimension volatility models.
By tackling the question of volatility measurement, the first research component in this
thesis contributes to literature in this field by comparing two newly-proposed, high-
frequency volatility measurement models—namely realized volatility and realized
range-based volatility. Tests are based on three markets, five forecast models, two data
frequencies, two volatility proxies and seven different loss functions. The findings show
that, after making some simple adjustments to the original realized range-based
volatility model, it is obvious that the scaled realized range-based volatility model
outperforms the realized volatility model. Combined with other similar claims that
realized range-based volatility is better than realized volatility (e.g., Martens and Dijk
(2007) and Christensen and Podolskij (2007)), the scaled realized-range based volatility
can be used to replace the realized volatility as the real volatility proxy with a high level
of confidence. Since it is not possible to observe the real volatility directly, a real
volatility proxy is required to forecast volatility and evaluate different volatility models.
In existing literature, the realized volatility is usually used as the real volatility proxy
(e.g., ABDL (2003)). As this thesis concludes that scaled realized range-based volatility
is superior to realized volatility, an area for further research would be to use scaled
realized range-based volatility as the real volatility proxy. This would be highly relevant
in both the field of academic research and in the financial industry. Realized range-
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based volatility can be used to replace realized volatility in most areas to which the
latter is applied. Therefore, realized range-based volatility could be applied across
various areas of the financial sector, including option pricing, calculation of beta, hedge
ratios and Value at Risk.
In exploring volatility spillover, the second research component in this thesis
contributes to literature in this field by adopting more accurate volatility proxies and a
new evaluation method to detect the existence of volatility spillover among the S&P
Index markets. The two newly-proposed high-frequency volatility measurement models
(realized volatility and realized range-based volatility) make it possible to measure
latent volatility more accurately. Volatility spillover is divided into the two categories of
economically significant volatility spillover and statistically significant volatility
spillover. The coefficients of the VAR model are examined in order to detect the
existence of statistically significant spillover, while the forecasting accuracies of the
VAR and AR models are compared with the aim of detecting economically significant
volatility spillover.
The findings show that the existence of volatility spillover very much depends on the
choice of models, the value of parameters and the choice of volatility proxies. In this
part, the concept of economically significant volatility spillover is proposed due to the
fact that it has more economic relevance than statistically significant volatility spillover.
Therefore, economically significant volatility spillover can be used as a new perspective
from which to study volatility spillover in the future. Based on the relevant findings in
this thesis, a point worth noting is that the real volatility proxy and models are very
important factors in the study of volatility spillover. Both factors could have a
significant impact on the identification of volatility spillover. When reading literature
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discussing volatility spillover, one should consider whether the adopted volatility proxy
is accurate enough and also whether the model used is suitable for the data set. Due to
the fact that GARCH-type volatility is not a particularly accurate volatility proxy,
volatility spillover research based on methodologies using GARCH volatility as the real
volatility proxy will be dubious.
The final research component in this thesis compared a number of large-dimension
volatility models. A number of new models were introduced by adjusting some
commonly used multivariate volatility models, which can also be used in further
research. Various models and parameter choices were tested based on 26 currency pairs.
The evaluation framework proposed within this thesis has a potentially wide application
for both academic research and the financial industry (this is due to the fact that the
evaluation criteria is economically relevant and also avoids the restrictions of having no
real covariance benchmark). This part of this thesis concludes by suggesting a three-step
procedure for choosing large dimension models. Firstly, the properties of the data—
such as the dimension, frequency, distribution and long memory set—need to be
explored. Secondly, suitable candidates should be chosen according to the empirical
properties of the data. Finally, the various models should be evaluated so that the most
appropriate model can be chosen according to the specific data set.
A more detailed conclusion of the findings from the three research components is given
below.
6.1 Conclusion: Volatility measurement
The first research component in this thesis compared the two newly-proposed, high-
frequency volatility measurement models—namely realized volatility and realized
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range-based volatility based on the S&P 500 Index, SPDR S&P 500 ETF and S&P 500
Index Futures markets.
Both 5-minute and 30-minute day data intervals were used to construct the daily
realized volatility and realized range-based volatility in order to assess how the choice
of data frequency could influence the performance of the volatility measurement models.
Both long-memory and short-memory AR models were then used to forecast the
realized and realized range-based volatilities. For the long-memory model, three
different fractional decay factors ݀were adopted, with the full range of forecast models
ensuring that the ensuing results were robust. In existing literature, realized volatility is
normally chosen as the real volatility proxy for evaluating volatility comparisons.
However, since this thesis sought to compare the realized and realized range-based
volatilities, choosing realized volatility as the real volatility proxy would have caused an
inevitable bias. Therefore, in order to eliminate this bias and ensure the robustness of
the test results, both realized volatility and realized range-based volatility were used as
the real volatility proxies. The statistics used in the evaluation were those of the Diebold
and Mariano (1995) test based on seven loss functions. If the statistics supported one
model in both scenarios, then that model was deemed to be superior. If the statistics
supported one model when one proxy was used but the other model when the second
proxy was used, it was concluded that there was no evidence to support either of the
volatility models. If the statistics supported one model when one proxy was used and
the statistics were insignificant (i.e., not supporting either model) when the other proxy
was used, then the model performing best in the first scenario was deemed to be better.
The findings showed that the choice of the forecasting models had little impact in terms
of concluding which volatility measurement model was better. The impact of data
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frequency was also minor. The empirical evidence in this thesis showed that realized
range-based volatility outperformed realized volatility in both the S&P 500 ETF and the
S&P 500 Index Futures market. However, for the S&P 500 Index market, while the
same conclusion was made for 5-minute data frequency, realized volatility was found to
perform better in the case of 30-minute data frequency.
This thesis proposes a very simple but reasonable way of adjusting realized range-based
volatility, aiming to abolish its systematic bias against realized volatility caused by
applying the same theoretical scale factor ଵ
ସ୪୬ (ଶ) in various practical market
circumstances. Although this coarse method is not able to protect realized range-based
volatility from the noises that also affect realized volatility (such as the general bid-ask
bound), it does however significantly enhance the performance of realized range-based
volatility. The scaled realized range-based volatility was found to outperform realized
volatility in all scenarios.
The findings in this part corroborate claims by some other authors that realized range-
based volatility is a better measure than realized volatility (e.g., Martens and Dijk (2007)
and Christensen and Podolskij (2007)). For research on volatility, no matter whether
targeting volatility directly (such as with volatility forecasting and spillover) or whether
using volatility as a tool to study other issues (such as the calculation of hedge ratios or
Value at Risk), the results in this part of the thesis show that scaled realized-range based
volatility can be used with a high level of confidence to replace realized volatility as a
real volatility proxy. Since it is not possible to observe real volatility directly, a real
volatility proxy is required when forecasting volatility or evaluating different volatility
models. In existing literature on this subject, realized volatility is usually used as the
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real volatility proxy (e.g., ABDL (2003)). Therefore, one further research area would be
to use scaled realized range-based volatility as the real volatility proxy.
The findings in this part also have important economic implications in terms of their
practical application in the financial industry. Realized range-based volatility can be
used to replace realized volatility in most areas where a volatility concept is involved.
As such, it can be applied widely in various areas of the financial industry, such as for
option pricing, calculation of beta, hedge ratios and Value at Risk.
6.2 Conclusion: Volatility spillover
The second research component in this thesis divided volatility spillover into two
categories—namely statistically significant volatility spillover and economically
significant volatility spillover. Statistically significant volatility spillover was studied in
pairs using the 2-variate VAR model discussed in Section 3.2.2. The correlation
coefficients were examined in such a way that statistically significant volatility spillover
was considered to be present where coefficients of the cross items were significant. The
conclusion with regards to the existence of volatility spillover was found to depend on
the choice of volatility proxy and data frequency. Four combinations of volatility proxy
and data frequency were used—namely a) realized range-based volatility constructed by
5-minute data, b) realized range-based volatility constructed by 30-minute data, c)
realized volatility constructed by 5-minute data and d) realized volatility constructed by
30-minute data. The existence of volatility from the SPDR S&P 500 ETF to the S&P
500 Index market was confirmed in all four scenarios. However, the existence of
statistically significant spillover among the other markets was found to be mixed, with
no consensus being made by the four scenarios. The statistics leading to this conclusion
are presented in the lower panel of Table 4.2.9.
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This thesis argued that, if the volatility forecasting of the VAR model was more
accurate than the AR model, this implied the existence of economically significant
volatility spillover between different markets. The intuitive decision to use increased
forecasting accuracy as the criterion for comparing volatility spillover was based on the
fact that the source of increased forecasting accuracy of the two-market VAR model
compared to the AR model could only be due to the information from the other market.
If the forecasting accuracy showed an improvement, not only would this confirm the
existence of volatility spillover, but it would also show that the spillover was strong
enough to improve the forecasting accuracy, thereby offering further confirmation of its
existence. The Diebold and Mariano (1995) test was used to determine whether one
forecast was better than another.
The existence of economically significant volatility was tested in 16 different scenarios,
with two volatility proxies, two data frequencies and four forecast models. It was
observed that the four parameters all had a significant impact on the conclusion of the
existence of volatility spillover among different markets. However, no consensus could
be reached for all scenarios. The statistics leading to this conclusion are presented in the
upper panel of Table 4.2.9. Given the evidence obtained in this part, a consistent
conclusion about volatility spillover could not be reached. However, this does not imply
a lack of volatility spillover among these markets, but rather implies that the
methodology adopted was not able to identify volatility spillover. The three markets
used for the purpose of this thesis are all related markets. Both the SPDR S&P 500 ETF
and S&P 500 Index Futures will track the S&P 500 Index market, as the latter is the
underlying market and the former two markets are its derivatives. Since they are so
closely related, it is reasonable to expect that there is information spread from one
market to another, which necessarily causes volatility spillover. However if the
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information spread from one market to the other is quick enough, the volatility spillover
will not be able to be observed on a daily basis even it does exist. At present, it is still
an ongoing issue as to whether there is volatility spillover. Nonetheless, with the
continuous development of new volatility models and methodologies, it is likely that
more accurate conclusions may be reached in the future.
For volatility spillover academics, the implications of the findings for the second
research question is that the real volatility proxy and the model used are very important
factors, as both will have a significant impact on the identification of volatility spillover.
When reading literature on—or researching—volatility spillover, one must consider
whether the volatility proxy used is accurate enough and also whether the model used is
suitable for the data set. Due to the fact that GARCH-type volatility is not a very
accurate volatility proxy, any conclusions regarding volatility spillover that are based on
methodologies using GARCH-type volatility as the real volatility proxy will be dubious
(as is the case with much of the literature discussed in the Literature Review in Section
2.3).
This part proposed the concept of economically significant volatility spillover. As this is
more relevant than statistically significant volatility spillover, it could be used as a new
perspective for the future study of volatility spillover. This would in turn increase the
economic relevance of research on this subject.
6.3 Conclusion: Large-dimension volatility models
In this section, a group of large-dimension volatility models were compared based on
the foreign exchange market. Fourteen models are compared, all of which could be
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categorized into the following four groups: the Exponentially Weighted Moving
Average (EWMA) type of model; the Dynamic Conditional Correlation (DCC) type of
model; the Orthogonal GARCH type of model; and the Historical Covariance Matrix
model. The selection of these models was based on two criteria, namely a) the
suitability for modelling a large-dimension covariance matrix and b) the simplicity of
modelling and estimation. Although there are most certainly more than 14 multivariate
volatility models explored in existing literature on this topic, the choice of models used
in this thesis was not completely arbitrary. The large dimensions of data prevented
many models from being considered as feasible candidates due to problems such as
complexity, estimation accuracy and the restriction of positive definiteness.
Both economic and statistical methods were used in order to evaluate and compare the
models. The logic behind the economic evaluation framework was to see how different
volatility models could help a portfolio meet the volatility target, which was arbitrarily
set at 10% annually for the purpose of the study in this chapter. To avoid the influence
of return forecasts, an equally-weighted portfolio was used and different rebalancing
frequencies were tested at one-week, two-week and four-week intervals. First, the
unscaled predicted variance of the equally weighted portfolio was calculated. Second,
the scaled weight at time t for a given volatility target was computed. Third, the realized
portfolio return at time t was calculated. If the covariance matrix of the portfolio could
be perfectly forecast, this would mean that the volatility of the scaled portfolio should
be exactly equal to the volatility target. The standard deviations of portfolio returns
within a rolling window as proxy of portfolio volatility were used, with the length of the
rolling windows set at 100 and 252 days. The reason for this choice was that, although it
is not a perfect proxy for real volatility, it is however widely used in the industry as a
measurement of risk. For the statistical evaluation method, the multivariate versions of
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the root mean squared error and mean absolute deviation were used, which are defined
in equations 5.33 and 5.34.
The findings concluded that there was no direct connection between the complexity of a
model and its performance. A model that is able to capture many general data properties
(such as long memory or leverage effect) will not necessarily perform better than
models that are not able to do so, as such capabilities often come at the cost of the
accuracy of parameter estimation. It is not possible to simply claim that theoretically
better-performing and more complicated models will outperform more seemingly plain
models in practice based on considerations of the complexity of the real data structure.
Likewise, one cannot claim that one model is better than another altogether, as the
superiority of a model should be based on specific data and a specific time period.
Another finding of this chapter is that the normal distribution seemed mostly to fit the
data better than t-distribution, except for during crisis periods. Although some research
papers on this subject (e.g., ABDL (2000, 2003) and RiskMetrics (2007)) show that
extreme values occurring in normal market conditions are still more than implied by
normal distribution, the fat tails for t-distribution still seem too long for normal market
conditions. However, the t-distribution fitted the data reasonably well during crisis
periods.
The implications of the above conclusion suggest that a three-step procedure should be
followed when choosing large dimension models. Firstly, the properties of the data
set—such as the dimension, frequency, distribution and long memory—need to be
explored. Secondly, some suitable candidates should be chosen according to the
empirical properties of the data.
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One point that should be noted is that different properties impact the choice of candidate
models to varying degrees. For example, the dimension property imposes strong
restrictions as to which models can be chosen due to the fact that some models are very
difficult to estimate for dimensions greater than five (not to mention those with
dimensions of 20, 30 or even 100!). The group of models discussed in this thesis are
commendable candidates for large dimension issues. However, some other properties—
such as long memory property and non-normal distribution—only have a minor impact
on the choice of candidate models. All suitable candidates should be entered onto a
short list and empirical results collected. Indeed, this is what the three-stage procedure
above is designed to achieve. Finally, an evaluation of all of the candidates should be
conducted so that the best data-modelling model can be chosen. The relevant evaluation
framework should be devised according to the purpose of the work. Researchers can use
this three-step procedure to select the most suitable model for their specific data set.
The evaluation framework introduced in this thesis has more economic relevance than
frameworks used in other literature sources in terms of helping portfolios achieve their
volatility targets and improving performance. This framework also gets around the
restriction of having no real volatility benchmark. It could also be used by both
academic researchers and market participants to compare and choose large dimension
volatility models.
6.4 Limitations of the research
In the first research question, two newly-proposed high-frequency volatility models—
namely realized volatility and realized range-based volatility—were compared. It was
concluded that scaled realized range-based volatility is superior to realized volatility.
However, this comparison was based only on the S&P 500 Index markets for the period
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July 01, 1998—March 30, 2007. Although the results were consistent with those found
in other literature sources (e.g., Martens and Dijk (2007) and Christensen and Podolskij
(2007)), strictly speaking, the results themselves lack any more general implications.
Furthermore, the method proposed for adjusting the realized range-based volatility was
also only tested based on the S&P 500 Index markets. Therefore, it cannot just be
assumed that it will also work well in other cases. In addition to this, the method used is
rather unrefined and therefore leaves considerable space for further improvement.
The comparison of volatility models in the first research question suffers from a general
problem related to volatility evaluation—namely, the absence of a real volatility
benchmark. Although both realized volatility and realized range-based volatility were
adopted as the real volatility proxy, the results were still not very reliable. However, this
is a problem associated with all volatility evaluations and is not unique to this research.
The comparisons in this part were based only on statistical indicators and as such lack
significant economic relevance.
The second research question in this thesis explored volatility spillover. Again, the most
significant problem for this section was the same as that mentioned above—namely, the
absence of a real volatility benchmark due to the latent property of volatility. When
different real volatility proxies are chosen, the conclusions about the existence of
volatility spillover vary, making it hard to decide which conclusion is correct. Although
two advanced volatility proxies (i.e., realized volatility and realized rang-based
volatility) were adopted, the results were still not wholly satisfying.
Another problem associated with the first two research questions is the estimation of
long memory models. Although a series of fixed fractional integration factors were used,
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the estimation of the rest parameters of the long memory was still rather complicated,
meaning that the forecasted values were not particularly accurate. This is a general
problem associated with long memory models, and is also the reason why the normal
AR model and ARMA (2,1) were used in this thesis.
For the third research question, a series of large dimension volatility models were
compared. The most important problem associated with this part was also the latent
property of volatility. Also, the comparison of the models in this part was only based on
26 currencies for the period March 18, 2003—December 31, 2008, meaning that the
conclusions lack any more general implications.
6.5 Suggestions for further study
The comparison of realized volatility and realized range-based volatility in this thesis
was based only on the S&P 500 Index markets for the period July 01, 1998—March 30,
2007. It was concluded that scaled realized range-based volatility was superior to
realized volatility. Although these results are consistent with those found in other
literature sources (e.g., Martens and Dijk (2007) and Christensen and Podolskij (2007)),
strictly speaking, the results themselves lack any more general implications. If a high-
frequency volatility model is needed to apply to other markets, it cannot be assumed
that the realized range-based volatility model is preferred to the realized volatility model.
Rather, an empirical test is required before any conclusions can be drawn. In future
research, the comparison of realized volatility and realized range-based volatility could
be extended to comparisons for other markets and time periods. The comparisons in this
thesis are “in-sample” comparisons. In future research, the properties of realized range-
based volatility could be compared with those of realized volatility “out of sample”.
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This thesis proposes a simple way to adjust realized range-based volatility according to
different circumstances. Performance for this was good based on the S&P 500 Index
markets. However, this method is rather unrefined and therefore leaves much space for
further improvement. Some researchers have proposed ways of correcting the bias of
range-based models for real market situations (e.g., Rogers and Satchell (1991) and
Brandt and Diebold (2006)), while others have proposed ways of correcting the bias of
realized range-based models for real market situations (e.g., Martens and Dijk (2007)
and Christensen and Podolskij (2005)). Future research extending from this thesis could
correct the bias of the realized range-based volatility according to the methods
mentioned in existing literature in order to see how they perform. As well, the method
proposed in this thesis could also be refined based on the methods used in existing
literature.
The comparison of realized volatility and realized range-based volatility in this thesis is
based only on statistical indicators. In this case, even if it can be confirmed that realized
range-based volatility is statistically superior to realized volatility, one extremely
important question still remains unanswered. This is of course the question of how
much more benefit the spurious realized range-based model can bring compared to
realized volatility. To answer this question, future research could examine their
properties in an economic context.
This thesis used realized range-based volatility and realized volatility to study volatility
spillover in the S&P 500 Index markets, with higher forecasting accuracy being adopted
in order to detect the existence of economically significant spillover. In future research,
this framework could be applied to the study of volatility spillover in other markets,
such as the foreign exchange spot market and derivative market. This framework is able
211
to tell how much economic benefit the volatility spillover can bring in terms of
improved forecasting accuracy.
Due to the restriction of the availability of data, all of the large-dimension volatility
models compared in this thesis were return-based models. A number of high-frequency
and range-based covariance models have been developed in recent times (e.g., ABDL
(2003), Baucer and Vorkink (2006), Chiriac and Voev (2008), Chou et al. (2005) and
Harris et al. (2007)). Due to the fact that high-frequency data and range data are able to
capture more information than the traditional return data, these models are expected to
perform better than traditional return-based models. In future research, the performance
of range-based multivariate models and high-frequency multivariate models could be
explored in detail using the evaluation framework proposed in this thesis.
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Appendix
Figure A4.1.1 Correlogram for 5-minute realized volatility. This figure shows the
correlogram, also known as the autocorrelation plot, for daily realized volatility based on 5-
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Figure A4.1.2 Histogram and normal QQ plot for 5-minute realized volatility. This
figure shows the histogram, kernel density and normal QQ plot for realized volatility based on
5-minute data. Panels 1, 3 and 5 present the histogram plot and kernel density, while panels 2, 4
and 6 present the QQ plot for the realized volatility (red line) and a corresponding normal
distribution (black line). Both the histogram plot and QQ plot imply that realized volatility
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Figure A4.1.3 Correlogram for 30-minute realized volatility. This figure shows the
correlogram, also known as the autocorrelation plot, for daily realized volatility based on 30-
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Figure A4.1.4 Histogram and normal QQ plot for 30-minute realized volatility.
This figure shows the histogram, kernel density and normal QQ plot for realized volatility based
on 5-minute data. Panels 1, 3 and 5 present the histogram plot and kernel density, while panels 2,
4 and 6 present the QQ plot for the realized volatility (red line) and a corresponding normal
distribution (black line). Both the histogram plot and QQ plot imply that realized volatility
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Figure A4.1.5 Correlogram for 5-minute realized range-based volatility. This figure
shows the correlogram, also known as the autocorrelation plot, for daily realized range-based
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Figure A4.1.6 Histogram and normal QQ plot for 5-minute realized range-based
volatility. This figure shows the histogram, kernel density and normal QQ plot for realized
range-based volatility based on 5-minute data. Panels 1, 3 and 5 present the histogram plot and
kernel density, while panels 2, 4 and 6 present the QQ plot for the realized volatility (red line)
and a corresponding normal distribution (black line). Both the histogram plot and QQ plot imply







-0.005 0 0.005 0.01 0.015 0.02 0.025






-0.004- 0 0.004 0.008 0.012 0.016






-0.005 0.005 0.015 0.025 0.035 0.045








-0.01 0 0.01 0.02 0.03






-0.005 0.01 0.02 0.03 0.04







-0.01 -0.005 0 0.005 0.01 0.015 0.02 0.025
Panel 6: S&P 500 index future
QQ-Plot x normal
218
Figure A4.1.7 Correlogram for 30-minute realized range-based volatility. This
figure shows the correlogram, also known as the autocorrelation plot, for daily realized range-
based volatility based on 30-minute data. The slowly decaying autocorrelation implies the
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Figure A4.1.8 Histogram and normal QQ plot for 30-minute realized range-based
volatility. This figure shows the histogram, kernel density and normal QQ plot for realized
range-based volatility based on 30-minute data. Panels 1, 3 and 5 present the histogram plot and
kernel density, while panels 2, 4 and 6 present the QQ plot for the realized volatility (red line)
and a corresponding normal distribution (black line). Both the histogram plot and QQ plot imply
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Figure A4.1.9 Correlogram for 5-minute log realized volatility. This figure shows the
correlogram, also known as the autocorrelation plot, for the daily logarithm of realized volatility
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Figure A4.1.10 Histogram and normal QQ plot for 5-minute log realized volatility.
This figure shows the histogram, kernel density and normal QQ plot for the logarithm of
realized volatility based on 5-minute data. Panels 1, 3 and 5 present the histogram plot and
kernel density, while panels 2, 4 and 6 present the QQ plot for the volatility (red line) and a
corresponding normal distribution (black line). Both the histogram plot and QQ plot imply that
the logarithm of realized volatility based on 5-minute data is much closer to normal distribution
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Figure A4.1.11 Correlogram for 30-minute log realized volatility. This figure shows
the correlogram, also known as the autocorrelation plot, for the daily logarithm of realized
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Figure A4.1.12 Histogram and normal QQ plot for 30-minute log realized volatility.
This figure shows the histogram, kernel density and normal QQ plot for the logarithm of
realized volatility based on 5-minute data. Panels 1, 3 and 5 present the histogram plot and
kernel density, while panels 2, 4 and 6 present the QQ plot of the volatility (red line) and a
corresponding normal distribution (black line). Both the histogram plot and QQ plot imply that
the logarithm of realized volatility based on 30-minute data is much closer to normal
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Figure A4.1.13 Correlogram for 5-minute log realized range-based volatility. This
figure shows the correlogram, also known as the autocorrelation plot, for the daily logarithm of
realized range-based volatility based on 5-minute data. The slowly decaying autocorrelation
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Figure A4.1.14 Histogram and normal QQ plot for 5-minute log realized range-
based volatility. This figure shows the histogram, kernel density and normal QQ plot for the
logarithm of realized range-based volatility based on 5-minute data. Panels 1, 3 and 5 present
the histogram plot and kernel density, while panels 2, 4 and 6 present the QQ plot for the
volatility (red line) and a corresponding normal distribution (black line). Both the histogram
plot and QQ plot imply that the logarithm of realized range-based volatility based on 5-minute
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Figure A4.1.15 Correlogram for 30-minute log realized range-based volatility. This
figure shows the correlogram, also known as the autocorrelation plot, for the daily logarithm of
realized range-based volatility based on 30-minute data. The slowly decaying autocorrelation
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Figure A4.1.16 Histogram and normal QQ plot for 30-minute log realized
range-based volatility. This figure shows the histogram, kernel density and normal QQ
plot for the logarithm of realized range-based volatility based on 30-minute data. Panels 1,
3 and 5 present the histogram plot and kernel density, while panels 2, 4 and 6 present the
QQ plot of the volatility (red line) and a corresponding normal distribution (black line).
Both the histogram plot and QQ plot imply that the logarithm of realized range-based
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Figure A5.1 Rolling window standard deviations of realized portfolio returns. This figure shows the 252-day rolling window standard deviations of the
realized portfolio returns. These standard deviations are considered as the real volatility proxies of the realized portfolio returns. The figure includes models from
model.1 to model.6, with a 252-day estimation horizon, 5-day forecast horizon and 10% annual volatility target. Model.1 represents the ewma.cov.1model;
Model.2 represents the ewma.cov.2 model; Model.3 represents the ewma.cov.2.mgarch model; Model.4 represents the dcc.ewma model; Model.4t represents the
dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t distribution; and Model.6






































































Figure A5.2 Rolling window standard deviations of realized portfolio returns. This figure shows the 252-day rolling window standard deviations of the
realized portfolio returns. These standard deviations are considered as the real volatility proxies of the realized portfolio returns. This figure includes models from
model.6t to model.14, with a 252-day estimation horizon, 5-day forecast horizon and 10% annual volatility target. Model.6t represents the ccc.garch model with t
distribution; Model.7 represents the hist.cov model; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch model with t distribution;
Model.9 represents the ortho.dcc model; Model.9t represents the ortho.dcc model with t distribution; Model.10 represents the ewma.lm model; Model.11
represents the ccc.figarch model; Model.12 represents the ccc.fiegarch model; Model.13 represents the dcc.figarch model; and Model.14 represents the






































































Figure A5.3 Rolling window standard deviations of realized portfolio returns. This figure shows the 252-day rolling window standard deviations of the
realized portfolio returns. These standard deviations are considered as the real volatility proxies of the realized portfolio returns. This figure includes models from
model.1 to model.6, with a 252-day estimation horizon, 10-day forecast horizon and 10% annual volatility target. Model.1 represents the ewma.cov.1model;
Model.2 represents the ewma.cov.2 model; Model.3 represents the ewma.cov.2.mgarch model; Model.4 represents the dcc.ewma model; Model.4t represents the
dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t distribution; and Model.6






































































Figure A5.4 Rolling window standard deviations of realized portfolio returns. This figure shows the 252-day rolling window standard deviations of the
realized portfolio returns. These standard deviations are considered as the real volatility proxies of the realized portfolio returns. This figure includes models from
model.6t to model.14, with a 252-day estimation horizon, 10-day forecast horizon and 10% annual volatility target. Model.6t represents the ccc.garch model with t
distribution; Model.7 represents the hist.cov model; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch model with t distribution;
Model.9 represents the ortho.dcc model; Model.9t represents the ortho.dcc model with t distribution; Model.10 represents the ewma.lm model; Model.11
represents the ccc.figarch model; Model.12 represents the ccc.fiegarch model; Model.13 represents the dcc.figarch model; and Model.14 represents the






































































Figure A5.5 Rolling window standard deviations of realized portfolio returns. This figure shows the 252-day rolling window standard deviations of the
realized portfolio returns. These standard deviations are considered as the real volatility proxies of the realized portfolio returns. This figure includes models from
model.1 to model.6, with a 252-day estimation horizon, 22-day forecast horizon and 10% annual volatility target. Model.1 represents the ewma.cov.1model;
Model.2 represents the ewma.cov.2 model; Model.3 represents the ewma.cov.2.mgarch model; Model.4 represents the dcc.ewma model; Model.4t represents the
dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t distribution; and Model.6






































































Figure A5.6 Rolling window standard deviations of realized portfolio returns. This figure shows the 252-day rolling window standard deviations of the
realized portfolio returns. These standard deviations are considered as the real volatility proxies of the realized portfolio returns. This figure includes models from
model.6t to model.14, with a 252-day estimation horizon, 22-day forecast horizon and 10% annual volatility target. Model.6t represents the ccc.garch model with t
distribution; Model.7 represents the hist.cov model; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch model with t distribution;
Model.9 represents the ortho.dcc model; Model.9t represents the ortho.dcc model with t distribution; Model.10 represents the ewma.lm model; Model.11
represents the ccc.figarch model; Model.12 represents the ccc.fiegarch model; Model.13 represents the dcc.figarch model; and Model.14 represents the
dcc.fiegarch model. An explanation for all of these models can be found in Section 5.3.2.
234
Table A4.1.1
Preliminary statistics for realized volatility based on 5-minute data
This table presents some preliminary statistics for daily realized volatility based on 5-minute
data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures markets. The
data is taken from July 02, 1998 to March 30, 2007. The skewness of a random variable is the




൨. The skewness of a variable that follows





൨. The kurtosis of a variable that follows normal distribution is three. The
Jarque-Bera test is a goodness-of-fit measure of departure from normality, and is a joint test of
the skewness and excess kurtosis both being 0. Rejection of test implies the non-normality of a
variable, and such rejection is marked by the symbol **.




Mean 0.0082 0.0099 0.0090
Standard Deviation 0.0041 0.0056 0.0050
Minimum 0.00167 0.0021 0.00099
Maximum 0.0345 0.0806 0.0737
Skewness 1.8136 2.5717 2.8602
Kurtosis 20.797 20.038 23.317
Jarque-Bera statistic 4286.9** 29034** 40820**
Normality test 1089.1** 950.84** 1140.6**
Unit root test -11.32** -12.06** -12.51**
No. of observations 2200 2200 2200
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Table A4.1.2
Preliminary statistics for realized volatility based on 30-minute data
This table presents some preliminary statistics for daily realized volatility based on 30-minute
data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures markets. The
data is taken from July 02, 1998 to March 30, 2007. The skewness of a random variable is the




൨. The skewness of a variable that follows





൨. The kurtosis of a variable that follows normal distribution is three. The
Jarque-Bera test is a goodness-of-fit measure of departure from normality, and is a joint test of
the skewness and excess kurtosis both being 0. Rejection of a test implies the non-normality of a
variable, and such a rejection is marked by the symbol **.




Mean 0.0077 0.0081 0.0079
Standard Deviation 0.0043 0.0046 0.0046
Minimum 0.0011 0.0013 0.0006
Maximum 0.0443 0.0449 0.0435
Skewness 2.1003 2.0543 2.0740
Kurtosis 11.5673 10.9923 11.434
Jarque-Bera statistic 8345** 7402** 8094**
Normality test 1189** 1201** 1143**
Unit root test -14.03** -14.17** -13.68**
No. of observations 2200 2200 2200
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Table A4.1.3
Preliminary statistics for realized range-based volatility based on 5-minute data
This table presents some preliminary statistics for daily realized volatility based on 5-minute
data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures markets. The
data is taken from July 02, 1998 to March 30, 2007. The skewness of a random variable is the




൨. The skewness of a variable that follows





൨. The kurtosis of a variable that follows normal distribution is three. The
Jarque-Bera test is a goodness-of-fit measure of departure from normality, and is a joint test of
the skewness and excess kurtosis both being 0. Rejection of a test means the non-normality of
variable, and such a rejection is marked by the symbol **.




Mean 0.0059 0.0103 0.0079
Standard Deviation 0.0026 0.0052 0.0039
Minimum 0.0016 0.0025 0.00069
Maximum 0.022 0.0395 0.0378
Skewness 1.5609 1.3185 1.7097
Kurtosis 7.2027 5.9081 9.0543
Jarque-Bera statistic 2512.4** 1412.6** 4431.8**
Normality test 844.24** 629.59** 755.23**
Unit Root test -10.93** -9.441** -10.2**
No. of observations 2200 2200 2200
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Table A4.1.4
Preliminary statistics for realized range based volatility based on 30-minute data
This table presents some preliminary statistics for daily realized volatility based on 30-minute
data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures markets. The
data is taken from 02 July, 1998 to March 30, 2007. The skewness of a random variable is the




൨. The skewness of a variable that follows





൨. The kurtosis of a variable that follows normal distribution is three. The
Jarque-Bera test is a goodness-of-fit measure of departure from normality, and is a joint test of
the skewness and excess kurtosis both being 0. Rejection of a test means the non-normality of
variable, and such a rejection is marked by the symbol **.




Mean 0.0069 0.0093 0.0079
Standard Deviation 0.0034 0.0048 0.0041
Minimum 0.0016 0.0022 0.0006
Maximum 0.0338 0.0427 0.0386
Skewness 1.9136 1.5717 1.8824
Kurtosis 9.8210 7.9161 10.0106
Jarque-Bera statistic 5608** 3121** 5805**
Normality test 1092** 695** 954**
Unit root test -12.1** -10.76** -11.19**
No. of observations 2200 2200 2200
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Table A4.1.5
Preliminary statistics for logarithmic realized volatility based on 5-minute data
This table presents some preliminary statistics for logarithmic daily realized volatility based on
5-minute data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures
markets. The data is taken from July 02, 1998 to March 30, 2007. The skewness of a random




൨. The skewness of a variable
that follows normal distribution is zero. The kurtosis of a random variable is the fourth




൨. The kurtosis of a variable that follows normal
distribution is three. The Jarque-Bera test is a goodness-of-fit measure of departure from
normality, and is a joint test of the skewness and excess kurtosis both being 0. Rejection of a
test means the non-normality of variable, and such a rejection is marked by the symbol **.




Mean -4.9040 -4.7533 -4.8482
Standard Deviation 0.45389 0.51177 0.52196
Minimum -6.3938 -6.1525 -6.9179
Maximum -3.3654 -2.5187 -2.6074
Skewness 0.17644 0.16083 -0.29796
Kurtosis 2.9328 2.7396 4.1302
Jarque-Bera statistic 11.828** 15.704** 149.59**
Normality test 13.380** 20.217** 84.088**
Unit root test -10.16** -9.02** -8.971**
No. of observations 2200 2200 2200
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Table A4.1.6
Preliminary statistics for logarithmic realized volatility based on 30-minute data
This table presents some preliminary statistics for logarithmic daily realized volatility based on
30-minute data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500 Index Futures
markets. The data is from July 02, 1998 to March 30, 2007. The skewness of a random variable




൨. The skewness of a variable that
follows normal distribution is zero. The kurtosis of a random variable is the fourth standardized




൨. The kurtosis of a variable that follows normal distribution is
three. The Jarque-Bera test is a goodness-of-fit measure of departure from normality, and is a
joint test of the skewness and excess kurtosis both being 0. Rejection of a test means the non-
normality of variable, and such a rejection is marked by the symbol **.




Mean -4.9912 -4.9472 -4.9918
Standard Deviation 0.50994 0.5192 0.56371
Minimum -6.8241 -6.6491 -7.4239
Maximum -3.1161 -3.1021 -3.1353
Skewness 0.021 0.0469 -0.3931
Kurtosis 3.1504 3.0096 3.9316
Jarque-Bera statistic 2.2357 0.8162 136.17**
Normality test 2.4877 0.8352 70.01**
Unit root test -13.01** -12.91** -11.23**
No. of observations 2200 2200 2200
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Table A4.1.7
Preliminary statistics for logarithmic realized range-based volatility based on 5-
minute data
This table presents some preliminary statistics for logarithmic daily realized range-based
volatility based on 5-minute data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500
Index Futures markets. The data is taken from July 02, 1998 to March 30, 2007. The skewness




൨. The skewness of
a variable that follows normal distribution is zero. The kurtosis of a random variable is the




൨. The kurtosis of a variable that follows
normal distribution is three. The Jarque-Bera test is a goodness-of-fit measure of departure from
normality, and is a joint test of the skewness and excess kurtosis both being 0. Rejection of a
test means the non-normality of variable, and such a rejection is marked by the symbol **.




Mean -5.2172 -4.6910 -4.9611
Standard Deviation 0.41167 0.4877 0.4997
Minimum -6.4270 -6.0022 -7.2727
Maximum -3.8172 -3.2315 -3.2756
Skewness 0.1942 0.0617 -0.5576
Kurtosis 2.8694 2.3577 4.6330
Jarque-Bera statistic 15.398** 39.209** 358.42**
Normality test 18.836** 50.558** 132.3**
Unit root test -10.18** -7.727** -8.511**
No. of observations 2200 2200 2200
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Table A4.1.8
Preliminary statistics for logarithmic realized range-based volatility based on 30-
minute data
This table presents some preliminary statistics for logarithmic daily realized range-based
volatility based on 30-minute data from the S&P 500 Index, SPDR S&P 500 ETF and S&P 500
Index Futures markets. The data is taken from July 02, 1998 to March 30, 2007. The skewness




൨. The skewness of
a variable that follows normal distribution is zero. The kurtosis of a random variable is the




൨. The kurtosis of a variable that follows
normal distribution is three. The Jarque-Bera test is a goodness-of-fit measure of departure from
normality, and is a joint test of the skewness and excess kurtosis both being 0. Rejection of a
test means the non-normality of variable, and such a rejection is marked by the symbol **.




Mean -5.0838 -4.7983 -4.9625
Standard Deviation 0.4499 0.4925 0.51502
Minimum -6.4201 -6.1329 -7.3391
Maximum -3.3882 -3.1546 -3.2534
Skewness 0.1533 0.0457 -0.5267
Kurtosis 3.0811 2.5463 4.5976
Jarque-Bera statistic 9.2197** 19.637** 335.67**
Normality test 8.6290** 22.856** 128.78**
Unit root test -10.99** -8.871** -8.485**
No. of observations 2200 2200 2200
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Table A4.1.9
Comparison of scaled RRV and RV based on 5-minute data (d = 0.37)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 5-minute data with the fractional integration factor equal to 0.37. The scale ratio of the
scaled realized range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using scaled realized range-based volatility
as the real volatility proxy, and the lower panel presents the results using realized volatility as
the real volatility proxy. A negative value means that the predicted scaled realized range-based
volatility is more accurate than the predicted realized volatility. If the P-value is smaller than 5%
(with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -0.56 -3.53** -3.15**
DM(0) -1.17 -5.30** -4.66**
DM(-1) -3.36** -8.19** -6.94**
DM(-2) -6.62** -8.84** -6.17**
DM(-3) -6.36** -4.85** 0.52
DM(-4) -5.44** -3.00** 0.91
DM(-5) -4.5** -2.52* 0.94
Using Realized Volatility as Proxy
DM(1) 2.39** -1.71 -1.69
DM(0) 2.86** -1.39 -1.19
DM(-1) 3.43** -0.57 -0.04
DM(-2) 2.82** 0.67 -0.75
DM(-3) 0.02 0.91 -0.90
DM(-4) -1.40 -0.16 -0.79
DM(-5) -2.12* -0.95 -0.36
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Table A4.1.10
Comparison of scaled RRV and RV based on 30-minute data (d = 0.37)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 30-minute data with the fractional integration factor equal to 0.37. The scale ratio of
the scaled realized range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using scaled realized range-based volatility
as the real volatility proxy, and the lower panel presents the results using realized volatility as
the real volatility proxy. A negative value means that the predicted scaled realized range-based
volatility is more accurate than the predicted realized volatility. If the P-value is smaller than 5%
(with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -2.81** -4.60** -2.28*
DM(0) -4.46** -7.81** -3.40**
DM(-1) -7.31** -12.50** -5.47**
DM(-2) -8.94** -15.71** -4.10**
DM(-3) -6.11** -9.78** 1.00
DM(-4) -4.22** -4.87** 1.29
DM(-5) -3.37** -3.64** 1.33
Using Realized Volatility as Proxy
DM(1) -2.68** -1.74 -2.08*
DM(0) -4.08** -2.17* 0.08
DM(-1) -5.49** -2.60** 0.98
DM(-2) -5.55** -3.39** 1.00
DM(-3) -3.52** -3.34** 1.00
DM(-4) -2.48** -2.68** 1.00
DM(-5) -2.11* -2.50* 1.00
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Table A4.1.11
Comparison of scaled RRV and RV based on 5-minute data (d = 0.32)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 5-minute data with the fractional integration factor equal to 0.32. The scale ratio of the
scaled realized range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using scaled realized range-based volatility
as the real volatility proxy, and the lower panel presents the results using realized volatility as
the real volatility proxy. A negative value means that the predicted scaled realized range-based
volatility is more accurate than the predicted realized volatility. If the P-value is smaller than 5%
(with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -0.61 -3.48** -3.17**
DM(0) -1.22 -5.34** -4.69**
DM(-1) -3.37** -8.41** -6.95**
DM(-2) -6.51** -9.19** -6.13**
DM(-3) -6.26** -5.18** 0.69
DM(-4) -5.34** -3.19** 0.89
DM(-5) -4.37** -2.68** 0.93
Using Realized Volatility as Proxy
DM(1) 2.32** -1.78 -1.77
DM(0) 2.80** -1.54 -1.17
DM(-1) 3.39** -0.81 1.03
DM(-2) 2.90** 0.41 1.02
DM(-3) 0.15 0.88 1.00
DM(-4) -1.32 -0.13 1.02
DM(-5) -2.08* -0.94 1.06
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Table A4.1.12
Comparison of scaled RRV and RV based on 30-minute data (d = 0.32)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 30-minute data with the fractional integration factor equal to 0.32. The scale ratio of
the scaled realized range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold
and Mariano (1995) statistic based on the loss function with b equal to n, which is defined by
Equation 3.45. The upper panel presents the results using scaled realized range-based volatility
as the real volatility proxy, and the lower panel presents the results using realized volatility as
the real volatility proxy. A negative value means that the predicted scaled realized range-based
volatility is more accurate than the predicted realized volatility. If the P-value is smaller than 5%
(with critical value 1.96), the value is marked with one star. If the P-value is smaller than 1%
(with critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -2.83** -4.52** -2.26*
DM(0) -4.51** -7.80** -3.43**
DM(-1) -7.37** -12.60** -5.58**
DM(-2) -8.98** -15.87** -4.28**
DM(-3) -6.21** -10.64** 0.99
DM(-4) -4.21** -5.30** 1.29
DM(-5) -3.33** -3.85** 1.33
Using Realized Volatility as Proxy
DM(1) -2.70** -1.74 -2.06*
DM(0) -4.15** -2.27* 0.16
DM(-1) -5.61** -2.83** 0.98
DM(-2) -5.60** -3.60** 1.00
DM(-3) -3.51** -3.48** 1.00
DM(-4) -2.40** -2.71** 1.00
DM(-5) -2.03* -2.49* 1.00
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Table A4.1.13
Comparison of scaled RRV and RV based on 5-minute data (d = 0)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 5-minute data with the fractional integration factor equal to 0. It is actually a normal
AR model. The scale ratio of the scaled realized range-based volatility is defined in Equation
4.1.1. The DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with b
equal to n, which is defined by Equation 3.45. The upper panel presents the results using scaled
realized range-based volatility as the real volatility proxy, and the lower panel presents the
results using realized volatility as the real volatility proxy. A negative value means that the
predicted scaled realized range-based volatility is more accurate than the predicted realized
volatility. If the P-value is smaller than 5% (with critical value 1.96), the value is marked with
one star. If the P-value is smaller than 1% (with critical value 2.58), the value is marked with
two stars.




Using Realized Range-Based Volatility as Proxy
DM(1) -1.40 -3.19** -3.05**
DM(0) -1.97* -4.82** -4.59**
DM(-1) -4.24** -8.49** -7.31**
DM(-2) -7.67** -10.50** -6.9**
DM(-3) -6.98** -6.92** 0.59
DM(-4) -5.75** -4.59** 0.95
DM(-5) -4.59** -3.81** 0.97
Using Realized Volatility as Proxy
DM(1) 1.49 -1.61 -1.53
DM(0) 2.15* -1.03 -1.26
DM(-1) 2.70** -0.40 -0.98
DM(-2) 1.67 -0.41 -1.00
DM(-3) -1.11 -1.36 -1.00
DM(-4) -2.38* -2.11* -0.99
DM(-5) -2.91** -2.54* -0.97
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Table A4.1.14
Comparison of scaled RRV and RV based on 30-minute data (d = 0)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 30-minute data with the fractional integration factor equal to 0. It is actually a normal
AR model. The scale ratio of the scaled realized range-based volatility is defined in Equation
4.1.1. The DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with b
equal to n, which is defined by Equation 3.45. The upper panel presents the results using scaled
realized range-based volatility as the real volatility proxy, and the lower panel presents the
results using realized volatility as the real volatility proxy. A negative value means that the
predicted scaled realized range-based volatility is better than the predicted realized volatility. If
the P-value is smaller than 5% (with critical value 1.96), the value is marked with one star. If
the P-value is smaller than 1% (with critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -2.34* -3.19** -1.70
DM(0) -4.41** -6.99** -3.16**
DM(-1) -8.06** -12.94** -6.13**
DM(-2) -9.61** -16.28** -4.75**
DM(-3) -7.31** -13.13** 1.02
DM(-4) -5.11** -7.28** 1.31
DM(-5) -4.01** -4.96** 1.28
Using Realized volatility as Proxy
DM(1) -2.06* -0.64 -1.39
DM(0) -3.96** -1.45 0.37
DM(-1) -5.89** -2.73** 0.98
DM(-2) -6.16** -4.72** 1.00
DM(-3) -4.64** -5.60** 1.00
DM(-4) -3.35** -4.31** 1.00
DM(-5) -2.77** -3.53** 1.00
248
Table A4.1.15
Comparison of scaled RRV and RV based on 5-minute data (ARMA(2,1) model)
This table compares the results for scaled realized range-based volatility and realized volatility
based on 5-minute data using the ARMA(2,1) model. The scale ratio of the scaled realized
range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold and Mariano
(1995) statistic based on the loss function with b equal to n, which is defined by Equation 3.45.
The upper panel presents the results using scaled realized range-based volatility as the real
volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted scaled realized range-based volatility
is more accurate than the predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -0.90 -3.34** -2.97**
DM(0) -1.69 -5.04** -4.54**
DM(-1) -4.15** -8.29** -7.31**
DM(-2) -7.62** -9.17** -6.88**
DM(-3) -6.84** -5.28** 0.46
DM(-4) -5.77** -3.29** 0.89
DM(-5) -4.95** -2.56** 0.94
Using Realized Volatility as Proxy
DM(1) 2.13* -1.25 -1.21
DM(0) 2.57** -0.64 -1.04
DM(-1) 2.96** -0.10 -0.98
DM(-2) 1.82 0.25 -1.00
DM(-3) -0.80 -0.80 -1.00
DM(-4) -1.87 -1.51 -1.00
DM(-5) -2.37* -1.86 -0.99
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Table A4.1.16
Comparison of scaled RRV and RV based on 30-minute data (ARMA(2,1) model)
This table compares the results of scaled realized range-based volatility and realized volatility
based on 30-minute data using the ARMA(2,1) model. The scale ratio of the scaled realized
range-based volatility is defined in Equation 4.1.1. The DM(n) is the Diebold and Mariano
(1995) statistic based on the loss function with b equal to n, which is defined by Equation 3.45.
The upper panel presents the results using scaled realized range-based volatility as the real
volatility proxy, and the lower panel presents the results using realized volatility as the real
volatility proxy. A negative value means that the predicted scaled realized range-based volatility
is more accurate than predicted realized volatility. If the P-value is smaller than 5% (with
critical value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with
critical value 2.58), the value is marked with two stars.




Using Scaled Realized Range-Based Volatility as Proxy
DM(1) -2.63** -3.98** -2.03*
DM(0) -4.62** -7.39** -3.25**
DM(-1) -7.91** -12.85** -5.62**
DM(-2) -9.42** -16.91** -4.63**
DM(-3) -6.02** -10.34** 1.02
DM(-4) -3.63** -5.37** 1.35
DM(-5) -2.41* -3.98** 1.31
Using Realized Volatility as Proxy
DM(1) -2.39* -1.12 -1.76
DM(0) -3.99** -1.54 -0.19
DM(-1) -5.57** -2.36* 0.97
DM(-2) -6.07** -4.37** 1.00
DM(-3) -3.91** -4.62** 1.00
DM(-4) -2.49* -3.5** 1.00
DM(-5) -1.81 -3.02** 1.00
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Table A4.2.1
Statistically significant volatility spillover between S&P 500 Index and SPDR S&P
500 ETF based on 30-minute scaled realized range-based volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and SPDR S&P 500 ETF markets. The 30-minute scaled realized
range-based volatility is used as the real volatility proxy. A 2-variable VAR model with a
fractional decay factor of d equal to 0.42 is used. If the P-value is smaller than 1%, the value is
marked with two stars. If the P-value is smaller than 5%, the value is marked with one star.
AR(1,2) and AR(2,1) imply that there is volatility spillover between the two markets.
RRV for 5-minute S&P 500 Index data RRV for 5-minute SPDR S&P 500 ETF
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.81 0.13 0** Intercept -4.63 0.13 0**
AR1(1,1) -0.167 0.054 0.002** AR1(2,1) 0.08 0.046 0.082
AR1(1,2) 0.119 0.059 0.046* AR1(2,2) -0.139 0.051 0.007**
AR2(1,1) -0.047 0.057 0.407 AR2(2,1) 0.054 0.05 0.286
AR2(1,2) 0.096 0.063 0.126 AR2(2,2) -0.007 0.057 0.909
AR3(1,1) -0.118 0.056 0.037* AR3(2,1) -0.027 0.053 0.612
AR3(1,2) 0.124 0.063 0.048* AR3(2,2) 0.034 0.059 0.56
AR4(1,1) -0.012 0.059 0.847 AR4(2,1) 0.009 0.055 0.876
AR4(1,2) 0.065 0.064 0.309 AR4(2,2) 0.059 0.060 0.323
AR5(1,1) 0.032 0.058 0.58 AR5(2,1) 0.065 0.052 0.213
AR5(1,2) -0.04 0.06 0.529 AR5(2,2) 0.01 0.056 0.863
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Table A4.2.2
Statistically significant volatility spillover between S&P 500 Index and S&P 500
Index Futures based on 30-minute scaled realized range-based volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and S&P 500 Index Futures markets. The 30-minute scaled realized
range-based volatility is used as the real volatility proxy. A 2-variable VAR model with a
fractional decay factor of d equal to 0.42 is used. If the P-value is smaller than 1%, the value is
marked with two stars. If the P-value is smaller than 5%, the value is marked with one star.
AR(1,2) and AR(2,1) imply that there is volatility spillover between the two markets.
RRV for 30-minute S&P 500 Index data RRV for 30-minute S&P 500 Index
Futures data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept - 4.80 0.138 0** Intercept -4.80 0.15 0**
AR1(1,1) -0.096 0.053 0.073 AR1(2,1) 0.025 0.102 0.805
AR1(1,2) 0.034 0.055 0.538 AR1(2,2) -0.05 0.11 0.653
AR2(1,1) 0.033 0.049 0.498 AR2(2,1) -0.076 0.071 0.285
AR2(1,2) 0.003 0.049 0.956 AR2(2,2) 0.133 0.076 0.077
AR3(1,1) -0.062 0.042 0.235 AR3(2,1) -0.079 0.071 0.262
AR3(1,2) 0.057 0.038 0.272 AR3(2,2) 0.092 0.073 0.206
AR4(1,1) 0.028 0.055 0.603 AR4(2,1) -0.106 0.073 0.145
AR4(1,2) 0.017 0.055 0.754 AR4(2,2) 0.156 0.077 0.043*
AR5(1,1) 0.01 0.051 0.842 AR5(2,1) -0.062 0.072 0.388
AR5(1,2) 0.066 0.052 0.208 AR5(2,2) 0.135 0.078 0.086
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Table A4.2.3
Statistically significant volatility spillover between SPDR S&P 500 ETF and S&P 500
Index Futures based on 30-minute scaled realized range-based volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the SPDR S&P 500 ETF and S&P 500 Index Futures markets. The 30-minute scaled
realized range-based volatility is used as the real volatility proxy. A 2-variable VAR model with
a fractional decay factor of d equal to 0.42 is used. If the P-value is smaller than 1%, the value is
marked with two stars. If the P-value is smaller than 5%, the value is marked with one star.
AR(1,2) and AR(2,1) imply that there is volatility spillover between the two markets.
RRV for 30-minute SPDR S&P 500 ETF
data
RRV for 30-minute S&P 500 Index
Futures data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.62 0.132 0** Intercept -4.79 0.15 0**
AR1(1,1) -0.111 0.041 0.007** AR1(2,1) 0.043 0.074 0.561
AR1(1,2) 0.055 0.037 0.144 AR1(2,2) -0.058 0.075 0.44
AR2(1,1) 0.020 0.042 0.632 AR2(2,1) -0.034 0.057 0.549
AR2(1,2) 0.026 0.039 0.505 AR2(2,2) 0.092 0.055 0.096
AR3(1,1) 0.007 0.043 0.873 AR3(2,1) -0.013 0.057 0.815
AR3(1,2) -0.001 0.039 0.974 AR3(2,2) 0.033 0.054 0.545
AR4(1,1) 0.053 0.043 0.226 AR4(2,1) -0.08 0.058 0.169
AR4(1,2) -0.014 0.041 0.734 AR4(2,2) 0.126 0.057 0.026*
AR5(1,1) 0.007 0.042 0.858 AR5(2,1) -0.065 0.058 0.263
AR5(1,2) 0.07 0.039 0.068 AR5(2,2) 0.133 0.057 0.02*
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Table A4.2.4
Statistically significant volatility spillover between S&P 500 Index and SPDR S&P
500 ETF based on 5-minute realized volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and SPDR S&P 500 ETF markets. The 5-minute realized volatility
is used as the real volatility proxy. A 2-variable VAR model with a fractional decay factor of d
equal to 0.42 is used. If the P-value is smaller than 1%, the value is marked with two stars. If the
P-value is smaller than 5%, the value is marked with one star. AR(1,2) and AR(2,1) imply that
there is volatility spillover between the two markets.
RV for 5-minute S&P 500 Index data RV for 5-minute SPDR S&P 500 ETF
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.75 0.136 0** Intercept -4.55 0.13 0**
AR1(1,1) -0.05 0.05 0.323 AR1(2,1) 0.30 0.053 0**
AR1(1,2) 0.036 0.049 0.468 AR1(2,2) -0.31 0.053 0**
AR2(1,1) -0.032 0.047 0.493 AR2(2,1) 0.13 0.05 0.007**
AR2(1,2) 0.109 0.048 0.021* AR2(2,2) -0.089 0.05 0.078
AR3(1,1) -0.02 0.052 0.705 AR3(2,1) 0.11 0.051 0.031*
AR3(1,2) 0.014 0.052 0.781 AR3(2,2) -0.12 0.051 0.019*
AR4(1,1) -0.01 0.0513 0.852 AR4(2,1) 0.067 0.052 0.198
AR4(1,2) 0.067 0.053 0.208 AR4(2,2) -0.014 0.052 0.795
AR5(1,1) 0.069 0.044 0.123 AR5(2,1) 0.10 0.049 0.041*
AR5(1,2) -0.006 0.045 0.891 AR5(2,2) -0.015 0.05 0.768
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Table A4.2.5
Statistically significant volatility spillover between S&P 500 Index and S&P 500
Index Futures based on 5-minute realized volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and S&P 500 Index Futures markets. The 5-minute realized
volatility is used as the real volatility proxy. A 2-variable VAR model with a fractional decay
factor of d equal to 0.42 is used. If the P-value is smaller than 1%, the value is marked with two
stars. If the P-value is smaller than 5%, the value is marked with one star. AR(1,2) and AR(2,1)
imply that there is volatility spillover between the two markets.
RV for 5-minute S&P 500 Index data RV for 5-minute S&P 500 Index Futures
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.75 0.14 0** Intercept -4.68 0.162 0**
AR1(1,1) -0.032 0.051 0.532 AR1(2,1) 0.15 0.069 0.021*
AR1(1,2) 0.013 0.05 0.788 AR1(2,2) -0.142 0.071 0.044*
AR2(1,1) -0.034 0.048 0.485 AR2(2,1) -0.047* 0.055 0.4
AR2(1,2) 0.106 0.048 0.026* AR2(2,2) 0.115 0.054 0.035*
AR3(1,1) -0.027 0.046 0.554 AR3(2,1) -0.077 0.056 0.169
AR3(1,2) 0.021 0.044 0.638 AR3(2,2) 0.083 0.055 0.128
AR4(1,1) -0.001 0.056 0.992 AR4(2,1) -0.135 0.053 0.011*
AR4(1,2) 0.0522 0.056 0.353 AR4(2,2) 0.18 0.051 0**
AR5(1,1) 0.048 0.045 0.286 AR5(2,1) -0.042 0.053 0.422
AR5(1,2) 0.029 0.044 0.513 AR5(2,2) 0.133 0.053 0.011*
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Table A4.2.6
Statistically significant volatility spillover between SPDR S&P 500 ETF and S&P 500
Index Futures based on 5-minute realized volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the SPDR S&P 500 ETF and S&P 500 Index Futures markets. The 5-minute realized
volatility is used as the real volatility proxy. A 2-variable VAR model with a fractional decay
factor d equal to 0.42 is used. If the P-value is smaller than 1%, the value is marked with two
stars. If the P-value is smaller than 5%, the value is marked with one star. AR(1,2) and AR(2,1)
imply that there is volatility spillover between the two markets.
RV for 5-minute SPDR S&P 500 ETF
data
RV for 5-minute S&P 500 Index Futures
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.56 0.135 0** Intercept -4.68 0.16 0**
AR1(1,1) -0.19 0.045 0** AR1(2,1) 0.062 0.054 0.25
AR1(1,2) 0.159 0.044 0** AR1(2,2) -0.061 0.056 0.274
AR2(1,1) -0.056 0.043 0.19 AR2(2,1) -0.041 0.045 0.362
AR2(1,2) 0.101 0.042 0.015* AR2(2,2) 0.106 0.045 0.018*
AR3(1,1) -0.051 0.044 0.249 AR3(2,1) -0.086 0.05 0.081
AR3(1,2) 0.042 0.042 0.323 AR3(2,2) 0.091 0.049 0.063
AR4(1,1) 0.035 0.048 0.461 AR4(2,1) -0.082 0.047 0.078
AR4(1,2) 0.019 0.045 0.677 AR4(2,2) 0.139 0.045 0.002**
AR5(1,1) 0.059 0.043 0.17 AR5(2,1) -0.071 0.045 0.113
AR5(1,2) 0.019 0.042 0.637 AR5(2,2) 0.157 0.045 0**
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Table A4.2.7
Statistically significant volatility spillover between S&P 500 Index and SPDR S&P
500 ETF based on 30-minute realized volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and SPDR S&P 500 ETF markets. The 30-minute realized
volatility is used as the real volatility proxy. A 2-variable VAR model with a fractional decay
factor of d equal to 0.42 is used. If the P-value is smaller than 1%, the value is marked with two
stars. If the P-value is smaller than 5%, the value is marked with one star. AR(1,2) and AR(2,1)
imply that there is volatility spillover between the two markets.
RV for 30-minute S&P 500 index data RV for 30-minute SPDR S&P 500 ETF
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.84 0.132 0** Intercept -4.80 0.128 0**
AR1(1,1) -0.439 0.069 0** AR1(2,1) -0.043 0.067 0.562
AR1(1,2) 0.255 0.069 0** AR1(2,2) -0.144 0.068 0.034*
AR2(1,1) -0.041 0.073 0.575 AR2(2,1) 0.168 0.074 0.022*
AR2(1,2) 0.021 0.073 0.769 AR2(2,2) -0.19 0.074 0.011*
AR3(1,1) 0.062 0.071 0.38 AR3(2,1) 0.197 0.069 0.004**
AR3(1,2) -0.094 0.071 0.19 AR3(2,2) -0.23 0.069 0.001**
AR4(1,1) -0.068 0.072 0.348 AR4(2,1) 0.039 0.07 0.579
AR4(1,2) 0.109 0.072 0.132 AR4(2,2) -0.001 0.07 0.986
AR5(1,1) 0.029 0.062 0.644 AR5(2,1) 0.093 0.063 0.138
AR5(1,2) -0.019 0.062 0.762 AR5(2,2) -0.043 0.064 0.496
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Table A4.2.8
Statistically significant volatility spillover between S&P 500 Index and S&P 500
Index Futures based on 30-minute realized volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the S&P 500 Index and S&P 500 Index Futures markets. The 30-minute realized
volatility is used as the real volatility proxy. A 2-variable VAR model with a fractional decay
factor of d equal to 0.42 is used. If the P-value is smaller than 1%, the value is marked with two
stars. If the P-value is smaller than 5%, the value is marked with one star. AR(1,2) and AR(2,1)
imply that there is volatility spillover between the two markets.
RV for 30-minute S&P 500 Index RV for 30-minute S&P 500 Index Futures
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.84 0.131 0** Intercept -4.83 0.142 0**
AR1(1,1) -0.318 0.056 0** AR1(2,1) -0.101 0.08 0.206
AR1(1,2) 0.122 0.054 0.024* AR1(2,2) -0.083 0.081 0.302
AR2(1,1) -0.078 0.059 0.187 AR2(2,1) -0.089 0.06 0.138
AR2(1,2) 0.056 0.058 0.333 AR2(2,2) 0.072 0.06 0.231
AR3(1,1) -0.005 0.058 0.936 AR3(2,1) -0.085 0.069 0.222
AR3(1,2) -0.02 0.057 0.718 AR3(2,2) 0.074 0.069 0.283
AR4(1,1) -0.021 0.059 0.721 AR4(2,1) -0.135 0.064 0.036*
AR4(1,2) 0.056 0.056 0.32 AR4(2,2) 0.167 0.063 0.008**
AR5(1,1) 0.013 0.055 0.819 AR5(2,1) -0.066 0.063 0.297
AR5(1,2) 0.035 0.054 0.51 AR5(2,2) 0.11 0.062 0.077
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Table A4.2.9
Statistically significant volatility spillover between SPDR S&P 500 ETF and S&P 500
Index Futures based on 30-minute realized volatility
This table presents the test results for the existence of statistically significant volatility spillover
between the SPDR S&P 500 ETF and S&P 500 Index Futures markets. The 30-minute realized
volatility is used as the real volatility proxy. A 2-variable VAR model with a fractional decay
factor of d equal to 0.42 is used. If the P-value is smaller than 1%, the value is marked with two
stars. If the P-value is smaller than 5%, the value is marked with one star. AR(1,2) and AR(2,1)
imply that there volatility spillover between the two markets.
RV for 30-minute SPDR S&P 500 ETF
data
RV for 30-minute S&P 500 Index Futures
data
Item Estimate Std. Err. P-Value Item Estimate Std. Err. P-Value
Intercept -4.80 0.126 0** Intercept -4.84 0.147 0**
AR1(1,1) -0.20 0.056 0** AR1(2,1) 0.032 0.08 0.687
AR1(1,2) 0.018 0.055 0.735 AR1(2,2) -0.205 0.081 0.011*
AR2(1,1) -0.095 0.056 0.092 AR2(2,1) -0.106 0.058 0.066
AR2(1,2) 0.066 0.055 0.231 AR2(2,2) 0.086 0.057 0.133
AR3(1,1) -0.111 0.053 0.039* AR3(2,1) -0.167 0.065 0.01**
AR3(1,2) 0.073 0.052 0.16 AR3(2,2) 0.148 0.064 0.021*
AR4(1,1) -0.011 0.053 0.841 AR4(2,1) -0.112 0.06 0.059
AR4(1,2) 0.05 0.051 0.334 AR4(2,2) 0.147 0.058 0.011*
AR5(1,1) -0.006 0.052 0.915 AR5(2,1) -0.114 0.057 0.05*
AR5(1,2) 0.053 0.051 0.301 AR5(2,2) 0.15 0.057 0.009**
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Table A4.2.10
Test of volatility spillover using realized volatility based on 5-minute data (d = 0.37)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using realized volatility as the real volatility proxy, based on 5-
minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.37 are compared. A negative sign means that the forecast
from the 2-variable VAR model is more accurate than the forecast from the AR model, while a
positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995) statistic based
on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
--1.63 -1.76 -1.56 -0.54 1.20 1.67 1.78
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--2.44* -2.96** -2.71** -2.28* -1.48* -0.01 0.51
Test spillover from S&P 500 Index to S&P 500 Index Futures
--2.42* -2.42* -1.04 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to S&P 500 Index
---1.18 -1.33 -1.37 -0.62 0.36 0.54 0.56
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-1.18 -1.65 -1.04 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-1.53 -2.70** -3.05** -2.24* -0.98 0.67 -0.58
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Table A4.2.11
Test of volatility spillover using realized volatility based on 30-minute data (d =
0.37)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using realized volatility as the real volatility proxy, based on 30-
minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.37 are compared. A negative sign means that the forecast
from the 2-variable VAR model is more accurate than the forecast from the AR model, while a
positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995) statistic based
on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
--1.10 -1.92 -2.59** -2.26 -0.30 1.29 1.68
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--0.87 -1.29 -1.81 -1.86 -0.40 0.45 0.67
Test spillover from S&P 500 Index to S&P 500 Index Futures
-0.63 -0.55 -0.99 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to S&P 500 Index
0.56-1.16 -1.61 -1.93 -1.42 -0.40 -0.29 -0.45
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-0.19 -1.14 -1.02 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-0.23 -0.74 -1.39 -0.62 0.35 0.56 0.51
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Table A4.2.12
Test of volatility spillover using realized volatility based on 5-minute data (d = 0.32)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using realized volatility as the real volatility proxy, based on 5-
minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.32 are compared. A negative sign means that the forecast
from the 2-variable VAR model is more accurate than the forecast from the AR model, while a
positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995) statistic based
on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
--1.41 -1.57 -1.47 -0.62 1.01 1.57 1.77
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--2.23* -2.82** -2.60** -2.10* -1.29 0.12 0.62
Test spillover from S&P 500 Index to S&P 500 Index Futures
-2.36* -2.24* -1.03 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to S&P 500 Index
---1.14 -1.30 -1.37 -0.64 0.36 0.56 0.60
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-0.35 -1.67 -1.03 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-1.29 -2.50* -2.83** -2.12** -1.12 -0.96 -0.92
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Table A4.2.13
Test of volatility spillover using realized volatility based on 30-minute data (d =
0.32)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using realized volatility as the real volatility proxy, based on 30-
minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.32 are compared. A negative sign means that the forecast
from the 2-variable VAR model is more accurate than the forecast from the AR model, while a
positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995) statistic based
on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
--1.15 -1.98* -2.61** -2.24* -0.32 1.28 1.72
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--1.00 -1.41 -1.90 -1.91 -0.41 0.47 0.69
Test spillover from S&P 500 Index to S&P 500 Index Futures
-1.05 1.39 1.09 1.00 1.00 1.00 1.00
Test spillover from S&P 500 Index Futures to S&P 500 Index
--1.15 -1.64 -2.01* -1.47 -0.39 -0.24 -0.38
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-0.13 -1.15 -1.02 -1.02 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-0.35 -0.87 -1.51 -0.67 0.33 0.54 0.48
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Table A4.2.14
Test of volatility spillover using realized volatility based on 5-minute data (d = 0)
This table presents the test results for economically significant volatility spillover among three
S&P 500 Index markets using realized volatility as the real volatility proxy, based on 5-minute
the data. The volatility forecasts from the AR model and the 2-variable VAR model are
compared. A negative sign means that the forecast from the 2-variable VAR model is more
accurate than the forecast from the AR model, while a positive sign implies the opposite. The
DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with b equal to n,
which is defined by Equation 3.45 If the P-value is smaller than 5% (with critical value 1.96),
the value is marked with one star. If the P-value is smaller than 1% (with critical value 2.58),
the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-0.23 -0.24 -1.60 -2.90** -1.94 -0.77 -0.16
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--1.14 -1.51 -1.70 -1.72 -1.58 -0.33 0.22
Test spillover from S&P 500 Index to S&P 500 Index Futures
--1.32 -1.66 -1.02 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to S&P 500 Index
--0.43 -0.79 -1.25 -0.89 0.13 0.42 0.48
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-0.01 -1.22 -1.01 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-0.63 -1.47 -1.93 -1.82 -1.21 -1.00 -0.91
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Table A4.2.15
Test of volatility spillover using realized volatility based on 30-minute data (d = 0)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using realized volatility as the real volatility proxy, based on 30-
minute data. The volatility forecasts from the AR model and the 2-variable VAR model are
compared. A negative sign means that the forecast from the 2-variable VAR model is more
accurate than the forecast from the AR model, while a positive sign implies the opposite. The
DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with b equal to n,
which is defined by Equation 3.45. If the P-value is smaller than 5% (with critical value 1.96),
the value is marked with one star. If the P-value is smaller than 1% (with critical value 2.58),
the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-0.08 -0.97 -2.39* -2.59** -1.29 0.14 0.87
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--0.14 -0.81 -1.60 -1.55 -0.12 0.67 0.84
Test spillover from S&P 500 Index to S&P 500 Index Futures
--1.22 -1.11 -1.00 -1.00 -1.00 -1.00 -1.00
Test spillover from S&P 500 Index Futures to S&P 500 Index
-0.30 -0.92 -1.88 -1.67 -0.81 -0.70 -0.84
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
0.10 -0.79 -2.43* -2.22* -1.23 -1.01 -1.01
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-1.44 -1.16 -1.01 -1.00 -1.00 -1.00 -1.00
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Table A4.2.16
Test of volatility spillover using scaled realized range-based volatility based on 5-
minute data (d = 0.37)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
5-minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.37 are compared. A negative sign means that the forecast
from the 2-variable VAR model is more accurate than the forecast from the AR model, while a
positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995) statistic based
on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
--1.44 -1.82 -1.94 -0.77 1.68 2.54* 2.29*
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--0.89 -1.57 -1.74 -1.63 -1.25 -0.99 -0.99
Test spillover from S&P 500 Index to S&P 500 Index Futures
--1.44 -1.09 -0.39 -0.65 -1.44 -1.44 -1.41
Test spillover from S&P 500 Index Futures to S&P 500 Index
--2.49* -2.76** -2.00* -0.16 0.94 1.13 1.13
Test spillover from SPDR S&P 500 ETF to S&P Index Futures
-0.71 -0.80 -0.95 -1.63 -1.25 -1.10 -1.04
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-1.02 -2.20* -2.68** -1.97* -0.36 0.27 0.55
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Table A4.2.17
Test of volatility spillover using scaled realized range-based volatility based on 5-
minute data (d = 0.32)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
5-minute data. The volatility forecasts from the long memory AR model and the 2-variable long
memory VAR model with d equal to 0.32 are compared. A negative sign means that the forecast
from the 2-variable VAR model is more accurate than the forecast from the AR model, while a
positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995) statistic based
on the loss function with b equal to n, which is defined by Equation 3.45. If the P-value is
smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-value is
smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
--1.42 -1.78 -1.93 -0.88 1.40 2.33* 2.23*
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--1.02 -1.65 -1.70 -1.42 -0.91 -0.74 -0.83
Test spillover from S&P 500 Index to S&P 500 Index Futures
--1.49 -1.11 -0.33 -0.52 -1.13 -0.61 0.11
Test spillover from S&P 500 Index Futures to S&P 500 Index
-2.48* -2.73** -2.02* -0.26 -0.82 1.05 1.05
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-0.80 -1.05 -1.32 -1.67 -1.20 -1.08 -1.03
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-1.00 -2.18* -2.60** -1.89 -0.38 0.19 -0.44
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Table A4.2.18
Test of volatility spillover using scaled realized range-based volatility based on 5-
minute data (d = 0)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
5-minute data. The volatility forecasts from the AR model and the 2-variable VAR model with
d equal to 0 are compared. A negative sign means that the forecast from the 2-variable VAR
model is more accurate than the forecast from the AR model, while a positive sign implies the
opposite. The DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with
b equal to n, which is defined by Equation 3.45. If the P-value is smaller than 5% (with critical
value 1.96), the value is marked with one star. If the P-value is smaller than 1% (with critical
value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
0.38 -0.16 -1.6 -2.57** -1.70 -0.53 0.13
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--0.64 -1.36 -1.56 -1.32 -0.60 -0.43 -0.59
Test spillover from S&P 500 Index to S&P 500 Index Futures
--1.42 -1.21 -0.61 -1.11 -1.70 -1.29 -1.10
Test spillover from S&P 500 Index Futures to S&P 500 Index
--1.27 -1.09 -1.16 -0.89 -0.07 0.34 0.46
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
0.10 -0.79 -2.43* -2.22* -1.23 -1.01 -1.01
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
-0.87 -2.05* -2.21* -1.15 0.14 0.36 0.40
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Table A4.2.19
Test of volatility spillover using scaled realized range-based volatility based on 30-
minute data (d = 0.37)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
30-minute data. The volatility forecasts from the long memory AR model and the 2-variable
long memory VAR model with d equal to 0.37 are compared. A negative sign means that the
forecast from the 2-variable VAR model is more accurate than the forecast from the AR model,
while a positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995)
statistic based on the loss function with b equal to n, which is defined by Equation 3.45. If the
P-value is smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-
value is smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
--1.56 -1.81 -1.67 -0.48 1.31 1.95 1.82
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
-0.29 -0.37 -1.00 -1.26 -0.95 -0.83 -0.98
Test spillover from S&P 500 Index to S&P 500 Index Futures
--0.52 -0.27 -0.24 0.24 1.30 1.35 1.29
Test spillover from S&P 500 Index Futures to S&P 500 Index
-2.20* -2.47* -2.26* -0.82 0.18 0.51 0.61
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-1.41 -1.59 -1.27 0.92 1.64 1.54 1.43
Test spillover from S&P Index Futures to SPDR S&P 500 ETF
0.41 -0.26 -1.29 -1.82 -0.88 -0.49 -0.39
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Table A4.2.20
Test of volatility spillover using scaled realized range-based volatility based on 30-
minute data (d = 0.32)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
30-minute data. The volatility forecasts from the long memory AR model and the 2-variable
long memory VAR model with d equal to 0.32 are compared. A negative sign means that the
forecast from the 2-variable VAR model is more accurate than the forecast from the AR model,
while a positive sign implies the opposite. The DM(n) is the Diebold and Mariano (1995)
statistic based on the loss function with b equal to n, which is defined by Equation 3.45. If the
P-value is smaller than 5% (with critical value 1.96), the value is marked with one star. If the P-
value is smaller than 1% (with critical value 2.58), the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-1.63 -1.87 -1.75 -0.69 1.08 1.82 1.83
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--0.33 -0.80 -1.03 -0.94 -0.61 -0.67 -0.90
Test spillover from S&P 500 Index to S&P 500 Index Futures
--0.25 0.08 0.01 0.23 1.33 1.39 1.31
Test spillover from S&P 500 Index Futures to S&P 500 Index
-2.23* -2.50* -2.35* -0.92 0.15 0.49 0.60
Test spillover from SPDR S&P 500 ETF market to Index Futures
0.66 1.66 1.48 -1.32 -1.49 -1.36 -1.30
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
0.50 -0.17 -1.15 -1.73 -1.07 -0.77 -0.69
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Table A4.2.21
Test of volatility spillover using scaled realized range-based volatility based on 30-
minute data (d = 0)
This table presents the test results for economically significant volatility spillover among the
three S&P 500 Index markets using scaled realized range-based volatility as the proxy, based on
30-minute data. The volatility forecasts from the AR model and the 2-variable VAR model are
compared. A negative sign means that the forecast from the 2-variable VAR model is more
accurate than the forecast from the AR model, while a positive sign implies the opposite. The
DM(n) is the Diebold and Mariano (1995) statistic based on the loss function with b equal to n,
which is defined by Equation 3.45. If the P-value is smaller than 5% (with critical value 1.96),
the value is marked with one star. If the P-value is smaller than 1% (with critical value 2.58),
the value is marked with two stars.
DM(1) DM(0) DM(-1) DM(-2) DM(-3) DM(-4) DM(-5)
Test spillover from SPDR S&P 500 ETF to S&P 500 Index
-0.44 0.32 -1.20 -2.97** -2.56** -1.59 -1.17
Test spillover from S&P 500 Index to SPDR S&P 500 ETF
--0.47 -0.49 -1.02 -2.34* -2.99** -2.63** -2.56**
Test spillover from S&P 500 Index to S&P 500 Index Futures
-0.76-0.83 -0.39 0.11 -0.10 0.98 0.98 0.90
Test spillover from S&P 500 Index Futures to S&P 500 Index
0.56-1.27 -1.09 -1.16 -0.89 -0.07 0.34 0.46
Test spillover from SPDR S&P 500 ETF to S&P 500 Index Futures
-0.70 -0.36 -1.00 -1.53 -0.77 -0.32 -0.14
Test spillover from S&P 500 Index Futures to SPDR S&P 500 ETF
0.40 -0.32 -1.07 -1.14 -0.90 -1.02 -1.23
271
Table A5.1
Economic evaluation indicators (252-day estimation period and 10-day forecast
period)
This table presents the values of economic evaluation indicators based on a 252-day estimation
period and 10-day forecast period. The criteria from E1 to E11 correspond to the economic
indicators from 1 to 11 defined above. Model.1 represents the ewma.cov.1model; Model.2
represents the ewma.cov.2 model; Model.3 represents the ewma.cov.2.mgarch model; Model.4
represents the dcc.ewma model; Model.4t represents the dcc.ewma model with t distribution;
Model.5 represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t
distribution; Model.6 represents the ccc.garch model; Model.6t represents the ccc.garch model
with t distribution; Model.7 represents the hist.cov model; Model.8 represents the ortho.garch
model; Model.8t represents the ortho.garch model with t distribution; Model.9 represents the
ortho.dcc model; Model.9t represents the ortho.dcc model with t distribution; Model.10
represents the ewma.lm model; Model.11 represents the ccc.figarch model; Model.12 represents
the ccc.fiegarch model; Model.13 represents the dcc.figarch model; and Model.14 represents the
dcc.fiegarch model. An explanation for each of these models can be found in Section 5.3.2.
“100-day” means that the length of the rolling window is 100 days, while “252-day” means that
the length is 252 days.
E1 E2 E3 E4
100-day 252-day 100-day 252-day 100-day 252-day
Model.1 10.49 10.40 10.37 0.87 0.37 8.70 9.58
Model.2 10.60 10.50 10.50 0.95 0.46 8.57 9.60
Model.3 10.91 10.19 10.24 2.19 1.05 6.42 8.21
Model.4 10.42 10.14 10.22 1.62 0.84 6.88 8.56
Model.4t 7.54 6.87 7.42 3.10 2.08 1.02 3.42
Model.5 10.29 10.15 10.18 1.15 0.67 7.67 8.90
Model.5t 7.10 6.45 7.05 3.04 2.01 0.59 2.99
Model.6 10.34 10.20 10.21 1.14 0.64 7.77 8.97
Model.6t 7.12 6.46 7.05 3.02 1.99 0.59 2.96
Model.7 10.78 10.67 10.63 1.05 0.46 8.56 9.61
Model.8 10.97 10.72 10.78 1.70 1.01 7.84 8.78
Model.8t 9.21 8.85 8.81 1.51 0.99 6.14 6.83
Model.9 10.53 10.28 10.34 1.60 0.91 7.24 8.63
Model.9t 7.44 6.71 7.32 3.21 2.14 0.58 3.30
Model.10 10.41 10.23 10.20 1.19 0.66 7.71 8.84
Model.11 9.91 9.71 9.96 1.11 0.71 8.00 8.53
Model.12 10.25 10.02 9.94 1.14 0.70 7.88 8.70
Model.13 9.86 9.67 9.62 1.14 0.76 7.85 8.56
Model.14 10.20 9.97 9.91 1.14 0.72 7.73 8.62
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Table A5.1 continued

















Model.1 13.53 11.50 4.82 1.92 50.48 70.17 76.86 94.33
Model.2 13.49 11.73 4.92 2.13 42.33 56.72 69.15 84.22
Model.3 17.81 13.64 11.40 5.43 21.82 50.35 39.26 68.25
Model.4 13.93 11.85 7.05 3.30 22.00 49.75 44.17 69.87
Model.4t 13.57 11.18 12.55 7.76 8.94 9.00 15.86 15.97
Model.5 12.86 11.46 5.18 2.56 35.14 54.40 63.10 79.58
Model.5t 12.63 10.74 12.05 7.75 5.78 8.70 10.69 18.81
Model.6 12.75 11.41 4.98 2.44 33.39 55.31 64.06 81.29
Model.6t 12.43 10.72 11.83 7.76 6.22 8.59 11.31 18.00
Model.7 14.11 11.94 5.56 2.33 40.40 39.13 66.87 80.49
Model.8 14.63 12.81 6.79 4.03 25.68 34.37 44.17 67.44
Model.8t 11.96 10.65 5.82 3.83 17.09 26.90 32.42 42.97
Model.9 14.42 12.17 7.18 3.54 23.05 47.62 46.97 67.75
Model.9t 13.36 11.35 12.77 8.04 1.14 7.58 9.55 15.37
Model.10 13.73 11.87 6.02 3.03 34.88 61.07 60.74 83.52
Model.11 13.28 11.62 5.28 3.10 26.03 40.75 61.00 74.22
Model.12 13.63 11.96 5.74 3.26 25.07 54.60 63.97 89.28
Model.13 13.27 11.61 5.42 3.05 20.42 36.50 54.34 66.23
Model.14 13.59 11.92 5.86 3.30 25.59 52.48 60.39 86.34
Table A5.1 continued
E9 E10 E11
100-day 252-day 100-day 252-day 100-day 252-day
Model.1 94.85 100 34.09 14.56 0.92 0.28
Model.2 92.29 100 30.23 16.07 1.15 0.46
Model.3 68.71 95.14 53.72 45.60 4.82 1.16
Model.4 81.15 100 54.33 45.50 2.63 0.75
Model.4t 32.69 36.50 86.32 84.83 19.40 10.98
Model.5 86.50 100 51.18 47.52 1.35 0.47
Model.5t 36.81 29.93 86.94 90.70 21.81 12.76
Model.6 86.68 100 50.13 42.48 1.32 0.45
Model.6t 39.17 30.84 86.59 91.51 21.63 12.66
Model.7 89.92 100 27.08 7.2 1.53 0.61
Model.8 72.92 80.69 42.24 20.22 3.42 1.63
Model.8t 66.26 78.97 75.89 82.41 3.60 2.40
Model.9 80.28 95.55 50.13 41.56 2.63 0.95
Model.9t 27.52 32.76 84.57 83.92 21.16 11.80
Model.10 91.41 100 48.37 44.99 1.48 0.48
Model.11 95.27 100 64.68 75.43 1.30 0.62
Model.12 94.39 100 52.41 67.74 1.29 0.50
Model.13 94.30 100 62.49 75.43 1.41 0.72
Model.14 92.90 100 53.37 70.17 1.30 0.53
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Table A5.2
Statistic evaluation indicators (252-day estimation period and 10-day forecast
period)
This table presents the values of statistic evaluation indicators based on a 252-day estimation
period and 10-day forecast period. The indicator S1 Mean and S2 Mean are defined in equations
5.23 and 5.24, respectively. S1 Std and S2 Std are their standard deviations. Model.1 represents
the ewma.cov.1model; Model.2 represents the ewma.cov.2 model; Model.3 represents the
ewma.cov.2.mgarch model; Model.4 represents the dcc.ewma model; Model.4t represents the
dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model; Model.5t
represents the dcc.ewma.1model with t distribution; Model.6 represents the ccc.garch model;
Model.6t represents the ccc.garch model with t distribution; Model.7 represents the hist.cov
model; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch model
with t distribution; Model.9 represents the ortho.dcc model; Model.9t represents the ortho.dcc
model with t distribution; Model.10 represents the ewma.lm model; Model.11 represents the
ccc.figarch model; Model.12 represents the ccc.fiegarch model; Model.13 represents the
dcc.figarch model; and Model.14 represents the dcc.fiegarch model. An explanation of each of
these models can be found in Section 5.3.2.
S1 S2
Mean Std Mean Std
Model.1 2.40 26.75 1.84 20.57
Model.2 2.42 26.91 1.86 20.68
Model.3 3.09 34.45 2.38 26.48
Model.4 2.31 25.75 1.77 19.67
Model.4t 114.05 1269.98 9.10 101.29
Model.5 2.33 25.96 1.81 20.11
Model.5t 257.80 2870.76 15.66 174.33
Model.6 2.36 26.23 1.82 20.24
Model.6t 257.64 2868.93 14.73 164.1
Model.7 2.59 28.80 1.92 21.34
Model.8 2.56 28.56 1.92 21.40
Model.8t 2.65 29.51 2.01 22.37
Model.9 2.19 24.43 1.67 18.62
Model.9t 257.94 2872 15.76 175.59
Model.10 2.88 32.06 2.04 22.74
Model.11 2.42 26.96 1.83 20.38
Model.12 2.49 27.78 1.89 21.07
Model.13 2.35 26.19 1.77 19.68
Model.14 2.43 27.09 1.84 20.46
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Table A5.3
Economic evaluation indicators (252-day estimation period and 22-day forecast
period)
This table presents the values of economic evaluation indicators based on a 252-day estimation
period and 10-day forecast period. The criteria from E1 to E11 correspond to the economic
indicators from 1 to 11 defined above. Model.1 represents the ewma.cov.1model; Model.2
represents the ewma.cov.2 model; Model.3 represents the ewma.cov.2.mgarch model; Model.4
represents the dcc.ewma model; Model.4t represents the dcc.ewma model with t distribution;
Model.5 represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t
distribution; Model.6 represents the ccc.garch model; Model.6t represents the ccc.garch model
with t distribution; Model.7 represents the hist.cov model; Model.8 represents the ortho.garch
model; Model.8t represents the ortho.garch model with t distribution; Model.9 represents the
ortho.dcc model; Model.9t represents the ortho.dcc model with t distribution; Model.10
represents the ewma.lm model; Model.11 represents the ccc.figarch model; Model.12 represents
the ccc.fiegarch model; Model.13 represents the dcc.figarch model; and Model.14 represents the
dcc.fiegarch model. An explanation of each of these models can be found in Section 5.3.2.
“100-day” means that the length of the rolling window is 100 days, while “252-day” means that
the length is 252 days.
E1 E2 E3 E4
100-day 252-day 100-day 252-day 100-day 252-day
Model.1 10.65 10.44 10.39 1.28 0.59 8.40 9.35
Model.2 10.84 10.52 10.47 1.46 0.70 8.31 9.43
Model.3 10.86 10.05 10.15 2.23 1.07 6.16 8.05
Model.4 10.45 10.06 10.13 1.87 1.00 6.57 8.23
Model.4t 6.15 5.22 5.98 3.39 2.47 0.01 2.56
Model.5 10.30 10.06 10.42 1.48 0.85 7.31 8.49
Model.5t 5.93 5.07 5.80 3.23 2.32 0.01 2.37
Model.6 10.45 10.21 10.20 1.44 0.86 7.67 8.76
Model.6t 6.02 5.17 5.90 3.27 2.37 0.01 2.35
Model.7 11.07 10.83 10.79 1.39 0.73 8.4 9.38
Model.8 11.03 10.68 10.74 1.97 1.25 7.47 8.40
Model.8t 9.13 8.71 8.69 1.87 1.21 5.07 6.21
Model.9 10.54 10.18 10.23 1.81 1.07 6.97 8.29
Model.9t 6.33 5.38 6.16 3.50 2.55 0.01 2.72
Model.10 10.56 10.23 10.23 1.56 0.92 7.31 8.30
Model.11 9.94 9.63 9.56 1.52 1.02 7.46 8.08
Model.12 10.28 9.98 9.89 1.37 0.86 7.81 8.62
Model.13 9.82 9.48 9.40 1.56 1.00 7.38 8.07
Model.14 10.16 9.83 9.73 1.42 0.84 7.40 8.36
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Table A5.3 continued

















Model.1 15.27 12.42 6.87 3.07 41.04 68.71 66.11 93.07
Model.2 16.08 12.88 7.77 3.45 44.48 64.83 69.28 75.13
Model.3 17.60 13.59 11.44 5.54 21.09 49.54 34.86 65.95
Model.4 14.62 12.08 8.05 3.85 22.33 45.46 39.89 65.34
Model.4t 13.87 10.84 13.86 8.28 2.12 8.56 7.24 22.02
Model.5 14.38 12.03 7.07 3.54 26.21 44.04 55.87 72.68
Model.5t 13.05 10.42 13.05 8.05 2.65 10.70 8.56 15.80
Model.6 14.25 12.21 6.57 3.45 22.78 49.33 53.05 74.01
Model.6t 13.06 10.61 13.06 8.26 5.47 8.77 11.12 16.00
Model.7 15.86 13.00 7.44 3.63 32.13 41.79 56.49 68.09
Model.8 14.98 13.61 7.51 5.20 23.84 46.17 37.33 65.34
Model.8t 12.41 11.07 7.34 4.86 20.56 10.29 29.04 33.33
Model.9 14.41 12.29 7.45 4.00 16.95 44.65 44.92 64.11
Model.9t 13.88 11.22 13.88 8.50 2.82 8.05 8.56 16.41
Model.10 14.94 12.51 7.63 4.22 29.12 58.41 47.83 70.85
Model.11 14.81 12.48 7.35 4.41 14.38 37.72 40.60 57.08
Model.12 14.74 12.56 6.93 3.94 22.68 46.38 45.98 78.70
Model.13 14.98 12.40 7.60 4.33 18.89 36.80 37.60 53.11
Model.14 14.89 12.51 7.50 4.15 23.84 35.27 45.81 77.88
Table A5.3 continued
E9 E10 E11
100-day 252-day 100-day 252-day 100-day 252-day
Model.1 90.47 95.51 41.12 22.73 1.84 0.50
Model.2 87.91 95.51 42.98 28.84 2.39 0.71
Model.3 66.81 95.62 56.84 55.05 5.00 1.18
Model.4 76.70 98.47 54.81 58.82 3.51 1.01
Model.4t 12.27 25.48 89.84 88.99 34.30 22.28
Model.5 84.38 99.39 56.57 63.81 2.18 0.72
Model.5t 16.33 24.26 91.09 92.46 34.67 23.07
Model.6 85.00 97.86 53.22 57.59 2.12 0.78
Model.6t 17.56 24.97 90.11 91.94 34.02 22.45
Model.7 85.08 95.00 33.72 8.77 2.63 1.16
Model.8 67.61 77.67 47.84 22.93 4.36 2.12
Model.8t 58.52 69.11 70.52 77.98 5.17 3.18
Model.9 76.79 90.83 53.93 50.76 3.33 1.19
Model.9t 14.03 25.79 85.87 86.44 33.63 21.26
Model.10 83.58 95.01 48.27 48.01 2.48 0.89
Model.11 85.17 95.51 64.78 76.35 2.44 1.23
Model.12 92.59 95.51 57.81 73.19 1.87 0.75
Model.13 81.37 95.51 65.40 77.06 2.69 1.36
Model.14 91.70 95.51 61.61 76.66 2.03 0.78
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Table A5.4
Statistic evaluation indicators (252-day estimation period and 22-day forecast
period)
This table presents the values of statistic evaluation indicators based on a 252-day estimation
period and 10-day forecast period. The indicators S1 Mean and S2 Mean are defined in
equations 5.23 and 5.24, respectively. S1 Std and S2 Std are their standard deviations. Model.1
represents the ewma.cov.1model; Model.2 represents the ewma.cov.2 model; Model.3
represents the ewma.cov.2.mgarch model; Model.4 represents the dcc.ewma model; Model.4t
represents the dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model;
Model.5t represents the dcc.ewma.1model with t distribution; Model.6 represents the ccc.garch
model; Model.6t represents the ccc.garch model with t distribution; Model.7 represents the
hist.cov model; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch
model with t distribution; Model.9 represents the ortho.dcc model; Model.9t represents the
ortho.dcc model with t distribution; Model.10 represents the ewma.lm model; Model.11
represents the ccc.figarch model; Model.12 represents the ccc.fiegarch model; Model.13
represents the dcc.figarch model; and Model.14 represents the dcc.fiegarch model. An
explanation of each of these models can be found in Section 5.3.2.
S1 S2
Mean Std Mean Std
Model.1 6.04 45.22 3.81 28.48
Model.2 6.69 50.05 4.24 31.79
Model.3 4.85 36.30 3.53 26.44
Model.4 16.61 124.35 5.76 43.07
Model.4t 56887120000 425704250000 2188280000 16375630000
Model.5 16.79 125.64 6.46 48.36
Model.5t 56887120000 425704250000 2188430000 16376740000
Model.6 17.93 134.25 7.35 54.99
Model.6t 56887120000 425704250000 2188430000 16376740000
Model.7 8.36 62.59 5.05 37.79
Model.8 9.01 67.41 4.14 31.04
Model.8t 12.30 92.05 9.42 70.50
Model.9 17.23 128.95 6.20 46.40
Model.9t 56887120000 425704250000 2188290000 16375670000
Model.10 3.55 26.59 2.62 19.63
Model.11 4.79 35.84 2.70 20.22
Model.12 4.46 33.35 2.67 19.96
Model.13 4.50 33.65 2.53 18.95
Model.14 4.22 31.55 2.51 18.81
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Table A5.5
Economic evaluation indicators (125-day estimation period and 5-day forecast
period)
This table presents the values of economic evaluation indicators based on a 125-day estimation
period and 5-day forecast period. The criteria from E1 to E11 correspond with the economic
indicators from 1 to 11 defined above. Model.4 represents the dcc.ewma model; Model.4t
represents the dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model;
Model.5t represents the dcc.ewma.1model with t distribution; Model.6 represents the ccc.garch
model; Model.6t represents the ccc.garch model with t distribution; Model.8 represents the
ortho.garch model; Model.8t represents the ortho.garch model with t distribution; Model.9
represents the ortho.dcc model; and Model.9t represents the ortho.dcc model with t distribution.
An explanation of each of these models can be found in Section 5.3.2. “100-day” means that the
length of the rolling window is 100 days, while “252-day” means that the length is 252 days.
E1 E2 E3 E4
100-day 252-day 100-day 252-day 100-day 252-day
Model.4 10.58 10.52 10.47 1.18 0.45 7.89 9.39
Model.4t 9.13 8.98 8.96 1.87 0.99 3.18 7.15
Model.5 10.59 10.55 10.51 0.98 0.41 8.36 9.60
Model.5t 9.15 9.01 9.00 1.80 0.97 3.21 7.13
Model.6 10.59 10.55 10.51 0.93 0.37 8.48 9.65
Model.6t 9.14 9.00 8.99 1.76 0.92 3.21 7.11
Model.8 10.91 10.81 10.76 1.44 0.64 7.62 9.32
Model.8t 9.27 9.00 8.89 1.52 0.94 6.08 7.21
Model.9 10.69 10.62 10.58 1.22 0.46 8.31 9.41
Model.9t 9.30 9.14 9.12 1.91 1.06 3.34 7.36
Table A5.5 continued

















Model.4 12.78 11.30 4.89 1.91 34.95 52.22 56.66 84.61
Model.4t 12.21 10.97 9.05 3.82 21.08 21.08 36.13 46.62
Model.5 12.63 11.30 4.27 1.70 40.36 53.20 60.74 83.19
Model.5t 12.05 10.96 8.84 3.83 22.96 21.44 38.17 49.56
Model.6 12.34 11.25 3.87 1.60 40.05 49.29 60.50 88.26
Model.6t 11.79 10.87 8.59 3.75 23.27 23.84 40.28 49.38
Model.8 13.45 11.99 5.82 2.67 28.37 31.49 44.12 65.66
Model.8t 12.42 10.49 6.34 3.28 19.20 34.61 33.31 0.50
Model.9 12.96 11.42 4.64 2.00 31.05 39.23 56.97 82.02




100-day 252-day 100-day 252-day 100-day 252-day
Model.4 81.82 100 35.50 14.86 1.65 0.43
Model.4t 72.02 79.09 67.24 82.30 4.53 2.06
Model.5 90.20 100 29.86 9.43 1.27 0.43
Model.5t 75.23 81.94 65.91 81.94 4.22 1.94
Model.6 94.43 100 28.21 9.88 1.17 0.40
Model.6t 75.16 82.21 65.75 84.07 4.09 1.87
Model.8 72.57 100 28.91 11.47 2.72 0.99
Model.8t 65.91 73.84 70.14 87.28 3.31 2.12
Model.9 77.51 100 38.01 12.54 1.89 0.55
Model.9t 66.22 81.85 64.50 79.54 4.38 1.89
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Table A5.6
Statistic evaluation indicators (125-day estimation period and 5-day forecast
period)
This table presents the values of statistic evaluation indicators based on a 125-day estimation
period and 5-day forecast period. The indicators S1 Mean and S2 Mean are defined in equations
5.23 and 5.24, respectively. S1 Std and S2 Std are their standard deviations. Model.4 represents
the dcc.ewma model; Model.4t represents the dcc.ewma model with t distribution; Model.5
represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t distribution;
Model.6 represents the ccc.garch model; Model.6t represents the ccc.garch model with t
distribution; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch
model with t distribution; Model.9 represents the ortho.dcc model; and Model.9t represents the
ortho.dcc model with t distribution. An explanation of each of these models can be found in
Section 5.3.2.
S1 S2
Mean Std Mean Std
Model.4 1.97 32.71 1.62 26.94
Model.4t 93.64 1553 15.29 253.6
Model.5 2.06 34.21 1.67 27.74
Model.5t 91.82 15.22 13.51 224.02
Model.6 2.05 34.06 1.63 27.15
Model.6t 93.21 1546 14.35 237.99
Model.8 1.91 31.75 1.48 24.53
Model.8t 2.02 33.45 1.57 26.01
Model.9 1.98 32.83 1.61 26.76
Model.9t 92.55 1534 13.95 231.42
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Table A5.7
Economic evaluation indicators (125-day estimation period and 10-day forecast
period)
This table presents the values of economic evaluation indicators based on a 125-day estimation
period and 10-day forecast period. The criteria from E1 to E11 correspond with the economic
indicators from 1 to 11 defined above. Model.4 represents the dcc.ewma model; Model.4t
represents the dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model;
Model.5t represents the dcc.ewma.1model with t distribution; Model.6 represents the ccc.garch
model; Model.6t represents the ccc.garch model with t distribution; Model.8 represents the
ortho.garch model; Model.8t represents the ortho.garch model with t distribution; Model.9
represents the ortho.dcc model; and Model.9t represents the ortho.dcc model with t distribution.
An explanation of each of these models can be found in Section 5.3.2. “100-day” means that the
length of the rolling window is 100 days, while “252-day” means that the length is 252 days.
E1 E2 E3 E4
100-day 252-day 100-day 252-day 100-day 252-day
Model.4 10.62 10.52 10.47 1.33 0.51 7.44 9.18
Model.4t 8.18 7.64 7.81 2.82 1.61 0.44 4.18
Model.5 10.62 10.55 10.49 1.11 0.45 7.76 9.41
Model.5t 8.21 7.70 7.88 2.73 1.55 0.45 4.29
Model.6 10.63 10.57 10.52 1.09 0.45 7.80 9.54
Model.6t 8.21 7.71 7.89 2.72 1.57 0.45 4.26
Model.8 10.69 10.59 10.55 1.36 0.51 8.17 9.33
Model.8t 11.04 10.89 10.83 1.60 0.70 7.46 9.19
Model.9 10.69 10.57 10.55 1.36 0.51 8.17 9.33
Model.9t 8.35 7.78 7.95 2.91 1.69 0.46 4.16
Table A5.7 continued

















Model.4 13.25 11.37 5.81 2.19 33.91 47.99 55.63 79.53
Model.4t 12.46 11.01 12.01 6.83 15.58 9.74 29.58 20.37
Model.5 13.07 11.42 5.30 2.01 40.76 49.32 58.85 81.05
Model.5t 12.11 10.98 11.66 6.69 20.93 9.91 30.52 21.17
Model.6 13.01 11.47 5.21 1.92 37.76 50.58 56.73 79.80
Model.6t 11.93 10.98 11.47 6.72 20.14 11.09 31.55 21.63
Model.8 13.13 11.45 4.97 2.12 31.47 39.23 52.01 77.84
Model.8t 13.76 12.07 6.31 2.88 26.67 25.73 42.01 62.82
Model.9 13.13 11.45 4.97 2.11 31.47 39.23 52.01 77.84




100-day 252-day 100-day 252-day 100-day 252-day
Model.4 77.18 100 38.08 19.21 2.05 0.48
Model.4t 45.00 46.11 73.80 88.91 13.52 7.35
Model.5 84.19 100 31.07 16.09 1.54 0.44
Model.5t 49.17 49.87 73.64 89.90 1.27 6.89
Model.6 86.62 100 30.21 14.21 1.52 0.47
Model.6t 50.59 50.94 72.70 88.82 12.65 6.90
Model.8 77.42 100 41.70 13.49 2.18 0.56
Model.8t 69.87 97.14 33.67 11.97 3.35 1.17
Model.9 77.42 100 41.70 13.49 2.18 0.56
Model.9t 44.61 48.70 71.91 84.27 13.4 7.09
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Table A5.8
Statistic evaluation indicators (125-day estimation period and 10-day forecast
period)
This table presents the values of statistic evaluation indicators based on a 125-day estimation
period and 5-day forecast period. The indicators S1 Mean and S2 Mean are defined in equations
5.23 and 5.24, respectively. S1 Std and S2 Std are their standard deviations. Model.4 represents
dcc.ewma the model; Model.4t represents the dcc.ewma model with t distribution; Model.5
represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t distribution;
Model.6 represents the ccc.garch model; Model.6t represents the ccc.garch model with t
distribution; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch
model with t distribution; Model.9 represents the ortho.dcc model; and Model.9t represents the
ortho.dcc model with t distribution. An explanation of each of these models can be found in
Section 5.3.2.
S1 S2
Mean Std Mean Std
Model.4 5.42 63.46 3.02 35.37
Model.4t 512468.50 5998290 44201.27 517362.6
Model.5 5.04 58.99 2.89 33.89
Model.5t 503252.30 5890417 40556.21 474698.3
Model.6 5.37 62.85 3.07 35.90
Model.6t 522504.5 6115758 47994.2 561757.8
Model.8 5.37 62.83 2.96 34.61
Model.8t 3.86 45.15 2.80 32.85
Model.9 5.37 62.83 2.96 34.61
Model.9t 513750.1 6013290 44872.75 525222.1
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Table A5.9
Economic evaluation indicators (125-day estimation period and 22-day forecast
period)
This table presents the values of economic evaluation indicators based on a 125-day estimation
period and 22-day forecast period. The criteria from E1 to E11 correspond with the economic
indicators from 1 to 11 defined above. Model.4 represents the dcc.ewma model; Model.4t
represents the dcc.ewma model with t distribution; Model.5 represents the dcc.ewma.1model;
Model.5t represents the dcc.ewma.1model with t distribution; Model.6 represents the ccc.garch
model; Model.6t represents the ccc.garch model with t distribution; Model.8 represents the
ortho.garch model; Model.8t represents the ortho.garch model with t distribution; Model.9
represents the ortho.dcc model; and Model.9t represents the ortho.dcc model with t distribution.
An explanation of each of these models can be found in Section 5.3.2. “100-day” means that the
length of the rolling window is 100 days, while “252-day” means that the length is 252 days.
E1 E2 E3 E4
100-day 252-day 100-day 252-day 100-day 252-day
Model.4 10.39 10.25 10.22 1.65 0.70 5.65 8.41
Model.4t 6.57 5.66 6.25 3.43 2.09 0.01 1.00
Model.5 10.29 10.20 10.17 1.41 0.60 5.71 8.59
Model.5t 6.52 5.61 6.19 3.38 2.08 0.01 1.00
Model.6 10.32 10.23 10.18 1.41 0.61 5.74 8.67
Model.6t 6.51 5.60 6.18 3.35 2.08 0.01 1.01
Model.8 11.27 11.01 10.99 1.93 0.92 7.29 9.36
Model.8t 9.04 8.49 8.34 2.16 1.51 4.67 6.05
Model.9 11.36 10.82 10.59 2.96 1.38 5.96 8.37
Model.9t 6.86 5.85 6.49 3.66 2.31 0.01 0.97
Table A5.9 continued

















Model.4 13.69 11.50 8.04 3.09 23.71 38.72 53.28 79.96
Model.4t 11.19 10.20 11.18 9.20 11.70 9.53 20.94 10.87
Model.5 12.96 11.23 7.24 2.63 31.93 51.57 60.55 90.92
Model.5t 10.92 10.11 10.92 9.12 10.67 8.89 21.90 11.32
Model.6 12.91 11.23 7.17 2.56 32.96 39.98 59.38 89.40
Model.6t 10.89 10.10 10.89 9.08 11.78 6.64 21.03 11.32
Model.8 15.17 12.84 7.87 3.47 23.32 30.63 38.49 58.49
Model.8t 13.21 10.98 8.54 4.93 12.73 25.16 24.27 40.70
Model.9 20.82 14.89 14.86 6.52 28.45 39.98 48.06 66.40




100-day 252-day 100-day 252-day 100-day 252-day
Model.4 77.71 100 49.09 36.93 2.77 0.54
Model.4t 30.59 20.49 84.74 96.40 30.58 18.47
Model.5 83.08 100 44.51 37.11 2.03 0.38
Model.5t 30.36 19.40 86.09 97.84 30.71 18.81
Model.6 83.16 100 44.74 41.60 2.03 0.40
Model.6t 28.22 19.50 86.09 98.20 30.60 18.94
Model.8 68.93 78.43 33.99 13.39 4.75 1.83
Model.8t 39.13 58.13 69.72 78.89 6.94 5.04
Model.9 73.36 72.45 50.83 37.65 9.45 2.26
Model.9t 29.96 22.73 80.95 90.38 30.53 17.65
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Table A5.10
Statistic evaluation indicators (125-day estimation period and 22-day forecast
period)
This table presents the values of statistic evaluation indicators based on a 125-day estimation
period and 5-day forecast period. The indicators S1 Mean and S2 Mean are defined in equations
5.23 and 5.24, respectively. S1 Std and S2 Std are their standard deviations. Model.4 represents
the dcc.ewma model; Model.4t represents the dcc.ewma model with t distribution; Model.5
represents the dcc.ewma.1model; Model.5t represents the dcc.ewma.1model with t distribution;
Model.6 represents the ccc.garch model; Model.6t represents the ccc.garch model with t
distribution; Model.8 represents the ortho.garch model; Model.8t represents the ortho.garch
model with t distribution; Model.9 represents the ortho.dcc model; and Model.9t represents the
ortho.dcc model with t distribution. An explanation of each of these models can be found in
Section 5.3.2.
S1 S2
Mean Std Mean Std
Model.4 321.16 2532.38 31.99 251.92
Model.4t 6.94e13 5.5e14 3.91e12 3.11e13
Model.5 319.91 2518.97 30.20 237.76
Model.5t 6.93e13 5.5e14 3.81e12 2.9e13
Model.6 321.21 2529.27 33.05 260.20
Model.6t 6.94e13 5.46 e14 3.82e12 3.01e13
Model.8 9.76 76.84 7.22 56.84
Model.8t 3.10 24.44 2.03 15.95
Model.9 323.01 2543.35 33.94 267.25
Model.9t 6.96e13 5.48e14 3.94e12 3.11 e13
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