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Let (*)x* =F(x, *) be a parameterized system of differential equations. Bifurcation
points of bounded nonstationary solutions of system (*) are investigated and
sufficient conditions to the existence of such points are given.  1996 Academic
Press, Inc.
1. INTRODUCTION
Let F : (Rn_R, 0)  (Rn, 0) be analytic and let 0 # Rn+1 be an isolated
singular point in F &1(0); i.e., there exists an open set U/Rn_R such that
rank[DF(x, *)]=n for all points (x, *) # U & F &1(0) except (x, *)=(0, 0).
It is well known that for U small enough the set F &1(0) & U consists of a
finite (possibly zero) number of analytic curves emanating from the origin.
Consider the parameterized dynamical system
x* =F(x, *). (1.1)
Obviously, each zero of F is a stationary solution of (1.1).
If (0, 0) # Rn_R is not isolated in F &1(0) then it is a bifurcation point
in the sense that at least two branches of stationary solutions of (1.1)
emanate from it.
In this paper bifurcations of nonstationary bounded solutions of (1.1)
will be discussed. According to our definition (Definition 2.1) only a
stationary solution of (1.1) can be a bifurcation point of nonstationary
bounded solutions of a parameterized dynamical system and that is why it
is enough if we restrict our considerations to some open neighborhood U
of the origin (0, 0) # Rn_R.
Our purpose is to examine when a bifurcation point of stationary solu-
tions of (1.1) is also a bifurcation point of nonstationary bounded
solutions. However, the bifurcation of stationary solutions does not imply
the existence of bifurcations of nonstationary bounded solutions.
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In the example
{x* =x
2+(*& y2)2 } y2
y* =0
we have three branches of stationary solutions in the halfspace *>0 and
one in the halfspace *<0 but bifurcation of nonstationary bounded
solutions does not appear.
In order to solve the problem we apply the Conley index which seems to
be the most natural and powerful tool in the theory of dynamical systems.
In particular we use the ‘‘continuation property’’ and ‘‘sum property’’ of the
Conley index to obtain the existence of bounded solutions which are not
rest points. We refer the readers to Smoller [SLR] as well as to the
original Conley paper [CON] for a thorough exposition of the theory of
the Conley index.
On the other hand, with the help of singularity theory, we derive the
number of branches of zeros of F emanating from the origin and also deter-
mine ‘‘directions’’ of this emanation. For example, it is of interest to know
how many branches lie in the upper (and lower) halfspace of Rn_R. Using
this information we give sufficient conditions on F to obtain bifurcation of
nonstationary bounded solutions of (1.1) from the origin (0, 0) # Rn_R.
It is worth of pointing out that even in the case when the assumption
about regularity of F on F &1(0)&[0] is not satisfied one can still
formulate some sufficient conditions to the existence of bifurcation
phenomena (see Final Remarks).
After this Introduction the article is organized as follows.
We begin with a formula which expresses the number of branches of
zeros of F laying in a definite sector of Rn+1 in terms of the local Brouwer
topological degree. This result was derived in 1988 by Szafraniec (see
[SFR]). Subsequently, after definition of a bifurcation point of bounded
nonstationary solutions (Definition 2.1), we give sufficient conditions for
the existence of a bifurcation point of bounded nonstationary solutions for
planar dynamical systems (Theorem 2.3, Proposition 2.4). Next the ‘‘high-
dimensional’’ version of the above results (which are not their direct
generalizations) are derived. We introduce the nowtion of a ‘‘nice’’ map
(Definition 2.5) in order to prove our main ‘‘high-dimensional’’ result
(Theorem 2.7).
Moreover, we present reformulations of these theorems (denoted with
‘‘prime’’) in which the assumptions are expressed strictly in terms of the
local topological degree. The reason is that sometimes the local degree can
be computed explicitly, which allows us to use computational methods.
In order to illustrate how out theorems work we discuss in Section 3
some examples of bifurcations of bounded nonstationary solutions of
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parameterized dynamical systems. We apply, as a tool, a computer
program written by Andrzej Lecki from the Institute of Mathematics of
Gdansk University, based on the results of Eisenbud and Levine (see
[E.L.]), which is able to compute topological degrees of polynomial map-
germs f : (Rn, 0)  (Rn, 0). Using this program we verify the assumptions of
Theorems 2.2$ and 2.8$.
2. RESULTS
Let F : (Rn_R, 0)  (Rn, 0) be analytic and such that 0 # Rn+1 is an
isolated singular point in F &1(0). For each point (x, *) # U & F &1(0)
rank[DF(x, *)]<n implies (x, *)=(0, 0). It is well known that for suf-
ficiently small U the set F &1(0) & U consists of a finite (possibly zero)
number of analytic curves emanating from the origin. Given an analytic
function G: (Rn+1, 0)  (R, 0) we assume that 0 is isolated in G&1(0) &
F &1(0). It follows that there is an open neighborhood of the origin such
that G has a fixed sign on each branch of zeros of F. With no loss of
generality we can suppose that U has this property. Put
b+(G, F )=the number of branches of zeros of F (in U) on which G
is positive,
b&(G, F )=the number of branches of zeros of F (in U) on which G
is negative.
Denote by 2=(G, F )(x, *) the Jacobian of the map (G, F): Rn+1 
Rn+1 and let H=(2, F ): (Rn+1, 0)  (Rn+1, 0). If 0 is isolated in H&1(0)
then the topological degree of the mapping y  H( y)&H( y)& from a small
sphere S centered at the origin to the unit sphere in Rn+1 we will denote
by deg H. The construction of H has been introduced by Szafraniec in
[SFR] in order to prove the following.
Theorem 2.1 Let F and G be as above. Then 0 # Rn+1 is isolated in
H&1(0) and
b+(G, F )&b&(G, F )=2 } deg H.
Now, let us assume that F(x, *)=F*(x): Rn_R  Rn is an analytic map
such that (0, 0) # Rn_R is an isolated singular point in F &1(0) and 0 # Rn
is isolated in F &10 (0). Throughout this paper we will denote these assump-
tions by (A).
Consider the following parameterized dynamical system:
x* =F(x, *). (2.1)
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Definition 2.2. A point (x0 , *0) # Rn_R is said to be a bifurcation point of
bounded nonstationary solutions of Eq. (2.1) provided that for any open neigh-
borhood U of (x0 , *0) there is a nonstationary solution of (2.1) included in U.
It follows directly from the definition that every bifurcation point
(x0 , *0) has to be a rest point of the equation x* =F(x, *0). If we suppose
that F(0, 0)=0 then it is enough to investigate bifurcation phenomena only
in some open neighborhood of the origin.
Let b be the number of all branches of zeros of F emanating from
0 # Rn+1. Put G(x, *)=* and denote bu=b+(G, F ) and bl=b&(G, F ).
Since 0 # Rn is isolated in F &10 (0) we have b=bu+bl . We begin our con-
siderations with the theorem concerning a parameterized planar dynamical
system.
Theorem 2.3. Let F : R2_R  R2 satisfies assumptions (A). If b>
2 } |deg F0 | then 0 # R3 is a bifurcation point of nonstationary, bounded
solutions of dynamical system (2.1).
Proof. We can assume that 0 # R2 is an isolated invariant set of the vec-
tor field F0 . Otherwise, any open neighborhood W of the origin includes
a solution of x* =F0(x) which is not a rest point since 0 # R2 is isolated
in F &10 (0). Assume additionally that there are no periodic solutions of
x* =F(x, *) in a neighborhood of 0 # R3.
Let N be an isolating neighborhood of 0 # R2. Then for a sufficiently
small * (positive or negative) N*=N_[*] is an isolating neighborhood of
some invariant set K* of vector field F* . By the ‘‘continuation property’’ of
the Conley index we obtain h(K*)=h([0]) and therefore h(K*) can only be
equal to one of the homotopy types [S2, *], [VS1, *], [S0, *], and
[*, *], where VS1 denotes the wedge of a finite number of S 1.
On the other hand, b>2 } |deg F0 | implies either bu>|deg F0 | or
bl>|deg F0 |. To fix our attention we assume that bu>|deg F0 |. The set A*
of stationary points of F* belonging to int(N*) consists of exactly bu
elements. Obviously all these rest points are regular zeros of F* . Since
bu>|deg F0 | there is at least one pair of points [x1 , x2]/A* such that
sgn(det DxF*(xi))=(&1) i. Thus the Conley index h([x1] _ [x2]) can be
equal either to [S1 6 S0, *] or to [S2 6S 1, *] and therefore the equation
h(K*)=h(A*) can never be satisfied. Therefore from the ‘‘sum property’’ for
the Conley index (Theorem 22.31 in [SLR]) we claim that there exists a
bounded nonstationary solution included in N* . Since the isolating
neighborhood N can be chosen arbitrarily small we obtain the desired
result. Q.E.D.
Let us define G(x1 , x2 , *)=x21+x
2
2+*
2. Following the construction of the
map H and applying Theorem 2.1 we can rephrase Theorem 2.3 as follows.
270 IZYDOREK AND RYBICKI
File: 505J 314105 . By:BV . Date:12:09:96 . Time:10:51 LOP8M. V8.0. Page 01:01
Codes: 2817 Signs: 1911 . Length: 45 pic 0 pts, 190 mm
Theorem 2.3$. Let F be as in Theorem 2.3. If deg H>|deg F0 | then
0 # R3 is a bifurcation point of nonstationary, bounded solutions of dynamical
system (2.1).
The next proposition is a direct consequence of the Poincare Bendixon
theorem (see [HRT]).
Proposition 2.4. Let F be as in Theorem 2.3. If deg F0>1 then 0 # R3
is a bifurcation point of nonstationary bounded solutions of dynamical system
(2.1).
Now we introduce a special class of analytic maps with a ‘‘nice’’ property
which allow us to formulate ‘‘high-dimensional’’ versions of the above
theorem.
Definition 2.5. We say that a map F : Rn_R  Rn is nice if F satisfies
conditions (A) and there is an open neighborhood V of 0 # Rn such that for
a sufficiently small *{0 each rest point of a vector field F* included in V is
hyperbolic (i.e., any eigenvalue of the linearization of F* at this point has
nonzero real part).
Remark 2.6. Notice that if F* is a family of gradient vector fields
satisfying (A) with zero as a regular value (for *{0) then F is a nice map.
Let F : Rn_R  Rn be a nice map. Since each zero of the vector field F*
included in some open neighborhood V is a hyperbolic rest point one can
associate to every such a point x # V the generalized Morse index m(x). Put
A*=F &1* (0) & V=[x1 , ..., xbu] and A&*=F
&1
&*(0) & V=[ y1 , ..., ybl],
where *>0 is sufficiently small. With no loss of generality we can assume
that m(x1) } } } m(xbu) and m( y1) } } } m( ybl) and then define an
integer
I(F )= `
bu
i=1
pm(xi)i & `
b1
i=1
pm( yi)i ,
where [ pi] is the sequence of prime numbers with the convention
>0i=1 ai=0.
We are now in a position to formulate the main ‘‘high-dimensional’’
result.
Theorem 2.7. Let F : Rn_R  Rn be a nice map. If I(F ) { 0 then
0 # Rn+1 is a bifurcation point of nonstationary bounded solutions of dynami-
cal system (2.1).
Proof. Without loss of generality we can assume that 0 # Rn is an
isolated invariant set of the vector field F0 . Choose any isolating
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neighborhood N/V of 0 # Rn than N*=N_[*] is an isolating
neighborhood of some invariant set S* for sufficiently small |*|>0.
By the ‘‘continuation property’’ of the Conley index (Th. 23.31 in
[SLR]) we have
h(S*)=h(0)=h(S&*).
The invariant set S* (resp. S&*) contains exactly bu (resp. bl) stationary
hyperbolic points x1 , ..., xbu (resp. y1 , ..., ybl). Using the ‘‘sum property’’
(Theorem 22.31 in [SLR]) and the computation formula for hyperbolic
rest points (Assertion, p. 455 in [SLR]) we claim that
h([x1 , ..., xbu])=h(x1) 6 } } } 6 h(xbu)=S(x1) 6 } } } 6 S(xbu)
and
h([ y1 , ..., ybl])=h( y1) 6 } } } 6 h( ybl)=S( y1) 6 } } } 6 S( ybl),
where S(x) denotes a pointed sphere of dimension equal to the generalized
Morse index of F* at x and 6 is the wedge of pointed spaces. Since
I(F ){0 we have
h([x1 , ..., xbu]){h([ y1 , ..., yb1])
and that is why either
h(S*){h([x1 , ..., xbu]) or h(S&*){h( y1 , ..., yb1).
For simplicity assume that the first inequality holds. Applying the sum
property again we prove the existence of a nonstationary bounded solution
of x* =F(x, *) included in N* which completes our proof. Q.E.D.
Below we formulate two propositions which are particular cases of
Theorem 2.7. It makes sense to formulate them because it is easier to verify
assumptions of these propositions than those in Theorem 2.7.
Let b+u (resp. b
&
u ) be the number of branches of zeros of F (in V) laying
in the upper halfspace on which G(x, *)=det Dx F(x, *) is positive (resp.
negative). Similarly let b+l (resp. b
&
l ) be the number of branches of zeros
of F (in V) laying in the lower halfspace on which G is positive (resp.
negative). As a consequence of Theorem 2.7 we can formulate the following
propositions.
Propositon 2.8. Let F : Rn_R  Rn be a nice map. If b+u {b
+
l (or
b&u {b
&
l ) then 0 # R
n+1 is a bifurcation point of nonstationary bounded
solutions of dynamical system (2.1).
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Let G1(x, *)=* and G2(x, *)=* } det(Dx F(x, *)). Using construction of
a map H given in the Introduction we associate to each Gi a map
Hi : Rn+1  Rn+1, i=1, 2.
Proposition 2.8$. Let F : Rn_R  Rn be a nice map. If at least one
number, deg H1 or deg H2 , is different from zero then 0 # Rn+1 is a bifurca-
tion point of nonstationary bounded solutions of dynamical system (2.1).
Proof. By Theorem 2.1 it follows that
(b+u &b
+
l )+(b
&
u &b
&
l )=2 } deg H1 ,
(b+u &b
+
l )&(b
&
u &b
&
l )=2 } deg H2 .
From the above we have
b+u &b
+
1 =deg H1+deg H2 and b
&
u &b
&
1 =deg H1&deg H2 .
Thus b+u {b
+
l or b
&
u {&b
&
l iff at least one number deg H1 or deg H2 is
not zero, which completes the proof.
Propositon 2.9. Let F : Rn_R  Rn be a nice map. If bu {bl then
0 # Rn+1 is a bifurcation point of nonstationary bounded solutions of dynami-
cal system (2.1).
The following reformulation of the above theorem is a direct conse-
quence of Proposition 2.8$ due to the fact that bu {bl if and only if
deg H1 {0.
Proposition 2.9$. Let F : Rn_R  Rn be a nice map. If deg H1 {0 then
0 # Rn+1 is a bifurcation point of nonstationary bounded solutions of dynami-
cal system (2.1).
3. EXAMPLES
The aim of this section is to show that the results derived in the previous
section can be easily applied to real problems given explicitly. In order to
illustrate how our theorems work we discuss two examples. First one is
concerned with parameterized planar dynamical systems. We explain how
one can check if the assumptions of Theorem 2.3$ are fulfilled and then
using this theorem we show that at 0 # R3 bifurcation of nonstationary
bounded solutions occurs.
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In the second example we consider three-dimensional parameterized
dynamical system and applying Theorem 2.9$ we obtain the same result.
We use, as a tool, Lecki’s computer program, which allows us to
calculate topological degrees of maps needed in our considerations. This
program works in two steps. First it checks if sufficient conditions for the
origin to be an isolated zero of a considered map are fulfilled. Next, in the
case of an isolated zero, it computes the local topological degree.
Example 3.1. Let us consider the following dynamical system:
x* =F 1(x, y, *)=* } x+*4 } x } y3+x7+ y4
y* =F 2(x, y, *)=* } y+*3 } x2+x6&x } y4
. (3.1)
We then have
F0(x, y)=(x7+ y4, x6&x } y4),
H(x, y, *)=(F 0(x, y, *), F 1(x, y, *), F 2(x, y, *)),
where
F 0(x, y, *)=det
(G, F 1, F 2)
(x, y, *)
and G(x, y, *)=x2+ y2+*2.
Now applying the computer program we derive that
(1) 0 # R2 is isolated in F &10 (0) and deg F0=0,
(2) 0 # R3 is an isolated zero of H in H &1(0) and deg H=2.
Let us note that from (2) it follows that 0 # R3 is an isolated singular
point in F &1(0).
Since all the assumptions of Theorem 2.3$ are satisfied 0 # R3 is a bifurca-
tion point of bounded nonstationary solutions of dynamical system (3.1).
Example 3.2. Consider the following three dimensional parameterized
dynamical system
x* =F 1(x, y, z, *)=* } x+3 } x2 } y+z3
{y* =F 2(x, y, z, *)=* } y+3 } y2 } z+x3 (3.2)z* =F 3(x, y, z, *)=* } z+3 } x } z2+ y3.
We then have
F0(x, y, z)=(3 } x2 } y+z3, 3 } y2 } z+x3, 3 } x } z2+ y3)
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and
H1(x, y, z, *)=(F 0(x, y, z, *), F 1(x, y, z, *), F 2(x, y, z, *), F 3(x, y, z, *)),
where
F 0(x, y, z, *)=det
(G1 , F 1, F 2, F 3)
(x, y, z, *)
and G1(x, y, z, *)=*.
We will show that F is a nice map. Since for all * # R F*=(F 1* , F
2
* , F
3
*)
is the gradient of the map
f*(x, y, z)=
*
2
} (x2+ y2+z2)+x3 } y+ y3 } z+x } z3
then, by Remark 2.6, it is enough to check that 0 # R4 is an isolated
singular point in F &1(0).
Applying again Lecki’s program we get
(1) 0 # R3 is isolated in F &10 (0)
(2) 0 # R4 is an isolated zero of H1 and deg H1=&1.
Let us note that from (2) it follows that 0 # R4 is an isolated singular
point in F &1(0). Theorem 2.8$ then gives a bifurcation of nonstationary
bounded solutions of dynamical system (3.2). As a matter of fact we have
a bifurcation of heteroclinic orbits.
Final Remarks. We emphasize that even in the case when the assump-
tion about regularity of F on F &1(0)&[0] is not satisfied one can still
formulate some sufficient conditions to the existence of bifurcation points
of bounded nonstationary solutions of the system (1.1). This can be done
in many different ways. We have decided for the following two cases which
seem to be the most natural and elegant enough to present them here.
Let l1 , l2 denote branches of zeros of F emanating from the origin such
that for any (x, *) # li & U&[0] we have rank[DF(x, *)] equals n. For
parameterized planar dynamical systems we can formulate the following
statement.
Given two points (xi , *i) # li & U&[0](i=1, 2), assume that
at least one of the Conley indices h(xi) is different from
[S 1, *]. Then 0 # R3 is a bifurcation point of nonstationary
bounded solutions of dynamical system (1.1).
For an arbitrary n assume that at every point (x, *) # li & U&[0]
(i=1, 2) all eigenvalues of DxF*(x) have nonzero real parts. Under the
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above assumption we can formulate the following ‘‘high-dimensional’’
result.
If at least one of the Conley indices h(xi)((xi , *i) # li &
U&[0] for some *i) is equal to [S0, *] then 0 # Rn+1 is a
bifurcation point of nonstationary bounded solutions of
dynamical system (1.1).
Finally we would like to formulate the following question
In Theorem 2.3, instead of b>2 } |deg F0 | assume that
b=&2 } deg F0 . Is it then true that 0 # R3 is a bifurcation
point of nonstationary bounded solutions of system (1.1)?
The question seems to be interesting because it is the only case which is
not answered by Theorem 2.3.
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