This work addresses fuzzy adaptive tracking control of uncertain nonlinear systems with unknown control gain signs. Nussbaum functions are used to eliminate the effect of unknown control directions (i.e. unknown control gain signs). In order to make tracking errors approach a predefined neighborhood, two controllers are developed by the aid of fuzzy adaptive prescribed performance control (PPC) technique. The controlled system is transformed to an equivalent one by using appropriate transformation function. Under the proposed tracking controllers without accurate initial errors, the boundedness of all involved variables is guaranteed. Moreover, the tracking errors can remain within the small prescribed performance bounds (PPBs). Finally, simulation results show the effectiveness of the proposed methods.
I. INTRODUCTION
Recently, many scholars have investigated the stability problem for MIMO nonlinear systems because most practical systems are multiple variables and exhibit nonlinear uncertain dynamic behavior. And many kinds of control methods, such as feedback linearisation control [1] , adaptive fuzzy control [2] , sliding mode control [3] - [5] and adaptive backstepping control [2] , [6] - [11] have been studied. All the above references are based on Lyapunov stability theory and have a premise that the sign of control gain is known. If the sign of control gain is not known in advance, controller design will become more challenging. For this problem, Nussbaumtype function methods [12] - [17] have been utilized to the design of controller. For example, combining with Nussbaum function, Boulkroune et al. [12] proposed a fuzzy adaptive controller to deal with the problem of the unknown sign of the control gain matrix for MIMO nonlinear systems. For uncertain nonlinear systems, Gao et al. [13] achieved the design of a fuzzy adaptive output feedback controllers to handle unknown directions and unmeasurable states. In [14] , Mohammad et al. constructed an observer-based control The associate editor coordinating the review of this manuscript and approving it for publication was Sing Kiong Nguang . method for nonlinear systems based on neural network estimation and Nussbaum gain technique. But in many control engineering, the tracking errors require to satisfy some constraint conditions such as prescribed performance bounds, convergence rate and so on, so above control methods may not meet these constraint conditions and need further research.
On the other hand, an effective solution that keeps the error state within the prescribed performance bounds is prescribed performance control (PPC) technology, which first proposed by Bechlioulis and Rovithakis [18] . Subsequently, many scholars have theoretically studied PPC schemes for different nonlinear systems [19] - [28] . This method can be divided into two steps, the first step is to transform the constrained tracking error dynamic system into an unconstrained equivalent transformation system; the second step is to prove that the transformation variable is bounded. For a given prescribed performance bound condition −µ(t) < e(t) < µ(t), µ(t) is usually selected as µ(t) = (µ 0 −µ ∞ )e −λt +µ ∞ , where µ 0 > µ ∞ > 0 (see [19] - [22] ). The initial value e(0) must be given and satisfied −µ(0) < e(0) < µ(0) in advance. However, e(0) can not be obtained accurately in practice. To solve this case, Bu et al., [23] proposed µ(t) = coth(λt
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ guaranteed by choosing a smaller positive κ. To overcome the problem of ''explosion of terms'', the tracking differentiator is used to estimate the virtual controller and its derivative. Subsequently, Bu et al. [25] proposed back-stepping controllers based on a new performance function and achieved the convergence of tracking errors with small overshoot. The transformation function, another factor in controller design, also needs to be reasonably constructed. At present, transformation functions have the following types:
1−e(t)/µ(t) . z(t) is the transformation error variable. In this paper, type i and type ii are used to design different effective controllers and compare them in simulation.
Recently, many literatures have studied the PPC of nonlinear system with unknown control gain signs. In [19] , Wang and Yang proposed a feedback tracking control scheme by using the PPC strategy. In [20] , the coefficient matrix G(x) was assumed that the sign of G(x) are unknown and (G(x) + G T (x))/2 uniformly positive definite or uniformly negative definite. By constructing the filtered tracking errors and stability theory, the proposed control scheme in [21] guarantees that the tracking errors evolves within the prescribed performance bound (PPB). In [29] , the proposed adaptive neural PPC controller achieves prescribed performance of altitude and velocity tracking errors. For unknown control gain g 2 (x, φ, δ * e ), it is assumed that g 2 (x, φ, δ * e ) = 0. It should be noted that the performance function used in the above literatures is µ(t) = (µ 0 − µ ∞ )e −λt + µ ∞ . Inspired by the above works, the main advantages of this paper are highlighted as follows: (1) The proposed control schemes can avoid the singular problem, which arises from the fuzzy estimation of control gains g i (x); (2) Even if initial values can not be given accurately and the PPB is very small, the proposed control schemes can overcome these two problem. Finally, it should be pointed out that if the control inputs u i in this paper is replaced by saturation inputs sat(u i ) or dead-zone inputs (u i ), similar conclusions can also be obtained. This paper is organized as follows. In the next section, the uncertain system model with unknown control coefficients is derived, and some assumptions and Lemmas are given. In section 3, control methods in two cases are discussed. The simulation results are presented in Section 4. Brief conclusion is presented in Section 5.
II. PRELIMINARIES
Consider the following uncertain nonlinear system with unknown control gain signs
where x = [x 1 , x 2 , · · ·, x n ] T is the system state vector which is assumed to be measurable, f i (x) is the unknown nonlinear function, d i (t) is the external disturbance, g i (x) is the control gain whose sign is unknown, u = [u 1 , u 2 , · · ·, u n ] T is the control input vector, i = 1, 2, · · · , n.
The objective of this paper is to design a fuzzy adaptive PPC scheme such that:
P1. The tracking error e i = x i − x di is limited within prescribed performance constraint (see (7) ), where x di is the reference signal.
P2. The proposed controller can avoid singular problem. In order to meet our objective, we make the following assumptions.
Assumption 1: Referenced variable x di has smooth derivativeẋ di .
Assumption 3: f i (x) and g i (x) are unknown but bounded. Assumption 4: The input coefficient g i (x) = 0 for all x. Remark 1: Assumption 1 and 2 are common conditions to design an effective control scheme and similar Assumptions can be found in [20] . Because x is measurable and bounded, and f i (x) and g i (x) are functions of x. So, we can conclude that f i (x) and g i (x) are bounded in Assumption 3. In [21] ,
uniformly positive definite or uniformly negative definite, which is very strict and hard to be satisfied in real-world applications. To relax this limitation, we only require the control gain coefficient g i (x) = 0 in Assumption 4.
Define the error state vector e = [e 1 , e 2 , · · ·, e n ] T = [x 1 − x d1 , x 2 − x d2 , · · ·, x n − x dn ] T , we can obtain the error dynamic system
The following definition and Lemmas are given to handle unknown control gain signs.
Definition 1: A continuous function N (·) is called a Nussbaum function function, if it has the following properties:
Lemma 1 [21] : Let V (t) be a nonnegative smooth function and ξ (t) be a smooth function, t ∈ [0, t f ), and N (·) be an even Nussbaum function. If it holds:
(g(x(s))N (ξ (s)) + 1)ξ (s)e −r 1 s ds, (5) where r 0 and r 1 are suitable constants, r 1 > 0, and g(x(t)) defined on I = [g − , g + ] with 0∈I , then V (t), ξ (t) and
Lemma 2 [21] : Let A ∈ R n×n be a symmetric matrix, and x ∈ R n be a nonzero vector. Let α = x T Ax x T x . Then there are at least two eigenvalues of A such that λ 1 ∈ (−∞, α] and λ 2 ∈ [α, +∞).
For ∀i, i = 1, 2, · · · , n, if the sign of g i (x(t)) are same, we have the following result.
Lemma 3 [31] : For unknown function g k (x(t)), we assume that g k (x(t)) ∈ I = [g − , g + ], 0∈I , where g − min 1≤k≤n g k (x(t)) and g + max 1≤k≤n g k (x(t)), and the sign of g k (x(t)) are same, k = 1, 2, · · · , n. Let V (t) be a smooth nonnegative function, ξ k (t) be smooth function, and N (·) be the Nussbaum function, t ∈ [0, t f ). If the following inequality holds:
k e r k s ds, (6) where r k > 0 and π 0 is a bounded variable, then V (t), ξ k (t) and
III. CONTROLLER DESIGN AND STABILITY ANALYSIS A. PRESCRIBED PERFORMANCE
To keep the transient and steady-state performance of e i , we set the performance constraint condition as −λµ(t) < e i <λµ(t), i = 1, 2, · · ·, n,
where λ,λ are positive constants, which can adjust the error boundaries. The performance function µ(t) [23] is defined as
where λ, κ and µ ∞ are positive constants. Obviously, µ(t) satisfies:
In order to drive the error e i satisfying the condition (7), the initial value e i (0) needs to be selected to satisfy −λµ(0) < e i (0) <λµ(0). However, e i (0) usually is not easy to be obtained accurately in practice. Notice thatλ lim if the value of κ is selected adequately small, the condition −λµ(0) < e i (0) <λµ(0) must be satisfied. Therefore, even if e i (0) is unknown, the condition −λµ(0) < e i (0) <λµ(0) can be guaranteed by using the performance function µ(t).
Next, we introduce an error transformation function T (z i ) to transform the constrained tracking error system (2) into an unconstrained equivalent transformation system. Let
where
Obviously, T (z i ) is a strictly monotonic increasing function and lim
Thus, we can using (9) to represent (7) .
Since T (z i ) is strictly monotonic increasing and µ(t) ≥ µ ∞ > 0, then z i can be expressed as follows by inverse operation
where µ is the abbreviation of µ(t). Lemma 4: If z i is bounded, then e i can be limited to (7) .
Multiplying both sides of the above inequality by µ(t), we have −λµ(t) < e i <λµ(t). This concludes the proof. Therefore, from Lemma 4, the next work for us is to prove that z i is bounded, i = 1, 2, · · ·, n.
B. CONTROL DESIGN AND STABILITY ANALYSIS
It follows from (10) thaṫ
where r i = 1 2µ 1 e i /µ+λ − 1 e i /µ−λ > 0,μ = κ − κ(coth(κt + λ)) 2 . So, we can obtain the following error transformation dynamic system:
If f i (x) and g i (x) are known and d i (t) = 0, the following controller
where k i > 0 can guarantee the control objectives. In fact,
So, z i is proved bounded. However, f i (x) and g i (x) are unknown which can be approximated by fuzzy systems, and d i (t) = 0.
Using fuzzy logic systems (see [20] - [22] ), approximation of functions f i (x) and g i (t, x) can be expressed as follows:
where ϕ f i (x) and ϕ g i (x) are fuzzy basis function vectors, θ f i andθ g i are parameter estimation vectors, which will be given later. According to [20] - [22] , optimal parameters θ * f i and θ * g i can be defined by
Define parameter estimation errors and fuzzy approximation errors as:θ
Assumption 5: . There exist unknown constants ε * f i and ε * (13) directly. In this case, the controller (13) will become:
Notice that 1 r iĝi (x,θ g i ) may appear singular problem owing to x andθ g i variation. To avoid this problem, we modify (17) as:
where is a small positive constant, u ir is a compensation controller will be given later. Substituting (18) into (12), we obtain
, we havê
Substituting the above equality into (19) , and let i = −r ifi (x,θ f i ) + r iẋdi + r iμ e i /µ − k i z i , we have
ε * g i ,ε andε be the estimates of ε andε, respectively. The parameter adaptation lawsθ f i ,θ g i , ε andε are given aṡ
where γ f i , γ g i , γε, γ¯ε, η f i , η g i , ηε, η¯ε are all positive constants, and u ir is designed as
|, σ is a positive constant such that z + σ > 0.
Theorem 1: Consider the uncertain nonlinear system (1) with unknown input coefficients satisfying Assumptions 1-5, then the design controller (18) with adaptation laws (23) can guarantee the objectives P1 and P2.
Proof: We construct the following Lyapunov function
whereε =ε −ε,ε =ε −ε. The time derivative of V yieldṡ
Substituting (18) and the adaption law (23) intoV , we geṫ
Note thatθ
Similarly, we havẽ
By using (29) and (30) , and let r 0 = min{ min
. By using Lemma 2, there exist two constants l − and l + such that
where λ m and λ M are the minimum and maximum eigenvalue of diag(g 1 (x), g 2 (x), · · · , g n (x)). Thus,
Obviously, if z i = 0, (33) also holds. Thus, for
Thus,V
whereR 0 = R 0 + σ . Multiplying both side of (41) by e r 0 t leads to d dt (Ve r 0 t ) ≤R 0 e r 0 t + e r 0 t (α(t)N (ξ ) + 1)ξ .
Integrating (36) over [0, t), we obtain
According to Lemma 4, we have that V (t), ξ (t) and t 0 (α(s)N (ξ ) + 1)ξ ds are bounded on [0, t f ). And similar to discussion in [32] , z i ,θ f i ,θ g i ,ε andε are bounded on [0+∞). From Lemma 4, since z i is bounded, then −λµ(t) < e i < λµ(t) holds. This concludes the proof.
However, the controller (18) in Theorem 1 can not ensure the overshoot of tracking error e i within small PPB (7) .
To solve this problem, we introduce another prescribed performance [25] P 1i (t) < e i < P 2i (t), i = 1, 2, · · ·, n,
where P 1i (t) and P 2i (t) are defined as
The transformation errorz i is designed as
where i (t) = e i −P 1i (t) P 2i (t)−P 1i (t) . Obviously, ifz i is bounded, e i will remain within the PPB (38).
When the signs of g i (x) are same and g i (x) = 0, we can use Lemma 3 to construct another control method to meet the objectives.
Theorem 2: For uncertain nonlinear system (1), if the signs of g i (x) are same, and the controller and adaptation laws are designed as follows:
where i = −r ifi (x, θ f i ) +r iẋdi −r i i − k izi , and parameter adaptive laws are given aṡ
where , γ f i , γ g i , η f i and η g i are as same as that in Theorem 1, then z i is bounded, i = 1, 2, · · ·, n. Furthermore, P 1i (t) < e i < P 2i (t) holds. Proof: From (2) and (40), we obtain the following error transformation dynamic system:
Multiplying both sides of (50) by er 0 t yields
whereR 0 = V (0) +R 0 r 0 . Since g i (x) = 0, and the sign of g i (x) are same, according to Lemma 3, we can conclude thatV and t 0 g i (x(s))N (ξ i (s))ξ i ds are bounded on [0, t f ). The results are also true for t f = +∞ (see [32] ). Assume
. Furthermore, from Lemma 4, the objectives of P1 and P2 are achieved. This concludes the proof.
Remark 2: Comparing Theorem 1 and Theorem 2, we can find that the u ir in Theorem 1 only needs one Nussbaum function in the design, but the adaptive laws ofε andε need to be given. In Theorem 2, the external disturbances d i (t) and fuzzy estimate errors ε f i and ε g i can be suppressed without introducing extra robust controls into u ir , but the number of designed Nussbaum function require n and the sign of g i (x) need to be the same.
Remark 3: From Thereom 2, we can conclude that our results remain valid without adaptation laws for fuzzy param-
i hold, so the controller u i can be designed as
However, to eliminate the effect of nonlinear terms and improve the control performance, we still need that fuzzy parameters updated online to construct the controller (41).
IV. SIMULATION STUDIES
Example 1: Consider the following nonlinear system with unknown control coefficients:
where g 1 (x) = 2 + sin(x 1 ), g 2 (x) = 3 + sin(x 2 ), d 1 (t) = 0.2 sin(t/3) and d 2 (t) = −0.1 cos(t/6). The ref- 
In order to make the tracking error e = [e 1 e 2 ] T satisfied the prescribed performance (7) . We choose µ(t) = coth(0.3t +0.5)−1+0.1,λ = λ = 1 and the other parameters are chosen as k i = γ f i = γ g i = γε = η¯ε = 3, γε = η¯ε = 2, η f i = η g i = 0.01, i = 1, 2, = 0.5, σ = 0.75 and N (ξ ) = ξ 2 cos(ξ ). The system state initial values are given as x 1 (0) = 0.2, x 2 (0) = −0.2 and the other initial values are given aŝ θ f i (0) = 0,θ g i (0) = 0.08,ε(0) =ε(0) = 0.1 and ξ (0) = 0.01, i = 1, 2. Using control scheme (18) , we obtain the Figs.1-8. From Fig.1 and Fig.2 , we can find the system states x 1 and x 2 can track the reference signals x d1 and x d2 quite well. According to Fig.3 , we known that the tracking errors e 1 and e 2 satisfy the prescribed performance (7) . Fig.4 shows the trajectory of the control signal u(t) . We can also find that ξ will converge to its steady value in Fig.5. Fig.6-8 show the estimations ofε,ε,θ g andθ f are bounded.
Example 2: Consider a finance system [33] with unknown control coefficients as follows:
+d 1 (t) + g 1 (x 1 )u 1 ,
+d 2 (t) + g 2 (x 2 )u 2 ,
where g 1 (x) = 2 + sin(x 1 ), g 2 (x) = 3 + sin(x 2 ), g 3 (x 3 ) = 4 + sin(x 3 ), d 1 (t) = 1.5 sin(t), d 2 (t) = 2.0 sin(t), d 3 = 2.5 sin(t). The reference signal x d = [sin(t) sin(t) sin(t)] T . To illustrate the effective of the proposed method (41), we design the control method without PPC technology firstly. The control method without PPC technology is designed as follows (the proof process is similar to Theorem 2. given as x 1 (0) = 1.2, x 2 (0) = −1.5, x 3 (0) = 1.4 and the other initial values are given asθ f i (0) = 0,θ g i (0) = 0.05, ξ 1 (0) = 0.01, ξ 2 (0) = 0.1 and ξ 3 (0) = 0.1, i = 1, 2, 3. Figs.9-15 are presented the control effects by using control scheme (56), the PPC scheme in [18] and the proposed PPC scheme (41). From Fig.9-14 , we find that the tracking errors can converge to the neighborhood of zero by using the control scheme without PPC technology (56), but they can not achieve the good prescribed performances (38). Meanwhile, we can observe that better steady-state performance by using the proposed PPC scheme (41) than that by using the PPC scheme in [18] , [34] . Especially, the norm of u by using the PPC scheme in [18] has a big jump in Fig.15 . Finally, it is observed from Fig.16-18 that ξ 1 , ξ 2 and ξ 3 will converge to their steady values and the estimations ofθ f andθ g are bounded by using the proposed PPC (41).
V. CONCLUSION
A fuzzy adaptive tracking control is investigated for uncertain nonlinear systems with unknown control gain signs. To deal with the unknown nonlinear functions and unknown control gain signs, fuzzy logic systems are employed to approximate unknown functions f i (x) and g i (x), and Nussbaum functions are adopted to eliminate the effect of the signs of unknown control gain g i (x). In this paper, the proposed control schemes make all the signals in the closed-loop system bounded. Moreover, the tracking errors satisfy the prescribed performance. Finally, two examples show the effectiveness of the proposed methods. Through the simulation results, how to use PPC scheme to estimate external disturbances is our next research direction.
