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Dans Ie cadre de la mecanique moleculaire, nous somme capable de generer des echantillons
representatifs de toutes les conformations accessibles aux molecules complexes et flexibles
que sont les peptides. La diversite de conformations possibles conduit a des echantillons qui,
pour etre representatifs, doivent comporter plusieurs centaines voire des milliers de
conformations.
Nous proposons d'utiliser les methodes d'analyses de donnees pour 1'etude de ces echantillons.
Ces methodes sont tres largement appliquees aujourd'hui dans de tres nombreux domaines et
en particulier en chimie ou la sophistication croissante des appareils de mesure et de calcul
conduit a traiter des quantites massives de donnees. L'abondance des donnees devient un
obstacle au traitement direct et masque les relations existant entre ces donnees. L'utilisation
des methodes d'analyse des donnees permet d'ordonnancer 1'ensemble des donnees en
degageant les stmctures qui les caract^risent.
Ces methodes ont ete appliquees sur des echantillons de conformations de trois peptides de
taille croissante, Ie demier presentant une diversite conformationnelle maximum. Les
echantillons ont ete generes par Ie programme PEPSEA precedemment developpe au
laboratoire. Nous presentons les resultats obtenus par les methodes d'analyse de donnees
adaptees au traitement de nos echantillons. Les performances de ces methodes sont attestees
par comparaison des resultats obtenus avec les etudes experimentales disponibles.
Les resultats obtenus montrent que les methodes d'analyse de donnees sont particulierement
utiles dans Ie traitement de gros echantillons de conformation necessaires pour traduire la
flexibilite conformationnelle extreme des peptides. Ces resultats sont particulierement
interessants quand il s'agit d'expliquer les relations structure-activite pour les peptides
biologiquement actifs ainsi que nous Ie montrons avec Ie demier peptide etudi6.
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INTRODUCTION
Les peptides et les proteines sont impliques dans de nombreux processus biologiques ce qui
suppose une grande variete d'environnement auquel la molecule doit s'adapter. II a ete montre
experimentalement que ces molecules possedent une stmcture qui peut subir des fluctuations
conformationnelles parfois importantes (1 , 2 ). Les methodes d'etudes experimentales de ces
molecules comme la diffraction des rayons-X (3 ), la RMN (Resonnance Magnetique
Nucleaire) (4 ) et Ie dichrofsme circulaire permettent de determiner la structure de ces
molecules dans les cas ou on peut les synthetiser et obtenir eventuellement des cristaux.
Neanmoins, ces techniques sont difficiles a utiliser en raison de la complexite des molecules
a etudier: les nombreux degres de liberte d'un peptide rendent sa cristallisation tres difficile,
certaines molecules biologiques sont difficiles a isoler, a synthetiser et a obtenir en quantite
suffisantes. De plus, dans certains cas, Ie phenomene ne peut simplement pas etre obserye par
ces methodes: traversee d'une membrane par une proteine ou un ion par exemple (5 ). Toutes
ces difficultes ont conduit au developpement de methodes d'optimisation et de simulation
aptes a reproduire la stmcture et Ie comportement de ces molecules. Ces methodes vont de
celles basees sur la resolution de 1'equation de Schrodinger accessibles pour une petite
molecule jusqu'aux methodes basees sur les lois de la mecanique classique et qui permettent
de reproduire par un ajustement empinque des parametres du champ de force, les structures
observees experimentalement. Ces demieres, reunies sous Ie nom de "mecanique moleculaire",
beaucoup moins exigeantes en calculs complexes permettent la simulation de molecules de
grande taille.
Les premieres utilisation de la mecanique moleculaire ont pnvilegie la decouverte du
minimum global d'une molecule, cense reproduire toutes les caracteristiques observees
experimentalement. II est maintenant admis et verifie que pour traduire Ie comportement reel
d'une molecule, il est necessaire de considerer un ensemble de conformations de celle-ci (6 ,
7 ). Les proprietes observees experimentalement sont une moyenne sur un certain nombre de
conformations metastables (8 ) car Ie passage entre les differents etats conformationnels est
trop rapide pour que 1'on puisse isoler et etudier separement ces etats.
D'autre part, la ou les conformations actives de la molecule ne sont pas forcement celles
possedant la plus basse energie potentielle telle que foumie par la simulation. Nous touchons
ici un probleme commun a toutes les methodes de simulation: 1'energie conformationnelle
calculee ^ partir d'un champ de force en mecanique moleculaire n'est pas un critere quantitatif
de stabilite. En thermodynamique statistique, Ie concept de stabilite equivaut a une probabilite
elevee d'existence pour un etat conformationnel, en accord avec la loi de distribution de
Boltzman (9 ). II faut done evaluer la probabilite d'un etat conformationnel ce qui n'est
possible que si 1'on connatt tous les etats conformationnels d'une molecule. Or les methodes
de simulation qui prennent une conformation moleculaire et la minimisent eventuellement,
conduisent a determiner 1'energie potentielle d'une molecule isolee ce qui ne permet evidement
pas d'evaluer la probabilite d'existence de cette conformation et par suite, empeche 1'acces a
1'entropie et finalement a 1'energie libre qui represente Ie vrai critere de stabilite pour une
molecule. Ce probleme de determiner 1'energie libre est essentiel si on veut elucider de
nombreux processus chimiques et biologiques comme, par exemple, la liaison d'une molecule
active avec son recepteur: si nous preparons plusieurs agonistes de cette molecule, lequel
produira Ie complexe ligand-recepteur Ie plus stable thermodynamiquement (10 , 11 )? Ce
probleme s'inscrit plus fondamentalement dans 1'etude des processus qui gouvement Ie
repliement des peptides et proteines puisque qu'il a ete propose que ce repliement soit
controle soit thermodynamiquement (12 ) soit cinetiquement (13 ).
On se dirige ainsi de plus en plus vers une approche globale dans la simulation des
conformations moleculaires et de nombreux auteurs soulignent 1'importance d'un
echantillonnage complet des etats conformationnels d'une molecule ceci a la fois dans 1c but
de rencontrer les observations experimentales (14 ) et de predire la stabilite des molecules par
Ie calcul de 1'energie libre (8, 9, 10,11, 15 , 16 , 17 ). Pour ce demier objectif, les differentes
methodes de simulations sont plus ou moins aptes a foumir I'echantillon necessaire ^
1'estimation de 1'entropie. En effet, ainsi que Ie souligne Berendsen (15) les methodes Monte-
Carlo et de dynamique moleculaire produisent un ensemble de conformations representatif
mais fini dans 1'espace des phases ce qui ne permet pas de calculer la fonction de partition
totale done 1'entropie. Le meme auteur propose une methode d'echantillonnage a partir de
simulations par dynamique moleculaire a temperature elevee suivie d'un refroidissement ce
qui pemiet une exploration plus large de la surface d'energie de la molecule (8). Les methodes
de mecanique moleculaire ou une conformation est generee puis minimisee ne sont pourvues
d'aucun systeme permettant de franchir les barrieres energetiques et se heurtent au probleme
dit des minima multiples: la molecule peut rester bloquee dans un minimum local (11). II faut
done trouver un moyen d'echantillonner tout 1'espace conformationnel. Differentes techniques
ont etc proposees dont Ie "grid scan" qui consiste a faire varier systematiquement selon un
increment determine les degres de liberte de la molecule et calculer 1'energie de chaque
molecule correspondante. Les methodes d'exploration de la surface d'energie ont ete
comparees par Saunders (6) qui a conclut a la superiorite des methodes stochastiques et par
Kollman (18 ) qui note lui aussi 1'importance de 1'echantillonnage dans la reproduction des
proprietes physico-chimiques des molecules.. Les recherches menees au laboratoire ont
conduit a la meme conclusion (19 ). Scheraga souligne egalement 1'importance d'une
composante aleatoire dans 1'echantillonnage qui traduit Ie cote entropique dans la recherche
de minima (2).
Les differentes methodes developpees a partir des simulations pour calculer 1'energie libre
souffrent toutes d'un manque de generalite soit theorique, soit par les calculs tres lourds
auxquels elles conduisent. Les methodes developpees par Go et Scheraga (20 ) dune part et
Hagler (21 ) d'autre part peuvent calculer 1'entropie conformationnelle de molecules subissant
de petites fluctuations harmoniques et sont inaptes a comparer des etats conformationnels tres
differents. C'est Ie cas egalement de la methode proposee par Karplus qui traite les cas
extremes de petites ou de tres grandes fluctuations conformationnelles (16). Des approches
rigoureuses comme la technique des perturbations (22 ) ou Ie calcul de I'energie libre absolue
(23 ) sont en pratique limitees a 1'etude de petits changements chimiques ou conformationnels
^ cause de 1'ampleur des calculs necessaires. Recemment, une methode appelee methode LS
("local state") proposee par Meirovitch (17) a montre son efficacite dans ce type de calcul car
elle n'est pas limitee a un certain type de fluctuations conformationnelles, neanmoins, elle
requiert des approximations qui conduisent a negliger certaines correlations entre les variables.
La methode developpee au laboratoire, et qui a prouve son efficacite, destinee a explorer
1'hypersurface conformationnelle des molecules peptidiques tres flexibles, privilegie la
generation aleatoire d'un grand nombre de conformations dont 1'energie est ensuite calculee
dans un champ de force a geometric rigide (les variables sont les angles diedres) qui sent
ensuite minimisees par un algorithme du gradient conjugue. II faut noter que dans notre
methode, nous ne tenons pas compte de 1'environnement dans Ie calcul de 1'energie. II est
d'autant plus important de considerer 1'ensemble des minima possibles meme si ceux-ci sont
relativement eleves energetiquement. II est en effet possible que ces minima soient stabilises
dans un environnement particulier. En travaillant dans Ie vide, nous obtenons evidement que
les molecules les plus stables (i.e. les plus basses en energie) sont repliees soit celles ou les
interactions electrostatiques intramoleculaires sont minimisees et les liens hydrogene
intramoleculaires sont favorises. Or dans un solvant polaire par exemple, ces interactions
intramoleculaires seront remplacees par des interactions molecules-solvant plus favorables ce
qui conduira a favoriser les interactions etendues. Cette remarque justifie Ie fait que nous
analysions la population totale qui represente 1'ensemble des conformation possibles sans
rejeter les plus energetiques. Nous rappelons neanmoins que chaque conformations obtenue
est Ie resultat d'une minimisation, la population est done un ensemble de minima metastables
ce qui nous assure d'eliminer tout "monstre chimique" de notre population.
Nous avons egalement souligne 1'importance d'obtenir un echantillon representatif de la
surface d'energie conformationnelle dans 1'optique d'un calcul d'energie libre puisque nous
devons calculer Ie poids statistique de chaque minimum grace a la formule de Boltzman
(24 ). Neanmoins, cette approche entraine 1'appantion d'un nouveau probleme: lorsque la
surface d'energie potentielle est complexe (molecule flexible et/ou de grande taille) ce qui est
Ie cas des peptides nous generons un grand echantillon de conformations et 1c probleme de
1'analyse de cet echantillon devient cmcial. Nous desirons identifier des families de
conformations possedant les meme caracteristiques structurales et eventuellement elucider les
relations et interconversions eventuellement possibles entre les families de conformeres.J
Les techniques statistiques d'analyses des donnees nous sont appames parfaitement adaptees
pour resoudre ce probleme (25 ). En effet, ces techniques permettent de classer un echantillon
de grande taille c-a-d de retrouver une organisation a 1'interieur de 1'echantillon si cette
organisation y existe intrinsequement. De plus, il est possible de construire des vadables non
correlees a partir des variables initiales. L'interet de ces techniques est d'analyser 1'echantillon
de conformations selon des criteres exclusivement mathematiques a partir de variables de
depart conformationnelles a 1'exclusion de 1'energie. En effet, pour une hypersurface d'energie
complexe, nous observons que des molecules d'energie identique peuvent etre
conformationnellement tres differentes et vice versa. Aucune restriction ou a priori d'ordre
chimique n'intement dans la classification. Le resultat ne peut done etre "oriente" par
1'utilisateur de la methode qui rechercherait par exemple la presence de structures "connues"
comme 1'helice a ou Ie toumant P. Grace a ces techniques, nous pensons pouvoir decrire de
maniere qualitative et objective la stmcture tridimensionnelle des peptides et determiner
quantitativement la stabilite des differentes stmctures par Ie calcul de 1'energie libre.
Apres un expose general des techniques d'analyses de donnees, nous etudierons comment ces
techniques peuvent s'appliquer a 1'etude des conformations peptidiques sur une molecule test
dont les caracteristiques conformationnelles sont bien connues. Nous appliquerons ensuite Ie
processus choisi a 1'etude d'un peptide de taille moyenne (quatre residus d'acides aminees) et
finalement a 1'exploration des caracteristiques conformationnelles d'un peptide de grande taille




1.1 Introduction: 1'analyse des donnees
L'analyse des donnees est un ensemble de methodes visant a synthetiser 1'information
contenue dans des tableaux de donnees en mettant en relief les relations existant entre les
individus d'un meme echantillon, entre les parametres qui caracterisent ces individus, entre
les individus et les parametres qui les caracterisent (26 ). Ces methodes, necessaires a
1'exploitation des tableaux de donnees de grandes tallies, ont pris un essor important avec les
progres du calcul electronique qui permet Ie recueil et la memorisation de vastes tableaux de
donnees.
Les methodes d'analyse des donnees ne font pas partie des methodes statistiques classiques.
En effet, ces demieres sont basees sur un modele probabiliste et done un ensemble
d'hypotheses et de conditions doi vent etre posees et respectees lors d'une analyse statistique.
Au contraire, 1'analyse des donnees se propose d'extraire directement Ie modele des donnees
etudiees. En effet, dans cette analyse, 1'echantillon n'a aucune condition particuliere a remplir.
Cette approche permet de reduire au maximum la subjectivite reliee a 1'utilisateur "Ie modele
doit suivre les donnees et non 1'inverse" dit J.P. Benzecri (27 ) un des instigateur de ces
methodes.
Nous utiliserons deux methodes classiques appartenant aux deux grandes families en analyse
de donnees: les methodes factonelles (28 ) et les methodes de regroupement ou classification
(29 , 30 ). La distinction se fait sur Ie plan mathematique et objectif: les methodes factorielles
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precedent a 1'aide de calculs d'ajustement utilisant 1'algebre lineaire pour produire une analyse
essendellement globale et descriptive de 1'echantillon; les methodes de regroupement mettent
en jeu une formulation et des methodes algorithmiques dont Ie but est de constituer des
classes d'individus semblables. Dans la pratique, les deux types de methodes sont utilisees
conjointement. En effet, les methodes factorielles analysent les correlations entre les variables
alors que par definition, dans les methodes de regroupement, les parametres caracterisant les
individus se doivent d'etre non correles entre eux. Ainsi que Ie fait Lebart (31 ), on peut
comparer ces methodes d'analyse des donnees a des instruments d'observation du
multidimensionnel tel un appareil de radiographie qui foumit des images a partir d'une realite
inobser^able.
De nombreuses methodes sont disponibles aussi bien dans les methodes factorielles que dans
les methodes de classification. Nous avons choisi dans les methodes factorielle 1'analyse en
composantes principales. En effet, elle est adaptee au traitement de tableau rectangulaire c'est
a dire ou il y a beaucoup de variables caracterisant un petit nombre d'individus ou 1'inverse
(ce qui est notre cas). De plus, les variables peuvent etre heterogenes en moyenne et en
dispersion mais de meme nature ce qui est egalement notre cas puisque toutes les variables
sont des distances interatomiques mais diversement distribuees en fonction de la proximite
des atomes concemes dans la mesure. La nature de nos donnees nous a done conduit a choisir
cette methode factorielle. Parmi les autres methodes disponibles, on peut citer 1'analyse des
rangs ou les valeurs sont des echelles de classement par exemple ou 1'analyse des
correspondances ou les valeurs sont des frequences de realisation d'une certaine propnete.
L'analyse factorielle en facteurs commun et 1'analyse discriminante ne sont pas utilisables non
plus dans Ie cas qui nous occupe puisqu'elles supposent 1'existence d'un modele a priori pour
la premiere ou affecte les individus a des classes connues a priori dans Ie cas de la seconde.
Les methodes de classification sont egalement diverses non sur Ie principe mais la maniere
dont on calcule les proximite entre les individus (appele la metrique) et dont on les agrege
ensuite. Les methodes sont diversement biaisees selon la metrique utilisee comme nous Ie
verrons en detail par la suite. Par consequent, il faut utiliser conjointement plusieurs methodes
de classification. Nous avons done choisit les methodes de classification en fonction de leur
caracteristiques: sont-elles biaisees et dans quel sens, sont-elles sensibles aux "outliers"... Le
choix s'est porte sur un ensemble de 4 methodes: 1'une non hierarchique correspondant a la
procedure FASTCLUS dans Ie logiciel SAS, et trois methodes de classification hierarchiques:
WARD, AVERAGE et CENTROID. Les methodes hierarchiques WARD et AVERAGE
possede chacune un biais differents mais sont performantes dans la classification de grand
echantillon, et la methode CENTROID bien que moins performante possede 1'avantage d'etre
peu sensible aux "outliers".
1.2 Une methode factorielle: 1'analyse en composantes principales
L'objectif de 1'analyse en composantes prmcipales (designee par la suite "ACP") est de
presenter sous forme graphique Ie maximum de 1'information contenue dans un tableau de
donnees. On peut, a 1'aide de 1'ACP, repondre a deux types de questions: comment se
stmcturent les variables (quelles sont celles qui sont associees, celles qui ne Ie sont pas, celles
qui vont dans Ie meme sens, celles qui s'opposent...) et comment se repartissent les individus
(quels sont ceux qui se ressemblent, qui sont dissemblables). Le tableau de donnees est
constitue en lignes par des individus caracterises par des variables quantitatives (ou pouvant
etre considerees comme telles). Ici les individus sont les conformations et les variables les
angles diedres caracterisant chaque conformation. Le probleme d'approximation numerique
a resoudre est Ie suivant: soit un ensemble de n individus caracterises chacun par p
parametres, est-il possible de reconstituer les np valeurs du tableau de donnees par un nombre
de valeurs inferieur? Ceci revient a chercher comment caracteriser les n individus de
1'echantillon par un nombre de variables inferieurs a p tout en perdant un minimum
d'informations sur ces individus.
Si on reformule ceci de maniere mathematique:
1'ensemble des individus est represente dans un espace vectoriel de dimension p puisque
chaque individu est caracterise par p variables. On cherche d'abord une base de cet espace
vectonel. Par definition, la base de cet espace vectoriel sera constituee de p vecteurs, (Ui, u;,
... , Up), lineairement independants et 1'ensemble des individus sera reconstitue en faisant des
combinaisons lineaires de ces p vecteurs. Soit un individu X=( Xi, x^, ... , Xp), il s'ecrira :
x = E ^ Mi [1]
1=1
Le but de 1'ACP est de trouver une base de dimension inferieure (p-k) de maniere a
reconstituer les np valeurs de 1'echantillon :
X = ^ Mi + ^ «2 + ... + x^ u^ + £ [2]
E etant un vecteur n,p residuel dont les termes sont petits. Ainsi, si nous voulons reconstituer
1'individu X de maniere approchee et satisfaisante, nous conservons les p-k premiers termes
en negligeant Ie terme E.
Quel est 1'interet de generer ces nouvelles variables?
Les n individus de notre echantillon peuvent theoriquement etre representes dans 1'espace des
variables initiales, soit dans p dimensions, ce qui rend impossible la visualisation d'une telle
representation. Le but de 1'ACP sera de representer au mieux les n individus dans un espace
de dimension 1, 2 ou 3. On peut faire 1'analogie avec la photographic: on y passe d'un espace
a trois dimensions a un espace a deux dimensions (la photo). Pour cela, la base de
representation choisie sera constmite de maniere a ce que la vanance des individus projetes
dans cette base soit maximale. On expliquera cette caracteristique par un exemple simple:
On veut etudier un ensemble de n d'individus caracterises par deux parametres, p^ et p^. La
base de representation initiale est done de dimension 2. On cherche la base de dimension
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inferieure (soit de dimension 1) dans laquelle on observera au mieux les individus.
En faisant les combinaisons lineaires de pi et p^, on construira 2 vecteurs independants, cpi
(cpi= aipi + bip^) et cp2 (cp2= a^pi + b^pz) (formellement appeles composantes principales)
qui constituent une base de 1'espace des n individus. Pour choisir une base de dimension
inferieure, on determinera quel est Ie vecteur (cpi ou cp^) sur lequel les individus ont une
variance maximale:
P2 t P2 cpl
kcp2
p1 p1
Figure 1. Projection d'un ensemble de n individus dans I'espace de leurs variables puis sur
les nouvelles variables composantes pnncipales.
On constate sur la figure 1. que la composante principales cp^ est celle sur laquelle les
individus projetes ont la plus grande vanance. Si on doit decrire 1'ensemble des n individus
a partir d'une unique variable, on choisira done cp^.
L'interet de cette reduction des variables significatives est bien entendu faible lorsqu'on ne
doit examiner qu'un petit nombre de variables. En revanche lorsque les dimensions du tableau
de donnees sont un obstacle a sa lecture, 1'ACP devient un outil essentiel qui permet de
distinguer les variables essentielles a la description de 1'echantillon, de celles qui sont
accessoires. Le processus mathematique de 1'ACP est decrit dans 1'annexe A.
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1.3 Les methodes de regroupement
Le but de 1'analyse de regroupement ou de classification (appelee aussi "clustering") est de
classer les variables ou les individus en ensembles distincts. II est possible de placer ainsi les
individus dans des groupes suggeres par les donnees et non definis a priori. Le principe de
la classification conduit a mettre dans une meme classe les individus qui presentent une
similitude. Ce degre de similitude entre individus est calcule sur les variables qui definissent
chaque individu. Plusieurs types de regroupements sont possibles: en partition, hierarchique
ascendant ou hierarchique descendant.
1.3.1 Quelques definitions
II y a plusieurs manieres de representer les objets a classer:
. On peut utiliser une matrice de "similarite" ou a la fois les lignes et les colonnes
correspondent aux objets ^ classer (une matrice des correlation est un exemple de matrice de
similarite).
. On peut utiliser une matrice des coordonnees ou les lignes sont les observations et les
colonnes sont les variables. Dans ce cas, les observations ou les variables ou encore les deux
peuvent etre classees.
Comme souligne plus haut, il y a egalement plusieurs types de regroupement ou classes:
. disjointes: chaque objet est place dans une et une seule classe.
. hierarchiques: une classe peut etre entierement contenue dans une autre mais aucune
superposition de classe n'est possible.
. superposees: Ie regroupement permet qu'un nombre d'objets (pre-defini ou non) appartiennent
simultanement a deux classes.
. floues: classes definies par la probabilite qu'a chaque objet d'appartenir a chaque classe
(peuvent etre disjointes, hierarchiques ou superposees).
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Figure 2. Exemple de classes hierarchiquement emboitees (a
gauche) et superposees (a droite).
1.3.2 CIassement hierarchique
La maniere de proceder au classement hierarchique est la suivante:
. On choisit au depart une "distance" dont on va munir 1'ensemble des individus a classer et
qui va mesurer adequatement la similarite entre les objets.
. On suppose qu'il existe des regles de calcul entre les groupements disjoints d'objets.
Voici en guise d'illustration de la methode, un exemple tire de Lebart (31) :
Si x, y et z sont trois objets a classer et si les objets x et y sont regroupes en un seul element
h, on definira la distance de h a z par la plus petite distance des divers elements de h, a z.
d{h^) = Min [ d(x^\ d(y^) ] [3]
On pourrait egalement utiliser Ie cntere de la distance moyenne:
d(h^) = [ d{x^) + d(y^) ] / 2 [4]
A 1'etape suivante, si x et y designent des sous-ensembles disjoints de 1'ensemble des objets,
possedant respectivement n^ et n objets, h sera un sous-ensemble forme de (n^+ Ry) elements
et on definira:
d(h^) = [n, d(x^) + n, d(y^) ] / (^ + n^) [5]
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Ainsi, a chaque etape du regroupement, de nouveaux objets et ensembles sont formes. Un lien
existe entre 1'etape precedente et la suivante c'est pourquoi ce type de classification est
appelee hierarchique. On peut illustrer ce type de classification par un dendrogramme:
Figure 3. Dendrogramme illustrant Ie
processus de classification hierarchique
Si on decide qu'il y a 2 classes dans notre echantillon initial de 5 objets (A, B, C, D, E) nous
obtiendrons la classe "ABC" et la classe "DE". Si on opte pour trois classes, elle seront
constituees par "A", "BC" et "DE". Ainsi 1'ensemble initial des objets est muni d'une regle
de calcul qui permet de mesurer la distance entre les objets eux memes et egalement entre
les ensembles d'objets.
Deux variantes existent dans ce type de classification: la classification hierarchique ascendante
et la classification hierarchique descendante. Dans Ie premier cas, on suppose que 1'echantillon
possede autant de classes n que d'objets et on agrege les objets pas a pas. Apres n-1 iterations
de ce processus, tous les objets appartiennent a la meme classe. Dans Ie deuxieme cas, on
effectue Ie processus inverse: on suppose que tous les objets sont dans la meme classe et on




Le but est ici de rechercher la partition optimale en q classes de 1'ensemble des individus.
Partition optimale signifie que 1'on doit determiner Ie nombre de classes qui existent
naturellement a I'interieur de notre echantillon lorsque ce demier est muni d'une regle de
calcul de distance entre individus. Ainsi, tout 1'echantillon pourra etre decrit a partir des
caracteristiques des quelques ensembles trouves. Le but est encore ici "d' y voir clair" a
1'interieur d'un echantillon ou il est impossible de decrire chaque objet. Pour cela, Ie nombre
optimal d'ensembles doit etre Ie plus reduit possible.
Le critere d'agregation est de rendre minimale la variance a 1'interieur d'une classe en
maximisant les distances entre les classes. La premiere etape est de generer q "germes"
independant selon diverses methodes, germes constitues par des individus pris a 1'interieur de
la partition comme "centre de masse" provisoires des q classes. La distance euclidienne des
autres individus a ces germes est ensuite calculee et les individus sont ainsi affectes aux
classes. On determine alors q nouveaux centres de classes qui seront les centres de gravite
des q premieres classes et on reitere Ie processus, ce qui va conduire a une nouvelle, et
meilleure, partition de q classes. La decision d'arreter la classification se fait de diverses
fa^ons. On peut arreter Ie classement lorsque deux iterations successives conduisent a la
meme partition, lorsque un nombre d'iterations pre-determine a ete atteint ou lorsque la
variance intra-classe cesse de decroitre de maniere significative. Les caracteristiques
mathematiques des differentes methodes de regroupement sont decrites dans 1'annexe B.
1.3.4 Les indices statistiques
Nous avons vu que les methodes de classification precedent d'une methode tres simple: on
choisit une distance qui mesure 1'ecart entre les individus de 1'echantillon et on agrege les plus
proches. On itere Ie processus et on obtient ainsi une partition des objets en classes. Le
probleme essentiel de la classification est de decider Ie niveau de partition de 1'echantillon.
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Pour cela, il faut connaTtre Ie nombre de classes existant ^ priori dans 1'echantillon. Or un des
principe de 1'analyse de donnees est d'extraire 1'infonnation des donnees, sans poser aucune
hypothese de depart. Pour resoudre ce probleme, de nombreux tests (plus de trente) qui sont
appeles indices statistiques ont ete proposes. Les tests d'hypothese habituels en statistique sont
inutilisables (tels que Ie test de Fisher ou de Student) pour tester les differences entre les
classes. En effet, les methodes de classification tendent a maximiser la separation entre les
classes et les hypotheses sur la distribution des donnees qui assurent la validite des tests sont
violees (32 ). Une hypothese sur la distribution de 1'echantillon (appelee hypothese nulle) est
posee (les donnees sont echantillonnees aleatoirement a partir d'une distribution nomiale
multivariee ou a partir d'une distribution uniforme par exemple). Un critere est ensuite calcule
dans chaque classe (par exemple Ie determinant ou la trace de la matrice contenant la somme
des carres des variables caracterisant chaque individu) pour chaque niveau de classification.
Ce critere est ensuite compare avec celui calcule pour chaque classe d'une distribution
theorique correspondant a 1'hypothese nulle. Les niveaux de classification pour lesquels les
deux criteres calcules sent en accord traduisent une partition correcte de 1'echantillon.
Neanmoins, tous les tests proposes, qui different par Ie choix de 1'hypothese nulle et du critere
calcule, emettent des hypotheses sur la distribution ou la forme des classes a 1'interieur de
1'echantillon ce qui porte a traiter les resultats avec pmdence. C'est pourquoi, plutot que de
se fier a un test en particulier, on utilise et observe Ie resultat conjoint de plusieurs tests de
maniere a obtenir autant que possible un consensus entre les resultats. Neanmoins, il est
possible qu'a cause des hypotheses choisies dans Ie calcul d'un test particulier celui-ci soit
impropre pour traiter un echantillon particulier. II est par suite necessaire d'utiliser
conjointement plusieurs tests sur un meme echantillon de maniere a obtenir un consensus sans
que 1'on puisse attendre un consensus parfait entre les tests quelque soit Ie probleme de
classification etudie. Dans les cas ou aucune information sur Ie nombre de classe ne peut etre
retiree de 1'etude des indices statistique il faudra examiner directement les resultats pour
plusieurs niveaux de classification. Parmi tous les tests statistiques proposes pour predire Ie
nombre optimal de classes d'un echantillon, trois sont couramment utilises car bien
16
documentes et valides: Ie CCC (Cubic Clustering Criterion) (33 ), Ie pseudo F (34 ) et Ie
pseudo t2 (35 ). La valeur de CCC, Pseudo F et Pseudo t2 est tracee en fonction du nombre
de classes possibles. On doit observer un pic pour CCC et Pseudo F combine avec une faible
valeur pour Pseudo t2, cette demiere etant immediatement suivie d'une valeur elevee. Un















Figure 4. Les trois indices statistiques traces par rapport au nombre de classes
eventuelles pour une classification hierarchique par la methode AVERAGE .
Nous voyons ici que CCC et Pseudo F nous indiquent un nombre de classes optimal de 4 et
Pseudo t par un minimum immediatement suivi d'un maximum confirme cette valeur. Le
resultat ici est clair car les trois indices statistiques sont en accord pour une meme valeur. En
revanche, si nous observons la figure suivante, 1'interpretation des indices statistiques n'est
pas aussi evidente.
Dans ce cas, CCC indiquerait un nombre de classes optimal de 4, alors que Pseudo F et
Pseudo t suggerent plutot 5 classes. Pourtant, ces deux graphiques ont ete traces a partir du
meme echantillon pour un classement hierarchique. La difference est la methode choisie a
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1'interieur du classement hierarchique c'est a dire la maniere dont est calculee la distance entre
les individus. En plus de comparer les resultats des trois indices statistiques, nous constatons
qu'il est important de classer notre echantillon plusieurs fois avec differentes methodes de









Figure 5. Les trois indices statistiques traces par rapport au nombre de classes
eventuelles pour une classification hierarchique par la methode WARD.
1.3.5 Influence des criteres choisis sur la qualite de la classification
A partir des indices statistiques, nous avons constate que les differentes methodes de
classification n'avaient pas les meme performances. En effet, toutes les methodes ne proposent
pas Ie meme nombre optimal de classes. Nous abordons Ie deuxieme probleme des methodes
de classification: 1'existence de biais. Selon la maniere dont est calculee la distance dont est
muni 1'echantillon, la classification produira des classes possedant di verses caracteristiques.
On peut avoir production de classes ayant toutes la meme variance, de classes ayant toutes
Ie meme diametre, de classes de taille egales, ou inegales (36 ). Or on ne connaTt pas, a
priori, les caracteristiques de dimension, d'elongation, de variance, de dispersion, de
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symetrie...etc des veritables classes existantes a 1'interieur de 1'echantillon. Les differentes
methodes auront done des performances inegales et qui dependront etroitement du type
d'echantillon a classer. Si les classes existantes dans 1'echantillon sont approximativement de
meme variance, une methode biaisee dans Ie sens de trouver des classes ayant cette
caracteristique particuliere sera tres performante. Nous devons done utiliser conjointement
plusieurs methodes de classification et comparer les resultats obtenus.
II faut souligner que les methodes de classification seront d'autant plus difficiles a mettre en
oeuvre que les classes seront allongees et superposees. Si les classes sont suffisamment bien
separees, toutes les methodes seront a peu pres aussi performantes (37 ). De plus, les indices
statistiques, qui utilisent nous Ie rappelons certaines hypotheses sur la distribution de
1'echantillon et la distribution inteme des classes, sont valables dans Ie cas de classes
compactes ou legerement allongees, de preference avec une distribution inteme de type
normal multivarie dans les classes ce qui complique encore leur utilisation lors de 1'etude d'un
echantillon complexe.
Des comparaisons entre les methodes ont ete faites de maniere a determiner lesquelles sont
les meilleures. Ces etudes ont ete menees en generant des echantillons artificiels qui
contiennent des classes connues au moyen de generateurs de nombres pseudo aleatoires.
L'echantillon est analyse par les differentes methodes de classification et Ie degre de
performance de chaque methode est mesure (38 ) en comparant 1'habilete des di verses
methodes a retrouver ces classes. Neanmoins, la plupart de ces etudes generent des classes
compactes (souvent normales multivariees) approximativement de taille et dispersion egale.
II n'est pas surprenant que ces eludes concluent favorablement ^ la superiorite des methodes
que 1'on sait performantes lorsque les classes possedent ces caracteristiques de distribution
(39 ). Certaines methodes sont relativement moins biaisees que les autres et meme si les
etudes de simulation ne les notent pas comme les plus performantes, il est judicieux de les
utiliser surtout lorsque 1'echantillon est complexe (beaucoup d'individus a classer et/ou de
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nombreuses variables caracteristiques).
1.4 Logiciels et temps de calcul
1.4.1 Echantillon de conformations peptidiques
La generation de 1'echantillon de conformation des peptides est faite avec Ie logiciel PEPSEA
developpe et valide au laboratoire. Pour une description du logiciel et des procedures de
calcul ainsi que la validation du resultats de calcul, se referer a (40 ). Brievement, la
procedure consiste en une generation aleatoire de conformations dont 1'energie est calculee
dans un champ de force a geometric rigide ECEPP/2 (Empirical Conformation Energy
Program for Peptides). La minimisation de 1'energie est ensuite effectuee par un algorithme
du gradient conjugu^. Ceci conduit a un echantillonnage des minima locaux (et du minimum
global eventuellement) de la surface conformationnelle de la molecule.
1.4.2 Analyse des donnees
Le logiciel utilise pour Ie traitement statistique est Ie logiciel SAS (Statistical Analysis
System) (41 ) version 6.08 implante sur 1'ordinateur ES9000 d'lBM au centre de calcul de
1'Universite de Sherbrooke. Le module SAS/STAT contient les programmes d'analyses de
donnees. L'ACP se fait par la procedure PRINCOMP, la classification automatique par les
differentes methodes regroupees dans la procedure CLUSTER et la classification non-
hierarchique par la procedure FASTCLUS.
1.4.3 Temps de calcul pour 1'ACP
Si n est 1c nombre d'individus, v Ie nombre de variables caracterisant chaque individu et c Ie
nombre de composantes principales, Ie temps de calcul se repartit comme suit:
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- calcul de la matrice des correlations: temps proportionnel a nv
- calcul des valeurs propres: temps de calcul proportionnel a v3
- calcul des vecteurs propres: temps de calcul proportionnel a cv
1.4.4 Temps de calcul pour la classification
1.4.4.1 Classification non-hierarchique
Si n est Ie nombre d'observations, v Ie nombre de variables et c Ie nombre de classes. Ie
temps de calcul est proportionnel a nvc + vc
1.4.4.2 Classification hierarchique
Le temps de calcul depend de la methode employee c'est a dire du type de distance a calculer
entre les individus. De maniere generale, Ie temps pour la classification hierarchique depend
du nombre d'individus ^ classer. Si celui-ci est egal a n, Ie temps de calcul sera de n2 a n3
selon la methode. Nous constatons que la partie la plus exigeante et done limitative dans
1'analyse de donnees est la classification hierarchique qui augmente tres rapidement avec Ie
nombre d'individus.
1.4.5 Traitement des valeurs numerique
L'utilisation des ordinateurs conduit ^ commettre deux types d'erreurs dans Ie traitement des
valeurs numeriques: les erreurs d'arrondi, independantes de 1'utilisateur et reliees au type
d'ordinateurs utilise et les erreurs de troncature dependant de la construction du logiciel
traitant les donnees (42 ). Les erreurs d'arrondi concement Ie stockage des valeurs reelles. En
effet, ces demises devraient etre stockees avec une precision infinie ce qui n'est pas Ie cas.
Selon Ie type d'ordinateurs, la precision du stockage sera plus ou mains grande avec plus ou
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moins de decimales stockees pour une valeur reelle. Seuls les entiers seront stockes avec une
precision parfaite. Le probleme arrive lorsqu'une suite d'operations arithmetique est effectuee
sur ces valeurs. Dans un processus iteratif, Ie nombre de decimales necessaires pour obtenir
un resultat exact double a chaque operation et depasse rapidement la capacite de stockage de
1'ordinateur. Plus il y a d'iterations, plus Ie resultat final sera eloigne de la valeur reelle. De
plus, un nombre stocke avec une precision importante au depart verra une derive plus rapide
des resultats des operations arithmetiques subsequente. Si 1'erreur commise par 1'ordinateur
est altemee c'est a dire que ce demier altemativement surestime et sous-estime Ie nombre reel,
1'erreur finale sur Ie nombre reel sera de 1'ordre de la racine carre du nombre d'operations
arithmetiques N effectuees, multiplie par 1'erreur de stockage commise par 1'ordinateur sur une
valeur. Neanmoins, si 1'erreur d'arrondi commise par 1'ordinateur est biaisee au depart c'est
a dire que ce demier a tendance a systematiquement sous-estimer ou surestimer la valeur
1'erreur finale sera N fois 1'erreur de stockage. Pour contoumer ce probleme au maximum, il
est possible a 1'utilisateur d'arrondir les valeurs numeriques. De cette maniere, 1'en-eur initiale
est connue et les valeurs derivent moins vite des valeurs reelles puisqu'elles peuvent etre
stockee exactement plus longtemps dans la suite des operations arithmetiques. De meme, on
peut transformer les valeurs initiales de maniere a les stocker sous forme d'entiers.
Les erreurs de troncature sont reliees a la formulation algorithmique du programme de calcul
numenque. L'evaluation numerique d'une integrale par exemple est faite a partir d'un nombre
fini de valeurs. Le nombre de valeurs devra foumir une solution suffisamment proche de ce
qui serait obtenu si Ie nombre de valeurs etait effectivement infini. Dans la formulation des
operations arithmetiques, les proprietes de commutativite, distributivite et associativite ne sont
pas forcement respectes et Ie placement des parenthese est a controler car diversement
interprete par les ordinateurs et les compilateurs. Cette demiere observation peut d'ailleurs etre
utilisee pour detecter les erreurs dues a 1'algorithmique d'un programme (43 ). Enfin, il est
possible que les deux types d'erreurs (qui sont independantes et doivent s'additionner) se
multiplient en fait si 1'algorithme est instable. Cela signifie qu'une erreur d'arrondi introduite
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au depart va etre demesurement amplifiee dans la suite des calculs (comparaison ou
multiplication entre tres petits nombres par exemple ) jusqu'^ masquer la valeur finale. II faut
noter ici que les methodes les plus precises mathematiquement (minimisation faisant
intervenir la derivee seconde d'une fonction par exemple) sont aussi les plus instables et
sensibles aux erreurs d'arrondi. De plus, il faut remarquer que meme si une methode donne
Ie meme resultat sur plusieurs ordinateurs, cela ne signifie pas que Ie resultat obtenu est
correct. En effet, on ne peut pas calculer revolution dans Ie temps d'un systeme dynamique
sensible aux conditions initiates. Le calcul numerique presente done une sensibilite aux
conditions initiales et une sensibilite a la precision des calculs.
En ce qui conceme la generation et la minimisation des structures par PEPSEA les erreurs
commises dues a 1'algonthmique ont ete minimisees par 1'utilisation de banques de fonctions
preprogrammees. Ceci previent 1'utilisation d'un algorithme instable. L'algorithme de
minimisation ne fait pas intervenir la derivee seconde des fonctions calculant 1'energie des
molecules ce qui limite la complexite des calculs. Le critere de convergence est ajuste pour
ne pas augmenter demesurement Ie nombre d'iterations necessaire a la minimisation. Le
programme a ete compile sur differents ordinateurs avec differentes precision de stockage des
reels et differents parametres et les resultats obtenus montrent que Ie programme est stable.
La precision de 1'energie est consistante a deux chiffres apres la virgule et done utilisee ainsi
pour la suite des calculs. Enfin, les resultats obtenus ont ete valides par comparaison des
structures obtenues et de leur energie avec les resultats obtenus par divers programmes de
modelisation ainsi que les resultats experimentaux. Ceci a ete verifie sur des composes de
tallies diverses conduisant ^ des minimisation (done des iterations) plus ou moins longues.
Le logiciel SAS utilise pour 1'analyse de donnees est un logiciel commercial et optimise dans
sa conception et sa stabilite pour divers systemes d'exploitation. Plusieurs etudes ont ete
effectuees pour tester la stabilite et la sensibilite du logiciel aux erreurs d'arrondi (44 , 45 ).
Selon les fonctions utilisees dans SAS, les valeurs numeriques sont diversement traitees selon
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1'importance que les erreurs d'arrondi ou de troncature peuvent avoir sur les resultats
(transformation en valeurs entieres, arrondi des valeurs au depart...). Lors de nos calculs, nous
nous sommes conforme aux recommandation quant au traitement des valeurs numeriques que
nous trouvons dans Ie chapitre 5 de (46 ). Les valeurs sont done donnees avec une precision
de plus ou moins un sur Ie demier chiffre decimal mentionne.
1.5 Application a 1'etude des populations peptidiques
1.5.1 Introduction
Les methodes d'analyses de donnees ont ete appliquees avec succes dans de nombreux
domaines en chimie autant pour analyser des resultats expedmentaux que pour rationaliser
et mod^liser les phenomenes (47 ). Quelques udlisations en ont ete faites dans 1'analyse de
population de confomiations de molecules a commencer par Ie groupe de Benzecri (48 ) qui
a applique 1'analyse de donnees a 1'etude de 1'angiotensine et du polypeptide (Ala)6-Pro-Ala,
deux structures peptidiques tres voisines. Cette etude constitue un travail exploratoire des
possibilites de 1'analyse des donnees dans Ie domaine de 1'analyse de conformations
chimiques. Les resultats obtenus, permettent de rationaliser 1'etude d'un echantillon de
confomiations. Neanmoins, aucune mention n'est faite des conformations experimentales pour
ces molecules et, par consequent, aucune validation des resultats obtenus n'est presentes. Le
groupe de Maigret a ensuite etudie des echantillons de conformations en solution pour
1'enkephaline (49 ) et 1'angiotensine (50 ) a partir d'un echantillon genere par la methode de
Monte-Carlo. Ces deux etudes conduisent a determiner un ensemble reduit de conformations
metastables en accord avec les observations experimentales effectuees par RMN. Neanmoins,
ces eludes sont limitees a un cas particulier de conformation puisqu'elles tentent de reproduire
les observations en solution aqueuse acide ce qui ne donne pas un aper9U de 1'ensemble des
conformations accessibles pour ces molecules independamment du milieu. Quelques annees
plus tard, Ie substrat angiotensinogene (51 ) et un fragment CCK8 de 1'hormone
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cholecystokinine (52 ) a ete etudie par Ie meme groupe de chercheurs, toujours apres
generation d'un echantillon par methode Monte-Carlo. Ces etudes sont caractensees par Ie fait
que 1'echantillon genere est de petite taille (~ 3000 conformations), ou/et que la simulation se
fait en solution, on accede done a une partie seulement de 1'espace conformationnel de la
molecule. Ces caracteristiques facilitent Ie traitement par 1'analyse de donnees et les resultats
sur la description des stmctures des molecules etudiees obtenus par ces chercheurs recoupent
correctement les travaux experimentaux. Ces ^tudes attestent de 1'applicabilite des methodes
d'analyse des donnees a 1'etude d'echantillon de conformations. En outre, la performance de
telles methodes a retrouver les observations experimentales est demontree par 1'accord observe
dans ces etudes avec les observations experimentales. Neanmoins, il est dommage qu'aucune
de ces etudes ne s'attache a decrire 1'ensemble des conformations accessibles a un compose.
En effet, nous savons que lorsqu'il s'agit d'etudier des molecules potentiellement actives
biologiquement, Ie probleme de determiner la (ou les) conformation active in vivo est
majeur, et a la mesure de 1'interet que cette information represente pour 1'explication ou la
prediction de 1'activite de ce compose et surtout Ie design de nouveaux composes. En effet,
Ie milieu biologique est d'une complexite telle qu'aucune methode experimentale n'est capable
de determiner la conformation des molecules en condition reelle. II s'ensuit que les
conformations determinees experimentalement peuvent malheureusement etre aussi proche de
la realite qu'elles peuvent en etre eloignees, Ie degre de similitude etant imprevisible car
propre a chaque compose etudie.
Notre propos differe done de celui des eludes prealablement mentionnees: nous desirons
decrire la totalite de 1'espace conformationnel de la molecule et decouvrir les principes qui
gouvement Ie repliement des peptides. Nous devons par consequent generer un echantillon
important en taille. Le programme que nous utilisons genere une population qui represente
tout 1'espace conformationnel de la molecule (si la taille de 1'echantillon est suffisante). Les
methodes d'analyse de donnees permettent-elles de trier correctement notre echantillon c'est
a dire de maniere a ce que les resultats obtenus aient un sens chimiquement? Nous allons
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tester ces methodes sur un peptide dont 1'espace conformationnel est bien connu : 1'alanine
(53 ). Ce peptide a ete etudie de maniere exhaustive par diverses methodes de simulation y
compris avec Ie champ de force ECEPP/2 (voir paragraphe 1.4, 1.4.1) qui sert a calculer
1'energie conformationnelle dans Ie programme PEPSEA (54 , 55 , 56 ).
1.5.2 Etude du peptide Nacetyle-N' methylamide-Alanine
A 1'aide du programme PEPSEA et suivant la procedure decrite en 1.4, 1.4.1, une population
de 1000 conformeres a ete generee en prenant tous les angles diedres variables excepte les
angles CD des liaisons peptidiques, fixes ^ 180°. Notre echantillon est done constitue de 1000
individus caracterises par 5 angles diedres soil, pour suivre la nomenclature RJPAC, 61, ^^
\(/i, Kp 82. Neanmoins, il a etc souligne que 1'utilisation des angles diedres comme variables
introduisait des difficultes liees au caractere periodique de celles-ci (48). Nous utiliserons
plutot comme variables un ensemble de distances interatomiques. En choisissant correctement
ces distances, on a 1'avantage d'acceder directement aux caracteristiques conformationnelles
qui decrivent traditionnellement les peptides et les proteines comme 1'helice a, Ie toumant 7
ou Ie toumant P. En effet, toutes ces stmctures secondaires sont caracterisees par la formation
de liens hydrogene entre les C=0 et N-H des differents aminoacide constituant ces molecules.
Nous choisirons done comme distances caracteristiques les distances entre ces groupements.
De plus, certaines mesures experimentales apportent une information en terme de distances
comme la fluorescence X qui permet de mesurer la distance entre les groupements
aromatiques, ou la RMN dont la procedure noesy (57 ) permet d'obtenir des distances entre
les differents groupements de la molecule. De plus, les etudes QSAR (Quantitative Structure
Activity Relationships) permettent de determiner les pharmacophores des molecules actives
biologiquement soit les endroits ou se lie la molecule au recepteur. On a done acces a
certaines distances caractenstiques entre les differents groupements d'une molecule. Si nous
avons acces a ces informations pour des recepteur particuliers, nous pourrons directement
determiner si notre peptide a une activite biologique potentielle et ce quantitativement puisque
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nous pouvons calculer Ie pourcentage de la population totale qui remplit les conditions de
distances. Les distances utilisees comme variables initiates sont presentees dans la figure
suivante.
Les statistiques elementaires telles que la moyenne et 1'ecart-type ont ete calculees pour ces
distances. Nous devons verifier si nos distances se trouvent dans 1'intervalle |Li-3o et |Li+3a qui





































Figure 6. Distances interatomiques decrivant la molecule pour 1'analyse de donnees.
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Nous supposons ici que la distribution des distances converge vers une distribution normale
pour un grand nombre de conformations dans 1'echantillon. En utilisant 1'intervalle de [x-3cs
a H+3o, nous supposons que 99.7% des distances sont dans cet intervalle. L'existence d'une
distance exterieure a cet intervalle signifie soit que 1'hypothese de la normalite de la
distribution est incorrecte, soit que la distribution est effectivement normale mais non
classique (possedant un troisieme et quatrieme moment important traduisant une asymetrie
ou/et un aplatissement de la distribution de Gauss) soit que nous observons un individu
"outlier".
Un tel outlier peut etre diversement interprete. II peut etre relie a la procedure de generation
des donnees: erreur de mesure ou dans notre cas, de calcul. II peut egalement traduire une
vraie caracteristique presente dans les donnees et insuffisamment echantillonnee par la
procedure de mesure ou de calcul, ou la restriction sur Ie choix des individus mesures. Un
exemple illustre cette possibilite: il existe une relation parfaitement lineaire entre Ie nombre
de carbone d'une chatne aliphatique et la lipophilie de ces composes. Admettons que nous
ayons mesure, parmi un ensemble d'alcanes de differentes tallies, la lipophilie d'un alcool. Ce
demier va evidement apparaTtre comme un point deviant par rapport aux autres sans que cela
traduise une mesure de lipophilie erronee. Cela signifie seulement que la mesure de lipophilie
faite sur Ie compose outlier n'est pas interpretable par Ie modele lineaire choisi. Dans notre
cas, un tel outlier peut avoir egalement diverses significations. Une distance deviante peut etre
liee a une conformation chimiquement impossible. Ce type de conformation correspond a un
echec de la procedure de minimisation et conduit ^ des conformations d'energie tres elevee,
facilement detectable et eliminees par un examen de la distribution enegetique des
conformations. Une telle distance peut egalement representer une conformation tout a fait
possible chimiquement. Dans ce cas, il se peut que 1'echantillon soit trop restreint et que toute
une partie des conformations soit manquante. On s'assure de cela en etudiant la convergence
de la moyenne et de 1'ecart-type en fonction de la taille de 1'echantillon. En plus des
indicateurs statistiques, il faut done regarder un graphique de la distribution des distances pour
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detecter des caracteristiques particulieres et ainsi aider a la determination de la nature des
outliers Ie cas echeant.
L'utilisation du critere de Gauss peut ainsi conduire a eliminer certains individus interessants.
De plus, on fait 1'hypothese a priori que la distribution est de type normale.
Tableau 1. Statistiques elementaires sur les 5 distances.































1.5.2.1 Analyse en composantes principales
L'annexe B decrit en detail la procedure d'analyse en composantes principale ainsi que les
equations necessaires au traitement des donnees et aux differents calcul subsequents. En
resume, apres avoir constmit une matrice des correlations a partir des variables initiales
centrees et reduites (donne une matrice symetrique (5, 5)), on diagonalise cette matrice pour
obtenir un ensemble de valeurs propres avec les vecteurs propres correspondant.
La valeur propre associee a chaque composante principale foumit Ie pourcentage
"d'information" apporte par cette composante (Ie terme information n'est pas utilise ici dans
Ie sens mathematique qu'il possederait en theorie de 1'information par exemple).
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La valeur propre associee a chaque composante principale foumit Ie pourcentage
'd'information" apporte par cette composante (Ie terme information n'est pas utilise ici dans
Ie sens mathematique qu'il possederait en theorie de 1'information par exemple). Nous voyons
ici que cpl porte 53.87% de 1'information totale portee par les variables initiales sur
1'echantillon. Nous devons decider combien nous devons garder de composantes principales
pour 1'analyse de regroupement subsequente. II est de regle pour ce type d'analyse de
conserver un nombre de composantes principales correspondant a peu pres a 90% de
1'information totale ce qui conduit ici a garder les trois premieres composantes. Le
pourcentage mentionne ici est purement statistique. Le choix du nombre de facteurs depend
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etroitement du but de 1'etude. Si Ie but est une representation graphique des donnees de
maniere a foumir a 1'utilisateur une vision de la structure de ses donnees, Ie choix est evident
puisqu'on ne gardera que les 3 premieres composantes principales au maximum. Selon la
complexite du probleme (soit approximativement Ie nombre de variables independantes qui
Ie caracterisent completement), la representation obtenue sera plus ou moins fidele a la realite.
Si Ie but est d'utiliser Ie resultat de 1'ACP comme modele predictif, la demarche est tout autre.
En effet, il est possible de predire les valeurs des variables pour un individu nouveau que 1'on
introduit une fois 1'ACP terminee. La qualite de la prediction dependra du nombre de facteurs
conserves. Trop peu et trop de facteurs conduisent au meme resultat: une mauvaise prediction
du nouvel individu. Si il y a trop peu de facteurs, 1'information contenue dans les facteurs
conserves est insuffisante pour constituer un modele du phenomene mesure. Si Ie nombre de
facteur est trop eleve, il s'ensuit un "surffitage" des donnees. Le modele etablit reproduit
parfaitement la structure des donnees mais perd toute generalite et qualite d'extrapolation. Ces
problemes sont bien connus et il existe des techniques comme la validation croisee qui
permettent de s'en affranchir (consiste a extraire un par un chaque individu de 1'ensemble des
donnees et a faire une analyse ^ partir des individus restant qui servira a predire 1'individu
elimine. Une mesure de la qualite predictive est obtenue en faisant la somme des erreurs
obtenues pour tous les individus elimines au mains une fois). Dans Ie cas qui nous occupe
1'ACP est utilisee pour deconreler les variables initiales de maniere a pouvoir utiliser une
methode de regroupement par la suite. II s'agit done de conserver suffisamment d'information
sans garder trop de nouvelles variables composantes principales. En effet, ceci nuira a
1'efficacite du regroupement subsequent. Le nombre de facteurs a observer ou ^ conserver
depend done de 1'objectif de 1'etude. La regle des "90%" est basee sur des observations
empiriques et Ie "bon sens" de 1'utilisateur doit toujours decider si elle est adaptee a son cas
particulier.
Traditionnellement, et bien qu'un nouveau modele de representation "topologique" de la
surface d'energie ait ete recemment propose (53, 57), 1'espace conformationnel des peptides
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et proteines est graphiquement decrit a 1'aide d'une carte de Ramachandran (40, 54). Cette
carte dont les axes sont les angles (|) et \|/ permet de representer la repartition d'un residu
d'acide amine particulier pour les differentes conformations obtenues lors d'une recherche
conformationnelle. Des zones conformationnelles reperees par un code alphabetique de A a
H traduisent un type particulier de conformation pour la chame principale du residu. Un
enchamement de plusieurs residus situes dans la zone "A" donnera par exemple une structure
caracteristique en helice a. La carte de Ramachandran presentee sur la figure suivante et tiree
des publications (40, 54) montre les zones conformationnelles les plus peuplees pour 1'alanine
soit les zones ou la structure du peptide conduit a une energie conformationnelle minimale.
Dans Ie cas de 1'alanine, ce type de carte permet d'avoir une vue d'ensemble de toutes les
conformations possibles de la chaine principale du peptide puisque ce demier est compose




















Figure 7. Carte de Ramachandran localisant les individus par
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Figure 8. Carte de Ramachandran localisant les codes
correspondant aux zones conformationnelles.
Chaque conformation pour 1'alanine est decrite a 1'aide des deux angles diedres (|) et VP de la
chame principale du peptide. L'ensemble des conformeres generes converge vers quelques
zones conformationnelles soit ici les zones C (correspondant ^ la fonnation d'un pseudo-cycle
a 7 membres par formation d'une liaison hydrogene intramoleculaire entre les groupements
C=0 et N-H de la molecule), E, A, D, F, G, A*, F*, C* (les zones notees "*" correspondent
a une stmcture inverse de la zone non etoilee. La zone C correspond a des angles (|)= 80° et
XF= -80° alors que la zone C* aura les angles (|)= -80° et VF= 80°). L'interet de decrire notre
population a 1'aide de 1'analyse de donnees est de reduire Ie nombre de variables significatives
dans un premier temps et si nous conservons trois composantes principales, nous ne
remplissons pas nos objectifs. Nous allons done conserver une seule des compos antes
principales et proceder a 1'analyse de regroupement. II faut souligner ici que ce n'est pas en
general Ie critere retenu pour determiner Ie nombre de composantes principales a conserver
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et Ie but de cette etude de 1'alanine a partir d'une seule composante principale est
demonstratif. En effet, Ie contenu des composantes principales en information est beaucoup
plus eleve que celui des angles (]) et IF. Le but est purement didactique et tend a prouver qu'a
I'aide d'une seule variable, nous pouvons decrire aussi bien sinon mieux tous les minima
conformationnels qu'avec les deux vanables (valeurs des angles (|) et VF ) necessaire pour
decrire les structures ^ 1'aide des codes conformationnels et des cartes de Ramachandran.
Si nous examinons les valeurs propres associees a chaque vecteur propre, nous voyons
comment sont baties les composantes principales a partir des distances initiales. Dans la
premiere composante principale, c'est la distance Dl (distance bout-a-bout) qui a Ie coefficient
de combinaison lineaire Ie plus eleve suivi de D3 (pseudo-cycle a 5 membres) et D2 (pseudo-
cycle a 7 membres). La deuxieme composante principale est tres fortement constmite a partir
de D4 soit la distance entre la chame laterale de 1'alanine et Ie groupement acetyle initial.
1.5.2.2 Methodes de regroupement
1.5.2.2.1 Les indices statistiques
Le choix du nombre de classes existantes ^ 1'interieur de 1'echandllon est detennine par
1'examen des indices statistiques (voir paragraphe 1.3.4,1.3.5, 1.5.1). L'examen des graphiques
pour CCC pseudo F et pseudo t presente certains problemes. En effet, pour certaines valeurs
du nombre de classes, nous ne pouvons calculer la valeur de ces indices ce qui conduit a des
valeurs manquantes sur les graphiques, en particulier pour Ie pseudo t . Ceci vient du fait que
pour certains nombre de classes, la procedure de classification est impuissante a trouver une
partition correcte pour 1'echantillon. En outre, Ie maximum de classes pour lesquelles nous
avons des valeurs pour les indices est de 16. Nous avons par consequent utilise pour la
prediction les indices CCC et pseudo F qui conduisent pour les trois methodes AVERAGE,
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Figure 9. Graphes des trois indices statistiques en fonction du nombre de families pour
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Figure 10. Graphes des trois indices statistiques en fonction du nombre de families pour













Figure 11. Graphes des trois indices statistiques en fonction dunombre de families pour
la methode de classification du CENTROID.
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1.5.2.2.2 Resultats
Nous ne pouvons presenter de projections des individus sur les variables canoniques puisque
notre classification est faite a partir de la seule composante principale cpl. Nous presentons
les resultats en donnant pour chaque famille (notee #fam.) trouvee par chaque methode, Ie
nombre d'individus dans la famille (note #conf.), la moyenne et 1'ecart-type des 5 distances
(notees respectivement MDn et SDn avec n de 1 a 5) et des angles initiaux ({) et VP (notee
MPHI, MPSI et SPHI, SPSI), les codes conformationnels des individus correspondant aux
angles (|) et VP (note code) et la moyenne et 1'ecart-type de 1'energie conformationnelle absolue
(notees MEner. et SEner respectivement). L'homogeneite des classes obtenues est quasiment
parfaite. En effet, les distributions des distances et des angles dans chacune des classes
permettent de voir la proximite conformationnelle des individus. Ici, les ecart-types sur les
distances et les angles diedres phi et psi sont, dans la majorite des classes, egaux a zero ce
qui traduit une classe pour laquelle tous les individus sont identiques, et ce pour les quatre
methodes de classification utilisees. De plus, les "outliers" ont ete detectes correctement par
trois des methodes sur quatre. Us apparaissent sous forme de classes ne contenant qu'un seul
individu, cet individu ayant effectivement des caracteristiques de stmcture unique et non
comparables au reste des individus de 1'echantillon. II faut noter que nous avons affaire ici
a des "outliers" traduisant une realite conformationnelle et non consequent a une erreur de
calcul. Ceci est verifie par les caracteristiques conformationnelle de ces individus qui leur sont
propres (valeurs des angles (|) et \|/). Ce sont des outliers de type chimique. La methode de
classification utilisee doit par consequent les distinguer en les pla9ant dans une classe qui ne
condendra que cet unique "outlier". Les differentes methodes utilisees sont diversement
sensibles b la presence de tel individus. La methode WARD est la moins perfomiante quant
a la detection de ces individus particuliers. En effet, deux des outliers sont placees dans une
classe unique (#12) alors que les individus de code F sont places dans deux classes distinctes
(#5 et #6). Ceci confirme 1'obser^ation selon laquelle la methode WARD est moins
performante lorsqu'il y a des "outliers" dans 1'echantillon a classer. En revanche, la methode
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AVERAGE, supposee posseder la meme restnction quant aux "outliers" n'est pas affectee par
ces demiers dans notre cas. Si nous comparons les resultats que nous obtenons avec la
litterature, nous constatons que nous retrouvons toutes les classes predites pour Ie residu Ala,
soit 9 conformations differentes traduites par les codes conformationnels C, E, A, D, F, G,
A*, F*, C* (codes relatifs aux valeurs prises par les angles (|) et \|/) identifies dans (53, 57).
De plus, la classe codee C* est separee en deux classes distinctes, traduisant deux groupes
d'angles diedres caracteristiques pour (|) et \|/. Ce minimum supplementaire de conformation
codee C* n'a pas ete localise par les etudes precedentes de ce peptide. Nous pensons que cela
vient du choix des angles variables lors de la minimisation. En effet, il a ete montre que la
restriction de certains angles pouvait empecher 1'acces a certains minima (58 ). Les etudes
precedentes sur ce peptide ont restreint les angles de 1'acetyle initial et du methyle final a
180 ° ce qui restreint, par consequent, Ie nombre de minima accessibles et gene de processus
de minimisation. De plus, 6 individus atypiques ont ete echantillonnes qui n'ont jamais etes
decrits precedemment. Ces individus sont effectivement peu representatif des tendances
generales de conformations de 1'alanine et done peu importants pour decrire qualitativement
la population. En effet, ils sont negligeable relativement a leur poids statistique. Neanmoins,
ce sont de veritables minima qui ne correspondent pas a une erreur de calcul et doivent etre
par consequent conserve si nous voulons decrire completement les possibilites
conformationnelles de ce peptide. En effet, il n'est pas exclu que dans certaine conditions
particulieres du milieu biologique, ces conformation ait un role a jouer.
La classe contenant les individus codes C presente une moyenne de 2.8lA pour la distance
D2 traduisant la presence d'un lien hydrogene C=0:::N-H fermant une pseudo-cycle a 7
membres. Les deux classes C* presentent egalement la formation de ce lien hydrogene traduit
par des distances D2 respectivement de 2.66A et 2.50A. Nous presentons la carte de





Figure 12. Carte de Ramachandran localisant les individus
par rapport a leurs angles diedres (|) et \|/.
II faut souligner que les 999 individus de la population sont traces sur cette carte mais les
minima a 1'interieur d'une classe sont tous exactement identiques quant a leurs angles diedres
(|) et \|/ et done les 114 individus codes C apparaissent sous forme d'un seul point sur la carte.
Cette observation est a comparer avec la carte de la page 33 de la reference (40) oil les
minima appartenant a un meme groupe (A ou C...) n'ont pas tous exactement les memes
angles (|) et \^ mais sont disperses autour d'une moyenne d'angle. Ce fait est ^ relier encore
une fois avec Ie fait que la restriction de certains angles empeche 1'acces a certains minima.
Dans ce cas, nous constatons qu'imposer les angles de 1'acetyle et du methyle initial et final
a empeche la convergence totale de certains conformeres en genant Ie processus de
minimisation. De plus, nous retrouvons exactement les 16 classes trouvees par les methodes
de classification sous fonne de 16 points distincts sur la carte de Ramachandran. Tous les
42
conformations de depart ont done minimise vers 16 types de conformations, chacune d'elle
ayant un poids statistique plus ou mains grand relie au nombre de fois ou elles ont ete
echantillonnees.
1.5.2.3 Discussion et conclusion
Nous avons demontre sur un exemple simple les possibilites de 1'analyse de donnees
appliquees a 1'analyse de 1'espace conformationnel peptidique. Les methodes de classification
automatique appliquees apres Ie traitement des donnees initiales par 1'analyse en composantes
principales permettent de retrouver toutes les caracteristiques conformationnelles connues pour
Ie peptide. De plus, 1'utilisation de ces methodes permet de decrire toutes les caracteristiques
stmcturales a partir d'un seule variable (cpl) alors que la description classique des peptides
utilise au minimum les deux angles diedres (|) et \|/ pour arriver au meme resultat. De plus,
notre methode est habile a distinguer des stmctures legerement differentes (a 1'interieur des
individus codes C*) habituellement reunies dans Ie meme ensemble (zone C*).
II reste certains problemes qui sont importants dans 1'utilisation de 1'analyse de donnee: Ie
choix des variables initiales, Ie choix du nombre de variable secondaires (composantes
principales) ^ conserver, et 1'interpretation des indices statistiques. En effet, aurions nous
obtenu Ie meme succes en utilisant un nombre plus restreint de distances ou en choisissant
ces demieres differemment? Nous pouvons Ie penser puisque notre analyse aboutit avec une
variable ne contenant que 53.87% de 1'information totale. II doit done y avoir des variables
distances initiales non necessaires ou encore 1'information totale contenue dans 1'echantillon
n'est pas limitee a la position des differents minima relativement aux angles diedres (|) et \y.
Nous avons done effectue la meme analyse en eliminant une a la fois, les 5 distances initiales.
Si nous conservons 4 des 5 distances initiales, nous n'obtenons jamais un classement correct.
Selon la distance retiree des variables de depart, Ie classement sera plus ou moins affecte.
Plus la distance retiree participe de fagon importante a la construction de cpl, plus Ie
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classement sera un echec. Ainsi, il est preferable d'eliminer des composantes principales plutot
que des distances. En effet, conserver une seule composante principale soit moins de 60% de
1'information totale conduit a un classement reussi. De plus, Ie temps de calcul necessaire a
une analyse en composante principale est negligeable bien que dependant du nombre de
variables initiales. Pour une molecule plus grosse oti il est impossible de conserver toutes les
distances initiates, il faudra retirer celles qui participent Ie mains a la construction des
premieres composantes principales soit celles possedant les coefficients de combinaison
lineaire les plus faibles. Nous en deduisons que 1'information contenue dans nos distances et
par la suite dans les composantes principales est plus importante que la seule position des
minima classiques codes par les angles phi et psi de la chame principale.
Nous pourrions exploiter 1'information supplementaire contenue dans nos composantes
principales et tenter de decrire 1'ensemble de la conformation de la molecule soit la position
de la chame laterale (habituellement decrite par les codes g+, g' ou t selon que 1'angle %1 se
trouve entre 0 et 120, 0 et -120 ou 120 et -120 degres respectivement), de 1'acetyle initial et
du methylamide final. Nous avons par consequent regarde comment trier notre echantillon de
maniere a placer dans une meme classe les individus dont les €N3 sont orientes de la meme
maniere en plus d'avoir les memes phi et psi. Cela augmenterait done Ie nombre de classes
or lors de notre examen des indices statistiques pour les cinq distances, nous avons constate
que Ie maximum de classes possibles est de 16. Ce qui signifie que pour avoir les
renseignement utiles sur les chames laterales, nous devons soit augmenter Ie nombre de
composantes principales utilisees, soit augmenter Ie nombre de distances, soit changer
certaines de ces distances ce qui donne un grand nombre de possibilites a explorer ce qui sort
du cadre de 1'etude de 1'alanine effectuee a titre demonstratif des possibilites de 1'analyse de
donnees appliquee au tri de conformations peptidiques.
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CHAPITRE 2




Le peptide choisi pour mettre au point et tester 1'analyse de population par les techniques
d'analyse de donnees est N-acetyl-Ala-Pro-Tyr-Ala, note par la suite APYA. Cette molecule
presente des caracteristiques structurales connues puisque 1'analyse de dichroisme circulaire
a montre une stmcture en toumant P. D'autre part, ce peptide a servi de modele pour
determiner les caracteristiques conformationnelles necessaires ^ une complexation avec Ie
cation calcium, celui-ci etant implique dans de nombreux processus biologiques (59 ). De
taille intermediaire, ce peptide constitue un bon candidat pour tester 1'applicabilite et 1'interet
des methodes d'analyse de donnees aux molecules possedant une grande variabilite
conformationnelle.
2.1.2 Generation de la population a analyser
Le probleme des minima multiples est une des difficultes fondamentales dans 1'analyse
conformationnelle des molecules tres Hexibles et possedant de nombreux degres de libertes.
Notre approche est traduite dans Ie logiciel PEPSEA developpe au laboratoire (40) et valide
par des comparaisons avec d'autres approches (60 ), La population resultante est done un
echantillon de minima representes dans 1'espace des angles de torsion variables. Nous savons
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d'apres Li et Scheraga (2, 7, 13) que Ie nombre total de conformations possible est une
fonction exponentielle du nombre de degres de libertes de la molecule. La taille de
1'echantillon doit done etre representative de la taille de la population que 1'on veut decrire.
Nous avons genere 2073 conformadons minimisees avec 11 variables initiales qui sont tous
les angles phi, psi et khi de la molecule. 2000 conformations ont ete retenues pour 1'analyse
subsequente, les conformations supplementaires etant celles pour lesquelles 1'algorithme de
minimisation n'a pu trouver de minimum. Le minimum global de 1'echantillon se trouve a -
19.74 kcal/mol et Ie domaine total d'energie couvert est de 51.26 kcal/mol. La distribution
energetique des conformeres, presentee a la figure suivante, est tracee par tranche de
Ikcal/mol et relativement au minimum global c-a-d que la valeur -19.74 est retiree a 1'energie
de chaque conformere.
150
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Figure 13. Distribution energetique des 2000 conformations de 1'echantillon.
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L'irregularite de la distribution traduit des contraintes conformationnelles intrinseques a la
molecule. Ces contraintes creent des barrieres de rotation conduisant Ie processus de
minimisation d'energie vers des minima locaux. (voir la reference (58) page 67).
2.2 Analyse des donnees
2.2.1 Changement de variable
Ainsi qu'il a ete souligne, les variables de depart caracterisant les individus pour 1'analyse des
donnees ne peuvent etre constituees directement par les angles de torsion. Les distances




























































































Figure 14. Distances inter-atomiques en A utilisees comme variables pour 1'analyse des
donnees.
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Les 18 distances retenues sont mesurees entre les atomes d'oxygene et d'azote. Elles peuvent
eventuellement correspondre conformationnellement a la formation d'une liaison hydrogene.
Si la distance N-0 est inferieure a 3.8A, la liaison est possible. Des statistiques elementaires
telles que la moyenne et 1'ecart-type ont ete calculees pour ces distances (tableau 5).

















































































































La premiere etape dans 1'etude des distances est de verifier 1'homogeneite de 1'echantillon
caracterise par ces distances. Pour cela, Ie critere de gauss est utilise: pour chaque distance,
tous les individus doivent etre compris dans 1'intervalle de |A-3o a \i+3a. Nous constatons
que nos 2000 individus remplissent cette condition pour chacune des 18 distances. Cela
montre qu'aucun individu ne s'ecarte de la tendance moyenne (par suite d'une erreur dans les
donnees ou Ie calcul par exemple). Cette caracteristique est essentielle puisque les techniques
d'analyse de donnees sont facilement faussees par la presence de donnees aberrantes. De plus,
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si nous regardons Ie minimum des distances D2, D3, D7, D 12, D 14, D 15 et D 18, nous
constatons que ce minimum n'est pas compatible avec 1'existence de liaisons hydrogene
puisque superieur a 3.8A pour toutes ces distances. Nous choisirons done de retirer ces
distances des variables caracterisant nos individus de maniere a ne conserver que celles pour
lesquelles Ie lien est compatible avec des caracteristiques stmcturales. Notre echantillon de
depart pour 1'analyse des donnees sera done constitue par 2000 individus caracterises chacun
par 11 distances inter-atomiques.
2.2.2 Analyse en composantes principales
La premiere etape de 1'analyse en composantes principales consiste a calculer les coefficients
de correlation entre les 11 distances initiales. La matrice des correlations est ensuite
diagonalisee pour obtenir les valeurs propres et les vecteurs propres correspondants. Cette
diagonalisation permet la constmction des nouvelles variables, composantes principales
(notees "cp") a partir des variables distances initiales. Le resultat de 1'ACP, effectue a 1'aide
du programme PRINCOMP faisant partie du logiciel SAS est presente au tableau suivant. Le
temps de calcul de cette analyse est de 1'ordre de quelques dizaines de secondes.
La premiere indication sur Ie resultat de 1'analyse en composantes principale nous est foumie
par 1'examen de la valeur propre associee ^ chaque composante principale, ces demieres etant
classees par ordre de representativite decroissant. A la premiere composante principale est
associee la variance maximale. Cette variance, exprimee en pourcentage de la variance totale
donnera la part d'information portee par la composante principale. Ainsi, la premiere
composante principale porte 28.48% de toute 1'information contenue dans les 11 distances de
depart. Nous constatons ainsi que les 7 premieres composantes principales portent 90.62% de
1'information contenue dans 1'echantillon, et seront retenues pour 1'analyse de regroupement
subsequente. En effet, les 4 demieres composantes ne portant qu'une part minime de
1'information alourdiraient inutilement Ie calcul si elles etaient conser^ees.
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L'examen des vecteurs propres permet de voir a partir de quelles distances, et dans quelle
proportion, ont <5tes constmites les composantes principales. En effet, chaque composante
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principale est la combinaison lineaire des 11 distances initiales et les vecteurs propres sont
les coefficients de combinaison lineaire. Les distances pour lesquelles les coefficients de
combinaison lineaire seront eleves seront celles qui auront contribuees Ie plus a la formation
de cette composante pnncipale. Nous pouvons ainsi relier directement les composantes
principales aux distances importantes, celles qui traduisent les tendances conformationnelles
de la molecule.
Les distances D5, D6 et D 17 participent fortement a la formation de la premiere composante
principale. Ces distances correspondent a la formation eventuelle de stmctures secondaires
soit un toumant P sur les residus Pro-Tyr, un cycle a 13 membres (qui est Ie type de toumant
constituant les helices a lorsque repetes plusieurs fois) sur les residus Pro-Tyr-Ala et un cycle
"inverse" (formation d'un lien hydrogene dans Ie sens C-terminal/ N-terminal plutot que dans
Ie sens normal du peptide c-a-d N-terminal/ C-terminal) a 14 membres impliquant les residus
Ala-Tyr-Pro-Ala. Ainsi, la premiere composante principale, la plus representative de la
variabilite de la molecule, traduit une organisation a longue distance sur la molecule. Plus
precisement, les structures secondaires decrites ici traduisent un repliement de la molecule
autour des residus centraux Pro et Tyr.
La deuxieme composante principale est formee majoritairement a partir des distances D8, D9,
et DIG. Ces distances correspondent a la formation eventuelle des structures secondaires
suivantes: un pseudo-cycle a 7 membres sur la tyrosine, un toumant P sur les residus Tyr-Ala
et a la formation d'un pseudo-cycle "inverse" all membres centre sur les residus Tyr-Pro-
Ala. Ces structures traduisent une organisation a plus courte distance que dans Ie cas de la
premiere composante principale et centree autour du residu tyrosine.
La troisi^me composante principale est formee par les distances Dl, D4 et D 13. Les
structures secondaires correspondant a ces distances sont un toumant P sur les residus Ala-
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Pro, un pseudo-cycle a 7 membres sur la proline et une structure impliquant un lien entre la
fonction alcool de la tyrosine et Ie carbonyle du premier residu d'alanine.
Si nous classons les distances par ordre d'importance, c'est a dire de representativite, nous
aurons: D5, D6, D17, D9, D8, D10, D13, D4, Dl. II est generalement admis que Ie repliement
des peptides et proteines est assure par la formation de structures secondaires classiques en
toumant P, y et helice a. II est interessant de constater que certaines de ces distances
correspondent ^ la formation de stmctures secondaires non-classiques dans la description des
conformations peptidiques. En effet, nous avons utilise des distances correspondant a la
formation de pseudo-cycles "inverses". II apparait que ces distances decrivent tres
adequatement un echantillon de peptide. De plus, la septieme distance qui decrit Ie mieux
1'echantillon implique un repliement de la chame laterale de la tyrosine sur la chatne
principale du peptide. Cela suggere qu'une part non-negligeable du processus de repliement
des peptides peut etre induit par un chame laterale.
2.2.3 Methodes de regroupement
Nous desirons par Ie biais de ces methodes d6terminer s'il existe des classes ou groupes
eventuels ^ 1'interieur de notre population. Si nous sommes capable d'affecter chaque individu
^ un groupe, nous pourrons decrire toutes les possibilites conformationnelles de ce peptide
^ partir de quelques molecules qui seront chacune affectees d'un poids de representativite. Ce
poids etant relatif a la taille, I'homogeneite, la distribution energetique de la classe a laquelle
cette molecule appartient. Le probleme majeur de la classification est de decider quel est Ie
nombre de classes existantes dans cet echantillon. Les indices statistiques aident a resoudre
generalement ce probleme. D'autre part, les differentes methodes de classification sont toutes
biaisees de maniere differente (certaines tendent a former des classes de variance faible,
d'autres tendent a placer un nombre egal d'individus dans chaque classe...). Une maniere de
s'affranchir de ce probleme est d'utiliser conjointement plusieurs methodes, de preference
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hierarchiques et non-hierarchiques, jusqu'a obtenir des resultats consistants pour plusieurs
types de classification.
2.2.3.1 Les indices statistiques
Ces indices n'etant pas denues de restrictions quant a leur interpretation, il est necessaire
d'interpreter conjointement les resultats des trois tests soit Ie CCC (Cubic Clustering
Criterion), Ie psF (pseudo F) et Ie pst (pseudo t). Nous rappelons que ces tests suggerent
la presence d'un certain nombre de families dans 1'echantillon lorsqu'un maximum pour CCC
et psF coincide avec un minimum, immediatement suivi d'un maximum pst2 (voir paragraphe
1.3.4, 1.3.5, 1.5.1). Nous presentons ici les traces de ces trois indices pour les trois methodes
de classification hierarchique que nous envisageons d'employer soit AVERAGE, WARD et
CENTROID telles qu'implantees dans Ie logiciel SAS sous 1'option CLUSTER. Pour la
classification non-hierarchique FASTCLUS, Ie calcul de 1'indice Pseudo t ne s'appliquant









25 30 Nombre de families
Figure 15. Indices statistiques pour la classification option FASTCLUS.
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10 15 20 25 30 Nombre de families
Figure 16. Indices statistiques pour la classification hierarchique option AVERAGE.


















10 15 20 25 30 Nombre de families
Figure 17. Indices statistiques pour la classification hierarchique option WARD.
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Les indices statistiques presentent un accord quant au choix de 5 families puisque nous
observons un pic pour la valeur de CCC et pseudo F correspondant a 5 families associe a un
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Figure 18. Indices statistiques pour la classification hierarchique option CENTROID.
Les indices statistiques montrent un accord pour Ie choix de 4 ou 6 families dans
1'echantillon.
Nous constatons a 1'examen de ces courbes que les indices statistiques peuvent etre delicats
a interpreter c'est pourquoi il est judicieux de les examiner pour differentes methodes de
classification ce qui permet de degager un consensus pour differentes methodes. Nous
constatons qu'ici, il y a un accord pour les methodes AVERAGE et WARD pour 5 families.
Pour la methode CENTROID en revanche, nous avons la possibilite de 4 ou 6 families. Nous
decidons de faire une classification avec 5 families finales, meme pour la methode
CENTROID et de comparer ensuite les resultats.
2.2.3.2 Classification de 1'echantillon en families
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2.2.3.2.1 Methode
Nous avons choisi d'utiliser concurremment une methode de classification non-hierarchique
(option FASTCLUS du logiciel SAS) et trois methodes de classification ascendante
hierarchique (methodes AVERAGE, WARD et CENTROID de 1'option CLUSTER du logiciel
SAS), ces demises etant biaisees de differentes fa9ons. La methode AVERAGE tend a
fusionner les classes possedant de faibles variances et produit des classes de meme variance.
La methode WARD fusionne les classes possedant Ie meme nombre d'observations et produit
des classes ay ant a peu pres Ie meme nombre d'observations. La methode CENTROID est
moins performante que les deux precedentes. Nous 1'avons neanmoins utilisee car elle est
moins sensible aux individus isoles ou "outliers" c'est a dire des individus dont les
caracteristiques sont tres differentes des tendances generales de 1'echantillon. L'echantillon a
class ifier est constitue par 2000 conformeres caracterises par leurs coordonnees dans 1'espace
des 7 premieres composantes principales. Nous rappelons que les vanables pour la
classification se doi vent d'etre non-correlees. Le choix des variables composantes principales
permet de remplir cette condition puisqu'elles sont lineairement independantes par
construction, ce qui n'est pas Ie cas des variables distances.
2.2.3.2.2 Resultats
Les resultats obtenus pour les quatre methodes doivent etre valides mathematiquement et
chimiquement. Pour montrer que ces methodes sont capables de constituer des families
d'individus a 1'interieur de notre echantillon, nous presentons la projection des individus dans
1'espace des variables canoniques. Les individus doivent etre regroupes en autant de nuages
distincts qu'il existe de families a 1'interieur de 1'echantillon. Pour montrer que les individus
classes dans une meme famille presentent des caracteristiques conformationnelles identiques,
nous utilisons les descripteurs habituels aux molecules peptidiques soit 1'etude des codes
conformationnels de chaque residu et la presentation de superpositions graphiques des
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rojection des individus reperes par Ie num
ero de leur fam



























































TTTTTTT TTTTT T T
IT TT TTTTT TIT T TIT TT








T IT T I I
T T
IT T T
TT TTTTTT TTT TIT TTTTTTT T TTTITTTTTTTTTTTTX
T TT TTTTTTIT TTTTTT TT TTT TTTTTTT I T
TT T TTTT TTTTTTT TTTTTT TTTTTTTTT T IT TTTTTTT T
I T I TT TTTTTTTTTT: TTTTTT TTTTTTTTTT TTTTT T X T






T TTTnTTTTITTTTTTT TTTTTT TTTT TTTTT TTTTIT TTTT TTTT T IT
IT I TTTTTTTT T I IT IT TT T TTTTTTTTT TT TTTT T TTTT
I IT IT IT T TTT TTTTT TT T I TTT TIT I T T IT
TTT TIT TTTT TIT I I TT T TT Till TT IT T I 1
T T IT TT TTTTT T TTTTT T T TTT TT TT I




T T I IT T I I T
T T I TTT T
T T IT TT
IT IT TTT T T TT TT T TTT TT
I T TTTTEE TT TT I
T ET IT ET IT IT T
I E IT I TTTTTT I
EE E T E T E T TTT 1
T TTT TTTT TT EE
E TIE
EEEE TE
E I E I E EEE ZE
E E EE EC
I Z
E













IT E ZZ Z ;
E E Z TZ E
; E EE EEE EE E E E
E Z E Z CZ ZEEE
E ZEEE Z Z E Z
ZZ E E E EETEEZZ E
ZZZ EEE E EEZ EEEZ I
: Z Z EZ Z EEC EEEE EE EEE
Z EEEZSZEE EEZZEEEZEEEZ EE E
Z EEC E E ZZE E EEEEE E Z










































3 .2 (D '-S
cd



























individus dans chaque famille. Les figures precedentes de 19 a 30 presentent la projection
des individus dans les trois premieres variables canonique (sur 7 variables canoniques au
total) pour chacune des methodes de classification utilisees. Nous constatons sur ces
graphiques que les families trouvees par les quatre methodes de classification apparaissent
bien separees lorsqu'elles sont projetees dans 1'espace des variables canoniques. La meilleure
separation est obtenue par la projection sur les vadables canoniques #1 et #2 (CAN 1 et
CAN2), la seconde meilleure representation en projetant sur CAN1 et CANS, et la troisieme
meilleure representation des families est obtenue en projetant les individus sur CAN2 et
CANS. Les methodes AVERAGE (Figure 22, 23 et 24) et WARD (Figure 25, 26 et 27)sont
particulierement performantes puisque nous observons des nuages d'individus distincts pour
chaque famille. Les methodes FASTCLUS (Figure 19, 20 et 21) et CENTROID (Figure 28,
29 et 30) separent un peu moins bien les 5 families ce qui apparalt sur les figures par un
melange d'individus appartenant a differentes families et ce plus particulierement a la
peripherie des nuages d'individus. II faut neanmoins noter que nous projetons ici des nuages
de points dans deux dimensions alors qu'ils sont en realite places dans un hyperespace a 7
dimensions. Cela entrame des deformations et superpositions eventuelles des nuages de points,
c'est pourquoi certaines families peuvent apparaTtre imbriquees selon les axes de projection
choisis, alors qu'elles ne Ie sont pas en realite.
Apres avoir classe nos individus en famille, nous avons recherche les caracteristiques
conformationnelles initiales de ces individus c'est a dire 1'energie conformationnelle, les angles
de torsion et les codes conformationnels correspondants (voir description des codes
conformationnels page 31). Nous presentons ces donnees pour les 10 premiers individus de
chaque famille pour les quatre methodes de classification dans les tableaux suivants. Nous
presentons egalement les moyennes des distances calculees pour chaque famille. Nous
pourrons ainsi correler les observations sur les codes conformationnels avec les distances
caracteristiques dans chaque famille.
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Tableau 7. Caracteristiques conformationnelles des 10 premiers individus des 5
families trouvees par la methode FASTCLUS. Energies en kcal/mol.






























































































































































































































































































































































































































































































































Tableau 8. Statistiques elementaires sur les 18 distances a 1'interieur de chaque famille
pour la classification par la methode hierarchique FASTCLUS.
Dl 555 2.81 0.17 2.62 1.12
D« 555 3.JO 0.45 2.67 4.31
OS 555 5.39 0.80 3.2B .. 6.92
06 555 7.31 1.23 3.8< 10.35.
D8 555 4.69 0.40 2.36 5.14
D9 555 7.23 0.81 4.09 B.66
DIO 555 6.13 1.13 3.56 8.70
OH 555 3.93 0.81 2.48 5.11'
013 S55 9.08 1.37 3.84 11.28
D16 5S5 7,94 2.32 3.80 12.08
D17 655 8.17 I.93 3.53 12.22
Dl 230 3.59- 0.1-, 2.65 3.65
D4 230 4.02 0.15 2.76 4.26.
D5 230 6.54 0.50 4.65 7.46.
06 230 8.32 1.34 5.36 10.79
D8 230 3,97- 0.68 2.36 5.00
09 230 5.87 1.46 2.88 8.57
D10 230 8.39 1.12 5.25 10.07
Dll 230 3.91 0.83 2.47 5.00
D13 230 10.22 0.86 6.58 11.36
D16 230 7.30 1.88. 3.81 11.58
D17 230 10.25 1.75 5.73 13.27
Dl 473 3.05 0.38' 2.62' 3.65
D4 473 3.46 0.46 2.67 4.34
D5 473 4.04 0.66 3.18', 6.31
D6 473 5.02 l.Jl. 2.71 7.83
08 473 3.39 0.60. 2.36 4.97
D9 «73 5.09 1.22 2.60 7.77
DIO 473 7.21 0.91 4.08 8.75
Dll 473 3.80 0.79 2.47 5.05
DL3 473 9.49 1.39 6.06' 11.53
D16 473 9.53 1.70 4.01 12.18
D17 t73 6.72. 1.45. 2.87 9.72
01 204 3.59 0.10 2.91 3.65
D4 204 3.95 0.16 .1.20 4.28
D5 204 6.89 0.47 4.97 7.51
06 204 9.02 0.90 6.75 10.96
D8 204 4.66 0.39 2.87 5.05
D9 204 6.95 0.89 4.JO 8.62
D10 204 9.21 0.57 7.85 10.12
Dll 204 3.84 0.84. 2.50 5.02
D13 204 5.52 1.34 3.34 9.84.
D16 204 9.41. 1.91 4.49 12.15
D17 204 11.45 1.06 7.87 13.44
Dl 537 2.89 0.1.9 2.6; 3.64
D4 537 3.10 0.41 2.67 <.28
D5 537 5.78 0.61 3.86 6.90
D6 537 7.70 I.02 4.98 9.97
08 537 3.28 0.50 2.36 4.94
09 537 4.85. 1.25 2.58. 7.30
D10 537 7.85 0.99 4.42 9.27
Dll 537 3.69 0.78 2.47 5.02
013 537 7.26 1.93 3.51 10.38
D16 537 9.30 1.89 4.06 12.17
D17 537 10.06 1.21 5.90 12.44
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Dans chacune des cinq families trouvees par la methode FASTCLUS, nous pouvons decrire
a 1'aide des tableaux 7 (ou nous presentons les angles (]), \|/ et ^ de quelques molecules ainsi
que les codes conformationnels pour la chame pnncipale) et 8 (ou nous presentons la
moyenne de chaque distance caracteristique calculee sur 1'ensemble des conformations de la
famille) les particularites structurelles de chaque famille. Pour chacune des 5 families, nous
observons une caracteristique conformationnelle typique soil dans la premiere famille, les
sequences -CE- et -AE- soit un toumant y sur Ie residu Pro suivi d'un residu Tyr etendu. La
deuxieme famille presente les sequences -FE- et -FA- soit une conformation etendue pour les
residus centraux. Dans Ie cas de la troisieme famille, la sequence est -AA-, ce qui traduit la
presence d'un toumant P sur les residus centraux. La quatneme famille est caracterisee par
la sequence DFE- soit une molecule pour laquelle trois des quatre residus ont une
conformation etendue. La demiere famille est caracterisee par une sequence -CA- soit un
toumant 7 sur Ie residu Pro. L'examen de ces sequences caracteristiques montre que
1'organisation conformationnelle se fait autour des deux residus centraux soit Pro et Tyr en
particulier Ie residu Pro, contraint conformationnellement et qui induit les structures
particulieres en toumant P. Si nous regardons les moyennes de distances calculees a
1'interieur de chaque famille, nous pouvons recouper les observations stmcturales faites sur
les codes. En effet, dans la premiere famille caracterisee par un toumant y sur Ie residu Pro,
la distance correspondante D4 est courte (moyenne 3.30A) de meme pour la cinquieme
famille caracterisee par ce meme toumant et done cette meme courte distance (moyenne
3.10A). Ces deux families different par les moyennes des distances D8 et D9 qui indiquent
une conformation des residus Tyr et Ala final etendue dans la premiere famille (moyenne
4.70A et 7.23A) et repliee dans la cinquieme famille avec des moyennes de 3.28A et 4.85A.
Les families deux et quatre presentent une distance D5 longue ce qui traduit la conformation
etendue des residus Pro et Tyr. La quatrieme famille se distingue par la presence d'une
moyenne de distance courte pour D 13, ce qui traduit une interaction de la chame laterale de
la Tyr avec Ie premier residu Ala alors que dans toutes les autres families cette chame laterale
ne presente pas d'interaction avec la chame principale du peptide. De maniere generale, la
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quatrieme famille presente des moyennes elevees pour toutes ses autres distances ce qui
traduit une conformation tres etendue du peptide dans cette famille. La troisieme famille
presente une distance courte pour D5 ce qui traduit Ie toumant R sur les residus centraux Pro
et Tyr et toutes les autres distances, relativement courtes traduisent une structure plutot
compacte pour 1'ensemble de la molecule a 1'exception de la chame laterale du residu Tyr.
En observant les resultats obtenus pour les 5 families trouvees dans 1'echantillon par la
classification par 1'option AVERAGE presentes dans les tableaux 10 et 11, nous pouvons, de
la meme maniere que pour les resultats obtenus par 1'option FASTCLUS, retrouver les
caracteristiques stmcturelles propres a chaque famille. Nous constatons alors des
recoupements avec les resultats de 1'option FASTCLUS. En effet, les families obtenues sont
globalement les memes et done les caracteristiques stmcturales propres a chaque famille sont
decrites par les memes codes et les memes distances caracteristiques (voir description des 5
families page 73). La meme observation peut etre faite en ce qui conceme les resultats de
1'option WARD (tableaux 12 et 13), qui confirment la classification obtenue par les methodes
FASTCLUS et AVERAGE. La difference entre les resultats de la classification est Ie numero
attnbue a chaque famille done des families identiques conformationnellement peuvent etre
classees dans des families de numeros differents selon 1'option de classification utilisee c'est
pourquoi nous presentons Ie tableau 9 ou sont note les families identiques.
























Tableau 10. Caracteristiques conformationnelles des 10 premiers individus des 5
families trouvees par la methode AVERAGE. Energies en kcal/mol.






























































































































































































































































































































































































































































































































Tableau 11. Statistiques elementaires sur les 18 distances a 1'interieur de chaque famille































































































































































































Variable N • Mean Std D«v Mininun Haxlnua
01 188 3.59 0.08 3.05 3.65
D4 188 3.96 0.23' 3.15 <.3«
D5 188 «.S2 • 1,09 3.51 6.60
D6 188 5.41. 1.21 2.91 7.34
D8 198 3.08 0.38 2.36 4.08
D9 188 4.41 . 1.18 2.60 6.25
D10 188 7.54 0.78 5.94 9.09
Dll 188 3.53 0.72 2.47' 5.01
Dll 188 10.22 1.24' 6.34 11.53
D1S 188 9.32 1.67 3.99 11.96










































































Tableau 12. Caracteristiques conformationnelles des 10 premiers individus des 5
families trouvees par la methode WARD. Energies en kcal/mol.



























































































































































































































































































































































































































































































































Tableau 13. Statistiques elementaires sur les 18 distances a 1'interieur de chaque famille










































































































































































































































































































Quant aux resultats obtenus par 1'option de classification CENTROID, ils sont moins
concluants. En effet, si nous imposons un nombre de famille final de 5, Ie resultat de la
classification donne deux families qui ne contiennent chacune qu'un seul individu. Le choix
de 4 families finales pourtant propose par 1'etude des indices statistiques Pseudo F et Pseudo
t conduit a un resultat similaire c-a-d qu'une famille sur les quatre contient un seul individu.
C'est pourquoi nous presentons les resultats pour les trois families reellement trouvees par
cette option de classification dans les tableaux 14 et 15.
Tableau 14. Caracteristiques conformationnelles des 10 premiers individus des 5
families trouvees par la methode CENTROID. Energies en kcal/mol.





























































































































































































































































































































































































































































































































Tableau 15. Statistiques elementaires sur les 18 distances a 1'interieur de chaque famille
pour la classification par la methode non-hierarchique CENTROID.
Variable N Mean Std Dev Minimum Haximun
Dl 1632 2.93 0.30 2.62 J.65
D4 1632 3.31 0.48. 2.67 4.34
D5 1632 5.16 1.02 3.18 6.92
D6 1632 6.77 1.65 2.71 10.3S
08 1632 3.80' 0.81 2.J6 5.14
D9 1632 5.71 1.57 2.58 8.66.
D10 1632 7.09 1.25 3.56 9.51
Dll 1632 3.80 0.80 2.47 5.11.
D13 1632 8.62 1.87 3.51 11.53
D16 1632 8.86 2.12 3.80 12.18
017 1632 8.41 2.05 2.67 12.44
CLUSTER'2
Variable N Mean Std Dav fUnimun Haxinun
Dl 9< 3.59 0.05. 3.37 3.65
D4 94 3.88 0.19 3.26 4.U
D5 94 6.87 0.50 5.5< 7.51
D6 94 9.1.S 0.85 6.75 10.96
D8 94 4.67 0.35 3.76 5.00
09 94 6.95 0.99 4.67 a.50
D10 94 9.21 0.52 7.96- 10.0.)
Dll 94 3.77 0.88 2.50 5.01
D1J 94 4.21 0.65 3.34 6.«6
016 94 11.00 0.69 9.S5 12.15



































































En observant les premiers individus places respectivement dans les families 2 et 3, pour la
classification par 1'option CENTROID, la discrimination entre les stmctures caracteristiques
pour ces deux families n'apparalt pas evidente. En effet, les codes conformationnels des 10
premiers individus, presentes dans Ie tableau 14 sont peu differents. En revanche, 1'examen
des moyennes de distances par famille presentees dans Ie tableau 15 permet de constater que
ces families se distinguent par les interactions entre la chame laterale de Tyr et la chame
principale du peptide. II est done normal que cette caracteristique n'apparaisse pas a 1'etude
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des codes conformationnels puisque ces demiers codent uniquement la stmcture de la chame
principale du peptide. Pour la deuxieme famille, la chame laterale est repliee sur Ie debut de
la chame principale du peptide c'est ^ dire Ie residu Ala (distance D 13 courte: moyenne de
4.22A et D 16 longue: moyenne de ll.OOA) alors que pour la famille trois, c'est 1'inverse: la
distance D 16 est courte (moyenne de 7.36A) par rapport a la distance D 13 longue (dans une
moindre mesure: moyenne 8.95A) indique un repliement de la chame laterale du peptide sur
la fin de la chame principale du peptide c'est a dire Ie residu terminal Ala.
Nous presentons maintenant les resultats graphiques: nous avons superpose les 10 premiers
individus de chaque famille pour la classification par 1'option WARD. Sur chaque
superposition, nous voyons apparaTtre les elements stmcturaux caracteristiques de chaque
famille.
Figure 31. Superposition des 10 premiers individus de la famille #1 pour la classification
par 1'option WARD.
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Figure 32. Superposition des 10 premiers individus de la famille #2 pour la classification
par 1'option WARD.
Figure 33. Superposition des 10 premiers individus de la famille #3 pour la classification
par 1'option WARD.
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Figure 34. Superposition des 10 premiers individus de la famille #4 pour la classification
par 1'option WARD.
Figure 35. Superposition des 10 premiers individus de la famille #5 pour la classification
par 1'option WARD.
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2.2.3.2.3 Conclusion sur la classification
Nous desirions savoir si les methodes de classification etaient capables de trier correctement
un echantillon de conformation et determiner ainsi les methodes les plus utiles a cette fin.
Globalement, Ie resultat est utilisable: les families trouvees par la classification ont un sens
au point de vue structural et Ie temps de CPU exige par cette classification est raisonnable
ce qui permet d'essayer plusieurs options et differents niveaux de classement. L'etape la plus
longue est de definir les caracteristiques structurales qui permettent de faire Ie lien individu
mathematique/molecule (moyennes de distances, superpositions graphiques, codes
conformationnels).
Neanmoins, nous avons rencontre un certain nombre de difficultes inherentes aux methodes
de classification. Dans 1'interpretation des indices statistiques qui ne proposent pas Ie meme
choix pour Ie nombre de families selon les options de classification. De plus, ainsi que nous
1'avons constate pour 1'option CENTROH), Ie nombre de famille trouve par les indices
statistiques ne cadre pas forcement avec Ie resultat de la classification subsequente.
Tel que prevu par la theorie, les performances des differentes methodes sont inegales mats
consistantes en ce qui conceme les resultats. Pour les methodes hierarchiques, tel que prevu,
1'option CENTROID est moins performante que les options WARD et AVERAGE puisqu'elle
ne decouvre que 3 families dans notre echantillon. Les autres methodes decouvrent
sensiblement les memes families mais avec un nombre d'individus affecte a chaque famille
qui differe selon la methode. Cela montre 1'importance d'utiliser conjointement plusieurs
methodes de classification.
Les moyennes des distances a 1'interieur de chaque famille conduisent ^ deux observations:
les resultats de la classification dependent etroitement du choix de ces distances. Nous avons
rejete au depart les distances pour lesquelles nous n'avons observe aucune valeur compatible
avec 1'exlstence d'une liaison hydrogene. Neanmoins, certaines de nos families sont
84
constituees par des conformations majoritairement etendues. Ces families sont celles pour
lesquelles les structures sont les plus difficiles a decrire, du peut-etre a 1'absence de distances
adequates tel que par exemple D2 qui pourrait caracteriser la famille 4 trouvee lors de la
classification par FASTCLUS. L'elimination de trap nombreuses distances pourrait done etre
un handicap pour la classification de 1'echantillon, d'autant plus que 1'augmentation du temps
de calcul sera imperceptible dans la phase ACP. D'autre part, les frontieres entre les families
sont floues ce qui se traduit par un nombre d'individus different affecte a chaque famille par
les differentes options. Plus nous avons de variables pour la classification (7 c.p.) et plus Ie
probleme de determiner les frontieres reelles entre chaque famille sera grand. Neanmoins,
reduire Ie nombre de distances initiales n'est pas une solution interessante. Nous avons en
effet determine par des etudes prealables qu'il existe un nombre de variables minimal pour
decrire une population. Pour eclaircir ce point, nous avons fait plusieurs ACP successives en
reduisant Ie nombre de distances initiales tout en prenant soin d'eliminer celles qui avaient
les coefficients de correlation les plus eleves avec celles que nous conservions. Nous avons
observe que si nous reduisons Ie nombre de distances initiales, Ie nombre de composantes
principales qui permet de conser/er 90% de la variation totale de 1'echantillon n'est pas reduit.
De plus, si nous reduisons Ie nombre de distances initiales, nous pouvons perdre une partie
de 1'information sur les conformeres. Nous avons done observe que Ie nombre de composantes
pnncipales depend de la complexite intrinseque de 1'echantillon et non du nombre de distances
initiates.
En conclusion, suite a cette etude, nous preconisons de ne pas reduire d'emblee Ie nombre de
variables initiales pour 1'analyse de donnees. En revanche, il est necessaire de reduire Ie
nombre de variables composantes principales utilisees pour la classification subsequente
puisque Ie temps de classification augmente de maniere drastique avec Ie nombre de variables.
Neanmoins, il n'est pas possible de reduire Ie nombre de composantes principales sous un
certain seuil puisque ce nombre depend de la complexite de 1'echantillon. Ce travail a ete
public dans (61 ).
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CHAPITRE 3
APPLICATION AUX PEPTIDES INHIBITEURS DE LA CHOLECYSTOKININE
3.1 Introduction
La cholecystokinine est une hormone presente dans Ie systeme gastro-intestinal ainsi que dans
Ie systeme nep/eux central communement note CNS. Elle agit sur les secretions pancreatiques,
la vesicule biliaire, la mobilite des intestins, la satiete, dans Ie CNS, les fragments CCK
controlent les reponses endocrines, moteurs et comportementales en agissant sur diverses
fonctions telles que la croissance, la reproduction, la digestion, Ie metabolisme et la
dynamique du systeme cardio-vasculaire. Une attention toute particuliere est devolue a cette
hormone ainsi que tous les fragments derives depuis de nombreuses annees specialement de
la part des biologistes et des pharmacologues et de nombreuses revues ont ete publiees aussi
bien sur Ie role, la degradation, Ie repartition de CCK dans Ie CNS (62 ), que sur la chimie
de la molecule, son role en tant qu'hormone et neurotransmetteur, son evolution (63 , 64 , 65 ,
66 , 67 ). Cet interet pour CCK n'est pas etonnant lorsqu'on salt que CCK constitue Ie
neuropeptide Ie plus abondant dans Ie CNS. De plus, les roles multiples remplis par CCK
ainsi que les differents recepteurs connus pour cette molecule justifient 1'abondante litterature
a ce sujet. En revanche, si Ie cote biologique et pharmacologique est relativement bien connu,
Ie mecanisme d'action et les structures actives des fragments derives de CCK et, a plus forte
raison, les caracteristiques structurales des differents recepteurs sont mains etudies et n'ont
regu de 1'attention que recemment avec 1'utilisation croissante des techniques QSAR
(Quantitative Structure Activity Relationships).
3.1.1 Interet biologique
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L'hormone cholecystokinine contenant initialement 95 residus d'acides amines est convertie
en fragments plus courts: CCK-58, -39, -33, -8, -7, -5 et -4. II a ete demontre que CCK est
synthetisee dans Ie cerveau et ensuite convertie par un enzyme en fragments plus courts. Les
CCK-8 et -7 sont en partie sulfatees ce qui augmente leur resistance envers la degradation
enzymatique par les aminopeptidase. Les fragments courts de CCK apparaissent en quantite
plus ou moins elevee dans les differentes zones du cerveau. On retrouve Ie fragment CCK-5,
sujet de notre etude en quantite particulierement importante dans Ie cortex cerebral, siege de
la mediation des processus sensoriels, moteurs et associatifs (68 ).
Lorsqu'on parle de 1'activite biologique des molecules, il faut definir certains termes
couramment utilise tels qu'agoniste, antagoniste et recepteur. Le recepteur est la structure
endogene qui "reconnait" la molecule active ce qui permet 1'expression du role de la molecule.
Les parties de la molecule active qui sont specifiquement reconnues par Ie recepteur et
necessaires a 1'expression de sa fonction sont appelees pharmacophores. Un agoniste est une
molecule qui est capable de se lier au meme recepteur que la molecule active et provoque la
meme reponse biologique. Un antagoniste est une molecule capable egalement de se lier au
meme recepteur que la molecule active mais qui, cette fois, inhibe la reponse biologique en
bloquant Ie site de reconnaissance du recepteur. On parlera d'activite pour definir la quantite
de substance (molecule active, agoniste ou antagoniste) necessaire a 1'expression ou a
1'inhibition de la reponse biologique. On peut ainsi classer les molecules par leur qualite
agoniste ou antagoniste envers un recepteur particulier.
Dans Ie cas de CCK, de nombreuses etudes pharmacologiques ont conduit au developpement
d'agonistes et d'antagonistes puissants. Les caracteristiques structurales des recepteurs sont
aussi progressivement mieux connues a mesure que 1'on etudie la structure des agonistes,
antagonistes et fragments CCK actifs. Ces etudes ont conduit a distinguer au moins trois types
de recepteurs pour les fragments CCK: Ie recepteur CCK-A appele recepteur peripherique et
present dans Ie pancreas, les intestins et Ie colon ainsi qu'en petite quantite en des regions tres
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localisees du cerveau (region du cerveau avec une barriere sang/cerveau relativement
poreuse); Ie recepteur CCK-B present avec une large repartition dans Ie cerveau et
impermeable aux fragments CCK et analogues ou antagonistes circulant peripheriquement;
Ie recepteur stomacal note "type-gastrine". Ces recepteurs sont de nature peptidique. Les
molecules presentent tantot une selectivite a CCK-A ou CCK-B c'est a dire qu'une molecule
reconnue par 1'un des recepteurs n'aura peu ou pas d'activite sur 1'autre tantot aucune
selectivite c-a-d qu'elle peut etre reconnue par n'importe quel recepteur. On note une affinite
elevee de CCK-B pour les formes non-sulfatees alors que CCK-A reconnait specifiquement
les formes sulfatees (69 ). Quant au recepteur "type-gastnne", les molecules reconnues par
ce recepteur Ie sont aussi par CCK-B in vitro (70 ) ce qui suggere une relation stmcturale
etroite entre les recepteurs CCK-B et "type-gastrine", la distinction etant faite in vivo par la
localisation dans Ie CNS pour Ie premier et dans I'estomac pour 1c second. L'antagoniste Ie
plus puissant est un compose de la famille des benzodiazepines appele mk-329 ou L-364,718.
L'activite de cet antagoniste est comparable a celle du peptide naturel CCK-8 (71 ). La
structure par diffraction de rayons X de ce compose a ete resolue (72 ). Ce compose est
selectif au recepteur CCK-A, ce qui signifie qu'il est specifiquement reconnu par ce recepteur,
et presente des similarites conformationnelles avec Ie fragment CCK-4 (73 ) dont la structure
par diffraction de rayons X montre une conformation etendue (72, 75). Cinq families
importantes de composes chimiques ont seryis de base pour produire des antagonistes de
CCK-B: les benzodiazepines, les pyrazolidinones, les quinazolinones (70), les peptoides et les
amides a-amino acides (74 ). Parmi ces families, il est interessant de constater qu'un
antagoniste selectif a CCK-B et au "type-gastrine" est Ie stereo-isomere R de mk-329 que 1'on
note L-365-260 (71). Les agonistes selectifs a CCK-B sont de nature peptidique. L'un est
appele BC264 soit 1'enchamement (Boc-Tyr(S03H)-gNle-mGly-Trp-(NMe)Nle-Asp-Phe-NH2)
est tres actif et 1'autre, note BDNL, est simplement un derive de CCK-7: (Boc diNle CCK-7).
Ces agonistes provoquent les memes reponses que Ie peptide naturel (75 ).
3.1.2 Interet structural
Nous savons que Ie fragment CCK-5: Gly-Trp-Met-Asp-Phe-NH2 est present en quantite
importante dans certaines parties du cerveau. De par sa localisation, il doit done etre un
agoniste du recepteur CCK-B. Neanmoins, les fragments peptidiques etant extremement
flexibles, les etudes de stmctures ay ant une activite sur les recepteurs ont surtout porte sur
des molecules non-peptidiques plus rigides et done plus faciles a etudier. Le plus petit
fragment necessaire ^ 1'activite est CCK-4 dont la structure par diffraction de rayons X est
connue (72, 75) :
Figure 36. Stmcture de CCK-4 obtenue par diffraction de rayons X (2 molecules
peptidiques de conformations differentes par unite assymetrique).
et qui presente une structure etendue. Ce peptide est actif sur les recepteurs CCK-A. Quant
a CCK-5,11 est connu que ce peptide adopte une structure repliee meme en solution (76 ,77 )
ce qui en fait un candidat ideal pour une etude par modelisation moleculaire ou les
conformations de la molecule sont calculees dans Ie vide ce qui favorise les stmctures
repliees. De plus, cette caracteristique conformationnelle distingue ce peptide de la structure
de CCK-4 et laisse supposer un mode de liaison avec Ie ou les recepteurs eventuels different
pour ces deux fragments et done une action differente. Cette observation renforce 1'hypothese
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que CCK-5 se lie a CCK-B plutot qu'a CCK-A. En etudiant ce peptide, nous avons plusieurs
objectifs. Nous desirons bien entendu explorer 1'espace conformationnel de la molecule. Celle-
ci etant complexe, avec des chames laterales particulierement encombrantes conduisant ^ des
interactions possibles interessantes a etudier comme les interactions entre les cycles
aromatiques et les interactions entre Ie soufre et les autres parties de la molecule. Nous
pourrons tester 1'applicabilite des methodes d'analyse de donnees au tri d'un echantillon
complexe et de grande taille. Nous avons choisi d'etudier en parallele la population de
1'isomere D-Trp de CCK-5 ce demier etant quasiment inactif biologiquement. Nous pourrons
ainsi determiner les caractenstiques conformationnelles necessaires a 1'activite. Ces deux
isomeres etant designes ordinairement sous Ie nom de glmap (initiale des residus qui Ie
composent soit gly, 1-tryptophane, methionine, acide aspartique, phenylalanine) et gdmap (ou
Ie tryptophane est remplace par son isomere d) dans la litterature, cette designation sera
conservee dans la suite du travail. De plus, connaissant quelques unes des caracteristiques
conformationnelles des recepteurs, nous desirons utiliser les methodes d'analyse de donnees
pour trier 1'echantillon en ayant des contraintes ce qui permettra de voir si et dans quelle
mesure ce peptide rencontre les specificites conformationnelles des recepteurs.
3.2 Analyse de donnees
3.2.1 Population
La population initialement generee par Ie programme PEPSEA comportait 20000 conformeres
dont 15877 ont converge vers un minimum inferieur a lOOkcal/mol. Les variables decnvant
les conformeres sont tous les angles (|), ^ et co de la molecule soit 21 angles de torsion
variables. Generer un echantillon representatif pour une telle molecule pose Ie probleme de
la taille de 1'echantillon. Nous savons que lorsque la taille de 1'echantillon de n conformeres
tend vers la taille N de la population, la moyenne et 1'ecart-type de 1'echantillon tendent
respectivement vers la moyenne et 1'ecart-type de la population. Nous avons trace moyenne
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et ecart-type en fonction de la taille croissante de I'echantillon:
Moyenne en fct de la taille de I'ech.
200 400 600 800 1000
Nbre de conformeres
Ecart-type en fct de la taille de l'6ch,
200 400 600 800
Nbre de conformeres
1000
Figure 37. Moyenne et ecart-type de 1'echantillon en fonction du nombre d'individus.
Nous constatons qu'a partir de 1000 individus, la moyenne et 1'ecart-type tendent vers une
valeur constante. La moyenne et 1'ecart-type de I'echantillon total de 15877 conformeres etant
respectivement de -6.09 kcal/mol et 10.73 kcal/mol en valeur non relative par rapport au
minimum global. Si nous utilisons Ie critere de la stabllite de la moyenne et de 1'ecart-type,
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nous constatons qu'un echantillon de 1000 conformeres suffit pour representer statistiquement
la population totale.
Or nous savons par ailleurs qu'un echantillon statistiquement representatif doit comporter 2
a 3% du nombre d'individus de la population. Cela represente dans notre cas un echantillon
enorme et tres superieur a 1000 conformeres. Comment dans ce cas decider de la taille
t>
correcte de 1'echantillon? Nous avons decide de generer un echantillon assez grand pour que
nous puissions obtenir des "repliquants" c'est a dire des individus identiques. Cela nous
indique que nous avons echantillonne la surface d'energie correctement et meme a plusieurs
reprises. De plus, une etude precedente de cette molecule (78 ) effectuee a partir d'un
echantillon de 10000 conformeres avait conclu a une insuffisance possible de la taille de
1'echantillon. Nous conservons un echantillon de 15000 conformeres pour 1'analyse
subsequente, reparti entre -Sl.llkcal/mol et 13.09kcal/mol.
L'analogue D-Trp du peptide est etudie en parallele. Nous avons done genere une population
de 20000 conformeres avec les memes angles variables. Les distance definissant cet analogue
sont done identiques puisque la seule difference est 1'orientation de la chame laterale du
tryptophane. Nous conservons finalement un echantillon de 15000 minima metastables repartit
entre -33.584 et 13.537kcal/mol.
3.2.2 Changement de variables
Pour traduire toutes les caracteristiques conformationnelles de cette molecule, nous utilisons
un ensemble de distances inter-atomiques comportant deux types de distances: celles decrivant
la chame principale du peptide et celle decrivant les interactions entre les chames laterales.
La molecule numerotee est presentee sur la figure suivante et les distances sont decrites dans
Ie tableau 16.
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c.l. Tq)- c.I. Met
c.I. Tip- c.1. Asp
c.l. Trp- c.I Phc
c.l. Tn>- c.I. Met
c.I. Tip- c.I. Asp
c.l. Tqi-c.l. Phe
c.l. Tqi- c.l. Met
c.l. Trp- c.I. Met
c.I. Tq)- c.l. Asp
c.I. Tqi- c.l. Asp
c.l. Tip- c.l. Phc
c.l. Tqi- c.I. Phe
c.l. Met- c.I. Asp
c.l. Met- c.l. Asp :. ~
c.I. Met- c.l. Phe
c.l. Met- c.l. Fhe
c.l. Met- c.l. Asp
c.I. Met- c.l. Asp
c.l. Met- c.I. Phe
c.l. Met- c.I. Phe
c.l. Asp- c.I. Phe
c.l. Asp- c.I. Fhe
c.l. Asp- c.l. Phe
c.l. A.ip- c.l. Phe
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Figure 38. Schema de la molecule CCK-5.
Suite aux conclusions du chapitre 3, nous avons propose qu'une demarche correcte ne
necessite pas 1'elimination de distances sur la base des longueurs de lien H. Nous conservons
pour 1'analyse en composantes principales les 44 distances retenues au depart pour lesquelles
nous obtenons les statistiques elementaires suivantes presentees dans Ie tableau suivant.
Si nous comparons les ecarts-type mesures sur ces distances avec ceux obtenus pour la
molecule d'APYA, nous constatons qu'ils traduisent une distribution des distances beaucoup
plus large, indice d'une plus grande diversite conformationnelle.
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Les distances pour 1'analogue D-Trp du peptide sont definies par les memes atomes que pour
Ie peptide de base et nous obtenons les statistiques elementaires suivantes calculees sur la
population de 1'analogue D-Trp:
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3.2.3 Analyse en composantes principales
3.2.3.1 Analyse de glmap
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Dans un premier temps, les correlations entre chacune des 44 distances sent calculees. La
matrice des correlations obtenue est alors diagonalisee, conduisant aux valeurs propres et aux
vecteurs propres correspondants. Les nouvelles variables composantes principales sont
constmites par combinaison lineaire des variables distances initiales. L'ACP pour cette
molecule prend quelques minutes de CPU. La matrice des correlations ainsi que les valeurs
et les vecteurs propres correspondants sont presentes en annexe A.
La matrice des correlations montre un fait interessant: nous n'observons pas de correlations
importantes (a partir de .7 de coefficient de correlation) entre les distances decrivant la chame
principale (les 20 premieres) et les distances decrivant la chame laterale (les 24 suivantes).
En revanche, entre distances de meme type, des correlations importantes apparaissent. De plus
les distances D32 et D37 ne sont correlees, de maniere significative, avec aucune autre. D32
est la distance entre la chame laterale du Trp et celle de la Phe et D37, la distance entre la
chaTne laterale de la Met et celle de 1'Asp.
L'examen des valeurs propres associees a chaque composante principale donne Ie pourcentage
de variance associe a chaque composante principale soit une mesure de la representativite de
cette demiere. La premiere composante principale porte 16.40% de 1'infonnation initialement
contenue dans les 44 distances initiales. Pour conserver 90% de 1'information initiale, nous
devons conserver 15 composantes principales. Ces 15 premieres composantes principales
seront utilisees comme variables pour 1'analyse de regroupement.
Les vecteurs propres sont les coefficients de combinaison lineaire qui permettent de constmire
les composantes principales a partir des distances initiales. Les distances dont Ie coefficient
de combinaison lineaire sera Ie plus important seront celles qui decriront Ie mieux
1'echantillon de conformeres specialement dans la constmcdon des premieres composantes
principales. La premiere composante principale est constituee en majorite de distances
relatives aux chames laterales de la molecule. Les distances D28 (c.l. Trp- c.l. Met), D43 (c.l.
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Asp- c.l. Phe) et D44 (c.l. Asp- c.l. Phe) ont les coefficients les plus eleves. La deuxieme
composante principale en revanche est constmite majoritairement par les distances relatives
a la chatne principale avec une grande participation des distances D3 (C^ sur Trp-Met-Asp),
D6 (Cio sur Met-Asp), Dll (Cg sur Met-Trp) et D12 (Cn sur Met-Trp-Gly). Ces distances
traduisent une organisation de la chame principale autour des residus initiaux du peptide sans
participation de la chame laterale de la Phe. La troisieme composante principale est constituee
majoritairement par les distances D21, D22, D23, D24 qui decrivent toutes les interactions
de 1'azote de la chame laterale du residu Trp avec les chames laterales des autres residus du
peptide. La quatrieme composante principale decrit les interactions sur la chame principale
impliquant surtout les residus Asp et Phe (distances D 14 a D20). La cinquieme composante
principale est composee surtout des distances D4, D7 et D8 qui traduisent 1'organisation a
longue distance du peptide puisqu'elles representent respectivement les pseudo-cycles a 16
membres sur Trp-Met-Asp-Phe, a 13 membres sur Met-Asp-Phe et a 8 membres sur Trp-Gly.
La sixieme composante principale est composee de distances impliquant les deux types
d'interactions: D13,D14,D17etD18 pour la chame principale et D21 a D24 pour les chames
laterales c'est a dire les residus Phe, Asp et Met et leurs chalnes laterales respectives.
Neanmoins, aucun des coefficients de combinaison lineaire pour ces distances n'est tres eleve
et par consequent, aucune distance n'est preponderante. De maniere generale, les composantes
principales sont constituees de distances soit decrivant la chame principale, soit decrivant les
chames laterales mais pas les deux a la fois, excepte pour la sixieme composante principale.
Sur les 15 composantes principales conservees pour 1'analyse de regroupement, cinq decrivent
la chame principale (cp2, cp4, cp5, cp8, cpl5) et neuf les chames laterales (cpl, cp3, cp7,
cp9, cplO,cpll,cpl2,cpl3, cpl4). Si on additionne Ie pourcentage de variance de chaque
composante principale pour chaque type d'information, on obtient que 34.48% de 1'information
est reliee a la chame principale pour 5 composantes pnncipales et 48.59% de I'information
est reliee aux chames laterales pour 9 composantes principales sur un total de 83.07%
d'information (soit la somme des quinze premieres composantes principales dont on retire la
variance de la sixieme composante principale qui decrit les deux types d'interaction). En
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conclusion, on montre ici que la diversite conformationnelle du peptide est due, en grande
partie, a la presence des chames laterales du peptide occasionnant de nombreuses possibilites
d'interactions. De plus, ainsi que tend a la prouver 1'etude des correlations entre les distances,
les caracteristiques conformationnelles de la chame principale seraient independantes de celles
de la chaine laterale.
3.2.3.2 Population de gdmap
L'examen de la matrice des correlations entrame les meme observations que pour glmap. En
effet, il n'y a pas de correlation significative entre les distances decrivant la chame principale
et celles decrivant les chames laterales. De plus, la distance D8 correspondant ^ 1'interaction
Cg Trp-Gly n'est correlee avec aucune autre distance alors qu'elle 1'etait de maniere importante
avec D7 (C 13 Met-Asp-Phe) pour glmap.
L'examen des valeurs propres foumit Ie pourcentage de variance associe a chaque composante
pdncipale. Pour 15 composantes principales, nous avons 89.91% d'information qui est la
valeur la plus proche des 90.06% d'information que nous avons conserve pour gdmap.
Les vecteurs propres sont les coefficients de combinaison lineaire des distances dans les
composantes principales. La encore, nous constatons que les composantes principales sont
majoritairement construites a partir des distances decrivant la chame principale ou a partir des
distances decrivant la chame laterale excepte pour la sixieme composante principale construite
a partir des deux types de distances comme pour glmap. Neanmoins apparaissent ici des
differences entre les deux populations: la premiere composante principale pour gdmap, c-a-d
la plus importante en terme de representativite, est constmite par les distances reliees a la
chaine principale: D4, D 19 et D20, les deux dernieres distances etant assez peu importantes
dans la description de gdmap (elles n'apparaissent pas de maniere significative dans la
construction des 15 premieres composantes principales). La deuxieme composante principale
est reliee aux distances des chames laterales: D23, D26, D31, D32 les deux demieres n'etant
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pas, encore une fois, des distances essentielles a la description de glmap. La troisieme
composante principale est constituee par les distance D41, D42, D43, D44 deprivant toutes
les interactions de la chame laterale de 1'Asp avec la chame laterale de la Phe. La quatrieme
composante principale est constmite essentiellement des distances D35 a D40 qui traduisent
les interaction de la chame laterale de la Met avec les chames laterales des residus Phe et
Asp. La cinquieme composante principale est constituee par D21, D24, D27 et D28 qui
decrivent toute 1'interaction de la chame laterale du Trp avec celle de la Met. La sixieme
composante principale est constitue par les deux distances D6 et D9 reliees a la chame
principale soit C^ Met-Asp et €7 Asp, et par les deux distances D33 et D37 reliees a la
description des chames laterales soit 1'interaction des chames laterales de la Met et de 1'Asp.
Si on additionne Ie pourcentage de variance de chaque composante principale pour chaque
type d'information, on obtient que 40.65% de I'information est reliee a la chame principale
avec 8 composantes principale et 42.26% est reliee aux chames laterales avec 6 composantes
pnncipales sur un total de 82.90% d'information (soit la somme des variances des quinze
premieres composantes principales dont on retire la variance de la sixieme composante
principale puisqu'elle decrit les deux types d'interaction). On se trouve dans Ie cas inverse de
ce qui se passe pour glmap pour laquelle la majorite des composantes principales sont
construites a partir des distances qui decrivent les chames laterales. Ici, 8 des 14 composantes
decrivent la chame principale et 6 decrivent la chame laterale. Le pourcentage de variance est
a peu pres equivalent pour les deux types de composantes pnncipales. Nous constatons une
difference importante entre les deux molecules: les conformations de glmap sont fortement
influencees par la presence des chames laterales. Pour gdmap, ceci est beaucoup moins
apparent du sans doute au fait que la position defavorable de la chame laterale du D-Trp
contraint la chame principale et limite les possibilites de conformations et d'interactions.
3.2.4 Regroupement
Le regroupement d'un echandllon de cette taille et avec cette diversite conformationnelle
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elevee pose de nombreux problemes de classification a la fois theoriques et pratiques. De
plus, la litterature est pauvre en exemple de traitement de tres grands echantillons. Au point
de vue theorique, la determination du nombre de families dans 1'echantillon devient encore
plus problematique que pour un petit echantillon. Pour les methodes de regroupement
hierarchique, il est necessaire de choisir une methode non biaisee. Au point de vue pratique,
Ie regroupement hierarchique d'un tel echantillon necessite un stockage de donnees enorme
ainsi qu'un temps de CPU eleve. C'est pourquoi, en pratique, on procede en general a un pre-
regroupement non-hierarchique pour reduire Ie nombre d'individus a regrouper ensuite de
fa^on hierarchique. Nous avions dans un premier temps tente cette approche: nous avons pre-
regroupe notre echantillon en utilisant la methode FASTCLUS. Nous nous sommes alors
heurte a un nouveau probleme: a quel niveau devons nous arreter Ie pre-regroupement? Nous
avons decide de suivre les indications foumies par les indices statistiques en fonction du
niveau de pre-regroupement. Nous avons observe que la reponse sur Ie nombre de families
finales revele par 1'etude des indices statistiques variait enonnement en fonction du nombre
de pre-familles et rendait impossible 1'exploitation des resultats. Nous avons done decide de
proceder a un regroupement direct avec FASTCLUS qui etant une methode de classification
non-hierarchique est relativement rapide.
3.2.4.1 Indices statistiques pour glmap
Les indices statistiques CCC et Pseudo F on ete traces pour un nombre de families finales de
2 a 21.
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Figure 39. Indices statistiques CCC (haut) et PseudoF (bas) en fonction du nombre de
families.
Le graphique pour CCC suggere 9, 11, 16 ou 18 families finales. Pour Ie Pseudo F, moins
facile a interpreter, il est suggere 7, 11, 16 ou 18 families finales. Nous decidons apres avoir
regarde les resultats pour ces differents nombre de families de presenter Ie regroupement pour
16 families finales.
3.2.4.2 Indices statistiques pour gdmap
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La meme procedure de recherche du nombre de famille optimal a ete menee pour gdmap. Si
nous voulons pouvoir comparer les resultats de la classification entre les deux populations,
nous devons opter pour un nombre de families final comparable sinon identique. En effet, 11
n'y aurait aucun sens a comparer les resultats de classification pour 11 families finales sur la
population de gdmap si ce nombre n'a pas ete suggere par les 1'etude des indices statistiques
puisque la classification obtenue serait mauvaise. Nous chercherons done Ie nombre optimal
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Figure 40. Indices statistiques CCC (haut) et PseudoF (bas) en fonction du nombre de
families.
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L'etude des graphiques pour CCC et PseudoF suggere 13 families. De maniere generale, nous
n'obtenons pas du tout les memes nombre de families optimaux que pour glmap puisqu'ici,
CCC suggere 6, 11, 13, 20 et PseudoF 6, 13, 20 comme nombre optimal de families dans
1'echantillon.
3.2.4.3 Resultats de la classification pour glmap
Nous avons suite a 1'analyse en composantes principales constate qu'une grande partie des
caracteristiques conformationnelles de cette molecule etait liee aux positions des chames
laterales. C'est pourquoi dans ce cas, 1'etude des codes conformationnels a 1'interieur de
chaque famille ne nous sera pas d'un grand secours. En effet les codes conformationnels
reperent les domaines conformationnels pour des angles 0 et VP caracteristiques. Ces codes
sont done utiles pour decrire la chame principale d'un peptide.
Dans Ie cas present, nous aliens plutot interpreter directement les resultats en regardant les
moyennes et ecart-type pour les distances a 1'interieur de chaque famille. Nous desirons
trouver quelles sont les distances caracteristiques propres a chaque famille. Les distances les
plus caracteristiques seront celles pour lesquelles la distribution dans 1'echantillon sera la
moins large possible soit celles possedant 1'ecart-type Ie plus petit possible. Pour obtenir une
valeur utilisable, nous devons comparer 1'ecart-type dans la famille a 1'ecart-type, pour la
meme distance, dans la population totale. Nous calculons:
atot~(3fam'xlQQ [6]
°t0t
Nous presentons Ie resultat du calcul pour 16 families finales trouvees par
FASTCLUS.
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Tableau 19. Differences entre les ecart-type dans les 16 families et dans la population
totale pour les 44 distances caracteristiques de glmap.
familla dl d2 d3 d4 d5 d6 d7 d8 d9 dlO dll dl2 dl3 dl4 dl5 dl6 dl7 dl8 dl9 d20 d21 d22
1 27. 22. 29. 22. 20. 27. 17. 17. 13. 16. 31. 28. 7. 11. 42. 43. 13. 13. 39. 40. 2S. 23.
2 37. 29. 31. 33. 28. 27. 32. 36. 32. 32. 21. 18. 5. 3. 42. 42. 6. 7. 40. 39. 41. 36,
3 36. 25. 20. 38. 24. 25. 25. 21. 28. 27. 22. 24. 31. 29. 22. 26. 25. 25. 19. 27. 31. 27.
4 38. 30. 19. 35. 29. 35. 42. 45. 31. 31. 23. 38. 27. 29. 2S. Z8. 20. 24. 20. 27. 32. 28,
5 13. 37. 46. 13. 35. 44. 15. 10. 30. 34. 47. 44. 29. 32. 44. 39. 31. 35. 45. 39. 4. 14.
6 29. 26. 31. 32. 24. 2B. 26, 23. 26. 28. 27. 26. 29. 32. 31. 27. 25. 29. 31. 26. 15. 16.
7 34. 17. 31. 33. 17. 36. 35. 37. 17. 16. 35. 42. 38. 41. 21. 19. 33. 36. 23. 23. 29. 29.
8 7. 26. 25. 7. 22. 31. IS. 19. 17. 20. 23. 27. 4. 2. 33. 38. 5. 4. 32. 36. 27. 22.
9 18. 36. 43. 16. 32. 44. 26. 28. 33. 34. 43. 45. 25. 23. 34. 27. 20. 17. 35. 28. 17. 21.
10 2. 24. 25. 2. 25. 30. 5. 5. 21. 22. 23, 27. 16. 19. 25. 24. 16* 16. 27. 24. 26, 19,
11 31. 12. 31. 35. 12. 28. 32. 27. 11. 12. 30. 29. 8. 4. 27. 37. 9. 6. 22. 33. 32. 27.
12 31. 22. 26. 34. 22. 27. 26. 26. 17. 15. 26. 27. 23. 19. 26. 31. 23. 20. 21. 27. 18. 17.
13 10. 28. 19. 10. 27. 29. 7. 4. 27. 28. 19. 26. 22. 24. 34. 31. 19. 21. 33. 33. 32. 28.
14 8. 29. 24. 9. 30. 32. 9. 7. 27. 27. 23. 28. 27. 26. 32. 28. 29. 27. 30. 30. 32. 27.
15 2. 13. 41. 4. 13. 37. 6. 6. 17. 14. 45. 43. 29. 31. 43. 37. 27. 28. 46. 39. 33. 26.
16 34. 12. 31. 33. 12. 30. 36. 36. 12. 13. 29. 27. 25. 28. 34. 40. 25. 27. 32. 36. 6. 14.























































































































































































































































































































Nous presentons egalement Ie resultat du meme calcul dans Ie tableau 20 mais pour un
nombre de families finales de 6, ce qui etait fortement deconseille par les indices statistiques.
Nous constatons effectivement que les distances a 1'interieur des families possedent des
distributions plus larges ce qui se traduit par des ecarts-types plus grands done de faibles
valeurs pour 1'equation [6]. Nous regardons ensuite les valeurs des distances les plus
"concentrees" en terme de distribution pour chaque famille. Nous avons souligne les ecart-
types les plus faibles a 1'interieur des families (done possedant un gros pourcentage de
difference d'avec les ecart-types de distances pour la population totale). Les distances
correspondantes vont etre les plus importantes dans la description des individus pour chaque
famille. Nous constatons neanmoins que meme les plus grands pourcentages de difference
atteignent a peine 50% ce qui montre que la classification n'est pas excellente. En effet, a la
limite, nous poumons avoir dans chaque famille des distances caracteristiques pour lesquelles
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Tableau 20. Differences entre les ecart-type dans les 6 families et dans la population
totale pour les 44 distances caracteristiques de glmap.
distances 1 2 3 4 5 6 7 8 9101112 13 14 15 16 17 18 19 20 21 22
cluster
1 9. 23. 16. 8. 24. 15. 13. 15. 21. 19. 15. 13. 5. 6. 25. 24. 6. 4. 26. 22. 21. 17.
2 18. 18. 17. 19. 17. 21. 11. 8. 19. 19. 16. 19. 28. 29. 5. 9. 24. 26. 4. 8. 10. 9.
3 -5. 13. 16. -5. 13. 16. -5. -7. 9. 9. 15. 15. 31. 35. 28. 33. 32. 36. 26. 30. 3. 10.
4 -4. 25. 11. -5. 24. 24. 1. 3. 24. 24. 16. 28. 27. 28. 6. 5. 23. 25. 7. 7. 18. 16.
5 34. 14. 31. 35. 13. 28. 32. 31. 12. 13. 26. 25. 5. 1. 26. 33. 6. 3. 22. 29. 26. 23.
6 -4. 18. 19. -3. 18. 21. -3. -4. 13. 15. 17. 19. 3. 6. 23. 25. 8. 8. 20. 22. 24. 22.
distances 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44
cluster
1 20. 16. -3. 7. 17. 16. 1. -1. 1. 4. -2. -6. -6. -1. 4. 16. 17. 12. 6. 15. 13. 15.
2 10. 10. 8. 22. 31. 32. 0. 21. 26. -7. 2. 1. 19. 29. 0. 15. 30. 3-6. 1. 20. 41. 42.
3 5. 10. 3. 4. 9. 18. 22. 12. 3. 1. 1. -4. 35. 20. 1. 0. 9. 6. -1. 6. 14. 13.
4 17. 13. 0. 3. 22. 30. 3. 30. 29. 7. 2. 7. -1. -3. -1. 15. 34. 26. 4. 20. 43. 33.
5 25. 24. 1. 25. 28. 27. 1. -5. 1. -3. 1. 3. 17. 28. 0. 5. 21. 32. 9. 13. 25. 29.
6 24. 22. 0. -4. 18. 23. 3. -7. -4. 4. 0. -2. 8. 11. -I. 12. 18. 16. 4. 8. 21. 28.
1'ecart-type serait de 0 comme lors de la classification de la population de 1'alanine ce qui
donnerait des valeurs de 100% dans 1'equation [6] soit une separation optimale des molecules.
Nous pouvons aussi calculer une quantite equivalente sur les moyennes:
^~^am-xl00 [7]
^tat
dont nous presentons Ie resultat dans Ie tableau 21.
Nous avons indique quelles sont les distances pour lesquelles la moyenne dans la famille est
tres differente de la moyenne dans la population totale. Si Ie signe de la difference est negatif,
cela signifie que la moyenne de distance dans la famille concemee est superieure a la
moyenne pour cette distance dans la population totale ce qui indique que cette famille
contient des molecules plutot etendues. Si Ie signe est positif, la distance dans la famille est
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inferieure en moyenne a la meme distance dans la population totale ce qui indique que cette
famille contient des molecules plutot repliees.
En conclusion, nous pouvons faire la meme remarque qu'en ce qui conceme les
Tableau 18., Tableau 19., Tableau 20., soit que nous n'obtenons des pourcentages de
difference d'au plus 40%, ce qui signifie encore une classification peu efficace.
Tableau 21. Differences entre les moyennes dans les 16 families et dans la population
totale pour les 44 distances caracteristiques de glmap.
famills dl d2 d3 d4 d5 d6 d7 d8 d9 dlO dll dl2 dl3 dll dl5 dl6 dl7 dl8 dl9 d20 d21 d22
1 28. 9. -6. 29, 8. -I. 30. 29. 10. 10. -7. -3. 16. 17.-23.-19. 15. 17.-22.-17.-15.-12.
2 -15.-18. 21.-14.-19. 22.-l5.-14.-19.-17. 23. 24. 14. 16.-21.-l6. 13. 15.-l9.-14.-24.-20.
3 2. 35. 10. 0. 35. 10. 3. 5. 34. 34. 11. 12. -8. -7. 28. 24. -7. -6. 28. 24. -7. -7.
4 -18.-20.-30.-19.-21.-33.-18.-17.-20.-21.-30.-34. -2. -2. 27. 27. -3. -4. 24. 23. -7. -6.
5 25.-14.-19. 27.-12.-16. 28. 26.-14.-15.-21.-l9.-16.-17.-2Z.-20.-15.-16.-20.-19. 21. 20.
6 -3. 34. 15. -4. 33. 14. -5. -4. 32. 33. 14. 13.-ll.-ll. -7. -5.-ll.-10. -6. -4. 25. 21.
7 -14. 11.-29.-14. 11.-26.-15.-14. 13. l3.-28.-25.-13.-l3. 17. l8.-12.-12. 15. l6.-17.-15.
8 -3.-14.-15. -3.-12.-13. -4. -4.-12.-14.-15.-13. 11. 8.-25.-24. 11. 8.-26.-24. -7. -4.
9 -10.-25.-29. -9.-24.-30. -9. -9.-23.-24.-30.-30. -4. -5. 2. 5. -5. -6. 1. 4. 31. 26.
10 -2.-12. 6. -2.-12. 8. -2. -3.-11.-H. 6. 8. 22. 23. 15. 11. 21. 22. 14. 10. 27. 22.
11 -7. 9. 28. -8. 9. 29.-10. -8. 10. 10. 30. 31. 7. 6.-20.-21. 7. 6.-18.-20. -7. -6.
12 -9. -4. 28.-10. -5. 27.-10. -9. -6. -4. 27. 26. 28. 29. 3. 1. 26. 28. 4. 2. -I. -3.
13 22.-12. 14. 23.-13. 6. 23. 22.-14.-13. 13. 5. -5. -4. 32. 28. -5. -4. 32. 28. -2. -3.
14 22. -8. 15. 23. -8. 9. 24. 22. -8. -7. 15. 8.-11.-12. 22. 16.-ll.-12. 23. 16. -5. -5.
15 6. 0.-40. 8. 2.-35. 7. 5. 0. -2.-4l.-37. -9.-11.-22.-18. -8.-10.-22.-17.-15.-10.
16 -11. 6. 21.-12. 6. 23.-15.-14. 6. 6. 23. 24.-l0.-ll.-19.-19. -9.-l0.-17.-16. 15. 15.
faaille d23 d24 d25 d26 d27 d28 d29 d30 d31 d32 d33 d34 d35 d36 d37 d38 d39 d40 d41 d42 d43 d44
1 -16.-14. -4. 4. 22. 28. 5. 18. 20. 1. 7. 8.
2 -24.-22. 4. 1. 18. 22. 7. 30. 28. -2. 14. 12.
3 -6. -7.-10.-17.-24.-29. -4.-11.-17. 6. 2. -4.
4 -7. -5. 0.-12.-21.-27.-15.-21.-25. -2. -8.-12.
5 22. 21. 6. 20. 20. 22. 8. 4. 11. 0. -1. 6.
6 25. 21. -5.-ll.-16.-13. 2. -4. 0. 2. 0. 5.
7 -18.-17. 7. 11. 1. -5. 11. 1. -2. 0. 13. 13.
8 -6. -3. 9. 21. 20. 19. 0. -9. -8. -3.-16.-13.
9 30. 27. 6. -3. -9. -4.-10.-12. -3. -3. 3. 8.
10 26. 21. 1. 4. 19. 31. 1. 15. 23. -2. 2. I. 2. 5. -6. 1. 10. 14. 10. 25. 38. 38.
11 -7. -6. -4. -9.-13.-15. 2. -5.-10. I.-14.-13. -8.-13. -6. 18. 12. -2.-ll.-12.-12.-21.
12 -1. -4. -6.-12. -4. -1.-16. -6, -4. 4. 3. 1. -9.-14. 1. 3. -5.-15. 1. 7. 2. -8.
13 -2. -2. -5.-10.-12.-19.-10.-11.-16. -3. 2. -4. 15. 18. -2. -9.-10. -4. -4.-12.-14. -8.
14 -5. -5. 10. 27. 24. 14. 8. 5. -2. 0. 4. -I. 1. 10. -3. 2. 11. 24. -5. -6. 2. 15.
15 -13. -9. -5. -8.-20.-22. 0.-15.-14. -1.-13.-11. 5. 3. 1. -1. -6. -7. -5.-16.-20.-20.
16 15. 15. 2. 5. 14. 21. 13. 24. 28. -1. -3. 2. -6. -7. 0. 0. 4. -2. 7. 18. 2r>. 17.
Si nous examinons alors les distances caracteristiques de chaque families (soit celles
possedant les valeurs les plus elevees pour resultats des equations [6] et [7]) nous pouvons
trouver les caracteristiques conformationnelles de chaque famille reliees a ces distances. Les





























































































Si nous faisons la somme des differences negatives d'une part, et des differences positives
d'autre part, pour chaque type de distance, nous aurons la tendance generale de repliement
(somme positive elevee) et d'extension (somme negative elevee) pour chaque famille. Nous
presentons ces sommes calculee pour chacune des 16 families dans Ie tableau suivant 22.
Tableau 22. Somme des resultats de 1'equation (ptor^fam/ ^toi) positifs d'une part et negatifs
























































































Nous presentons enfin la valeur de la moyenne pour chacune des 44 distances dans chacune
des 16 families notees Md de 1 h 44. La molecule ayant une conformation ou toutes les
distances interatomiques sont egales a la moyenne pour une famille donnee, representera Ie
centre de masse de la famille.
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Tableau 23. Moyennes par families pour les 44 distances caracteristiques de glmap.
famille Mdl Md2 Md3 Md4 Md5 Md6 Md7 Md8 Md9 MdlO Mdll Mdl2 Mdl3 Mdl4 Mdl5 Mdl6 Mdl7 Mdl8 Mdl9 Md20 Md21 Md22
1 6.10 8.40 11.8 6.50 8.57 10.5 6.65 6.32 8.74 8.59 12.2 11.0 7.08 6.85 12.9 11.5 6.54 6.30 12.2 10.7 9.65 8.13
2 9.74 10.9 8.82 10.4 11.1 8.10 10.9 10.2 11.4 11.2 8.74 8.13 7.18 6.99 12.7 11.2 6.68 6.47 11.9 10.4 10.4 8.71
3 8.34 5.97 10.0 9.14 6.06 9.34 9.24 8.49 6.38 6.29 10.1 9.44 9.04 8.87 7.57 7.36 8.23 8.06 7.23 6.92 8.96 7.73
4 10.0 11.1 14.5 10.8 11.2 13.9 11.2 10.4 11.6 11.6 14.8 14.3 8.53 8.50 7.64 7.06 7.95 7.92 7.64 7.00 9.00 7.65
5 6.37 10.5 13.3 6.63 10.4 12.1 6.78 6.62 11.0 11.0 13.8 12.7 9.73 9.75 12.8 11.6 8.84 8.85 12.0 10.8 6.62 5.82
6 8.75 6.09 9.51 9.49 6.23 8.98 9.98 9.26 6.61 6.47 9.82 9.32 9.32 9.20 11.3 10.2 8.54 8.40 10.6 9.51 6.29 5.70
7 9.69 8.18 14.4 10.4 8.25 13.1 10.9 10.2 8.45 8.36 14.6 13.4 9.47 9.37 8.70 7.89 8.65 8.57 8.55 7.62 9.86 8.34
8 8.78 10.5 12.8 9.38 10.4 11.8 9.85 9.28 10.8 10.9 13.1 12.1 7.48 7.63 13.2 12.0 6.86 7.01 12.6 11.3 8.96 7.55
9 9.32 11.5 14.4 9.94 11.5 13.5 10.3 9.72 11.9 11.9 14.8 13.9 8.75 8.68 10.3 9.14 8.12 8.04 9.91 8.75 5.84 5.32
10 8.64 10.3 10.5 9.24 10.4 9.62 9.71 9.14 10.7 10.6 10.7 9.86 6.55 6.42 8.94 8.65 6.12 5.97 8.58 8.17 6.11 5.63
11 9.11 8.41 8.01 9.85 8.43 7.36 10.4 9.66 8.65 8.66 7.95 7.33 7.83 7.84 12.6 11.7 7.15 7.16 11.8 10.9 9.04 7.69
12 9.26 9.57 8.08 10.0 9.76 7.65 10.4 9.67 10.2 9.96 8.34 7.94 6.07 5.90 10.2 9.55 5.72 5.52 9.59 8.94 8.49 7.43
13 6.58 10.3 9.65 7.00 10.5 9.80 7.27 6.93 11.0 10.8 9.87 10.1 8.78 8.66 7.12 6.94 8.07 7.95 6.85 6.60 8.61 7.43
14 6.65 10.0 9.47 7.00 10.0 9.50 7.23 6.95 10.4 10.3 9.73 9.78 9.34 9.31 8.18 8.16 8.54 8.51 7.72 7.61 8.83 7.59
15 7.97 9.19 15.6 8.36 9.08 14.1 8.79 8.45 9.69 9.82 16.1 14.6 9.17 9.25 12.8 11.4 8.33 8.41 12.2 10.7 9.63 7.98
16 9.46 8.67 8.83 10.2 8.75 8.07 10.9 10.2 9.07 8.98 8.75 8.08 9.23 9.21 12.5 11.5 8.38 8.36 11.7 10.6 7.13 6.16
famille Md23 Md24 Md25 Md26 Md27 Md28 Md29 Md30 Md31 Md32 Md33 Md34 Md35 Md36 Md37 Md38 Md39 Md40 Md41 Md42 Md43 Md44
1 9.67 8.14 4.10 5.73 6.00 6.59 3.63 4.83 6.18 5.47 3.61 5.55 5.35 6.75 3.86 5.53 6.32 6.77 5.48 6.60 6.52 6.58
2 10.3 8.67 3.79 5.93 6.30 7.20 3.56 4.12 5.55 5.68 3.37 5.35 5.49 7.27 3.82 5.68 7.10 8.63 5.55 6.56 7.03 8.44
3 8.80 7.59 4.33 6.98 9.50 11.9 3.98 6.54 9.01 5.23 3.84 6.29 6.18 8.65 4.04 6.00 8.75 11.0 5.90 8.42 11.1 13.3







































































































































































































































15 9.43 7.77 4.14 6.42 9.19 11.2 3.83 6.73 8.76 5.58 4.42 6.72 5.41 7.23 3.94 5.74 7.87 9.41 5.92 8.69 10.7 12.1
16 7.04 6.02 3.85 5.68 6.57 7.23 3.34 4.47 5.55 5.60 4.02 5.96 6.02 7.97 4.00 5.67 7.18 8.99 5.25 6.18 6.74 8.38
Nous avons alors plusieurs elements nous permettant de degager la conformation type dans
chaque famille. Nous resumons ces caracteristiques dans Ie tableau suivant.
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Nous avons une tendance generale des molecules dans chaque famille ^ presenter une chame
principale plus ou mains etendue et des chames laterales avec plus ou moins d'interactions
entre elles. Nous presentons en annexe C une molecule type pour chaque famille qui n'est pas
Ill
celle dont 1'energie est la plus basse mais plutot celle dont les distances caracteristiques sont
proches de la moyenne des distances pour cette famille c'est a dire Ie centre de masse de la
famille.
Si nous examinons Ie tableau ou nous avons resume les caracteristiques de chaque famille,
nous pouvons compiler quelles sont les distances qui caracterisent Ie plus souvent ces
families. Nous pouvons ainsi comparer ces resultats avec ceux de 1'analyse en composantes
principale ou nous avons classe les distances par ordre d'importance en fonction de leurs
participations respectives a la construction des composantes principales (voir page 96). Les
distances classees par ordre de frequence d'apparition dans Ie tableau resume sont: D43, D3,
Dll, Dll, D6, D28, D44, D15, D16, D19, D39, D23, D27, D38, D40. Ces observations
recoupent les resultats de 1'analyse en composantes principale puisque D28, D43 et D44
constituaient les distances majoritaires dans la construction de la premiere composante
principales, D3, D6, Dll, et D12 celles de la deuxieme composante principale et D15, D16,
D 19 celles de la troisieme composante principale.
3.2.4.4 Resultats de la classification pour gdmap
Nous avons precede pour regarder les resultats de la classification par FASTCLUS de la
meme maniere pour gdmap que nous 1'avons fait pour glmap. Nous avions decide suite aux
indices reveles par les graphes du Pseudo F et du CCC de faire la classification de
1'echantillon en 13 families. Nous avons alors calcule les moyennes et ecart-types des
distances initiates a 1'interieur de chacune des 13 families puis nous avons calcule 1'equation
[6] de maniere a determiner quelles distances possedent la plus etroite distribution a 1'interieur
de chaque famille. Cela nous indique quelles sont les distances caractenstiques qui
determinent les particularites conformationnelles dans chaque famille. Nous presentons Ie
resultat de ce calcul pour les 13 families dans Ie tableau suivant.
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Tableau 26. Differences entre les ecart-type dans les 13 families et dans la population
totale pour les 44 distances caracteristiques de gdmap.
famille dl d2 d3 d4 d5 d6 d7 d8 d9 dlO dll dl2 dl3 dl4 dl5 dl6 dl7 dl8 dl9 d20 d21 d22
1 2. 23. 36. 31. 20. 34. 25. 0. 4. 2.-12.-17. -3. 23. 46. 33. -5. 8. 38. 36. 17. 35.
2 15. 8. 29. 36. 5. 37. 33. 14. 18. 6. 8. 4. 0. 34. 45. 28. 7. 20. 45. 36. 32. 14.
3 -1. 32. 32. 28. 11. 8. 14. 3. 6. 5. 25. 16. 1. 3. 25. 35. 7. 13. 27. 34. 32. 17.
4 2. 4. 24. 28. 6. 1. 3. 0. -2. -6. 12. 14. -2. 11. 16. 17. 5. 11. 19. 21. 23. 37.
5 10. 10. 23. 23. 17. 13. I. 7. -3.-10. 18. 13. 1. 2. 10. 12. 4. 11. 16. 17. -3. 41.
6 3. 8. 15. 33. -2. 13. 31. 10._35^ 30. 15. 5. 15._4J_.J^. 9. H. ^1.. 47. 19. 25. 26.
7 10. 3. 24. 32. 17. 15. 12. 4. 6. 2. 8. 7. 0. 33. 24. 10. 13. 17. 31. 30. 29. 31.
8 1. 6. 18. 29. 0. -3. 11. 0.-10. -4. 5. 0. 5. 22. 23. 13. 8. 23. 3_3^ 24. 16. 26.
9 3. 3. 15. 21. -2. 16. 18. -6. 9. 12. -3. 4. 2. 19. 13. 10. 3. 15. 26. 21. 23. 32.
10 6. 25. 37. 38. 0. 27. 30.-10. 11. 5.-12. -2. -2. -8. 25. 34. 8. 28. 49. 44. 0. 12.
11 -1. 29. 40. 44. -2. 25. 34. -1. 6. 16. 2. 5. 1. 18. 41. 43. 12. 31. 50. 46. 30. 19.
12 6. 30. 35. 30. 11. 5. 11. -6. 13. 9.-14. 7. 3. 32. 34. 37. 15. 20. 33. 34. 18. 15.
13 1. 15. 25. 22. 8. 13. 6. 6. -2.-11. 11. 7. 7. 13. ZZ. 3A. 3. 16. 26. 37. 24. 19.
famille d23 d24 d25 d26 d27 d28 d29 d30 d31 d32 d33 d34 d35 d36 d37 d38 d39 d40 d41 d42 d43 d44
1 24. 14. 34. 34. 24. 29. 34. 35. 28. 37. 27. 24. 18. 19. 21. 20. 16. 19. 3. 7. 6. 8.
2 32. 34. 14. 38. 35. 35. 13. 13. 36. 43. 34. 38. 25. 24. 27. 31. 24. 27. 29. 28. 30. 28.
3 23. 34. 16. 17. 29. 25. 15. 17. 23. 21. 19. 17. 39. 43. 18. 17. 36. 40. 34. 26. 31. 22.
4 36. 20. 3i. _3i, 23. 24. 31_. 29. 36^ 3^_ 6. 5. J^_. ^ 9. 7. ^0. 4^. 23. 22. 23. 24.
5 38. 0. 40. 38. 2. 0. 36. 38. 39. 39_. ^1. 15,. 37_. 3^. 39_. 4^. 37_. 35. 4. 13. 7. 16.
6 10. 27. 25. 14. 26. 25. 22. 22. 8. 11. 3. 1. 25. 33. 5. 3. 19. 27. 35. 29. 34. 28.
7 27. 28. 32. 25. 31. 32. 29. 28. 18. 16. 3. 3. 31. 35. 6. 3. 30. 33. 35. 27. 31. 24.
8 25. 17. 28. 27. 17. 17. 22. 21. 24. 24. 13. 12. 23. 23. 11. 11. 24. 24. 25. 22. 26. 18.
9 23. 18. 33. 33. 19. 16. 29. 30. 23. 29. 24. 26. 34. 30. 21. 26. 33. 32. 28. 26. 27. 25.
10 39. 1. 13. 36. 1. 0. 13. 13. 38. 35. 24. 25. 40. 32. 21. 22. 45. 36. 26. 19. 21. 15.
11 26. 31. 20. 26. 26. 24. 18. 18. 22. 20. 30. 32. 33. 32. 25. 26. 30. 34. 34. 29. 34. 28.
12 33. 19. 15. 28. 17. 16. 13. 13. 28. 24. 16. 16. 26. 28. 16. 18. 22. 23. 22. 21. 24. 25.
13 24. 25. 17. 22. 19. 18. 15. 17. 25. 22. 28. 33. _43. 38. 25. 29. 42. 37. 26. 23. 25. 22.
Nous avons souligne les valeurs les plus elevees dans ce tableau. Elles correspondent aux
distances pour lesquelles 1'ecart-type est beaucoup plus Strait dans la famille concemee que
dans 1'echantillon entier. Ces distances seront caractenstiques de toutes les conformations de
cette famille. Nous notons ici une certaine difference d'avec ce que nous observons pour
glmap. En effet, Ie maximum de pourcentage de difference obtenue est en general plus eleve
que ce que nous obtenions pour glmap et nous atteignons ici plus souvent des pourcentages
de difference jusqu'^ 50%. Or, nous avons ici un nombre de families inferieur a ce que nous
avions pour glmap (13 au lieu de 16). Plus Ie nombre de families est eleve, plus la separation
entre les families est bonne (si bien entendu les nombres de families ont etes suggeres par les
indices statistiques) ce qui devrait se traduire pour glmap par des ecart-types plus faibles sur
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les distances caracteristiques done des pourcentages de difference plus grands. Comme nous
Ie constatons, il n'en est rien et cela ne peut s'expliquer que par une difference fondamentale
dans les populations des deux analogues: gdmap est un peptide plus contraint
conformationnellement et, par consequent, poss^de moins de conformations possibles. Un
nombre de families plus restreint peut ainsi mieux decrire toutes les possibilites
conformationnelles de ce peptide. Nous avons egalement calcule la quantite equivalente sur
les moyennes correspondant a 1'equation [7] dont nous presentons Ie resultat dans Ie tableau
suivant.
Tableau 27. Differences entre les moyennes dans les 13 families et dans la population
totale pour les 44 distances caracteristiques de gdmap.
famille dl d2 d3 d4 d5 d6 d7 d8 d9 dlO dll dl2 dl3 dl4 dl5 dl6 dl7 dl8 dl9 d20 d21 d22
1 -1.-14.-20.-21.-15.-18.-16. -1. -4. -4. 8. 5. 0.-10.-19.-19. 1. -8.-19.-20.-11.-26.
2 11. 15. 3. -5. 4. -5. -9. -1. 10. 7. 2. 7. 2. -6. -8. -2. 0. -5.-12. -7.-15. 9.
3 -5. -9. -7. -3. 10. 9. 9. -3. -7. -4. -5. -9. 4. 6. 4. -8. 0. 2. 2. -8. -6. 26.
4 -2. 10. 23. 27. 4. 12. 14. 3. 2. 3. -1. 2. 3. 5. 15. 21. 2. 9. 23. 32. 28. 1.
5 7. 22. 21. 24. 7. 4. 11. 2. -2. 4. -1. 5. 4. 7. 16. 26. 3. 7. 16. 26. 13.-17.
6 4. 7. 3. -4. -4.-11.-17. -2.-13.-15. -2. 2.-11. 20. 27. 29.-12.-13. -3. 5.-11.-11.
7 7. 15. 30. 32. 8. 26. 26. 1. 8. 9. 2. 7. 4. 2. 14. 21. 2. 12. 27. 32.-13.-16.
8 1. 5. 19. 32. 1. 12. 21. 0. -1. 0. -1. 0. -3. 2. 11. 14. 10. 24. 38. 39. -9.-12.
9 -4. 0. -2. -8. -3. -4. -9. 4. 5. 1. -1. -1. -1. -5. -7. -4. -3. -6.-10.-10. 28.-11.
10 -9.-13.-24.-25. -5.-18.-16. 2.-11. -8. 0. -5. 1. -1.-11.-16. -4.-14.-24.-28. 8. 0.
11 -5.-14.-22.-28. -1. -9.-15. -2. -1. -5. 0. -4. -2. -6.-14.-21. -6.-15.-25.-31. -1. 32.
12 -6.-17. -4. -2.-12. 3. 3. 0. 12. 7. -1. -7. 4. 0. -7.-15. -1. 5. 2. -7. -2. -2.
13 -1. -4. -7. -4. 7. 5. 8. -2. 0. 5. -2. -4. -2. -5. -8.-13. 8. 9. 1. -6. -5. 25.
famille d23 d24 d25 d26 d27 d28 d29 d30 d31 d32 d33 d34 d35 d36 d37 d38 d39 d40 d41 d42 d43 d44
1 -26.-10.-25.-29.-11.-11.-23.-25.-26.-30. -4. -3. 17. 18. -5. -4. 15. 16. 13. 12. 13. 12.
2 -30.-16. 8.-28.-15.-15. 9. 10.-31.-28. -9. -9. 20. 21. -9. -9. 16. 18.-18.-16.-19.-17.
3 16. -7. 26. 22. -8. -7. 25. 25. 18. 23. -5. -5.-29.-25. -4. -4.-27.-24.-12. -7.-12. -8.
4 -14. 29. 1.-11. 32. 31. 3. 3.-15.-11. 13. 14.-25.-21. 13. 15.-24.-20.-16.-13.-16.-14.
5 -18. 15.-16.-16. 15. 13.-17.-17.-19.-17.-16.-18.-21.-20.-15.-18.-19.-l8. 19. 18. 21. 21.
6 16.-11.-11. 12.-11.-10. -9. -9. 16. 13. 17. 15.-11.-14. 15. 14.-10.-13. -6. -6. -4. -4.
7 16.-12.-17. 17.-l4.-14.-16.-15. 18. 18. 4. 4.-20.-17. 4. 5.-19.-16.-17.-13.-17.-14.
8 2.-10.-13. 4. -9. -9.-11.-11. 2. 5. 20. 21. 10. 6. 19. 20. 9. 5. 27. 21. 26. 21.
9 19. 29.-10. 11. 30. 29. -9. -9. 20. 13. -8. -9. 30. 24. -8. -8. 30. 25. -1. -2. -1. -2.
10 -37. 10. 2.-32. 11. 9. 0. -1.-38.-33. -8. -9.-19.-15. -7. -8.-19.-15.-11. -7.-11. -7.
11 13. -2. 32. 10. -3. -2. 29. 29. 11. 9. -8. -7. 32. 26. -7. -7. 32. 26. -2. -4. -2. -4.
12 29. -3. -3. 29. -6. -5. -5. -5. 30. 29. 26. 28. -2. -1. 24. 26. 0. 0.-10.-10.-11.-11.
13 19. -6. 25. 16. -6. -5. 23. 23. 18. 16.-11.-11. -8. -7.-10.-10. -6. -6. 33. 28. 33. 28.
Nous avons indique les distances pour lesquelles la moyenne dans la famille est tres differente
de la moyenne dans la population totale. Si Ie pourcentage de difference est positif, la famille
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contient des molecules en moyenne plus repliees que 1'ensemble de la population. Si Ie
pourcentage de difference est negatif, la famille contient des molecules en moyenne plus
etendues que 1'ensemble de la population.
Nous voyons ici apparattre des differences d'avec ce qui est observe pour glmap: les
pourcentages de difference sont generalement plus faibles et pour les distances relatives a la
chame principale, ces pourcentages sont tres peu eleves. Les distances reliees a la chame
principale sont done tres peu utiles dans la classification pour trouver les caracteristiques
conformationnelles de chaque famille a 1'exception des distances D4, D 16, D 19 et D20 pour
lesquelles les pourcentages de differences sont comparables a ceux observes pour les distances
relatives aux chames laterales. Les caracteristiques confonnationnelles dans chaque famille
seront alors essentiellement relatives aux positions des chames laterales. Ceci contredit les
resultat de 1'ACP ou nous avions constate qu'une part sensiblement egale de la variabilite dans
1'echantillon etait reliee d'une part a la chame pnncipale et d'autre part aux chames laterales.
Cela indique que les differences entre les families sont essentiellement dues aux positions des
chames laterales ou les pourcentages de differences sont plus eleves.
Nous presentons Ie tableau ou nous avons additionne les differences negatives d'une part
(correspond aux distances dont les moyennes sont superieures dans la famille concemee a la
moyenne dans la population totale) et les differences positives d'autre part (correspond aux
distances dont les moyennes sont inferieures dans la famille concemee a la moyenne dans la
population totale) pour chaque type de distances soit les 20 premieres decrivant la chame
principale et les 24 suivantes decrivant les chames laterales. Ceci nous indique 1'extension et
Ie repliement relatif de la chame principale d'une part et les interactions rapprochees ou non
entre les chames laterales.
Nous presentons dans Ie tableau 29 les valeurs des moyennes des 44 distances dans chacune
des 13 families trouvees apres la classification par FASTCLUS
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Tableau 28. Somme des resultats de 1'equation ((-itorPfam/ l^tot) positifs d'une part et













































































































































































































































































































































































































































































































































































































































































D3 : 9.07 D22 : 11.70
D15 : 8.75 D30 : 12.10
D19 : 10.50 D32 : 14.40
D20 : 11.80
D4 : 9.48 D27 : 10.90
D6 : 6.15 D28 : 10.20
D15 : 7.96 D31 : 14.90
D19 : 9.90 D32 : 13.70













































































































D3 : 9.41 D26
D4 : 11.30 D31
D19 : 10.90 D35
D20 : 12.50 D39
D23 : 15.30 D40
D3 : 9.24 D19
D4 : 11.60 D20
























































Nous avons resume comme pour glmap, toutes les caracteristiques des 13 families dans les
tableaux 30 et 31.
Nous avons, pour chaque famille, recherche les molecules dont les distances caracteristiques
detenninees par 1'etude des tableaux precedents sont les plus proches des moyennes dans cette
famille. Nous presentons 1'une de ces molecules pour chaque famille en annexe C.|
Nous avons compile sur les 13 families de gdmap Ie nombre de fois ou apparatt chaque
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distance en tant que distance caracteristique. Les distances classees par ordre de frequence
d'appantion decroissante sont D20, D26, D35, D39, D19, D31, D32, D4, D23, D3, D40, D22,
D 16, D36, D25, D 15, D34 et D41. Nous retrouvons ici les distances les plus importantes
notees apres examen des premieres composantes principales dans 1'etude par ACP. En effet,
D20, D 19 et D4 composaient en majorite la premiere composante principale et D26, D31,
D32 et D23 participaient a la construction de la deuxieme composante principale. La
troisieme composante principale etait composee des distances D41 a D44 et seule D41
apparalt ici 3 fois comme distance caracterisant un famille. Les trois autres n'apparaissent
comme distances importantes que dans la description de la famille 13 avec des moyennes
faibles traduisant une interaction rapprochee entre Ie cycle de la chame laterale de la Phe et
la chame laterale de 1'Asp. Les distances D35, D39, D40, D36 participaient a la formation
de la quatrieme composante principale. Les seules distances relatives a la chame principale
qui sont ici notees comme importantes c'est a dire D4, 16, D 19 et D20 traduisent
respectivement des pseudo-cycles a 16, 14, 14 et 17 membres soit des interactions a longue
distance, conduisant a un repliement de la molecule d'un bout a 1'autre si les distances sont
courtes ou une extension totale si ces demieres sont longues. De plus, D20 et D 19 sont les
distances classees respectivement 1 et 4 dans 1'ordre de frequence d'apparition comme
distances caracteristiques. Ceci concilie les conclusions de 1'ACP et les observations sur les
resultats de 1'equation [7] ou nous avions note Ie peu d'importance des distances relatives a
la chame principale dans la discrimination entre les families. En effet, si il y a peu de
distances importantes, ces demieres caracterisent neanmoins de nombreuses families.
3.2.5 Comparaison des deux analogues glmap et gdmap
Si nous resumons, en parallele pour chaque peptide, les caracteristiques conformationnelles
decouvertes grace a 1'ACP puis au regroupement, nous pouvons determiner les quelques
differences essentielles entre les conformations de chacun de ces deux analogues.
En ce qui concerne les correlations entre les distances, dans les deux cas nous n'observons
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pas de correlations significatives entre les distances decrivant la chame principale et celles
decrivant les chames laterales. Lors de 1'analyse en composantes principales, nous avons
egalement note que ces demieres etaient composees soit de distances reliees a la chame
pnncipale, soit de distances reliees aux chames laterales et ce pour les deux peptides.
Neanmoins, grace aux resultats de 1'ACP, nous constatons que glmap est caracterise par des
interactions ^ plus courte distance sur la chame pdncipale que gdmap. En effet, les premieres
composantes principales de glmap sont constituees majoritairement par des distances
traduisant des interactions a courte distances centrees sur Ie residu Met soit D3, D6, Dll,
D12, traduisant des pseudo C^, C^y, Cg, Cn, ainsi que les distances traduisant les interactions
entre 1'Asp et la Phe alors que gdmap est caracterise par D4, D 19 et D20 qui traduisent
respectivement des pseudo-cycles a 13, 14 et 17 membres. Quant aux interactions entre
chames laterales, on note pour glmap une importance des interactions entre la chame laterale
du Trp et celles de tous les autres residus ainsi qu'entre les chaTnes laterales de la Phe et de
1'Asp. Pour gdmap, les interactions entre chames laterales sont importantes entre Ie Trp et la
Phe, 1'Asp et la Phe et entre la Met et 1'Asp et la Phe.
Les observations resultat de 1'etude de classification sont sensiblement les memes. II faut
noter dans 1'examen des distances caracterisant chaque famille que si glmap est caracterise
^ la fois par les positions de ses chames laterales et Ie repliement de sa chame principale,
gdmap est essentiellement caracterise par les interactions relatives aux chaines laterales. Nous
avons egalement observe la forte predominance de 4 distances seulement dans la description
de la chame principale qui toutes traduisent des interactions a longue distance c-a-d entre les
residus terminaux.
Ces observations s'expliquent aisement par la presence du D-Trp dans 1'analogue gdmap. En
effet, 1'encombrement de la chaine laterale du Trp empeche tout repliement a courte distance
entre les residus entourant Ie Trp et c'est pourquoi nous observons dans Ie cas de gdmap
presqu'exclusivement un repliement impliquant les residus terminaux du peptide. De plus, la
121
presence du D-Trp limite les possibilites conformationnelles du pepdde ce qui se traduit par
un nombre de families inferieur pour la description de 1'echantillon d'une part, et, d'autre part,
peut expliquer pourquoi 4 des 20 distances initiales suffisent a la description de la
conformation de la chame principale de ce peptide.
En conclusion, nous observons que glmap possede plus de possibilites conformationnelles
que gdmap en ce qui conceme la chame principale. Pour ce qui est des chames laterales, les
interactions ne se produisent pas entre les memes residus pour les deux peptides puisque la
encore, la chame laterale du residu Trp n'est plus aussi accessible pour les chames laterales
des autres residus.
3.3 Remarques et conclusion
En comparaison avec les classification effectuees sur les molecules precedentes soit 1'alanine
et APYA, les resultats de la classification sont ici nettement moins bons. Nous pouvons
degager deux causes a cela: 1'une inherente a la methode d'echantillonnage elle-meme c-a-d
Ie choix des angles variables et fixes, la taille de 1'echantillon et sa complexite et 1'autre
relative a la classification comme telle c-a-d tout ce qui est relatif au choix des distances
initiales, a 1'interpretation des indices statistiques, a la methode de classification choisie.
Nous pensons que 1'un des problemes lorsqu'on essaie d'etudier une molecule flexible et de
grande taille est que nous devons generer un echantillon representatif correct. Si il est
relativement facile de Ie faire pour une molecule de taille restreinte comme celles etudiees
precedemment, cela devient ici un travail delicat au point de vue theorique (determiner la
taille de 1'echantillon) et pratique (temps de calcul mis en jeu). De plus, nous pensons avoir
fait une erreur dans Ie choix de nos angles variables. En effet, nous avons note dans 1'etude
de 1'alanine que contraindre certains angles pouvait empecher 1'acces a certains minima en
creant des barrieres de rotations artificielles, or nous contraignons toujours nos angles co a 180
degre ce qui reproduit la realite observee dans les peptides mais peut neanmoins empecher
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la molecule de converger vers un minimum local lors du processus de minimisation (fait que
nous avons observe directement pour 1'etude de 1'alanine par une dispersion des molecules
autour des minima reels sur les cartes de Ramachandran lorsque certains angles avaient etc
contraint pendant la minimisation). Dans Ie cas d'un petit peptide comme 1'alanine qui ne peut
adopter de conformations tres repliees, la restriction des angles de liaison peptidique co ne
gene pas la minimisation alors que pour un peptide de grande taille, elle peut empecher la
convergence meme si dans la conformation finale, les angles co sont effectivement proches
de 180 degre (tel que generalement observe dans les peptides et proteines). Ceci a pour effet
de compliquer artificiellement 1'hypersurface conformationnelle de la molecule rendant par
consequent la classification plus difficile puisque les frontieres entre classes sont moins bien
definies.
L'autre point est relatif aux limitations des methodes de classification. D'abord 1'interpretation
des indices statistiques dont nous avons deja discute. S'ils ne sont pas en eux-meme plus
compliques a utiliser pour un grand que pour un petit echantillon, ils nuisent indirectement
ici au succes de la classification. En effet, les indices statistiques suggerant generalement plus
qu'un nombre optimal de families, il est bon de proceder a plusieurs classifications avec
chacun des nombres suggeres. Nous ne pouvons ici nous permettre de Ie faire puisque la
classification complete et 1'etude des resultats pour un tel echantillon est tres longue. Le
deuxieme point est relatif au choix des distances caracterisant les conformadons de la
molecule. Lorsque nous etudions de petites molecules, nous pouvons nous permettre de
choisir un ensemble de distances caracteristiques de grande taille. Pour une grosse molecule,
Ie nombre de distances possibles devient tres eleve et nous en privilegions probablement
certaines a tort en les choisissant comme variables plutot que d'autres ce qui biaise les
resultats de la classification. Le troisieme point est relatif au choix de la methode de
classification. Lors de nos precedentes etudes sur 1'alanine et APYA, nous avons procede a
plusieurs classifications successives a partir de differents types de classification de maniere
a verifier, par 1'obtention d'un consensus entre les resultats, que notre classification etait
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correcte. Nous avons du ici proceder au choix d'une methode en fonction de la faisabilite
pratique de la classification et c'est pourquoi nous avons choisi FASTCLUS qui, etant une
methode de classification non-hierarchique est apte a classer de tres grands echantillons
relativement rapidement. Nous ne pouvons comparer les resultats de classification avec ceux
obtenus par une methode hierarchique comme il est de regle de Ie faire. Nous aurions
egalement desire tester une methode de classification "floue" pour cet echantillon. En effet,
nous avons ici une hypersurface conformationnelle extremement complexe ce qui entrame
1'existence d'une multitude de minima metastables qui sont tres proches les uns des autres.
L'echantillon des minima devient alors quasiment continu et les frontieres entre les families
de conformations sont alors tres delicates a tracer. Lors d'une classification floue, les
individus sont affectes a une famille avec une certaine probabilite. Par suite, les individus
situes aux frontieres sont plus faciles a classer et ce type de classification serait plus adapte
a ce type d'echantillon.
Neanmoins, nous pensons que toutes ces limitations ne signifient pas que ces methodes sont
inutilisables sur de tres grands echantillons de conformations. En effet, la plupart des points
souleves ici ne representent une limitation que par rapport a la capacite de calcul disponible.
II faut en revanche porter une attention particuliere a la generation de 1'echantillon • de
conformation qui peut indirectement provoquer des problemes dans la classification
subsequente.
3.4 Comparaison avec les conformations connues et activite biologique
Comme nous 1'avons souligne au debut de ce chapitre, CCK et tous les fragments derives
existant a 1'etat naturel dans 1'organisme exercent des roles biologiques importants et
diversifies. II existe deux cibles d'actions essentielles pour ces molecules ce qui se traduit par
deux recepteurs potentiels notes CCK-B (pour "brain") largement reparti dans tout Ie CNS et
CCK-A (pour "alimentary") present essentiellement dans Ie systeme gastro-intestinal mais
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egalement en faible quantite et tres localise, dans Ie CNS. Ces deux recepteurs de nature
proteique ont recemment etes clones et la sequence primaire est determinee: CCK-B est
constitue d'un enchamement de 447 acides amines chez 1'humain (79 ) et CCK-A est constitue
d'un enchamement de 448 acides amines chez Ie rat (80 ). Le fragment CCK-5 objet de notre
etude est suppose agir plutot sur Ie recepteur CCK-B. L'existence de ces deux recepteurs
distincts a rendu assez difficile 1'etude des relations stmcture-activite des molecules actives
sur chaque recepteur d'autant que les differents fragments CCK sont tantot selectifs c-a-d
actifs seulement sur 1'un des recepteurs tantot actifs sur les deux recepteurs. L'etude de
1'activite des molecules biologiques est generalement un processus indirect. En effet, on peut
rarement determiner la conformation du recepteur in vivo si meme on a la chance de
connaTtre la sequence primaire. De plus, la taille du recepteur etant tres elevee par rapport
a celle de la molecule active, il est difficile de determiner Ie site actif du recepteur c-a-d
1'endroit ou la molecule va s'attacher. On passe done generalement par Ie biais de 1'etude de
families d'agonistes et d'antagonistes de la molecule qui permettent de determiner les
caractenstiques stmcturales necessaires et suffisantes a la reconnaissance de la molecule par
Ie recepteur.
Les agonistes et antagonistes sont des molecules relativement rigides dont on connaTt et
controle la conformation spatiale. A partir d'une molecule possedant une certaine activite sur
un recepteur, on effectue une serie de modification chimique en mesurant a chaque fois
1'activite de la nouvelle molecule. Ce type d'etude remplit deux objectifs: determiner autant
que possible les raisons stmcturales de 1'activite de la molecule et developper un produit Ie
plus actif possible qui pemiet de traiter certains desordres biologiques. L'etude de la molecule
endogene generalement de nature peptidique done flexible commence generalement par une
»
ngidification qui reduit Ie nombre de degres de Ubertes de la molecule via 1'echange d'un
residu d'acide amine par une proline par exemple. On peut ainsi acquerir des informations sur
les pre-requis conformationnels necessaires a la reconnaissance de la molecule endogene par
Ie recepteur. Le cas des molecules CCK est complexe car pendant tres longtemps, seuls des
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agonistes et antagonistes de CCK-A etaient connus alors qu'on arrivait pas a developper de
molecules ayant une activite specifique sur CCK-B.
Notre etude a consiste a determiner toutes les possibilites conformationnelles pour la molecule
de CCK-5 et nous allons maintenant comparer les structures que nous proposons
theoriquement avec celles proposees dans la litterature.
3.4.1 Comparaison avec des etudes publiees des fragments CCK
Les molecules agonistes de CCK sont plutot de nature peptidique c-a-d des peptides plus ou
moins modifies et de grande taille c-a-d d'une taille comparable avec celle des fragments
endogenes.
Le groupe de Taga a public deux etudes en 1994 sur la conformation de la tetragastrine (soit
Ie fragment CCK-4) dans Ie DMSO par la methode Monte-Cario en prenant en compte les
effets de solvant. Us ont effectue 1'etude de ce fragment par RMN dans Ie meme solvant.
L'etude publiee dans la reference (81 ) donne les 7 conformations les plus basses en energie
notee a, b, c, d, e, f, g resultant de la strategic de recherche de minima locaux d'energie par
methode Monte-Carlo mis au point par les auteurs. Les auteurs notent que ces confonnations
sont consistantes avec les etudes experimentales.
Ces 7 confonnations ont etc systematiquement comparees par superposition graphique avec
chacune des 16 conformations types proposees dans notre etude du fragment CCK-5 ainsi
qu'avec les 13 conformations types de son analogue d-Trp. Nous remarquons d'abord que les
molecules proposees sont tres proches conformationnellement ce qui montre que la strategic
d'exploration par methode Monte-Carlo est peu efficace. Nous presentons sur la figure
suivante une superposition des 7 conformations proposees par 1'equipe de Taga:
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Figure 41. Supeq)osition des 7 molecules proposees par 1'equipe de Taga, resultat de
la simulation Monte-Carlo.
On constate que les 7 molecules proposees sont toutes superposables avec la molecule type
de la famille 3 telle que nous I'obser^ons sur la figure suivante. Nous obtenons egalement des
superpositions correctes avec les molecules types des families 7, 5 et 13 dans un ordre
decroissant c-a-d en allant de la meilleure vers la moins bonne superposition graphique. Nous
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presentons dans la figure suivante la superposition d'une des molecule proposee par 1'equipe
de Taga avec la molecule type de la famille 3 de notre echantillon.
Figure 42. Supeq)osition de la molecule type de la famille 3 de CCK-5 avec la
molecule a proposee par 1'equipe de Taga, resultat de la simulation Monte-Carlo.
Le meme groupe de chercheurs public une autre etude complementaire sur la meme molecule
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(82 ) ou 1'ensemble des simulations Monte-Carlo effectuees est utilise pour interpreter les
resultats de 1'etude RMN de la tetragastrine. Us proposent ainsi une conformation de la
molecule en solution qui n'est autre que la molecule a, proposee dans 1'etude (81) qui est
representee a la figure suivante.
Figure 43. Vue stereographique de la molecule de tetragastrine proposee par Ie groupe de
Taga Confrontation des resultats obtenus par RMN avec la simulation Monte-Carlo.
Nous avons done montre que la famille 3 dans notre echantillon correspond a la conformation
de la tetragastrine en solution. II faut remarquer la position des chames laterales du Trp et de
la Phe dont les cycles sont orientes perpendiculairement 1'un par rapport a 1'autre. En ce qui
conceme 1'analogue d-Trp, 1'ensemble des superpositions effectuees est beaucoup moins bon
que pour CCK-5. Seule la famille #2 presente une superposition correcte avec les molecules
proposees par Ie groupe de Taga tel que nous Ie presentons sur la figure 44.
Neanmoins, il faut remarquer que la chame laterale de la molecule ne peut etre orientee
comme sur la molecule a du fait de la stereochimie differente du carbone asymetrique du
residu Trp.
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Figure 44. Supeq)osition de la molecule type de la famille 2 de d-Tq) CCK-5 avec la
molecule a proposee par 1'equipe de Taga, resultat de la simulation Monte-Carlo.
En resume, nous avons montre que 1'une de nos families de CCK-5 presente une conformation
tres proche de celle du fragment CCK-4 en solution dans Ie DMSO ce qui n'est pas Ie cas
pour 1'analogue d-Trp qui ne peut adopter une conformation ou les chames laterales des
residus Trp et Phe soient correctement positionnees. Nous remarquons ici que 1'exploration
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de 1'hyperespace conformationnel a partir d'une simulation Monte-Carlo proposee par Ie
groupe de Taga est inefficace dans la decouverte de tous les minima metastables. En effet,
tous les minima qu'ils proposent se distinguent exclusivement par la position de la chame
laterale du Trp et leur echantillonnage consiste en fait a se promener sur 1'hypersurface
conformationnelle autour d'un puits d'energie puisque chaque nouvelle molecule est une petite
variation conformationnelle de la molecule precedente.
Ceci souligne Ie probleme rencontre par les methodes d'exploration d'un hyperespace
conformationnel complexe par methode Monte-Carlo ou de dynamique moleculaire. En effet,
pour obtenir un veritable echantillonnage total par ces methodes, il faudrait generer un
nombre de conformations enorme requerant par consequent un temps de calcul prohibitif. Ce
probleme est evite dans notre approche par la methode d'echantillonnage choisie aleatoire et
iterative des molecules.
L'autre etude que nous avons retenue pour la confrontation de nos resultats a ete proposee par
Ie groupe de Roques. Us presentent une analyse conformationnelle de 4 fragments CCK dont
CCK-5 (83 ). Us utilisent la methode de Monte-Carlo Metropolis pour 1'exploration de 1'espace
conformationnel de ces molecules en etudiant les formes acides, neutres et basiques pour
chaque fragment de maniere a simuler les effets de pH. Tous ces fragments sont des ligands
de CCK-B. Us comparent les resultats de 1'analyse conformationnelle avec les resultats
experimentaux obtenus par RMN et CD. Pour CCK-5, ils proposent ainsi 11 minima repartis
en 6 conformations dans Ie cas de la molecule acide (qu'ils notent A, B, C, D, E, F), 3
conformations dans Ie cas de la molecule neutre (notes G, H et I) et 2 conformations dans Ie
cas de la molecule basique (notees J et K).
Nous avons effectue une comparaison systematique par superposition graphique de chacune
des 3 minima neutres qu'ils proposent (en conservant la denomination des minima soit G, H
et I) avec les 16 molecules types de chaque famille resultant de la classification de notre
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Figure 45. Superposition des 3 molecules G, H et I proposees par 1'equipe de B.P.
Roques, resultat de la simulation Monte-Carlo Metropolis.
echantillon puis des 13 molecules types de 1'analogue d-Trp sachant que nous avons genere
notre echantillon ^ partir de la fomie neutre de la molecule.
Nous observons la meme caracteristique que pour les 7 molecules proposees par Ie groupe
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de Taga soit que les molecules proposees (les 3 minima neutres) sont tres proches
conformationnellement ce qui apparaTt a la figure montrant la superposition des 3
conformations G, H et I.
Ces trois molecules se distinguent encore ici par la position du cycle de la chame laterale du
residu Trp.
Les superpositions graphiques avec CCK-5 donnent les resultats suivants:
- la molecule G est superposable avec les molecules types des families #4, #7 et #13
- la molecule H est superposable avec les molecules types des families #1, #4, #5, #6, #7
et#13
- la molecule I est superposable avec les molecules types des families #3 et #13
Nous constatons que la famille la plus representative pour les molecules G, H et I est la
famille #13 et nous presentons les 3 superpositions graphiques de chacune de ces molecules
avec la molecule type de notre famille #13 sur les figures suivantes.
Nous remarquons que dans 1'etude precedente, la famille #13 avait egalement ete superposee
avec succes aux molecules proposees. En revanche, la position des chames laterales est assez
differente ici. D'ailleurs, les auteurs donnent la distance entre les cycles des chames laterales
pour Trp et Phe et suggerent 10A pour les molecules acides et 13A pour les molecules
neutres. Ces distances sont en contradiction avec la conformation observee par Ie groupe de
Taga ou les cycles sont tres proches ainsi qu'avec leurs propres resultats pour la molecule H
ou les cycles des chames laterales des residus Trp et Phe sont a moins de 6A de distance.
En conclusion, la comparaison de nos molecules avec les differentes eludes publiees montre
que nous avons reproduit les resultats de calcul aussi bien que les resultats experimentaux.
Nous avons montre de plus que les methodes d'echantillonnage Monte-Carlo utilisees par les
auteurs conduisent a un echantillonnage autour d'un minima et, par consequent,
133
correspondantes a 1'une ou plusieurs des families conformationnelles determinee par la
classification de notre echantillon. Ainsi, nous pouvons proposer que chacune de nos families
reproduit une possibilite confonnationnelle correspondant a des conditions d'environnement
differentes : milieux hydrophile, lipophile,...
Figure 46. Superposition de la molecule type de la famille 13 de CCK-5 avec la
molecule G propose par 1'equipe de Roques, resultat de la simulation Monte-Carlo
Metropolis.
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Figure 47. Superposition de la molecule type de la famille 13 de CCK-5 avec la
molecule H proposee par 1'equipe de Roques, resultat de la simulation Monte-Cado
Metropolis.
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Figure 48. Superposition de la molecule type de la famille 13 de CCK-5 avec la
molecule I propose par 1'equipe de Roques, resultat de la simulation Monte-Carlo
Metropolis.
3.4.2 Comparaison avec les etudes des families d'antagonistes de CCK
Les nombreuses etudes sur les families d'antagonistes CCK a conduit a determiner recemment
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les pre-requis conformationnels necessaires a la reconnaissance des molecules par les
recepteurs CCK-A et CCK-B. Ces etudes realisees par CoMFA (Comparative molecular field
alignment technique) et QSAR (Quantitative structure-activity relationships) permettent de
determiner un ensemble de distances entre differents groupement de la molecule. Une
molecule possedant les groupement adequat correctement positionnes sera reconnaissable par
Ie recepteur.
3.4.2.1 Recepteur CCK-B
Recemment, une nouvelle classe d'antagoniste a ete proposee dans laquelle les auteurs ont
developpe une molecule d'activite comparable a celle de L-365,260 mats avec une selectivite
encore plus elevee (84 ). Malheureusement la stereochimie absolue du produit n'a pas ete
determinee ce qui ne nous permet pas de comparer leur molecule avec nos conformations.
Une autre etude recente propose a nouveau une classe d'antagonistes derives des
benzodiazepines ou la molecule finale obtenue possede une activite superieure a celle de L-
365,260 (85 ). La modification apportee consiste simplement a remplacer Ie groupement €N3
attache sur 1'azote du cycle benzodiazepine par un groupement CO-NH tBut ce qui ne change
pas drastiquement a priori la conformation du squelette de la molecule. Les informations
structurales ont ete prises dans 1'article (86 ), ou Ie groupe de Vittoria a deduit des 5 classes
connues d'antagonistes de CCK-B rapportees dans la litterature a ce moment la un modele de
pharmacophore. L'antagoniste Ie plus puissant est L-365,260 schematise sur la figure 49.
CH3
J
Figure 49. Schema de L-365,260, antagoniste de CCK-B de la famille des benzodiazepines.
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La geometric du pharmacophore determine par 1'equipe de Vittoria se presente ainsi:
HP2^—6^- —,HB
.6 A
Figure 50. Geometric du pharmacophore derivee de 1'etude des 5 families
d'antagonistes de CCK-B.
Les auteurs determinent ainsi les sous-structures qui doivent etre presentes pour qu'une
molecule puisse etre reconnue:
- 1'oxygene d'un carbonyle ou d'une fonction amide ou uree capable de former un lien
hydrogene avec un site donneur du recepteur (note site HB)
- un systeme aromatique entoure dans la cavite du recepteur d'un environnement hydrophobe
(site HP1)
- un fragment aromatique ou aliphatique dont la taille et la forme peuvent varier se liant a une
autre region hydrophobe (HP2).
Ces 3 distances (HB-HP1, HB-HP2, et HP1-HP2) ont servi de contraintes pour trier la
population de CCK-5. D'apres les informations recueillies dans la litterature, Ie point HP 1 du
pharmacophore correspond au cycle de la chame laterale du Tip et Ie fragment HP2 au cycle
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de la Phe. En revanche, en ce qui conceme la fonction carbonyle, nous avons en tout 6
carbonyles possible pouvant se placer au point HB du pharmacophore. La procedure utilisee
a done ete la suivante:
- un premier tri des 15000 conformeres qui verifie la distance HP1-HP2 a ete effectue ce qui
a donne 366 molecules pour lesquelles 5.4A > HP1-HP2 > 6.4A
- ces 366 molecules ont ete ensuite triees 6 fois en prenant pour HB chacun des 6 carbonyles
possibles de la molecule. On rencontre 7 molecules de notre population pour lesquelles les
contraintes de distance (3.1A > HP1-HB > 4.lA et 5.5A > HP2-HB > 6.5A) sont respectees.
En outre, il y a un seul oxy gene pour lequel nous ne trouvons aucune molecule susceptible
de se placer dans la position requise. Leur energie est comprise entre -20.39 kcal/mol et 5.47
kcal/mol.
Nous retrouvons done a 1'interieur de notre population des molecules possedant les
caracteristiques structurales necessaires a leur reconnaissance par Ie recepteur CCK-B. De
plus, 1'energie de ces molecules, possible ligands, n'est pas trap elevee par rapport au
minimum global ce qui leur donne une probabilite d'existence non negligeable. La premiere
molecule susceptible d'etre reconnue par CCK-B est a 10.72 kcal/mol au dessus du minimum
global.
De plus, nous avons recherche a quelle families ces molecules appartiennent. Nous avons
decouvert une grande diversite dans les families susceptibles de presenter les trois points
pharmacophoriques correctement situes les uns par rapport aux deux autres. Ces 7 molecules
appartiennent aux families #9, #13, #3 (pour deux d'entre elles), #6, #5 et #10. De plus, il y
a 5 des 6 oxy gene qui peuvent se placer au point HB. Sachant qu'une famille regroupe des
molecules dont les conformations sont proches les unes des autres, un apport d'energie limite
permet Ie passage facile de 1'une a 1'autre a 1'interieur d'une meme famille et done une
molecule peut adapter sa conformation pour devenir active c-a-d se lier au recepteur.
Nous presentons sur la figure suivante la molecule la plus basse en energie qui remplit les
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exigences du recepteur. Elle fait partie de la famille #6.
Figure 51. Molecule de la famille 6 de CCK-5 rencontrant les exigences
conformationnelles du recepteur CCK-B telles que determines par Ie groupe de
Vittoria
Le meme travail a ete effectue sur 1'analogue d-Trp pour lequel nous avons passe la
population au crible des contraintes de distance du pharmacophore. Nous obtenons les
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resultats suivants:
- il existe 10 molecules qui verifient les exigences conformationnelles du recepteur soit 5.4A
> HP1-HP2 > 6.4A, 3.lA > HP1-HB > 4.1A et 5.5A > HP2-HB > 6.5A
- il y a deux oxygenes sur six pour lesquels il est impossible de trouver une conformation
adequate.
- Les families auxquelles appartiennent ces molecules sont les #9, #13, #3 (pour deux d'entre
elles), #6, #5 et #10 avec un intervalle d'energie compris entre -18.99 et -2.67 kcal/mol
Nous constatons ici que la premiere molecule susceptible d'etre reconnue par Ie recepteur
possede une energie 14.59kcal/mol plus elevee que Ie minimum global. En revanche, un plus
grand nombre de molecules verifient les exigences conformationnelles du recepteur et 4 sur
6 oxy genes sont susceptibles de se placer au point pharmacophorique HB.
En conclusion, nous ne pouvons expliquer ainsi definitivement pourquoi 1'analogue d-Trp est
inactif alors que Ie fragment CCK-5 est agoniste. Neanmoins, il faut souligner que la
geometric du pharmacophore a ete obtenue a partir de families d'antagonistes et il est
probable que 1'action agoniste du fragment requiere des points pharmacophoriques
supplementaires. Nous pouvons d'ailleurs remarquer que la taille des molecules agonistes est
plus elevee que celle des molecules antagonistes. De plus, ces demieres sont rigides or il n'a
encore ete developpe a notre connaissance aucune molecule agoniste tres rigide, les agonistes
publics etant des derives de peptides. Ceci laisse penser que la molecule agoniste peptidique
subit des modifications conformationnelles a 1'approche du recepteur, ce qui la rend
pleinement active.
3.4.2.2 Recepteur CCK-A
Le fragment CCK-5 ne possede theoriquement pas d'activite sur Ie recepteur CCK-A. Nous
desirons neanmoins venfier comment ce fragment verifie ou non les exigences
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conformationnelles du recepteur. En effet, il est possible que 1'absence d'activite in vivo du
fragment sur Ie recepteur peripherique soit du a d'autres causes que la conformation adoptee
par ce fragment comme par exemple la degradation du fragment avant meme qu'il n'ait atteint
Ie site du recepteur.
De tres nombreuses families d'antagonistes du recepteur CCK-A sont connues depuis
longtemps et la litterature a ce sujet est abondante a 1'inverse de CCK-B. Ceci est du en partie
aux processus physiologique dont ce recepteur fait partie en particulier les phenomenes de
satiete et secretions pancreatiques. Les molecules actives sur ce recepteur sont par consequent
de possibles therapeutiques pour les ulceres et troubles de 1'alimentation. L'antagoniste Ie plus
actif est encore a notre connaissance un derive benzodiazepine note MK-329 dont Ie schema
apparait a la figure suivante:
Figure 52. Schema de MK-329, antagoniste de CCK-A de la famille des benzodiazepines.
L'equipe de Robba a utilise plusieurs antagonistes connus de CCK-A pour en deduire les




Figure 53. Geometric du pharmacophore derivee de 1'etude de families d'antagonistes
de CCK-A.
La region notee B doit etre occupee par un halogene, ou un cycle aromatique. Les region C
et D doivent etre occupees par des cycles aromatiques.
Le processus utilise est ici un peu different. En effet, les travaux publics ne faisait
aucunement etat de 1'endroit ou avait ete mesure les distances du pharmacophore (a 1'exterieur
de la molecule ou directement sur Ie centre des cycles aromatiques?). Nous avons par
consequent utilise Ie biais de mesurer les distances correspondantes sur la stmcture obtenue
par diffraction de rayons-X du fragment CCK-4 (72, 75). Ce demier, bien qu'inactif sur Ie
recepteur CCK-A verifie les exigences conformationnelles de CCK-A tel qu'ils les
determinent a partir des antagonistes de CCK-A. Us presentent un schema sur lequel on voit
que Ie cycle aromatique qui se trouve theoriquement au point C est remplace alors par la
fonction carbonyle du residu Asp. Les distances mesurees sur CCK-4 donnent la geometrie






Figure 54. Geometric du pharmacophore de CCK-A mesuree sur la stmcture RX de
CCK-4.
Ces distances ont servies a trier 1'echantillon de conformations de CCK-5 de maniere a obtenir
les conformations vedfiant les distances entre les points pharmacophoriques. On obtient que
662 des conformations de CCK-5 possedent la distance correcte entre B et D soit les cycles
des chames laterales des residus Phe et Trp. Dans un deuxieme temps, ainsi que nous avions
precede pour CCK-B, nous avons pris pour Ie point C successivement les 6 carbonyles
possibles existants sur la molecule de CCK-5. Nous obtenons finalement que 17 molecules
sont susceptibles d'etre reconnues par Ie recepteur CCK-A. L'echelle d'energie est comprise
entre -16.58 et 12.31 kcal/mol et les conformeres appartiennent aux families #6, #7, #8, #9,
#10 et #12, #13, #14, #15 et #16.
Nous constatons ici qu'un plus grand nombre de molecules de CCK-5 venfient les exigences
du recepteur CCK-A par rapport a CCK-B mais que la premiere molecule possede une
energie conformationnelle 14.53 kcal/mol plus elevee que Ie minimum global ce qui est plus
eleve que pour CCK-B. De plus, il y a seulement 3 des oxy genes sur 6 possibles dans la
molecule qui peuvent se placer au point pharmacophorique C.
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En ce qui conceme la population de 1'analogue d-Trp, apres avoir effectue Ie meme tri a partir
des contraintes du recepteur CCK-A, nous obtenons 17 molecules qui verifient les contraintes
de distances deduites des travaux de 1'equipe de Robba et dont 1'energie est comprise entre -
19.66 et 9.50 kcal/moL La encore, seuls 3 oxy genes peuvent se placer au point
pharmacophorique C.
En conclusion des ces comparaisons, nous constatons que nous ne pouvons definir exactement
les raisons pour lesquelles la molecule CCK-5 est active sur Ie recepteur CCK-B et inactive
sur CCK-A alors que 1'analogue d-Trp de CCK-5 est inactif puisque dans chaque population
et pour chaque recepteur, nous observons des molecules qui verifient les exigences
conformationnelles du recepteur en question. Nous pouvons neanmoins emettre un certain
nombre de remarques:
- nous avons vu precedemment que CCK-5 est plus flexible que son analogue d-Trp. Ceci
pourrait expliquer 1'inactivite de 1'analogue si on se place dans la theorie ou la molecule subit
des modifications conformationnelles a 1'approche du recepteur.
- dans 1'interaction avec CCK-A, Ie nombre d'oxy genes qui peu vent se placer au point
pharmacophorique C est restreint (3 sur 6 possibilites dans la molecule). Or on ne sait pas a
priori quel oxygene est suppose occuper cette position. II est done possible que 1'oxygene
suppose occuper ce point pharmacophorique soil justement 1'un de ceux pour lesquels il est
impossible de trouver une molecule venfiant les 3 contraintes de distances du pharmacophore.
C'est egalement ce qui peut arriver dans Ie cas de la liaison avec Ie recepteur CCK-B ou, pour
1'analogue d-Trp et pour 2 des 6 oxygenes, nous ne pouvons trouver de molecules verifiant
les contraintes conformationnelles du recepteur alors que pour les meme oxygenes, il existe
des molecules pour CCK-5 qui peuvent adopter la conformation reconnue par Ie recepteur.
II ne faut pas oublier que les conformations sont triees ici a partir des contraintes des deux
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types de recepteurs determinees grace aux molecules antagonistes de ces recepteurs. Comme
nous 1'avons deja souligne, 1'action agoniste d'une molecule requiert eventuellement des points
phamiacophoriques additionnels qui peuvent faire la difference entre molecules actives et
inactives.
L'etude publiee par 1'equipe de Robba (87) souligne cette possibilite en montrant
qu'effectivement. Ie fragment CCK-4 verifie les exigences conformationnelles du recepteur
CCK-A bien qu'elle soit inactive sur ce recepteur. II avance 1'hypothese que la chame laterale
de 1'Asp occupe un site qui est libre sur les antagonistes de CCK-B sur lesquels ils ont
constmit leur modele de pharmacophore. Ce site est 1'azote numerote 1 sur Ie cycle
benzodiazepine de la figure 52.. Nous pouvons faire deux observations a ce sujet:
- les antagonistes actif sur CCK-A ne possedent effectivement pas de fragment encombrant
sur cette position.
- 1'antagoniste actif sur CCK-B note L-365,260 ne possede pas non plus de fragment
encombrant sur cette position
1'activite des molecules vis a vis de 1'un ou 1'autre des recepteurs CCK-A ou CCK-B ne peut
done etre due exclusivement a la presence d'un groupement encombrant ^ cet endroit.
Neanmoins, la presence d'un groupement encombrant a cet endroit n'empeche par 1'activite
des molecules sur CCK-B puisque Ie fragment CCK-4 est actif sur Ie recepteur CCK-B. Un
groupement encombrant en cette position semble meme etre un facteur qui ameliore la
selectivite des molecules sur CCK-B. En effet, une transformation apportee a L-365,260 (85)
qui ameliore la selectivite a CCK-B est de remplacer Ie groupement CH3 lie a 1'azote 1 par
un groupement encombrant CO-NH Tbut tel que Ie montre la figure suivante:
146
CO^NHtBu
Figure 55. Schema de CP-212,454, antagoniste de CCK-B de la famille des
benzodiazepines developpe sur Ie squelette de L-365,260.
II faut enfin souligner que pour determiner les distances pharmacophoriques du recepteur
CCK-A nous sommes passes par Ie biais de mesurer ces distances sur une molecule qui
verifie les exigences conformationnelle du recepteur puisque nous ne savions pas entre quels
points les distances pharmacophoriques foumies avaient ete mesurees par les auteurs ce qui
diminue la precision des distances obtenues.
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CONCLUSION
Nous avons montre comment les methodes d'analyses de donnees peuvent s'appliquer a 1'etude
d'echantillon de conformations generees par la methode PEPSEA. Ces methodes appliquees
sur un echantillon adequat permettent de rationaliser 1'etude de molecules tres flexibles
possedant une grande variete de conformations metastables. Grace a ces methodes d'analyse
de donnees, il devient possible d'etudier 1'ensemble de 1'hypersurface conformationnelle d'une
molecule. Nous avons releve un certain nombre de difficultes relatives a 1'emploi de ces
methodes. Un des problemes rencontre est commun a toutes les methodes de simulation: si
nous voulons appliquer les methodes d'analyses des donnees il nous faut echantillonner
correctement toutes les conformations possibles. Cela implique deux exigences: Ie champ de
force choisi doit etre capable de calculer une energie potentielle correcte, et 1'echantillon
produit doit etre representatif. Le premier point a ete justifie par les travaux anterieurs du
laboratoire et Ie demier point est verifie par Ie calcul de la moyenne de 1'energie pour des
tallies croissante de 1'echantillon jusqu'^ obtention d'une valeur constante.
L'analyse en composantes principales appliquee a nos echantillon de molecules ne pose aucun
probleme sinon celui de la representation des individus dans 1'espace des premieres
composantes principales lorsque 1'echantillon est de grande taille. Or notre but pnncipal n'est
pas 1'exploration graphique de nos donnees, mats la construction de variables independantes.
Le premier probleme pose par la classification est celui de 1'interpretation des indices
statistiques. Nous avons resolu ce probleme en utilisant conjointement plusieurs methodes de
donnees jusqu'a avoir un consensus pour les resultats des classifications. Lorsque 1'echantillon
est de grande taille neanmoins, Ie temps de calcul necessaire a la classification devient un
parametre non negligeable et limite 1'exploration a quelques methodes de classifications. De
plus la classification pose alors un probleme intrinseque car, quelque soit la methode choisie,
il devient difficile theoriquement de trouver les hyperplans delimitant les families dans
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1'hyperespace des variables composantes principales. En effet, une molecule complexe
possedant de nombreux degres de liberte est caracterisee par de nombreuses variables et
1'hyperespace de sa surface d'energie potentielle est par suite extremement complexe. De plus,
1'evaluation des resultats au point de vue chimique devient difficile et il nous a fallut
developper des methodes pourjuger la qualite des families obtenues (pourcentage de code par
residu par famille, valeurs moyennes des distances caracteristiques...). Ceci constitue une des
limitations de la methode au point de vue pratique (temps de calcul) et theorique. Neanmoins,
il faut remarquer que la complexite apportee par I'etude d'un echantillon du demier peptide
ne peut guere etre depassee. Le nombre de conformations accessibles a un peptide donne
augmente tres rapidement dans un premier temps avec la taille de ce peptide. De plus la
complexite des residus d'acides amines (chames laterales importantes, nombreuses
fonctionnalites) augmente les possibilites de conformations. On peut ainsi penser que
1'efficacite de la methode proposee pour ordonner les echantillons de conformations
peptidiques est tres limite puisque Ie nombre de 5 residus d'acides amines en constitue la
limite pratique. Neanmoins,plus la taille du peptide augmente, plus la complexite de la surface
confo.rmationnelle, diminue. En effet, des elements de structure tertiaire apparaissent qui vont
progressivement figer les conformations et les possibilites conformationnelles vont diminuer
au fur et a mesure que Ie nombre de residus d'acides amine augmente. Par consequent, la
taille de 1'echantillon representatif diminue. Les gros peptides et proteines possedent une
conformation bien definie et tres peu de liberte conformationnelle limitee a de legeres
variations autour du site actif. La limite d'apparition de la structure tertiaire est de 5 acides
amines puisqu'elle permet la formation d'un pseudo-cycle a 13 membres traduisant une
stmcture en helice a, element important de rigidification des peptides et proteines. La
presence de certains residus particuliers comme la proline, 1'hydroxyproline ou la cysteine
conduit egalement a une reduction de la liberte conformationnelle des composes. Les deux
premiers induisent des structures tertiaires particulieres qui sont les toumants P et Ie demier
forme des liaisons chimiques qui rigidifient les squelettes proteiques. Avec Ie demier peptide
etudie, nous avons done montre que nous pouvions traiter une structure de la plus grande
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flexibilite possible de par sa taille et sa composition en acides amines divers.
Nous pensons ainsi avoir montre les avantages de ces techniques d'analyses: classification
sans a priori, appreciation des correlations entre les variables, rapidite de 1'analyse et
traitement de gros echantillons. Nous pouvons de plus utiliser les methodes d'analyse de
donnees dans Ie cadre de 1'etude de molecules biologiquement actives pour lesquelles
certaines caractenstiques reliees a leur activite sont connues: conformation de la partie active
de la molecule ou distance caracteristique entre deux groupements necessaire a 1'activite. Si
nous faisons 1'analyse en composantes principales h partir de distances specifiques
correspondant a des caracteristiques connues, nous pourrons evaluer par exemple si ces
distances decrivent pertinemment la population et evaluer Ie pourcentage de la population
decrite par ces distances apres la classification. Cela nous permettant d'estimer quel est la
chance pour la molecule de se lier au recepteur dont nous connaissons les caracteristiques
stmcturales. Nous pouvons amsi evaluer par exemple la qualite d'agoniste ou d'antagoniste
de plusieurs molecules. Nous pouvons de cette fa9on utiliser des resultats experimentaux
foumis par la RMN ou la fluorescence de rayons-X.
Nous pensons que les methodes de classification constituent un outil d'exploration ideal pour
1'etude des hypersurfaces confonnationnelles de molecules complexes. II existe de tres
nombreuses methodes reliees de pres ou de loin a 1'analyse de donnees et nous n'avons
explore qu'une partie de ses methodes. En effet, selon Ie but poursuivi, d'autre methodes
d'analyses des donnees sont susceptibles d'etre udlisees comme c'est deja Ie cas dans 1'etude
des relations structures-activite des composes biologiquement actifs ou les differentes
techniques d'analyse factorielle et de regroupement sont couramment utilisees. II serait done
interessant de developper ce genre d'approche a 1'avenir dans 1'etude de populations
conformationnelles d'autant plus que les resultats obtenus permettent 1'acces ulterieur a des




L'ANALYSE EN COMPOSANTES PRINCIPALES
Soit un tableau I comportant p variables quantitatives. Les n individus, caracterises chacun
par p variables, peuvent etre representes dans un espace vectoriel a p dimensions. Le but de
1'ACP est de trouver un espace vectoriel de dimension restreinte (done un sous-espace
vectoriel de 1'espace initial) dans lequel il soit possible d'examiner au mieux les individus. S'il
existe un vecteur colonne u (u^, U2,..., u^)' et un vecteur ligne v (v^, ¥2,..., v ) tel qu'il soit
possible de reconstituer Ie tableau I avec I = u.v', on aura reconstitue les np valeurs du
tableau I par seulement (n+p) valeurs. En pratique, on cherchera 1'approximation de rang q
telle que I = u^v/ + u^ v^' + ... + u Vq' + E , (Ep etant une matrice residuelle dont les termes
sont petits). On pourra ainsi reconstituer Ie tableau I grace a n(q+p) valeurs :
. p^ p^ ... pp . cp^ cp^ ... cpp
xl - - - - xl
X2 "' "• '" •" ^ X2
xn '" "• - - xn
[8]
On effectue un changement de base. L'espace des variables initiales est remplace par 1'espace
des composantes pdncipales. Les p variables quantitatives initiales qui sont plus ou moins
correlees entre elles sont remplacees par p nouvelles variables non correlees.
A.l Traitement des donnees initiales
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La base de representation la plus adequate pour nos individus sera constituee par celle dont
la projection des individus sur les axes aura la plus grande variance. Une transfomiation
interessante des variables initiales est de les reduire et de les centrer. En effet, h, et hj
designant les projections de 2 points i et j sur une droite H, on veut que Ie image de point
soit Ie plus etale possible soit rendre maximale la somme S(hi - hj) . Cette somme peut se
developper en 2n Z(h, -h) avec h moyenne des projections. Si on centre les variables, i.e.
que 1'on prend 1'origine au point moyen, h=0. De plus, si les variables ne sont pas mesurees
avec des echelles identiques, il faudra normer ces variables de maniere a ce qu'elles aient
toutes Ie meme poids dans 1'analyse en composantes principales:
X, = ^ - r/ ) [9]
XVS~°J~
Si ry est un element de rang i du tableau initial, on lui soustrait la moyenne sur la colonne
j et on Ie divise par 1'ecart-type de cette colonne de maniere a centrer et reduire chaque valeur
de propnetes mesuree. Ainsi chaque propriete aura Ie meme poids dans 1'analyse subsequente.
Le but de 1'analyse consiste a determiner une base du sous-espace vectonel qui ajuste au
mieux, dans 1'optique de la methode des moindres carres, 1'ensemble des n points. A cette fin,
on montre que la solution de ce probleme se ramene a la diagonalisation de la matrice de
variance-covariance associee aux donnees experimentales. Apres avoir centre et reduit les
variables initiales, cette matrice sera la matrice des correlations entre les variables prises deux
a deux, notee I'l, dont les elements sont calcules selon la formule:
p, = " S^* - Ex< E^. no]
^"5>,2-(E^)2]["Eyi2-(Ey<)2]
On mesure ainsi la correlation entre chacune des p variables et toutes les autres. On obtient
ainsi une matrice symetrique, la diagonale etant composee du coefficient de correlation entre
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chaque variable et elle-meme et vaut done 1 pour chaque element.
A.2 Rappels sur les proprietes des matrices
Certaines proprietes des matrices permettent de voir comment Ie fait de diagonaliser la
matrice de correlations permet de representer Ie tableau I au mieux.
. Produit scalaire
soit 2 vecteurs colonnes a n composantes x et y, Ie produit scalaire de ces deux vecteurs est
par definition:
/y=^=S>,y, tin
si x'y = 0, alors x est orthogonal a y ce qui signifie geometnquement que cos (x, y) = 0 dans
un espace a n dimensions.
. si X est une matrice quelconque, XX' et X'X sont des matrices symetriques semi-definies
positives.
. Soit p vecteurs colonnes (x,),^ 2,..., p ^e dimension n, et p coefficients reels (c^, c^, ..., Cp), les
vecteurs seront lineairement independants si et seulement si:
clxl + C2V2 + •" + c?Kp = ° ^ cl = C2 = -" = c^ = ° [12]
. Le rang d'une matrice est egal au plus grand nombre de ses vecteurs colonnes lineairement
independants. Une matrice est de plein rang si son rang est egal a sa plus petite dimension.
. Soit X une matrice carree (p, p), elle est reguliere si elle est de plein rang (i.e. rang X=p).
De plus, dans ce cas, son determinant est non nul.
. Pour toute matrice symetrique X, 11 existe une matrice orthogonale Y telle que Y'XY = A
ou A est une matrice diagonale.
. Soit une matrice carree (p, p), X un scalaire et x un vecteur (p, 1) non nul, on a Xx = Kx
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(X - 'kl)x = 0 [13]
les colonnes de (X - Xl) sont lineairement dependantes done det(X - ^1) = 0 (equation
caracteristique de X). Le scalaire X est une valeur propre et x un vecteur propre de X associe
a K.
- L'equation caract^nstique est un polynome de degre p possedant p valeurs propres non
forcement distinctes.
- La somme des valeurs propres est egale a la trace de la matrice; leur produit est egal au
determinant de la matrice.
- Si la matrice est symetrique, toutes les valeurs propres sont reelles; Ie nombre de ses valeurs
propres non nulles est egal au rang de la matrice; les vecteurs propres, correspondants a des
valeurs propres distinctes, pris deux a deux sont orthogonaux.
A.3 Diagonalisation de la matrice des correlations
On cherche les vecteurs propres u^ de la matnce I'l. Cette demiere est une matrice
symetrique (p,p) dont les p valeurs propres reelles (si elles sont toutes distinctes) permettront
d'engendrer p vecteurs propres orthogonaux et lineairement independants par definition, dont
1'ensemble constituera une base de ^Kp. Chacun des vecteurs propres sera done un sous-espace
vectoriel de dimension 1. Le premier vecteur propre sera la droite sur laquelle les individus
projetes auront la plus grande variance. De cette maniere, les p vecteurs propres seront classes
par ordre de representativite. Les q vecteurs propres suffisant a la reconstitution du tableau
de donnees X seront les p premiers vecteurs propres puisque les p-q demiers vecteurs propres
assumant une part negligeable dans la representation des n valeurs de X peuvent etre negliges.
A.4 Exemple simple d'ACP
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Soit un tableau constitue de 31 individus et 3 variables:



















































































































































La premiere etape consiste en la transformation des p=3 variables initiales N1, N2 et N3 en


















La diagonalisation conduit a 3 valeurs propres distinctes (dont la somme est egale a la trace
de la matrice des correlations). En effet, chaque variable initiale etant centree et reduite
possede, par definition, une variance de 1 done la somme des variances est egale au nombre
de variables initiales. Ainsi, Ie rapport de chaque valeur propre a la somme de toutes les
valeurs propres donne Ie pourcentage d'information retenu par chaque axe cp engendre par
la valeur propre en question:
Valeurs Propres Pourcentage de Pourcentages
Variance cumules
1 1.52774 0.509248 0.50925
2 0.90401 0.301388 0.81059
3 0.56824 0.189414 1.00000
Les vecteurs propres associes a ces trois valeurs propres constituent une base de 1'espace
vectoriel de depart. On peut ecrire ainsi une matrice appelee de vecteurs propres contenant
les coefficients de combinaison lineaire permettant d'ecnre les nouveaux vecteurs en fonction
des anciens. On peut ainsi voir quel part prend chacune des variables initiales a la


























D'apres les pourcentages de variance retenus par les valeurs propres, on peut voir que si on
decide de ne garder qu'un axe de representation, on choisira cpl puisque celui-ci retient
environ 50% de 1'information totale contenue dans Ie tableau de donnees. Les 31*3=93
valeurs initiales du tableau X etant representees par 31+3=34 valeurs seulement soit les
composantes des 31 individus de depart calculees sur Ie nouvel axe cpl plus les composantes
de cet axe en fonction des axes de depart N1, N2, N3. Une meilleure representation sera
constituee par Ie sous-espace vectonel de dimension 2 engendre par cpl et cp2. Les 93
valeurs initiales etant alors reconstituees a 81% par 2(31+3)=68 valeurs.
Figure 56. Projection des individus sur les
variables initiales et sur les composantes
principales
II est evident que pour un tel tableau, 1'interet de 1'ACP est faible puisqu'il est tout a fait
possible de representer Ie tableau X dans 1'espace de ses trois variables initiales et de
visualiser les proximites entre les individus. Si nous tra^ons un graphique en trois dimensions
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(figure 56) ou nous pla9ons les 31 points dans Ie repere des variables de depart N1, N2, N3,
et que nous representons ensuite les 3 axes composantes principales, nous constatons que ces
demiers sont beaucoup plus adequats pour decrire Ie nuage de points.
L'axe cpl est 1'axe de plus grande inertie pour Ie image de points. Ce qui signifie que si nous
devions representer notre echantillon par les coordonnees des individus sur un seul axe, nous
choisirions cpl. Le deuxieme axe de representation choisi serait cp2.
L'axe cpl est 1'axe de plus grande inertie pour Ie nuage de points. Ce qui signifie que si nous
devions representer notre echantillon par les coordonnees des individus sur un seul axe, nous
choisirions cpl. Le deuxieme axe de representation choisi serait cp2.
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ANNEXE B
LES METHODES DE REGROUPEMENT
B. 1 Donnees initiales
Le tableau de donnee initiales est constitue comme dans Ie cas de 1'ACP par un ensemble
cTindividus caracterise par plusieurs variables. Le tableau ne doit pas posseder de structure
a priori c'est a dire aucune dependance fonctionnelles entre les variables. Nous avons vu que
la premiere etape de 1'ACP est de calculer les coefficients de correlation entre les variables.
Nos variables distances ne sont done pas utilisables comme variables pour Ie regroupement
puisqu'il existe plus ou mains des relations entre celles-ci. L'ensemble des individus pour Ie
regroupement sera done caracterise par les variables composantes principales determinees par
1'ACP, ces demieres etant non-correlees entre elles par construction.
B. 2 Definitions
n nombre d'individus
v nombre de variables
G nombre de classes .(a n'importe quel niveau de la hierarchie)
x,ieme observation (vecteur ligne)
C^Kieme classe (sous-ensemble de {1, 2, ..., n})
NK nombre d'individus dans C^
x vecteur moyen de 1'echandllon
XK vecteur moyen de la classe C^







PG ZWj soit la somme sur les G classes au Gieme niveau de la hierarchie
BKL W^-WK-W, siC«=CKUCL
d(x, y) mesure de distance ou de dissimilarite entre les classes C^ et CL
B.2.1 Calcul de d(x, y)
Soit deux individus k et 1 reperes dans 1'espace des v variables qui les caracterisent (les
composantes principales dans notre cas), les vecteurs representant ces individus sont:
X^ = (X^ , X^ , ... , Xj^y )Qt X^ = (X^ , X^ , ... , Xjy
Si on note D (x^ , x, ) la distance entre les individus k et 1, celle-ci peut etre calculee comme:
D( ^ , ^) = N y=i (^-- xlj)
2 [14]
qui est la distance euclidienne entre les individus k et 1 dans 1'espace a v dimensions.




avec r >. 1. Lorsque r=2 on obtient, comme cas particulier, la distance euclidienne.
On constmit ainsi une matnce de distances. La matrice de depart sera done une matrice (n,
n) dans laquelle seront reunies les distances entre chaque individu par rapport a tous les
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autres. Par la suite, lorsque les individus seront regroupes, la matrice sera de dimension G et
les distances seront calculees entre les classes.
B.2.2 Differentes methodes pour Ie calcul de regroupement hierarchique
La distance entre deux classes peut etre definie directement ou de maniere iterative c'est a
dire par une equation qui met a jour la matrice de distances a chaque fois que deux classes
sont fusionnees. On suppose que les classes C^ et C^ sont fusionnees pour donner la classe
CM et les formules donnent la distance entre la classe C^ et n'importe quelle autre classe Cj.
Les equations donnant la distance pour les differentes methodes sont tirees des manuels de
SAS puisque nous avons utilise ce logiciel pour nos calculs et peuvent differer de ce qui est
decrit dans la litterature pour la meme methode de classification .
B.2.2.1 Methode hierarchique AVERAGE
La distance entre deux classes est definie par:
DKL = E E d ^ . ^ / (AW [16]
ieCjr ;eC^
Si d (x, y) = I x- y||2 alors:
DKL- U^-^112+^/^+^/^ tl7]
La distance entre la nouvelle classe C^ et une autre classe Cj est:
DM ° (JV)nc + ^Az) / ^ [18]
Dans ce calcul, la distance entre deux classes est la distance moyenne entre les paires
d'individus pris deux a deux (un dans chaque classe). Cette methode est biaisee dans Ie sens
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qu'elle tend a fusionner les classes de faible variance (intra-classe) pour produire des classes
de variances a peu pres identique.
B.2.2.2 Methode hierarchique de WARD
La distance entre deux classes est definie par:
DKL°B^= \\^-x~, \\2 I (HN^ I IN^ [19]
Si d (x, y) = I x- yf/2 alors:
DM = (( ^ + ^) D^ + ( N, + ^ D^ - N, D^)I (N, + N^) [20]
Dans cette methode, la distance entre deux classes est la somme des carres entre les deux
classes, sommee sur toutes les vanables. A chaque etape de la hierarchie, la somme des carres
a 1'interieur d'une classe est minimisee par rapport a toutes les manieres de fusionner 2 classes
de la generation precedente. Cette methode est biaisee vers 1'obtention de classes contenant
Ie meme nombre d'individus et tend a fusionner les classes avec un faible nombre
d'obser^ations.
B.2.2.2 Methode hierarchique du CENTROID
La distance entre deux classes est definie par:
D^= 11^-^ II2 [21]
Si d (x, y) = I x- y||2 alors:
DM = (JVA + ^AL> / ^ - JW3c / < [22]
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Dans cette methode, la distance entre deux classes est definie comme la distance euclidienne
entre leur moyennes ("centroids"). Elle est mains performante que les methodes AVERAGE
et WARD mais moins sensibles egalement aux observations aberrantes. Elle est d'ailleurs
souvent utilisee pour detecter ces demiers qui ne feront partie d'aucune classe et resteront des
individus isoles.
B.2.3 Classification non-hierarchique FASTCLUS
Le principe general de la classification est Ie suivant: un ensemble d'individus (dont Ie total
est egal au nombre predetermine de classes) appeles "gennes" est genere. Ces germes
constituent la moyenne hypothetique de chaque classe. A 1'etape suivante, les distances
euclidiennes entre les germes et tous les individus de 1'echantillon sont calculees et chaque
individu est affecte a la classe dont Ie germe est Ie plus proche. Les germes initiaux sont
ensuite remplaces par la moyenne reelle des classes ainsi formees temporairement. Le
processus est repete jusqu'a ce qu'il n'y ait plus aucun changement dans les classes. II n'y a
aucune hierarchie de partition dans un tel regroupement puisque 1'appartenance des individus
aux classes peut changer a chaque etape de la classification.
B.2.4 Exemple simple de regroupement
Nous reprendrons ici 1'exemple choisi pour expliquer 1'ACP. Nos 31 individus sont maintenant
reperes dans 1'espace de 2 composantes principales. En effet, cpl et cp2 retiennent 81.06%
de toute 1'infomiation contenue par les variables initiales. Ces deux composantes devraient
done permettre de regrouper correctement les individus. Apres 1'examen des indices
statistiques, nous decidons que les individus peuvent etre regroupes en 6 classes distinctes.
Dans Ie cas du regroupement hierarchique, nous pouvons presenter les dendogrammes qui



















Figure 57. Dendrogramme indiquant les etapes de la classification hierarchique pour les methodes
AVERAGE, WARD et CENTROID.
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Nous pouvons constater que la maniere d'affecter les individus aux classes differe beaucoup
selon la methode utilisee. Cela traduit la maniere differente de calculer les distances entre les
individus ou entre les classes. Nous presentons les individus affectes aux classes a 1'etape de
regroupement en 6 classes qui est consideree optimale.









































































































































































































































































































































































Nous constatons que les individus se trouvent regroupes approximativement de la meme fa9on
bien que Ie chemin conduisant a cette partition soit tres different selon les methodes ce qui
apparait sur les dendogrammes.
L'individu 5 apparaTt comme aberrant et est classe comme tel par les methodes FASTCLUS,
AVERAGE et CENTROID en formant une classe a un seul membre. En revanche, pour la
methode WARD, cet individu est place dans une classe avec d'autres individus. La
classification par cette methode est reputee etre perturbee par la presence d'individus
aberrants. Nous avons done retire cet individu de 1'echantillon et procede a une nouvelle
classification. Dans 1'echantillon, 4 individus sont affectees a des classes differentes selon les
methodes: les individus 5, 12, 19 et 29. Pour cet echantillon de 31 individus, 1'examen visuel
permet de decouvrir facilement les individus problematiques et eventuellement de les retirer
de 1'echantillon avant de proceder a une nouvelle analyse.
Pour un echantillon de grande taille, il est difficile d'echapper au probleme des "outliers". En
effet, les methodes de classification exigeant des temps de calcul eleves (notamment les
methodes hierarchiques), il sera parfois impossible de proceder a deux classifications
successives, la premiere servant a detector les "outliers". Les figures suiv antes montrent la
projection des individus sur les variables canoniques ce qui permet de voir 1'eloignement
relatif des classes les unes par rapport aux autres.
Nous constatons que les methodes AVERAGE et CENTROID produisent des classes
compactes et bien separees alors que les methodes FASTCLUS et WARD presentent des
classes plus floues. Cette observation n'est pas surprenante: en effet, lors de la prevision du
nombre de classe optimale par 1'etude des indices statistiques, la partition en 6 classes a ete
suggeree par 2 sur 3 des indices statistiques pour AVERAGE et 3 sur 3 pour CENTROID.
En revanche, 1 sur 3 indices statistique conseillait Ie choix de 6 classes comme optimal pour
les methodes FASTCLUS et WARD.
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Figure 59. Projection des individus sur les vanables canoniques pour les methodes WARD
et CENTROID.
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Nous avons done coherence entre les predictions des indices statistiques et la qualite de la
separation finale. Nous avons aussi observe la distorsion quant aux resultats du a la presence
d'individus aberrants. Nous constatons egalement que la methode choisie a une influence
importante sur la partition obtenue. En effet, 4 des 31 individus ont ete affectes a des classes
differentes selon les methodes choisies ce qui represente 13% des individus de 1'echantillon.
Ces difficultes de classification peuvent etre reliees a la presence d'individus aberrants deja
mentionnee ce qui est une caracteristique propre a 1'echantillon ou a des problemes relatifs
a la classification elle-meme (la methode choisie), ou au choix des variables initiales. En
effet, les individus de depart sont caracterises par leurs cordonnees dans 1'espace des
composantes principales dont certaines sont negligees. Une partie de la variabilite n'est done
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Figure 60. Conformation type pour chaque famille de glmap: de gauche a droite et de haut
en bas, famille 1, 2, 3, 4.
178
Figure 61. Conformation type pour chaque famille de glmap: de gauche a droite et de
haut en bas, famille 5, 6, 7, 8.
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Figure 62. Contormation type pour cnaque lamme ae gimap: ue gaucnc a urunc ci uc nciut
enbas, famille 9, 10, 11, 12.
180











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tableau 44. Resultats de 1'analyse en composantes principales pour gdmap: valeurs




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 64. Conformation type pour chaque famille de gdmap: de gauche a droite et de
haut en bas, famille 1, 2, 3, 4.
190
Figure 65. Conformation type pour chaque famille de gdmap: de gauche a droite et de
haut en bas, famille 5, 6, 7, 8.
191
Figure 66. Conformation type pour chaque famille de gdmap: de gauche a droite et de
haut en bas, famille 9, 10, 11, 12.
192
Figure 67. Conformation type pour la demiere famille de gdmap: famille 13.
193
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