In this work, we present the so-called Regularized Weak Functional Matching Pursuit (RWFMP) algorithm, which is a weak greedy algorithm for linear ill-posed inverse problems. In comparison to the Regularized Functional Matching Pursuit (RFMP), on which it is based, the RWFMP possesses an improved theoretical analysis including the guaranteed existence of the iterates, the convergence of the algorithm for inverse problems in infinite-dimensional Hilbert spaces, and a convergence rate, which is also valid for the particular case of the RFMP. Another improvement is the cancellation of the previously required and difficult to verify semi-frame condition. Furthermore, we provide an a-priori parameter choice rule for the RWFMP, which yields a convergent regularization. Finally, we will give a numerical example, which shows that the "weak" approach is also beneficial from the computational point of view. By applying an improved search strategy in the algorithm, which is motivated by the weak approach, we can save up to 90 % of computation time in comparison to the RFMP, whereas the accuracy of the solution does not change as much.
Introduction
In this paper, we deal with the solution of the inverse problem Tf = g, (1.1) where T : X → Y is a linear and bounded operator between two Hilbert spaces (X, ⟨ ⋅ , ⋅ ⟩ X ) and (Y, ⟨ ⋅ , ⋅ ⟩ Y ), g ∈ Y represents given data, and f ∈ X is the desired solution.
Linear inverse problems like (1.1) arise in a variety of applications and are often ill-posed, which means that one of the following conditions is violated: (a) a solution of (1.1) exists for every g ∈ Y, (b) there is at most one solution of (1.1) for every g ∈ Y, (c) the solution f ∈ X depends continuously on the data g ∈ Y.
Often, when solving inverse problems, one does no longer consider "true" solutions but rather so-called bestapproximate solutions using the Moore-Penrose inverse [22, 23] . Since such a best-approximate solution always exists and it is always unique, the well-posedness of the inverse problem can be reduced to a variation of condition (c) above. On this basis, a different characterization of well-posedness going back to Nashed is: the inverse problem (1.1) is well-posed if and only if ran T is closed in Y (cf. [3 
, Proposition 2.4]).
The ill-posedness of inverse problems plays an important role in the applications as well as in the implementation of solution algorithms. Small data errors, which may be introduced by measurements or by using floating point arithmetic on computers, may lead to large errors in the approximation of the solution. To overcome this difficulty, so-called regularization methods are applied, which replace the original ill-posed inverse problem by a well-posed problem, which is an approximation of the original problem in a certain sense. A standard technique is Tikhonov regularization, which means that instead of minimizing the squared data error f → ‖g − Tf‖ is minimized, where λ > 0 is a so-called regularization parameter [28] . Based on [16] , in [4, 5, 17] , a greedy algorithm for the solution of linear inverse problems, the so-called Regularized Functional Matching Pursuit (RFMP), was derived, which incorporates such a Tikhonov regularization. In the unregularized and the regularized case, the algorithm is based on the idea of iteratively minimizing the squared data error (1.2) and the Tikhonov functional (1.3), respectively, by adding the optimal element from a so-called dictionary D ⊆ X to the current solution. For more details, see Section 3.1 of this paper and the references above. In comparison to other regularization algorithms for inverse problems, the RFMP is able to combine very diverse types of basis functions to form an approximate solution of the inverse problem. For example, both localized and global functions can be used in geoscientific applications with a spherical domain (for examples, see [4] [5] [6] [7] 19] ). A modification of the algorithm, called ROFMP, was presented in [20, 26] . Furthermore, a greedy algorithm for use in industrial applications was given in [8] .
So far, the theoretical analysis of the RFMP was restricted to a finite-dimensional data space Y. This is a reasonable assumption in practical cases where the data are, for example, samples of an observable. On the other hand, there are also applications where the right-hand side is given as a function (e. g., derived as a model of some data). Furthermore, from a theoretical point of view, the range of a linear operator is closed if it is finite-dimensional [3, Chapter 2.2]. In consequence, the problems which were handled by the RFMP were actually well-posed in the sense of Nashed (but probably ill-conditioned).
In this paper, which is based on the PhD thesis [15] of the first author, we present the RWFMP, a generalization of the RFMP that can handle data which can be an element of an arbitrary (possibly infinitedimensional) Hilbert space. We adopt the idea of the Weak Greedy Algorithm (WGA) from [27] and apply it to the RFMP algorithm. As the WGA is a modification of the Pure Greedy Algorithm (PGA, see [2] ), the RWFMP is an analogous modification of the RFMP.
When considering infinite-dimensional Hilbert spaces X and Y, another difficulty arises in the analysis of the algorithm. As already mentioned, the RFMP is based on an iterative minimization of the Tikhonov functional. Unfortunately, it is not clear if there exists a minimizing dictionary element (which is characterized as the maximizer of a certain term). The novel RWFMP algorithm instead adds a dictionary element to the approximation, which is near to the optimum in a certain sense, such that this difficulty is surmounted. For more details, see Section 3.1 of this article.
We will furthermore provide a numerical proof of concept, which shows that the approach of the RWFMP is not only beneficial from the theoretical point of view. We provide a numerical example, which shows that the inclusion of a specific search strategy in the algorithm can save up to 90 % of the computation time.
The paper is structured as follows: After the introduction in Section 1, Section 2 is dedicated to the Weak Functional Matching Pursuit (WFMP), which can be applied to well-posed inverse problems of the form (1.1). We show weak and strong convergence of the residuals as well as convergence of the approximations in the domain to the best-approximate solution of the inverse problem. Finally, rates of convergence are derived. In Section 3, it turns out that for ill-posed problems a regularizing version of the algorithm, the RWFMP, can be derived by applying the WFMP to a modified inverse problem. It is shown that the algorithm converges to a minimizer of the Tikhonov functional and also in the regularized case, convergence rates will be proved.
Moreover, we prove that there exists an a-priori parameter choice method for the RWFMP that yields a convergent regularization. A numerical example in Section 4 shows the possibilities for an optimization of the RFMP algorithm by using the approach of a weak greedy algorithm. Finally, Section 5 sums up the presented results and an outlook is given on further research connected to the RWFMP.
The Weak Functional Matching Pursuit (WFMP)
In this section, we will present the Weak Functional Matching Pursuit (WFMP), which we obtain by applying the idea of the Weak Greedy Algorithm (WGA) from [27] to the Functional Matching Pursuit presented in [4, 5] . We will derive the convergence of the algorithm in the weak and the strong topology both in the range Y and the domain X of the operator T. It will be shown that, for given data g ∈ Y, the algorithm converges to a solution f + of the normal equation In this section, we will assume the well-posedness of the inverse problem (1.1) in the sense of Nashed, that is ran T = ran T. We will drop this constraint in Section 3 when regularization is applied to the ill-posed inverse problem.
The algorithm
The Functional Matching Pursuit (FMP) as presented in [4, 5] is based on the following concept: Let a so-called dictionary D ⊆ X be given. Beginning with an initial approximation f 0 ∈ X, we iteratively define
and
where r n := g − Tf n denotes the residual (or data misfit) in step n. A geometrical motivation for the previous equations is the following: For an arbitrary element d from the dictionary, the term
represents the "length" of the projection of the current residual r n into the direction of Td. Equation (2.2) therefore characterizes Td n+1 as the direction, which is closest to being parallel to r n . The image of the update
consequently is the projection of r n onto the direction Td n+1 itself. This choice of d n+1 appears to be natural in the sense that Td n+1 is most suitable for covering large parts of the residual r n .
The FMP possesses several drawbacks both in theory and in practice. First, the range of the operator is assumed to be finite-dimensional. On the one hand, this is no problem in practice since an infinite-dimensional range is not realizable on computers and there is always only a finite amount of measured data. On the other hand, this is not the usual setting in the theoretical analysis of inverse problems since often the infinite-dimensionality of the range causes the ill-posedness of the problem and makes it, therefore, more interesting. Also, as already mentioned in the introduction, one might be interested in data that are given by a model function.
Secondly, in (2.2), one assumes that the maximum exists. It is trivial that this holds true if #D < ∞, which is the only case that can be realized on a computer in practice. However, if #D = ∞, which is necessary in theory to span the infinite-dimensional Hilbert space X, it is not clear that the supremum is attained and the maximum exists. Nevertheless, if the dictionary is finite but very large, it may also be computationally expensive to find the maximum in practice, even if one can be sure that it exists.
Both drawbacks are fixed by applying the basic concept of the Weak Greedy Algorithm (WGA, see [27] ) to the FMP, which yields the following algorithm. In contrast to the FMP, we use a normalization of the dictionary elements in the co-domain here, that is, we require ‖Td‖ Y = 1 for all d ∈ D. This implies that ker T ∩ D = 0. In the theoretical analysis of the algorithm, it will turn out that this is no restriction at all. Algorithm 2.1 (Weak Functional Matching Pursuit, WFMP). Let X, Y, T be given as for problem (1.1). Furthermore, let data g ∈ Y, a weakness parameter ϱ ∈ (0, 1] and the initial approximation f 0 = 0 ∈ X be given. Choose a dictionary D ⊆ {d ∈ X | ‖Td‖ Y = 1} ⊆ X. 
as well as f n+1 := f n + α n+1 d n+1 and r n+1 := g − Tf n+1 = r n − α n+1 Td n+1 . (3) If the stopping criterion is fulfilled, then f n+1 is the output. Otherwise, increase n by 1 and return to step (2).
Remark. If ϱ = 1, then the WFMP is equivalent to the FMP (up to the normalization of the dictionary). Thus, all the following results also apply to the FMP, even with an infinite-dimensional range space Y. Additionally, if ϱ < 1, the existence of d n+1 in (2.3) is guaranteed.
In the following sections, we will prove the convergence of the WFMP both in the data space as well as in the domain of the operator T. This is done in several steps: Firstly, we prove weak convergence of the residuals in the data space. Secondly, strong convergence in the data space is shown. Finally, we prove the convergence of the iteration also in the domain.
Weak convergence of the residuals
To prove that the residuals converge to zero in the weak sense, we first prove the convergence of the norm of the residuals. The first few lemmas are identical to the considerations in [4, 5] such that we omit the proofs. Note that we do not know yet that the limit of the sequence of the norms of the residuals is 0; we only know that it exists. To prove weak convergence of the residuals to 0, we need the following lemma. 
Proof. Because of (2.3), we obtain for every
Since ϱ ∈ (0, 1] is fixed and the right-hand side tends to 0 for n → ∞ by the preceding corollary, this proves our claim.
Finally, we obtain weak convergence of the WFMP in the following theorems. For the sake of readability, we
Theorem 2.6. We have weak convergence of (r n ) n∈ℕ 0 to zero in the space V, that is,
Proof. By Lemma 2.5, we have lim n→∞ ⟨r n , v⟩ Y = 0 for all v ∈ V due to the bilinearity of the inner product. Since (r n ) n∈ℕ 0 is a bounded sequence, we obtain lim n→∞ ⟨r n , v⟩ Y = 0 for all v ∈ V, too.
Theorem 2.7. Let the given data fulfill g
Proof. Let z ∈ Y be arbitrary. Since V is a closed subspace of Y, we obtain the decomposition
where V ⊥ denotes the orthogonal complement of V. Thus, there exist uniquely defined
Since r n = g − Tf n ∈ V and z ⊥ ⊥ V, the latter term vanishes, and
by Theorem 2.6 since z ‖ ∈ V.
Note that, in the case g ∈ V, we have proved so far that the sequence (‖r n ‖ Y ) n∈ℕ 0 is convergent and that r n ⇀ 0 (n → ∞) in Y. Unfortunately, we cannot conclude convergence r n → 0 in Y in the strong sense from these facts since Y may be infinite-dimensional. This is different in the considerations in [4, 5] , where it was assumed that dim Y = ℓ ∈ ℕ. The next section is dedicated to the proof of strong convergence of the residuals, which requires a more complicated technique.
Strong convergence of the residuals
The following proofs are based on the technique introduced in [12] for projection pursuit regression, a variant of the WGA in statistics.
Lemma 2.8. Let (a n ) n∈ℕ 0 be a square-summable sequence, where a n ≥ 0 for all n ∈ ℕ 0 . Then the identity 
Furthermore, by Corollary 2.9, there exists p > max{m, n} such that
where (2.4), (2.3), (2.6), Lemma 2.2 (a) and (2.7) have been used in this order.
Since γ > 0 was arbitrary, one can choose γ small enough such that
Since Y is a Hilbert space, the sequence (r n ) n∈ℕ 0 converges in Y in the strong sense. In the following, we will prove several properties of the limit of this sequence. Proof. Let v ∈ V. Since the inner product is a continuous function of its arguments due to the Cauchy-Schwarz inequality, we may interchange the limit and the inner product to obtain
by Theorem 2.6.
Corollary 2.12.
If g ∈ V, we have r ∞ = 0 due to the fact that the weak limit is 0 according to Theorem 2.7, the strong limit has been proven to exist in Theorem 2.10 and the latter has to coincide with the weak limit.
Convergence in the domain
So far, we have only considered the convergence of the WFMP in the image space Y of the operator T. To achieve the convergence also in the domain X of the operator, we can adopt the proof of the analogue statement for the FMP, which has first been stated in [4] . We will adhere to the improved version of the proof which has recently been given in [18] . Due to the normalization of the dictionary, we can omit the second condition that is required in the latter reference. 
If the sequence (f n ) n∈ℕ is produced by the WFMP and no dictionary element is chosen more than M times,
Proof. From Lemma 2.3, we obtain that (α n ) n∈ℕ is square-summable. The latter and the semi-frame condition (SFC) give rise to the convergence of the series ∑ ∞ n=1 α n d n in the strong sense in X, and hence, f ∞ ∈ X as defined above exists. It is also clear that f ∞ = lim N→∞ f N holds in the sense of X since
due to the square-summability of the sequence of coefficients (Lemma 2.3).
Corollary 2.14. Now that we know that (f n ) n∈ℕ 0 converges, it follows from Theorem 2.11 that Tf ∞ = P V g, where P V denotes the orthogonal projection in Y onto V. In other words, Tf ∞ is the best approximation of g in V.
After showing that the sequence of iterates (f n ) n∈ℕ 0 converges, we will prove that the limit satisfies the associated normal equation (2.1). 
Proof. Since the sequences (r n ) n∈ℕ 0 = (g − Tf n ) n∈ℕ 0 and (f n ) n∈ℕ 0 both converge and T is continuous, we have
Furthermore, for all d ∈ ker T, we also obtain
Since span D ⊕ ker T is dense in X and the inner product is a non-degenerate bilinear form, we obtain
Remark. We make the following three observations: (a) We have V = ran T = ran T due to the condition span D = (ker T) ⊥ and the well-posedness of the inverse problem. (b) Thus, as remarked earlier, r ∞ = 0 if g ∈ ran T. From Theorem 2.13, we obtain that the limit f ∞ ∈ X exists, and in the preceding proof, we already employed that r ∞ = g − Tf ∞ due to the continuity of T. Thus, f ∞ is a solution of the inverse problem (1.1) since Tf ∞ = g. (c) It is well known that the solution of the normal equation (2.8) is also a least-squares solution of the inverse problem [3, Theorem 2.6]. That is, in our case,
This means that the WFMP (as well as the FMP) has an interpretation as a minimization algorithm for the optimization problem ‖g − Tf‖ Y → min! subject to f ∈ X.
As a matter of fact, the FMP was originally motivated as an iterative minimization of exactly the functional f → ‖g − Tf‖ 2 Y , and so things have come full circle.
Convergence rates
In analogy to the convergence result for the WGA in [27, Theorem 5.1], we can prove a convergence rate of the WFMP in the data space in the following. We first state the following lemma, which is an analogy to [2, Lemma 3.4] and [27, Lemma 3.1].
Lemma 2.16. Let (a n ) n∈ℕ 0 be a sequence of non-negative numbers, which satisfies
Proof. We prove the claim by induction on n. For n = 0 the statement is obvious. Assuming that the inequality in (2.9) is true for some n ∈ ℕ 0 , we have to show that
The latter is clearly true if a n+1 = 0. If a n+1 > 0, then also a n > 0, and we obtain a n+1 ≤ a n (1 − ϱ 2 a n ) ≤ a n 1 1 + ϱ 2 a n = 1 1 a n
Next, we define the following norm on V. Definition 2.17. Given a linear and bounded operator T : X → Y and a dictionary D, for z ∈ V, we define
where the limit of the series is considered in the sense of Y. Furthermore, we define the setV := {z ∈ V | |z| TD < ∞}.
In general, an element z ∈ V may be represented as a linear combination of images of dictionary elements in several different ways since the dictionary itself and its image do not need to form a basis of X and Y, respectively. Thus, the quantity |z| TD can be read as a measure of how sparse the element z can be expressed as a linear combination of images of dictionary elements. However, note that |z| TD does not need to be finite. Even if TD was an orthonormal basis in Y, it is not natural that the Fourier coefficients of some element z are absolutely summable.
Proof. If z ∈ V \V, then the inequality is clear since the right-hand side is infinite.
If z ∈V, then for all ε > 0, there
Thus,
Since ε was chosen arbitrarily, this proves the inequality.
Theorem 2.19. The mapping z → |z| TD is a norm onV.
Proof. We show the axioms for a norm one by one.
Definiteness. On the one hand, it is obvious that |0| TD = 0 since the zero sequence is a feasible choice in (2.10). Assume on the other hand that |z| TD = 0 for z ∈V. Then by Lemma 2.18, we obtain
Absolute homogeneity. We have to prove that |λz| TD = |λ| |z| TD for z ∈V and λ ∈ ℝ. For λ = 0, the absolute homogeneity follows from the definiteness of the norm. Let λ ̸ = 0 and z = ∑
which is a contradiction to the definition of |z| TD .
Triangle inequality. Let z, w ∈V and ε > 0. Due to the definition of the norm, there existβ k ,β k ∈ ℝ and
for even k,
Note that there is no problem with rearranging the series since the series is absolutely convergent (see the proof of Lemma 2.18) and thus unconditionally convergent since V is complete with respect to ‖ ⋅ ‖ Y (cf. [13, Chapter 1, Section 3]). Consequently,
by the definition of the norm and the fact that ε was chosen arbitrarily.
Theorem 2.20. Let (r n ) n∈ℕ 0 be the sequence of residuals generated by the WFMP, and let g ∈ V. Then
Proof. If g ∈ V \V, then the inequality is clear since the right-hand side is infinite. If, furthermore, |g| TD = 0, then both sides of the inequality are zero since ‖r n ‖ Y = ‖g‖ Y = 0. Let g ∈V and |g| TD > 0. For n ∈ ℕ 0 , define the sequence
Then we obtain
by using the triangle inequality, the absolute homogeneity of the norm and the fact that
and since ε was arbitrary, this yields
, we obtain, on the one hand, that
and, on the other hand,
Since (b n ) n∈ℕ 0 is monotonically increasing, (2.12) gives
The application of Lemma 2.16 with a n :=
From the inequality in (2.13) and the fact that b n+1 = b n (1 +
we obtain
Thus, by induction, the following sequence of inequalities holds true for all n ∈ ℕ 0 :
where the last inequality is true due to Lemma 2.18. Thus, using (2.14), we obtain
which implies (2.11).
As already mentioned, the constant |g| TD in the rate of convergence is connected to how the dictionary matches the data, which is plausible. Also, it has already been laid out that the constant does not need to be finite such that the inequality (2.11) is meaningless if it is infinite. Nevertheless, the proof of convergence of the algorithm did not need the finiteness of |g| TD such that only the rate of convergence depends on that property.
Corollary 2.21. If it is not known whether g ∈ V, one still obtains
where the constant |P V g| TD can alternatively be replaced by |Tf ∞ | TD due to Corollary 2.14.
Proof. First, notice that
holds, where the last equality is due to Corollary 2.14. Thus, for arbitrary d ∈ D, we have
Application of Theorem 2.11 yields ⟨r ∞ , Td⟩ Y = 0 such that
We will now prove that the iterates (f n ) n∈ℕ 0 provided by the WFMP when it is applied to the inverse problem Tf = g (2.16) may also be generated by the WFMP applied to the inverse problem
For this purpose, consider the characterization of d n+1 in (2.3) for both inverse problems. It turns out that, due to (2.15), every choice of d n+1 for the inverse problem (2.16) is also a valid choice for the inverse problem (2.17) and vice versa. Furthermore, the definition of α n+1 in (2.4) yields the same result in both settings if the same element d n+1 from the dictionary is chosen.
Thus, the sequence (f n ) n∈ℕ 0 could also be generated by the WFMP when it is applied to (2.17). Since P V g ∈ V, we can apply Theorem 2.20 and obtain the desired result.
Remark. Note that, in general, the iterates of the WFMP for the inverse problems (2.16) and (2.17) are not identical due to the non-uniqueness of the choice of d n+1 . Nevertheless, the proof shows that the convergence rate is the same for both problems.
In consequence, for the FMP, that is, the case ϱ = 1, we obtain the following convergence rate.
Corollary 2.22.
For the sequence (r n ) n∈ℕ 0 generated by the FMP and its limit r ∞ , we have
The Regularized Weak Functional Matching Pursuit (RWFMP)
Many inverse problems are ill-posed, that is, ran T ̸ = ran T. In consequence, the WFMP cannot be applied to the inverse problem since the convergence was only proved for well-posed inverse problems in Section 2. Thus, a regularization technique has to be applied.
The algorithm
In [4, 5, 17] , a regularization of the inverse problem was achieved by adding a penalty term, which is equivalent to the application of a Tikhonov regularization, which yields the so-called Regularized Functional Matching Pursuit (RFMP) algorithm. As for the FMP, we apply the strategy of the WGA to the RFMP to obtain the following algorithm. 
as well as f n+1 := f n + α n+1 d n+1 and r n+1 := g − Tf n+1 = r n − α n+1 Td n+1 . (iii) If the stopping criterion is fulfilled, then f n+1 is the output. Otherwise, increase n by 1 and return to step (ii).
Similarly to the non-regularized case, the RWFMP algorithm coincides with the original RFMP if ϱ = 1, up to the normalization of the dictionary. It now comes into play that we were able to show convergence of the WFMP for arbitrary (especially infinite-dimensional) Hilbert spaces Y. The following strategy could not be pursued in the previous setting, where Y = ℝ ℓ , or at least dim Y < ∞, was required. We will give an interpretation of the RWFMP as WFMP for a modified well-posed inverse problemT
whereT λ : X → Y × X. Let us first equip the space Y × X with an inner product to obtain a Hilbert space. 
defines an inner product on Y × X and that space is complete with respect to the given inner product. Furthermore, the associated norm is given by
Using this topology on the space Y × X, we obtain the following lemma.
Lemma 3.3. When using the same data and weakness parameter, the RWFMP in Algorithm 3.1 produces iterates (f n ) n∈ℕ 0 , which are also valid iterates generated by the WFMP in Algorithm 2.1 if the latter is applied to the inverse problemT λ f =g , whereT λ
Proof. Since all input parameters are the same, it remains to show that one obtains (3.1) and (3.2) if one insertsT λ andg into (2.3) and (2.4), respectively. Fortunately, this can easily be seen since, for d ∈ D, we have
Note that, in accordance to the other definitions, we used the notationr n :=g −T λ f n and r n := g − Tf n in the considerations above.
Note that the remark that was stated after Corollary 2.21 is also true in this case. We cannot expect that the RWFMP for the original problem and the WFMP for the modified problem produce identical iterates. The important result is that the iterates of one algorithm fulfill the selection criterion of the other algorithm and could thus be chosen there. In Section 2, we assumed well-posedness of the inverse problem. Since the idea of a regularization is to substitute an ill-posed problem by a related well-posed problem, it is well known that the minimization of the Tikhonov functional is well-posed. This can also be characterized in terms of the modified operatorT λ .
Lemma 3.4. For the operatorT
we have ranT λ = ranT λ such that the inverse problem (3.3) is well-posed in the sense of Nashed.
Proof. Neglecting permutation of the components, for λ > 0, the set ranT λ is the graph of the operator λ −1/2 T. The assertion follows since every continuous operator has a closed graph [25, Proposition 2.14].
Convergence results
By applying Lemma 3.3, the following results about the convergence of the RWFMP are direct consequences of the corresponding results for the WFMP. In the following, we always assume that the sequence (f n ) n∈ℕ 0 is generated by the RWFMP. Proof. By Theorem 2.10, we have that (r n ) n∈ℕ 0 converges in Y × X. Sincẽ
we obtain the convergence of (f n ) n∈ℕ 0 because λ > 0 and a vectorial sequence converges if and only if its components converge.
Note that, in contrast to the WFMP, we do not need the semi-frame condition (SFC) to prove the convergence of the sequence of the approximations generated by the RWFMP in X. This is desirable since the semi-frame condition cannot be easily verified for a given dictionary.
Theorem 3.7.
If span D = X, the limit f ∞ fulfills the Tikhonov-regularized normal equation
Proof. We will apply Theorem 2.15 here, which requires the assumptions of Theorem 2.13, but only for the implication of the convergence in the solution space X. Since we have this property due to Theorem 3.6, we do not need the assumptions of Theorem 2.13 (including the semi-frame condition) here, either. First, observe thatT λ : X → Y × X is injective due to the identity operator in the second component (and since λ > 0). Hence, kerT λ = {0} and (kerT λ ) ⊥ = X. Thus, since span D = X = (kerT λ ) ⊥ , we obtain from Theorem 2.15 that f ∞ fulfillsT
The adjoint operator ofT λ is given bỹ
Finally, elaborating both sides of (3.4) as
we have proved the assertion.
Remark. From the theory of Tikhonov regularization, it is well known that a solution of the regularized normal equation is also the unique minimizer of the Tikhonov functional
(see, e. g., [3, Theorem 5.1]). Thus, by Theorem 3.7, the limit f ∞ of the RWFMP iteration is the unique minimizer of (3.5). The RWFMP consequently has an interpretation of an iterative minimization algorithm for the Tikhonov functional. Actually, the RFMP was derived as such an algorithm in [4] such that this interpretation fits well.
From Theorem 2.20 and Corollary 2.21, we can also derive a convergence rate of the algorithm, measured in the Tikhonov functional. The following lemma states that the constant |T λ f ∞ |T λ D , which arises consequently, can be rewritten to represent how sparse the solution f ∞ can be expressed as a linear combination of dictionary elements.
Lemma 3.8. Let f ∈ X, then
Proof. We have
where the second to last equality is true since the equation in the second component implies the equation in the first component.
Consequently, we obtain the following convergence rate result.
Theorem 3.9. For the sequence (f n ) n∈ℕ 0 generated by the RWFMP, we have
Proof. From Corollary 2.21, we obtain for the RWFMP that
and consequently,
The application of the preceding lemma proves the assertion.
For the RFMP, we obtain the following convergence rate by setting ϱ = 1.
Corollary 3.10.
For the sequences (r n ) n∈ℕ 0 and (f n ) n∈ℕ 0 generated by the RFMP and their limits r ∞ and f ∞ , we have
Note that the right-hand side does not seem to depend on the operator T and the regularization parameter λ. However, this is not true since f ∞ is the minimizer of the Tikhonov functional corresponding to T and λ such that there is an implicit dependence on both of them.
The RWFMP as a convergent regularization method
This section is dedicated to the analysis of the RWFMP as an iterative regularization algorithm. We will present a-priori parameter choices for the Tikhonov regularization parameter λ and the number of iterations n after which the RWFMP is stopped in dependence on the noise level δ of the data. For optimal choices of λ and n, we obtain a convergence rate of δ 2/3 for δ → 0+, which is the optimal rate for Tikhonov regularization, on which the RWFMP is based. For this purpose, by (f δ λ,n ) n∈ℕ 0 , we denote the sequence of iterates of the RWFMP when the algorithm is applied to the inverse problem Tf = g δ using the regularization parameter λ > 0. Here, y δ ∈ Y denotes noisy data, which fulfill ‖g δ − g‖ Y ≤ δ.
Let f δ λ,∞ be the minimizer of the Tikhonov functional, and let f + = T + g be the best-approximate solution of Tf = g, where T + denotes the Moore-Penrose pseudo-inverse of T. Then the following theorem is a wellknown result for Tikhonov regularization. 
for all δ > 0, where C 1 := (
Furthermore, from Theorem 3.9, we immediately obtain the following corollary. 
where
Proof. From Theorem 3.9, we can conclude that
and thus
Since the exponent of the last term is negative, we obtain
from which the desired estimate follows immediately.
The preceding theorem and the corollary enable us to prove the following result. 
for all δ > 0.
Proof. Let δ > 0 be chosen arbitrarily. Since all conditions of Theorem 3.11 are fulfilled, we obtain
where f δ λ(δ),∞ is the minimizer of the Tikhonov functional with regularization parameter λ(δ). Corollary 3.12 and the assumption C 2 (λ) ≤ C 3 yield
Inserting the definition of λ(δ) and n(δ) gives
. In conclusion, we have by the triangle inequality that
which proves the claim for C := C 4 + C 1 .
The preceding theorem is important since, in the implementation of the RWFMP algorithm, only a finite number of iterations can be realized, but results about the convergence of Tikhonov regularization can only be applied directly if we allow for an infinite number of iterations. The theorem shows that, by stopping the RWFMP iteration after n(δ) ∼ δ −(4+2ϱ)/ϱ steps, one is able to conserve the convergence rate δ 2/3 for δ → 0+ of Tikhonov regularization even with only a finite number of iterations. Note that the conditions on the obtained limit of the iterative algorithm, which are stated in Theorems 3.12 and 3.13, namely,
need to be verified. Certainly, they depend on the precise problem and the precise data situation. In the case of real data, where the exact solution is unknown and where numerical limitations do not allow the calculation of an infinite number of iterations, it appears to be unlikely that these conditions can be verified of falsified. For cases with a more detailed knowledge about the operator and the data, the derivation of strategies for practically verifying the named conditions is postponed to future investigations. As it was already stated, for example, in [10, Remark 3.14] and in [1] , an a-priori parameter choice rule, as Theorem 3.13 provides, may not be useful in the implementation of regularization methods. This is the case because it may be difficult to determine the parameter τ, which is related to the source representer h in the source condition f + = T ⋆ Th. Furthermore, when dealing with real-world data, the noise level δ might not even be known. Additionally, since the a-priori parameter choice rule yields an asymptotic estimate for δ → 0+, it is not reasonable to apply it for a fixed noise level (as one has with real-world data), even if it is known.
The derivation and theoretical analysis of an a-posteriori parameter choice rule is therefore desirable. However, we postpone this question to our upcoming research.
Instead, we will provide a numerical example in the following section, where we will show that the approach of the RWFMP can be used to speed up the iteration of the RFMP without a big loss in accuracy.
The main difference of the RFMP and the RWFMP is the selection criterion for the next dictionary element d n+1 . For the RFMP, it is given by
and for the RWFMP, the criterion is
Here, we adopted the normalization ‖Td‖ 2 Y + λ‖d‖ 2 X = 1 for the dictionary elements d ∈ D from the RWFMP also for the RFMP. On a computer, we can only realize a finite dictionary, that is, #D = N < ∞, N ∈ ℕ. At first sight, it seems that the implementation of the RWFMP has no advantage over the RFMP since, for the determination of a d n+1 that fulfills (4.2), the supremum has to be known. That is, one would have to go through all of the finitely many dictionary elements to determine the maximum. The maximizer, which can of course be stored, fulfills (4.1) such that an application of the RWFMP would have no advantage.
For this reason, we pursue a different approach. We observe that
by the Cauchy-Schwarz inequality and the normalization of the dictionary. In consequence, if we choose d n+1 ∈ D such that
then it also fulfills (4.2) and thus can be chosen by the RWFMP. Since the term on the right-hand side does no longer depend on d ∈ D, it can be computed without going through the whole dictionary. This enables us to improve the search procedure for a next dictionary element. Instead of going through all of the dictionary elements and storing the index of the maximizer, we can abort this search as soon as a dictionary element fulfills (4.3). Since, in most of the cases, this will not be the last element in the dictionary, there arises an improvement in computation time from this procedure. This will, in particular, be of importance if an a-posteriori parameter choice method is applied, where the algorithm has to be applied several times for a sequence of regularization parameters. Of course, it is possible that there exists no dictionary element that fulfills (4.3). In this case, one would simply store the dictionary element for which the term on the left-hand side of (4.3) is maximal and thus perform an RFMP iteration.
In the following section, we will consider a one-dimensional model problem, for which we will present numerical results later on.
A one-dimensional model problem
To give a proof of concept for the improved computation time that the RWFMP offers, we restrict to a simple one-dimensional model problem, which we adopt from [24, Beispiel 3.2.2] .
Consider the boundary value problem −g (x) = f(x) for all x ∈ (0, 1),
for given f ∈ C (0) ((0, 1)), where (4.4) is the one-dimensional Poisson equation. By the Lax-Milgram theorem, it is well known that the weak formulation 1) ). This solution is also continuous due to the Sobolev embedding theorem.
By applying the concept of Green's function, we can deduce the integral operator
such that Tf = g if and only if g fulfills the weak formulation above.
In our implementation, we assume that we are given evaluations
which are denoted by (g j ) j=1,...,J ∈ ℝ J . We assume that x 1 < x 2 < ⋅ ⋅ ⋅ < x J . We denote the corresponding operator by
Note that this operator is well-defined due to the continuity of Tf . We will consider two different dictionaries
The first dictionary is motivated by the singular-value decomposition of the operator. In [24] , it is stated that a singular system is given by (1/(πn) 2 , u n , u n ) n∈ℕ , where u n (x) = √ 2 sin(πnx). We therefore first definẽ
for some N ∈ ℕ to obtain the dictionary
if the regularization parameter is λ > 0 to obtain the correct normalization of the elements from the dictionary.
The second dictionary is motivated by one-dimensional finite element methods (see, e.g., [11, Section 1.2]). For this purpose, given a vector Y = (y 1 , . . . , y S ) ∈ [0, 1] S of nodes, which fulfill y 1 < y 2 < ⋅ ⋅ ⋅ < y S , we define the functions
for s = 1, . . . , S and y ∈ [0, 1]. These functions are hat functions, that is, they are piece-wise linear between the nodes in Y and they fulfill φ s (y j ) = δ sj . Using these functions, we first definẽ
and obtain, for the regularization parameter λ > 0, the dictionary
by normalization.
Numerical results
To test the improvement of the computation time, when applying the search strategy presented above, we prescribed the solution f(y) = 1 for all y ∈ [0, 1] such that (Tf)(x) =
, which can be easily checked using the boundary value problem or by integration.
We set J = 1000 to sample g at 1000 evenly distributed data points in [0, 1] and apply 1 % of deterministic noise. Furthermore, we chose N = S = 400 to obtain 400 elements in both of the dictionaries
We implemented a simple a-posteriori parameter choice method, where we applied 100 iterations of the RWFMP using 100 different regularization parameters and chose the regularized solution where the approximation error is the smallest. The regularization parameters were chosen equally spaced on a logarithmic scale between 1 and 10 −14 . Of course, a different parameter choice method must be used if the solution to the problem is not known. For the RFMP, several of these methods were compared in [9] . For all of them, one needs to execute the algorithm for many regularization parameters such that the saving in computation time will also apply for other parameter choice methods.
Moreover, to show the power of the algorithm for arbitrary dictionaries, we did not use the dictionaries in the order in which they were defined, but instead used 20 random permutations of the dictionary elements to eliminate the bias of dictionaries whose order is by chance very well suited or very badly suited to the problem at hand. Finally, we tested the algorithm for 10 different values of the weakness parameter ϱ.
The results for the dictionary D λ 1 consisting of sine functions are given in Table 1 . For the dictionary D λ 2 of hat functions, the results can be found in Table 2 . Table 1 : Results for the dictionary D λ 1 of sine functions. The columns are: the weakness parameter ϱ, the mean optimal regularization parameter λ and its standard deviation, the average RMSE and its standard deviation, the mean and standard deviation of the computation time for one execution of the RWFMP, and the percentage of the computation time with respect to the first line. The minimal RMSE and computation time are set in a bold font. In these tables, the first column corresponds to the chosen weakness parameter ϱ. We chose 10 values of ϱ, which are logarithmically distributed between 1 and 0.001. The second column shows the regularization parameter λ, which had been chosen from the 100 prescribed parameters to minimize the approximation error. The values shown are the mean value of λ over all 20 random permutations of the dictionary and the corresponding standard deviation. The mean and the standard deviation are also shown in the third column for the approximation error, which we computed in the form of the root mean squared error (RMSE) by the evaluation on a grid with 1000 evenly distributed points in [0, 1] in this case. For the fourth column, we computed the average computation time for 100 iterations of the RWFMP and its standard deviation. Finally, the last column shows the ratio of the average computation time to the time needed in the case ϱ = 1, that is, the RFMP.
We will first discuss the results for the dictionary consisting of sine functions D λ 1 . Concerning the regularization parameter λ, we observe that the chosen optimal parameter (apart from the case ϱ = 1) always has the same order of magnitude. This is what we would expect since all of the algorithms converge to the minimizer of the same Tikhonov functional such that in theory the same parameter should be chosen for all ϱ. The choice of the parameter might be affected by the fixed number of iterations, which explains the differences in the chosen parameters. The results for the RMSE are surprising. From the proved convergence rate, we would expect that the approximation error for a fixed number of iterations is worse for smaller values of ϱ. From the given data, this is obviously not the case. Looking at the subsequent decimal places, we obtain the minimal approximation error for ϱ = 0.021544, but the RMSE values are nearly all the same for ϱ ≤ 0.1. Concerning the computation time, we observe that lower values of ϱ result in a lower computation time, as one would expect due to the optimization of the search strategy.
For the dictionary D λ 1 , we can conclude: On average, we can save over 40 % of computation time by applying the RWFMP with the parameter ϱ = 0.001 instead of the RFMP. We even obtain a smaller RMSE value if we do so. We have to admit that this example is special since we are using an orthogonal basis as dictionary and, additionally, the sine functions are arising in the singular system of the considered operator. Furthermore, we try to approximate a constant function by sine functions, which might lead to additional errors induced by Gibb's phenomenon (Figure 1) . In this figure, we plotted the exact solution together with the approximations generated by the RWFMP using exact and noisy data, respectively. In the case with exact data, we can clearly observe the typical boundary behavior induced by Gibb's phenomenon. Additionally, with noisy data, the errors at the boundary of the interval are even worse. We conjecture that the results are affected by these facts. Therefore, we will also discuss the results that we achieved by using the dictionary D λ 2 , which is not specifically connected to the inverse problem at hand. The results for the chosen regularization parameter when using D λ 2 in Table 2 are similar to the results presented above. In this case, even all of the average chosen parameters are nearly the same, as we would expect. However, the regularization parameters are much larger than in the previous example. In theory, we consider the same inverse problem for both examples and would assume that choosing the same regularization parameter would be natural. In practice, both dictionaries span different subspaces of L 2 ([0, 1]) such that we solve the projections of the inverse problem onto different sets, which is a reason for the difference in the regularization parameter. The need for a stronger regularization in the second example is also the reason for higher values of the RMSE in this case. In this case, the optimal approximation error is achieved for ϱ = 0.046416, but all of the errors are not larger than 2.7 % of this minimal error. In comparison to the numbers presented for D λ 1 , the trend in the computation times is very different. For large values of ϱ, the times are very similar to the first example. Starting with ϱ = 0.1, the weak approach shows its potential for improving the performance of the algorithm. Although the approximation error does not change dramatically, the computation time drops from 225 s for ϱ = 1 down to 15.3 s for ϱ = 0.001.
We can thus conclude for the dictionary D λ 2 of hat functions that the RWFMP has the potential to outperform the RFMP drastically if the presented search strategy for the next dictionary element is used. For a fixed number of iterations, saving over 90 % of computation time is possible leading to nearly no change in the approximation error.
As a general conclusion for both of the given dictionaries, we can say that the implementation of a weak greedy algorithm for inverse problems may give a large improvement in the efficiency of the algorithm. As already stated above, one can save up to 90 % of computation time without losing the accuracy of the approximation. For problems from the geoscientific applications, where one may have more than 10 000 data points and a dictionary consisting of thousands of functions, this speed-up is very promising. The improvement of computation time makes it possible to even put more different kinds of functions into the dictionary, which might be better adapted to the solution. This may lead to an improved approximation quality, while one can obtain the same overall computation time as one has for the RFMP with a smaller dictionary.
Conclusions and outlook
In this paper, we proposed a generalization of the Regularized Functional Matching Pursuit algorithm (RFMP) for linear inverse problems, called the Regularized Weak Functional Matching Pursuit (RWFMP). In comparison to the RFMP, the RWFMP has an improved theoretical justification for the application of greedy algorithms to inverse problems in arbitrary Hilbert spaces, whereas the RFMP was only considered for a finitedimensional data space before. Moreover, the weak version guarantees the existence of the approximation in the next iterative step without sacrificing the convergence of the algorithm. Indeed, it was shown that the non-regularized version of the algorithm converges to a solution of the associated normal equation if the inverse problem is well-posed. In this case, a rate of convergence for the data misfit was derived.
If the inverse problem is ill-posed, it was shown that a regularized version of the algorithm converges to the solution of the Tikhonov-regularized normal equation. In addition, there is a benefit also for the RFMP since we managed to overcome the previously required and impracticable semi-frame condition. Also, for the regularized algorithm, a rate of convergence was proved, which measures the convergence in a special metric on the Cartesian product of the data space and the domain, which is motivated by the Tikhonov functional. Furthermore, we were able to provide an a-priori parameter choice rule for the regularization parameter and the number of iterations of the RWFMP such that this yields a convergent regularization method.
We also considered the practical implications of the application of a weak greedy algorithm. We were able to show that this approach gives rise to an improved search strategy inside the algorithm, which yields an improvement of the computation time of up to 90 % without a great change in the accuracy of the method.
In further research, we want to apply the idea of a weak greedy algorithm to the so-called ROFMP [20, 26] , which is an orthogonal version of the RFMP. Since a greedy algorithm for the approximation problem exists, which is both "weak" and "orthogonal", called the WOGA [27] , this should be possible. Since both the ROFMP and the RWFMP algorithm themselves have certain advantages over the RFMP, we assume that a combination of both, an RWOFMP, may yield even better results. Furthermore, we would like to apply the RWFMP to the geoscientific problems to which the RFMP has already been applied before. The results might yield an additional proof that the approach that we have taken in this paper is beneficial for the numerical solution of inverse problems in real applications.
