Abstract-The SoLid collaboration will probe the reactor antineutrino anomaly by performing a search for anti-neutrino oscillations within 10 m from the BR2 nuclear reactor, with the first modules being deployed early in 2017. Anti-neutrino events are identified in the SoLid detector by reconstructing the positron and neutron emitted from an inverse beta decay. Performing anti-neutrino measurements at ground level and close to a nuclear reactor is particularly challenging due to the high rate of background signals that can mimic an antineutrino interaction. The SoLid collaboration have developed a novel, highly segmented, composite scintillator detector to overcome these challenges. The detector allows for a robust neutron identification and event selections based upon both the topology as well as relative timing of the positron and neutron signals. The SoLid collaboration have developed an intelligent read-out system to reduce their 3200 silicon photomultiplier detector's data rate by a factor of 10000 whilst maintaining high efficiency for storing data from anti-neutrino interactions. The system employs an FPGA-level waveform characterisation to trigger on neutron signals. Following a trigger, data from a space-time region of interest around the neutron will be read out using the IPbus protocol. This region of interest will be sufficiently large to contain any positron candidate signals. In these proceedings the SoLid detector concept will be introduced, the design of the read-out system will be explained and results showing the performance of prototype version of the system will be presented.
I. INTRODUCTION
T HE REACTOR anti-neutrino anomaly [1] and the gallium anomaly [2] arise due to observed deficits of electron anti-neutrinos within 100 m of nuclear reactors and within 10 m of intense radioactive sources, respectively. The SoLid collaboration aim to probe these anomalies and to determine whether they are caused by a very short baseline oscillation from electron anti-neutrinos into one or more new flavours of 'sterile' neutrino. An oscillation search will be performed by measuring the reactor electron anti-neutrino energy spectrum at multiple distances between 5 and 10 m from the core of the BR2 reactor at the SCK•CEN laboratory in Mol, Belgium.
The collaboration have two additional experimental goals. A precise energy spectrum measurement of the BR2 reactor's highly enriched uranium core will be performed to provide additional data aimed at understanding unexpected the 5 MeV feature seen in recent power reactor neutrino experiments [3] , [4] , [5] . The experiment will also demonstrate the ability of compact anti-neutrino detectors for use in reactor monitoring, where the anti-neutrino energy spectra provides additional data on the isotopic composition of the core's fuel (see, for example [6] ).
Nuclear reactors are powerful sources of electron antineutrinos. The anti-neutrinos may be detected via the inverse beta decay (IBD):ν e + p → e + + n,
for anti-neutrinos above the threshold energy of 1.8 MeV. The detector's target of free protons is typically provided by a bulk of hydrocarbons or water. The emitted positron carries away most of the neutrino's momentum, and so the positron energy is very correlated with the incoming anti-neutrino energy, with a 1.8 MeV correction for the proton to neutron mass difference. Due to the roughly exponentially falling reactor anti-neutrino emission spectrum, but exponentially rising IBD cross section above the threshold energy, the detected positron energy spectrum ranges from 0 to 8 MeV, peaking at approximately 2 MeV. The classic signature for an IBD event is a prompt positron signal followed by a neutron capture signal which is delayed as the neutron must thermalise and interact with a suitable isotope before detection. Performing anti-neutrino measurements within 10 m of a nuclear reactor core is particularly challenging. With little over burden (typically < 10 m water equivalence) there is a large background signal rate, particularly with cosmic ray origins. Fast (E > 5 MeV) neutrons are produced in cosmic ray interactions in the atmosphere or due to cosmic muon spallation as muons pass through material near the detector. A fast neutron may be identified as an IBD candidate if it has a hard recoil off a proton in the detector (mis-identified as a positron candidate) and the then-thermal neutron is captured in the detector with a delay very similar to that of a true IBD candidate. Nuclear reactors themselves can also be a source of background signal. Depending on the reactor and detector shielding a significant additional rate of gamma rays within the 0 -3 MeV energy range may be detected when the reactor is running. In addition, many research nuclear reactors are designed for experimental use as neutron sources, providing additional environmental neutron background signals that may be correlated with the reactor power. The accidental combination of the gamma rays and environmental neutrons can also fake an IBD signature. Despite the short distance between reactor and detector the IBD detection rate in a tonne scale detector may be orders of magnitude lower than the rate at which these background signatures are detected.
Deploying a detector very close to a nuclear reactor also requires meeting strict safety requirements which limit the choice of materials and voltages used for an experiment. Reac- tor sites are also often complex to access, requiring robust and remote operation of the detector. The SoLid collaboration has developed a novel anti-neutrino detector concept, explained in section II, designed to overcome these challenges and perform precise oscillation searches and anti-neutrino energy spectrum measurements. The read-out system, described in section III, forms a key part of the novel detector's performance. A bespoke trigger system, specifically designed for IBD event selection, has been designed to allow at least four orders of magnitude reduction in data rates whilst collecting a rich data set required for IBD signal section in offline analyses. A prototype, 8 channel version of the read-out electronics has been produced and tested, as described in section IV. As outlined in section V, the development of this read-out system is nearing completion, with deployment of a 3200 channel (1600 kg) anti-neutrino detector at the BR2 reactor planned for early 2017.
II. THE SOLID DETECTOR CONCEPT
The bulk of the SoLid detector is constructed from polyvinyltoluene (PVT) cubes. The PVT hydrogen nuclei provide the free-proton target for the IBD interaction. Each cube measures 5 cm on a side. Each cube is coupled to two 5×5 cm 2 sheets of neutron sensitive 6 LiF:ZnS(Ag) scintillator. As shown in figure 1 the positron rapidly causes a scintillation signal in the PVT cube, before its annihilation causes the emission of two 511 keV gamma rays. The two gamma rays usually deposit only a minimal energy in the interaction cube. This allows the positron energy to be reconstructed with degradation of resolution due to the annihilation gamma rays, which are very rarely fully contained within a compact, 1000 kg scale detector.
The hydrogen nuclei in the PVT cause the neutron to thermalise within a short distance (typically within 15 cm). The thermal neutrons have a high probability of capturing on the lithium-6 nuclei, with a delay relative to the positron of up to 250 μs. This causes the
reaction. The alpha particle and triton deposit most of their combined 4.78 MeV in the ZnS(Ag) inorganic scintillator.
The positron scintillation signal from the PVT results in a single, fast pulse of order ns. This contrasts significantly with the slow emission of the ZnS(Ag) scintillation due to neutron capture, where photons are emitted over the μs scale. The two different time scale signals allow the easy identification of the source of scintillator light, allowing the two signals to be collected using the same optical system. All scintillation signals are collected by wavelength shifting optical fibres housed in groves along four edges of the cubes. One end of each fibre is coupled to a silicon photomultiplier (SiPM) sensor, while the other end is mirrored to increase the light yield.
The identification of the ZnS(Ag) signals provides a robust neutron tag for the SoLid experiment. Unlike detectors identifying neutrons by the gamma ray cascade from capture on gadolinium, this identification method is extremely robust to changing gamma ray background rates. As such the neutron detection efficiency is not impacted by the additional gamma ray events due to the reactor running, allowing a much simpler estimation of many background signatures from data periods where the reactor is not running.
Each of the PVT cubes is optically isolated by being wrapped in a reflective Tyvek sheet. Detector planes are then constructed as an array of 16 by 16 optically isolated cubes, which couple to an array of 32 by 32 wavelength shifting fibres that each pass through a row or column of cubes. Each cube is therefore coupled to four fibres, two of which are oriented horizontally and two vertically. By combining signals seen on multiple fibres the cube within which the scintillation signal occurred can be inferred.
Due to the optical isolation the signal from a neutron capture on 6 Li can be precisely located within a single 5 × 5 × 5 cm 3 cube. Positron scintillation signals are almost always contained within a single or two neighbouring PVT cubes, and so these can also be located with a similar precision as the neutron. The precise relative location of a positron candidate and neutron capture provide additional information in forming IBD candidate events. Both the relative location and the time difference between the positron candidate and neutron capture can be used. This significantly reduces the background rate from a gamma ray and neutron capture accidentally falling within the capture time window. It also reduces the backgrounds due to fast neutrons as the post-recoil neutron frequently travels further from the proton recoil (mis-identified as a positron) than a real IBD neutron would. The high level of segmentation also provides a rich data set for analysis. Scintillation signals in surrounding PVT cubes can be combined with the positron candidate and neutron capture signal. For example, fast neutrons entering the detector may produce additional scatters within the detector or the Compton scatters of the 511 keV gamma rays from the positron annihilation can be used to further enhance the detector's positron tagging ability.
A 1600 kg SoLid detector is currently in its construction phase and will be deployed at the BR2 reactor early in 2017. The detector will be constructed from 50 planes, each holding a 16 by 16 array of composite scintillator cubes. The detector will have 3200 SiPM channels. The novel features will allow the SoLid detector to efficiently identify IBD signals from amongst much high rates of other IBD-like background signatures. This will provide a data set capable of meeting the collaboration's goals of performing a sensitive oscillation search and performing precise spectral measurements. However the novel design requires a carefully designed read-out system to handle the large data rate from so many channels whilst collecting low amplitude signals from across the detector for use in event reconstruction.
III. THE SOLID DETECTOR'S READ-OUT SYSTEM
The SoLid detector's read-out system is designed to match the modularity of the detector itself. Each detector plane (64 SiPM channels) has it's own read-out system capable of running independently, as shown in figure 2. An electronics enclosure, attached to one side of the 5 cm thick plane houses the read-out electronics for the plane. Two 32-channel analog boards provide per-channel programmable SiPM bias control as well as amplifying the SiPM signals. A single digitiser board is connected to the two analog boards with 64 ADC channels and an FPGA for front-end triggering. In addition, an I 2 C bus is provided to allow communication with environmental sensors to be deployed within the electronics enclosure and within the frame in close proximity to the SiPM sensors.
The analog signals are digitised with 14-bit resolution at a rate of 40 MS/s. Each FPGA collects data from 64 channels with a combined data rate of over 30 Gb/s. The full detector has a raw data rate of almost 1.8 Tb/s. An FPGA-level trigger scheme has been designed specifically for the SoLid detector to collect the rich data set required for IBD candidate event classification whilst reducing this total data rate by at least three ordered of magnitude to transmit less than 1 Gb/s over the network to the read-out system's software.
Read out of IBD event candidates is triggered by identification of neutron capture in the are being tested. They identify ZnS(Ag) scintillation signals based on the high multiplicity of low pixel avalanche pulses over a period of order 1 μs. A peak counting algorithm is demonstrated in figure 3 . This algorithm identified peaks in the raw waveforms above 0.5 pixel avalanches and keeps a rolling count of those within the trigger window. If the peak count exceeds a programmable threshold then a neutron trigger is fired for that channel. Also shown in figure 3 is a comparison of the peak count distribution for neutron signals (from an AmBe source exposure) compared to background signals, which are usually a combination of the dark count rate fluctuating high combined with gamma ray signals. This algorithm can be implemented using minimal FPGA resources and performs very well. As can be seen in figure 4 , the peak counting (as well as some similar algorithms also in development) can trigger on the neutron signals with high efficiency and a minimal fake rate. In particular, this trigger significantly out-performs a simple FPGA level threshold trigger with offline neutron identification since the ZnS(Ag) scintillation signals have a low amplitude initial pulse that has a lower amplitude than the dominant gamma ray background signals.
The SoLid read-out system uses the neutron identification to trigger read out of a complete data set within which IBD candidates can be found. This requires reading out a volume of the detector around the identified neutron for a time window sufficiently large to contain the positron candidate and any associated signals required for event classification. The trigger is expected to cause read out of at least 0.5 ms of data, from at least 5 detector planes centred on the neutron signal. Since the anti-neutrino energy is not correlated with the neutron detection efficiency the neutron-based trigger does not introduce any distortion of the anti-neutrino energy spectra required for the SoLid experiment's goals. The neutron identification efficiency is also robust against variations in the gamma ray background rate, such that the trigger efficiency will not vary with changes in the nuclear reactor power. This greatly simplifies the use of reactor off data samples for estimating background signal rates.
Reading out a large time window from multiple channels was the main driver in the SoLid trigger logic design. Each channel has a data buffer implemented in a RAM block, as shown in figure 5 . Initially data from the ADC is placed into a non-zero suppressed latency buffer. This data is used as the input for the per-channel rolling triggers. The multiple trigger outputs from each channel are sampled periodically (and synchronously across the detector) as inputs to the plane level trigger logic.
The plane level trigger logic can apply simple logic conditions on the channel-level trigger decisions before issuing a plane-level trigger. For example, multiple channels may be required to have issued the same type of trigger in order to reduce the false positive trigger rate. In addition to the 64 channel trigger inputs, the plane-level trigger also uses a pseudo random number generator (with identical values across the detector) to act as a synchronous random trigger source and also sends and receives trigger information to its neighbouring planes. In this way the neutron trigger signal used for storing IBD candidate data propagates across the detector, allowing any number of planes to read out data based on a single plane's neutron trigger.
Each channel's data is buffered for a longer period in a zero suppressed buffer. The threshold for the zero suppression is dynamically set, based on plane level trigger decisions. Whenever a plane-level trigger decision is made it decides which channels to transmit data from and also the time window of the data to read out. The trigger decision can cause read out of data before the trigger (limited by the data rate and capacity of the zero suppressed buffers) and after the trigger. Each time window selected for read out is stored in the channel's window buffer, which are transferred in turn to the data buffer for transmission over the network. If any of the channel buffers fill up during operation then the firmware will temporarily disable triggers and keep track of the dead time that this causes. This dead time information is periodically included in the outgoing data stream.
The data from the detector as well as control commands sent to the detector are transmitted using the IPbus/UDP protocol. Each channel has up to four triggers running in parallel. It is expected that during normal data taking the SoLid experiment will use two independent channel triggers. The neutron trigger will collect the IBD data sample, triggered by a high rate peaks in one or more channels. This will cause read out of multiple detector planes in a time window of 0.5 ms. A threshold based trigger will be used to select high amplitude signals such as cosmic ray muons crossing the detector and high energy gamma ray scatters. Following a threshold trigger a short time window of O(10 μs) will be read out, only from planes where the trigger(s) occurred. In addition a random trigger will take minimum bias data at a steady rate. This trigger will read out a short time window across the full detector with the zero suppression disabled. The minimum bias data sample will be used for assessing trigger performance and for performing calibration of the SiPM signals.
The read-out system is designed to support modular deployment of the detector. The electronics for each plane can run independently. The combination of the detector frame (which houses the SiPM sensors) and the electronics enclosure box are designed to form a Faraday cage around the electronics, to minimise the sensitivity to radiative noise sources.
For full detector deployment a synchronous clock is required for all the planes. This is provided on a detector module level, with each module consisting of ten detector planes. As shown in figure 6 , each ten plane module is fitted with a services fan out box. This provides the synchronous clock fan out (controlled over the network using an FPGA), a JTAG fan out (controlled via a single board computer) for reprogramming the FPGAs and also distributes the power. Each services box is supplies with a high current, 48 V DC power supply. This is DC/DC converted to provide each plane's electronics with a 5 V supply for the digital boards and a -3.3 V and 5 V supply for the analog boards. The heat exchanger, used to keep the detector electronics at a stable low (roughly 5
• C) temperature will also be of a modular ten plane design. It will therefore be possible to run each module as a single unit for pre-deployment testing. The calibration of the detector is designed to deploy radioactive sources between the detector modules which can be separated by a small distance for this purpose.
The SoLid experiment's online software serves two purposes: to run the detector and to further reduce the data rate using techniques that are not suitable to run in the front end FPGAs. The structure of the software is outline in figure 7 . The data acquisition software is written in the Go language Fig. 7 . The online software system controls the detector and concurrently acquires data from the 50 detector planes. An initial online processing allows a level of data reduction using methods not easily implemented in the FPGAs before the data is written to disk.
due to it's robust, developer friendly nature and the ease of developing a concurrent system. The goIPbus library handles communication with the FPGAs. The collected data is passed to data reduction software written in C++ before being written to the on-site disk server.
Each detector plane (and therefore FPGA) has a goroutine dedicated to controlling the system and collecting data. At the beginning of the run this routine sets the sensor bias voltages and configures the trigger menu. The various trigger thresholds are set per-channel to take into account variations in pedestal level and signal amplitudes. Once in data taking mode the routine continuously reads any available data from the FPGA. A minimal parsing of the data stream locates the boundaries of events and their time stamps. Time stamps and their associated data slices are passed to a single event correlator goroutine. Within this process the incoming data segments are timematched across the detector. This provides a guarantee that data from all planes contributing to a single time block will be grouped together for analysis. Many time blocks are batched together to form a data packet to be transferred over the network to the online data reduction software. The data acquisition software is designed to easily scale horizontally, with multiple computers each handling a subset of the FPGAs if required by the data flow.
The online data reduction software is implemented in the same C++ data analysis framework that will be used for offline analysis. Within this framework the data is fully parsed into a collection of waveforms, trigger records and environmental sensor data. The data can then be reduced using selections that cannot be implemented well in the FPGAs. For example, low amplitude signals which are not in time coincidence with other signals can be removed as they are likely due to dark counts. Energy thresholds can also be set that take into account the attenuation in the optical fibres once the position of the PVT cubes has been identified. In addition, the candidate ZnS waveforms used for the neutron trigger can be re-examined using algorithms targeted at CPU operation. Using these techniques it should be possible to reduce the data rate by a further factor of 10 to 100. The goal is to reduce the total data storage rate below 100 GB/day. Data will be cached on-site at SCK and will also be transferred to nearby tier-2 grid sites.
It is expected that a small number of instances of the data reduction software will be running at the same time. However no communication will be required between the instances due to the guarantee that no time-coincident data from different locations in the detector will be sent to multiple processors. As such, this process is trivial to parallelise, using independently running processes. Each data reduction process will write its own data stream, to be combined in the off-site data reconstruction stage.
As part of the online data processing both the data acquisition and data reduction software will produce a number of real time measurements for use in monitoring the detector. These will be made available for operators and will produce automated alerts in case operator intervention may be needed. The monitoring results and the operator interface are presented as a web site implemented using Flask, a Python web framework.
IV. PROTOTYPE READ-OUT ELECTRONICS
A prototype version of the read-out electronics was developed and produced to test the design and understand the expected performance. A minimal system using a single eight channel ADC was developed. The prototype boards allowed development and testing of most of the planned read-out chain. The two prototype boards (analog and digital) are shown in figure 8 , along with the commercially available Trenz TE0712 board which carries an Artix7-200 FPGA. The eight channel analog board features per-channel programmable bias control in the same scheme planned for the full scale system. A single high voltage is provided for all channels on the board using an ADL5317 on-chip avalanche photodiode bias controller, with the voltage controlled via a single channel MCP4725 digital to analog converter (DAC). Each channel also has its low voltage controlled by one channel of an MCP4728 four channel DAC. All bias control DACs are connected to the front-end FPGA via an I 2 C bus. The analog board also amplifies and shapes the SiPM signals using high speed, differential input AD8132 amplifiers.
The digital board uses a single LTM9007 eight channel ADC which samples the waveforms with 14-bit resolution at 40 MS/s. The board houses the Trenz FPGA board and provides two Gigabit Ethernet interfaces. Two multi-gigabit transceivers are exposed via eSATA connections to allow board to board communication to propagate trigger information along the detector. An HDMI connection is used for the input clock and synchronisation signals. The external clock source is used as an input to an Si5326 clock multiplier, which provides clock signals for the ADC and the FPGA.
The performance of the prototype electronics was assessed and found to meet the requirements for the SoLid experiment. An example waveform showing SiPM dark count hits is shown in figure 9 . This waveform comes from a randomly timed trigger. On the right of the figure a distribution of all samples in many such waveforms is shown. The pedestal value and 1, 2, ..., N pixel avalanche peaks can be easily seen without any need for data selection. The noise on the signals is considerably below the level of a single pixel avalanche. Fig. 9 . Example waveform and distribution of amplitudes (with any data section) using prototype read-out electronics.
The amplification stage is designed to give a relatively slow pulse. Figure 10 shows an average pulse shape for a single channel of the prototype system. The multiple samples on the rising edge of the pulse allow a timing resolution much better than the 25 ns sampling period. The shape is expected to make a robust pixel avalanche count per pulse possible. Given the satisfactory performance seen using the prototype boards only minimal changes have been implemented to the design in scaling up to the 32 channel analog and 64 channel digital boards which will be deployed in the SoLid detector.
V. CONCLUSION The SoLid collaboration has developed a novel anti-neutrino detector that should be capable of making precise anti-neutrino energy spectrum measurements, despite the challenging environment close to a reactor. A key part of the detector design is a read-out system designed specifically for collecting a rich data set for inverse beta decay event analysis. Testing of initial prototype electronics boards show good performance. Promising neutron trigger algorithms have been developed and tested. The SoLid collaboration will be deploying a 1600 kg detector with 3200 SiPM channels early in 2017. The production of this detector has begun. An initial test production of a small number of 32 channel analog and 64 channel digital boards is in progress.
The test boards will be tested before production of enough boards for all 50 detector planes begins. The boards feature minimal changes (other than handling a larger number of channels) compared to the previous prototype boards. Following deployment of the detector the understanding and optimisation of the trigger scheme and online data reduction will be a major focus of SoLid's data analysis efforts. 
