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SLIDING ALMOST MINIMAL SETS AND THE PLATEAU
PROBLEM
G. David
Abstract. We present some old and recent regularity results concerning minimal
and almost minimal sets in domains of the Euclidean space. We concentrate on
a sliding variant of Almgren’s notion of minimality, which is well suited in the
context of Plateau problems relative to soap films. We are especially interested
in regularity properties near a boundary curve, where we would like to get a
local C1 description of 2-dimensional almost minimal sets in the spirit of J. Tay-
lor’s theorem, but we first study weaker and more general results (local Ahlfors
regularity, rectifiability, limits, monotonicity of density), which we describe far
from the boundary for simplicity. There we insist on some simpler techniques, in
particular the use of Federer-Fleming projections.
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1. Introduction
The main objects of these lectures are minimal and almost minimal sets, with
the Almgren definition that seem to model best the geometry of soap films and
bubbles. Even though this problem will not be addressed directly, we invite the
reader to think about the classical Plateau problem, where we are given a smooth
closed curve Γ in the Euclidean space R3, and try to find a surface (a set) spanned
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by Γ and with minimal area (Hausdorff measure of dimension 2). The lectures
will be centered on a fairly small number of techniques, which lead to regularity
results for solutions of such a Plateau problem, and more generally of almost
minimal sets. In these notes, we shall try to insist a lot on one fundamental
tool, the so-called Federer-Fleming projection, which will be used repeatedly. But
some other constructions will be described too.
The archetype of a good regularity result will be the local C1 description of 2-
dimensional minimal set in R3 (far from the boundary) that was proved by Jean
Taylor in [65]. One of the goals of the lecture is to describe recent attempts to
give a similar description of minimal sets near a simple boundary of Plateau type.
we will use the opportunity given by the Park City lectures to give a simpler
description of two otherwise quite long and technical papers [16, 19], and also
explain again a scheme of proof for existence results that was introduced by V.
Feuvrier [38], and in my opinion not appreciated to its true value.
2. Some Plateau problems
There are many different ways to state a Plateau problem, even in the most
standard case when the boundary Γ is a smooth curve in R3. We shall mention a
few in this section, but then we shall feel free to concentrate on definitions similar
to Almgren’s in [3], especially since they seem to be among the best models for
soap films and bubbles and Joseph Plateau himself was interested in soap films
(and also interfaces between fluids); see [59].
Apparently soap films and bubbles are composed of two layers of soap molecules
with a water-repelling tail and a water-attracting head, which align themselves
head to head with a thin layer of water in the middle; the width of the film is
roughly equal to the length of two molecules. People usually come up rapidly
with a simple formula for the energy of the film, just proportional to the total
surface of the film. This sounds vague and imprecise, and the author finds it
quite surprising that such a basic modeling actually works so well.
The general description for a solution of Plateau’s problem is a set E (or a
similar object) spanned by Γ and whose area is minimal, but there are many ways
to define the terms “spanned” and “area”; we shall only describe some of them.
2.1. One dimensional sets, where Plateau is Steiner. The most reasonable ver-
sion of Plateau’s problem for 1-d sets is the following. Pick a finite collection
of points Ai ∈ Rn, and look for a connected set E that contains the Ai and has
minimal length H1(E) (defined below).
This is know as Steiner’s problem. It is rather easy to prove that minimizers
exist, by Golab’s theorem on the lower semicontinuity of length among connected
sets, and that they are composed of line segments whose endpoints are either
points Ai, or some additional points Bj, called Steiner points. Near each Steiner
point Bj, E is composed to three line segments that end at Bj with equal 120◦
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angles. This angle condition is easily proved by computing the derivative of
H1(E) when we move Bj a little and keep the other vertices fixed. We suggest, as
an exercise, to check (or at least guess) what happens when the Ai are the four
vertices of a square. Finally, E has no loop (because otherwise we may remove a
segment and save some length).
Except for the invention of Steiner points and interesting questions about how
fast one can compute the minimizers, there is not so much more to be said. Notice
however possible ruptures of symmetry (for instance, when the Ai are the four
vertices of a square), hence the lack of uniqueness, and even more obviously the
fact that some solutions are not smooth away from the Ai.
Let us give a more elaborate version of this, with nets and integer multiplicities,
which we will use as a first introduction to currents. We are now given a finite
collection of points Ai, i ∈ I, and for each one an integer αi ∈ Z; we assume that
(2.1)
∑
i∈I
αi = 0,
and we look for admissible nets (defined soon) with some minimality property
that will be specified later. We see each Ai as a source of electricity, with the
intensity αi (negative if if αi < 0), and think of admissible nets as electrical nets
that satisfy Kirchhoff’s law. That is, an admissible net is a finite collection of
(oriented) intervals Ik = [ak,bk], k ∈ K, together with for each k a multiplicity
mk ∈ Z, and that satisfies the following version of Kirchhoff’s law. For each point
z ∈ Rn, denote by K+(z) the set of indices k ∈ K such that z = bk, by K−(z) the
set of indices k such that Z = ak, and by I(z) the set of indices i ∈ I such that
z = Ai (thus, I(z) has at most one point). Then
(2.2)
∑
k∈K+(z)
mk −
∑
k∈K−(z)
mk =
∑
i∈I(z)
αi
for all z ∈ Rn (but only the nodes really matter).
It is not hard to check that (2.1) is a necessary and sufficient condition on the
αi for the existence of admissible nets. We should probably require that αi 6= 0
for i ∈ I (otherwise, remove Ai from the discussion), that mk 6= 0 (otherwise, Ik
is useless), and that the intervals Ik have disjoint interiors (otherwise, we can use
use a finer description where the intersection of the two intervals is an interval of
its own, with the sum of the multiplicities).
When N is an admissible net and the intervals Ik have disjoint interiors, we
shall denote by E(N) = ∪mk 6=0[ak,bk] the support of N. Associated to N is also
the current T =
∑
k∈Kmk[[Ik]], where [[Ik]] is a notation for the one-dimensional
current of integration on the oriented segment Ik (but we shall not define this yet).
Let us still mention that the Kirchhoff rule (2.2) is complicated way of saying that
∂T = S, where S =
∑
i∈I αi[[Ai]] is the current of dimension 0 associated to the
data.
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The simplest quantity to minimize on the class of admissible nets is probably
the size
(2.3) S(N) =
∑
k∈K;mk 6=0
|bk − ak|,
where N denotes an admissible net, which is the total length of the useful part of
the net. Choosing a net N that minimizes S(N) corresponds roughly to minimiz-
ing H1(E) in the Steiner problem above; let us just make a few observations, and
leave their verification as an exercise.
For minimal nets, the intervals Ik automatically have disjoint interiors, even
if we did not require this initially. If N is a minimizer and E = ∪mk 6=0[ak,bk]
denotes its support, then E is as above a finite union of intervals, whose endpoints
are the Ai and Steiner points Bj where exactly three intervals Ik end with 120◦
angles. Then the number of Steiner points is at mostN−2, whereN is the number
of points Ai, and we get a bound on the on the number of intervals Ik too. We
may use this to prove that there is a minimizing net.
The set E may be different from the solution of the Steiner problem above,
because it is not necessarily connected; however, we can easily choose the mul-
tiplicities αj so that any minimal net that satisfies the Kirchhoff rule has a con-
nected support that contains the Ai. And also, if E is a solution of the Steiner
problem above, we can choose multiplicities mi and αi so that the associated net
is supported by E, and even minimizes S if all the supports of admissible nets
are connected. This can probably be arranged, but the author was too lazy to
check this; notice however that for a higher dimensional minimal set, the con-
struction of a multiplicity on this set so that the associated rectifiable current is a
size minimizer is a nontrivial problem.
Instead of the size S(N), we may also want to minimize the mass
(2.4) M(N) =
∑
k∈K
|mk||bk − ak|,
which is a more natural number when we think of N as a current, because it is its
norm as a linear form on the set of 1-forms. This is the quantity that most people
like to minimize when they talk about minimal currents and surfaces. The reader
is invited to play with the size and mass minimizers that arise when the Ai are
the four vertices of a square.
Let us finally mention that other quantities, such as
(2.5) Mβ(N) =
∑
k∈K
|mk|
β|bk − ak|,
with 0 < β < 1 are natural too, in particular in the context of optimal networks,
and produce interesting minimal nets, with angles at the Steiner points that now
depend on the mi and β. Think about constructing an optimal net of roads that
will accommodate a flux of cars between some cities Ai, and where the cost of
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construction of a road depends on the intensity of the traffic there, and see [4] for
information.
2.2. Parameterizations, Radó, and Douglas. Let us now think about the case
when Γ is a closed curve in R3, and we try to minimize the area of a surface
E bounded by Γ , in the sense that E = f(D) for some function f defined on the
closed unit disk D and the restriction of f to the unit circle S is a parameterization
of Γ . The simplest way to define the area of E is to (assume that f is Lipschitz
and) take A(f) =
∫
D Jf(x)dx, where Jf is the appropriate Jacobian of f.
This is what Tibor Radó did in 1930 (see [60–62]), with conformal mappings,
and Jesse Douglas in 1931, with harmonic parameterizations. [Of course we skip
many important contributions, here and below.] The difficulty is that the Lips-
chitz constant for f may tend to +∞ along a minimizing sequence, which leads
to an unpleasant lack of compactness. They have nice solutions to this, where
they first select nice parameterizations. In particular, the paper [29] (which the
author believes is the main reason for Douglas’ Fields medal) is very clever and
easy to read.
We cannot resist saying two words about it. It makes sense to decide that f
will be harmonic in B(0, 1) and continuous on D, because such parameterizations
exist. And then the area A(f) can be computed in terms of f|∂S alone. It turns
out that the initial problem translates into minimizing
(2.6) A(f) =
∫ ∫ ∑n
j=1 |fj(θ) − fj(ϕ)|
2
sin2
(
θ−ϕ
2
) dθdϕ,
where the fj are the coordinates of f, and this is much easier to do.
But this way to state the Plateau problem is not entirely satisfactory. First,
minimizers of A(f) only give a good description of soap films locally when f is
injective. That is, if x,y are interior points of D such that f(x) = f(y), then near
f(x), E = f(D) may look like the union of two smooth surfaces that meet transver-
sally; soap films don’t look like this, but rather like the sets of type Y that are
described below. And it is difficult to know, given Γ , when the parameterization
given by Douglas will be injective.
In addition, some of the minimal sets bounded by Γ are often best parame-
terized by other sets than D, for instance with an additional handle or different
topology; it is not clear (to the author) that Douglas’s argument will work in this
case.
For a little more information on this and the next variants of the Plateau prob-
lem, the reader may consult the survey [17].
2.3. Hausdorff measure, rectifiable sets From now on, all our ways to compute
area will rely on the Hausdorff measure, which we define now for the conve-
nience of the reader. The main properties of Hd that we like are that it is a Borel
(but not locally σ-finite) measure, and that it coincides with the surface measure
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on smooth sets. It is defined by
(2.7) Hd(E) = lim
δ→0
Hdδ (E),
where
(2.8) Hdδ (E) = cd inf
{∑
j∈N
diam(Dj)d
}
and the infimum is taken over all coverings of E by a countable collection {Dj} of
sets, with diam(Dj) 6 δ for all j.
We may choose the normalizing constant cd so that Hd coincides with the
Lebesgue measure on subsets of Rd. See for instance [53] for the important
verification that Borel sets are measurable, and also information on rectifiable
sets.
We shall use a lot of rectifiable sets too. Those are the sets E with σ-finite
measure (Federer used to require finite measure, but the standard definitions
now allow countable unions) such that E ⊂ Z ∪G, where Hd(Z) = 0 and G is a
countable union of embedded C1 surfaces of dimension d (or equivalently, G is
a countable union of images of Rd by Lipschitz mappings). We will recall the
properties of rectifiable sets as we use them, but let us already say that they have
an approximate tangent d-plane at almost every point.
2.4. Minimal currents The most celebrated (and very successful) ways to state
Plateau problems are in terms of currents. Existence results are made easier by
stating things weakly (i.e., in terms of distributions), because important compact-
ness results can be proved, and the setting is more in terms of differential geom-
etry than for standard PDE’s, relying on the integration of forms and a notion of
boundary that comes from exterior derivatives and integration by parts. Gener-
ally, a current of dimension d is a continuous linear form on the vector space of
smooth d-forms (say, with compact support), but we will restrict here to specific
classes of currents (rectifiable currents, integral currents) with a regularity which
is essentially the same as the regularity of Radon measures. Finally regularity
results for minimizers can often be proved, completing the loop and allowing us
to return to smooth minimal sets. Initial and important work was done by Fed-
erer, Fleming, De Giorgi, and many others. Out of ignorance and laziness, we
just refer to [1, 34, 35, 39, 54] and their references.
The simplest example of d-dimensional current is the current of integration on
a smooth oriented surface E of dimension d, which acts on a d-form by integrating
it on E. But we are interested in the following larger classes of current, with better
compactness properties. Now let E be a rectifiable set of dimension d, with locally
finite Hausdorff measure Hd (defined below). Also put a measurable orientation
τ (i.e., an orientation of the approximate tangent plane to E at x (which exists
Hd-almost everywhere), chosen to be a measurable function of x), and choose a
measurable multiplicity m(x) on E, with integer values, and integrable against
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Hd
|E
; we define the rectifiable current T by
(2.9) 〈T ,ω〉 =
∫
E
m(x) ω(x) · τ(x)dHd(x),
where 〈T ,ω〉 is our notation for the effect of the current T on the smooth, com-
pactly supported d-form ω, and ω(x) · τ(x) is a notation for the way one uses the
orientation τ to integrate a form on E (or a C1 surface to start with).
One of the clever ideas behind the use of currents is that we can define bound-
aries as in differential geometry. The boundary ∂T of the d-dimensional current
T is a current of dimension d− 1, defined by duality by
(2.10) 〈∂T ,ω〉 = 〈T ,dω〉 for every (d− 1)-form ω,
where dω denotes the exterior derivative of ω. The point is that when S ′ is the
current of integration on a smooth oriented surface Swith boundary Γ , the Green
formula says that ∂S ′ = Γ ′, the current of integration on Γ .
Notice also that ∂∂ = 0 because dd = 0. An integral current is a rectifiable
current T (with an integrable integer multiplicity m) as above, such that ∂T is
such a rectifiable current as well.
The most classical way to state the Plateau problem for currents is to take a
(d − 1)-dimensional current S, with ∂S = 0, and minimize the mass Mass(T),
among d-dimensional currents T that satisfy the boundary equation
(2.11) ∂T = S.
The mass Mass(T) is the operator norm of T , where we put a L∞-norm on forms.
When T is a rectifiable current given by (2.9),
(2.12) Mass(T) =
∫
E
|m(x)|dHd(x).
In this setting, there is a very general existence result for these mass minimizing
currents; for instance, it is enough to assume that S is rectifiable (as above), com-
pactly supported, and such that ∂S = 0 (necessary for (2.11), because ∂∂ = 0).
This comes from a quite strong compactness theorem.
An in addition mass minimizing currents have good regularity properties in
general. In particular, in codimension 1 the support of T is a smooth submanifold
when n 6 7. We refer to [58] and its references for loads of information.
The whole theory is a great success for weak solutions and Geometric Measure
Theory, but the sad news for us is that mass minimizing currents don’t describe
most soap films. For one think, there are soap films of dimension 2 in R3 with one-
dimensional singularities, which therefore cannot come from mass minimizing
currents; see the discussion of J. Taylor’s theorem below.
2.5. Size Minimizing currents If we want to describe soap films, it seems that it
is better to minimize the size of T among solutions of (2.11). The size of T is the
Hausdorff measure of its support, i.e., when T is given by (2.9),
(2.13) Size(T) = Hd
({
x ∈ E;m(x) 6= 0}).
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That is, we no longer count the multiplicity. The difference between mass and
size minimizers is essentially the same as in dimension 1 above, and for instance
the minimal cones in the description of J. Taylor’s theorem can be realized as
supports of size minimizers; we just need to find adequate multiplicities, and the
minimality follows from a calibration argument. See [44, 45].
There are some bad news about this variant of the Plateau problem. Some soap
films are hard to describe with size minimizers, typically because they are not
orientable; in some cases one can circumvent this problem by various algebraic
tricks, but altogether it is a little awkward to use orientations on soap films which
naturally are not oriented. See [17] for some additional information.
The second piece of bad news is that there is no general existence result for size
minimizers, even when S is the current of integration on a smooth curve in R3.
One cannot use the same compactness result as for mass minimizers, because we
do not control the mass of T along a minimizing sequence. There are interesting
partial results by R. Hardt and T. De Pauw [24,25], with also existence results for
functionals between mass and size.
Some more existence results should follow from Yangqin Fang’s regularity
results from [32], but only when d = 2, n = 3, (2.11) is replaced by a a condition
that says that ∂T is homologous to S inside a smooth surface, and the support of
T is required to stay on one side of that surface.
Another option with an effect similar to using the size is to minimize the mass,
but for multiplicities with values in some other, often discrete group. See [52] for
an initial description.
2.6. Reifenberg homologyminimizers Here and below, we really consider closed
sets E, and want to minimize Hd(E) under a topological constraint that says that
E is “spanned by Γ”, but what exactly should we mean by this?
For Reifenberg [64], E is a compact set that contains Γ , and the boundary condi-
tion is stated in terms of Cˇech homology on some commutative group G. Specif-
ically we require the inclusion i : Γ → E to induce a trivial homomorphism from
Hd−1(Γ ,G) to Hd−1(E,G). Or we could instead require that it annihilates some
given subgroup of Hd−1(Γ ,G).
When d = 2, n = 3, and the boundary Γ is a curve, this is a way to say that Γ
(or the obvious generator of H1(Γ ,G) associated to Γ ) vanishes in H1(E,G), or in
somewhat more vague terms, that E “fills the hole”.
The choice of Cˇech homology is not innocent, this homology is more compli-
cated to define, but it has some stability with respect to taking limits, which is
good for the existence of minimizers. Reifenberg proved this for compact groups,
such as G = Z2 or G = R/Z, under some small regularity for Γ . It is a beautiful
(but tough) proof by hands, using minimizing sequences and haircuts.
De Pauw obtained the 2-dimensional case when Γ is a curve and G = Z (with
currents). In that case the equivalence with the size minimizing problem above is
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not known yet (multiplicities are hard to construct), but the infimum is the same
[24].
More recently, essentially optimal existence results were given by Yangqin Fang
[30], after a claim by F. Almgren with varifolds [2]. A little later, following U.
Menne, Y. Fang and S. Kolasínski [33] gave a proof with flat chains inspired of
Almgren’s argument.
2.7. A sliding Plateau problem We finally arrive to the author’s favorite defini-
tions, based on a notion of deformations of a set.
Definition 2.14. Let a set Γ be given (a priori any closed subset of Rn). Let
E ⊂ Rn and a closed ball B ⊂ Rn be given. A sliding deformation for E in B,
with respect to the sliding boundary Γ , is a one-parameter family {ϕt}, 0 6 t 6 1,
of functions, such that
(2.15) (x, t)→ ϕ(x, t) = ϕt(x) : E× [0, 1]→ Rn is continuous;
(2.16) ϕ0(x) = x for x ∈ E,
(2.17) ϕt(x) = x for x ∈ E \ B and 0 6 t 6 1,
(2.18) ϕt(E∩ B) ⊂ B for 0 6 t 6 1,
the important sliding condition
(2.19) ϕt(x) ∈ Γ when x ∈ E ∩ Γ and 0 6 t 6 1
and
(2.20) ϕ1 is Lipschitz.
By extension, we also call E1 = ϕ1(E) a sliding deformation of E in B. Finally, a
sliding deformation of E is just a set E1 = ϕ1(E) which is a sliding deformation
of E in some B.
There would be similar notions localized in an open set U, but we shall not
need them.
This is a minor modification of a definition of Almgren [3], to take the bound-
ary into account. The point is to allow E to move, including along Γ , but not to
be detached from Γ , a little bit like a shower curtain.
Note that ϕ is not required to be injective; in the problems below, if you can
pinch E and this way get a new set with less surface, this gives a good competitor.
We keep (2.20) because Almgren used it and it does not disturb, but we could
also drop it, and we should observe that no bound on the Lipschitz constant for
ϕ1 is ever required.
Because of the extra condition (2.19), we really need to state things in terms of
a deformation {ϕt}, rather than just the endpoint ϕ1. Without (2.19) (and because
we decided to restrict to deformations in a ball; things would be different if we
used deformations in a non convex compact set), it would be easy, given the final
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mapping ϕ1, to extend by convexity, set ϕt(x) = tϕ1(x) + (1− t)x, and observe
that it provides a deformation. But here we need to make sure that ϕt(x) ∈ Γ for
all t if x ∈ Γ , and when Γ is not convex, an extension as above may be hard to
find.
It would probably not be natural to demand that ϕt be defined on the whole B
(as opposed to E alone), because we do not really want to control the air around
the soap film; when there is no boundary condition (or equivalently Γ = Rn), this
makes no difference because we could extend ϕt, but in the present situation we
don’t necessarily know how to extend ϕt so that (2.19) holds also for x ∈ B \ E.
There is a Plateau problem attached to this definition: let E0 be a given closed
set, and try to minimize Hd(E) among all the sliding deformations of E0. In
some cases the problem will be uninteresting, either because there is no sliding
deformation with Hd(E) < +∞, or on the opposite the infimum is 0. But in
general there may be more than one interesting initial set E0 for a given compact
set Γ .
The author claims that this is probably one of the best ways to model soap
films, and also likes the setting for the following reasons. First, the notion of
sliding competitor may fit the way soap films are created (but the author does
not claim any precise knowledge about this). It is nice that we don’t need to
say precisely for which topological reason E0 is linked to Γ , or in other words to
relate solutions of Plateau problems to specific topological or algebraic reasons
that may depend on the problem. The problem is rather insensitive to orientation.
And importantly, for each choice of Γ there may be a few different interesting
choices of E0, leading to different minimizers, just as this happens for soap films
attached to a wire.
Yet there is the usual bad news: no general existence theorem is known, even
when d = 2, n = 3, and Γ is a nice curve.
Naturally, we do not account here for unrealistic deformations that would
extend the film too far: some real life films can be deformed into a point, with a
long homotopy that soap is unlikely to discover because this would involve going
through a surface with a much larger area. We cannot do much about this, except
for mentioning that this may happen. Of course the dynamics of soap films and
bubbles is interesting, but this is not the subject of these lectures.
We will return extensively to the notion of sliding competitors, but in the mean
time let us end this section with the general conclusion that many interesting
Plateau problems are still there to solve.
3. Almost minimal sets and what we want to do
Here comes our last section of introduction. Our general goal here will be to
study regularity properties of sliding minimal and almost minimal sets; in this
section we give some of the relevant definitions and try to justify this goal.
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Let us directly define sliding almost minimal sets in Rn. Let Γ ⊂ Rn be a
closed set, and consider a closed set E ⊂ Rn such that
(3.1) Hd(E ∩ B(0,R)) < +∞ for R > 0.
Also let h : (0,+∞)→ [0,+∞] be a nondecreasing function such that limr→0 h(r) =
0; we shall call this a gauge function.
Definition 3.2. We say that E is a sliding almost minimal set, with the sliding
boundary Γ and the gauge function h, when
(3.3) Hd(E ∩ B(x, r)) 6 Hd(F∩ B(x, r)) + h(r)rd
whenever F is a sliding competitor for E in any ball B = B(x, r) (as in Defini-
tion 2.14).
When we take Γ = Rn (i.e., forget about the sliding boundary conditions),
we get what we’ll call a plain almost minimal set. When h ≡ 0 we get a sliding
minimal set (or a plain minimal set).
It is easy to localize this definition to an open set U; we say that E is a slid-
ing almost minimal set (with the sliding boundary Γ and gauge function h but
we shall not always repeat this) in U when (3.3) holds whenever F is a sliding
competitor for E in a ball B = B(x, r) that is contained in U. Thus Definition 3.2
corresponds to U = Rn, and sliding almost minimal set in U are automatically
sliding almost minimal in any open set U ′ ⊂ U. Almost all of our results will
be local, i.e., concern sets that are almost minimal in (a neighborhood of) a given
ball.
Recall that one way to produce deformations of a set E is to pinch them so
that two pieces of E come together and we save some Hausdorff measure. Here
are some examples, starting with explicit ones, and continuing with institutional
ones.
The (plain) minimal sets of dimension 1 in a domain U are composed of lo-
cally finite unions of line segments, that can only meet by sets of three at their
endpoints and with 120◦ angles. This was checked by Morgan [57] as an exer-
cise on currents, and later in [13] with more elementary cut and paste argument.
Then, if U = Rn, it can be checked that (modulo sets of vanishing H1 measure),
the only minimal sets are the empty set (which we’ll often forget to mention),
the lines, and the sets Y (three half lines with the same endpoint that make 120◦
angles there) of Subsection 2.1. As we have seen, the union of two transverse (or
even perpendicular) lines is not minimal. It is not almost minimal either.
The planes, the cones of type Y and T described below in Subsection 7.1 are
also plain minimal sets in Rn. There are a few other explicit examples like this
(in higher dimensions), but not so many.
Then there are the minimal surfaces, like the catenoid. Those are often locally
minimal only, which means that H2(E) 6 H2(F) when F is a deformation of E in
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a small enough ball B(x, r). For instance, seen from far the catenoid looks a lot
like two parallel planes, that we can pinch to get a better competitor.
We should also mention that smooth surfaces (like spheres, but not only) are
rather easily seen to be locally plain almost minimal, with h(r) 6 Cr for r small.
One of the reasons why we authorized h(r) = +∞ is so that we can say without
even thinking that spheres (or objects that are even more irregular at large scales)
are almost minimal. This is also a way to make it plain that in some case we do
not get any information by comparing E with a deformation in a large ball.
We shall give other examples of simple sliding minimal sets later. For the
moment, let us only mention the case when d = 2, Γ is a line in R3, and E is a
half plane bounded by Γ , or the union of two half planes bounded by Γ and that
make an angle at of least 120◦ there (we’ll call this a set of type V).
Let us turn to institutional minimal and almost minimal sets now. If E mini-
mizes Hd among all sliding deformations of a given set E0, as in Subsection 2.7,
it is automatically sliding minimal. But there are other examples. First, it is often
possible to prove that the limit E∞ of some minimizing sequence for the sliding
Plateau problem above is a sliding minimal set, without being able to show that
it is a sliding deformation of E0, and studying the regularity of E∞ is useful in
itself, but also could help us prove that E∞ is a sliding deformation of E0 and
solve the corresponding Plateau problem.
Also, the Reifenberg homology minimizers of Subsection 2.6 are sliding mini-
mal sets; see [17] for the easy verification. In [31], regularity properties for those
in a simple context is used to prove that they are also solutions of the Reifenberg
Plateau problem with the apparently more friendly singular homology.
Similarly, the supports of size-minimizing currents of Subsection 2.5 are sliding
minimal (see [17] again) and some regularity for those is useful in itself and could
be used for existence results.
Concerning almost minimality, this is also a very useful notion, because (local)
minimizers of slight modifications of our usual functionalHd are typically almost
minimal, with a gauge function like h(r) = Crα (often with α = 1). The simplest
example is soap bubbles, which are also subject to different pressures from the
two sides of the bubble. The corresponding force is proportional to the surface
(and the difference of pressure), and for a deformation of E in B(x, r), we expect a
difference of potential energy of order rd+1, where rd comes fromHd(E∩B(x, r))
and the extra power accounts for the displacement. For soap bubbles, we expect
E to have a constant mean curvature, proportional to the difference of pressure.
Thus the pressure in smaller bubbles is larger, and of course with soap films
the pressure is the same on both sides and the mean curvature vanishes. For
very small soap bubbles, the pressure is very large and we expect the almost
minimality constants for E to deteriorate.
Of course we could include other “small” forces too, like the gravity, and
another simple example of almost minimal set would be a set that minimizes
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∫
E f(x)dH
d(x) for some Hölder-continuous function f such that C−1 6 f 6 C. In
fact, we may also include strongly Euclidean but yet non isotropic elliptic inte-
grands of the form
(3.4) J(E) =
∫
E
f(x, TE(x))dHd(x),
where TE(x) denotes the approximate tangent d-plane to E at x (we may either
assume that E is rectifiable, or define J(E) in some other way when it is not
rectifiable, and then find out after the fact that minimizers are rectifiable), and f
is defined by
(3.5) f(x, T) = Hd(B(0, 1)∩A(x)(T)),
where A is a Hölder continuous function with n×n-matrix values (or we should
say, linear mappings of Rn) such that ||A(x)|| and ||A−1(x)|| are bounded. Of
course the standard classes of elliptic integrands are much larger than this (for in-
stance, we could use lp-norms instead of Euclidean ones), but for those we should
not expect the corresponding almost minimal sets to be as easy to study as in the
Euclidean case. But notice that the quasiminimal sets defined in Subsection 9.2
are the same as long as C−1 6 f 6 C.
The author likes to insist on the extra stability provided by almost minimal sets.
While we expect roughly the same low regularity results (say, in the C1 category)
for almost minimal sets, we really like the extra flexibility. Other conditions, such
as bounds on the first variation for varifolds, seem to be much less flexible.
So we want to study the local regularity properties of sliding almost minimal
sets (say, with gauge functions h(r) 6 Crα), possibly with the hope that existence
results may follow.
We will present the regularity story in two steps. First we’ll describe general
results (Ahlfors regularity, rectifiability, stability under limits, blow-up limits and
minimal cones), which can also be proved near Γ at the price of longer and more
complicated arguments, and which we shall present in the plain case (i.e., far
from Γ ).
Then we will present more recent and precise results that are specific of 2-
dimensional sliding almost minimal sets. We think about variants of J. Taylor’s
theorem [65], which will be stated in Section 7 as a best example of what we try
to accomplish, and we’ll try to describe attempts to get similar statements near
points of a simple boundary Γ (for instance a line).
Finally, we shall try to explain a scheme introduced by V. Feuvrier that allows
one to use, in the circumstances where we have an appropriate regularity result
for sliding minimal sets E (think about the existence of local Lipschitz retractions
on E), a minimizing sequence of improved competitors (so that they are quasi-
minimal) to get an existence result. This fits well with the other results presented
here, the author’s impression is that Feuvrier’s argument was not well enough
appreciated, and so we want to try once more.
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4. Weak regularity properties for almost minimal sets
In this section we sketch the proof of some of the weak (but general and useful)
properties of almost minimal sets, sliding or not. We rather follow the proofs of
[16], not only because they were already written in the sliding context, but also
because since time had passed, some of the initial proofs (from [3,23], for instance)
were improved in the mean time. But we’ll do the description in the plain case,
because it is less technical and otherwise almost the same.
We’ll concentrate on the local Ahlfors regularity of E, its rectifiability, the rec-
tifiability of limits, and some important stability results under limits. The main
hero for the part of the proofs that we can describe will be the Federer-Fleming
projection on dyadic cubes, also called deformation lemma in some contexts.
Our standing assumption now is that E is a (coral, as in the next subsection)
almost minimal set (plain to simplify) of dimension d, with a small enough gauge
function h (h(r) 6 Crα for some α > 0 is more than enough), in a domain U ⊂ Rn
which contains the balls B(x, r) where we put ourselves.
Our constants C will be allowed to depend on n, d, h, but not on E, U, or
B(x, r) and the radius r may have to be taken small, so that h(r) is small enough.
4.1. Coral (or reduced) sets. This will just be a precaution, so that we don’t
spend time discussing useless additional sets of vanishing Hd-measure. For E ⊂
U closed, with locally finite Hd-measure in U, denote by E∗ the closed support
of Hd
|E. That is,
(4.1) E∗ =
{
x ∈ E ; Hd(E ∩B(x, r)) > 0 for all r > 0}.
We say that E is reduced, or coral when E = E∗.
If E is almost minimal, then E∗ is also almost minimal, with the same gauge
h, because it is easy to check that Hd(E \ E∗) = 0, and then by direct inspection.
With sliding almost minimal sets, this is also true, but it requires a small proof,
given in [16]. Incidentally, when we say “this is also true”, we mean under quite
general assumptions on the boundary sets Γ (we can authorize more than one at
the same time, which is convenient for instance to force E to lie in an initial closed
domain).
So it is safe to focus on reduced sets. This will simplify our statements; other-
wise we would typically have to say that E is composed of a thin part of vanishing
measure, plus a locally Ahlfors regular set, say. But we shall keep in mind that
E∗ \ E can play a role in some topological problems, even if it does not show up
in the nice descriptions below. Anyway, from now on, all our sets will be coral.
4.2. Local Ahlfors regularity. We just give a statement for the moment; the proof
will be discussed later. Recall the standing assumption on the coral almost mini-
mal set E in U.
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Theorem 4.2. Local Ahlfors-regularity [3, 23].
There exists C > 1 such that
(4.3) C−1rd 6 Hd(E∩ B(x, r)) 6 Crd
whenever
(4.4) x ∈ E and r ∈ (0, 1) are such that B(x, 2r) ⊂ U.
Thus Ahlfors regularity is just a size condition, that says that E is d-dimensional
in a very strong and uniform way. Here C depends only on n and h; more
precisely we can make sure that C depends only on n, provided that h(r) is small
enough, depending on n.
This sounds bland, but it is also very useful, in part because many estimates
are easier to do with Ahlfors regular sets. The “hard” part seems to be the lower
bound (if E is to thin, we can deform it to an even smaller set), but in fact both
proofs use the same basic engine, the Federer-Fleming projections described be-
low.
However, in codimension 1 the proof for the upper bound is quite simple, so
we’ll give it now. We assume that d = n− 1, and we want to show that
(4.5) Hd(E ∩ B(x, r)) 6 σn−1rn−1 + h(r)rn−1,
where σn−1 = Hn−1(∂B(0, 1)). As in most of our proofs, we have to find a good
competitor for E. Here this will be easy. Select any point x0 ∈ B(x, r/2) \ E; this
is possible, since Hd(E ∩ B(x, r/2)) < +∞ and d = n − 1. Then denote by pi
the radial projection centered at x0, from B(x, r) \ {x0} to ∂B(x, r). Extend pi to
Rn \ {x0} by setting pi(y) = y for y ∈ Rn \ B(x, r). Then set ϕt(y) = tpi(y) +
(1 − t)y for y ∈ E and 0 6 t 6 1; it is easy to check that {ϕt}, t ∈ [0, 1], is a
deformation for E in B(x, r). So F = pi(E) is a deformation of E, and the definition
of an almost minimal set yields Hd(E ∩ B(x, r)) 6 Hd(F ∩ B(x, r)) + h(r)rd, as in
(3.3). But Hd(F ∩ B(x, r)) 6 Hd(∂B(x, r)) = σn−1rn−1 because d = n − 1 and
pi(B(x, r) \ {x0}) ⊂ ∂B(x, r); (4.5) follows.
With a sliding boundary condition (with a nice enough boundary Γ ) we would
have to be more careful (because pi does not necessarily preserve Γ ). We leave the
details as an exercise; the same sort of problems arise in higher co-dimensions,
making the proof a little less pleasant in this context.
In higher co-dimensions, and even with the apparently easier upper bound,
how should we proceed? We can still try to project E ∩ B(x, r) on a set with
controlled Hd-measure, but we’ll need to be more systematic and persistent.
4.3. Federer-Fleming projections. These will be compositions of radial projec-
tions (like pi above), on faces of various dimensions of cubes. In some arguments,
it is useful to replace cubes by convex polyhedra, but for the moment we stick to
cubes which are much simpler to organize. We will try to explain the construc-
tion in a friendly, but also slightly imprecise way; the reader may consult [23],
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which is not bad at all. The usual descriptions (such as in [35] (obviously!) or
[34]) are usually a little harder to follow, because they are designed for currents.
But the construction is the same. We start with some notation.
We shall use closed cubes Q ⊂ Rn, which we could take with faces parallel
to the axes (this costs nothing), but not necessarily dyadic to start with. For each
such cube Q, ∂Q denotes the boundary of Q in Rn. More generally we will be
interested in cubes Q ∈ Qk, 0 6 k 6 n, the set of k-dimensional (closed) cubes.
Such a cube Q is thus contained in some k-dimensional affine subspace H of Rn,
and then ∂Q will denote the boundary of Q in H.
Notice that (for k > 1), ∂Q is composed of 2d cubes of Qk−1, which we call
the faces of Q; we denote by Fk−1(Q) the set of faces of Q. We also iterate, and
(when k > 2) call Fk−2(Q) the set of faces of cubes of Fd−1(Q), and so on. We
even call F(Q) the union of all the Fl(Q), 0 6 l < k; we call those the subfaces of
Q.
The l-dimensional skeleton of Q is the set Sl(Q) = ∪S∈Fl(Q), a union of l-
cubes.
Return to the Federer-Fleming projection, and start with the main building
block. We are given a cube Q ∈ Qk, contained in the k-dimensional affine sub-
space H, and a point ξ ∈ 12Q (the cube of H with the same center and half the
sidelength); then let piξ denote the radial projection centered at ξ, from Q \ {ξ} to
∂Q. Recall that piξ(y) is the only point of ∂Q such that y ∈ [ξ,y]. We systemati-
cally extend pi to H \ {ξ} by setting pi(y) = y for y ∈ H \Q; the extended mapping
is still Lipschitz away from ξ.
In the arguments below, there is also a closed set F ⊂ Q, with Hd(F) < +∞,
and our first task is to choose ξ ∈ 12Q \ F, such that pix(F) is not too large. In fact,
often we have other constraints, so we really need to show that for most choices
of ξ ∈ 12Q \ F, pix(F) is not too large.
There will be two estimates based on the same comment. Since ξ ∈ 12Q, all the
radii [ξ, z], z ∈ ∂Q, are nicely transverse to ∂Q, and there is a (simple geometric)
constant C such for each y ∈ 12Q\ {ξ}, the mapping piξ is C|y−ξ|−1d(Q)-Lipschitz
near y, where we denote by d(Q) the sidelength of Q. Because of this and by
definition of Hd (we don’t even need to disturb the area formula),
(4.6) Hd(piξ(F∩Q)) 6 C
∫
F
( d(Q)
|y− ξ|
)d
dHd(y).
The simplest estimate is most useful when we can choose ξ far from F as possible;
it says that
(4.7) Hd(piξ(F∩Q)) 6 C
( d(Q)
dist(ξ, F)
)d
Hd(F).
We may use this sort of estimate when we have enough control on F, for instance
if we know that it is (a Lipschitz image of) an Ahlfors regular set of dimension
d < k, but often we do not know this and F may be roughly dense. Fortunately,
if k (the dimension of Q) is larger than d, we can use (4.6) and Fubini to show
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that the average value of Hd(piξ(F ∩Q)) is under control, and then pick ξ by
Chebyshev. That is,
(4.8)
∫
ξ∈ 12Q\F
Hd(piξ(F))dξ 6 C
∫
ξ∈ 12Q\F
∫
y∈F\{ξ}
( d(Q)
|y− ξ|
)d
dHd(y)dξ
6 C
∫
y∈F
∫
ξ∈ 12Q\{y}
( d(Q)
|y− ξ|
)d
dξdHd(y)
= Cd(Q)k
∫
y∈F
Hd(y) 6 Cd(Q)kHd(F)
because F has vanishing k-dimensional measure and the integral in ξ converges
when d < k. Thus it is easy to pick ξ ∈ 12Q \ F such that
(4.9) Hd(piξ(F)) 6 CHd(F).
This was how we construct one basic block. Now we need to worry about
gluing blocks. We start with k = n. When Q is a top dimensional cube, we have
defined piξ also on Rn \Q, by piξ(y) = y. If we have a collection of cubes Qj,
disjoint except for their boundaries (and we’ll only use this when they are of the
same size and belong to the same net) and for each one we pick a center ξj ∈ 12Qj
and define the corresponding mapping pij, we can compose all these mappings
(in any order; they commute) and get a mapping which is equal to pij on Qj, and
is the identity on Rn \∪jQj.
We can also do this at the level of faces of dimension k > d: if we have a
collection of faces Qj of the same dimension, disjoint except for their boundaries,
and that belong to the same net (this will be clear when we do it; for instance, take
any collection of k-faces of dyadic cubes of a given size), we can also compose
them and get a Lipschitz mapping pi that is equal to pij on Qj, and the identity
on the rest of the k-dimensional skeleton of that net.
We are now ready to iterate the basic construction and project a set of finite
Hd measure on a d-dimensional skeleton. For reasons that will be explained later
(basically, reduce a boundary effect), we like to do this on many small cubes at
the same time. We start with more notation.
Let Q ∈ Qn be given, and let N > 0 be a large integer. We cut Q in the obvious
way into Nn almost disjoint (i.e., with disjoint interiors) cubes R, R ∈ Q(Q,N), of
sidelength d(R) = N−1d(Q), and we want to project on the faces of those cubes
simultaneously.
Let us call Fk(Q,N) the set of k-dimensional faces of those cubes (i.e., Fk(Q,N) =
∪R∈Q(Q,N)Fk(R)), and also Sk(Q,N) the corresponding skeleton (i.e., Sk(Q,N) =
∪S∈Fk(Q,N)S = ∪R∈Q(Q,N)Sk(R).
Our Federer-Fleming projection will be a deformation for an initial closed set
E, with Hd(E∩Q) < +∞ (think about our almost minimal set in an open set that
contains Q). It will be obtained by composing a collection of deformations gk.
We start with k = n, and the set En = E. For each R ∈ Q(Q,N), we apply the
basic construction above to the cube R and the set F = En ∩ R. We find a point
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ξR ∈ 12R \ En such that, now calling piR the radial projection that we called piξR ,
(4.10) Hd(piR(En ∩ R)) 6 CHd(En ∩ R).
We compose all these mappings together and find a Lipschitz mapping gn, that
maps each En ∩ R ∈ Q(Q,N) to ∂R, and is the identity on En \Q. We also get
that
(4.11) Hd(gn(En ∩Q)) 6 CHd(En ∩Q) < +∞,
by summing (4.10) over R.
If n = d + 1, we stop here. Otherwise, we now construct gn−1, defined on
En−1 = gn(En). We intend to take gn−1(y) = y for y ∈ En−1 \Q, so we just
need to define gn−1 on En−1 ∩Q = gn(En ∩Q) (because gn(y) = y outside of
Q). Notice that this set is contained in Sn−1(Q,N) (the union of faces of cubes
R), and we will define gn−1 independently on all the faces S ∈ Fn−1(Q,N) that
compose this skeleton. For the faces S that are contained in ∂Q, we have to take
gn−1(y) = y on S, because we said we want to take gn−1(y) = y on En−1 \Q.
For each other face S, we apply the basic construction to S, the set F = En−1 ∩ S,
and we get a point ξS ∈ 12S \ En−1 such that the analogue of (4.9) holds for the
radial projection piS = piξS . Notice that piS coincides with the identity on ∂S, so
that we do not have a conflict of definition on S ∩ ∂Q = ∂S ∩ ∂Q (since S is not
contained in ∂Q). As before, we can now compose all these mappings and get a
mapping gn−1, defined on Sn−1(Q,N) minus all the centers, hence on En−1 ∩Q.
It is not hard to check that gn−1 is not only defined on En−1, but in fact Lipschitz
there (although maybe with a large constant); there is a little more to say, but not
much, and we leave the details.
At this point we have a new set En−2 = gn−1(En−1), and the same argument
as for (4.11) also yields
(4.12) Hd(En−2 ∩Q)) 6 CHd(En ∩Q) < +∞.
Its image is now composed of E \Q (where gn and gn−1 coincide with the iden-
tity), a piece of ∂Q that we were not allowed to modify, and the rest lies in the
smaller skeleton Sn−2(Q,N).
If d = n− 2, we stop. Otherwise we continue, and define gn−3 independently
on each face S ∈ Fn−2(Q,N). We still take gn−3(y) = y on En−2 \Q and on
En−2 ∩ ∂Q, so we take gn−3(y) = y on S when S ⊂ ∂Q. For the other faces S,
we apply the basic construction with F = En−2 ∩ S, select a center ξS ∈ 12S \ En−2
such that the analogue of (4.9) holds, and use the radial projection piS = piξS .
Then we define gn−2 as before, and continue. Eventually we get a set Ed, which
is composed of E \Q, a piece of ∂Q, and a subset of the d-dimensional skeleton
Sd(Q,N).
Finally we set f = gn ◦ gn−1 . . .gd+1. It is easy to see that this is a deformation
in Q (because each gn is a deformation in Q, for instance). This will be our
standard Federer-Fleming projection, associated to E, Q, and the large integer N.
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It may happen that the final set En = f(E) is so small inside of Q that for each
face S ∈ Sd(Q,N) that is not contained in ∂Q, we can find a point ξS ∈ 12S \ Ed.
When this happens, we can continue the construction one more step, i.e., define
gd as above and f˜ = gd ◦ f, and get a new set Ed−1 = f˜(E) such that
(4.13) Ed−1 ∩ [Q \ ∂Q] ⊂ Sd−1(Q,N).
This is even better: we essentially managed to kill the interior of Q.
Let us end with two observations before we apply this to almost minimal sets.
In our construction, each mapping gk maps each k-face S ∈ Fk(Q,N) to itself, so
gk, f, and f˜ map every cube R ∈ Q(Q,N) to itself. Hence, if V(R) denotes the
collection all the cubes R ′ ∈ Q(Q,N) that touch R and N(R) the union of these
cubes, an iteration of (4.9) yields
(4.14)
Hd(Ed ∩ R) 6
∑
R ′∈V(R)
Hd(f(E ∩ R ′)) 6 C
∑
R ′∈V(R)
Hd(E ∩ R ′) 6 CHd(E ∩N(R)).
That is, we also control the measure of the image locally, because we know
roughly where each point of Ed comes from. The same remark holds for Ed−1
when f˜ is defined.
4.4. A proof of local Ahlfors regularity Let us now describe a proof of Theo-
rem 4.2 (the local Ahlfors regularity of E when E is almost minimal).
We start with the upper bound. Let E be our almost minimal set, and let Q be
a cube such that 2
√
nQ ⊂ U. The general idea is that if Hd(E ∩Q) is too large
compared to d(Q)d, the Federer-Fleming projection above gives a deformation
Ed of E in Q, which in Q is essentially contained in a d-dimensional skeleton,
whose measure is easy to control. A contradiction with the almost minimality of
E should ensue.
We do the argument with a large N, to be chosen later, and whose effect will
be to make the undesirable boundary effects smaller. The difficulty comes from
the contribution of Ed ∩ ∂Q in the estimates, which itself is a consequence of the
fact that we cannot brutally take two definitions for f, a projection on Sd(Q,M)
inside Q and the identity outside.
Since the almost minimality of E was written in terms of balls, we use the
smallest ball B that contains Q, whose radius is r =
√
nd(Q)/2. Notice that
2B ⊂ U because 2√nQ ⊂ U. We apply (3.3) with this B, remove the contribution
of B \Q which is the same for E and F = Ed, and get that
(4.15) Hd(E ∩Q) 6 Hd(Ed ∩Q) +h(r)rd.
Now write Ed ∩Q = F1 ∪ F2, where F1 = Ed ∩ ∂Q, and hence F2 ⊂ Sd(Q,N) by
construction. The contribution of this part is easily estimated, since
(4.16) Hd(F2) 6
∑
R∈Q(Q,N)
Hd(Sd(R)) 6 CN
n(N−1d(Q))d = CNn−dd(Q)d.
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This looks large because of N, but recall that we can pick the Ahlfors regular-
ity constant after we choose N. For F2, denote by Q1(Q,N) the set of cubes
R ∈ Q(Q,N) that touch ∂Q, and set A2(Q,N) = ∪R∈Q1(Q,N)N(R); this is a thin
annulus in Q near ∂Q. We observe that F1 ⊂ f(A2(Q,N)), apply (4.14) to each
cube R ∈ Q1(Q,N), notice that the sets N(R) have bounded overlap, and get that
(4.17)
Hd(F1) 6 C
∑
R∈Q1(Q,N)
Hd(F1 ∩ R) 6 C
∑
R∈Q1(Q,N)
Hd(E ∩N(R))
6 CHd(E ∩A2(Q,N)).
Thus by (4.15)-(4.17),
(4.18)
Hd(E ∩Q) 6 Hd(Ed ∩Q) + h(r)rd
6 CHd(E∩A2(Q,N)) +CNn−dd(Q)d + h(r)rd.
Let us assume that d(Q), and then r are so small that h(r) 6 1, say, and rewrite
(4.18) as
(4.19) Hd(E∩Q) 6 CHd(E ∩A2(Q,N)) +C(N)rd.
If Hd(E ∩ Q) 6 2C(N)rd, we are happy because we get an upper bound on
Hd(E ∩Q). Otherwise, we get the information that
(4.20) Hd(E ∩A2(Q,N)) > (2C)−1Hd(E ∩Q),
which is strange because A2(Q,N) is as thin as we want, so it should not bring
such a large contribution to Hd(E ∩Q).
The standard way to continue the argument (see for instance [23]) would be
to apply the argument again to a cube Q1 slightly larger than Q, so that Q =
Q1 \ A
2(Q1,N)), find that Hd(E ∩ A2(Q1,N)) is even larger, iterate with larger
cubes Qk and values Nk of N that get larger each time, and eventually find
that if N was chosen large enough, all the Qj are contained in 2Q and then
Hd(E ∩ 2Q) = +∞.
We do not give the details here because they are a little painful and, once
we get to (4.20), the significant part of the argument is actually done. For the
construction of an appropriate sequence of cubes, we refer to Lemma 4.3 in [16],
starting near (4.23).
This completes the proof of the upper bound in (4.3); for the lower bound, we
actually proceed in a similar way. Again we start with a cube Q such that
√
nQ ⊂
U, assume that d(Q)−dHd(E∩Q) is very small, and try to reach a contradiction.
Let us again apply the Federer-Fleming argument to Q with the large integer
N (to be chosen later). This gives a set Ed, which in the interior of Q is contained
in the skeleton Sd(Q,N). For each d-cube S ∈ Fd(Q,N) of that skeleton, if S is
not contained in ∂Q, we can apply (4.14) to S and find that
(4.21) Hd(Ed ∩ S) 6 CHd(E∩N(S)) 6 CHd(E∩Q) < 12H
d(
1
2
S)
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if d(Q)−dHd(E ∩Q) is small enough (depending on N). That is, we are in the
case when we can apply one more projection, define f˜, and use the set Ed−1 which
is also a deformation of E in Q (and hence in the smallest ball B that contains Q).
We compute as before, but now F2 is contained in a (d− 1)-dimensional skele-
ton, so we get that
(4.22) Hd(E∩Q) 6 CHd(E ∩A2(Q,N)) + h(r)rd
instead of (4.18), where r =
√
nd(Q)/2 as before. Again C does not depend on N.
This is suspicious, because on average Hd(E ∩ A2(Q,N)) should be much
smaller than Hd(E ∩Q), and then (4.22) would say that Hd(E ∩Q) 6 Ch(r)rd,
which is even smaller than expected. The standard way to proceed would be (as
in [23]) to iterate the argument, find a sequence of cubes Qj that are concentric
with Q and whose density tends to 0, and then observe that this is not possible if
Q is centered on a point of positive upper density.
Here is a hint on how we can proceed otherwise (following the argument below
Lemma 4.39 in [16]). If the lower Ahlfors regularity fails, we can find Q as above
such that
(4.23) Hd(E ∩Q) 6 cd(Q)d,
with c and d(Q) as small as we want, but also
(4.24) Hd(E ∩ 1
2
Q) > c2−dd(Q)d.
For this we assume that the center of Q is a point of upper density 1 for E, and
replace Q by 12Q,
1
4Q, and so on, until (4.23) fails for the first time.
Now Hd(E ∩Q) 6 2dHd(E ∩ 12Q). We use this and Chebyshev (in fact, the
pigeon hole principle) to replace Q by a concentric cube Q1, with 23Q ⊂ Q1 6 Q,
and for which
(4.25) Hd(E∩ A˜2(Q1,N)) 6 CN−1Hd(E ∩Q1) 6 CN−1Hd(E∩Q).
We still have (4.22) for Q1, so
(4.26)
Hd(E ∩ 1
2
Q) 6 Hd(E ∩Q1) 6 CHd(E ∩A2(Q1,N)) + h(r)rd
6 CN−1Hd(E ∩Q) + h(r)rd,
with a constant C that does not depend on N, and this contradicts (4.23) or (4.24)
if h(r) and N−1 are small enough. 
4.5. rectifiability, uniform rectifiability, and projections Recall the definition of
rectifiability in Subsection 2.3. It was proved by Almgren [3] that plain almost
minimal sets are rectifiable. In fact, plain almost minimal sets are even uniformly
rectifiable (UR) [23]. We do not want to say too much about this, but let us at
least give a statement with the relevant definition. We still assume that E is a
coral almost minimal set in U with gauge function h.
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Theorem 4.27. Uniform rectifiability with BPLG [23].
There exists θ > 0 and M > 0 such that for each choice of x ∈ E and r ∈ (0, 1) such
that B(x, 2r) ⊂ U, there is a d-dimensional Lipschitz graph G, with Lipschitz constant
at mostM, such that
(4.28) Hd(E ∩ B(x, r)∩G) > θrd.
The Lipschitz part means that there is a d-plane P ⊂ Rn and an M-Lipschitz
function ψ : P → P⊥ such that G = {y+ψ(y) ; y ∈ P}.
Provided that h(r) 6 1, say, the constantsM and θ depend only on n and d.
The property stated in the theorem (E contains big pieces of Lipschitz graphs
locally) is in fact the combination of two properties. First, E is locally uniformly
rectifiable, which has many equivalent definitions (see [20, 21]). A simple one is
that E locally contains big pieces of Lipschitz images of balls in Rd. That is, there
exist θ > 0 and M > 0 such that, for x ∈ E and r ∈ (0, 1) such that B(x, 2r) ⊂ U,
we can find anM-Lipschitz function g : Rd ∩ B(0, r)→ Rn such that
(4.29) Hd(E∩ B(x, r)∩ g(Rd ∩B(0, r))) > θrd.
This one is obviously weaker, but in fact not that much. If it is satisfied and
in addition E has big projections locally, then it contains big pieces of Lipschitz
graphs locally. Big projections mean that we can find θ > 0 such that, for x ∈ E
and r ∈ (0, 1) such that B(x, 2r) ⊂ U, we can find a d-plane P ⊂ Rn such that
(4.30) Hd(pi(E ∩ B(x, r)) > θrd,
where pi denotes the orthogonal projection onto P. The converse (big projections
imply BPLG) is clear. See [20, 21].
We will see a proof of the rectifiability of E that also works for sliding almost
minimal sets (as soon as Γ is reasonable, and with a little more work). Surpris-
ingly, even though the almost minimality is itself a quantitative notion, the uni-
form rectifiability of E is really complicated to get, and the author does not know
how to extend it to sliding almost minimal sets, except in simple cases where the
uniform rectifiability near the boundary is not really significant because it follows
too easily from the same thing far from the boundary. It is also worth noticing
that in terms of proving other results, uniform rectifiability is not as indispensable
as the author once believed.
Let us now prove that
(4.31) every almost minimal set is rectifiable,
in a way that can be extended to sliding almost minimal sets. The basic tool will
be, once again, Federer-Fleming projections. We start with the observation, that
the author owes to V. Feuvrier [37] (but may have been known from Almgren),
that if F is totally unrectifiable, Q is cube of dimension k > d, and piξ denotes the
radial projection on ∂Q with the center ξ (as in the early part of Subsection 4.3),
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then
(4.32) Hd(piξ(F∩ int(Q)) = 0 for Hk-almost every ξ ∈ 12Q.
Recall that we say that the set F is totally unrectifiable when Hd(F ∩G) = 0 for
every rectifiable set G (or equivalently, for every C1 embedded submanifold of
dimension d).
This looks like the Besicovitch-Federer Projection Theorem, except that the
projections are not parallel to (n− d)-planes, and in fact the proof of (4.32) uses
that theorem (and Fubini).
So let us prove (4.31). Assume instead that the almost minimal set E is not
rectifiable. Write E = Erect ∪ Eirr, where Erect is rectifiable and Eirr is totally
unrectifiable (see [53] for this and the density properties below). SinceHd(Eirr) >
0, we can find x ∈ E such that the upper density of Erect at x vanishes. That is,
(4.33) lim
r→0
r−dHd(Erect ∩ B(x, r)) = 0.
Now consider a small cube Q centered at x, and perform a Federer-Fleming
projection as before, except that when we choose the centers ξS for the various
faces S, we use the standard Chebyshev argument to make sure that the following
things happen. Let k denote the dimension of S; thus k 6 n and we are in the
middle of the construction of gk. The set Ek has a part in ∂S, which will not
change because piξ(y) = y for y ∈ ∂S. The totally unrectifiable part of Ek ∩ int(S)
is sent to a negligible set; this can easily be done because of (4.32). Finally, the
Hd-measure of the rectifiable part of Ek ∩ int(S) is multiplied by at most C; this
last can be arranged by Chebyshev and the proof of (4.9). Since we know now
that E is locally Ahlfors regular, we could even choose ξS far from Ek, so that piξ
is C-Lipschitz and the argument looks a little bit simpler, but let us not bother
yet.
When we proceed like this, Hd-almost all of the unrectifiable part of E ∩
int(Q) \ Sd(Q,N) disappears, because it is contained in the union of the interi-
ors of the subfaces S of dimensions k > d that are not contained in ∂Q. The
unrectifiable part of E ∩ Sd(Q,N) is negligible, because the faces of dimension d
are d-rectifiable, so they do not really meet Eirr.
We are left with the rectifiable part of E∩Q. If Q is small enough, Hd(Erec ∩
Q) 6 εd(Q)d, with ε as small as we want, because its center x was chosen so that
(4.33) holds. Then applying f multiplies this measure by at most C, by choice of
the ξS. Altogether,
(4.34) Hd(f(E∩ int(Q))) 6 Cεd(Q)d.
This is small enough for f(E) not to contain the full 12S for any face S ∈ Fd(Q,N).
Then we can proceed as we did below (4.21), compose f with a last mapping gd
onto a set Ed−1 which in the interior of Q is contained in a (d− 1)-dimensional
skeleton. Then (4.22) holds, and we may conclude as above, or more simply
observe that since we now know that E is locally Ahlfors regular, we could easily
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have used Chebyshev to choose a cube Q ′, such that 12Q ⊂ Q ′ ⊂ Q, and for
which (4.22) fails because Hd(E ∩A2(Q ′,N)) 6 CN−1Hd(E ∩Q) 6 CN−1d(Q)d
and Hd(E ∩Q ′) > Hd(E ∩ 12Q) > C−1d(Q)d. The desired contradiction comes
from applying the argument above to Q ′. 
We end this section with a remark on how to find big projections. We claim
that when E is flat, it has no big hole. Here is the corresponding statement.
Theorem 4.35. Keep E as above. For each τ 6 0 we can find ε > 0 and r0 > 0 so that
the following holds. Let x ∈ E and r ∈ (0, r0] be such that B(x, 2r) ⊂ U. Let P be a
d-plane through x and suppose that
(4.36) dist(y,P) 6 εr for y ∈ E ∩B(x, r).
Let piP denote the orthogonal projection on P. Then
(4.37) piP(E ∩B(x, r)) ⊃ P ∩ B(x, (1− τ)r).
This stays true (with appropriate modifications) in the sliding case. It applies
in many small balls because E is rectifiable and locally Ahlfors Regular, so it has
approximate tangent planes almost everywhere (see [53]), and these approximate
tangent planes are actual tangent planes (see Exercise 41.21 in [11]).
Once we know that E is locally uniformly rectifiable, this also implies that it
has big projections (and then that it contains BPLG), because the local uniform
rectifiability gives enough balls where E is well approximated by d-planes (look
for the WGL in [20]).
Let us first give a proof when d = n − 1. Let E, B(x, r), and P satisfy the
assumptions. Set B ′ = B(x, (1− τ)r). Suppose we can find ξ ∈ P ∩ B ′ \ piP(E ∩
B(x, r)). We want to deform E in B(x, r) and save some area.
Draw the vertical line pi−1P (ξ) that does not meet E ∩B(x, r).
Move points of E ∩ B(x, r) parallel to P, away from the line pi−1P (ξ), and send
them radially to the thin vertical wall W =
{
z ∈ pi−1P (P ∩ ∂B ′ ; dist(z,P) 6 εr
}
.
The measure in the tube of the deformation F is at most Hd(W) 6 Cεrd.
All the measure Hd(E ∩ B(x, r/2)) > C−1rd disappeared.
This contradicts the almost minimality if h(r) is small enough.
The proof in higher co-dimension is not much harder. We first project E ∩
B ∩ pi−1P (B ′) on P ∩ B ′, and do a nice interpolation of the mapping between that
set and ∂B(x, r), where we want our deformation to be the identity. We get a
mapping which is nearly 1-Lipschitz, because E stays so close to P in B(x, r).
Then only, once the points are sent to P, we push them radially in P ∩B ′, starting
from the center ξ which is still not in the image. This way W = P ∩ ∂B ′ costs
nothing, and the necessary gluing inside of B(x, r) \ pi−1P (B
′) costs as little as we
want. See Lemma 10.10 of [23] for the proof (of almost the same statement) and
Lemma 7.38 or 9.14 in [16] for the more complicated sliding version. 
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5. Limits of almost minimal sets
There are many things that we would expect to be true, but have to be proved.
The main one is the following.
Theorem 5.1. [10, 16] Let U ⊂ Rn be given, and suppose that each of the sets Ek is
a coral (sliding), almost minimal set in E, always with the same reasonably nice sliding
boundary Γ and the same gauge function h. Suppose in addition that {Ek} converges,
locally in U to a closed set E∞. Then E∞ is a coral (sliding), almost minimal set in E,
with the same sliding boundary the same gauge function h.
Reasonably nice allows Γ to be a C1 surface of any dimension, but more com-
plicated choices are allowed.
We will define convergence very soon, but there will be no surprise.
Theorem 5.1 extends to quasiminimal sets (defined in Subsection 9.2 below).
There is also a variant where the sliding boundary for Ek is a set Γk that
converges nicely to Γ , but let us skip it for the moment.
When Ek is almost minimal with a gauge function hk, and limk→+∞ hk(r) ≡ 0,
then E∞ is in fact minimal; this follows rather easily, because the statement shows
that it is minimal with any of the functions hN = supk>N hk.
In fact, there is even a statement that says that as long as the Ek are almost
minimal with a fixed gauge function, or even quasiminimal with a fixed constant,
and in addition it is a minimizing sequence, then E∞ is minimal. We will use this
for (9.9) in Section 9.2.
Theorem 5.1 will be the main topic of this section. In the present state of affairs,
it is still too complicated to be entirely explained here, but at least we will be able
to say something about the lower semicontinuity estimate that is at the center
of the argument. Maybe soon Camille Labourie will come up with a simpler
argument for the full limiting theorem. First we define the convergence, using
the following normalized local Hausdorff distance: for x, r such that B(x, r) ⊂ U,
set
(5.2)
dx,r(E, F) = r−1 sup
{
dist(y,E) ; y ∈ F∩B(x, r)}
+ r−1 sup
{
dist(y, F) ; y ∈ E ∩B(x, r)}.
When F ∩ B(x, r) is empty, we let the first supremum be 0, and similarly for the
second supremum when E∩B(x, r) = ∅. Then let the Ek be closed in U (we don’t
need the other case) and E∞ be closed in U (this gives the simplest definitions);
we say that {Ek} tends to E∞ (locally in U) when
(5.3) lim
k→+∞dx,r(Ek,E) = 0 for every ball B(x, r) ⊂⊂ U.
This definition is nice, because a standard argument with diagonal subsequences
shows that given any sequence {Ek} of closed sets in U, we can always extract a
subsequence that converges (locally in U) to some closed set E∞
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Our main example will be the blow-up limits of a closed set E. Given x0 ∈ E,
a blow-up limit of E at x0 is any limit of a convergent sequence {Ek} (as above),
where Ek = r−1k [E− x0] for some sequence {rk} that tends to 0. By what we just
said, there is always at least one blow-up limit of E at x0 (start from rk = 2−k and
extract a converging subsequence), and in general there may be lots of blow-up
limits of E at x0 (think about a spiral).
When we work with sliding boundaries, we typically take sequences for which
in addition the dilations r−1k [Γ − x0] converge to a limit Γ∞.
So we decided to study the limits of a sequence {Ek} of almost minimal sets
in U, all with the same U, the same boundary set Γ (to simplify), and the same
gauge function h. An important ingredient is the following.
Lemma 5.4. Let U, and {Ek} be as above, and suppose that {Ek} converges to E∞. Then
E∞ is rectifiable.
The author believes that Almgren [3] probably had this (in the plain case) with
essentially the proof below, but he did not check recently. In [23], the authors
proved first that the sets Ek are uniformly rectifiable (with uniform bounds), and
deduced the lemma from this; this looks reasonable, because uniform rectifiability
goes to the limit well, while simple rectifiability does not. That is, it is very easy
to find a sequence of rectifiable sets Ek (for instance composed of 4k little squares)
that converge to a totally unrectifiable Cantor set E∞. But of course the sets Ek
are not uniformly almost minimal!
The author only re-discovered Lemma 5.4 (with probably stupid surprise) after
spending some time, not being able to prove the uniform rectifiability of the
sliding almost minimal sets and being upset about it. In addition, the proof is
quite simple and it seems that rectifiability of the limit is nearly as useful as
uniform rectifiability.
So let us give (the idea of) the proof in [16], except that in order to simplify the
argument a little, we forget about the sliding boundary and assume that the Ek
are plain almost minimal sets.
We suppose that E∞ is not rectifiable, and proceed as in the proof of rectifia-
bility. Take a point x0 ∈ E∞, where the upper density of the rectifiable part Erec∞
vanishes. Then let Q0 be any small cube centered at x0.
First observe that the Ek satisfy the Ahlfors regularity properties in 3Q0, uni-
formly in k. A simple covering argument (with balls of the same size) shows that
then E∞ also is Ahlfors regular in 2Q0.
Next we can replace Q0 by a concentric cube Q ′, such that 12Q ⊂ Q ′ 6 Q, and
for which the measure of E∞ near ∂Q is fairly small. More precisely, cut Q into
Nn subcubes R ∈ Q(N,Q) as we did before, and set A+(N,Q) = (1+N−1)Q ′ \
(1− 10N−1)Q ′, designed to be a little larger than the thin annulus A2(N,Q) that
was used before; by the pigeon hole principle, we we can easily find Q such that
(5.5) Hd(E∞ ∩A+(N,Q)) 6 CN−1Hd(E∞ ∩ 2Q0) 6 CN−1d(Q0)d.
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Next we can use again the local Ahlfors regularity of the Ek and E∞, and simple
coverings by balls, to prove that for k large,
(5.6) Hd(Ek ∩A2(N,Q)) 6 CHd(E∞ ∩A+(N,Q)) 6 CN−1d(Q0)d.
Let us now find a Federer-Fleming projection f that essentially kills Eirr∞ ∩Q,
and multiplies the (very small) measure of Erec∞ by at most C. We proceed a
little differently as for (4.31), because it will be better to have some uniformity.
So, when we choose the centers ξS of the various faces S in the Federer-Fleming
construction, we use the local Ahlfors regularity of E∞ near 2Q to select ξS at
distance at least C−1N−1d(Q) from the previous image of E∞. We skip the details
again, but the reader may find this argument in Lemma 3.31 of [23], and later in
[16].
This way, (4.7) says that all the mappings that compose f are C-Lipschitz. Of
course f is C-Lipschitz too. Notice that it is also naturally defined and still C-
Lipschitz (as a composition of radial projections) in a small neighborhood of E∞,
which in particular contains Ek ∩ 2Q for k large. Then f never multiplies the
measure of pieces of Ek inside cubes by more than C, and we get that for k large,
(5.7) Hd(f(Ek) ∩A(N,Q)) 6 CHd(Ek) ∩A2(N,Q)) 6 CN−1d(Q0)d,
where A(N,Q) is the thinner annulus composed of cubes R ∈ Q(N,Q) that touch
∂Q, and by (5.6). This takes care of f(Ek) ∩A(N,Q).
As in the proof of (4.31), we still have some latitude to choose the centers
ξS, in particular so that in Q \A(N,Q), the image of Eirr∞ is negligible. Since
d(Q)−dHd(Erec∞ ∩Q) is as small as we want, this implies that f(E∞)∩Q\A(N,Q)
never fills a half face. This allows us to add one more step to the construction, and
get a new mapping, which we shall also call f, so that now f(E∞)∩ (Q \A(N,Q))
is contained in a (d − 1)-dimensional skeleton, and (again by construction of f),
this is also true for f(Ek) ∩ (Q \ A(N,Q)) for k large. Together with (5.7), this
yields
(5.8) Hd(f(Ek) ∩Q) 6 CN−1d(Q0)d.
Recall that Hd(Ek ∩D) > C−1d(Q0)d by local Ahlfors regularity. When Q is
sufficiently small, so that h(
√
nd(Q)) is very small, all this contradicts the almost
minimality of Ek; the rectifiability of E∞ follows. 
We come to the main reason why Theorem 5.1 works, which is the lower semi-
continuity of Hd.
Lemma 5.9. Let U, and {Ek} be as above, and suppose that {Ek} converges to E∞. Then
(5.10) Hd(E∞ ∩ V) 6 lim inf
k→+∞H
d(Ek ∩V)
for every open set V ⊂ U.
This even works for quasiminimal sets (see Subsection 9.2), and also when
we replace Hd with a large class of elliptic integrands [30]. Here we’ll rapidly
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discuss the case of plain almost minimal sets, but sliding minimal (or even sliding
quasiminimal) sets work as well.
For the lower semicontinuity property, it makes sense to take V open. For a
closed square V , for instance, it could be that the Ek are lines segments outside V
that tend to a side of V . It is worth noting that the result fails miserably without
the almost minimality assumption: a sequence of dotted lines may converge to a
line. But dotted lines are not almost minimal!
In earlier versions of [10] and a first part of [16], the author insisted on using
the fact that our almost minimal sets satisfy the “uniform concentration property”
of Dal Maso, Morel, Solimini [9]. This property was introduced, in the context of
minimizers of the Mumford-Shah functional, precisely to prove the lower semi-
continuity of Hn−1 along minimizing sequences, and then possibly get existence
results, and it was very tempting to use it, especially because it is an easy con-
sequence of uniform rectifiability. It turns out [16] to be also a consequence of
the rectifiability of limits (Lemma 5.4), which is lucky because we still cannot
prove yet that sliding almost minimal sets are always uniformly rectifiable. But
in fact Yangqin Fang [30] discovered that there is a simpler direct proof of (5.10),
that also uses the rectifiability of the limit, and works in the context of elliptic
integrands.
Let us say a few words about the proof. Let {Ek}, E∞, and V be as in the
statement. Let ε > 0 and τ > 0 be small, to be chosen later. Observe that since E∞
is rectifiable, for Hd-almost every point of E∞ ∩ V , we have that for r > 0 small
enough,
(5.11) E∞ is εr-close to some d-plane P = P(x, r) in B(x, 2r),
which just means that dist(y,P) 6 εr for y ∈ E∩ B(x, 2r), and also
(5.12) Hd(E∞ ∩ B(x, r)) 6 (1+ τ)ωdrdi ,
where ωd is the Hd-measure of the unit ball in Rd.
The balls that satisfy (5.11) and (5.12) are what is often called a Vitali covering
of E ∩ V , and by Vitali’s covering argument (see for instance [53]) we can cover
Hd-almost all of E∞ ∩ V by disjoint balls B(xi, ri) ⊂ V , with small radii ri, and
that satisfy (5.11) and (5.12). Then we can find a finite subcollection {B(xi, ri)},
i ∈ I, that catches most of the mass, so that
(5.13) Hd(E∞ ∩ V) 6 ε+
∑
i∈I
(1+ τ)ωdrdi .
Nowwe use Theorem 4.35 to estimate each rdi . Notice that there is a finite number
of indices i to try, and for each one, if k is large enough the assumptions of
Theorem 4.35 are satisfied by Ek, with a ball Bi,k centered on Ek (this is needed
for the statement), contained in B(xi, ri) (this will be used soon), and yet of radius
(1− 10ε)ri (this is easy to obtain). The size assumption on the radius r of the
theorem is satisfied if we made sure to take the radii small enough in our Vitali
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collection earlier. And maybe (4.36) is only satisfied with the constant 2ε. Anyway,
if we choose ε small enough, depending on τ, we get that
(5.14)
Hd(Ek ∩B(xi, ri)) > Hd(Ek ∩Bi,k) > Hd(piP(Ek ∩ Bi,k))
> [(1− τ)(1− 10ε)]dωdr
d
i ,
where P and the last estimate come from (4.37). We sum all this, use the fact that
the B(xi, ri) are disjoint and contained in V , and get that for k large,
(5.15)
Hd(E∞ ∩ V) 6 ε+
∑
i∈I
(1+ τ)ωdrdi
6 ε+ (1+ τ)[(1− τ)(1− 10ε)]−d
∑
i∈I
Hd(Ek ∩B(xi, ri))
6 ε+ (1+ τ)[(1− τ)(1− 10ε)]−dHd(Ek ∩ V).
Since ε and τ can be chosen as small as we want, (5.10) and Lemma 5.9 follow. 
At this point, it really feels like Theorem 5.1 should be easy to prove. As
these notes are being written, this is not the case. Both in [10] (for the plain
case) and [16] (for the sliding case), an additional long and painful construction
of competitors is used with lots of special cases and coverings. But the author
hopes that Camille Labourie will soon come up with a much more pleasant (and
even more general) proof soon.
The conclusion of this section is that, thanks in particular to the (surprising)
rectifiability of limits, we have a very nice tool, Theorem 5.1, that will allow us
to use compactness in many circumstances and make it simpler to think about
regularity. The story below about blow-up limits and minimal cones depends on
this!
The author imagines that a large part of people’s preference for weak objects
such as currents, flat chains, varifolds, was largely due to the apparent absence of
a good limiting theorem for sets. Hopefully Theorem 5.1 will also become easy
in the near future.
6. Monotonicity of density, near monotonicity, and blow-up limits
Here we start with plain almost minimal sets; the situation for sliding almost
minimal sets is more complicated and will be discussed later.
It is very useful to know, in many circumstances involving minimality (think
about minimal sets, surfaces, and currents, but free boundary problems are also
concerned by this issue), that some scale-invariant quantity is nondecreasing, or
just nearly monotone. Here the quantity of interest will be the density
(6.1) θx(r) = r−dHd(E ∩B(x, r)),
where we often take the origin x in the (almost) minimal set E. We shall learn
with time that low density often rhymes with simplicity, so saying that θx is
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nondecreasing can also be a way to say that the situation in smaller balls tends to
be simpler.
The monotonicity of θx for minimal things is a rather ubiquitous fact. Here we
just give a small number of statements and hints of proofs, then discuss variants,
easy applications, and the sliding case.
6.1. Near monotonicity in the plain case. We start with the simplest statement:
(6.2)
If E is a plain minimal set in U, then for any x ∈ U
r→ θx(r) is nondecreasing on (0, dist(x, ∂U)).
But we shall often use the more general near monotonicity of θx for almost
minimal sets x. Even though some statements (depending on which definition
of almost minimality one takes) also work for x ∈ U \ E, we shall restrict our
attention to x ∈ E.
Theorem 6.3. There is α > 0, that depends on n, such that if E is a plain almost minimal
set in U, with a gauge function h that satisfies a Dini condition, then for x ∈ E
(6.4) r→ θx(r) exp
{
α
∫r
0
h(2t)
dt
t
}
is a nondecreasing function on (0, 12 dist(x, ∂U)).
By Dini condition, we just mean that the integral
∫r
0 h(2t)
dt
t converges near 0.
When h ≡ 0 and x ∈ E, we recover (6.2). Near monotonicity is almost as useful as
monotonicity, because the Dini condition says that the integral in (6.4) has a limit
when r tends to 0, so that for instance, under the assumptions of the theorem, we
can define the density at x ∈ E by
(6.5) θ(x) = θx(0) = lim
r→0
θx(r).
Notice that C−1 6 θ(x) 6 C by Theorem 4.2; in fact it is not hard to see that
θ(x) > ωd (the density of a plane).
Let us discuss the proof of Theorem 6.3. We start with the main case when
E is minimal, as in (6.2), and the main idea is to compare E with the cone over
E∩ ∂B(x, r). Let us assume for simplicity that x = 0.
Since r → Hd(E ∩ B(0, r)) is nondecreasing, it is the integral of its derivative
(seen as a Stiljes measure), which is no less than its almost-everywhere derivative.
Thus, after a computation that we skip here, it is enough to check that for almost
every r ∈ (0, dist(0, ∂U)),
(6.6) r−d
∂
∂r
(
Hd(E∩ B(0, r)) > d r−d−1Hd(E ∩B(0, r)).
But, by the co-area theorem, or rather more directly by approximating the rectifi-
able set E by C1 surfaces and computing the derivative for each one,
(6.7)
∂
∂r
(
Hd(E ∩B(0, r)) > Hd−1(E ∩ ∂B(0, r))
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for almost every r. So it is enough to show that for a.e. r,
(6.8) Hd(E ∩B(0, r)) 6 r
d
Hd−1(E ∩ ∂B(0, r)).
This is beginning to look good, because if X denotes the the cone over E∩∂B(0, r)),
another application of the co-area formula (or more simply a parameterization of
the cone and the area formula) yields
(6.9)
r
d
Hd−1(E ∩ ∂B(0, r)) = Hd(X ∩B(0, r)).
So the proof would be finished if we knew that X coincides in B(0, r) with a
deformation of E in B(0, r). This is not exactly the case, but yet we can approach X
(in B(0, r)) by Lipschitz deformations of E in B(0, r), where the Lipschitz mapping
is radial, expands a lot an annulus near ∂B(0, r), and contract the rest of B(0, r)
brutally to the origin. See Figure6.10
0
r
r
E before the annulus expansion Its image The radial mapping
B(0,r)
 B(0,r) 
Figure 6.10. A deformation of E that is close to the cone.
Thus, with a simple limiting argument it is easy to get (6.2). In the case of
almost minimal sets, the proof is a little longer but the idea remains the same. As
before, for almost each r, we can approximate the cone X, construct deformations
of E in B(0, r), apply the definition of almost minimal sets, and get an estimate
that relatesHd(E∩B(0, r)) to Hd−1(E∩ ∂B(0, r)). We can see this as a differential
inequality that relates Hd(E ∩ B(0, r)) and its distribution (or Stiljes) derivative,
which we can integrate to recover (6.4). That is, if we differentiate the right-hand
side of (6.4), the derivative that comes from the Dini integral compensates the
error term that comes from the almost minimality of E, if α is large enough. The
computations are slightly more unpleasant than in the minimal case, but there is
no surprise at the end. 
6.2. The almost-constant density principle Here we describe a trick which is
often useful, and relies on (unfortunately more than) the proof of Theorem 6.3. In
rough terms, if E is almost minimal with a small enough gauge h, and in addition
θx is nearly constant (instead of nearly monotone) on (0, 2r), then E looks a lot
like a minimal cone in B(x, r). This turns out to be quite helpful.
Of course a preliminary to this is that if E is a minimal set in B(0, r), and θ0
is constant on (0, r), then E is a minimal cone (we should say, coincides with a
minimal cone in B(0, r)).
32 SLIDING ALMOST MINIMAL SETS AND THE PLATEAU PROBLEM
This is true, but the author only knows a surprisingly unpleasant proof [13].
When we look at the proof above, we rapidly find that for almost every x ∈ E, the
tangent plane to E at x contains the origin. But to go from this to the conclusion,
the author did not find a way that does not use the construction of a complicated
deformation of E.
Let us now state the almost-constant density principle, and then say how it
follows from the preliminary fact.
Proposition 6.11. For each small δ > 0, we can find ε > 0 such that, if x ∈ E (an
almost minimal set in U, with gauge function h), B(x, 2r) ⊂ U, h(2r) 6 ε, and
(6.12) θx(2r) 6 inf
0<t<10−3r
θx(t) + ε,
then there is a minimal cone Z centered at x such that
(6.13) dx,r(E,Z) 6 δ
and even (a form of approximation in measure)
(6.14)
∣∣Hd(E ∩ B(y, t)) −Hd(Z ∩B(y, t))∣∣ 6 δrd for B(y, t) ⊂ B(x, r).
The infimum in (6.12) is a little strange; we put it for technical reasons (to
avoid requiring a Dini condition on h), but you could think about θx(0) instead.
Notice that in (6.14) the normalization is by rd, not td, so (6.14) is not interesting
for t small. Although we did not say, ε depends on n, but nothing else. See
Proposition 7.24 in [13] in the plain case, and Proposition 30.19 in [16] otherwise.
The proof use compactness and limits in a standard way. Suppose the propo-
sition fails for some δ, and let Ek provide a counterexample for εk = 2−k, in
some ball Bk. By translation and dilation invariance of the problem, we may as-
sume that Bk = B(0, 1). And the gauge function hk associated to Ek is such that
hk(2) 6 εk = 2−k
Then use the compactness result evoked below (5.3) to extract a subsequence
(that will still be denoted by {Ek}) such that {Ek} converges to a limit E∞ locally
in B(0, 2). By Theorem 5.1, the discussion below its statement about sequences
{hk} that tend to 0, and the fact that we never need a ball larger than B(0, 2) in
the arguments, E∞ is minimal in B(0, 2).
The next step is to start from (6.12) for Ek and take a limit. We know from
Lemma 5.9 that
(6.15) Hd(E∞ ∩ B(0, 2)) 6 lim inf
k→+∞H
d(Ek ∩B(0, 2))
Then by (6.12)Hd(Ek ∩B(0, 2)) 6 2d−k+ 2d inf0<t<10−3[t−dHd(Ek ∩B(0, t))]; we
fix any small t and get that
(6.16) Hd(Ek ∩ B(0, 2)) 6 2d−k + 2dt−dHd(Ek ∩ B(0, t)).
Now we need a result of upper semicontinuity, that says that
(6.17) lim sup
k→+∞ H
d(Ek ∩ B(0, t)) 6 Hd(E∞ ∩B(0, t)).
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Let us just say a few words about the proof of this, and refer to Lemma 3.12 of
[13] in the plain case or Theorem 21.1 in [16] otherwise. The main ingredient is
again the rectifiability of the limit E∞, which together with a covering argument
allows us to reduce to a good upper bound for Hd(Ek ∩ B(x, r)) when E∞ (and
then Ek for k large) is very close to a d-plane P. As usual, we build a deformation,
which in this case is quite close (in B(x, r)) to the orthogonal projection on P. This
allows us to compareHd(Ek ∩B(x, r))withHd(P∩B(x, r)), with small errors that
come from gluing near ∂B(x, r).
So we get (6.17), we compare with the previous estimates, find that t−dHd(E∞∩
B(0, t)) > 2−dHd(E∞ ∩ B(0, 2)) for t small, use the monotonicity of the density
θ(t) = t−dHd(E∞ ∩B(0, t)) (because E∞ is minimal) to show that θ(t) is constant
on (0, 1), and then our preliminary fact to show that E∞ is a cone.
We then get the desired contradiction almost in the expected way. Since E∞ is
the limit of the Ek, (6.13) holds for k large, and so does (6.14), but this time with
the help of Lemma 5.9 (for the lower semicontinuity) and the proof of (6.17) (for
the upper semicontinuity). At some point we need to be a little careful about the
measure of spheres, but nothing bad ever happens. 
6.3. Blow-up limits Recall from a few lines below (5.3) that a blow-up limit of E
at x is any limit of a sequence {Ek}, where Ek = r−1k [E− x] for some sequence {rk}
that tends to 0. We expect that in some cases, Emay have more than one blow-up
limit at x, but the author only knows easy counterexamples (spirals) when the
gauge function h decays very slowly.
Let x ∈ E be a given plain almost minimal set. We shall assume that h satisfies
a Dini condition, so that θ(x) = θx(0) = limr→0 θx(r) is defined, as in (6.5). We
claim that for each blow-up limit X of E at x,
(6.18) X is a minimal cone in Rn,
with the (constant) density θ(x), i.e.,
(6.19) Hd(X ∩B(0,R)) = θ(x)Rd for R > 0.
The fact that X is minimal comes from Theorem 5.1, because it is easy to see
that Ek is almost minimal in the large open set r−1k (U− x), with the small gauge
function h(rk·). Then
R−dHd(X ∩ B(0,R)) 6 R−d lim inf
k→+∞H
d(Ek ∩ B(0,R))
= lim inf
k→+∞(rkR)
−dHd(E ∩ B(x, rkR)) = lim
r→0
θx(r) = θ(x)(6.20)
by algebra and (6.5). For the other inequality, we use the upper semicontinuity
estimate (6.17) and get that
R−dHd(X ∩ B(0,R)) = R−dHd(X ∩B(0,R)) > R−d lim sup
k→+∞ H
d(Ek ∩B(0,R))
= lim sup
k→+∞ (rkR)
−dHd(E∩ B(x, rkR)) = lim
r→0
θx(r) = θ(x);(6.21)
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(6.19) follows.
Usually minimal cones of dimension d are somewhat easier to study than
general minimal sets of dimension d, because when X is a minimal cone, K =
X ∩ ∂B(0, 1) is a (d − 1)-dimensional object (thus a priori much simpler), and it
has some almost minimality properties in ∂B(0, 1) that it inherits from the almost
minimality of X. So it makes sense to decide to study first the minimal cones X,
and then try to deduce local regularity properties for E near x from the knowledge
of its blow-up limits at X. We play this game a lot in the next sections.
6.4. Monotonicity of density for sliding almost minimal sets? What about the
sliding almost minimal sets then? Let us first assume, to simplify the discussion,
that we study the density θ0(r) at the origin.
In the proof of monotonicity, we compare Ewith the cone X over of E∩∂B(0, r),
or approximations of X. This involves mappings that move the points along radial
direction, and in general, these mappings will not satisfy the sliding condition
(2.19) and our proof will not extend.
Neither does the (near) monotonicity of density. The simplest example is a half
plane H bounded by a line Γ . It is not so hard to show (and extremely easy to
imagine) that H is a sliding minimal set of dimension 2, with sliding boundary Γ .
Suppose that 0 ∈ H and dist(0, Γ) > 0. Then θ(0, r) = pi for r < dist(0, Γ), then it
decreases, and eventually tends to pi/2 at +∞; this is not what we wanted.
Yet there is a simple case when the arguments given above all work well, which
is when
(6.22) Γ is a cone and we take x ∈ Γ .
In this case of balls centered on the cone Γ , the results mentioned above still work
for sliding almost minimal sets, with no important modification.
We can also extend them to the similar case when 0 ∈ Γ and Γ is almost like
a cone, for instance a smooth manifold, and we get a small additional term that
can be incorporated in the almost monotonicity formula (6.4).
Unfortunately it is also very good to get near monotonicity results for balls
centered away from Γ ; we will very rapidly describe in Subsection 8.2 some partial
results with a different functional [18], and how we can try to use them.
7. Minimal cones and the Jean Taylor theorem
We start with the program described in Subection 6.3; since the blow-up lim-
its of almost minimal sets are minimal cones, why not try to list all the mini-
mal cones, and then deduce regularity results from this? This program works
extremely well for plain almost minimal sets of dimension 2 in R3; this is the
theorem of Jean Taylor [66] that we describe in this section.
7.1. Minimal cones of dimension 1 or 2. We want to make lists of minimal
cones. We start with dimension 1. Recall that we promised not to mention the
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empty set. Then the minimal cones of dimension 1 in Rn are just the lines and
the Y-sets, i.e. the unions of 3 half lines that end at the same point, where they
make equal angles of 2pi/3. This is quite easy, because we just have to consider
the set K = E ∩ ∂B(0, 1), which is finite, observe that if the cone over K is to be
minimal, the angle of any two of the half lines through K that emanate from 0
has to be at least 2pi/3, because otherwise we can pinch them near the origin and
get a better competitor, and finally that if 3 points of ∂B(0, 1) ever make an angle
at least 2pi/3 with each other, they have to lie in a same plane and make angles of
2pi/3.
It is just a bit more complicated to check that the list of minimal sets of dimen-
sion 1 in (the whole) Rn is the same. We leave it as an exercise with a hint: you
may prove this by hand, but it may be more fun to use as much as you can of the
theory of the previous sections, including limits and the monotonicity of density.
Otherwise see [57].
We now switch to the minimal cones of dimension 2 in R3. The following list
was given a long time ago by Ernest Lamarle (a student of J. Plateau); the proof
was completed later by A. Heppes and then J. Taylor. See [42, 43, 66].
These are the planes (we may also say sets of type P), the cones of type Y,
which are the unions of three half planes bounded by a same line L, and that
make angles of 2pi/3 along L, and the cones of type T (see Figure 7.1). The latter
are obtained by drawing a regular tetrahedron centered at the origin, and then
taking the (positive) cone over the union of the 6 edges of the tetrahedron; this
gives a cone with 6 faces that touch each other at the origin and otherwise meet
with each other with angles of 2pi/3.
Figure 7.1. Left: a cone of type Y. Right: a cone of type T.
Let us just say a few words about the proof. The fact that the cones of type Y
(easy by slicing too) T are minimal is usually proved with a calibration argument;
see [44]. Then we need to check that no other cone X is minimal. It is not too
hard to give a combinatorial description of K = X ∩ ∂B(0, 1): it is a finite union
of arcs of geodesics (great circles or arcs of great circles), that may only meet at
their extremities and with angles of 2pi/3. The unpleasant part of the proof then
consists in making a full list of cones for which K has the description above, and
then finding a better competitor for each of those, except the three above. See Ken
Brakke’s home page http://www.susqu.edu/brakke/ for pictures of the minimal
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cones, the unlucky candidates (such as the cone over the edges of a cube, or a
prism), and a better competitor for each one.
Unfortunately, we do not have a full list of minimal cones of dimension 2 in
Rn, n > 4. We still have the combinatorial description of K = X ∩ ∂B(0, 1) as a
finite union of great circles or arcs of great circles that meet with 2pi/3 angles, and
we know a few more examples, but even when n = 4 we expect that our list is
incomplete. Let us merely mention that Xiangyu Liang [46, 49] was able to prove
that the almost orthogonal union of two (or more if Rn contains them) planes is
minimal (the orthogonal case was known, with a calibration argument), and that
the product of two sets Y that lie in orthogonal planes is minimal [49].
Obviously, minimal cones of dimension d = 3 or higher will be even more
challenging. See [50, 51] for very first attempts in this direction, and the more
recent impressive [8].
7.2. Jean Taylor’s theorem at last. Let E be a plain coral almost minimal set of
dimension 2 in U ⊂ R3, with a gauge function h such that h(r) 6 Crα for some
α > 0. Then let x ∈ E be given. We know that E has at least a blow-up limit
at x, and that for every such blow-up limit X, X is a minimal cone such that
Hd(X ∩ B(0, 1)) = θ(x) as in (6.19).
This leaves us with three options: θ(x) = pi and all the blow-up limits of E at
x are planes; θ(x) = 3pi/2 and all the blow-up limits of E at x are sets of type Y,
and θ(x) = θT , the density of cones of type T, and all the blow-up limits of E at
x are sets of type T. In either case, it turns out that E is C1+a-equivalent to any
of its blow-up limits of E at X in a neighborhood of x. We give a slightly more
precise statement, and then comment.
Theorem 7.2. Let E be an almost minimal set of dimension 2 in U ⊂ R3, with a gauge
function h(r) 6 Crα for some α > 0. Let x ∈ E be given, and let Z be a blow-up
limit of E at x. Then there is a radius r > 0 and C1+a-diffeomorphism Φ : B(0, 2r) →
Φ(B(x, 2r)) ⊂ R3 such that Φ(0) = x and Φ(Z ∩ B(0, 2r)) = E ∩Φ(B(0, 2r)) ⊃
E∩B(x, r).
Here a > 0 is a constant that depends only on n and α. Notice that this
description implies the uniqueness of the blow-up limit of E at x (in this case,
we’ll say E has a tangent cone).
We can even say more. For each small τ > 0, we can make sure that (1 −
τ)|y− z| 6 |Φ(y) −Φ(z)| 6 (1 − τ)|y− z| for y, z ∈ B(0, 2r), and then naturally
Φ(B(0, 2r)) ⊃ B(0, r).
It is important that not only E has a C1+a parameterization, but also the param-
eterization extends to the ambient space. But in the present case, all this simply
boils down to the fact that E is composed of the right number of faces, that meet
with the correct 2pi/3 angles. The story about 2pi/3 angles was not announced in
the statement, but it easily follows because the blow-up limits of E at such points
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must be sets of type Y (except naturally for the central point when Z is of type
T).
More regularity (even, all the way to analyticity) could be obtained if we were
concentrating on minimal sets. Yet we don’t know the best value of a (but the
author would expect α/2). In the other direction, we expect that some (Dini-type)
constraint on h is needed for the theorem to hold, we know how to make it work
with gauge functions significantly larger than rα, but did not really look for the
optimal results.
This is a really beautiful result. Recall that the singularities above can be seen
in real soap films. The theorem says that (as long as the modeling is correct)
you won’t see any other ones. This is what we would love to imitate in more
complicated situations.
Yet let us mention one drawback: at this time, we do not always know how to
estimate r. This is related to the following unpleasant fact. Suppose E is almost
minimal in B(0, 1), with a small enough gauge function, and is close enough in
B(0, 1) to a plane or a set of type Y. Then our proof shows that the conclusion
of Theorem 7.2 holds, and that we can even take r = 1/2. But when E looks a lot
like a cone of type T, we cannot say that E contains a point of type T (i.e., where
the blow-up limits of E are cones of type T).
For 2-dimensional sets in Rn, n > 4, there is a similar result [13,14] but weaker
in the sense that unfortunately we do not have a precise complete list of minimal
cones, and we can prove the full C1+a result only for some blow-up limits; for
the other ones, we only get a Hölder equivalence and maybe not the uniqueness
of the blow-up limit.
The author tried in [15] to give a shorter description of the proof, and will
use this excuse to say very little here. Surprisingly, for the Hölder equivalence,
the main ingredients are merely the monotonicity of density, the almost-constant
density principle of Subsection 6.2 and (to find points with high enough density),
some small amount of topology.
For the proof of the C1 equivalence, we prove a decay property for density,
coming from a differential inequality like θ ′x(r) > C
−1r−1[θx(r) − θx(0)]. Recall
that the monotonicity of density (i.e., θ ′ > 0) essentially follows by comparing E
with a cone.
For the differential inequality, we assume that θx(r) > θx(0), and construct a
competitor (a deformation of E) which is significantly better than the cone over
E∩ ∂B(x, r), and then hope that we get the right inequality.
One of the main ingredient is that for flat enough surfaces, ∆f = 0 is a good
approximation of the minimal surface equation, hence the graph of a harmonic
extension often has a significantly smaller energy than the cone (the graph of the
radial extension).
We use this, suitable gluing arguments between flat surfaces, and reduce to
a length estimate (the “full length property” of X) on small perturbations of the
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geodesics of K = ∂B(0, 1)∩ X, where X is the minimal cone that approximates E
in B(0, 1). When n = 3 the three known minimal cones satisfy this; when n > 4
we don’t know.
8. Sliding almost minimal sets
Return to the sliding Plateau problem and almost minimal sets. We would like
to extend the theorem of J. Taylor to this context, and the next accessible case
seems to be the description of sliding almost minimal sets of dimension 2, near a
point of the sliding boundary (because otherwise we may use Theorem 7.2).
We’ll rapidly restrict to the case when the sliding boundary Γ is a C1 curve, or
even a straight line, but we will say a few words about the case when n = 3, Γ is
surface (or even a plane) and E has to stay on one side.
Again, the dream would be to be able to do the following. First, list all the
minimal cones relative to the subject, i.e., all the sliding minimal cones of dimen-
sion 2, with a sliding boundary which is a line or a plane (when n = 3). And
then, for each such cone X, prove an analogue of Theorem 7.2 at points x ∈ E
where X is a blow-up limit of E. If we do this we get a classification, up to C1+a
diffeomorphisms, of all the singularities of sliding almost minimal sets. But we’ll
see that this is a little optimistic
8.1. Sliding minimal cones Recall Definitions 2.14 and 3.2 for sliding deforma-
tions and sliding almost minimal sets relative to a sliding boundary Γ .
Before we start making lists, observe that every plain minimal set is automati-
cally a sliding minimal set, regardless of its position relative to Γ . This is because
we add contraints in the definition of a deformation, so we have less competitors,
so it is easier to be sliding minimal. The reader should not be shocked by this in
the context of soap films: it is often easy to introduce a (wet!) needle through a
soap film, with very little disturbance.
Conversely, a sliding minimal set that does not meet Γ is automatically a plain
minimal set, because the condition (2.19) is void.
Here we give examples of sliding minimal cones of dimensions 1 and 2, and
we’ll only mention the new (non plain) ones. We start with the simplest problems.
When d = 1 and Γ is a line, E can also be a half line with its endpoint on Γ and
perpendicular to Γ , or a V-set composed of two half lines that leave from a same
point p ∈ Γ , that make the same angle with L, but in opposite directions because
they also make an angle at least 2pi/3 with each other. That last condition is
needed, as before, because otherwise we may replace a piece of V by a piece of Y
with the same basis. The verifications are not hard, and neither is the case when
d = 1 and Γ is a higher dimensional vector space.
The next simple case is when d = 2, n = 3, Γ is the horizontal plane, and E,
as well as its deformations, is required to contain Γ and lie in the (closed) upper
half space. We’ll call this Fang’s case because what follows comes from [31] and
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[32]. The sliding minimal cones are then Γ , the union of Γ with a half plane
perpendicular to Γ , and the union of Γ with a half cone of type Y perpendicular
to Γ .
This setting is not so ridiculous. It comes from the following initial problem.
We start from a region Ω bounded by a smooth bounded surface Γ , so that Ω is
on one side of Γ , and we look at sliding almost minimal sets E ⊂ Ω, associated
to the sliding boundary Γ , and with the additional constraint that E ⊃ Γ . That
is, sliding deformations as defined as in Section 2.7, but we also required that
ϕt(x) ∈ Ω when x ∈ E. Sliding almost minimal sets are defined in terms of these
deformations.
There is a Plateau problem associated to this. Take a closed set E0 ⊂ Ω that
contains Γ , and try to find a sliding deformation E of E0 (that contains Γ ), such
that Hd(E) is minimal. If such a set exists, it is clearly sliding minimal. But this
is also true when E is a solution of the Reifenberg homology problem associated
to the boundary set Γ as in Section 2.6, but with the additional constraint that
E ⊂ Ω.
Now it turns out that any blow-up limit of a sliding almost minimal set in this
setting is one of the minimal cones of Fang’s case (after a rotation, so that the
tangent plane to Γ becomes the horizontal plane, and Ω lies above the plane).
And this is a case where the boundary regularity program mentioned above
works fine: it is possible to prove that if E is a sliding almost minimal set with the
constraints above, then near every point of E ∩ Γ , the set E is equivalent through
a C1+a diffeomorphism to one of the minimal cones above. See [31, 32]; these
results also yield new existence results, but let us not elaborate.
We should observe that when we do not require E to contain Γ and lie on one
side, the situation becomes complicated again, and probably more complicated
than when Γ is a curve, because E may have complicated ways of being tangent
to Γ .
From now on, we assume that d = 2 and Γ is a line. Often we’ll be in R3, but
this is not always needed. There are a few new sliding minimal cones, i.e., that
are not plain minimal.
The simplest ones are the half planes bounded by Γ ; we’ll call H(Γ) the col-
lection of these half planes. The verification that every H ∈ H is minimal is not
hard. Let pi denote the orthonormal projection on the plane P that contains H,
and let F be any (sliding) deformation of H in a large ball B centered on Γ . With a
little bit of topology (extend the deformation mapping to P by symmetry and use
monodromy or degree theory), it is possible to show that pi(F∩B) contains H∩B.
Then H2(F ∩ B) > H2(pi(F ∩ B)) > H2(H ∩ B), and the minimality of E follows.
See Section 39 of [19].
Next are the cones of type V, or V-sets. Those are the unions V = H1 ∪H2 of
two half planes Hi ∈ H(Γ), that make an angle at least 2pi/3 along Γ . This is the
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generalization of the V-sets of dimension 1 above, the reason for the angle condi-
tion is the same as above (otherwise, pinch), and the verification of minimality is
not so hard either (with a slicing argument; see [7] or Section 39 of [19]). We’ll
call V(Γ) the collection of these cones.
A special case of set V ∈ V(Γ) is a plane that contains Γ . It is also a special
case of plain minimal cone, but we expect a different behavior from E near the
points where such a plane is a blow-up. The same thing is (sadly) true of the
cones Y ∈ Y(Γ), the cones of type Y whose singular set coincides with Γ .
In addition to these cones, Xangyu Liang suggested that the cone Q over the
edges of a cube, with great diagonal Γ , is also sliding minimal. Soap experiments
suggest that this may be true, but we have no proof in either direction.
There may be other sliding minimal cones that we did not think about, but
the author would bet that (in R3) this is not the case. In Rn, n > 4, there are
probably many more sliding minimal cones. Anyway, for the discussion below,
R3 is enough trouble already.
8.2. Regularity attempts near Sliding minimal cones Here E will be a sliding
minimal of dimension 2 in Rn, bounded by a smooth curve Γ . In fact, we’ll just
assume that Γ is a line, and say that the general case would be similar. We want
to follow the program mentioned above, and give a good local description of E
near any point x ∈ E ∩ Γ , based on the knowledge of a blow-up limit X of E at x.
As one could guess, this will be harder to do for some cones X, and we shall not
be able to complete our program in all cases. The results below are taken from
[19].
We start with the simplest case when X is a half plane. Then we get a full
theorem of Taylor type.
Theorem 8.1. Let E be a (coral) sliding minimal set in B(0, 2r0), with a sliding boundary
which is a line through 0. Suppose that h(r) 6 ε(r/r0)1+α for 0 < r < 2r0 and
d0,2r0(E,H) 6 ε for some half plane H ∈ H(L). Then E is C1+a-equivalent to H in
B(0, r0). Here ε > 0 and a > 0 are two small constants that depend only on n and
α > 0.
Of course, by scale invariance, we could have restricted to r0 = 1. Another
way to put the C1+a-equivalence would just have been to say that E ∩ B(0, r0)
is composed of a single C1+a face, bounded by Γ . Anyway, E has no holes, or
complicated topology, in B(0, r0).
Notice that if 0 ∈ E∩ Γ and some blow-up limit of E at 0 is H ∈ H(L), then the
assumption of the theorem is satisfied for some radii r0 that are as small as we
want. Then the conclusion shows that in fact E has a single blow-up limit at 0,
and this limit is H. So that in fact the assumption is satisfied for all small r0.
The ingredients of the proof are the following. If you are happy to settle with
a bi-Hölder description (rather than C1+a), a new monotonicity formula [18] for
balls B(x, r) centered on E \ L (see (8.2) below), some compactness arguments
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using the almost-constant density principle relative to that monotonicity formula
(so that we can approximate E by half planes or planes in many balls), the fact
that H is a cone of minimal density, and a Reifenberg parameterization if you
want. This goes as in [13] for a bi-Hölder variant of J. Taylor’s theorem.
If you want the full C1+a, you have to add a differential inequality, obtained by
comparing with minimal cones, some gluing argument to cut E into two slightly
smaller faces, and the fact that graphs of harmonic functions are usually closer to
minimal than cones. The proof is not so different than the one in [14].
The monotonicity formula from [18] concerns balls B(x, r) that are centered on
E \ Γ . For such balls, the usual density θx(r) = r−2H2(E ∩ B(x, r)) is not always
monotone (for instance if E ∈ H(Γ) and x ∈ E \ Γ , because θx(r) = pi for r small
and θx(r)→ pi/2 when r→ +∞). We replace θx(r) with
(8.2) Fx(r) = θx(r) + r−2H2(Sx ∩B(x, r)),
where Sx is the shade of L seen from x, i.e. the half plane contained in the plane
that contains x and L, and that lies behind L.
This new functional is nondecreasing, and is useful for some of the results of
this subsection, because it is constant in some interesting cases (half planes or
truncated Y-sets). But not for full Y-sets, which is the reason why these will
cause trouble later.
The next simplest case is when X is a generic cone V of type V. Here generic
means that the two half planes that compose V make an angle β ∈ ( 2π3 ,pi). The
statement is almost the same as above.
Theorem 8.3. Let E be a (coral) sliding minimal set in B(0, 2r0), with a sliding boundary
which is a line through 0. Suppose that h(r) 6 ε(r/r0)1+α for 0 < r < 2r0 and
d0,2r0(E,V) 6 ε for some generic half plane V ∈ V(Γ). Then E is C1+a-equivalent to V
in B(0, r0). Here ε > 0 and a > 0 are two small constants that depend only on n, α > 0,
and β ∈ ( 2π3 ,pi).
In particular, we need to make d0,2r0(E,V) smaller when β gets close to
2π
3 or
to pi, because the sharp and flat cases below are a little more complicated.
Again, E has no holes or complicated topology in B(0, r0); it is composed of
two C1+a faces, both bounded by Γ , and that make at points x ∈ Γ an angle β(x)
that may vary slowly with x, but stays close to β.
The proof of this, and also of the next results, is again similar to what was
done in [14], but with the adapted monotonicity formula from [18]. There is no
simpler Hölder argument that works here, because part of the proof consists in
proving that the angle β(x) that the two faces of E make at x ∈ Γ ∩ B(0, r0) varies
slowly enough to avoid the more complicates minimal cones studied below.
The next case is when X is a sharp cone of type V, which means that the two
half planes that compose V = X make an angle β = 2π3 . This is the first case
where although we have a good description of E in the C1+a category, we cannot
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say that E is equivalent to X, and it even has a different topology in general. We
first give an incomplete statement, and then add some information.
Theorem 8.4. Let E be a (coral) sliding minimal set in B(0, 2r0), with a sliding boundary
which is a line through 0. Suppose that h(r) 6 ε(r/r0)1+α for 0 < r < 2r0 and
d0,2r0(E,V) 6 ε for some sharp V-set V ∈ V(Γ). Then in B(0, r0), E is composed of two
main faces F1 and F2, plus maybe a third thin set F3 composed of one or more “vertical
faces”, that meet along a curve γ that is in general partially contained in Γ . Here ε > 0
and a > 0 depend only on n and α > 0. The two main faces meet all along γ, and F3 is
bounded on one side by γ \ Γ , where it meets F1 and F2 with
2π
3 angles, and on the other
side by Γ \ γ, where it is attached to Γ as in Theorem 8.1.
See Figure 8.5. The set E looks like a V-set, but which we can pinch a little
in some places along Γ and also open slightly in some other places. The general
idea is that the two face F1 and F2 can escape from Γ , but have to leave a thin
wall F3 that connects them to Γ . Along γ \ Γ , E has a singularity of type Y. Along
Γ ∩γ, E is described by Theorem 8.3, with anges β(x) > 2π3 that may vary. Finally,
γ is tangent to Γ when it leaves it. We do not exclude the possibility that γ may
leave Γ and return to it infinitely many times. Yet, for a minimal set, we would
not expect anything like this, but just that F1, F2, and γ leave Γ frankly.
0
generic V here Sharp V-sets tangent here
Γ
F1
Thin triangular face F0
Figure 8.5. E near a sharp cone of type V
It seems to me that Kenneth Brakke [6] thought that this behavior may happen
even when V is a plane that contains L, but I claim that this is not the case.
Next we do a small digression. Suppose 0 ∈ E ∩ Γ , and that the blow-up limit
X of E at 0 is one of the plain minimal cones (a set of type P, Y, or T), and that
X∩ Γ = {0}. In this case what really happens is that the sliding condition does not
really mean much, because in fact the set E is transverse to Γ . Some verification
needs to be done, but nothing too hard. Then the proof of regularity for plain
almost minimal sets applies in this case. This is not shocking: you may take a
soap film, and then quietly put a (wet, this is important!) needle through it, and
the set will essentially not be deformed; the needle will just cross E transversally.
The tangential case, discussed soon, is a little more delicate, as the film may prefer
to follow the needle a tiny bit.
We are ready for the next case, when X is a plane P that contains Γ . Keep the
same assumptions as in the theorems above, but with d0,2r0(E,P) 6 ε for such a
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plane P. One possibility is just that E is a smooth surface which is tangent to E
at 0, but a slightly more general behavior is allowed too, where E is attached to
Γ along an open set I ⊂ Γ , as in Theorem 8.3. See Figure 8.6. That is, E ∩ B(0, r0)
is still a Lipschitz graph over (its projection on) P, smooth away from Γ , and that
may have a small crease along I ⊂ Γ . This happens with soap films (put a needle
or a curve tangentially along the film, and you should see some attraction), but
an additional reason for this is probably capillarity, which is not the subject here.
0E 
U
E 
U
E lies above    here
Γ
Possible creases here
Γ Γ
Γ
E
Figure 8.6. E near a plane that contains Γ .
Let us skip some other cases that are similar to the previous ones (see [19]), and
go directly to the main bad case, when X is a cone Y ∈ Y(Γ), i.e., which contains
Γ . There is a natural conjecture about this case, which is that E is the image of Y
by a homeomorphism ψ, which sends some curve Γ ′ = ψ−1(Γ) to Γ , but with no
special requirement concerning the position of Γ ′ towards Y. The way E organizes
itself around Γ (and in particular the parts of Γ where E looks like a Y-set, a V-set,
a H-set, or ∅) would then follow from the position of Γ ′ relative to Y, as in the the
previous case when X ∈ V(Γ). See Figure 8.7.
   ' leaves Y here
Y
E leaves    herepossible creases here
E
YE
YE
YE
Γ
Γ
Γ'
Γ
Γ
Figure 8.7. E near cone of Y(Γ). On the left, the image by ψ−1,
where E becomes Y. On the right, E = ψ(Y) and Γ = ψ(Γ ′). We
tried to mark directions along the EY of Y-points of E.
Unfortunately, this seems harder to prove than the previous results. The main
problem is that the monotonicity formula from [18] does not give good results in
the case of Y-sets (it is strictly increasing in the case of interests), and it is not
clear that there is a replacement for it. Another way to state the issue is to say
that since we expect singularities of type Y in E \ Γ , having a good monotonicity
formula for balls centered at these points should help a lot, especially if we intend
to apply a form of the almost-constant density principle to control the geometry
of E in balls centered at these points.
We end this section with a maybe not so easy exercise. We know one way in
which the sliding almost minimal set E associated to the smooth boundary curve
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Γ may leave Γ (i.e., at a point where E las a tangent plane that contains the tangent
line to Γ ). Are the other ways to do this?
8.3. Further questions For me the next main question is the regularity of the
sliding almost minimal set E near a point where E admits a blow-up limit which
is a Y-set Y that contains Γ . If we can do this, there is a good hope that a general
regularity result (maybe only in the Hölder category, near some isolated points
of E∩ Γ ) will ensue, and then also that existence results will follow.
Making sure that we have a full list of sliding minimal cones in R3 (when Γ is
a line) would be nice too. And if this is too easy, do the same thing in R4.
And then we may also worry about the following. Let Γ ⊂ R3 be a smooth
closed curve, and choose a closed set E0, if possible well attached to Γ so that
the sliding Plateau problems below are nontrivial. For ε > 0 small, let Tε be a
smooth open tube around Γ , of width roughly ε. Consider Fang’s problem where
we minimizer Hd(F) among sliding deformations F of Eε = ∂Tε ∪E0 \ (Tε), inside
Ω = R3 \ Tε, and with the boundary ∂Tε.
How do the solutions of this problem (which exist by [32]) converge to solu-
tions of the sliding Plateau problem associated to Γ and E0, assuming that there
are some? The reader should not get confused like the author: the extra condition
that E ⊃ Γ does not mean much when Γ is one-dimensional, and to some extent
it should have less and less importance for the Fang problem on R3 \ ∂Tε, except
to give the existence of minimizers.
Probably it is better to solve the problem about the bad Y-cone, and then the
existence problem for the sliding Plateau problem, before we do this.
We did not talk at all about what happens to the regularity results when we
replaceHd with other elliptic integrands, possibly not even smooth in one of the
variables. A simple example of this (but for which only partial descriptions exist
at this time) is to use the functional
(8.8) J(E) = Hd(E \ Γ) +αHd(E ∩ Γ)
for some α ∈ [0, 1), for instance in the context where Γ is the horizontal plane in
R3 and E is a sliding almost minimal set with boundary Γ , with the additional
constraint that E lies un the (closed) upper half space. See [7] for some initial
partial results in this context, and [28,30] and probably many others in the general
context.
9. V. Feuvrier and existence results
In this last section, we present a general scheme for proving existence results.
The main tool here will be a construction [36] of adapted polyhedral networks,
and then some of the results mentioned above.
This is one of the three or four systematic ways to get existence results that
the author knows of; maybe not necessarily the simplest (this also depends on
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people’s personal knowledge), but the author thinks it is quite nice and natural,
and was perhaps misunderstood so far. It is somewhat close to Reifenberg’s initial
approach in [64], or the proof of [41], but there are significant differences.
Another type of proof is through currents (or flat chains, or varifolds) and the
celebrated compactness theorem; traditionally they tend not to work so well for
sets and size minimizing currents, but there is an approach by Almgren (with
varifolds and flat chains, for the Reifenberg homology problem with integrands),
which was recently nicely put together by U. Menne, Y. Fang, and S. S. Kolasínski
[33].
And finally there is a beautiful recent approach by De Lellis, Ghiraldin, and
Maggi [26] and De Philippis, De Rosa, and Ghiraldin [27], where they take a
minimizing sequence of sets Ek, consider a weak limit of the measures µk = Hd|Ek ,
and use it to find a good minimal set.
It is interesting to notice that the different approaches have similar or parallel
points, but also differences (so that they don’t always work in the same circum-
stances).
9.1. Presentation The method that we describe here consists in taking a suitably
improved minimizing sequence of sets, taking a subsequence that converges for
the Hausdorff distance, and hopefully the limit will be the desired minimizer. It
was used by V. Feuvrier [37, 38] (to get sliding 2-dimensional minimal sets in a
situation without boundary), X. Liang [48] (to get minimal sets under topolog-
ical constraints [48], and Y. Fang [30] (to get Reifenberg homological minimal
sets under general conditions). The first general presentation (too vague?) dates
from [12], which apparently was not convincing enough. Yet the author does not
intend to give all the details.
The advantage of Feuvrier’s method is that it looks simple, and also some of
the ideas are pleasant. But there are technical problems in some of the ingredients
of this proof, more or less as with the other proofs.
We’ll do things in the setting of [37, 38], because it is the simplest, and in par-
ticular we will not get distracted by boundary problems or topology. Let us work
on a flat compact connected manifold M, without boundary, of the following
type: M is obtained from a finite number of dyadic cubes, by identifying some
faces. The point of this setting (which indeed looks like a toy model) is the fol-
lowing. First, the absence of boundary will allow us to forget about any problem
of sliding boundaries on other ways to state Plateau problems. These would add
technical annoyances, but not necessarily bad ones.
Next, the simple flat structure will allow us to use dyadic grids on M. With a
regular manifolds, we would need to worry about how to define polyhedral grids
in an environment where the change of chart mappings are not necessarily affine.
Apparently this technical difficulty is being taken care of by Feuvrier (construct-
ing adapted grids on a manifold), but this adds to the technical complication of
the construction.
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Also, we’ll work in dimension d = 2; this will allow us to use J. Taylor’s
regularity theorem or its extension in [13] in the last step of the verification. But
we’ll pretend to work in dimension d for some time, up to the moment when we
have to take d = 2.
We give ourselves a closed set E0 ⊂ M, with Hd(E0) < +∞, and consider the
class E of images of E0 by continuous deformations. That is, E ∈ E if there is a
(continuous) one parameter family {ϕt} of continuous mappings ϕt : E0 → M,
with ϕ0(x) = x on E0, and E = ϕ1(E). And we want to minimize Hd in the class
F, i.e., find F ∈ E such that
(9.1) Hd(F) = m, where m = inf
E∈E
Hd(E).
Of course this is more interesting if m > 0, which excludes the case when
E0 can be contracted in M to a point (or a lower dimensional object). This is
why we want to take a manifold M with some topology. The problem could
turn out to be a little too easy to solve with our flat structure, but replacing
Hd(E) with
∫
E f(x)dH
d(x) for some Hölder-continuous function f on M such
that C−1 6 f 6 C, or even one of the slightly more general integrands of (3.4)-
(3.5), could make the problem less trivial without really changing the proof.
We describe a general scheme now, which can work in other circumstances as
well. Since we don’t know any other way, we’ll take a minimizing sequence {Ek},
i.e., such that
(9.2) Ek ∈ E and lim
k→+∞H
d(Ek) = m.
The logical thing to do next is try to get a subsequence that converges to a limit F,
and then try F in (9.1). It would be nice if we could use a strong (fine) topology
for this, because this would probably make it simpler to prove the minimality of F.
For instance, it would be great if we could write Ek = ϕk1 (E0) for some sequence
of one parameter mappings {ϕkt }, 0 6 t 6 1, and on top of this the ϕ
k
t converge
uniformly on E0× [0, 1], but we should not dream too much: how are we going to
get enough compactness for such a sequence? Notice however that this is a little
bit what Radó and Douglas did (see Section 2.2), by restricting to smaller classes
of parameterizations, but then there are other issues and we no longer want to
do this.
Anyway, here we decide that we want to make sure that convergent subse-
quences exist, so we take the weakest topology on E, the topology of local Haus-
dorff convergence that was defined in near (5.3). But here M is compact, so this
is just the topology defined by the usual Hausdorff distance.
9.2. The need for a quasiminimal haircut There are two obvious problems with
what we just started. The first one is hairs. If we take a limit of a subsequence
of {Ek}, it could converge to very large sets, even with infinite measure, that are
certainly not minimizers. Indeed, starting with two-dimensional sets in 3-space,
it is often very easy to replace any good-looking set Ek with an uglier set E˜k,
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which is a deformation of Ek obtained by growing long thin hair from it, in such
a way that E˜k is ε-dense in M for any small ε > 0 given in advance, and yet
Hd(E˜k) 6 H
d(Ek) + ε. If we have the bad fortune to use E˜k instead of Ek, it will
converge to the whole M, something that we want to avoid.
So we want to make Ek cleaner before we take a Hausdorff limit. This is what
we shall call doing a haircut; in his time Reifenberg did this too, but maybe we
want to be more systematic. We’ll find a new minimizing sequence {Fk} in E,
obtained from {Ek}, and then only extract a subsequence that converges to a limit
F∞.
Our second, in fact related problem, is the convergence of Hausdorff measure.
We want make sure that for this new sequence {Fk} that converges to F∞,
(9.3) Hd(F∞) 6 lim inf
k→+∞H
d(Fk) = lim
k→+∞H
d(Fk) = m.
And in fact the main point of the haircut is to have (9.3). Now we have seen
such a property before, in Lemma 5.9, when we were studying limits of reduced
almost minimal sets. Now it will be a little too hard to find a sequence {Fk},
as above, which is composed of almost minimal sets; in fact the best way to
get almost minimal sets seems to be to minimize a variant of Hd, and this is
precisely what we were trying to do in the first place. But fortunately, the notion
of quasiminimal sets (defined soon) is just right: it will be easier to produce a
sequence of quasiminimal sets, and yet the notion is sufficiently strong for (9.3) to
hold as soon as the sets Fk are reduced quasiminimal sets, with quasiminimality
constants that does not depend on k. So let us define quasiminimal sets. We
keep the sliding boundary condition to make a more general condition, but in
the setting that we chose, there is no sliding boundary and we can take Γ = ∅. We
also localize to an open set U for the same reason.
Definition 9.4. Let U ⊂ Rn be open and let Γ ⊂ Rn be a closed set. We say that
E is a (sliding) quasiminimal set in U, with the sliding boundary Γ , at the size
δ0 and with the quasiminimality constant M, when for each closed ball B ⊂ U
of radius at most δ0 and each deformation {ϕt}, 0 6 t 6 1, for E in B (as in
Definition 2.14), we have the following estimate. Set
(9.5) W =
{
x ∈ E ; ϕ1(x) 6= x
} ⊂ E∩ B;
then
(9.6) Hd(E ∩W) 6MHd(ϕ1(E ∩W)).
The definition is a little complicated, but makes sense. It says that we may
make E smaller by deforming a part of E, but we are not able to save more than
99% of what we modify, say. And it makes sense to allow deformations that
modify just a tiny bit of E in a ball. The definition is essentially Almgren’s [3]
(he called these sets “restricted sets”), but in [22] and [23] we found out that we
wanted exactly that definition.
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In the plain case, we don’t bother with the existence of a whole one parameter
family {ϕt}, because they would be easily reconstructed from ϕ1, and we state
the definition directly in terms of ϕ1. Also, we could allow other compact sets
than balls as the sets where the deformation takes place (this could possibly make
a difference on complicated domains U where large closed balls are difficult to
find, but so far the author did not see the difference. Finally in [16] the author
felt compelled to add one more type of objects, the generalized quasiminimal sets,
where one replaces (9.6) by
(9.7) Hd(E ∩W) 6MHd(ϕ1(E ∩W)) + rdh(r),
where r is the radius of B and h is a gauge function as above. This gives a little
more generality, and the same proofs apply anyway.
As was hinted before, the results of Sections 4 and 5 are still true with quasi-
minimal sets, with essentially the same proofs. This includes the results about
limits, but not the more precise results that involve monotonicity or even less
epiperimetric inequalities. This is the main point of [16].
Now how much more flexible is the theory of quasiminimal sets? In dimen-
sion d = 1, (connected) quasiminimal sets are essentially the same as Chord-arc
curves (length of the arc Γ(a,b) less than C|b− a|), which, when n = 2 and for
unbounded curves, are the bilipschitz images of a line.
It is easy to see that (in the plain case and, say, in Rn to avoid complications
near the boundary) the image of a quasiminimal set by a bilipschitz mapping
is also quasiminimal, maybe with a larger constant M and a smaller δ0. This
includes bilipschitz images of (locally) minimal sets, which happen to be (locally)
quasiminimal with constantM = 1; the verification in unfortunately less pleasant
as it should be, due to the strange definition with the setW, but the reader should
not be surprised either.
Anyway, Lipschitz graphs, for instance, are quasiminimal, and this gives a
vague idea of their regularity, since it is known that (away from the sliding bound-
ary) they are uniformly rectifiable.
Another way to get a quasiminimal set is to minimize a functional J(E) =∫
E f(x)∂H
d(x) (instead of Hd(E)), where we only know that C−1 6 f(x) 6 C
(and in particular we have no good continuity property for f). We could even let
f be an integrand that depends on the approximate tangent plane to E (and is
defined some other way on the unrectifiable part of E). The verification is easy.
This may look a little bad, since then we cannot expect quasiminimal sets to
have better regularity properties than Lipschitz graphs, but this is also what will
give us enough flexibility for the proof of existence that we try to describe here.
So let us return to our existence problem. We decide that we’ll do a quasimin-
imal haircut, i.e., find a new minimizing sequence {Fk}, such that
(9.8)
the sets Fk are quasiminimal, with some constants
δ0 > 0 andM > 1 that do not depend on k.
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Let F∗k denote the core of Fk; our life is simpler if the Fk are reduced (i.e., F
∗
k = Fk,
but in fact we do not really expect this, and we’ll have to discuss the difference).
Anyway, a small verification (a little less pleasant in the sliding case, but this fact
is checked in [16]) shows that the F∗k are quasiminimal, with the same constants δ0
and M. Let us replace {Fk} by a subsequence for which the F∗k converge (locally
for the Hausdorff distance, as usual) to a limit F∗∞. The theorem about limits
says that since (9.8) holds for the F∗k and at the same time {Fk} is a minimizing
sequence (and hence the F∗k cannot be improves by deformation by more than
numbers εk that tend to 0; again this takes a small amount of checking, to see
that the potential deformation can be extended to Fk \ F∗k, at no cost), we get that
(9.9) F∗∞ is a minimal set
(if we were working on a different problem, with a boundary condition, it would
be sliding minimal), and, as in Lemma 5.9,
(9.10) Hd(F∗∞) 6 lim
k→+∞H
d(F∗k) = lim
k→+∞H
d(Fk) = m
(because Hd(Fk \ F∗k) = 0 and by (9.3)). We claim that our life will be a little
simpler then, but how do we do our haircut?
9.3. dyadic grids, polyhedral nets, and quasiminimal haircuts. We start with a
(slightly too) simple idea: we start from our initial set Ek (from the minimizing
sequence), and we perform a Federer-Fleming projection on a dyadic grid of
small mesh size. We get a new set E1k, which is contained in a finite union of
faces of dimension d. Some faces S are not entirely contained in E1k, and when
this happens, we can project again on the boundary of S, getting a new set E2k
composed of full d-faces and subsets of (d− 1)-faces. This is in fact enough for us,
but for the sake of organization, let us continue all the way to the set Edk , which
is still a deformation of Ek (so it lies in E), and in addition lies in the class Gk of
finite unions of faces of dimensions at most d of our dyadic grid.
We like finite problems, because we can solve them. So we replace Edk by a
new set F0k, which we choose to minimize H
d(Fk) in the class E ∩ Gk. This may
be quite a brutal change, so what was the point of the Edk? We hope to say that
{Edk} too is a minimizing sequence, i.e.,
(9.11) lim
k→+∞H
d(Edk) = m
and then it will follow that {Fk} is minimizing too, since
(9.12) Hd(Fk) 6 Hd(Edk).
We will return soon to the issue of whether (9.11) holds or not, but first let us say
what we win by replacing Edk by Fk. The point is that (9.8) holds, just because Fk
minimize Hd(Fk) in the class E ∩ Gk. We can take δ0 = 1 (in fact, provided that
earlier, we took a dyadic net of mesh size at most n−1/2, say), and the constantM
does not depend on k, just on n and the fact we use (small enough) dyadic grids.
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And of course it is important that estimates do not depend on k and do not get
worse when we take smaller dyadic grids.
Let us see how the proof starts. Let G = ϕ1(Fk) be a competitor for Fk, as
in Definitions 9.4 and 2.14. Of course G does not necessarily lie in the class Gk,
but we can apply a Federer-Fleming projection to it, as we did earlier to get Edk ,
to get a competitor G ′ for G that lies in Gk. By definition, Hd(Fk) 6 Hd(G ′).
Then we look carefully at how the points move, notice that G ′ is almost as good
a competitor as G was (because whenever we move points from the interior of a
face to the boundary of that face, we multiply its measure by at most C), do the
algebra, and conclude. See Chapter 11 of [23], and in particular Proposition 11.13
on page 90; in the present situation, Fk is even a restricted minimizer.
We return to (9.11). Unfortunately, things are not so simple; even for d = 1 in
2-space, Ek could coincide with the first diagonal in a large ball, and when we
project it on a dyadic grid (with faces parallel to the axes), we multiply its length
by roughly
√
2, which of course is bad and ruins our chances for (9.11). This is
where the polyhedral nets constructed by V. Feuvrier in [36], and that we shall
describe now, will be useful.
Here our assumption that our space M is simple (essentially, a Euclidean space
with identifications) will simplify our life. Suppose we are given a finite collection
of disjoint sets Ui ⊂ M, such that dist(Ui,Uj) > ε for i 6= j and some small
constant ε > 0. Then suppose that we chose for each i a dyadic grid, whose
mesh size and direction are allowed to depend on i. What Feuvrier provides is
a decomposition of M into small convex polyhedra, with the usual structure of
dyadic cubes concerning the decomposition into faces, and whose restriction to an
ε/10-neighborhood of Ui coincides with a dyadic subnet of the initial net that was
given. The size of the polyhedra may be very small, but what is important is that
the various angles between faces are bounded from below, by a positive number
that depends only on n (Feuvrier says that the faces are uniformly “rotund”).
Because of this, we can perform Federer-Fleming projections on these polyhedral
nets, and the various constants in the constructions (coming from the constants
in (4.9), (4.10), and the like) are uniform.
The construction of these nets is somewhat painful, but the result is not too
shocking, even though this is probably the less amusing part of the proof de-
scribed here.
Now the reader guessed what we shall do. For each k, we want to use a
Feuvrier net adapted to our original candidate Ek. Let us assume that Ek is
rectifiable (otherwise, we could also project on dyadic cubes in some balls, to
make almost all of its unrectifiable part disappear, and modify the rest of the
argument below). Then almost-cover Ek (using the Vitali covering argument as
for Lemma 5.9) by disjoint small balls Bj where Ek is very well approximated by
d-planes Pj. For each of these balls, take a dyadic grid such that Pj is a coordinate
d-plane, so that when we do a Federer-Fleming projection of Ek∩Bj in this dyadic
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grid, we add almost no measure. Complete the grid as in [36]; in M \ ∪jBj, we
may multiply the measure by Cwhen we project on the d-faces, but we don’t care,
because the total mass of Ek there is as small as we want. So, with this adapted
grid, we manage to do our first Federer-Fleming projection, replace Ek with Edk
as we did before, and in addition make sure that Hd(Edk) 6 H
d(Ek) + 2−k. That
is, we get (9.11).
The grid has a mesh size that will probably tend to 0 when k tends to +∞, but
we don’t care. What is important is that the rotundity, then the Federer-Fleming
constants, and finally the quasiminimality constants for Fk in (9.8), still obtained
by the proof of Proposition 11.13 11 of [23] (for instance), do not depend on k.
At this point we realized our quasiminimal haircut (i.e., replaced {Ek} with a
new sequence {Fk} which is still minimizing (by (9.11) and (9.13)), and satisfies
the quasiminimal condition (9.8). As was said before, we can replace {Fk} by a
subsequence for which the cores F∗k converge to a limit F
∗∞, and we get the two
properties (9.9) and (9.10).
9.4. End of game. So far we used very little (the most unpleasant part is our
assumption on M, which probably can be removed as soon as Feuvrier constructs
his cubes in a manifold). We could even work with elliptic integrands (because
Lemma 5.9 works in this context). But it is important to notice that we may not
be finished yet.
Indeed, although (9.9) says that F∗∞ is a minimal set (and (9.10) that it has the
right measure), we do not know yet whether it lies in the class E, or the class
where we wanted to minimize Hd. This is where we need to adapt our proof
with the specific problem at hand.
In general we want to minimize Hd(E), or a variant, in a class E such that
deformations of E ∈ E automatically lie in E. This way, we start with sets Fk ∈ E.
In some cases this may also imply that the core F∗k automatically lies in E, but not
always. And then we take a limit of the sets F∗k, and once more it could be that E
is not stable under limits.
Let us first say how to deal with these two issues in the setting of that was
described at the beginning of this section, and then, we’ll rapidly discuss other
cases.
We decided to take an initial set E0, and for E the class of (continuous) defor-
mations of E0 in our test manifold M, and also to restrict to d = 2. The obvious
difficulty is that since we are in fact dealing with parameterizations (by E0), tak-
ing limits should be hard, because we have no control on the regularity of the
parameterizations. What will save us is the regularity of the limit.
By (9.9), F∗∞ is a minimal set. We also organized our problem so that there is
no boudary Γ to complicate matters. We start with the simpler case when M is
of dimension 3. Then we can apply Theorem 7.2, and get that locally E is a C1+α
variant of a minimal cone of type P, Y, or T. It is also compact (because M is),
so we can use this regularity to build a Lipschitz retraction near M, which we
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can even glue to the identity (far from E), to get a (continuous) one-parameter
family of continuous mappings ψt, 0 6 t 6 1, from M to M, with the following
properties. First, there is an ε > 0 such that
(9.13) ψt(x) = x for 0 6 t 6 1 when dist(x, F∗∞) > 2ε,
(9.14) ψ1(x) ∈ F∗∞ when dist(x, F∗∞) 6 ε,
and (coming from the C1+α regularity,
(9.15) ψ1 is Lipschitz.
The reader imagines also that ψt(x) = x for x ∈ F∗∞; we shall not really need that,
but we get it from the construction anyway. The proof is not hard; the point is
that the existence of a Lipschitz retraction turns out to be local (we can compose
retractions).
Now we are ready to construct the desired minimizer for H2 in E. Recall
that F∗k tends to F
∗∞, hence for k large, F∗k is contained in an ε-neighborhood of
F∗∞. We claim that F = ψ1(Fk) does the job. First of all, F ∈ E because F is
a deformation of Fk, which itself lies in the class E by construction. Since ψ1
is Lipschitz, Hd(ψ1(Fk \ F∗k)) = 0 because Fk \ F
∗
k is a finite union of faces of
dimensions at most d− 1. So Hd(F) = Hd(ψ1(F∗k) 6 H
d(F∗∞) 6 m, by (9.14) and
(9.10). So F is the desired minimizer. In fact ψ1(F∗k) = F
∗∞, because otherwise the
inequality above would be strict, so the core of F is our minimal set F∗k, but we
did not really need to know this.
The argument also works when M is of dimension larger than 2, with minor
differences. The main one is that we do not know the exact list of minimal cones
of dimension 2 in Rn, and [14] only gives a local biHölder description of F∗∞,
with any Hölder exponent smaller than 1. Yet, the combinatorial description of
minimal cones (and then of F∗∞) in terms of faces that meet with 120◦ angles is still
enough to build a retraction near F∗∞, and then mappings ψt as above, except that
(9.15) no longer holds, and has to be replaced by a Hölder condition, fortunately
with an exponent which is as close to 1 as we want. Then we can complete the
argument as above, arguing now that Hd(ψ1(Fk \ F∗k)) = 0 because ψ1 is Hölder
and Fk \ F∗k is at most (d− 1)-dimensional. And in this context, we make sure not
to require that the final mappings of deformations are Lipschitz in the definition
of E, because otherwise we may have trouble proving that F ∈ E!
This completes our sketch of proof of existence, for this specific class E. The
proof would also work for the nearly Euclidean elliptic integrands of (3.4)-(3.5),
but (as far as the author knows) not with more general integrands, because we
do not know a variant of J. Taylor’s theorem in that context.
It seems a little unfortunate that we need to reduce to d = 2 just for the sake
of finding a local Lipschitz retraction onto F∗k. Yet it makes sense to the author
that, especially in the context of minimizing in classes of deformations, the local
regularity of the expected minimizers will play a role in the proof of existence.
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A priori, the existence of retractions looks like a weak regularity property, but
the author is not entirely convinced that it is so weak, and anyway does not
know how to prove it in higher dimensions. This is also why he does not expect
an existence result for the sliding Plateau problem mentioned in Subsection 2.7
before regularity results at the boundary.
We conclude this section with some comments on how the argument above
works with different problems, related to other choices of classes E. What follows
is more a free discussion than anything, and in particular the author did not
have enough energy to check all the assertions below carefully, but he included
them anyway because he believes that they explain the sort of issues that arise in
variants of Plateau problems.
First of all, let us not try to apply the method above when we work with a class
E which is not stable under deformations (as in Definition 2.14). Hopefully this
does not remove too many interesting problems.
Let us rapidly discuss Reifenberg homology minimizers. The reason why
Reifenberg, and then later authors, restricted to Cˇech homology, is that this is
the one that passes to the limit well. Because of that, if we know that the cores
F∗k lien in the desired class E (thus defined in terms of Cˇech homology), we can
eventually get that F∗k ∈ E too. In some cases, it can be shown that the lower-
dimensional part Fk \ F∗k is useless for getting the (d-dimensional) topological
constraints in the definition of E, so F∗k ∈ E and we are in business. If I under-
stand well, this is what happens in [27], although in the middle of a very different
(and yet beautiful) proof, with the slight disadvantage that the authors need to
use homology with a compact group (as Reifenberg did), to be able to cut the
(d− 1)-dimensional piece. The other option, used by Fang [30], is to keep Fk \ F∗k,
make its (d− 1)-dimensional part converge as an Ahlfors-regular set of lower di-
mension away from F∗k, continue with lower dimensions, and this way get a limit
F that is not too big. Life is easier than with the d-dimensional piece, because we
don’t need to keep precise track of the Hausdorff measure of the lower dimen-
sional pieces, just make sure that it stays controlled so that the Hd measure of
the limit vanishes.
In the presentation above, we carefully avoided the existence of a boundary set
Γ , because this simplified the discussion. For the Reifenberg homology problem,
we cannot do that. Yet, due to the fact that we only want to minimize the mea-
sure Hd(E \ Γ) away from Γ , it is possible to limit the discussion about Feuvrier
grids and Federer-Fleming projections to what happens on the complement of Γ ,
because the contribution to a small neighborhood of Γ is as small as we want, and
for (9.10) a control in compact sets of M \ Γ is enough. See [30] for details.
In contrast, existence results for sliding Plateau problems should probably in-
volve a more careful study near Γ , and so would the Reifenberg homology prob-
lem if we started to use a boundary Γ with positive Hd-measure, and not require
that E ⊃ Γ in the definitions.
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