Muslims suffer from not knowing the validity of the Hadiths or verification of its degree, which represented the second source of legislation in Islam after the Quran. Although many sites allow users in general and Muslims, in particular, the possibility of verifying the authenticity of the hadith, but it is through an information system which is connected to the database of the Hadith. So, there is no intelligent system that can distinguish the hadith automatically, therefore, in this study, we propose a model that can recognize and categorize the hadith automatically and conclusion the essential features through Hadith classification into Sahih, Hasan, Da'if, and Maudu, based on machine learning techniques. This study is primarily concerned with classifying the hadith according to the memory and reliability of the Hadith's narrators. This classification does not depend only on the text of the hadith, as in the rest of the other Arab documents, but depend on also the Sanad of Hadith. Therefore, this study was conducted on three methodologies; these methodologies help us to obtain an accuracy that is more reliable for hadith classification compared to previous researches in this area. In addition to building a model using the Decision tree technique based on the Sanad of hadith for helping us deciding to judge the validity of the hadith, the accuracy of this classifier reached up to 92.59%. Several Learning algorithms have been used in this study, but we reported the best three classifiers (LinearSVC, SGDClassifier, and Logistic regression), which achieved higher accuracy reached up to 93.69%, 93.51, and 92.27% respectively.
I. MOTIVATION AND PROBLEM
There are two motivations for this study Firstly, Texts of the Prophet's Hadiths are fertile grounds for the natural languages processing, knowledge discovery, and the data mining tasks such as the classification [7] , [30] . These texts are distinguished by unique linguistic features and the clear link between the word and its meaning. Second: Muslims suffer from not knowing of the validity of the Hadith or verification of its degree, which the second source of legislation in Islam after the Quran. Several sites allow the possibility of verifying the authenticity of the hadith through an information system which connected to the database of Hadith but there is no intelligent system that can distinguish and classify the The associate editor coordinating the review of this manuscript and approving it for publication was Shuai Liu . hadith automatically based on machine learning techniques. In addition, the classification of Hadith to Sahih and Da'if does not depend on the text-only, but also depend on the Sanad of hadith (chain of narrators) and other classification. Therefore in this study, we build a classifier model that can classify and differentiate hadith, according to the reliability and memory of the reporters (narrators), and based on the Takhreej al-hadith ways, using machine learning technique, and finding a relationship among these classifications, using some statistical methods.
II. INTRODUCTION
Text classification is a task of data mining; it aims to assign automatically selected documents into categories from a pre-defined set of classes [2] . This task is usually solved by combining Information Retrieval and Machine Learning VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ techniques. There are two approaches involved in the processing of text classification: The first approach is related to the extract the feature terms which are recognized as effective keywords in the training phase that distinguish each category from the other, and the second approach is concerned with the actual classification of the document using these feature terms in the test phase, that have been used before in training phase. The main goals of the paper are to classify the prophetic hadith into different categories according to the reliability and memory of the reporters, determine performance and efficiency of the categorization model, and try to get a relationship or correlation between hadith classifications.
Hadith consists of two main parts: the text known as the Matn and the Sanad (narrators' chain of hadith) as shown in figure 1 . The authenticity of the hadith depends on the reliability of its parts, to judge the degree of hadith, it is necessary to study the Sanad of hadith; therefore this classification has been done based on the text and the Sanad together [1] In this study, the supervised learning algorithms were used to build classification models capable of classifying the hadith into different categories mainly: Sahih, Hasan, Da'if, and Maudu according to the memory and reliability of the narrators. Term Frequency-Inverse Document Frequency (TF-IDF) technique is used to compute the relative frequency for each word in the text of hadith; then a feature selection technique is used to select the most relevant words in each class, after that the dataset of hadith is splitting using cross-validation method. In this method the dataset of hadith is divided randomly into several n blocks, each block of them is held out once to test the classifier and the classifier is trained on the remaining (n-1) to build the classifier [2] , [26] .
Muslims Scholars give great attention to study the Sanad of Hadith, because it explains to us if Hadith is Sahih or Da'if, so they set some of methods and methodologies like Takhreej al-hadith and the study of al-Asaneed. Takhreej al-hadith is a science interested in studying the Hadiths, and hadith extraction and its authentication based on the study of the case of hadith' narrators. One of the most famous books that investigate in hadith is Sahih Al-Bukhari, Sahih Muslim, Sunan Abu Daoud, Sunan Al Tirmidhi, Sunan Ibn Majah, and Sunan Al Nasai, that represent Sahih and Hasan hadiths; In addition to the science of the wound and modification, which is one of the sciences of the Sunnah Prophet, that identifies the rank of narrators, according to specific terms and concepts. In this study, these criteria have been taken into consideration in addition to some characteristics and conditions that characterize and determine the hadith classification according to the memory and reliability of the narrators. This classification was based on three methodologies.
These methodologies help us to get better accuracy in the classification of hadith. The first methodology is based on the classification of the Hadith based on Takhreej al-hadith ways and the study of narrators, using the algorithm of the decision tree. The second methodology, the hadith has been classified automatically into different categories using supervised learning algorithms, according to what was attributed to the Prophet Muhammad (Saying, Doing, Describing, or Reporting). The third methodology is based on the classification of Hadith for the text and the Sanad together. The Sanad of hadith is converted to feature terms which are composed of narrators' names using N-grams method to configure a sequence of narrators and it's distinguished in patterns. This distinction of narrators' names is important to identify and evaluate the narrators. After these statistical methods were used to find correlations between the classification of Hadith according to the reliability and memory of the reporters and classification of Hadith according to what was attributed to the Prophet, such as the correlation of the Sahih hadith or Da'if with Saying, Doing, Describing and Reporting. The remainder of this paper is organized as follows: Section 2 shows the related works.
The methodology of this study is presented in Section 3. Section 4 shows the proposed system for this study. Section 5 shows the Classification of Hadith according to the Reliability and Memory of the Reporters. Relationship between these classifications is illustrated in Section 6. The Experimental results and Evaluation are shown in Section 7. Finally, the conclusion is presented in section 8.
III. RELATED WORKS
Many type of researches have been studied to solve the problem of Arabic text classification, while few of researches have been applied to knowledge discovery in the hadith, and its classification, which can be used as a source in knowledge discovery; it contains unique linguistic features other than other Arabic texts. In this section, we present some of the previous studies and its results in prophetic hadith classification as shown in Table 1 , like the following.
Mohammed et al. [3] evaluated the automatic classification of Islam prophet sayings based on several possible categories. Their study aims to classify the hadith into one of five categories (books) mainly: Fasting, Zakat, four algorithms are used in this study mainly: Naïve Bayes, Bagging, LogiBoost, and SVM, This study is based on Sahih Bukhari book.
Jbara [4] study is conducted to classify the hadith to one of the predefined classes (books). In this study, a collection of Hadiths containing about 1300 Hadiths from Thirteen Books of Sahih Bukhari are selected and each Hadith is assigned to one chapter (Kitab). The results show that Stem Expansion Classification (SEC) performed better in classifying hadiths against existing classifications methods according to the most reliable measurements mainly: recall, precision, and F-Measure) in text classification field.
Bilal and Mohsen [5] they introduced a Cloud-based Distributed Expert System to classify Prophet Mohammed (PBUH) sayings that use Hadith science to classify them among 24 types from seven broad categories. The capabilities of this system are not limited to classification, but it can identify fabricated and authentic sayings. This study presents the relationship and mapping of the expert system technology onto Hadith sciences, and technicalities involved in designing of the Muhadith expert system. Najeeb [6] proposed a new classification approach that distinguishes between authenticated (Sahih) and weak (Da'if) Hadiths, for judgment of Hadith and differentiate between the accepted and rejected Hadith. He explained in his study; that there is a big opportunity to build an automatic information system to classify Hadith to Sahih or Da'if using Associative Classification technique known as Association rule mining (ARM), which aims to discover the relationship between the features in order to define a set of classification rules. In this study, no explicit accuracy rate has been reported.
Aldhlan et al. [7] study the Hadith Classifier that built using the Decision Tree algorithm. A novel mechanism called missing data detector (MDD) was employed to handle these missing data. This mechanism simulated the Isnad verification methods in Hadith science. The results of the research were compared with the sourcebooks, concurrently with the point of view of the experts in Hadith science. The attributes of the instances originally were obtained from the source books. Whilst some attributes were indicated as null values or missing values. The findings of the research showed that the performance of the decision tree had a significant effect on missing data detector.
Saloot et al. [8] presents all previous studies on Hadith classification, and data mining techniques, whether the hadith was classified according to Sahih (authentic) and Da'if (unauthentic) or according to its content (topic), indicating the methods used, the data set, the categories and the results of each study.
IV. STUDY METHODOLOGY
This study is adopted on three methodologies to classify the Hadith according to the reliability and memory of the reporters (narrators) as shown in Figure 2 . The first methodology classification the Hadith based on Takhreej al-hadith ways and the case study of narrators, using the algorithm of the decision tree. The decision tree was chosen for its easy building in addition to its ability to identify the most important features in the dataset and the effective features which the class of hadith is depend [9] . In the second methodology, the hadith has been classified into different categories using supervised learning algorithms, according to what was attributed to the Prophet (Saying, Doing, Describing, or Reporting), all these categories fall under authenticated hadiths, and they are more generalized than classification of hadith according to the reliability and memory of the reporters (narrators). This methodology consists of three main stages: firstly, pre-processing stage, secondly, text modeling stage, and finally text classification. The pre-processing stage includes: tokenization, stop word removal, normalization, and stemming. The text modeling stage includes: Text representation known as vector space model, to calculate the term weighting for each word and feature selection to choose the most relevant words that distinguish between classes in the dataset. The text classification stage includes a model (classifier) building and model (classifier) evaluation and testing using unseen examples of hadith.
In the third methodology, the Hadith is classified based on the text and the Sanad together, Noting that, combination the Sanad of Hadith (hadith' narrators) and the text gives higher accuracy in the classification. In actually this matches what hadith scholars said that judge the degree of the hadith depends on the Sanad and text. This methodology consists of the same previous stages as in the second methodology, in additional the N-grams technique was used to configure a sequence of narrators and it is distinguished in patterns. This distinction of narrators' names is important to identify and evaluate the narrators; each pattern of them indicates a specific class of hadith classes and trains the learning algorithms. After these statistical methods were used to find correlations between the classification of Hadith according to the reliability and memory of the reporters and classification of Hadith according to what was attributed to the Prophet, such as the correlation of the Sahih hadith or Da'if with Saying, Doing, Describing and Reporting. Table 1 shows a sample of prophetic hadith.
V. PROPOSED SYSTEM
The proposed system consists of four stages; the first one is the data pre-processing, followed by the learning algorithms stage, the input of this stage is a set of pre-classified hadith that related to the classification of hadith according to what was attributed to the Prophet, the output is the classifier model. The third stage is the classifier evaluation, and finally classifier testing, using unseen examples of hadith that related to classification of hadith according to the Reliability and Memory of the Reporters, from the outputs of this classifier, we can find out a relationship between these classifications as shown in Figure 3 , which shows the Outline of Hadith Classification Process.
VI. CLASSIFICATION OF HADITH ACCORDING TO THE RELIABILITY AND MEMORY OF THE REPORTERS
The classification of the Hadith into Sahih, Hasan, Da'if, and Maudu, according to the Reliability and Memory of the hadith' narrators is not necessarily easy, but requires deep knowledge in the hadith sciences, because this classification does not depend only on the text of the hadith as like other Arabic texts, but also on the Sanad [10] , [11] Therefore, in this study, we adopted three methodologies to classify the Hadith, as the previous that mentioned before in section 3.
A. THE SANAD BASED ON TAKHREEJ AL-HADITH
The classification of the Hadith depends mainly on the Sanad; it is the main part in hadith and it interested in studying the status of narrators. In this method, the Hadith was classified based on the Sanad, according to a set of conditions and criteria which through the validity of the Hadith is judged, and based on the definition of each class like Sahih, Da'if [12] , [13] One of the most important of these conditions and criteria is the study of the case of narrators such as justice, honesty, trust, the degree of conservation, adjusts of the narrator, etc.
These conditions and criteria were formulated to a set of features to train the learning algorithm for recognizing the class of hadith; each feature of them has a set of possible values which represent the dataset of hadith as shown in Table 2 . Also every hadith -excepting the hadiths of al-Bukhari and Muslim is not judged until after a study of its Isnad and its Matn according to the rules that have put by hadith scholars [14] , [15] , these conditions have been represented as shown in Table 2 , as the following: the Sanad connection (SC), the justice of the narrators (JN), adjust the narrators (AN), safety of anomalies, and safety of the bug (SBA), addition to narrator of hadith (N), it is the first narrator for hadith, and the Reference (director) of hadith (R), the most famous directors of the Hadith are Imam al-Bukhari, Imam Muslim, Abu-Dawood, Ibn-Majah, Al-Tirmidhi [16] . The information gain technique is used to determine the feature that has the highest gain and the most important feature that are relevant to target data and ignore the data that is irrelevant to the target data. The highest features are ranking as the follows: AN, N, JN, SC, SBA, and R as shown in Table 3 .
The decision tree has been generated as shown in Figure 4 using ID3 (Iterative Dichotomiser) [28] based on information gain technique (IG) to find the best split the tree and to identify the effective feature that helps taking the decision to judge the validity of the hadith according to equation1, equa-tion2, and equation3. IG is used to measure the dependence between features and labels and calculates the gain between the (i-th) feature f i and the class labels. After calculating both of the expected information needed to classify the hadith in dataset D is given by equation 1, and the expected information required for each feature according to equation 2.
The gain of each feature is calculated according to equation 3. The decision tree has been evaluated and matched with these rules by accuracy is 92.59%. The decision tree has been chosen because it is very suitable for the classification process that able to identify the most important features in the training dataset and it can deal with missing values; in addition to its easy construction that provides a rapid and effective method of classifying the hadith. Finally, the tree is tested by matching it with the conditions and rules of hadith Degrees.
where Info(D) also known as the entropy of D, it is the average amount of information needed to determine the class of hadith in D (Dataset), P i is the probability that an arbitrary hadith in D belongs to a class of hadith, and i the total number of categories [2] , [17] .
|Dj| |D|
x Info (Dj)
Info f (D) is the expected information required for each feature to classify a hadith from D based on the partitioning by |Dj| |D| that acts as the weight of the jth partition.
Note that, the construction of the tree is consistent with the classifications of hadith. text has been processed to convert it to a form that is suitable for classification tasks.
Hadith Classification Framework consists of four main stages: the hadith collection stage, text pre-processing stage, the text modeling stage, and text classification. The preprocessing stage includes remove the Sanad of hadith, tokenization, stop word removal, normalization, and stemming. The text modeling stage includes vector space model construction or term weighting, features selection, and the hadith classification stage covers classification model building, classification model evaluation, and classification model testing. Table 5 , where Class A refers to the number of hadiths that are related to the classification of hadith according to what was attributed to the Prophet, and Class B refers to the number of hadiths that are related to the classification of hadith according to the reliability and memory of the reporters. After collected these Hadiths we come to pre-processing technique.
2) HADITH TEXT PRE-PROCESSING
Pre-processing is one of the main steps in a text classification process, aims to converts the text to a form that is suitable for the classification process. These preprocessing include linguistic tools such as normalization, tokenization, stop word removal and stemming [19] , [20] , to reduce the ambiguity of words and increase the accuracy and effectiveness of the classification. Previous experimental results revealed that pre-processing techniques have a significant impact on the Arabic texts classification accuracy [18] , [19] .
a: REMOVE THE SANAD
The Sanad (chain of narrators) of hadith is removed from the hadith such as ' ', because this classification does not depend on it, and it has no effect on the accuracy of the classification. Unlike the classification of Hadith according to the Reliability and Memory of the Reporters, it represents the main part of this classification. Also, the special characters, diacritics and punctuation marks are removed because they are not useful in the classification process.
b: NORMALIZATION
The word normalization aims to normalize certain letters that have different forms in the same word to one form, such as Replace ( ) with ( ), ( ) with ( ), and ( ) with ( ) [19] .
c: TOKENIZATION
Tokenization aims to divide the text into tokens. Words are often separated from each other by blanks such as white space, semicolons, and commas.
d: STOP WORD REMOVAL
Stop word removal aims to eliminate of insignificant words, such as so which appear in the sentences frequently and do not have any meaning or impact about the content, such as, in, on, to, etc. [19] .
3) STEMMING
The stemming technique aims to remove all affixes such as prefixes, infixes, and suffixes from the word, to reduce the appearance of different forms for the word that reflects the same meaning, such as learns, learning, learned, and learn us, all these words share the same abstract meaning. Stemming makes the processes less dependent on particular forms of words and reduces the potential size of features, which, in turn, improve the accuracy of the classifier in the text classification [20] , [21] . 
C. TEXT MODELING
This stage includes two techniques, the first technique is the vector space model known as Term Weighting and the second technique for features selection.
1) VECTOR SPACE MODEL
Vector space model (VSM) known as term weighting that is an algebraic model for representing text documents as a vector or for converting full text into vectors such as index terms, which frequently used in information retrieval, indexing and text classification [22] , [23] Each dimension matches to a separate word, where if a word occurs in the text, then its weighting value in the vector is non-zero.
Assume we have a collection of documents D containing N documents, such as D = {d 0 , d 1 . . . dn −1 }, each document of them d i that contains a collection of terms t will be represented as vectors in VSM as follows: d ij = (t 1j , t 2j , . . . . . . , t ij ), j = 1, 2,. . . . . . , m, where m refers to the number of distinct words in the document di.
There are different methods used to calculate the weight for each word in the text such as • Boolean algebra indicates the absence (0) or the presence (1) of a word in the dictionary of words that contained from the dataset [24] It is a method of representing a word using only two values (1 or 0) in matrix form as shown in Table 6 .
• Term Frequency (TF), is a number of times that the term appears in a document, to see if you're using this term too much or few in the document, it is calculated according to the following equation [21] .
n i,j : is the number of occurrences of the word (w i ) in the text of hadith (t j ). n k,j : is the sum of the number of all words (w k ) in the text of hadith (t j ). TF i,j = 1 if w occurs in t and 0 otherwise.
• Inverse Document Frequency (IDF), is a measure of how much information the term provides, to see if you're using this term too much or few in all documents (common or rare across all documents). It equal to the logarithm of quotient divided the total number of documents by the number of documents containing the term.
where, N is the total number of texts in the dataset of hadith N= |D|. |{tεD : wεt}| ; n is the number of texts where the w appears or contains it, TF i,j = 0, if the term is not found in the dataset, this will lead to a divisionby-zero. It, therefore, adjusts the denominator to become | {tεD : wεt} | + 1.
• Term Frequency-Inverse Document Frequency (TF-IDF), it is the product of two statistics TF and IDF; that is used to determine the frequency of each word in a hadith text according to equation 3 after computing the TF and IDF according to equation 4 and equation 5 respectively [8] But the most common method is TF-IDF, is a method statistic aims to reflect how important a word is to text in a dataset, which helps us to determine the important words in a documents collection for classification purposes [25] The value of TD-IDF increases proportionally to the number of times for word appear in the text and it is offset by the number of texts in the corpus that contain the word. 
2) FEATURE SELECTION
After Pre-processing, and text representation using the vector space model to convert the text of hadith to features, the features selection technique is used. The feature selection (FS) is an effective method to solve high dimensional data problem, by removing undesirable and redundant data to improve the classification accuracy which helps us to select the important features that are relevant to target data, and ignore the data that is irrelevant to the target data [31] , in additional to; enable the learning algorithm to train faster [23] Several different methods are used to select the best features such as Information Gain, Latent semantic analysis, Gain Ratio, Symmetrical uncertainty, probability ratio, odds ratio, Fisher score, Chi-Square, Gini Index, Principal Component Analysis, etc. Taking into account the following constraints in the selection of feature 'Vectorizer = TfidfVectorizer (min_df = 10, max_df = 0.75, ngram_range = (1, 3))', means that ignore terms that appear in less than 10 of the hadith texts, ignore terms that appear in more than 75% of the hadith texts and the lower and upper confines of the range of n-values for different n-grams to be extracted. All the values of parameter n such that 1<= n <= 3 will be used.
Information Gain, Chi-Square and Gain Ratio techniques are used as feature selection to identify the words that have highest ranking in hadith dataset, they statistic measures to determine the important words in the dataset as shown in Table 8 that contains some words that have highest ranking for each technique. The gain ratio is defined from equation 9, after computing the gain of each attribute A according to equation 8, the attribute with the maximum gain ratio is selected as the splitting attribute. Also, Chi-Square is defined from equation 7, and finally, Information Gain is defined according to equation 1.
X 2 C Is the square of the difference between the observed (O) and expected (E) values and divide it by the expected value into one or more classes (C).
The gain ratio is a modification of the information gain that reduces its bias on high-branch attributes that computed according to equation 8. The attribute with the highest gain ratio is selected as the best attribute for splitting according to equation 9.
Text classification is a process of assigning a text document to one or more predefined classes based on their content, it is a technique of predictive data mining techniques [2] , based on supervised learning algorithms, and includes three steps mainly: Building, Evaluating and classifier Testing [29] .
1) CLASSIFIER BUILDING
Building the classifier aims to train the algorithm (classifier) to recognize patterns, main features for each category and makes predictions from the training dataset, to predict the category of hadith. The dataset of hadith is 6857 sample, divided into 10 folds, each fold of them (685) is held out once to test the classifier, and the classifier is trained on the remaining (6170) to build the classifier. Different algorithms have been used in this study, to build a model that can classify the category of hadith.
2) CLASSIFIER EVALUATION
Classifier accuracy is evaluated using many measures mainly, Recall, Precision, and F1-score, after compute the true positives rate (TP), true negatives rate (TN), false negative rate (FN) and false positive rate (FP) [32] TP refers to the number of hadiths which are correctly assigned to a given category. TN refers to the number of hadiths which are not correctly assigned to a given category. FP refers to the number of hadiths which are falsely assigned to the category, and FN refers to the number of hadiths which are not falsely assigned to the category [17] , [27] . TP and TN are correctly classifications; FP and FN are incorrectly predicted class as shown in Figure 5 . TP rate is TP divided by the total number of positives (TP + FN) = TP TP + FN (10) FP rate is FP divided by the total number of negatives
We can compute the precision, recall, and F1-score from equations 12, 13, and 14 respectively. Overall accuracy is computed by the number of correct classifications divided by a total number of classifications according to equation 15.
To know how to evaluate the performance of a classifier and determine the number of properly classified and incorrectly classified Hadiths necessity understand the confusion matrix that will be discussed in section 7. 3) CLASSIFIER TESTING After we train the classifier and its evaluating, we used the trained classifier to predict examples of hadith that are unseen data (unlabeled), to test, and measure the accuracy of the classifier in the hadiths classification that is untrained on them.
E. THE SANAD AND TEXT-BASED ON RELIABILITY AND MEMORY OF THE REPORTERS
In this methodology, the hadith has been classified based on the Sanad (chain of narrators) and the text together according to the reliability and memory of the Reporters as shown in Table 9 . Text of hadith has been Pre-processing by using some methods that are used in the second methodology, but the Sanad was not removed as in the second methodology. Sanad of hadith is taken as the main feature to distinguish between hadith classes, to contain it the narrators' names; therefore distinction of narrators' names is important as identifying and evaluating the narrators which are a very important part in Hadith classification according to Reliability and Memory of the Reporters. The N-grams technique is used to extract the features from the chain of narrators, to appear as a pattern to learn the classifier. The Sanad of hadith is converted to feature terms which are composed of narrators' names using N-grams method. There are three techniques of N-grams on word-level mainly: Unigram, bi-gram, and tri-gram. Tri-gram is applied, which are commonly used in text classification, and it is effective as a language-independent method because it not depends on the meaning of the language. In tri-gram, every three words in the Sanad is used as a feature, as shown in Table 10 , where each feature term, it corresponds to three names of narrators in a specific sequence. Then each feature is weighted using TD-IDF method to know the feature profile for each category in the training stage.
In the test stage, to classify unseen examples of hadith will be pre-processed and represented by using the same pre-processing and representation methods that are used in training stage to convert the text of hadith and the Sanad to a set of features, then applying feature selection methods to use these features that have been selected in matching classification with the features of training.
VII. RELATIONSHIP BETWEEN CLASSIFICATIONS
In this study, we try to discover a relationship between the classifications of hadith according to what was attributed to the Prophet and according to the Reliability and Memory of the Reporters using two approaches. The first is through the outputs of the classification model. The second is through recognizing speech parts and identifying it as a verb, adverb, noun, adjective, etc., using Part of Speech (POS) Tagging technique, based on some statistical methods. 
A. THE OUTPUT OF THE CLASSIFICATION MODEL
After building these classifiers using supervised learning algorithms according to what was attributed to the Prophet, the best algorithm of them has applied to test 400 sample of hadith (unseen sample) divided to 100 sample per category from dataset of hadith that belong to the classification of hadith according to the reliability and memory of the reporters, to find the degree of interdependence and overlap of these classifications. Then the output of this classifier (algorithm) is tested using the PivotTable function that is one of Excel's most powerful features and allows you to extract the significance from a large data set as shown in Table 11 and Figure 6 .
From Table 11 , we noting that a large number of hadiths according to the reliability and memory of the reporters found in Saying class, followed by Reporting, then Doing, and finally the Describing class. Then the large number of hadiths that belong to saying class found in Hasan, followed by Sahih, then Da'if, and finally, the Maudu class as shown in Figure 6 .
B. PART OF SPEECH (POS-TAGGING)
POS Tagging is applied to the text of hadith to obtain a relation between the class of hadith and its parts (verb, preposition, adjective, etc.), or a relationship between hadith classifications. POS is a technique of assigning a part-ofspeech to each word in a sentence; it is useful in information retrieval, text classification, and pre-processing step of parsing. Table 12 shows the Term frequency (TF) for each tagging in the class of hadith using part of speech tagging. From this table we notice that 98% of hadiths that started with adjective (JJ) are related to class describing, 71% of hadiths that started with preposition (IN) are related to class saying, 66% of hadiths that started with cardinal number (CD) are related to class reporting, and finally 63 % of hadiths that started with verb (VB) whether in the past or present tense are related to class doing. Table 13 shows the relationship between the category of hadith and its main parts such as the verb in base form (VB) or its derivatives (VBD, VBG, VBN, VBP, VBZ), noun (NN), adjective (JJ), and an adverb (RB), using POS-tagging technique, to obtain the parts frequency of hadith, for example number of hadiths that are begins with specific part in the text of hadith, by compute the number of hadiths that begins with this part divided by the sum number of hadiths for each category(Reporting (R), Doing (D), Saying (S), and Describing (De)).
Also, in this study, A random sample of 1600 hadith was selected which divided into four equal subgroups of class A as 25% of each group. The results are summarized in Table 14 shown that 1070 hadith of the sample are classifying as 'Saying' which represent 67%. The next is ''Reporting'' 236 hadith by 14.7%, followed by 'Describing' and 'Doing' as 168(10.5%) and 125(7.8%), respectively. These results conclude that the highest percentage of the 'Sahih' hadith 318(30%) is classifying as ''Saying'', follow by ''Reporting'' which represent 39(16%). Finally, the most untrusted hadith as 'Da'if' and 'Maudu' are classifying as 'Reporting' and 'Describing', respectively.
The chi-Square method is used to test whether an association exists between two categorical variables by comparing the observed values of responses to the values that would be expected, based on the following equation: From results shown in Table 15 , we found that χ 2 = 163.879 and p < 0.001; which is a very small probability of the observed data under the null hypothesis of no relationship. So, the null hypothesis is rejected. This concludes that the type of hadith definite by Class B seems to be significantly related to class A at the level of significant α = 5%. This conclusion agrees with the results found in Table 13 , (as ex: the most of Sahih hadith is classified as Saying, class).
VIII. EXPERIMENTAL RESULTS AND EVALUATION
The Experimental Results and our applications have developed using Python Programming; the results of Hadith classification are evaluated and tested by Python. Different classifier algorithms are used in this study but we reported the best three classifiers of them, which have the highest accuracy whether in the classification of hadith according to what was attributed to the Prophet, according to the Ways of Takhreej the Hadith and the study of Asaneed, or according to the reliability and memory of the reporter based on text of hadith and it's Sanad.
A. EXPERIMENTAL RESULT FOR CLASSIFICATION OF HADITH ACCORDING TO WHAT WAS ATTRIBUTED TO THE PROPHET
In this classification the training data of hadith is divided randomly into ten folds, each fold is held out once, and the classifier is trained on the remaining nine folds (F), to train the classifier on all dataset, the accuracy of each classifier per fold as shown in Table 16 , and Figure 7 .
In this study, different algorithms have applied, three of them (LinearSVC, Logistic regression, and SGDClassifier) are selected as the best algorithms gave high accuracy, as shown in Figure 8 . Each algorithm is tested using crossvalidation method, that the best method to evaluate the algorithm as the previous that mentioned before in section 1 [28] , [32] We note from the experiments results that the accuracy of the classification of hadith according to what was attributed to the Prophet is better than the results of classification of the hadith according to the reliability and memory of the reporters, because the first classification only depends on the text of hadith that contains some features and keywords that distinguishing each class, therefore; there is a relationship between the content of hadith text and its class. Table 17 and Figure 9 show the F1-measure (F1), and Recall (R) and Precision (P) for the individual category. These categories are Describing, Doing, Reporting, and Saying, according to what was attributed to the Prophet using crossvalidation method. We note from the values of F1, R and P there no bias between these values. These values are close to each other for each class, which indicate the efficiency of the classifier for each individual category and the model is more generalization and avoiding to overfitting and underfitting problem.
B. EXPERIMENTAL RESULTS ACCORDING TO THE METHODS OF TAKHREEJ THE HADITH AND THE STUDY OF ASANEED
A Decision tree algorithm is applied to predict the class of hadith according to the Methods of Takhreej the Hadith and the study of Asaneed. It is one of the predictive modeling approaches used in statistics, data mining and machine learning, to go from an observation about items represented in branches to conclusions represented in the leaves, this algorithm was tested by cross-validation method.
The performance of this algorithm has been measured using many measures: mainly: Precision, Recall, and Fmeasure according to equation 12, equation 13 and equation 14 respectively, as shown in figure11, based on the confusion matrix. To understand the performance of this algorithm it is necessary to understand the confusion matrix as shown in Figure 10 . Figure 10 shows the confusion matrix for a different class classification. TP_a, TP_b, and TP_c are correct classifications, but the rest of matrix is incorrectly predicted class, where the TP_a, TP_b, and TP_c represented the number of samples that are correctly classified from class A, B, and C respectively. F_ab, F_ac represented the samples from class A that were incorrectly classified as class B and class C, the F_ba, F_bc represented the samples from class B that were incorrectly classified as class A and class C, the F_ca, F_cb represented the samples from class C that were incorrectly classified as class A and class B, as will show at experimental results according to the Ways of Takhreej the Hadith and the study of Asaneed.
A confusion matrix is a matrix form that is used to evaluate the performance of a classifier (algorithm) on a set of training and testing data, and to determine the number of hadiths that are correctly specified to the given class or the number of hadith which are incorrectly defined to the class. From this matrix, we can know the no of hadith that belong to TP, TN, FP or FN for each class. Each row of the matrix represents the number of instances in a predicted class while each column represents the number of instances in an actual class. 
C. EXPERIMENTAL RESULTS ACCORDING TO THE RELIABILITY AND MEMORY OF THE REPORTER BASED ON THE TEXT OF HADITH AND ITS SANAD
In this classification the training data of hadith is divided randomly into ten folds, each fold of them is held out once to test the classifier and the classifier is trained on the remaining nine folds and so on in each one of the ten, to train the classifier on all dataset. Figure 12 shows the overall accuracy for the best three classifiers, each classifier of them was tested using cross-validation method as the previous that mentioned before in section 7.1. We note from the results of the experiment that the accuracy of the hadith classification according to the Reliability and Memory of the Reporters has been increased when we added the Sanad to the text of hadith as shown in Table 18 because this classification depends mainly on the Sanad. Therefore, there is no explicit relationship between content of hadith text and its class. Table 19 and Figure 13 show the F1-measure (F1), and Recall (R) and Precision (P) for the individual category. These categories are Sahih, Hasan, Da'if, and Maudu, according to the reliability and memory of the reporters using crossvalidation method.
IX. CONCLUSIONS
The Hadith is the second source of Islam after the Qur'an and the fundamental resource of legislation in the Islamic community. Therefore; in this study, three methodologies are applied to classify the hadith automatically into different categories according to the Reliability and Memory of the Reporters and based on the Sanad of hadith using machine learning techniques. The Experimental results revealed that adding the Sanad of hadith to the text in the classification process have a significant impact on the increase the classification accuracy because this classification depends on the Sanad of hadith, which identifying and evaluating the hadith degree. We note from the experiments results that the accuracy of the classification of hadith according to what was attributed to the Prophet is better than the results of classification of the hadith according to the Reliability and Memory of the Reporters, because the first is depends on the content of the text, based on it contains some features and keywords that distinguishing each class, so there is relation between the content of the hadith text and its class, this relation makes the classifier is able to recognize and distinguish between the classes of hadith. Based on Experimental results, obviously there is a close relationship between the classification of hadith according to the reliability and memory of the reporter and according to what was attributed to the Prophet. Finally, the experimental results showed that the best three classi-fiers gave high accuracy whether in classifying the hadith according to the Reliability and Memory of the Reporters or according to what was attributed to the Prophet are Lin-earSVC; it achieved accuracy reached up to 93.69%, 77.88, followed by SGDClassifier, reached up to 93.51%, 76.95, and finally, Logistic regression reached up to 92.27%, 77.29. These classifiers gave high accuracy compared to other classifiers, because they are able to identify the essential features relevant to target data in the training stage, and they can deal with missing values.
