Abstract. We investigate the distribution of eigenvalues of completely nuclear maps on an operator space. We prove that eigenvalues of completely nuclear maps are square-summable in general and summable if the underlying operator space is Hilbertian and homogeneous. Conversely, if eigenvalues are summable for all completely nuclear maps, then every finite dimensional subspace of the underlying operator space is uniformly completely complemented. As an application we consider an estimate of completely bounded projection constants of n-dimensional operator spaces.
Introduction
Eigenvalues of compact operators on a Banach space is a quite interesting topic. Let X be a Banach space and T be a linear map on X. When X is finite dimensional, eigenvalues of T depend only on the linear structure of X as a vector space. Thus we can guess that investigation of the eigenvalues of such T provide only restricted information on the geometry of the underlying space X. However, it is interesting that such restricted information is sometimes sufficient to figure out the geometry of the underlying space. Suppose T is nuclear, then it is compact, so that we can consider (λ k (T )) k∈N , the sequence of all nonzero eigenvalues of T ordered in the following way: they are non-increasing in absolute value and repeated as often as its multiplicity. If there are less than n(∈ N) non-zero eigenvales, then we set λ n (T ) = λ n+1 (T ) = · · · = 0. In [7] , the authors showed that X is isomorphic to a Hilbert space if and only if (λ k (T )) k∈N is summable for any nuclear map T on X. For general X, it is well known that (λ k (T )) k∈N is square-summable for nuclear operators T on X ( [4] ).
The above is the starting point of this paper. Our aim in this paper is to establish analogous results as above in the operator space setting. Let E be an operator space and T be a linear map on E. Then, it is natural to consider completely nuclear maps instead of nuclear maps. If T is completely nuclear, then it is also compact (12.2.1 of [3] ), so that we can consider (λ k (T )) k∈N as above. In section 2, we will show that (λ k (T )) k∈N for any completely nuclear map T on E is square-summable in general and summable if E is Hilbertian and homogeneous. 1 We say that an operator space E is C-Hilbertian (C ≥ 1) if E is C-isomorphic to a Hilbert space as a Banach space and E is C-homogeneous if every bounded linear map u : E → E is completely bounded with u cb ≤ C u . We say that E is Hilbertian (resp. homogeneous) if E is C-Hilbertian (resp. C-homogeneous) for some C ≥ 1. (section 9.2 of [14] ) At the end of this section a partial converse will be given by observing relative completely bounded (shortly, c.b.) projection constants of finite dimensional subspaces. In section 3, we apply the above result to an estimate of c.b. projection constants.
Throughout this paper, we assume that the reader is familiar with the concept of nuclear maps, p-summing maps, operator spaces, completely nuclear maps and completely p-summing maps. For nuclear maps and p-summing maps, see [1, 18] , and for operator spaces, see [3, 16] . For completely nuclear maps and completely p-summing maps, see [3, 5, 15] .
From now on, N (E) and N o (E) refer to the set of all nuclear maps and all completely nuclear maps on an operator space E, and ν(T ), ν o (T ), π o 1 (T ) and π o 2 (T ) refer to the nuclear norm, completely nuclear norm, completely 1-summing norm and completely 2-summing norm of a linear map T on E, respectively. As usual, B(E) and CB(E) denote the set of all bounded linear maps and all completely bounded linear maps on E, respectively. For an index set I, OH(I) denote the operator Hilbert space on ℓ 2 (I) which is introduced in [16] . When I = {1, · · · , n} for n ∈ N, we simply write OH n .
2. Eigenvalue distribution of completely nuclear maps and operator space geometry First, we need to observe the relationship between nuclear maps and completely nuclear maps. Lemma 2.1. Let E be an operator space and T ∈ CB(E). Then we have
Moreover, when E is C-homogeneous for some C ≥ 1, we have the following converse inequality.
Proof. Consider the following commutative diagram:
of operator spaces, respectively. Here, Ψ and Φ are canonical embeddings and i and j are formal identities. Note that
is a contraction. Since i * is 1-1, i is onto. Thus, for T ∈ E * ⊗ E, we have
for all S ∈ kerΦ and allS ∈ E * ⊗ γ E satisfying iS = S. By observing that Ψ = jΦi and ikerΨ = kerΦ we have by (12.1.1) and (12.2.2) of [3] that
Then a usual density argument shows this inequality holds for all T ∈ N (E).
When E is C-homogeneous we use the fact that
is norm ≤ C. Then, by a similar argument, we get
Now we estimate the distribution of eigenvalues of completely nuclear maps. The proof uses the Banach space results. Proposition 2.2. Let E be an operator space and T ∈ CB(E).
(1) Let T is completely 2-summing. Then T 2 is compact, and we have
In particular, if T is completely nuclear, we have
(2) When E is C 1 -Hilbertian and C 2 -homogeneous for some C 1 , C 2 ≥ 1, we have
The estimation in (1) is optimal in the sense that we cannot replace the left side of (2.1) into
Proof.
(1) By applying Proposition 6.1 of [15] twice we have the following commutative diagram:
where A ′ and B ′ are completely bounded and ϕ is Hilbert-Schmidt for some index sets I and J. Then ϕ is compact, so is T 2 . Thus, we can consider (λ k (T )) k∈N . By Proposition 6.1 of [15] again, there are maps A : E → OH(I) and B :
Then by the principle of related operators (3.3.3 of [13] )
where · HS is the Hilbert-Schmidt norm. The second line is due to Weyl's inequality (1.b.5 of [8] ) and Proposition 6.3 of [15] . The optimality comes from the Banach space case (2.b.14 of [8] ) and (1) of Lemma 2.1.
(2) By the Banach space result (2.b.13 of [8] ) and (2) of Lemma 2.1 we get
Remark 2.3. Note that for any finite dimensional operator space E we have by trace duality that
Thus we have
Conversely, if (2.2) in Proposition 2.2 is satisfied by an operator space E, then we can estimate c.b. relative projection constants, λ cb (F, E), of finite dimensional subspaces F of E, which is defined by λ cb (F, E) := inf{ P cb : P ∈ CB(E), P | F = I F }.
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Theorem 2.4. Let E be an operator space. Suppose that there is C > 0 such that
Proof. Let j : F ֒→ E be the inclusion. Since F is finite dimensional, we have 
where u e,cb := inf{ ũ cb :ũ ∈ CB(E, F ),ũ| F = u}. This implies · e,cb and ν o (j·) are norms on B(F ) which are in trace duality. Thus, we have
By Proposition 12.2.3 of [3] we have the following commutative diagram:
with A cb B cb ≤ ν o (jS) and a HS , b HS ≤ 1, where M ab is the two-sided multiplication operator by a and b. Since B(ℓ 2 ) is injective in the sense of operator space, we can extend A toÃ : E → B(ℓ 2 ) with Ã cb = A cb . Now letS = BM abÃ ∈ CB(E), then sinceS is an extension of S, eigenvalues of S are also eigenvalues ofS. Thus, we have
Combining the above theorem and the result of T. Oikhberg (Theorem 1 of [12] ) we get the following corollary as a partial converse of (2) of Proposition 2.2. Corollary 2.5. Let E be an operator space. Suppose that we have
(1) If E is infinite dimensional, then E is 1-Hilbertian and 1-homogeneous.
(2) If E is finite dimensional, then E is 1-Hilbertian and 2-homogeneous.
An application to completely bounded projection constants
Let E be an operator space. Then the c.b. projection constant of E is defined by λ cb (E) := sup{λ cb (E, G) : E ⊆ G}. Equivalently we have
where the infimum runs over all possible Hilbert space H. See [9, 10, 11] for Banach space results and [6, 17] for operator space results.
First, we estimate c.b. relative projection constants.
Proposition 3.1. Let F ⊆ E be operator spaces with dimE = m, dimF = n and n ≤ m ∈ N. Then we have
Proof. By (2.4) we have
Note that jS : F → E has a completely nuclear extensionS : E → E with ν o (S) = ν o (S). Indeed, we choose A, B, a and b as in (2.5) with A cb B cb ≤ ν o (jS) and a HS , b HS ≤ 1, and again we extend A toÃ :
,S is our desired extension of S. Thus, by (1) of Proposition 2.2 and Remark 2.3 we have
Then, by the calculation in 4.b.5. and 4.b.6. in [8] we get the desired estimate.
If we let m → ∞, then we get λ cb (E) ≤ √ n, which is well known. (See Corollary 7.7 of [14] ) However, we can do more accurate estimate of λ cb (E). Before that we need to prepare a lemma concerning composition of completely 2-summing maps, which is an analogue of composition of 2-summing maps in Banach space case.
Lemma 3.2. Let E, F and G be operator spaces, and suppose E and G are finite dimensional. Then, for any completely 2-summing operators u : F → G and v : E → F , uv is completely nuclear with
Proof. By applying Proposition 6.1 of [15] twice we have the following commutative diagram: Awe ij , ϕ * e ij :
Theorem 3.3. Let n ≥ 2. Then, there is no n-dimensional operator space E with λ cb (E) = √ n. In other words, λ cb (E) < √ n for all n-dimensional operator space E.
Proof. Assume that for some n ∈ N and n-dimensional operator space E we have λ cb (E) = √ n. 
.
For the definition of Γ ∞ (·) and γ ∞ (·), see section 4 of [6] . Since E is finite dimensional, we can find u ∈ CB(E) such that
and by multiplying suitable constant we can also assume that π o 2 (u) = √ n. Then we have by Lemma 3.2 that 
where E ∞ = i(E) for the complete isometry
. Since i is a complete isometry, i(B(H)) is injective in the operator space sense, so that we can extend iu toũ : S 1 (H)/U → i(B(H)) with ũ cb = iu cb . Now we split M = T 2 T 1 , where
and Actually w 1 is a rank n projection on i(B(H)) onto E ∞ . Indeed, we have
and since E ∞ is n-dimensional, w 1 maps onto E ∞ .
Finally, by the definition of completely nuclear maps we can consider the following factorization: 
