Abstract: The purpose of the paper is to adapt to the spherical case the basic theory and the computational method known from surface spline interpolation in Euclidean spaces. Spline functions are defined on the sphere. The solution process is made simple and efficient for numerical computation. In addition, the convergence of the solution obtained by spherical spline interpolation is developed using estimates for Legendre polynomials.
Introduction
Until recently, spherical harmonics constituted the class of functions used more frequently than others to approximate geophysical data or functions. The basic reason was because of their simple mathematical structure. There are, however, several disadvantages in applying spherical harmonics, one of which is their strongly oscillating properties.
In the last years, the method of spherical spline interpolation has been analysed in depth, both in theoretical and computational aspects (see [3, 6, 15] ). Spherical spline functions (s.s.f.) turn out to be natural generalizations to the sphere, of periodic splines on the circle [7, 14] and surface splines in Euclidean spaces [9, 10, 11 ]; s.s.f, are more adaptable approximating functions than the spherical harmonics; they are 'smooth' functions avoiding larger oscillations and severe undulations (cf. the numerical computations in [6, 13] ). Moreover, in analogy to the interpolation method due to Meinguet [9] the whole solution process can be made surprisingly simple and reasonably efficient for numerical applications.
I. Theoretical background
Throughout this paper we restrict ourselves to the geophysically relevant threedimensional case.
Let 12 denote the unit sphere in Euclidean space R 3. As usual, the spherical harmonics S, of order n are defined as the everywhere on 12 infinitely differentiable eigenfunctions, corresponding (2) (do:: surface element). The linear space of all spherical harmonics of order n is of dimension 2n + 1. In other words, there must be 2n + I linearly independent spherical harmonics S.. 1 ..... S..2.+~. We assume this system to be orthonormalized in the sense of the L2-inner product. Then, for ~, ~/~ $2, the addition theorem gives (cf. [12] 
where P, is the Legendre polynomial of degree n and the angle 0~, is given by ~,/--cos 0~. As is well known, the system of all orthonormal bases { S,j},=0. 
Thus, any F ~ JV'can be written uniquely as F=pF+ F, F~Jd.Jt ~, as defined by (6) with (., .),, is a Hilbert function space (it is indeed complete like o~to which it is isometrically isomorphic).
Since o~ is a Hilbert space (of continuous functions on S2), for each fixed ~ ~ I2, the evaluation linear functional 8~: P--,/~(~) on )L'is bounded (so that 8~ can be regarded as the Dirac measure at the point ~ ~ £2); hence, the following representation formula holds in the Hilbert space J":
where/(~ ~ )~'denotes the Riesz representer of 8~ and < -, • > is the duality bracket between dual topological vector spaces. Therefore, by definition of differentiation for distributions, we may write for all cp ~ 
According to (7), we have for each $ e 12 and P e )~', P(~) = fuo0...,,P(7)a0 .... /((~, 7) do0(7).
(12)
Theorem 2. The space oVg ", defined by (6) with norm (5) is a Hilbert function space with the reproducing kernel (11). 
Spline interpolation
The proof follows easily from the explicit definition (13) . Thus it is obvious that the spherical spline functions developed here may be considered as 'natural' generalizations of the trigonometric splines due to Schoenberg [14] .
Remark. The operator 0o...,,, in fact, produces splines of degree m m 2n+ l = E E co,js.,j( )
whereas the operator Og '÷1 (cf. [3, 15] ) gives splines of degree 0
For a more detailed discussion of splines corresponding to various differential operators the reader is referred to the considerations given by the author in [3] . 
of all &c"interpolants to the data, where by 'smoothest" we mean that the seminorm I" I,, is minimized in Yg. The solution therefore can be obtained simply by standard algorithms, based on the idea of Cholesky factorization. Moreover, as explained in [9] , the whole solution process can be described as a recursive algorithm, the data relative to the various interpolation points being exploited in the sequence. 
