Formulae are provided to express any two-loop scalar integral with arbitrary masses and arbitrary external momenta in terms of an integral of one fairly simple function or of its derivatives. Such integrals can be calculated numerically with high precision. Good agreement is found with known analytical expressions of specific two-loop diagrams. To prove the effectiveness of these techniques, the two-loop selfenergy of the Higgs boson to order (g
Introduction
Perturbation theory is practically the only known way to compare field theory to the experiments. Nonperturbative approaches, like lattice field theory, are still far from reaching the precision level of perturbation theory or of the LEP experiments. The need for techniques to reliably calculate higher order radiative corrections is therefore hard to overemphasize.
In the case of QCD, two-, three-and even four-loop calculations were performed [1, 2] , but the massive case is much more difficult, and an analytical solution of the general two-loop integral does not exist.
If the particles on the external lines are light, so that one can perform an expansion around zero in the external momenta, the Feynman integrals can be carried out analytically. Such closed formulae made it possible for instance to calculate certain two-loop electroweak corrections to the ρ parameter [3] , to the masses of the vector bosons [4] , and to the selfcouplings of the vector bosons [5] .
There are however physically interesting cases when such an expansion cannot be performed. One obvious example is the Higgs physics. Knowledge of higher order quantum corrections in the Higgs sector is interesting for several reasons. First, if the Higgs particle is heavy, they will be numerically important and will play a rôle in the Higgs searches at future colliders. Second, as the Higgs mass increases, the Higgs sector becomes strongly selfcoupled, and at some point the perturbative expansion will break down. Knowledge of the higher order corrections is the only way to find out up to which point the calculations by Feynman diagrams still can be trusted. Third, having heavy particles on the external legs is the only way to see the details of the symmetry breaking mechanism, which are otherwise hidden by the screening theorem [6, 7] .
Considerable effort was devoted lately to the calculation of massive twoloop Feynman diagrams. Analytical results exist for certain (mainly selfenergy) diagrams evaluated at special values of the masses and of the external momenta. Small and large momentum expansions were worked out, too [8, 9] , although the small momentum expansion is a rather trivial problem, since the propagators can be expanded in the external momenta, and closed expressions for the zero momentum case are available. For the two-loop selfenergy diagram with three propagators, an expression in terms of generalized hypergeometric functions has been found recently [10] .
These methods refer to special cases and were so far of little use to calculate physically relevant quantities.
Recently a numerical approach to the so-called selfenergy master diagram was proposed which reduces this diagram to a two-fold integral [11] . It is possible to extend this method to all selfenergy diagrams [12] . The generalization requires a special treatment of different topologies, and also numerical problems were reported in the imaginary part for certain values of the masses and momenta [12] .
One would ideally want to use one single method for any topology of two-loop diagrams. This would allow one to write computer programs to generate and compute automatically all Feynman diagrams needed for a certain Green's function. Furthermore, one would like to push the analytical integrations as far as possible to increase the accuracy of the final result. The Monte-Carlo techniques allow integrations over many variables, but their accuracy is usually limited.
This paper proposes a method to reduce any two-loop massive Feynman diagram to a standard form involving essentially one basic function and its derivatives, by use of the Feynman parameters. Further, this basic function is integrated analytically as far as possible. Its analyticity properties are discussed, leading to efficient methods to perform the integration over the remaining Feynman parameters numerically. Good agreement is found with known analytical results. As an exercise, we calculate in the last section the selfenergy of the Higgs boson to order (g 2 m 2 H m 2 W ) 2 , check the result by using the unitarity of the S matrix, and extract the leading corrections to the shape of the Higgs resonance.
Reduction formulae
In this section we provide formulae to reduce any two-loop scalar diagram with arbitrary masses and arbitrary external momenta to a standard form. This is an integral over Feynman parameters of one basic function or of its derivatives. In one special case (the two-loop integral with three propagators), a second function needs to be introduced. This second function appears rarely in practical calculations and can in some cases be evaluated analytically.
The methods described in this section are easy to encode into an algebraic computer program like FORM [13] , in order to generate and handle the large number of Feynman diagrams which may be required to calculate Green's functions of physical relevance.
The most general form of a dimensionally regularized two-loop scalar diagram in Minkowski space is:
where r = p + q is the sum of the loop momenta, and {k i } i=1,...,a+b+c are external momenta, not all of them independent.
As an obvious step, it is sometimes possible to reduce the number of propagators by partial fractioning:
One then combines all propagators with the same loop momentum by using Feynman parameters:
The integral of eq. 1 can therefore be written in the following form:
where P is some polynomial, x 1 , x 2 , . . . , x a+b+c−3 are the Feynman parameters (we assume that no partial fractioning was possible in eq. 1), and X = dx 1 dx 2 . . . dx a+b+c−3 .k 1 ,k 2 andk 3 are polynomials of the external momenta and of the Feynman parameters, andm 2 1 ,m 2 2 andm 2 3 are polynomials of the masses, the Mandelstam variables, and the Feynman parameters.
To simplify the notations, we will drop in the following the tildes, the polynomial P, and the integration over the Feynman parameters, keeping in mind that the masses and the momenta depend on x 1 , x 2 , . . . , x a+b+c−3 .
By redefining the loop momenta, we can rewrite eq. 5 in the following form:
The Lorentz invariance implies that I depends only on (
These properties justify the notation:
where the momenta are now Euclidian. We further notice that
Such relations allow one to express all higher order G functions in terms of the derivatives of one basic function. We choose this function to be G(m 1 , 2; m 2 , 1; m 3 , 1; k 2 ) , and will denote it in the following by G(m 1 , m 2 , m 3 ; k 2 ). The diagrammatical representation of G and of its derivatives is shown in Fig. 1 .
In this way, one case remains uncovered, namely G(m 1 , 1; m 2 , 1; m 3 , 1; k 2 ). We do not choose this function as the basic function because of its bad ultraviolet properties. Namely, if one naïvely uses the Feynman parameters to calculate it, part of the ultraviolet divergencies will be transferred from the radial integration to the integration over the Feynman parameters.
To calculate G(m 1 , 1; m 2 , 1; m 3 , 1; k 2 ), we start by using the "partial p" operation [15] :
After some algebra and explicit symmetrization upon m 1 ↔ m 2 , one ends up with the following reduction formula:
where
The function F must be symmetrical under permuting m 1 , m 2 and m 3 due to the original symmetry of G(m 1 , 1; m 2 , 1; m 3 , 1; k 2 ) and to the m 2 ↔ m 3 symmetry of G(m 1 , m 2 , m 3 ; k 2 ). Another property of F is that it vanishes in the limit k 2 → 0. Indeed, the function G(m 1 , m 2 , m 3 ; k 2 ) reduces in this limit to the symbol (m 1 , m 1 |m 2 |m 3 ) of ref. [3] . According to ref. [3] , the following formula holds:
This proves the statement about the limit of F. We can at this point express any two-loop Feynman diagram as an integral over G functions or over the derivatives of G. In the case of the two-loop diagram with three propagators and nonvanishing external momentum, one F function appears, too.
Analytical integration
In this section we integrate the F and G functions analytically as far as possible. One will be left in the general case with an integral over one Feynman parameter. Only in special cases can this last integral be solved analytically. However, a careful examination of the integrand's analyticity properties allows one to write fast computer programs to evaluate these functions numerically with high precision.
We start with the G function. After introducing two Feynman parameters and integrating over the loop variables, one obtains:
where the following notations were introduced:
We then expand in ǫ = n − 4 and integrate over y . After some tedious but elementary algebra, one obtains:
and
In general the finite part g cannot be integrated analytically. However, this is possible in the trivial case when k 2 → 0 . One can convince oneself that eq. 17 reduces in this limit to
which is essentially the finite part of the function (m 1 , m 1 |m 2 |m 3 ) of ref. [3] . In this case the x integration can be carried out, and gives:
This agrees with the results of ref. [3] . The result of eq. 20 implies that any massive two-loop Feynman diagram can be calculated analytically if all Mandelstam variables vanish.
Let us now turn to the F function. Eq. 12 can be rewritten in the following form:
We combine the propagators by using Feynman parameters, and integrate over the loop momenta:
with the notations of eq. 15. One next expands in ǫ = n − 4 and integrates y out. Using the result for G(m 1 , m 2 , m 3 ; k 2 ) , one finds:
As already mentioned, the F function must be invariant under permutations of the masses, and has to vanish in the k 2 → 0 limit. While the m 2 ↔ m 3 symmetry is obvious, the m 1 ↔ m 2 symmetry is less trivial, and was checked numerically.
The f function is needed only for the two-loop diagrams with three propagators, and can be integrated analytically for special choices of the arguments.
Analyticity and numerical integration
We found that the finite part of the basic function G is expressed in the general case through a one dimensional integral:
It is straightforward to calculate the derivatives of g with respect to m 1 , m 2 and m 3 , which are needed to evaluate Feynman diagrams with more than four propagators.
In eq. 26, k 2 > 0 corresponds to Euclidian momenta. When one rotates k back to Minkowski space to calculate the physical Green's functions, the function g and its derivatives develop an imaginary part above the threshold −k 2 > (m 1 + m 2 + m 3 ) 2 . This is readily seen from the diagrammatical representation of fig. 1 .
The typical behaviour ofg as a function of the integration variable x is shown in fig.2 . It has singularities of the logarithmic type at x = 0 and x = 1 . Once they are extracted through a suitable change of variable, the function g can easily be integrated numerically.
Problems start to appear when trying to evaluate Feynman diagrams with more than 5 propagators, above the threshold. For the case of six propagators there are two Dirac δ functions appearing at the points where the derivative of the functiong is discontinuous, and starting with seven propagators one deals already with the derivatives of the δ distribution.
To circumvent this kind of problems, one has to analytically continue theg function in the complex plane of the Feynman parameter x, and to choose an integration path which avoids the singularities.
The singular points ofg, other than x = 0 and x = 1, are given by the roots of the discriminant in eq. 26. The equation ∆ = 0 has four roots:
These are branching points for each separate term in the expression 26 ofg . However, theg function itself has only two branching points at x 1 and x 2 , because the singularities at x 3 and x 4 are compensating among the four terms ofg in eq. 26.
This behaviour is related to the causality of the Green's functions. The causality condition is expressed by the iη prescription in the Feynman propagator, wich means to replace all masses m 2 by m 2 − iη. An equivalent way to impose causality is to calculate the Euclidian Green's functions and to go afterwards to physical momenta, approaching the cut on the positive real axis from above. This amounts to making the replacement k 2 → −k 2 − iη in eq. 26. These two prescriptions ought to be equivalent, and therefore have to fix the location of the physical singularities with respect to the real axis in the same way. For x 1 and x 2 , at −κ 2 > 1 both prescriptions lead to the same change, and therefore these are the singularities of theg function. For x 3 and x 4 , the two prescriptions would lead to opposite changes in the imaginary direction. Since causality fixes the location of the singularities of the Green's function uniquely, x 3 and x 4 cannot correspond to real singularities ofg. Thereforeg is analytical at these two points. Fig. 3 shows the typical behaviour ofg above the threshold as a function of the complex Feynman parameter x . One can now choose a complex integration path on the physical Riemann sheet along which the integrand is free of singularities. On such a path theg function is analytical, and so are its derivatives of any order, which are requested to calculate diagrams with more than four propagators.
To calculate Feynman diagrams, one needs to integrate the g function or the derivatives of g over the Feynman parameters which were introduced to combine the propagators with the same loop momentum. In general the arguments of g will take negative values, too, corresponding to imaginary masses in eq. 26. This corresponds to various thresholds of the diagram. The points where the mass arguments vanish must also be avoided, since g and its derivatives may have mass singularities at these points. One needs to make sure the integrand remains always on the physical sheet. Therefore one always chooses the integration path according to the Feynman prescription for the masses of the propagators: m 2 → m 2 − iη .
A computer program based on this method was written and checked upon known analytical and numerical results for specific diagrams.
The topology of fig. 5 a) in the case s = 1, m 2 1 = m 2 2 = . . . = m 2 5 → 0 , which is related to the large momentum limit, was calculated and found to agree with the known value of 6ζ(3) [14] . Also the case s = 1, m 2 1 = m 2 3 = m 2 4 = 1, m 2 2 = m 2 5 → 0 agrees with the analytical result π 2 log 2 − 3 2 ζ(3) [11] . For the diagram of fig. 5 h) , an analytical formula in terms of Lauricella functions was recently derived [10] . The authors of ref. [10] calculate an ultraviolet finite combination T 123N of four such diagrams. T 123N can be expressed in terms of 12 g functions and 4 f functions. Perfect agreement was found with the numerical values which are given in ref. [10] for a range of masses and momenta.
Finally, some comments on the numerical integration are in order. The g function can easily be integrated through virtually any algorithm after extracting the singularities at the ends of the integration path. These are of logarithmic type, and can be extracted minimally through a change of variables of the type: t = x(24 − 24 log x + 12 log 2 x − 4 log 3 x + log 4 x) .
A simpler nonminimal change of variable, like t = √ x , can be more handy. It puts the integrand to zero at the ends of the integration path.
Because the integrand is smooth along the integration path and free of violent variations, the g function and its derivatives can be integrated numerically very fast, using a small number of points. Typically some 120 points were requested to calculate these functions to more than 8 digits. This takes about 50 ms on an IBM RISC 6000 workstation. Integrating the g function or its derivatives further in order to calculate Feynman diagrams with more propagators poses also no problem as long as the appropriate complex integration path is used in order to avoid the singularities. This yields also a smooth function which can be integrated with high precision. For less than four Feynman parameters, an adaptative deterministic algorithm was used, yielding accurate results already with a small number of points. For more than four dimensions the Monte-Carlo techniques become superior, but one cannot hope to obtain an accuracy better than 3-4 digits.
The selfenergy of the Higgs boson
To show how the techniques of the previous sections work, and to prove that they can be used to perform reliable and accurate calculations of physical relevance, we calculate in this section the selfenergy of the Higgs boson at order (g 2 m 2 H m 2 W ) 2 . We first calculate the on-shell selfenergy, check the correctness of the results by using the unitarity of the S matrix, and extract the mass counterterm. We then calculate the momentum dependence of the Higgs selfenergy to see its analytic structure, and check some of its asymptotic properties. The result allows one to extract the leading corrections to the shape of the Higgs resonance. This is an effect which does not appear in the selfenergy of the Higgs boson at one-loop level. The leading corrections to the Higgs shape become large if the Higgs mass is of the order of 1.2 TeV, indicating a strongly interacting theory, in agreement with well-known Born level and one-loop results [18, 19] .
Since we are interested in the leading contribution in m H , the most natural choice is to work in Landau gauge. In this gauge only the Higgs sector survives at leading order in m H . The diagrams containing gauge, fermion, or Fadeev-Popov fields do not give contributions of order (g 2
However, to avoid problems with massless Feynman diagrams which can be traced back to the arbitrariness of d n p 1 p 4 within the dimensional regularization, we choose to keep a small gauge parameter ξ during the computation, and take the limit ξ → 0 in the final result. This amounts to keeping a finite mass of the Goldstone bosons. The diagrams involving gauge and Fadeev-Popov fields can safely be omitted, since they do not generate finite terms in the limit ξ → 0. This provides also a useful check of the computation, since all poles and logarithms of the gauge parameter have to cancel in the final result.
The Lagrangian of the Higgs-Goldstone system is:
with obvious notations. δt is the tadpole counterterm needed to ensure that < 0|H|0 >= v at all orders. The renormalization is performed by splitting the bare quantities in renormalized quantities and counterterms:
Note that the field renormalization constants of the charged and the neutral Goldstone bosons can be chosen equal due to the remnant O(3) symmetry of the Lagrangian.
We adopt the tadpole renormalization strategy described by Taylor [16] . The condition that the vacuum expectation value of the Higgs field should momentum. In any case, the tadpole counterterm can be evaluated analytically, since it involves only the g(m 1 , m 2 , m 3 ; 0) function and its derivatives. It was checked that all three ways to calculate the tadpole counterterm lead to the same result:
Note that this is not only a check of the imaginary part of the diagrams. The path in the Feynman parameters integrals was varied in large limits to check that the result is the same. This proves that the integrand is indeed analytical. Since an analytical function is uniquely determined by its imaginary part, it is to be concluded that the real part of the numerical integration is correct as well.
The momentum dependent selfenergy of the Higgs field is given by: The numerical value of Γ ′ H given in eq. 35, obtained from the momentum dependence of the Higgs selfenergy shown in fig.6 , agrees with the exact result which can be derived by using the Cutkosky rule:
This correction shifts the peak of the Higgs resonance towards a lower energy, and increases its height a little, as shown in fig.7 . Further corrections, which come from the second derivative of the Higgs selfenergy, are much smaller, and do not affect the position of the resonance -they only make it deviate more from the Breit-Wigner shape.
The magnitude of these corrections for various values of m H is given in table 1. The corrections become large if the Higgs boson is heavier than ∼1.2 TeV, signaling strong couplings in the electroweak symmetry breaking sector. This agrees with well-known results based on the unitarity violation in vector boson scattering at tree level [18] , and on the magnitude of oneloop radiative corrections to the Higgs width [19] . On the other hand, this perturbative bound is considerably lower than the value of 3-4 TeV derived from two-loop corrections to the ρ parameter and to the selfcouplings of the vector bosons [3, 5] . This was to be expected, since the latter are corrections to low energy parameters, therefore subject to the screening theorem -the leading contributions in m H cancel.
Conclusions
We described a method to calculate two-loop massive Feynman diagrams which can be applied, at least in principle, to any diagram.
The diagrams are integrated analytically as far as possible. The necessary formulae are easy to encode into an algebraic computer program. The remaining integrals are made smooth and free of singularities by appropriate changes of variables and convenient choices of the integration paths. The resulting formulae are suitable for numerical integration since they have a small variance.
The techniques were compared to analytical and numerical results for certain two-loop diagrams. In all cases good agreement with the known results was found.
The complexity of Green's functions which can be calculated by using this method is limited only by the time needed to perform the numerical integrations.
For less than four Feynman parameters, deterministic numerical integration methods were used, which lead to fast and accurate answers. In particular, two and three point functions appear to pose no problem.
For more than four Feynman parameters to integrate over, the MonteCarlo integration is expected to be faster, but one has to content oneself with 3-4 digits accuracy. The time needed to calculate the integral is not expected to grow too fast with the number of Feynman parameters, since the speed of the Monte-Carlo integrations depends primarily on the variance of the integrand, and not on the dimension of the integral.
To show that the method can be used to calculate Green's functions of physical relevance, which usually involve many diagrams and large mass splittings, it was used to calculate the selfenergy of the Higgs boson and to extract the leading corrections to the shape of the Higgs resonance. The corrections to the Higgs shape imply a shift of the resonance towards a lower energy. In the range up to 800 GeV, which will be covered by the four lepton events at LHC, the shift is quite marginal, at best at 1.2% level. The shift becomes increasingly important for heavier Higgs bosons, which can presumably be searched for at LHC by looking at the jet decay modes. However, to determine the implications of the peak shift for the search for a very heavy Higgs boson would request a full analysis of the production mechanism.
The shape corrections grow with m H , becoming rather large for m H ∼1.2 TeV, where the perturbative approach eventually breaks down. The logarithmic singularities at x = 0 and x = 1, as well as the two branching points close to the real axis between 0 and 1 can be seen. The integration path with the ends at 0 and 1 avoids the first singularity by going through the positive imaginary half plane, then changes to the negative imaginary half plane to avoid the second singularity. Fig.4 The topologies of the two-loop tadpole diagrams. Fig.5 The topologies of the two-loop selfenergy diagrams. 
