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PREFACE
The System and Decision Sciences group at IIASA has a long tradition of research in the theory and practice of mathematical optimization. Necessary conditions play a very important role in optimization theory: they provide a means of checking the optimality of a given point and in many cases enable a direction of descent to be found.
In this paper the author studies the necessary conditions for an extremum when either the function to be optimized or the function describing the set on which optimization must be carried out is nondifferentiable. The author's main concern is with quasidifferentiable functions but smooth and convex cases are also discussed.
INTRODUCTION
To solve optimization problems in practice it is necessary to be able to check whether a given point is an extreme point or not, and if it is not, to find a point which is in some sense "better". This is generally achieved through the specification of conditions necessary for optimality. This paper is concerned with extremal problems involving a new class of nondifferentiable functions -the so-called quasidifferentiable functions. Only minimization problems are discussed, without loss of generality.
Different forms of necessary conditions yield different descent directions which can be used to develop a variety of numerical algorithms. Subsections 1.1 and 1.2 provide a brief summary of related problems in mathematical programming and convex analysis.
1.1

Mathematical programming problems
Let R C E n , x~c l R where clR denotes the closure of n. Set
I t i s c l e a r t h a t r ( x ) i s a c l o s e d cone. r ( x ) i s c a l l e d t h e s e t of f e a s i b l e ( i n a broad s e n s e ) d i r e c t i o n s o f t h e s e t R a t t h e p o i n t x.
Now c o n s i d e r t h e problem of minimizing a c o n t i n u o u s l y d i f f e r -* e n t i a b l e f u n c t i o n f on t h e s e t R . L e t f = i n f f ( x ) . XER * Theorem I. For a point x ~c l R t o be an infimum of f on R it is necessary that where ( a , b ) denotes the scalar product of a and b, and f ' ( x ) represents the gradient of f at x.
U n f o r t u n a t e l y i t i s d i f f i c u l t t o u s e t h i s t r i v i a l c o n d i t i o n i n p r a c t i c e .
L e t A c T ( x ) b e a convex cone and l e t A(x) b e a f a m i l y o f convex c o n e s such t h a t I n [ I ] c o n e s o f t h i s t y p e a r e c a l l e d " t e n t s " . I t i s always p o s s i b l e t o f i n d a f a m i l y A(x) d e f i n e d a s above ( t a k e , f o r example, I n what f o l l o w s w e s h a l l suppose t h a t R i s a c l o s e d s e t .
Assume t h a t x E R i s n o t a s t a t i o n a r y p o i n t o f f on R . .
vEL (xo)
However, note that the direction has nothing to do with descent directions (it may not even be feasible). Thus, the necessary condition (1.7) provides no information about descent directions if xo is not a stationary point. In contrast, condition (1.4) is more workable because it allows us to construct descent and even steepest descent directions.
For a continuously differentiable function f Thus the problem of finding steepest descent directions of f on R at x is reduced to that of solving (1.6) (a quadratic programming problem which however becomes linear if the m-norm is used instead of the Euclidean norm) for all AEA(x). For this reason we are interested in constructing a family A(x) containing as few cones as possible. If R is a convex set the cone r(x) is convex and therefore A(x) consists of only one set.
Let R be described by inequalities
where the h i t s are from C 1 , I = 1:N.
If X E R and where t h e n ( s e e , e . g . , [ 2 1 )
Here cone B i s t h e c o n i c h u l l of B.
I t i s an e a s y e x e r c i s e t o show t h a t i f a convex cone A cont a i n s an i n t e r i o r p o i n t t h e n t h e c o n d i t i o n ( s e e ( 1 -4 ) ) i s e q u i v a l e n t t o t h e c o n d i t i o n
Assume t h a t X E Q i s n o t a s t a t i o n a r y p o i n t of f on Q and suppose t h a t i n t A f jl. Then t h e r e e x i s t s A E A ( X ) such t h a t Then, from t h e above c o n d i t i o n , L e t us f i n d -
V€Lq ( A ) From ( 1 . l o ) we deduce t h a t I t i s e a s y t o s e e t h a t t h e d i r e c t i o n vrl ( A ) grl ( A ) = -
is such that
Hence, g (A) is a descent direction leading strictly inside the rl cone A. The fact that g (A) is an interior direction is important rl --the direction g(A) (see (1.6)) may be tangential even though it is the steepest descent direction of f on A (see (1.6)). This feature may be crucial if R is described by (1.8) and condition (1.9) holds, since in this case r(x) is a convex cone and therefore A(x) consists of only one set (namely r(x)). Thus, on the one hand it is possible to find the steepest descent direction g(A) (see (1.7) ) but this direction may not be feasible if the h i t s are not linear; on the other hand the descent direction gn (T (x) ) is feasible for any TI > 0, where
The foregoing analysis reveals the importance of having several (possibly equivalent) necessary conditions, in that this enables us to develop different numerical methods. Similar considerations can be applied to constrained nondifferentiable convex programming problems of the form where and f u n c t i o n s f and h a r e f i n i t e and convex ( b u t n o t n e c e s s a r i l y d i f f e r e n t i a b l e ) on E n .
Suppose t h a t t h e r e e x i s t s a p o i n t x such t h a t ( T h i s i s c a l l e d t h e S l a t e r c o n d i t i o n . )
I t f o l l o w s from convex a n a l y s i s ( s e e [ 3 1 ) t h a t where a h ( x ) i s t h e s u b d i f f e r e n t i a l of h a t x , i . e . ,
(1.13)
T h e o r e m 3 ( s e e [41). For x E R t o be a m i n i m u m point of f o n R i t i s n e c e s s a r y a n d sufficient t h a t
{ O } , i f h ( x ) < 0 I cone Cah(x) } , i f h ( x ) = 0 * T h
e o r e m 4 ( s e e [SI)
. L e t h ( x ) = 0.
C o n d i t i o n (1.14) is
\ e q u i v a l e n t t o t h e c o n d i t i o n
w h e r e
I f X E R i s n o t a minimum p o i n t of f on R t h e n t h e d i r e c t i o n
WE^+ ( X I i s t h e s t e e p e s t d e s c e n t d i r e c t i o n of f on f2 a t x.
Let u s f i n d
where
The d i r e c t i o n g ( x ) g i v e n by ( 1 . 1 6 ) i s a d e s c e n t d i r e c t i o n , . ,
and it can be shown t h a t g,., ( X I E i n t r ( x ) . 
Note t h a t i f x i s n o t a s t a t i o n a r y p o i n t t h e n where g ( x ) i s t h e s t e e p e s t d e s c e n t d i r e c t i o n of f on R a t x.
* Theorem 4 '
( s e e [ 5 1 ) . L e t h ( x ) = 0.
C o n d i t i o n ( 1 . 1 4 ) i s e q u i v a l e n t t o t h e c o n d i t i o n P r o o f .
Consider a f u n c t i o n Applying a necessary and sufficient condition for an unconstrained minimum of a convex function, we immediately obtain (1.15').
Assume that x E R is not a minimum point of f on R, and find the direction where
VEL1 rl (XI It can be shown that the direction g (x) defined by (1.16' ) is 1 rl a descent direction and
where g(x) is the steepest 1 rl y, -++a descent direction of f on R.
Remark 4. Condition (1.15') is applicable even if R is an arbitrary convex compact set (not necessarily described explicitly by a convex function).
QUASIDIFFERENTIABLE FUNCTIONS
D e f i n i t i o n s a n d s o m e p r o p e r t i e s
A function f is called quasidifferentiable (q.d.) at a point x E E n if it is directionally differentiable at x and if there exist convex compact sets -af (x) c E n and Tf (x) c En such that
The pair of sets Df (
Quasidifferentiable functions were introduced in [6] and have been studied in more detail in [7, 8] Take X E R and introduce cones Let h(x) = 0. We say that the nondegeneracy condition is satisfied at x if where c l A denotes the closure of A.
Lemma I
( s e e [5,81 1 .
t h e n o n d e g e n e r a c y c o n d i t i o n ( 2 . 4 ) i s s a t i s f i e d a t x and h ( x ) i s L i p s c h i t z i a n i n some n e i g h b o r h o o d o f x t h e n where r ( x ) i s t h e s e t o f f e a s i b l e ( i n a broad s e n s e ) d i r e c t i o n s o f R a t x ( s e e ( I . I I I ,
The f o l l o w i n g two theorems and lemma a r e proved i n [ 8 ] .
Theorem 6 . L e t a f u n c t i o n f be L i p s c h i t z i a n and q u a s i d i f f e r -
* * e n t i a b l e i n some n e i g h b o r h o o d o f a p o i n t x E R .
I f h ( x ) = 0 t h e n
* l e t h be L i p s c h i t z i a n and q . d . i n some n e i g h b o r h o o d o f x and t h e
* n o n d e g e n e r a c y c o n d i t i o n ( 2 . 4 ) be s a t i s f i e d a t x , For t h e f u n c -
* t i o n f t o a t t a i n i t s s m a l l e s t v a l u e on R a t x i t i s n e c e s s a r y t h a t and
* f o r e v e r y w ~7 f ( x ) , W ' E T~( x * ) .
Theorem 7 . C o n d i t i o n ( 2 . 7 ) i s e q u i v a l e n t t o t h e c o n d i t i o n where
wETh ( x ) * * A p o i n t x E 52 which s a t i s f i e s ( 2 . 7 ) when h ( x ) = 0 and ( 2 . 6 ) * when h ( x ) < 0 i s c a l l e d a s t a t i o n a r y p o i n t of f on R .
Note t h a t L ( x ) i s a convex s e t (and nonempty, s i n c e a f ( x ) C L ( x )
) .
-
CoroZZary. If f and h are convex functions it foZZows from (2.8) that
where af(x) is the subdifferentiaz of f a t x (see (1.13)) and r(x) is the cone of feasibZe directions of R a t x.
*
This condition is both necessary and sufficient for x E R to * be a minimum point of f on R (in the case where h (x ) = 0 it is also assumed that the Slater condition (1 .12) holds) .
Necessary conditions for a maximum of a q.d. function on a q.d. set can be derived in an analogous fashion [ 8 , 5 ] .
Descent and steepest descent directions
Take X E R and suppose that x is not a stationary point of f on R. We shall now consider in more detail the case where h(x) = 0 and condition (2.7) is not satisfied. For every w €Tf(x) I and w E Fh(x) we calculate
Then we find
Since (2.7) does not hold, p(x) > 0.
Let
Lemma 2 . i . e . , Remark 7. If X E R is not a stationary point of f on conditions (2.6) and (2.7) allow us to find steepest descent directions (see Lemma 2), but in the case where h(x) = 0 the directions thus obtained may not necessarily be feasible. where n > 0, and RZQ CEn+l is described by
I f h ( x ) = 0 and t h e n o n d e g e n e r a c y c o n d i t i o n ( 2 . 4 1 i s s a t i s f i e d t h e n t h e d i r e c t i o n g o ( s e e ( 2 . 1 3 1 1 i s a s t e e p e s t d e s c e n t d i r e c t i o n o f f o n R a t x and d ( x ) = llvO + w(vo)ll i s t h e r a t e o f s t e e p e s t d e
The r e p l a c e m e n t o f ( 2 . 3 1 ) by (2.35) e n a b l e s u s t o d e a l w i t h p o i n t s i n R c l o s e t o t h e boundary. I t i s hoped t h a t , a s i n m a t h e m a t i c a l programming ( s e e , e . g . , [ l o ] ) , i t w i l l e v e n t u a l l y b e p o s s i b l e t o d e v e l o p s u p e r l i n e a r l y ( o r even q u a d r a t i c a l l y ) c o n v e r g e n t a l g o r i t h m s .
A g e o m e t r i c i n t e r p r e t a t i o n o f problem ( 2 . 1 6 ) -( 2 . 1 9 ) i s g i v e n by (2.12) . F o r a s i m i l a r i n t e r p r e t a t i o n o f problem ( 2 . 2 9 S i n c e s e t s L ( x ) and L 2 ( x ) a r e convex t h e r e e x i s t s f o r e v e r y 1 v E L l ( x ) a unique w ( v ) which s a t i s f i e s ( 2 . 4 0 ) , b u t t h e r e i s n o t n e c e s s a r i l y a unique v(w) which s a t i s f i e s (2.39) . 
Consider a d i r e c t i o n
) i s t h e r a d i u s o f t h e m a z i m a t s p h e r e c e n t e r e d a t t h e o r i g i n t h a t c a n be i n s c r i b e d i n t h e s e t
. 9 ) , t h e n x o i s a s t r i c t t o c a t minimum p o i n t o f f on Q .
The proof of t h i s theorem i s a n a l o g o u s t o t h a t of Theorem 9
( s e e , e . g . , [ 5 , § 7 , Chap. 111) . 
