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Abstract 
Efficient Alternating Gradient-type Algorithms for the 
Approximate Non-negative Matrix Factorization Problem 
by 
Edward F. Gonzalez 
The approximate non-negative matrix factorization problem (ANMF) seeks to interpret a 
given set of non-negative data vectors, where the non-negativity is physically meaning-
ful, through the extraction of a sufficiently small set of non-negative "features". Each 
data vector is then approximated by a non-negative composition of the extracted features. 
Mathematically, this process is equivalent to approximating a non-negative matrix A by the 
product of two non-negative matrices, i.e. A « WE, where W e 9ftmxp and H e Wxn, 
and where p is typically chosen to be significantly smaller than m and n. 
A standard approach for solving the ANMF problem is to use a alternating gradient-type 
algorithm that keeps the iterates strictly positive. Lee and Seung have proposed what is ar-
guably the most popular of these alternating gradient approaches. In this study we propose 
several variations of this particular Lee and Seung algorithm with notably improved per-
formance. One of the proposed algorithms optimizes the step-length parameter to achieve 
greater reduction in the objective function, while another uses different weights derived 
from the first order necessary conditions of the ANMF problem. The latter has exhibited 
better empirical performance than the former, while both perform better in practice than 
the original Lee and Seung algorithm. 
Theoretical questions concerning the convergence of these feasible alternating gradient-
type algorithms have remained unresolved. Hence, from an optimization point of view, 
these approaches may be seen as unsatisfactory. Our research has contributed to solving 
these theoretical questions by proving that a class of these algorithms will converge to a 
continuum, and in specific cases, to a KKT point. These convergence results are applicable 
to multiple variations of the popular Lee and Seung algorithm. 
A low-rank Singular Value Decomposition (SVD) of a given matrix A is an optimal 
approximation under the Frobenius norm whose fundamental subspaces are most relevant 
within the given measure. In this study we utilize these subspaces to produce a compact 
reformulation of the ANMF problem to a lower dimensional optimization problem. We 
introduce an alternating algorithmic approach for this reformulation that is extremely effi-
cient and competitive when producing a low rank ANMF. 
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Chapter 1 
Introduction and Background 
Approximate matrix factorizations are fundamental techniques for data analysis, widely 
Used in dimension reduction, compression, feature extraction, pattern recognition, object 
detection and classification, to name a few among many applications. Because of con-
tributions from widespread fields, literature on this subject is vast, motivations and ter-
minologies used are diverse. Roughly speaking, in terms of linear algebra, one attempts 
to approximate a given data array (or training set) A by a product of two matrices, i.e., 
A « WH, where the number of columns of W is much smaller than that of A. The moti-
vation behind obtaining a low-rank approximation is to reveal low dimensional structures of 
patterns found in the high dimensional space represented by A. In this context, the columns 
of W would presumably represent the principal components, hidden concepts, prominent 
features, latent variables, etc., of the underlying data, depending on the application. 
One of the most widely used tools for obtaining this type of low-rank factorizations is 
• ' 1 ' ' . 
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the singular value decomposition (SVD), a factorization in which no constraints are im-
posed on the approximation factors, represented here by the matrices W and H. SVD 
is theoretically well understood and computationally efficient, making it a suitable and 
popular approach for producing matrix factorizations. In many applications, however, the 
physical data represented by A can only take non-negative values. In such cases, a natural 
correspondence may exist between non-negative values and the inherent physical properties 
of the application. In this sense, the interpretation of non-negative values within the appli-
cation is straight-forward, as the physical meaning of such values is predetermined. There-
fore, if a physically meaningful approximation of the matrix A is desired, non-negative 
constraints must be imposed on W and H, thus leading to an approximate non-negative 
matrix factorization of A. 
An approximate non-negative matrix factorization (ANMF) seeks to estimate a given 
set of non-negative data by the summation of a sufficiently small set of "non-negative prin-
cipal features" that are positively scaled. This type of factorization requires that the de-
composition of the original dataset be carried out in a parts-based manner, in which a "non-
negative principal feature" will be used to estimate information only if it is an additive part 
of that information. Since an ANMF is a low-rank approximation, the number of principal 
parts in the factorization is relatively small, therefore, only the most prominent features of 
the data represented by A should be designated as such. This characteristic, along with the 
non-negativity of the ANMF, allows the factorization to reveal the "main features" of the 
data in a real world sense, thus allowing the data to be more efficiently evaluated. 
3 
The matrix A is typically structured in a manner such that Atj represents the intensity 
of element i in sample j . Therefore, if A £ Mmxn, the data set would consist of n samples, 
each which contain a measurement of the same m elements. Once an ANMF of this dataset 
is obtained, the ith sample, which is denoted by dl, is estimated as follows, 
—* 
ai = Whi, 
where hi is the ith column of H. This representation of the ANMF demonstrates two im-
portant aspects of the factorization: (1) hi indicates the strength of the association between 
d^ and the columns of W and (2) the relatively small number of columns in W would 
presumably group associated elements. 
The mathematical explanation behind the ANMF is quite simple: find a prescribed 
number of non-negative vectors such that their conic hull best represents the given data. In 
an application where non-negative values have real physical meaning, the database being 
examined, as well as each of its individual samples, can be expressed in a parts-based 
(additive) manner by the physical attributes associated with the non-negative values of the 
vectors that construct this conic hull. 
1.1 Applications of the ANMF problem 
The following applications are presented to demonstrate the benefits of computing an 
ANMF for a set of non-negative data where positive values are physically meaningful. The 
examples given are not meant to be an exhaustive list of possible applications, but rather 
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a demonstration to motivate the implementation of such a factorization. The applications 
discussed in this section were chosen due to their prevalence in the literature, non-technical 
nature, and their general familiarity. 
Face Detection 
Face detection applications strive to associate a given individual (or mark) with ah entry 
in a given database of facial images. For the sake of simplicity, we assume all images are 
gray scale in this case. Since gray scale facial images are nothing more than a matrix of 
pixel values (non-negative values), each facial image can be stored in column form. If this 
process is carried out uniformly, a given database of facial images can be converted to a 
non-negative matrix A, in which each column of the matrix would represent a different fa-
cial image in the dataset. Due to the number of pixels in an image (even of low resolution), 
comparing a mark to each element of the database would be impractical. This process can 
be expedited by taking an ANMF, A « WH, as this produces a relatively small set of 
basis images that represent the main features of the database. Note that each column of 
W is itself a image. If the mark can be well approximated by the conic hull of W, then 
it very well may be part of the database, as this would imply that the dominant features 
of the mark are also dominant features of the images in the facial database. The additive 
nature of this process creates a parts based approximation of the mark, which produces an 
approach in which cancellation can not occur, thus making the face detection less sensitive 
to occlusion. Applications of ANMF to image databases can be found in [18, 35, 40]. 
Genetic Evaluation 
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ANMF has found applications in the evaluation of microarray data in gene array ex-
periments [7, 17, 11, 31], as the non-negativity of the approximation provides a robust 
clustering of samples with similar traits. The databases being approximated in these ap-
plications consist of n samples each containing the expression levels of m genes. These 
main genetic sequences that are found by the ANMF factorization, sometimes referred to 
as metagenes, may then be physically interpreted due the non-negativity of the factoriza-
tion, thus allowing the dominant gene expressions patterns to be easily identified. In [7] the 
effectiveness of ANMF over a set of cancer-related microarray data was demonstrated, as 
it allowed for the proper classification of the given samples. This implies that the informa-
tion obtained by the metagenes through an ANMF factorization may potentially allow the 
determination of genetic patterns associated with various diseases. 
Text Sorting 
Technological advances have given society a venue to gather large amounts of docu-
ments in a relatively quick manner (via the internet or other such tools). In most cases the 
information retrieved is either irrelevant, due to the context of the search criteria, or exces-
sive. A more desirable result would be to gather information by forming clusters based on 
characteristics contained by the text of the web pages. Text documents may be represented 
numerically by using the frequency of key words. Thus, a collection of text documents 
(or web pages) can be represented as a large non-negative matrix A, in which each column 
represents a specific text document. The ANMF, A « WH, has the ability to identify the 
prominent semantic classes that exist in a database of articles through the interpretation 
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of the columns of W. The relationship between the ith document in the database and the 
features represented in the columns of W is given by the non-negative values in the ith 
column of H, thus providing a tool that can be used to quickly assess the semantic features 
of each text document. This process will allow for the creation of clusters where words 
with multiple meanings, such as "lead", are naturally put into context. 
Air Quality Analysis 
With air quality control being an ever increasing environmental concern, it is important 
to be able to detect the contaminants in the air, as well as the entities responsible for the 
contamination. Air samples, which are non-negative measurements of pollutant concentra-
tions, are taken at various locations where poor air quality is observed. These samples are 
stored as columns of a non-negative matrix A. In this application, the ANMF A « WH 
represents the approximation of the given database by a manageable non-negative set of 
primary pollutants which are defined by the columns of the matrix W. The H matrix in 
this factorization can be used to identify the region(s) or time frames that are responsi-
ble for the air pollution as well as to distinguish the intensity of the pollutants that were 
contributed. 
Within the environmental engineering community, the phrase positive matrix factoriza-
tion is typically prefered over ANMF when describing this process [47, 46, 45, 29], yet 
both refer to an equivalent matrix approximation. 
Other Applications 
In [32], ANMF was used to separate two speakers in a single channel recording by 
• '
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computing a non-negative basis for each speaker. The audio recording is then mapped to 
the joint conic hull of the basis which allows for the classification analysis. ANMF has also 
found interesting applications in the entertainment industry [38], the evaluation of scotch 
whiskeys [4], the classification of Electroencephalogram (EGG) signals [39], and in the 
identification of space objects [37]. 
1.2 Mathematical Formulation of the ANMF Problem 
A solution to the ANMF problem can be obtained by solving the following optimization 
problem 
min f(W,H):=i\\A-WH\\*F-
s.t. W>0, H>0 
where A e RmXn, W e MmXp, H G Mpxn, and || • ||F is the Frobenius norm. Although the 
constraints are convex, the objective function is nonlinear, making it difficult to optimally 
solve the formulation. In many cases, a stationary point is the best that can be hoped for. Yet 
the approach as to how to obtain such a point is still unclear. The most popular algorithms 
that are typically used to attempt to solve the ANMF formulation will be discussed in 
section (1.4). It is important to note that if optimal solution is fund it will not be unique, 
as a positive scaling will produce a mathematically equivalent solution, that is f(W, H) = 
f(cW,\H). 
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1.2.1 Choice of p 
The value of p, which represents the dimension of the approximation, is not defined by the 
ANMF formulation, as it is a parameter that is chosen a priori by the user. In practice p 
is typically chosen to be significantly smaller then min(m, n); yet how to select p is still 
a difficult and important issue. In general, the ANMF strives to decompose the given data 
into it's main physical components via the columns of W, which is regulated by p. As 
the matrices being approximated stem from different applications, an absolute rule for the 
choice of p will most likely depend on the distribution of the data points, as opposed to the 
size of the matrix. 
The key in choosing p is to do so in a fashion that best improves the approximation 
produced while maintaining the compact size of the approximation. Therefore, in order to 
evaluate the benefit of increasing the size of p the following question must be answered: 
how much is to be gained by obtaining more information, i.e., what is the relative improve-
ment of the objective function due to increasing the size of Wl As current algorithms are 
unable to optimally solve the ANMF problem, this questions cannot be directly answered, 
but instead, just coarsely estimated. At this point, it is fair to suggest that choosing p is 
more of an art rather than a science, yet further investigation of this issue may provide 
criteria that would improve the estimation process in choosing a proper p. 
1.2.2 Frobenius Norm 
9 
In the ANMF problem, other objective functions can be used to measure the error of the 
approximation instead of the Frobenius norm. Xue et al. considers 17 different distance 
measures in [42], in an attempt to distinguish which is most suitable for a face recognition 
application. Lee and Seung suggest using a variant of the Kullback-Leibler divergence in 
[19], which is the preferred method of the authors of [7] when evaluating DNA microar-
rays. Li et al. use this variant of the Kullback-Leibler divergence along with additional 
constraints in [35] in attempts to produce a sparse representation for face detection applica-
tions. Penalty terms are also sometimes used in the objective function in order to produce 
results with desired characteristics. A general overview of these type of penalty based 
algorithms is given in [5]. 
The objective functions mentioned above have been shown to be useful in specific ap-
plications, but general results on a variety of problems are typically not presented. In 
addition, these objective functions have a tendency to be somewhat cumbersome, and at 
times computationally difficult to derive, thus making them less intriguing. The appeal of 
using the Frobenius norm stems from the relative ease that is associated with its computa-
tions and the obvious goal implied by its simple representation. The popularity of the norm 
can arguably be traced back to its appearance in the paper written by Lee and Seung [18], 
which by most accounts, inspired a new wave of research for the ANMF problem. These 
factors, along with it's consistent performance in popular applications, make the Frobenius 
norm our objective function of choice when evaluating the general ANMF problem. 
1.3 KKT conditions 
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1.3.1 First Order Conditions 
The Lagrangian of the ANMF problem is given by 
L=\\WH-A\\2F-1£AijWij~J2^Hij, 
» j 
where the components of the matires A e Mm><p and T G Mpxn are multipliers for the 
non-negativity constraints imposed on W and H, respectively, by the ANMF problem. In 
order to fullfill the necessary first order conditions the following must be satisfied, 
(1) VwL = 0 
(2) VHL = 0 
(3) W,H>0 
(4) A, T > 0 
(5) AoW = 0 
(6) ToH = 0 
where the symbol "o" is used to denote component-wise multiplication. Conditions (1) and 
(2) are derived by examining the structure of the gradient of the Lagrangian, 
VL = / VwL\ = ( (WH-A)HT-A 
\ VHL] \ WT(WH-A)-T 
By setting VL = 0, the following is derived 
(WH - A)HT - A = 0 => {WH-A)HT = A 
WT(WH -A)-T = 0 => WT(WH -A) = T. 
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These equivalences allow for the compact representation of the first order KKT conditions, 
which will be collectively satisfied if 
min(#, WTWH - WTA) = 0 
v J (1-2) 
mih(W, WHHT - AHT) = 0, 
where the min is taken component-wise. 
1.3.2 Second Order Conditions 
In order to examine the second order optimality conditions, the second order Lagrangian 
matrix, V2L, must be computed. In this subsection, the goal is not to verify these condi-
tions, as that process is well documented (in [26] for example), but rather to provide the 
details for computing this matrix. 
In the ANMF problem, V2L is a square matrix of dimension p(m + n). As most 
applications deal with large datasets, in practice, this matrix is not typically constructed. 
Yet the structure of this matrix may provide insight to future algorithmic developments and 
analysis. For this reason, the computational details of V2L are given. 
The second order Lagrangian matrix can be decomposed as follows, 
V 2 L= ( V ^ L VHWL 
\ VWHL V2WL 
This decomposition suggest that the construction of the matrix can be carried out more 
naturally by examining each of these parts individually, which is what is done in this dis-
course. 
The submatrix V2HL is a square symmetric matrix of dimension np, whose block entries 
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(of dimension p) are defined as 
f WTW ifi = j 
{ 0 ifi^j, 
where hi represents the ith column of H. This definition exposes the block diagonal struc-
ture of V2HL, which is illustrated below. 
/ n. . r n. . r T7. . T \ I ixrTur c\ n \ 
V*HL = 
V/n^L 
V / ^ L Vh2h2L . •. V ^ ^ L 
^ ( WTW 0 
0 
V 0 
0 
0 
WTW \ ^hnhiL Vhnh2L • • • ^hnhnL J 
The square symmetric submatrix Vf^L, whose dimension is pm, can be similarly con-
structed through the examination of V^,TL. Recall, that 
VWTL = H(HTWT-AT)-AT, 
thus making the construction of V^,TL analogous to that of V#L. More specifically, if Tt 
is defined to be the ith column of WT, then 
^TiTjL = < 
HHT ifi = j 
0 if i ? j . 
As in the previous case, V^TL will be a block diagonal matrix. Since 
V2WL = P?(V2WTL)PU 
where Pi is the unique permutation matrix that transforms the components of WT to W, 
the submatrix desired can be derived from the process presented. 
The computation of the submatrix VWHL, whose dimension is (pm x pri), is a daunting 
and rigorous task, whose structure is all but apparent. In order to simplify the process, it is 
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beneficial to consider the following implication, 
VWL = {WH - A)HT - A =• VWiL = {WH-A)Hf -Ku 
where the subscript i represents the column of the given matrix. This structure alludes 
to computing the desired submatrix by first constructing VWHTL. This can be done by 
constructing the following (m x n) matrices. In order to simplify notation, Si is used to 
denote the ith column of H7* (or equivalently the the transpose of the ith row of H). 
(WH-A) + WiSf if i = j 
^WiSjL 
WjSf-Rj if i?j, 
where Rj is defined as 
Rj = 
( 
V 
0. . .0 
aj on row j 
0. . .0, / 
and where at denotes the r" row of A. Properly placing this information produces 
/ 
Vwi/rL = 
VwispL 
Vu,2SpL 
\ 
y V^„SlL VWnS2L ... VWnSpL J 
The desired submatrix can be produced by taking a proper permutation of the columns of 
VWHTL. If P2 denotes this unique permutation that transforms the components of HT to 
H, then 
VWHL = (VWHTL)P2. 
Due to the symmetric properties of the second order Lagrangi an matrix, VHWL = (VHWL)T, 
thus completing the construction of this second order matrix. With this information in hand, 
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the second order conditions of a given ANMF can be examine in order to evaluate its de-
sirability. 
1.4 Literature Review 
The notion of an approximate non-negative matrix factorization was formally introduced 
in 1994 by Paatero and Tapper in [29], where it was referred to as a positive matrix fac-
torization. The relevance of the article stems beyond the mere formulation of the problem, 
as the fundamental approach of obtaining an ANMF through updating the variables via an 
alternating approach was first introduced. Since it is the case that most algorithms which 
are currently used for the ANMF problem follow this structure, a brief overview of this 
approach would not justify the extent of this contribution. Therefore a more thorough ex-
amination of this approach will be conducted in section (1.4.1). 
Paatro continued algorithmic work on the ANMF problem, producing a Gauss-Newton 
based method which attempted to reduced the effect of outlying data points on the factor-
ization [27], and a preconditioned conjugate gradient method with convergence properties 
[28]. The further of these algorithms suffers from scalability issues, while the faults of the 
latter was attributed to the hazy algorithmic details and the need for front end engineering 
[16]. In 1999 an article by Daniel Lee and Sabastian Seung that appeared in Nature [18] 
increased the visibility of the ANMF problem and sparked the interest of the research com-
munity. Through visual examples, Lee and Seung demonstrated that the ANMF problem 
had the ability to produced parts based factorizations, thus stating that ANMF can poten-
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tially estimate the whole by it's main parts. The popularity of the article was due to three 
main factors: (1) The simplicity of the algorithms presented (2) the effectiveness of these 
algorithms to produce high quality results and (3) the ability of the authors to convey the 
physical value of the ANMF problem through image and text classification applications. 
In [19], Lee and Seung provided the technical details of the algorithms presented in the 
Nature article, and claim to have proved that the iterations of these algorithms converge to 
a stationary point. In [12], Gonzalez and Zhang state that Lee and Seung had not proved 
the convergence of the iterates, but instead, had only shown that the objective function con-
verges. Although in general, the results produced by the algorithms proposed by Lee and 
Seung have a tendency to produce high quality results, the lack of convergence properties 
is a motivating factor to further investigate this algorithm, which is done in chapter (2). 
Many other algorithms have been developed for the ANMF problem, yet none has been 
able to achieve the popularity obtained by the Lee and Seung algorithms. Projection meth-
ods have gained more notoriety as of late [16, 24, 23, 5], as they have been shown to be 
competitive and practical. A general overview of these algorithms is given in subsection 
(1.4.1). The demand for sparse ANMF has prompted the development of penalty function 
approaches (such as [21, 34,15]), yet this endeavor may be somewhat ill-advised, as these 
spares approaches are derived from algorithms whose behavior is still not well understood. 
In [5] there is a nice overview of these such algorithms, which have developed a reputation 
for being application specific. 
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1.4.1 Alternating Approaches 
In this class of algorithms the matrix variables of the ANMF problem, H and W, are 
updated in an alternating fashion. That is, at iteration k the following convex programs are 
considered 
h{H) := {mmgm = \\\WkH - A\\F :H>0}, 
f2(W) := {mm g2(W) = \\\WHk+l ~ A\\F : W > 0} . 
The aim is not to solve fi(H) and f2{W) at the kth iteration, but rather to produce an 
update,(Wk+\Hk+l), such that gi(Hk+1) <
 gi{Hk) and g2(Wk+1) < g2(Wk). The al-
ternating nature of this approach allows for the updated H variable obtained after updating 
gi(H) to be used in updating g2(W). The hope is that this additional information will 
improve the updates obtained at each step. 
Through this approach, a solution to the ANMF problem is obtained by evaluating more 
manageable convex problems, yet the quality of the final solution obtained is generally 
unclear. In fact, in most cases, this alternating approach is not guaranteed to obtain a local 
minimum, yet alone a global minimum. Grippo and Sciandrone showed in [13] that if 
fi{H) and f2(W) from (1.3) were both optimally solved, then then the iterates will in 
fact converge to a local minimum of the ANMF problem. Although this would make for 
a theoretically sound algorithm, most practitioners have opted to avoid this approach due 
to the high computational cost required at each iteration. Instead, faster algorithms based 
on gradient or projection methods are preferred. The most popular of these algorithms are 
discussed in the following subsections. 
Weighted Gradient Methods 
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Alternating weighted gradient methods for the ANMF problem can be expressed through 
the following general update rule: starting from some pair (W°, H°), do 
Hi, «- Hij - T}ijVHiigu (1.4) 
Wa «- Wij - QjVWij92, (1-5) 
where V#</i and Vw92 are the gradients of the objective functions in (1.3), that is, 
VH9i = WTWH - WTA, (1.6) 
Vw92 = WHHT - AHT, (1.7) 
and where rj and £ are weighting matrices that are used to keep the iterates feasible. 
In [18] Lee and Sueng introduce a weighted gradient algorithm with this alternating 
update structure, which has arguably become the most popular algorithm for producing and 
ANMF. The popularity of this algorithm may be attributed to its simplicity and competitive 
results, yet it does contain its drawbacks. For example, the results obtained are sensitive 
to the given initial point (W°, H°). In many cases, multiple starting points are used in 
an attempt to obtain the best possible results. This approach may at times be effective, 
but can also be seen as inefficient. Another issue is the slow convergence of the objective 
function. As is typically the case with gradient methods, the convergence of the objective 
function slows down dramatically after an initial rapid decent. What most consider to be 
the most critical drawback of this algorithm is the lack of theoretical results regarding the 
convergence of the iterates (Wk, Hk). It is unclear if the iterates actually do converge, and 
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if they do, is it to a local minimum, a KKT point, or none of the above? These issues will 
be examined further in chapters (2) and (3). 
Many other scalings (that is values for 77 and £) may be used within this alternating gra-
dient framework, yet most standard approaches have a tendency to quickly hit the boundary, 
thus producing poor factorizations. The relative quick initial decent that occurs when im-
plementing the Lee and Seung algorithm provides evidence that these alternating gradient 
approaches have the potential to avoid such behavior when the scaling is properly chosen. 
The hope is that a novel scaling with sound theoretical properties may be developed as 
research on the ANMF problem continues. 
Projection Methods 
This class of alternating methods for the ANMF problem encompasses approaches in 
which iterates are projected mainly to remain feasible but may also be done to give iterates 
a desired characteristic. A general update structure for this class may be misleading, as 
projections are derived from different structures and may not be handled in a similar fash-
ion. Yet the alternating updating of variables is still carried out as defined in (1.3). The 
alternating projection algorithms that have become most relevant are briefly discussed. 
In [24], Lin proposes using a projected gradient method in the alternating fashion de-
scribed by (1.3) to solve the ANMF problem. In addition to the actual implementation of 
the algorithm, the author devises a clever approach to verify the Armijo sufficient decrease 
condition, thus producing a fast effective algorithm. The quality of the obtained solutions 
was shown to be on par with that of the multiplicative Lee and Seung algorithm, while the 
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average run time was shown to be significantly better. 
Berry et al. proposes using the following alternating update scheme 
H <- max((WTW)-lWTA,Q) 
u
 ' (1.8) 
W <- max(AHT(HHT)-\0) 
where the max is taken component-wise. This algorithm is derived from taking a least 
squares solution to the problems of (1.3) and projecting the iterates to the feasible region. 
A similar approach was derived in [43], where a scaled positive-definite matrix was used to 
scale the least squares solution, before projecting the matrix variables to the feasible region. 
Both of these algorithms may not provide a monotonically decreasing objective function 
and do not contain any convergence properties. 
In [16] Kim et al. use the first order KKT conditions to define an approach that alter-
natingly obtains fi(H) and f2(W) via a projected gradient. Using the KKT properties of 
these convex programs, a fixed set of points is defined that are not to be immediately up-
dated. For example, when evaluating f\{H) in (1.3), the fixed set of point would be those 
that satisfy 
Hij = 0 and {VHg\)ij > 0, 
which are exactly the points that currently satisfy the KKT conditions of f\(H). All other 
variables are updated using a gradient method that is scaled by BFGS inspired approxima-
tion to the Hessian, and are then projected to the feasible non-negative orthant. This process 
is continued on g\ (H) until the iterates converge to /i (H) (which the authors showed must 
occur), updating the fixed set of points as needed. This process is then applied to f2(W) 
in (1.3). By repeatedly applying this alternating process, the iterates must converge to a 
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local minima of the ANMF problem, as established by [13]. The authors also introduce an 
approach that does not obtain the optimal solutions fi(H) and fi(W), but instead uses the 
same general update structure on gi(H) and g2(W), although no convergence results are 
assured with the exception of the monotonic decrease of the ANMF objective function. 
In [23], Lin produced an update of the multiplicative Lee and Seung algorithm that uses 
a projection away from the boundary when an update appears to be approaching a non-
stationary point. This projection, which was inspired by the first order KKT conditions of 
the ANMF problem, requires that both the variables and the gradient be non-negative. Lin 
showed that the iterates of this approach contain at least one limit point, and that all limit 
points are stationary points of the ANMF problem. 
Chapter 2 
Alternating Weighted Gradient 
Approaches for the ANMF 
When obtaining an approximate non-negative matrix factorization (ANMF) of a given non-
negative matrix, current algorithms cannot generally guarantee either optimal solutions or 
the ability to converge to a local minima within a reasonable amount of time. This lack of 
efficiency translates into an unclear selection process when considering which algorithmic 
approach to implement when attempting to solve the ANMF problem. This dilemma is 
typically remedied by either evaluating the numerical performance and speed of available 
algorithms within the field of interest, or by choosing an algorithm based on it's relevance 
within the literature. Typically, the latter of these choices is carried out, which will typically 
lead to the implementation of the popular Lee and Seung algorithms. 
The algorithms developed by Lee and Seung have become a popular choice for the 
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ANMF problem, as they have shown the ability to obtain high quality solutions over a di-
verse class of problems within a reasonable runtime. Many regard these Lee and Seung 
algorithms as the standard approach when attempting to solve the ANMF problem, due 
both to their effectiveness and simplistic implementation, the latter which has made the al-
gorithms accessible to even those with a modest mathematical background. In this section 
we examine the alternating weighted gradient approach proposed by Lee and Seung, aimed 
at minimizing the Frobenius norm of a given ANMF problem, by conducting a thorough 
mathematical examination of the approach. We compare this algorithm to two other alter-
nating weighted gradient approaches: (1) an accelerated version of this particular Lee and 
Seung algorithm and (2) a gradient approach derived from the first order necessary condi-
tions of the ANMF problem. Numerical results presented will demonstrate that these two 
proposed algorithms are generally a superior choice when producing an ANMF, as they 
frequently out perform the Lee and Seung algorithm by notable margins. 
2.1 The Lee-Seung Algorithm 
The popularity of the Lee-Seung algorithm for solving the ANMF problem (1.1) can be 
attributed to both its simplicity, which is evident in the fact that the algorithm can be carried 
out in just a few lines of Matlab code, and its practical performance. As we will see, 
the Lee-Seung algorithm can be viewed as a diagonally-scaled gradient-type algorithm. 
It requires a moderately low computational cost on a per iteration basis, and it has been 
reliable in generating solutions of adequate quality. 
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To motivate the algorithm, we observe that for a fixed W (or H), the ANMF prob-
lem (1.1) becomes a linear least squares problem in terms of H (or W). The Lee-Seung 
algorithm implements this linear least squares approach by successively updating H and 
W, while holding W and H fixed respectively. The updates in the Lee-Seung algorithm 
are carried out by taking a step in a certain weighted negative gradient direction for the 
function f(W, H) as defined in (1.1); namely, 
tlij < riij rjij 
Wy <- W« - & 
df 
dH 
df 
= Hi, +
 Vij (WTA - WTWH).., (2.1) 
»j 
Wa + C« {AHT - WHHT).., (2.2) 
where % and Qj are individual weights for the corresponding gradient elements. Lee and 
Seung [19] use the following weights, 
„.. = ^H c- = ^ 0 3^ 
%
 {WTWH)^ ^ (WHHT)^ K } 
and arrive at the updating formulas: 
' ( F ^ ' v lJ{WHHT)i-Ha^HHnxn>™£ > ^ J ^ ^ ^ r r ^ • (2-4) 
These updating formulas as well as the weights used in this alternating gradient approach, 
stated in (2.3), can be derived from the first order necessary conditions of the ANMF prob-
lem, which can be written into the following two equations, 
min(#, WTWH - WTA) = 0, 
v
 (2.5) 
min(W, WHHT - AHT) = 0, 
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where the minimum is taken component-wise. A relaxed form of these conditions can be 
expressed as 
Hij(WTWH-WTA)ij = 0 =>- Hij = Hij(WTA)ij/(WTWH)ij, . ' . 
Wij(WHHT-AHT)ij = 0 . =* Wij = Wij(AHT)ij/(WHHT)ij, 
where the difference between (2.5) and (2.6) lies in the non-negative restrictions imposed 
on both the matrix variable and the gradient by the KKT conditions of the ANMF problem. 
As shown from (2.6), the iterative update proposed by Lee and Seiing can be developed 
through the evaluation of the relaxed form of the KKT condition given. 
Once the Lee-Seung algorithm is started from an initial positive pair (W, H), the algo-
rithm will always maintain positivity in the subsequent iterates. Also, Lee and Seung [19] 
have proved that the algorithm, which we will henceforth refer to as the (LS) algorithm, 
will monotonically decrease the objective function f(W, H); i.e., for any two successive 
iterations k and k + 1, 
\\A-Wk+1Hk+1\\F<\\A-WkHk+1\\F<\\A-WkHk\\F, (2.7) 
where strictly inequalities hold unless the gradient of f(W, H) equals 0. However, it needs 
to be pointed out that the monotone decrease in the objective function value by no means 
guarantees convergence to a local minimum of the ANMF problem (1.1), as was incorrectly 
claimed in [19]. The convergence of this algorithm, and others with a similar structure, will 
be discussed in chapter 3. 
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2.2 Accelerating the Lee-Seung Algorithm 
In the ANMF problem, the optimal H relative to a fixed W can be obtained, column by 
column, by individually solving 
min \WAej-WHej\fc 
s.t. Hei > 0, 
where e, is the j t h column of the n x n identity matrix. Similarly, we can obtain the optimal 
W relative to a fixed H by individually solving, row by row, 
min iWAW-gWe&l ' 
s.t. WTe{ > 0 , 
where e, is the ith column of the m x m identity matrix. The above problems can all be 
cast into a common form of the convex quadratic program 
min i||AE-&||2 
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 " • (2.10) 
s.t. x > 0, 
where A > 0 and b > 0. In problem 2.10, the variables as well as the given data are all 
nonnegative. It is therefore called a totally nonnegative least squares (TNNLS) problem. 
The (LS) algorithm can be viewed as successively improving the two sets of TNNLS 
problems, (2.8) and (2.9), by using the update rule x <— x + p, where p is the negative of 
the weighted gradient of the corresponding objective function for each TNNLS problem in 
(2.8) and (2.9) as described by (2.1), (2.2) and (2.3). 
In [25], Merritt and Zhang proposed an interior-point gradient method for solving the 
TNNLS problems in which they use a search direction p equivalent to that used in the (LS) 
algorithm. However, they use the update pale: x *— x + ap with a step-length a, which 
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is taken to be the exact minimizer of the objective function in the search direction p if this 
creates a positive update. Otherwise, a is chosen to be r, r e (0,1), times the longest step-
length possible in the p direction that ensures x + ap > 0. In either case, the algorithm 
always keeps the iterates positive (hence an interior-point algorithm) and always decreases 
the objective function. Merritt and Zhang [25] proved that for r sufficiently close to 1, 
the inequality a > 1 will hold. Moreover, they also established the convergence of their 
algorithm. 
We modify the (LS) algorithm by applying the same update rule with step-length a 
used in [25] to the successive updates in improving the objective functions in the two sets 
of TNNLS problems in (2.8) and (2.9). This results in a modified version of the Lee-Seung 
algorithm that successively updates the matrix H column by column and W row by row, 
with an individual step-length a for each column of H and an individual step-length (3 for 
each row of W. the algorithm can be written as the following update rule: starting from 
some initial positive pair (W, H), successively update H and W in the following manner 
Ha <- H{j + aj iHi {WTA - WTWH).., (2.11) 
Wij*-Wij+(3iCij{AHT-WHHT).j, (2.12) 
where77^ and Qj are defined as in (2.3), and the step-length parameters ctj, j = 1,2, • • • , n, 
and f3i,i = 1,2, • • • , m, are computed as follows. Instead of enumerating all the problems 
in (2.8) and (2.9), it suffices to consider the common form of the TNNLS problem (2.10). 
Let x > 0 and define, 
q = AT(b- Ax) and p=[x./ (ATAx)} o q, (2.13) 
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where the symbols "./" and "o" denote component-wise division and multiplication, re-
spectively. Then we define for some r e (0,1) 
/
 p
Tq \ 
a = min I
 T ,T . , T max{a : x + ap > 0} 1 . (2.14) 
By replacing (A, b, x) with (W, Aej,Hej) (or (HT, ATei, W/Tei)) one would immediately 
obtain the corresponding step-length formula for a, (or # ) . Since the problems being 
examined are TNNLS problems, q is the negative gradient of the objective function in 
(2.10), and the search direction p is a diagonally scaled negative gradient direction. The 
step length a is either the minimum of the objective function in the search direction, or a 
T-fraction of the step to the boundary of the nonnegative orthant. 
It has been shown in [25] that both pTq/pTATAp and max{d : x + ap > 0} in the 
definition of the step a are greater than 1. Hence we can make a, > 1 and /?, > 1 
by choosing r sufficiently close to one. In our implementation, we set r = 0.99 which 
practically ensures that the step length parameters are almost always greater than one. 
Merritt and Zhang show in [25] that their interior-point algorithm for solving TNNLS 
problems, that the objective function monotonically decreases with each update. In our 
work we take this algorithm and successively apply it to the ANMF problem, which in 
essence is a one step implementation of this interior-point algorithm to the TNNLS prob-
lem. Hence in each of the individual problems in (2.8) and (2.9) the objective value must 
be monotonically decreasing. Consequently, when the given H and W are updated through 
the formulas (2.11) and (2.12), respectively, the monotone-decreasing property of (2.7) is 
still satisfied, as in the (LS) algorithm. 
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It can be observed that when the step-length parameters are set to one, update formulas 
(2.11) and (2.12) reduce to the Lee-Seung updates (2.1) and (2.2). In our modified algo-
rithm, the step-length parameters are allowed to be greater than one. This implies that at 
any given (W, H), we can achieve at least the same, and likely greater, amount of decrease 
in the objective function than the Lee-Seung algorithm. For this reason, we will call the 
proposed algorithm the accelerated Lee-Seung (ALS) algorithm. 
2.3 Taylor expansion of the KKT 
In the previous sections, the (LS) and (ALS) algorithms were shown to be alternating gradi-
ent approaches derived from examining the KKT conditions of the ANMF problem (2.10). 
In this subsection, the KKT conditions of the TNNLS problem are used to motivate an 
alternating gradient approach which aims to solve the ANMF problem through an itera-
tive update developed from the first order necessary conditions of the associated TNNLS 
problem. 
The KKT conditions of the general TNNLS problem, (2.10) which can be compactly 
stated as 
min(ATAx - ATb, x) = 0, (2.15) 
where the minimum is taken element-wise, are also sufficient conditions for a global min-
ima for the two associated TNNLS problems (2.8) and (2.9), as these are both convex 
programs. Due to this close association, an iterative algorithm that strives to fullfill the 
KKT conditions of the TNNLS problem will also do the same for the ANMF problem, al-
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beit for only one of the two matrix variables at a time. The individual components of (2.15) 
may be examined by considering the following real valued functions, 
d{x) = (xi)[g(x)]i, (2.16) 
where g(x) = AT(Ax — b) and where the subscripts i represent the ith component of the 
given vector. If a vector x is a global minimum of the TNNLS problem, then the following 
necessary condition must be fulfilled for alii, 
Ci(x) = 0. (2.17) 
If a given vector x does not fullfill (2.17) then an update to this variable would be needed 
in order to move towards a global minimum of the TNNLS problem. This update, which 
may be represented as x + p, can be developed by setting the linear expansion of the ith 
component of Ci(x) to zero, that is 
ci{x + p) = ci(x)+pT(Vci) = 0, (2.18) 
where the vector p represents the linear expansion of the ith component of x, or more 
precisely 
f 
pk if k = i 
Pk = < 
0 if k ^ i, . 
where the subscript k represents the corresponding component in the vector. In order to 
simplify this expansion, both equation (2.16) and the following inner product are used, 
pT(Vci) = (Pi)[g(x)}i + (xi)(Dii)(pi), (2.19) 
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where D is a diagonal matrix whose entries are equivalent to the diagonal of ATA. Substi-
tuting these formulas into equation (2.18) and solving for pi results in the following update, 
^^^' -" -^bwl^w- a20) 
whose vector form is given by 
-(g(x)ox). 
P = g(x) + Dx 
where "o" and "./" represents component wise multiplication and division, respectively. 
The update vector p is constructed to satisfy (2.17), but may not fullfill the necessary 
conditions of the TNNLS problem (2.15), as the updated iterate, x + p, may not be feasible 
(non-negative). In [41], the authors remedy this issue by presenting a scaled version of 
this update, x = x + ap, that can be applied iteratively en route to optimally solving the 
TNNLS problem. The step length a is computed using the following formula 
a = mm ( ^ P $ 1 1 ' r m a x { d : a ; + d ^ 0 } ) ' (2-2l) 
where r G (0,1). We propose to use this algorithm to solve the ANMF problem by alter-
natively updating the matrix variables H and W with equations (2.11) and (2.12), respec-
tively, in which the non-negative scaling factors are defined as 
: .... Ha
 c Wjj 
%
 (WTWH - WTA)ij + MiHij' ^ {WHHT - AHT)ij + NjWij1 
where 
Mi = (WTW)u and Nj^iHH^jj. 
This algorithm aims to update the inherent TNNLS problem within the ANMF problem 
in an alternating fashion, and will therefore produce an individual scaling parameter a for 
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each column of H and an individual scaling parameter f3 for each row of W. Note the added 
numerical stability that exists in the denominator of the scaling parameters when compared 
to both the (ALS) and (LS) algorithm. In this algorithmic approach, a small valued denom-
inator would occur only if the corresponding components of the matrix variable, gradient, 
and the orthogonality matrix (M or JV) were all small, which is a unlikely scenario. As this 
algorithm is developed by examining the Taylor expansion of the KKT conditions of the 
individual TNNLS problem, we call this algorithm (KKTEX). 
2.4 Databases for the Evaluation of ANMF Algorithms 
To evaluate the performance of the alternating weighted gradient approaches presented in 
this chapter, numerical experiments Were conducted using various datasets from three main 
applications: image processing, text sorting, and genetic evaluation. Databases from these 
applications are widely used to test algorithmic performance within the ANMF literature, 
as this type of factorization has proven to be useful within these fields. The focus of these 
numerical test is to evaluate the performance of each algorithm under equivalent conditions 
in hopes of determining the comparative weaknesses and strengths of each algorithm. In 
this section, a brief description of the databases used to conduct the numerical evaluations 
is given. 
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2.4.1 Image Data 
Image databases are naturally associated with the ANMF problem, as the factorization is 
able to provide a visual interpretation of the main features of a given dataset. In this section, 
each image is represented by a vector of size m, in which the ith component of the vector 
represents a preassigned pixel value of the given image. A standard approach is to stack 
the columns of each image in order to preform this transformation. Using this mapping, or 
any other one-to-one mapping, a dataset containing n images in which each have m pixels 
may be represented byamxn matrix. 
Iris Database 
This image set consist of 9 human iris images taken from a sample database contained 
in the University of Bath Iris Image Database. In this sample database all images have 
a resolution of 1280 x 960. In order to minimize computational time, each image was 
compressed to have a resolution of 90 x 120, as was done in [6]. After performing this 
compression, the dataset of the 9 iris samples can be represented by a matrix of dimension 
10800 x 9. As suggested in [8], the ANMF problem may be used to decompose a set of 
irises to assist in recognition methods for biometric identification. 
Swimmer Database 
The "swimmer" database consist of 256 images of 32 x 32 pixel resolution, and can there-
fore be represented by a matrix of dimension 1024 x 256 [10]. Each image is composed 
of 5 main parts, a torso consisting of 24 pixels, and four limbs which represent the arms 
and legs of the figure, each consisting of 6 pixels each. The torso is a 12 x 2 rectangular 
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block that is invariant for all images, while each limb can take one of four different posi-
tions. As each image of the dataset represents a unique construction of these limbs, the 256 
images in the dataset represents all possible constructive combinations without repetition. 
As indicated by the construction of this set, the images are formed from 17 main parts, thus 
providing a natural ANMF rank [30]. 
In our experiments, we work with a more compact version of this database that reduces 
the fractions of zeros in the matrix while still retaining all positive valued information. This 
was done by cropping the 256 images to focus on only the region where a positive valued 
pixel may exist. The result was a set of images with 22 x 14 pixel resolution, that can be 
collectively expressed as a 308 x 256 non-negative matrix. In our construction, the intensity 
of any non-zero element was set equal to one. In addition, the matlab "rand" function was 
used to create pseudorandom noise that is uniformly distributed in the interval [0, .5] which 
was then added to the database. Original samples (i.e., samples without noise) from this 
database are presented in figure (2.1). 
ORL Face Database 
This database, officially named the AT&T Laboratories Cambridge ORL database of faces 
[2], contains 400 face images of resolution 112 x 92, and can therefore be represented by 
a 10304 x 400 matrix. The images of this database are comprised of 40 different individ-
uals. Each individual recorded 10 distinct images using different facial expressions. Other 
possible variations in the photos include lighting conditions and the use (or omission) of 
glasses. 
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Figure 2.1: Six assorted images from the cropped swimmers dataset demon-
strating various positions of the limbs stemming from the invariant torso. 
CBCL Face Database 
The M. I. T. Center for Biological and Computational Learning (CBCL) created this 
database of 2429 face images in which each image has a 19 x 19 pixel resolution [3]. The 
database can be represented by a matrix of dimension 361 x 2429, a relatively manageable 
size when compared to other face image databases. Lee and Seung used this collection of 
facial images in [18] to provide a visual demonstrate of an ANMF's ability to produce a 
parts based factorization of a given data set. The notoriety obtained by Lee and Seung's 
paper have made this database a popular choice in the ANMF literature when conducting 
numerical experiments (in [6, 24,23,12, 30] for example). 
2.4.2 Genetic Data 
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In this application, the ANMF problem is used to evaluate a database of genes by producing 
a set of interpretable basis vectors (referred to as metagenes) that can then be used to clas-
sify and/or cluster the samples in the given data. In this paper, when referring to databases 
from this field, the columns of the non-negative matrix representing the genetic data will 
represent the samples taken, while the ith rows will denote the expression level of the ith 
gene in a given sample. The basis vectors (or metagenes) created by the factorization would 
presumably represent the dominant gene associations and structures within the given data. 
Leukemia Data 
This set of 38 bone marrow samples of individuals diagnosed with acute leukemia was used 
in [7] to demonstrate the ability of an ANMF to accurately classify the genes associated 
with two distinct types of this cancer: acute myelogenous leukemia (AML) and acute lym-
phoblastic leukemia (ALL). The (ALL) samples can be further categorized into T and B 
subtypes, thus a rank-2 or rank-3 ANMF would be most appropriate for this database, de-
pending on the depth of the classification. As each sample contains 5000 gene expressions, 
the database may be represented by a 5000 x 38 non-negative matrix. 
Medulloblastoma Data 
This database contains 34 samples of 5894 gene expression from childhood brain tumors 
known as medulloblastomas, and may therefore be expressed as a non-negative matrix of 
dimension 5894 x 34. In [7], the authors discover that a distinct classification of this data 
occurs when using ANMF's of rank 2, 3, and 5. 
2.4.3 Text Data 
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A text document which contains m distinct words may be represented by a non-negative 
vector of that same dimension, where the value of the ith component is equivalent to the 
number of occurrences of the ith word within the document. In the same fashion, a database 
of text documents may be represented by a non-negative mxn matrix, where n represents 
the number of text documents in the set, while m represents the number of distinct words 
in the collective database. In order to minimize the storage requirements, low-frequency 
words are typically omitted from this representation as are other high-frequency stop-words 
(such as "a", "is","the"), as the intent is to represent the text document by a set of infor-
mative key words. As text documents tend to concentrate on a few key issues, the matrix 
developed tend to be highly sparse. 
Classic 3 
This collection of text documents is composed of abstracts from medical journals, infor-
mation retrieval papers, and aeronautical systems papers, as described in [9]. In this study, 
the data is preprocessed as specified in [6], thus creating a database of 3891 documents 
which are represented by 4299 key words which may be collectively represented by a non-
negative matrix of dimension 4299 x 3891. Approximately 99% of the elements in this 
matrix are zero valued, a trait typical of matrices representing text documents. 
RCV1 
Reuters Corpus Volume I (RCV1) is a text document database composed of over 800,000 
newswire stories which have been manually categorized into 103 possible topics [20]. In 
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this study, this database is preprocessed and organized as described in [24] en route to cre-
ating two matrices, which we denote as RCVl-a and RCVl-b. In RCVl-a, the database 
contains 1588 documents, each which can be classified by exactly one of three randomly 
selected topics. As this first set of text documents contains 5412 key words, it is repre-
sented by a non-negative matrix of dimension 5412 x 1588 in which 1.1% of the elements 
are nonzero. RCVl-b contains 1401 documents, each which belong to exactly one of six 
randomly chosen topics. This second data set contains 5737 key words and can therefore 
be represented by a non-negative matrix of dimension 5737 x 1401 where only 1.05% of 
the elements are nonzero. 
2.5 Numerical Experiments 
A comparative evaluation of the performance of the accelerated Lee-Seung algorithm (ALS) 
and the KKT expansion algorithm (EXKKT) to that of the original Lee-Seung algorithm 
(LS) is conducted in ths section. These alternating gradient approaches for the ANMF 
problem were applied to the databases described in section (2.4.1) for various values of p. 
To assure a fair comparison, we followed the steps below in the order given for each test 
case. 
1. Use the same randomly generated starting point for all algorithms. 
2. Run the (LS) algorithm for the given number of iterations, and record the CPU time 
used. 
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3. Individually run the (ALS) nd (EXKKT) algorithms until the CPU runtime is equal 
to or greater than that used by the (LS) algorithm. 
As the amount of cpu time need to perform an iteration is not equivalent for all three al-
gorithms, the numerical test must be carefully implemented in order to assure and accurate 
representation of their comparative performance. Steps 2 and 3 in the experiment frame-
work ensure that a fair comparison is obtained, as they regulate the algorithms to run for 
approximately the same amount of time at each test case. 
In our numerical test, the (LS) algorithm is evaluated at predefined iteration counts, thus 
allowing the analysis of the algorithms performance over the course of time. The runtime 
of the (LS) algorithm is recorded at each of these markers, and is then used to obtain results 
for the (ALS) and (EXKKT) algorithms on their corresponding runs, as indicated by the 
guidelines above. Since the three alternating gradient algorithms are sensitive to the given 
initial point and have no performance guarantees, the results obtained by these algorithms 
on a given database may vary from when these algorithms are intialized from different 
starting points. This characteristic may potentially skew the analysis of an individual run, 
as a generally less superior approach may possibly out-perform its counterparts on one 
given implementation. In order to avoid such a situation, 50 different initial starting points 
were used to initiate 50 numerical test of the algorithms, thus producing this same number 
of results for each algorithm at every predefined iteration count. This allows the comparison 
of the performance of the algorithms to be based on average solution quality, thus providing 
a more general account of each algorithms overall performance. 
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We define the relative improvement of the (ALS) and (EXKKT) algorithms over the 
(LS) algorithm as the quantity: 
Relative Improvement = - ^ x 100%, 
JLS 
where fiS represents the average objective value obtained by the (LS) algorithm, and simi-
larly, where /j represents the average objective value of algorithm i — {(ALS),(EXKKT)}. 
The general formula for these quantities is expressed by the following, 
1 50 
•ft = 50 Z ^ * ' 
fc=i 
where ff represents the objective value obtained by the kth run of the ith algorithm. 
The numerical results obtained will be presented in tabular form, organized by field of 
application. Each table will depict the rank of the ANMF, the iteration count at which the 
objective values obtained by the (LS) algorithm was recorded, the average objective value 
obtained by the (LS) algorithm at the defined points, along with the associated relative 
improvement obtained by the (ALS) and (EXKKT) algorithms. The objective values given 
in these tables are normalized by the Frobenius norm of the matrix begin approximated. 
Note that a negative relative improvement value would indicate that, on average, the (LS) 
algorithm outperformed the corresponding algorithm to whom it is being compared. 
In table (2.1), the numerical results for the image databases, are presented. In each of 
these cases, the (LS) algorithm was outperformed by both the (ALS) and (EXKKT) al-
gorithms, as indicated by the relative improvement percentages given. The table suggests 
that the difference between the benchmark (the (LS) algorithm) and the other algorithms 
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Table 2.1: Image Databases 
Iris 
iter 
LS 
ACCLS 
EXKKT 
Swimmer 
iter 
LS 
ACCLS 
EXKKT 
ORL 
iter 
LS 
ACCLS 
EXKKT 
CBCL 
iter 
LS 
ACCLS 
EXKKT 
p = 2 
15 
1573.6 
12.0% 
23.8% 
30 
1437.2 
17.9 % 
23.3 % 
50 
1282.4 
14.5 % 
16.8 % 
p = 8 
25 
37.8 
20.8 % 
21.3% 
50 
30.3 
3.4 % 
3.8 % 
75 
29.6 
1.5 % 
1.8% 
p = 20 
25 
24548.6 
44.1 % 
45.6 % 
50 
17040.9 
32.2% 
34.9 % 
100 
12618.3 
14.7% 
16.1% 
P = 20 
25 
7335.9 
51.4% 
55.6 % 
50 
4854.8 
46.2 % 
50.1 % 
100 
3126.9 
27.9 % 
29.2 % 
p = 3 
15 
1451.2 
25.2 % 
41.3% 
30 
1172.7 
29.8 % 
39.8 % 
50 
932.7 
23.4 % 
27.1 % 
p = 1 6 
25 
29.0 
44.7 % 
48.5 % 
50 
17.1 
17.5 % 
20.0 % 
75 
14.9 
7.9 % 
9.3 % 
p = 40 
25 
23186.0 
51.5% 
48.5% 
50 
15204.1 
40.0 % 
42.1% 
100 
10806.7 
23.6% 
25.7% 
p = 40 
25 
6875.1 
59.5% 
59.7% 
50 
4285.1 
57.3 % 
61.1 % 
100 
2520.0 
43.1 % 
45.7% 
p = 4 
15 
1344.6 
34.6 % 
54.1 % 
30 
978.3 
41.8% 
57.7 % 
50 
705.6 
39.3 % 
47.7 % 
p = 1 7 
25 
28.3 
45.4 % 
48.7 % 
50 
16.5 
17.4% 
18.7% 
75 
14.4 
7.2 % 
8.4% 
p = 60 
25 
22672.6 
56.0% 
45.0 % 
50 
14411.5 
45.3 % 
46.5% 
100 
9891.5; 
29.5% 
31.8% 
p = 60 
25 
6663.9 
64.7% 
52.2% 
50 
3968.2 
63.6 % 
65.3 % 
100 
2202.8 
51.8% 
55.0 % 
is much more substantial in the initial iterations, and then decreases as the iteration count 
increases. In practice, this trend continues as the relative improvement gap typically nar-
rows with more iterations, yet in most cases, the (ALS) and (EXKKT) algorithms will still 
provided a better result under equivalent conditions. 
Figure (2.2) portrays a sample of this behavior by plotting the relative difference of the 
average objective values obtained by 50 runs of each algorithm over the course of 2000 (LS) 
iterations when computing a rank-20 ANMF of the CBCL image database. In this example, 
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the values obtained by the (LS) algorithm, along with the cpu-time used, was recorded 
every 25 iterations, starting at the 200tfe iteration. The (ALS) and (EXKKT) algorithms 
where then run using the same starting point, and the objective values of these algorithms 
were recorded once the runtime was greater than or equal to the run times recorded by the 
(LS) algorithm at the corresponding iteration markers. The relative improvement was then 
Long Run Relative Convergence 
12% 
10% 
200 400 600 800 1000 1200 1400 1600 1800 2000 
Figure 2.2: The relative improvement of the (ALS) and (EXKKT) algo-
rithms over the (LS) algorithm. 
computed at these iteration points using formula (2.5). In this particular example the gap 
in the relative improvement between the algorithms does close within the given iteration 
range, yet it never overcomes the 1.8% barrier. In addition, there is no guarentee that this 
gap will ever fully close. As these three gradient algorithms typically converge in less than 
2000 iterations (under reasonable requirements) this apparent inverse relationship that exist 
between the number of iterations and the rate at which the relative improvement gap will 
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decrease provides little hope for the (LS) algorithm to surpass its counterparts. 
Due to the computational cost of running larger datasets, the image databases being 
examined in this experiment are relatively small, as the resolution of the images are not of 
high quality. Note that as the image resolution increases, so does the computational cost 
of each iteration, thus producing a possible situation where it may not be feasible to run a 
large number of iterations when attempting to find an ANMF. The data in table (2.1) implies 
that the (ALS) and (EXKKT) algorithms are more effective on larger approximations, as 
the improvement of these algorithms over the (LS) algorithm increases with the ANMF 
rank (which is depicted by the variable p). This trend suggests that the value of using the 
(ALS) and (EXKKT) algorithms may increase with the size of the approximation, a trait 
that may potentially significantly decrease the computational cost and runtime of producing 
a sufficient ANMF. 
Table 2.2: Genetic Databases 
Leukemia 
iter 
LS 
ACCLS 
EXKKT 
Medull. 
iter 
LS 
ACCLS 
EXKKT 
p = 2 
10 
167528.6 
7.8 % 
8.6 % 
30 
149051.1 
1.3% 
1.6% 
50 
146606.5 
0.3 % 
0.4 % 
p = 2 
10 
93779.8 
15.9 % 
16.5 % 
30 
72019.8 
2.1 % 
2.3 % 
50 
70423.8 
0.2 % 
0.3 % 
p = 3 
10 
153472.8 
14.1 % 
14.3 % 
30 
123953.4 
2.0 % 
2.1 % 
50 
121227.6 
0.7 % 
1.1 % 
p = 3 
10 
86633.1 
21.6% 
22.8 % 
30 
62042.7 
4.8 % 
5.2 % 
50 
59473.1 
2.5 % 
3.6% 
p = 5 
10 
133249.6 
20.4 % 
21.0% 
30 
95180.4 
4.7 % 
5.1 % 
50 
91332.6 
2.1 % 
2.6 % 
p = 5 
10 
80776.1 
24.7 % 
25.1 % 
30 
53285.8 
8.2 % 
9.6 % 
50 
49347.7 
4.1 % 
5.0 % 
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The results of the numerical experiments conducted on the Genetic databases are given 
in table (2.2). The relative improvement obtained by the (ALS) and (EXKKT) algorithms at 
the earlier iterations indicate that these algorithms initially behave quite favorably on these 
tall rectangular dense datasets. As the iterations number increase, the relative improvement 
gap decreases at a high rate, which indicates the ability of the (LS) algorithm to quickly 
overcome its sluggish start. Still, the (LS) algorithms does not better the results given 
by both the (ALS) and (EXKKT) algorithms within the time frame of the numerical test, 
thus providing evidence that the (ALS) and (EXKKT) algorithms should be expected to 
produce better results than the (LS) algorithm for these type of datasets when the algorithms 
are ran within a reasonable time frame. This statement is supported by figure (2.3), which 
illustrates the relative convergence pattern of the (LS) algorithm on the rank-2 cases of both 
the Leukemia and Medulloblastoma databases. This figure plots the relative improvement 
obtained by the (LS) algorithm on the ANMF objective function value from iteration to 
iteration, using a logarithmic scale. The relative improvement measure is given by 
9i
~
9i+\ (2.22) 
. . • • 9i 
where g{ indicates the objective value obtained by the (LS) algorithm at the ith iterate. As 
the (LS) algorithm has already converged to within Lie"3 accuracy, it is unlikely to overtake 
the results obtained by both the (ALS) and (EXKKT) algorithms. 
In table (2.3), the numerical results obtained on the highly sparse text databases are 
presented. The negative relative improvement percentages indicate that under equivalent 
44 
Leukemia 
10 15 20 25 30 35 40 45 50 
Medulloblastoma 
10 15 20 25 30 35 40 45 50 
Figure 2.3: The relative average convergence pattern of the (LS) algorithm, 
plotted in a logarithmic scale, when producing a the rank-2 ANMF approx-
imations to the Genetic databases. The red line denotes the l .e - 3 conver-
gence rate. 
conditions, the (LS) algorithm generally produced better results for these databases than 
either the (ALS) and (EXKKT) algorithms, albeit only by a small margin. Due to this 
minute difference, it can be argued that these algorithms are basically equivalent on these 
databases, as they all behave similarly over the course of the experiments. 
When obtaining an ANMF for these text datasets, all three of the alternating gradient 
algorithms being examined obtain a substantial improvement of the ANMF objective func-
tion on the first iteration, but fail to make significant gains for the remaining iterations. In 
figure (2.4), this behavior is illustrated through the examination of the (LS) algorithm for 
the rank-3 ANMF of the Classic 3 database. In subplot (2.4(a)), the convergence history of 
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Tat 
Classic 
iter 
LS 
ACCLS 
EXKKT 
RCVl-a 
iter 
LS 
ACCLS 
EXKKT 
RCVl-b 
iter 
LS 
ACCLS 
EXKKT 
)le 2.3: Text Databases 
p = 3 
15 
695.1 
0.03 % 
0.02 % 
30 
692.4 
-0.04 % 
-0.01 % 
45 
691.9 
-0.04 % 
0.02 % 
p = 3 
15 
35.8 
0.02 % 
-0.19% 
30 
35.7 
0.04 % 
0.10% 
45 
35.7 
0.03 % 
0.07 % 
p = 3 
15 
33.7 
-0.04 % 
-0.44 % 
30 
33.6 
-0.07 % 
-0.10% 
45 
33.5 
-0.08 % 
-0.05 % 
15 
661.7 
-0.09 % 
-0.40 % 
p = 8 
30 
656.8 
-0.13% 
-0.12% 
45 
655.8 
-0.09 % 
-0.08 % 
p = 6 
15 
34.2 
-0.04 % 
-0.97 % 
30 
34.1 
-0.00 % 
-0.00 % 
45 
34.0 
0.01 % 
0.02 % 
p = 6 
15 
32.1 
0.02 % 
-0.92 % 
30 
31.9 
0.01 % 
-0.02 % 
45 
31.8 
0.01 % 
0.03 % 
15 
547.5 
-0.02 % 
-1.15% 
p = 64 
30 
525.5 
-0.12% 
-0.04 % 
45 
520.7 
-0.13 % 
0.06 % 
p = 9 
15 
33.1 
-0.25 % 
-0.53 % 
30 
32.9 
-0.16% 
-0.07 % 
45 
32.8 
-0.15% 
-0.03 % 
p = 9 
15 
31.0 
-0.31 % 
-0.41 % 
30 
30.8 
-0.02 % 
0.08 % 
45 
30.7 
0.00 % 
0.12% 
the (LS) algorithm is plotted in a logarithmic scale, while subplot (2.4(b)) states the relative 
improvement made by the (LS) algorithm for iterations 2 — 45, as measured by equation 
(2.22). Notice that the relative improvement made beyond iteration 10 is always less than 
0.2%, thus validating the results given by table (2.3). In general, the three alternating gra-
dient approaches being examined tend to obtain a large relative improvement on the first 
iteration, while subsequent iterations are gradually less effective. Yet as shown by tables 
(2.1) and (2.2), this behavior is typically not as drastic as observed for these text databases. 
We observe from the test results on the genetic and image databases (whose data is 
expressed by dense matrices) that (i) the relative improvement of the (ALS) and (KKTEX) 
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(a) Convergence of (LS) (b) Relative Improvement of (LS) 
Figure 2.4: The plots portray information regarding the convergence of the 
(LS) algorithm on a rank-3 ANMF of the Classic 3 database. Figure (a) 
depicts the convergence history, while figure (b) plots the relative improve-
ment made by iterations 2 — 45. 
algorithm over the (LS) algorithm are all positive; (ii) relative improvement increases as the 
p-value increases; and (iii) for a given p value, the relative improvement becomes smaller 
as the run time increases, (thus allowing the slower (LS) algorithm to recover some lost 
ground). The analysis on the text databases is much less obvious, as all three algorithms 
demonstrate similar convergence behavior, leading them to obtain results that are essen-
tially equivalent. It is likely that the high sparsity level of the text databases caused the 
three gradient algorithms to struggle, as the improvement of each algorithm was slow to 
non-existent. The numerical test over the text databases provide further evidence of a need 
to develop a ANMF algorithm which can effectively handle sparse matrices. 
For the datasets stemming from the image and genetics fields, the numerical improve-
ment of the objective value obtained by the (ALS) and the (KKTEX) algorithms over (LS) 
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algorithm is apparent, yet it is unclear if this translates into a qualitative improvement. 
Since the ANMF obtained for the image databases can directly be visualized, we elect to 
stay within this application to demonstrate the physical attributes that are associated with 
higher quality solutions. In figure 2.5 we show four randomly chosen pictures from the 
ORL database and their approximations given by a low-rank nonnegative matrix factoriza-
tion A « WH, developed by the three algorithms being examined. The original pictures 
and the approximations given by the (LS), (ALS), and (KKTEX) algorithms are listed in 
columns 1, 2, 3 and 4, respectively. The approximations were generated for p = 60 with 
100 iterations given to the (LS) algorithm and the equivalent amount of CPU time to the 
(ALS) and (KKTEX) algorithms. In this case, the relative improvement of (ALS) over (LS) 
is about 29.5% while the (KKTEX) obtained a relative improvement of about 32% over the 
(LS) algorithm. 
As can been seen from Figure 2.5, the visual quality of the approximations given by the 
(LS) algorithm is not on par with those obtained by the (ALS) and (KKTEX) approxima-
tions within the given time frame, as the latter two algorithms produce pictures that contain 
greater detail in all four examples. Although this qualitative improvement may not always 
be as distinct in all cases, the relative improvement of the mathematical solutions indicates 
that collectively, the results should offer some improvement. 
The experiments conducted indicate that the (ALS) and (KKTEX) algorithms indeed 
converge notably faster than the popular (LS) algorithm, especially at the early stages. 
This property should be particularly useful for large-scale or real-time applications, where 
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Figure 2.5: Four pictures (in column 1) from the ORL dataset, and the corre-
sponding (LS), (ALS), and (KKTEX) approximations (in columns 2, 3 and 
4, respectively). 
computational cost and run times should ideally be minimized. The numerical results also 
indicated that the (KKTEX) algorithm will typically perform slightly better then the (ALS) 
algorithm. Given that the (KKTEX) algorithm has the added numerical stability that min-
imizes the possibility of dividing by a small numerical number, it can be considered the 
preferred algorithm choice between the three alternating gradient approaches being exam-
ined. 
Chapter 3 
Theoretical Properties of a Class of 
ANMF Gradient Algorithms 
The Lee and Seung algorithm (LS) and the accelerated Lee and Seung algorithm (ALS) are 
both alternating iterative algorithms derived from a particular weighted gradient method, 
each using a particular step length. Due to their similarities, it may be feasible that these 
algorithms, along with other alternating iterative algorithms derived in a similar fashion, 
share similar convergence properties. In this chapter we examine this issue by defining 
an alternating iterative class of algorithms that can be used to solve the approximate non-
negative matrix factorization (ANMF) problem, that contain both the (LS) and (ALS) al-
gorithms. We then analyze the characteristics that are inherent in any algorithm within this 
class in order to distinguish their implicit properties. 
•• 4 9 
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3.1 Examining the Convergence of the Lee-Seung and Ac-
celerated Lee-Seung Algorithms 
The Karush-Kuhn-Tucker (KKT) condition for the ANMF problem (1.1) can be written 
into the following two equations, where the minimum is taken component-wise: 
mm(H, WTWH - WTA) = 0, 
• . . ' . ' • (3.1) 
min(W, WHHT - AHT) = 0, 
The first expression, for example, states that both H and WTWH - WTA = df/dH 
should be component-wise nonnegative and at least one (the smaller of the two) should be 
zero. Hence the equations imply both feasibility and complementarity in a compact form. 
By well known optimization theory, the KKT conditions (1.8) must necessarily be sat-
isfied at every local minimum of the ANMF problem. In particular, if a sequence converges 
to a local minimum of the ANMF problem, then the residual norm of the KKT equations 
(i.e., the left-hand-side of (3.1)) must go to zero. 
In order to examine if either of the (LS) algorithm or the (ALS) algorithm converges 
to a local minimum of the ANMF problem, numerical experiments were conducted. In 
these numerical experiments the two algorithms were applied to randomly generated data 
matrices of various sizes in order to analyze if the iterates of these algorithms converge to a 
KKT point. Throughout this process the KKT residual, which we measure by the L\ vector 
norm, was recorded at each iteration. 
Figure (3.1) illustrates the results from our experiments, in which the KKT residual 
norm is plotted for 10,000 iterations on two small dense matrices of randomly generated 
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data. In these figures, the sizes of the data matrices A are given, as well as the rank of the 
ANMF being conducted (value p), which is the number of columns in W (or rows in H). 
°\ , , , , 1
 1 0 - i , , , , 1 
0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000 
(a) 8 x 8 where p = 3 (b) 12 x 15 where p = 6 
Figure 3.1: An iterative account of the L\ residual norm of the KKT condi-
tions obtained by the given ANMF algorithms on randomly generated ma-
trices of stated dimension. 
The results shown in figure (3.1) are typical of both the (LS) and (ALS) algorithms. 
We consider that convergence has occurred if the KKT residual norm becomes close to 
machine precision. Our experiments have shown that (i) on very small problems, the (ALS) 
algorithm tends to converge to KKT points more consistently than the (LS) algorithm; in 
fact we have not observed a single case where the former did not converge while the latter 
did; (ii) on larger problems, both algorithms do not seem to converge to KKT points within 
a large number of iterations. 
Based on our experiments, we feel safe to infer that for problems of practically mean-
ingful sizes, one should not expect for either algorithm to converge to a local minima, even 
though they may produce otherwise satisfactory results. From an optimization point of 
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view, this lack of reliable convergence has to be considered rather unsatisfactory. 
3.2 Convergence of a Class of Algorithms 
In this section we establish the convergence for a class of algorithms, including both the 
(LS) and (ALS) algorithms as special cases, that are based on the idea of alternately ap-
plying weighted gradient steps in the W- and iJ-spaces. We will prove that under suitable 
conditions, all these algorithms, including the (LS) and (ALS) algorithms, will converge to 
a KKT point of the ANMF problem. 
As is noted in chapter 2, whenever W or H is fixed, the ANMF problem (1.1) reduces 
to a collection of so-called totally non-negative least-squares (TNNLS) problems of the 
form 
min l-\\Bx-b\\\ 
where not only the variable x is required to be non-negative, but the data matrix B and 
vector b are also non-negative. From a non-stationary point, the above objective function 
value can always be decreased by moving along a weighted negative gradient direction 
p=-DBT(Bx-b), 
where D is any positive diagonal matrix. 
Recall that the (LS) and (ALS) algorithms are both interior-point algorithms that use 
a pre-define decent direction along with a strictly non-negative step-length in order to as-
sure that every iterate is positive. The following proposition, which can be easily verified, 
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generalizes this approach by providing a step-length procedure which will satisfy both the 
positivityof iterates and the decrease of the objective function. ; 
Proposition 3.2.1. Let pbea decent direction for the (TNNLS) problem at x. Let 
C, — max{£: x + tp > 0} , j = &Tgmin\\A(x + tp)— b\\, a = mm(r(^,r]'y), 
where r G (0,1) andrj € (0,2), then x + ap > 0 and \\A(x + ap) - b\\ < \\Ax - b\\. 
In proposition (3.2.1), the r parameter is used to ensure positivity. As is mentioned in 
section 2.2, r is typically chosen to be close to 1. On the other hand, the parameter 77 is 
normally set to 1. 
Now we consider a class of algorithms for the ANMF problem (1.1) that alternatively 
fixes W or H and then takes a step in a weighted negative gradient direction to decrease ob-
jective function | \\WH — A\\. We will call these algorithms alternating weighted gradient 
methods or AWG methods. It should be clear that both the (LS) and the (ALS) algorithms 
belong to this class. Other algorithms that fall in this class include algorithms derived from 
making perturbations to the (LS), such as done in [23]. These type of perturbed algorithms 
are frequently implemented in hopes of minimizing the possibility of arithmetic overflow. 
Algorithm Class 3.2.2 (AWG). Given initial guesses H > 0 andW > 0, do the following 
alternating iterative updates: 
Hij^(Hij + ajPij) = Hij + aj^(WTA-WTWH) > 0, (3.2) 
Wii^{Wij+^Qij) = Wij+^^{AHT-WHHT).>{), (3.3) 
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where the step lengths, ctj and /%, are bounded away from zero when selected according to 
the procedure given in Proposition (3.2.1), and the weighting matrices S andT are positive 
and bounded from above. 
We note that the newly acquired H is used to update W at every iteration. 
For any iterate sequence {(Wk, Hk)} generated by the (AWG) algorithm class, we can 
1^ j. 
construct another auxiliary sequence {(W , H )} with the scaling: 
W^WD~\ ~H^DH, (3.4) 
where D € ]RP*P is the diagonal matrix defined by 
m 
Djj = ^2wij, j = l,2,---,p. (3.5) 
• 
It is easy to see that the columns of W always sum up to one. 
The main convergence result for the (AWG) class of algorithms is the following. 
Theorem 3.2.3. Let {(Wk, Hk)} be generated by the (AWG) algorithm class associated 
with a weighting sequence {(Tk, Sk)} and a step-length sequence {(/3fc, a>k)}, arid{(W ,H )} 
be the corresponding auxiliary sequence, then 
k £ 
1. both {(W , H)} and{(W ,H )} satisfy the complementarity condition in an asymp-
totical sense, namely, 
lim E% (\VkTWkHk - WkTA] = 0, V (i, j), 
k—>oo \ / ij 
lim Wj (wkHkHkT - AHkT) = 0 , V(i,j), 
k—>bo \ Jij 
for {(Wk,Hk)}, and similarly {(Wk,7Ik)}; 
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2. {(W ,H )} is bounded, and its limit points form a continuum; 
3. if the number of limit points of {(W ,H)} is finite, then there exists exactly one 
limit point; 
4. If there exist exactly one limit point, then it is a KKT point. 
In particular, both (LS) and (ALS) algorithms are convergent in the above sense. 
A proof for this theorem will be given in the next section. 
3.3 Proof of Convergence 
In this section, we present several lemmas which collectively construct a proof of conver-
gence for the (AWG) class of algorithms. The proof of theorem 3.2.3 will be formally 
constructed, at the end of this section, yet the technical details will be contained in the 
lemmas presented. 
Lemma 3.3.1. If (Wk, Hk) are the iterates produced by some algorithm in the (AWG) 
algorithm class, then for k= 1,2,..., the following is true: 
k 
f(W°, H°) - f (Wk, Hk+1) > J2 f<W\ H>) - f {W\ H'+1) (3.6) 
and 
k 
f(W°, H°) - / (Wk+\ Hk+1) > ] T f(Wj, Hj) - f (Wi+1, Hj+l) (3.7) 
j=0 
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Proof. Let, 
k 
s1 = Y,f(wj,ni)-f(w*,H*+1) 
j=0 
and 
fc-i 
S2 = ^2f(W\Hj+1)-f(Wj+\Hj+1). 
3=0 
Therefore, 
f(W°,H°)-f(Wk,Hk+1)=S1 + S2>S1, 
since the monotonic properties of the (AWG) algorithm class assure that S\ > 0 and 52 > 
0, thus proving equation (3.6). Equation (3.7) can be proved in the same fashion. • 
Lemma 3.3.2. The following properties hold for any algorithm defined by the (AWG) al-
gorithm class: 
\imVHf{Wk,Hk)»Pk = 0, 
k—>oo 
and 
limVwf(Wk,Hk+1)»Qk = 0, 
k—»oo 
where (A • B) equals the sum of all components in the matrix (A o B), where "o " denotes 
component-wise multiplication. 
Proof Here we only consider the Hk case as the Wk case is analogous. By the update 
used in the (AWG) algorithm class the following equality holds true 
f(Wk,Hk+1) = f(Wk,Hk + Pkak), 
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where ak is the purely diagonal matrix of step lengths compatible with the (AWG) al-
gorithm class. This equality along with proposition (3.2.1) directly imply the following, 
where hk and pk denote the ith column of Hk and Pk respectively, 
fi{Wk,hk+l) = fi(Wk,hk + akiPk) = fi(Wk,hk + (7*k-ck)pk). 
Note that fi(W, hi) — \\Whi — «i|[i- Recall, 7£ is optimal step length for pk, as defined in 
proposition (3.2.1), and 0 < Ck < (7^ — T£). These equalities allow us to use the following 
derivation carried out in [25], in which the subscripts are omitted for simplicity. To further 
simplify notation we let fj, = (7^ — cjt) < 7^ and /x* = 7*. 
f(Wk,hk+1) = q(Wk,hk + tipk) 
= f(Wk,hk)+v(pk)TVfk + V-{pk)T(Wk)TWkpk 
= «(«*) + ^ W + f ( p ' ) W ( w - M ; ) • 
where Vqk = S/q(xk). 
As lemma 3.3.1 holds for fit the following is true 
fi(w°,h<>) >J2MwiM)-fi (wj,h?x) > -\ fto-ci) (pi)TvhMwk,hi) > 0. 
j = 0 j = 0 
From this we conclude that 
lim(7* -Cj) W) rV f c i/,(W f c ' ,^) - 0. 
J—KX> J 
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The (AWG) algorithm class assures that (7? — Cj) > r£ > 0, as described in proposition 
(3.2.1). Therefore 
Vm{fi)TVhlfi(WkM)=0, 
j-»oo 
thus giving the desired result. D 
The normalizing of the columns of W is a typical strategy executed on a per iteration 
basis when implementing the (ALS) or the (LS) algorithm, as it provides a means of obtain-
ing a comparative measurement between the principal parts of the ANMF problem. This 
scaling, in a sense, eliminates biases in interpretations, as it allows the intensities of the the 
components of H to denote strong, or weak, associations with each of the principal parts. 
If no such scaling is implemented, the components of H may not be as informative, since 
the principal parts (i.e., columns of W) would have the ability to absorb some of this in-
formation. The following lemma demonstrates an additional benefit of this normalization, 
by producing a result which will prove useful in the convergence analysis of the (AWG) 
algorithm class. 
Lemma 3.3.3. For any algorithm in the (AWG) class, if the columns ofWk are scaled so 
that they sum to one, then Hk is also bounded, and the algorithm has at least one limit 
point. 
Proof. Recall that A e ]Rmxn, W e Rmxp, and H 6 Bpxn. Suppose the ijth element of 
Hk is unbounded, then 
l im#£ = oo. 
fc—KX) J 
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By properties of the (AWG) class, the following must be true, 
\\W°H° - A\\p > \\WkHk - A\\F > \\WkHk\\F - \\A\\F 
Let y/M[ = \\W°H° - A\\F + \\A\\F < oo, then 
M1>\\WkHk\\F = f^\\Wkhk\\l 
3=1 
where hk represents the j t h column of Hk. Due to the non-negativity of Wk and Hk the 
following is true, where wk represents the ith column of Wk and where Hkj represents the 
(i, j) component of Hk, 
MX > \\wkhk\\\ > J2 Kfc^sm = E i^ HKfeii2 = E \HHC^° 
i = l t = l i = l 
As the columns of Wk are required to sum to one, properties of matrix norms assure that 
^ < Ci < oo thus giving a contradiction. The existence of the limit point is assured as the 
iterates are contained in a bounded set. • 
In lemma 3.3.3 the scaling can be represented by a diagonal matrix D, whose ith diag-
onal element consist of the sum of the ith column of W. Since \\(WD~1)(DH) — A\\2F = 
\\WH — A\\F, this process does not effect the objective function. Due to the non-negativity 
of D, the iterates of the (AWG) remain strictly feasible. Note that: (i) many other scalings 
of W, such as using the L2 norm of it's columns, will result in bounded iterates, and (ii) 
any such scaling will not affect the results of lemmas 3.3.1 and 3.3.2, as the computations 
carried out in their proofs still hold. 
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Lemma 3.3.4. Suppose {{Wk, Hk) : k G M C N} is a convergent subsequence of an al-
gorithm in the (AWG) class whose limit is (W, H), then 
HoVHf(W,H) = 0 
f o Vwf(W, H) = 0 
Proof. Once again we focus on the Hk case as the Wk case follows analogously. By lemma 
3.3.2, limfc-voo V#/(Wfc, Hk) • P# = 0. This is a sum of non-positive terms, thus each 
term must go to zero as well. 
limI^i(WkTWkHk-WkTA)2ij = 0 =• S^-(WTWH-WTA)l = 0 keM bij Sij -
Since W, H, A, and S are all bounded we get the desired result. • 
Lemma 3.3.5. Suppose an algorithm in the (AWG) class produces a convergent subse-
quence (Wk, Hk), where {k G T C N}, then 
lim \\Hk+1 - Hk\\ -» 0 and lim \\Wk+1 - Wk\\ -> 0. 
fc—fOO fc—»00 
Proof. The proof will be carried out for the matrix variable H as the the result for the 
matrix variable W is analogous. By the update rules of the (AWG) algorithm class, 
Hk+1-Hk = akPk, 
where ak is the purely diagonal matrix of step lengths compatible with the (AWG) algo-
rithm class. The results of lemma 3.3.4 imply 
l i m P f c ^ 0 . 
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As the elements of ak are bounded by the (AWG) algorithm class we get the desired result. 
• 
In the following lemma we prove that the auxiliary sequence {(W ,H )} associated 
with an algorithm in the (AWG) class will converge to a continuum. We recall the definition 
of a continuum as stated in [36]: a set in ]Rn is called a continuum if it is closed and cannot 
be written as the disjoint union of two proper closed subsets. 
j. k 
Lemma 3.3.6. The iterates of the auxiliary sequence {(W ,H)} associated with any 
algorithm in the (AWG) class will converge to limit points which form a continuum. In 
_k k 
addition, if there exist a finite number of limit points for the sequence {(W , H )}, then 
there are exist exactly one limit point. 
k ) . 
Proof Let M. contain all limit points of {(W , H )}. As shown in lemma 3.3.3, these 
jc k 
iterates are bounded. Since M contains all the limit points of {(W ,H )} it is also closed, 
thus proving this set is compact. 
Suppose M is not a continuum. Then, 
where Ti, for i = {1,2}, are non-empty and compact. By Hausdroff separation, there exist 
open sets Cit for i = {1,2}, such that, 
• Ti QCi and.F2 C C2, 
where the closures of C\ and £2 are disjoint. As C\ and £2 contain all limit points of the 
auxiliary sequence, there must exist an infinite number of iterations {(W ,H )} in both 
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£j's. If it is the case that one of these sets is empty, then M can not be constructed as was 
done using two disjoint sets, thus implying that the limit points do in fact form a continuum 
and thus proving the lemma. Note that both A's can not be empty as that would imply no 
limit points exist, which contradicts lemma 3.3.3. 
Since limit points exist in both .TVs, there must exist a sequence {(W\ZT)}, where 
{% € T C IN}, that contains a subsequence {{W3, H3)} such that, for all j , 
l i m { ( T 0 ' , : r O } ^ { ( ^ j f ) } e . F 1 and {(W f e + 1 ) ,F f e + 1 ))} E C2. 
j-*oo 
This contradicts 3.3.5, thus proving the iterates will converge to a continuum. The second 
part of the lemma is also verified by this proof. • 
In [36] the authors proved this same result for an interior point method aimed at solving 
linear programs by expanding on a similiar result in [1]. They also prove in [36] that the 
continuum will become a singleton if the iterates are i?-linearly convergent. In the (AWG) 
algorithm class this also holds true, as if the iterates are B-linearly convergent, that is, if 
there exist a c e (0,1) and some positive constant K such that 
\\Hk+1 - Hk\\ = \\Pk\\ < Kck Vk e JN, 
then the following inequality can be developed 
\\Hk^-Hk\\<^ck^ = J\^)ck, 
thus proving that the iterates are in fact a Cauchy sequence, and must therefore converge to 
a single point. 
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Lemma 3.3.7. If the iterates of the (AWG) algorithm class converge to exactly one point, 
then it is a KKTpoint. 
Proof. Suppose an algorithm in the (AWG) class converges to the single point (W, H), if 
this points satisfies equation (3.1) then it is a KKT point. Lemma 3.3.4 states that 
HoVHf(W,H) = 0 WoVwf(W,H) = 0. 
Since all members of the (AWG) algorithm class are interior-point methods, it is clear that 
(W, H) > 0. Therefore the only thing left to show to assure a KKT point is the following 
VHf(W,H)>0 
Vwf(W,H)>0. 
Suppose there is some component (Vw//(VF, H))^ < 0. The continuity of the gradient 
implies (Vwf(Wk, Hk+1))ij < 0 for all sufficiently large k. Then for that particular 
component ij of Wk the following must be true, 
(Vwf(Wk,Hk+1))ii{Wk+1-W%- = 
-(Vwf(Wk,Hk+i))l(Wk/Th)/3kj <0, 
where /?£• and T^ are both positive values as described by the (AWG) algorithm class. 
Therefore Wk+1 > Wk, implying that (Wk)ij does not converge to 0, which contradicts 
lemma 3.3.4. An analogous proof can be shown to show that (V# f(W, H))^ > 0 . • 
Proof of Theorem 3.2.3: 
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Proof. As this theorem has been proven, here we map the lemmas that justify the conclu-
sions stated by the corresponding part of the theorem. 
1. Proven by lemma 3.3.2 
2. Proven by lemmas 3.3.3 and 3.3.6 
3. Proven by lemma 3.3.6 
4. Proven by lemma 3.3.7 
• 
3.4 Numerical Observations on Convergence Theory 
From a theoretical stand point, theorem 3.2.3 provides a certain degree of confidence in 
implementing an algorithm in the (AWG) class to solve the ANMF problem, as it is guar-
anteed to converge to a continuum, and quite possibly, a KKT point. As there are no current 
algorithms for the ANMF problem with any type of performance guarantees, an algorithm 
with the convergence properties in the (AWG) algorithm class would apparently be more 
desirable. But the implementation of an (AWG) class algorithm may not always converge 
to a result stated in theorem 3.2.3 due to the possible numerical instability of the problem. 
Figure 3.2 shows such an example, as the numerical behavior of the (LS) algorithm fails 
to follow the results of the theorem after a large number of iterations when evaluating a 
randomly generated 12x10 matrix. Sub-figures 3.2(a) and 3.2(b) illustrate the behavior of 
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consecutive iterates (i.e., \\(Wk, Hk) - {Wk+1, Hk+1)\\) and the KKT conditions, as their 
convergence history is plotted with respect to the L\ vector norm. The data demonstrates 
that a limit point appears to have been reached, yet the KKT conditions are not completely 
fulfilled, thus exemplifying the numerically inaccuracies that may occur when implement-
ing an algorithm in the (AWG) class. Sub-figures 3.2(c) and 3.2(d) demonstrate the con-
vergence of the (ALS) algorithm on this same matrix after some initial volatile behavior. 
Figure 3.2 was developed to demonstrate that a large number of iterations are needed 
before the theoretical properties of the problems may possibly be observed. Note that in this 
example, the size of the matrix being estimated is 12x10 which is significantly smaller than 
the matrices that stem from physical applications, thus leading to the speculation that larger 
matrices will demand more computational time before converging, which is impractical. 
This divergence in theory and practice would ultimately lead the user to apply algorithms 
that have performed most consistently in a variety of applications, such as the (EXKKT) 
and (ALS). 
By constructing a class of alternating positively weighted gradient algorithms for the 
ANMF problem, a proof was derived describing the convergence behavior of all algo-
rithms that fall within this class. These convergence results apply to both the popular (LS) 
algorithm and its accelerated version (ALS), thus establishing the relevance of the results. 
These results are currently not applicable to the (EXKKT) algorithm, as it is still unclear as 
whether the scaling parameters, a and (3, are bounded from zero in this particular algorithm. 
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However, to our knowledge, there have been no such convergence proofs for a general class 
of alternating gradient approaches to the ANMF problem. The convergence results derived 
assist in providing the mathematical justification that was lacking in the claim of guaran-
teed convergence made by Lee and Seung in [19], as this claim was proved to be true when 
certain conditions in theorem 3.2.3 are satisfied. Yet, as demonstrated through figure (3.2), 
these theoretical results are unlikely to occur in practical applications within a reasonable 
amount of iterations. 
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Figure 3.2: (LS) and (ALS) algorithm on a random 12x10 matrix where 
p = 5 
Chapter 4 
Low Rank ANMF through the 
Examination of SVD Subspaces 
When producing an approximation of a non-negative matrix A, whose non-negative com-
ponents have real physical meaning, the benefit of obtaining an approximate non-negative 
matrix factorization (ANMF) resides in the ability to accurately estimate the given data by 
low dimensional non-negative matrix variables which provide a manageable set of physical 
features that can be immediately interpreted. The ability to directly translate the numeric 
information of a given approximation is a trait that does not generally exist in a low rank 
singular value decomposition (SVD) of a matrix, where negative components are almost 
assured of existing. Yet the low rank SVD of a non-negative matrix has been shown to 
contain many highly desirable properties and information (such as providing invariant sub-
spaces, as well as the ability to produce optimal factorizations under certain measurements 
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to name a few ), thus providing tools that may possibly be exploited to obtain the desired 
goal within the ANMF framework. 
The complexity of obtaining an SVD for a given A G iRmxn, where m > n, is 6(mn2), 
thus the cost of producing such a factorization is directly associated with the size of the 
matrix being evaluated. In some applications, such as those associated with imagery, the 
ANMF problem may potential deal with high dimensional data, thus making it costly to 
produce an SVD. Yet in many cases, a low rank SVD of a matrix is readily available, as 
it is often used to interpret the data via principle component analysis (commonly done for 
the benefit of comparison). In these such cases, the cost of obtaining a low rank SVD is 
essentially zero, which makes this low rank approximation a practical tool that may be used 
in obtaining an ANMF. 
In this chapter, the relationship between the properties of the SVD and the ANMF prob-
lem are examined. In section (4.1), the SVD will be used to reaffirm well known rank-1 
ANMF results, and to investigate rank-2 ANMF cases. Section (4.2) will then present a 
general algorithmic approach based on the SVD of the matrix being approximated which 
provides the fundamental framework used for the algorithm presented in section (4.3). In 
section (4.4) analysis of the proposed algorithm will be conducted via numerical simula-
tions. 
4.1 The rank-1 and rank-2 ANMF 
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Obtaining a rank-1 ANMF of a given non-negative matrix A would produce the predom-
inant feature the best represent the data contained by the matrix, while taking a rank-2 
ANMF would seek to produce the two dominant features whose conic hull (or the two-
dimensional cone formed by their conic hull) would best estimate the data of A. Although 
rank-1 ANMFs are rarely discussed in the literature, the insight gained from examining 
this cases may prove beneficial to future advancements in the field. The rank-2 case is 
much more relevant, as it has proven to be useful in the evaluation of DNA strands [7], and 
can be used for binary associations. 
In this section, the optimal rank-1 ANMF is shown to be equivalent to the rank-1 SVD. 
This results is well known, yet, to our knowledge, has never been formally discussed. The 
rank-2 case is then examined, as an SVD based approach is shown to be optimal for the 
rank-2 ANMF problem under certain conditions. 
4.1.1 A Rank-1 Approximate Non-negative Matrix Factorization 
For any given matrix A 6 Mmxn, it is well know that its rank-1 SVD obtains the math-
ematically optimal rank-1 approximation with respect to the Forbenious norm, that is, it 
optimally solves the following problem 
f(x,y) = mm ±\\A-xyT\\2F. (4.1) 
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As this is the case, the rank-1 SVD establishes a lower bound for f(x, y), thus also bound-
ing the ANMF problem of the same rank. The following theorem verifies that the rank-1 
SVD of a non-negative matrix can be equivalently expressed in a non-negative mariner. 
Proposition 4.1.1. Let <ruvT be the rank-1 singular value decomposition of a non-negative 
matrix A, then x — a\u\ andy = \v\ solves (4.1). 
Proof. Let cfj represent the ith column of A e Mmxn and let Xj and yj represent the j t h 
component of a; € Mm and y e Ftn respectively. The SVD properties assure the following 
inequality, 
n n 
\\A-auvT\\2F = "^2l\\ai~auvi\\l < J ^ \\6LI - xyi\\\ = \\A - xyT\\F Vz,y 
j = i " »=i ' ' . "' 
(4-2) 
n ' • • ' ' ' ' n 
=>• y^^a^ai - 2aajruVi + <T2V%) < ^(tTt^tTi - 2ajxyj + y?) 
i = l » = l • •  • 
Let x = \u\ and y = a\v\, where the absolute value is taken component-wise, equation 
(4.2) implies 
n n 
^d*,T | t(| |vj| < ^2oiruvi (4.3) 
The non-negativity of A and equation (4.3) imply 
n n n 
^a<T |w| |ut | < ^a*iTttVi < yVi T | t t | | ^ | 
i = l i = l i = l 
proving the result. • 
Since auvT is a global minimum of equation (4.1), then 
\\A-auvT\\%<\\A-xyT\\F yxeRm,yeRn, '(4.4) 
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where a > 0. The optimality of the rank-1 SVD of A implies that it must satisfy the first 
order necessary optimality conditions of problem (4.1), therefore the following must hold 
true 
0 = Vxf{au,v) = (auvT — A)v = au — Av 
0 = Vyf((TU,v) = (avuT - AT)(au) = a2v - aATu. 
These necessary optimality conditions reaffirm the following general singular value de-
composition properties, 
u=Av v = A*u ( 4 5 ) 
If the matrix A is non-negative the following properties can be derived from equation (4.5), 
where e, is defined as the ith vector of the canonical basis of the proper dimension, 
u{ > 0 ^ eiAv > 0 
«i < 0' •«• eiAv < 0 
Vi > 0 «•'' uTAei > 0 
- Vi < 0 <£> uTAei < 0. 
These characteristics are collectively expressed in the following proposition. 
Proposition 4.1.2. IfauvT is the rank-1 singular value decomposition of a non-negative 
matrix A, then the following holds true: 
u > 0 <£> v>0 u<0 ^ v < 0 
Properties (4.1.2) indicate that the rank-1 singular value decomposition of a non-negative 
matrix is strictly non-negative if either the right singular vector or the left singular vector is 
of a constant sign. This situation is intuitively feasible when a majority of the columns and 
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rows of a (m x n) non-negative matrix exist in the strictly positive orthant of IRm and lRn 
respectively. In the following theorem, the properties stated in (4.1.2) are used in justifying 
conditions which assure the strict non-negativity of a rank-1 singular value decomposition. 
Theorem4.1.3. IfATA > 0or AAT > 0 thenu,v>0 
Proof. Case 1: ATA > 0 
Optimality conditions imply ATAv = a2v. This along with the fact that v > 0 and ATA > 
0, verify the following 
ATAv > 0 =^ 0 < —5— = v. 
By properties in (4.1.2), u > 0. The AAT > 0 case can be shown analogously. D 
The condition given in theorem (4.1.3) is sufficient for the strict non-negativity of the 
rank-1 singular value decomposition, but it is by no means necessary, as is verified by the 
following non-negative matrix, 
( ! 7 0 \ 
0 1 9 (4.6) 
In this matrix, the hypothesis of theorem (4.1.3) is not satisfied, yet the rank-1 SVD is non-
negative, thus proving that even if the orthogonality of columns or rows exists it is possible 
to have a strictly non-negative rank-1 singular value decomposition. 
4.1.2 Rank-2ANMF 
A fundamental motive in obtaining a low rank ANMF of a given non-negative data set is 
to produce interpretable principle components that expose the general structure of the data 
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through a holistic evaluation. In this respect, the rank-2 case is no different, as it has proven 
to be useful in this function in complex biological systems in attempting to find metagenes 
in the field of molecular pattern discovery [7]. A rank-2 approximation essentially provides 
a binary representation of two distinct group of samples within the given data. Establishing 
such a representation may lead to further insight of the given data set, which in turn, may 
allow for further analysis on the segmented (thus smaller and more manageable) data sets. 
The problem being examined in this subsection can be formally stated as 
min f(W,H):=\\A-WH\\F ' 
s.t. W>0,H>0 
where A e Rmxn, W e FT*2, and H e R2yn. The rank-2 SVD of any such matrix A, 
which is denoted as £2, can be expressed as follows, 
S2 = UEVT = a1u1vl + a2u2v%, (4.8) 
where ut 6 JRT1, Vi € Rn, and CTJ € M+. The ith columns of U and V are given by u* and 
Vi respectively, while E is a (2 x 2) diagonal matrix whose ith element is given by Ui. Note 
that the range of S2 is a two dimensional plane spanned by the columns of U. 
Properties of the SVD ensure that the objective function in (4.7), can be bounded below 
by using 52, that is 
\\A-S2\\2F<f(W,H). (4.9) 
If S2 is component wise non-negative, then there exist a subset within a two dimensional 
plane that lays exclusively in the positive orthant that provides the best possible rank-2 
approximation to the matrix A. Therefore, this subset that defines S2 can be represented as 
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the conic hull of two properly chosen non-negative vectors, thus implying that equality in 
(4.9) can be obtained. 
Theorem 4.1.4. If a non-negative matrix A € JRmxn has a non-negative rank-2 SVD, S2, 
then there exist a non-negative W G Mmx2 and a non-negative H G lR2xn such that 
S2 = WH. 
Proof. Recall that S2 = UEVT, as stated in equation (4.8). If cr2 = 0, the decomposition is 
trivially solved by theorem (4.1.1). Suppose a2 > 0. By properties of the SVD, all columns 
of £2 exist on a 2-dimensional plane V. Define C as the following convex cone, 
c = rn (Mm)+ =• s2cc, 
where (Mm)+ defines the positive orthant within the given space. 
VzeC, x = Uy, (4.10) 
where y is uniquely defined in JR2. Therefore, if B is the (m x 2) matrix whose columns 
are the unit vectors located on the opposite boundaries of C, then 
UM = B>0. 
Equation (4.10) assures that M € M2x2 both exist and is invertible. As all elements of C, 
including the columns of S2, exist in the conic hull of B, the following proves the result, 
W = UM H = M-1EVT, 
as H must be non-negative by the unique mappings of U over V. • 
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The proof in theorem (4.1.4) suggest an algorithm for calculating the optimal rank-2 
ANMF when the given conditions exist. The main argument relies on obtaining the unit 
vectors on the boundary of the convex cone C, as the uniqueness properties of the mapping 
of U will impose the non-negativity on the associated H. The matrix M used to produce 
both W and H (via its inverse) can be easily calculated by using the non-negativity of u\ 
to scale u2 into the positive orthant. 
Using the fact that u\, v\, a\, and a2 are all non-negative, the following necessary and 
sufficient condition for the non-negativity of S2 is produced. 
S2 = a1u1v'[ + a2u2v\ > 0 «-• a > (-u2v^)ij/(uivf)ij Vt, j (4.11) 
Equation (4.11) states that the ratio of the first two singular values of A must be greater 
then the ratio of the elements given by the matrices corresponding to the rank-1 subspaces 
that collectively compose the range space of 52. This ratio maintains the fundamental 
property that the negative intensity of an element in the rank-2 SVD associated with the u2 
subspace must be contained within a bound relative to its associated element in U\. This 
necessary aiid sufficient condition for the non-negativity of 52 can be compactly stated by 
the expression below, where "." denotes component wise division, 
— > m a x { - r^-
t72 (UiVf ) 
a x { 7 " 2 ; j / - } = a;. (4.12) 
A general solution to (4.7), the rank-2 ANMF problem, can not be computed as was 
done in (4.1.4), as negative components may exist in S2, thus not allowing the ANMF 
problem to capture the entire SVD rank-2 subspace. Yet in many instances, a good (but 
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possibly not optimal) solution can be obtained by setting the columns of the matrix variable 
W to be the intersection of 52 and the positive orthant, leaving the matrix variable H to be 
solved by a convex solver, such as [25]. This approach should be implemented with caution 
when A is highly sparse, as in this case the data will likely be well distributed along the 
walls of the positive orthant, therefore increasing the possibility that the estimates produced 
by S2 contain a high number of negative elements. This issue provides a glimpse of the 
many difficulties and situations that must be considered when attempting to produce a 
general approach to the ANMF problem. 
4.2 An SVD based Algorithmic Framework For the ANMF 
Problem 
The invariance of the Forbenious norm under an orthogonal change of basis provides an op-
portunity to manipulate, and perhaps simplify, the numerical data being evaluated while re-
taining a mathematically equivalent formulation. For example, when computing the Frobe-
nious norm of a given matrix A e Mmxn, the SVD of this matrix (if available) will simplify 
the process as shown below. 
\\A\\F = \\UEVT\\F = \\E\\F. 
The SVD of A, given by UEVT, provides an orthogonal basis for the left and right sin-
gular vectors, and could therefore be removed (or inputted) into the norm without lose of 
information. This allows the norm evaluation to consider only the diagonal elements of 
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E, a task which is computationally inexpensive, especially when compared to the original 
objective. 
In the ANMF problem the Forbenious norm is used to measure the accuracy of the ap-
proximation obtained, thus allowing orthogonal matrices to be applied to this measurement 
(if it is beneficial to do so). The left and/or right singular vector matrices, which can be ob-
tained through the SVD of the matrix being approximated, are natural choices to be applied 
to the objective function of the ANMF problem, as these matrices contain characteristics 
of the given data matrix. 
Before applying the orthogonal matrices given by the SVD, an assessment of the value 
of this process must be considered. The following theorem provides a basis for this analysis 
when the ANMF problem is structured under the given hypothesis. 
Theorem 4.2.1. :IfV is the (n x n) matrix of right singular vectors for a given matrix 
A € Mnxn, and if H = YVkT, where the matrix Vk € JRkxn denotes the first k columns of 
V, then 
\\A - WHfF = \\{A- WH)VfF = \\B - WY\\l + £ a] 
i=k+l 
where B = AVk, and <jj is the ith singular value of A 
Proof Let the singular value decomposition of a given matrix A be given as 
A = UZVT = UkEkVkT + U0Z0V0T, 
where the first k columns of a matrix is denoted by the equivalent subscript, while the 
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subscript o represents the matrix of the remaining columns. 
\\A-WHfF = \\{A-WH)V\\F 
= WUk^-WHVkWl + WUoHo-WHVofp 
= \\B-WY\\F + \\U0X0-WYVkTV0\\F 
= \\B-WY\\F+\\U0Z0\\F. 
Recall that B = AVk = Uk^k- Since U is an orthogonal basis for JRT1 it is invariant under 
the Frobenious norm, therefore 
\\U0Y,0\\F = \\UTU0E0\\F = \\E0fF = J2 °\ 
i=k+l 
thus giving the desired result. D 
Corollary 4.2.2. If p* is the optimal value for the (ANMF) problem and £* is the optimal 
value for \\B-WY\\F then: 
P* < r + .<du + • • • + <y\. 
where Oils the ^ h singular value of A. 
As stated in (1.1) the ANMF problem being considered is formulated as 
min / (W, f f ) :=± | | i 4 -W# | | £ 
s.t. W > 0, H > 0 
where the non-negative matrix A € Mmxn of rank r is approximated by the matrix product 
WE, where W e Rmxp, H e Mpxn, and || • ||F is the Frobenius norm. The results 
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of theorem (4.2.1) can be directly applied to the ANMF problem if the matrix variable 
HT G TZ(Vk), where Vk is defined as in the theorem, and where lZ(Vk) denotes the range 
space of V^ Recall that the ANMF problem aims to produce a compact, low dimensional 
approximation of A, as p <<min(m, n). If k G [1, r] is chosen such that the main features 
of the given data in AT is well-captured by TZ(Vk), the assumptions made on H are well 
within reason. 
The potential reduction in the dimension of the the ANMF problem is made clear 
through the following definitions, 
B = AVk G Rmxk, Q={ze Rk : Vkz > 0} C Mk, (4.13) 
as the k—dimensional polytope Q, can be used to develop the non-negative matrix H when 
H = YVkT e f f x " . (4.14) 
For any non-negative W G Rmxp and for any YT G ft, the value of \\B - WY\\2F can 
be directly related to \\A — WHWp by theorem (4.2.1), thus producing a polytope vertex 
search approach that can by used in solving the ANMF problem. 
Problem Formulation 4.2.3 (PVS). The following is a polytope vertex search formulation 
for the approximate non-negative matrix factorization problem. Solve 
min{\\B-WY\\2F-. W>0, F T G Q} , (4.15) 
where W G Mmxp and B = AVk. To obtain H in the non-negative approximation of A, let 
H = YVkT, which is non-negative by construction. 
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If b and w represents the ith column of BT and WT respectively, then from a geometric 
point of view, when Y is given, the optimal value ofmin^ {||6 — YTw\\ : w > 0} is the 
distance between b and the conic hull of YT - conic (YT). Hence, the task of the (PVS) 
algorithm is to search for the p columns of YT within the polytope Q in which the total 
distance between the columns of BT and conic (YT) is minimized. Theorem (4.2.1) implies 
that if the first k principle components of A are "good enough", that is, if the desired 
information can be accurately captured by these k vectors, then it is sufficient to restrict the 
(PVS) formulation to this subspace. Regardless of the choice of A;, the objective function 
of the (PVS) formulation is not assured of being minimized to zero, as the column space 
of BT may not exist in Cl. In fact, it is assured that the optimal objective function value 
in the (PVS) formulation will be greater than zero when k > p if the rank of A is greater 
then p, as this would imply that the rank of B will also be greater then p, which is the max 
dimension of the polytope Q in this case. 
4.3 A Lee and Seung type Approach for the PVS Formu-
lation 
In the (PVS) formulation, a non-convex objective function is to be minimized within the 
convex space defined by YV£ > 0 and W > 0, thus making it as difficult to solve as the 
ANMF problem which it was constructed to simplify. The approach used by the gradient 
algorithms discussed in chapters (2) and (3), which improves the objective function by 
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individually producing updates the ANMF matrix variables in an alternating fashion, can 
also be used in this formulation. If this approach is taken to individually update the matrix 
variables W and Y (while holding the other constant) the (PVS) formulation is converted 
to a series of convex constrained least squares problems, which are formally stated below. 
Fi = min ||B - WY\\l F2 = min IIB - WY\\l 
Y " "* w " "* (4.16) 
Vfcyr>o w>o 
In this section, an algorithm based on the Lee ans Seung approach, whose details were 
discussed in chapter (2), is proposed to update Y and W by exploiting the structure of 
the (PVS) formulation through alternatively considering the convex formulations -Fi and 
F2. The computational cost required to optimally solve these subproblems would generally 
out weigh the benefit, thus the presented algorithm seeks efficient updates for the matrix 
variables W and Y which collectively improve the ANMF problem on an iterative basis. 
In the Lee and Seung algorithm for the ANMF problem [18, 19] the authors propose 
the following update for the matrix variable W, 
W = W o(AHT)./(WHHT), (4.17) 
where A e Rmxn, W 6 Rmxp, and H € Mpxn are all non-negative, and where "o" and 
"./" denote component wise multiplication and division respectively. This update was also 
shown to monotonically decreases the ANMF objective function on an iteration to iteration 
basis, that is, 
: \\A - Wk+1H\\F < \\A - WkH\\F. (4.18) 
The complexity of producing this update is @(pnm), and if the dimension of A is large, as 
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is often the case when a collection of images are approximated by the ANMF problem, the 
cost of an update will become quite expensive, which may make the algorithm impractical. 
When working under the structure given by the (PVS) formulation, where H = YVkT, 
the Lee and Seung update for W takes the following update structure, 
W = W o (AVkYT)./(W(YVkTVkYT)) = W o (BYT)./(W(YYT)), (4.19) 
where B and Vk are defined as in theorem (4.2.1). In this case (assuming p < k), the com-
putational cost of the Lee and Seung update is Q(pkm), and if k « n, there is a significant 
savings at each iteration compared to the standard Lee and Seung update given in (4.17). 
Equation (4.19) reaffirms the fact that the W produced by this iteration is equivalent to that 
produced by the Lee and Seung algorithm, therefore its properties (such as monotonicity 
and non-negativeness) will still hold. 
An Optimal solution for the convex objective function given in subproblem Fx in (4.16) 
can be calculated by using the following least squares solution, 
Y = (WTW)~lB. (4.20) 
If n > m, the cost of obtaining this optimal solution is Q(p2n), which is relatively inex-
pensive considering the possible dimension of m. Yet Y is typically incompatible with the 
PVS formulation, as it is generally the case that Y7 £ Q. Since for all YT € Q, there exist 
a M T e Rpxk such that 
\\WY - B\\2F = \\W(Y+ M) - BfF > \\WY - B\\2F, (4.21) 
then a solution can be developed by locating a F e f i that is close to the optimal point Y. 
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Inequality (4.21) suggest searching for a matrix M that can be added to Y such that there 
sum exist in Q. Following this methodology, Y would ideally be obtained by solving the 
following convex problem, 
mm{\\Y-Y\\2F:VkYT>0}. (4.22) 
It may not be practical to optimally solve (4.22), as the benefit may not be worth the cost. In 
this case an easily computed approximation that performs efficiently within the alternating 
(PVS) framework Would be suitable. 
The following proposition provides a general process relevant to a large class of matri-
ces that will produce a feasible Y for (4.22) which approximates a given Y. 
Proposition 4.3.1. IfATA > 0 or AAT > Ofor a non-negative matrix A G Mmxn, whose 
rank-k SVD is represented by Uk^kVkT, then for any given z £Q there exist anjEJR such 
that (z + 7ei) G Q, where e\ G Ftk is the first column ofthek-dimensional identity matrix. 
Proof. By theorem (4.1.3) the first column of Vk is positive. Therefore choose 7 such that 
7(Vfcei) > — VkZ, or similarly, such that (Vkz) > 7(Vfcex). D 
The process described in proposition (4.3.1) can be applied to a larger class of matrices 
then just those that meet the hypothesis, as the orthogonality of any two rows or columns 
does not necessarily imply that the components of the first column of Vk is zero valued, 
as shown in section (4.1). Geometrically, proposition (4.3.1) examines the 2-dimensional 
plane in Mk created by the span{z, e\} in order to develop a Y G 0. The complexity of 
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performing this process is Q(nkp), yet the produced update is not assured of monotonically 
decreasing the objective function in F\, (nor the equivalent ANMF objective function). 
The updates proposed in this subsection can be utilized to solve the ANMF problem 
using the (PVS) formulation via the following algorithm. 
Algorithm 4.3.2 (SVD based Lee Seung Algorithm (SVDLS) for the ANMF Problem). 
Given an initial guess W > 0 and the rank-kSVD of the non-negative matrix A, Uk^-kVkT, 
at each iteration compute the following updates for Y and W in the given order: 
1. Y = (WTW)-1B, then obtain feasible Y via Proposition (4.3.1), 
2. fori = l,...,j, 
Wo(BYT)./(W(YYT)); 
where j is a user chosen parameter that defines the number of consecutive updates given 
to W at each iteration. At the conclusion of the algorithm, construct H = YVkT. 
By using the structured defined by the (PVS) formulation, the Lee and Seung update 
for the matrix variable W becomes relatively inexpensive, thus allowing the (SVDLS) al-
gorithm to carry out this update multiple times at each iteration (j times as defined by the 
algorithm) without sacrificing computational efficiency. A bound on j can be loosely es-
tablished by comparing the computational complexity of the Lee and Seung update within 
the (PVS) formulation and that of the standard ANMF formulation, which were earlier 
stated to be @(pkm) and Q(pnm) respectively. A direct comparison of these cost yields 
that j < f should hold for the (SVDLS) to provide any computational savings, a bound 
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that will not generally be surpassed, especially when obtaining low-rank approximations 
(p = 2,3,4,5 for example) of large matrices. 
The strength of the (SVDLS) algorithm lays in the ability to efficiently obtain a high 
quality solution to F2 in the subproblems defined by (4.16) for the PVS formulation. In 
many cases, it may be possible for the (SVDLS) algorithm to optimally solve the totally 
non-negative least squares problem represented by F2 within a given tolerance and still 
achieve computational savings over the (LS) algorithm, yet the gain (which becomes in-
creasingly smaller as j increases) may not warrant the additional effort. In contrast, the 
update structure for Y in the (SVDLS) algorithm does not assure that the ANMF objective 
function will monotonically decrease, that is, it may be the case that \\B — WkYkWp < 
\\B — WhYk+1\\2F. This drawback is offset by the information gained in the updated Y, 
as it mostly consist of elements given by the optimal unconstrained solution Y, as shown 
below, 
/ 
Y = Y + M where M = 
7i 0 . . . 0 
72 0 . . . 0 
\ 
\7P 0 ... 0) 
(4.23) 
The information retained would ideally provide an informative basis in F2 for the matrix 
product WY (or equivalently YTWT) and thus allow the (SVDLS) algorithm to update W 
accordingly. 
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4.4 Numerical Results for the SVDLS Algorithm 
When implementing the (SVDLS) algorithm, the user must define the integer parameter 
denoted by j in (4.3.2), which represents the number of consecutive updates made to the 
variable W at each iteration. The j value chosen will have a direct correlation with the 
convergence of the algorithm, as a larger value will generally produce a faster converging 
algorithm (at least up to some point). This behavior can be observed in the subplots given in 
figure (4.2), where the residual norm produced by the (SVDLS) algorithm (\\A — WH\\2F) 
for both a rank-3 and rank-40 ANMF are plotted against the number of iterations for various 
values of j . The matrix A in these example represents the CBCL image database, presented 
in section (2.4.1). In order to provide a fair comparison, all algorithms were initialized with 
10" 
10° 
10° 
- j=1 
-j=5 
-j=10 
-j=15 
50 100 
Iterations 
150 400 
(a) Convergence of (SVLDS) for rank-3 ANMF (b) Convergence of (SVDLS) for rank-40 ANMF 
Figure 4.1: These plots illustrate the effects of the j parameter on con-
vergence of the (SVDLS) algorithm when producing a rank-3 and rank-40 
ANMF of the CBCL database. 
the identical randomly chosen starting point W° (note that the (SVDLS) algorithm does not 
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need an initial Y°, as this matrix variable is dependent on W°). Following the criteria used 
for the alternating gradient approaches presented in chapter (2), the (SVDLS) algorithm 
was declared convergent when either the relative residual norm stagnated within a given 
tolerance or when the ANMF residual norm increased. The further of these cases was 
deemed to have occurred when the following bound was met for five consecutive iterations 
withtol= l . e - 3 , 
(fi-fi+i)/fi <tol, (4.24) 
where /, = \\A—PPiiP||^, or equivalently the ANMF objective function at the ith iteration. 
The A;-dimensional SVD subspace required for the (PVS) formulation was taken to be the 
same as the rank in these examples, that is V3 and V40 were used for the (SVDLS) algorithm 
in figures 4.2(a) and 4.2(b) respectively. 
In the p = 3 case, subfigure 4.2(a), the (SVDLS) algorithm performed best when j = 
15, though the results obtained by the other values of j were comparable, as they were all 
within 2 % as measured by the following equation, 
100% x °—^ (4.25) 
a 
where a and o are both given real values in which a < a (therefore a would be the objective 
value obtained by j = 15 in this example). For the p = 40 case, subfigure 4.2(b), the best 
result was once again obtained when j = 15, yet the results for j = 5,10 were also of high 
quality, while the answer produced by setting j = 1 was far inferior (15% worse than the 
j = 15 case as measured by equation 4.25). 
In the subfigures in (4.2), the iterations needed for the convergence of the given example 
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had an inverse relationship with the value of j . As a consequence, the runtime of the 
algorithm decreased as the value of j increased, implying that the added cost incurred at 
each iteration due to a larger j value was offset by the ability of the algorithm to converge 
in a smaller amount of iterations. This indicates that the cost of additional updates to W 
at each iteration is relatively inexpensive when compared to the overall update structure 
used in the (SVDLS) algorithm, thus a higher valued j parameter may be chosen without 
sacrificing runtime. 
The behavior observed in the example above is typical of the (SVDLS) algorithm, as it 
is generally the case that a higher valued j parameter will make the algorithm converge in 
fewer iterations while producing comparable, and often superior solutions. However, this 
behavior does not hold indefinitely, as the relative improvement gained by increasing j will 
eventually converge. Table (4.1) provides an example of this behavior, by presenting the 
results of the (SVDLS) algorithm on the CBCL data matrix when j is chosen as defined. 
For every given value of p (which represents the dimension of the ANMF) 25 comparative 
runs were conducted. For each of these runs, the (SVDLS) algorithm was carried out 
for each value of j using the same starting point W°, thus one comparative run required 
5 implementations of the (SVDLS) algorithm. The data in table (4.1) is organized by 
the dimension of the ANMF, as the first column groups the comparative runs involving 
p = 2 — 10 (the 9 lower dimensional ANMFs), therefore the data presented in this column 
corresponds to 9 x 25 = 275 comparative runs. The remaining two columns are organized 
analogously. The values presented in the table are defined as follows: 
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• Best = 100% x (OP)j/C, 
where (OP)j represents the number of comparative runs within the column in which 
j performed best, while C represents to total number of comparative runs in the 
column. 
• Avg. Diff = ( £ £ : M})/Nj, 
where M!j is the measure given by (4.25) between the given j parameter and the best 
performing j parameter on the ith comparative run, and where Nj is the number of 
total comparative runs in a column in which the j parameter does not perform best. 
• Max Diff =max{Mj}. 
The k—dimensional SVD subspace required by the (PVS) formulation was set equal to the 
value of p for these numerical test, therefore the SVD subspace Vp (as defined in algorithm 
4.3.2) was used with each given p. 
j 
15 
30 
45 
60 
75 
Table 4.1: Evaluation of j p 
trix 
>.=.2:.-.10 
Best 
11.6% 
15.6% 
8.4% 
10.7% 
53.8% 
Avg Diff 
1.3% 
.8% 
.7% 
.6% 
1.2% 
Max DifT 
7% 
7.7% 
6.6% 
18.3% 
17% 
larametei 
Best 
3.2% 
13.6% 
18.4% 
14.8% 
50% 
r in (SVDLS) over the 
p = 11 - 20 
Avg Diff 
2.4% 
1.5% 
1.1% 
.8% 
1% 
Max Diff 
7.1% 
6.7% 
7.4% 
8% 
5.8% 
; CBCL data ma-
p = 2 1 - 4 0 
Best 
11.4% 
17.6% 
17.6% 
20% 
33.4% 
Avg DifT 
2.5% 
1.7% 
1.5% 
1.2% 
1.3% 
Max Diff 
8% 
7.4% 
6.5% 
6.7% 
9.6% 
The results in table (4.1) indicate that setting j = 75 will provide the best result the 
majority of the time, yet all other values of j examined also obtain high quality solutions. 
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As the (PVS) formulation was designed to take advantage of low rank situations, the ex-
istence of a substantially inferior run in the first column for both the j = 60,75 cases is 
unsettling. Still, the overall quality of each of the given j parameters is excellent, as they 
all tend to perform both consistently and similarly, as indicated by the percentages given by 
the "Avg. Diff". The runtime of the algorithm was not an issue in this case as the (SVDLS) 
algorithm took no more than 2 seconds for all given values of j when dealing with the given 
non-negative CBCL matrix of dimension 361 x 2429. 
In figure (4.2) a visual representation of the effects of the j parameter is plotted for a 
p = 3 and p = 40 ANMF of the CBCL data matrix produced by the (SVDLS) algorithm. 
In these plots the (SVDLS) was implemented using the values of j and the fc-dimensional 
SVD subspace indicated on the appropriate axis. Each point on the plot (k,j) represents 
one run of the algorithm, and its associated percentage value is given by equation (4.25) 
with respect to the minimum ANMF value obtained in the plot. Here we observe that 
as j varies, the percentage values only change slightly, regardless of the A;—dimensional 
subspace, thus matching the results presented in table (4.1). The diminished qualitative gain 
in the ANMF objective function associated with large values of j is a general characteristic 
of the (SVDLS) algorithm, yet the process for choosing an optimal j is far from obvious. 
These test coincide with our observations that setting j = 30 provides both competitive and 
consistent solutions, therefore, in our implementation of the (SVDLS) algorithm we chose 
the j parameter as such. 
The plots in figure (4.2) also exhibit the effects of the k dimensional SVD subspace 
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(a) Convergence of (SVLDS) for rank-3 ANMF (b) Convergence of (SVDLS) for rank-40 ANMF 
Figure 4.2: The plots depict the relative difference of the values obtained by 
the (SVDLS) algorithm for the given values of k (SVD subspace dimension 
in the (PVS) formulation) and j (updates of W carried out at each iteration 
of the (SVDLS) algorithm) for the given rank-p ANMF of the CBCL data 
matrix. 
(required by the (PVS) formulation) to the overall ANMF solution quality, as the choice of 
this subspace may potentially affect the result obtained by the (SVDLS) algorithm. When 
p = 3, the k-dimensional SVD subspace has little to no effect on the overall solution, yet 
when p = 40, the solution is sensitive to the given subspace. How to choose the optimal 
dimension (an optimal k) is a difficult issue, both from a mathematical and practical point of 
view, yet in many cases, it is convenience and availability which will define this dimension. 
When conducting a rank-p ANMF it is common to also evaluate the data using principal 
component analysis [44, 18, 14], which is commonly referred to as PCA. As a rank-k 
SVD is computed when conducting a PCA of that same rank, the information needed for 
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the (PVS) formulation is readily available, and can be used to obtain an ANMF. Under 
this scenario, setting k = p, where k represents the SVD subspace used in the (PVS) 
formulation and p is the rank of the ANMF desired, would be most cost-effective. We 
therefore follow this convention for the remainder of the numerical experiments in this 
section. 
With the j parameter and the dimension of the SVD subspace both established, the 
(SVDLS) algorithm was tested against the (LS), (ALS), and (EXKKT) algorithms, all of 
which were thoroughly evaluated in chapter (2). The databases used for the numerical 
test were the ORL and CBCL face databases, both described in section (2.4.1). As the 
(SVDLS) algorithm requires that the rows of a given non-negative matrix be mutually noh-
orthogonai, as well as the columns, these databases appear most appropriate, as both of 
these datasets, which are frequently used in the literature to evaluate algorithmic perfor-
mance, fullfill this criterion. In addition, these datasets stem from applications associated 
with imagery, and should therefore provide some indication of how the examined algo-
rithms will behave on data stemming from this field, where the associated matrices can 
become notoriously large. 
In these numerical test, the (SVDLS) algorithm was ran until either ANMF objective 
function increased or stagnated. As previously stated, the latter of these cases was deemed 
to have occurred when equation (4.24) was fulfilled on 5 consecutive iterations with tol 
= l.e~3. The (LS), (ALS), and (EXKKT) were then allowed to run for an equivalent 
amount of cpu time. In order to assure a fair comparison, each algorithm was initialized 
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Figure 4.3: In these plots the algorithms seek to find a ANMF of the CBCL 
data matrix. For each ANMF rank (denoted by p) the (SVDLS) algorithm 
was allowed to convergence, the remaining alternating gradient approaches 
were then ran for the equivalent time, this process was repeated 20 times for 
each p. Plot (4.3(a)) demonstrates the average relative improvement gained 
by the (SVDLS) algorithm, while plot (4.3(b)) illustrates the average num-
ber of additional iterations needed by each algorithm to match the ANMF 
solution quality obtained by (SVDLS). 
with the same starting point (W°, H°), as all algorithms being evaluated are sensitive to 
initialization. 
Using this process, the subplots in figures (4.3) and (4.4) were developed by considering 
the average results obtained from 20 evaluations for each p value. In subplots 4.3(a) and 
4.4(a), the average relative improvement gained by using the (SVDLS) algorithm on the 
given datasets is plotted for the given values of p. At each p value, these averages were 
computed as follows, 
20 
X>/20> 
i = l 
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Figure 4.4: In these plots the algorithms seek to find a ANMF of the ORL 
data matrix. For each ANMF rank (denoted by p) the (SVDLS) algorithm 
was allowed to convergence, the remaining alternating gradient approaches 
were then ran for the equivalent time. This process was repeated 20 times for 
each p. Plot (4.4(a)) demonstrates the average relative improvement gained 
by the (SVDLS) algorithm, while plot (4.4(b)) illustrates the average num-
ber of additional iterations needed by each algorithm to match the ANMF 
solution quality obtained by (SVDLS). 
where dt is the relative improvement obtained by the (SVDLS) over the alternating gradient 
approaches being examined as given by equation (4.25). In subplots 4.3(b) and 4.4(b), the 
average number of additional iterations needed by the given algorithm to obtain an ANMF 
objective value less then or equal to that obtained by the (SVDLS) is plotted. 
The plots in figures (4.3) demonstrate that the (SVDLS) algorithm is advantageous for a 
large array of p values when dealing with the CBCL dataset. The average relative improve-
ment increases with the p value for the (ALS) and (EXKKT) algorithms, while it stagnates 
for the (ALS) algorithm at about 65%, which is still an impressive improvement. The be-
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havior depicted in figure (4.4) is more expected, as the relative improvement increases for 
the lower p values where the SVD subspace are more likely to contain high quality solu-
tions to the low rank ANMF problems, and then deteriorate as p increases. Note the large 
number of iterations needed by the standard ANMF approaches in order to obtain the so-
lution quality given by the (SVDLS) when the rank of the ANMF is low. Although the p 
value may be low, the cost of these standard approaches is expensive, as their complexity is 
based on the dimension of the given non-negative matrix A. Therefore, even in these lower 
rank cases, the (SVDLS) has the potential to save a large amount of computational time. 
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Figure 4.5: For each ANMF rank (denoted by p) the (SVDLS), (LS), (ALS), 
and (EXKKT) algorithm were all allowed to convergence. The relative im-
provement of the standard ANMF algorithms over the (SVDLS) algorithm 
was then recorded. This process was repeated 20 times for each p. Plot 
4.5(a) demonstrates the average relative improvement gained by the algo-
rithms over (SVDLS) for the ORL database, while plot 4.5(b) illustrates the 
average relative improvement gained by the algorithms over the (SVDLS) 
for the CBCL database. 
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The figures in (4.3) and (4.4) demonstrate the potential of the (SVDLS) algorithm to 
Outperform the examined alternating gradient approaches within the time frame needed for 
the (SVDLS) algorithm to converge, especially in the cases where the dimension of the 
ANMF is small. Yet it is unclear how the solution produced by the (SVDLS) algorithm 
compares with the end results given by the other algorithms examined, yet alone how it 
compares to the optimal ANMF. Since the optimal ANMF is generally unknown, the fur-
ther criteria was used in order to determine the (SVDLS) solution quality, as the results 
obtained by this algorithm were compared to the solutions obtained by the alternating gra-
dient algorithms at convergence. The convergence conditions for all algorithms were as 
given for the (SVDLS) algorithm, that is, convergence was declared when equation (4.24) 
was fulfilled for 5 consecutive iterations where tol= i.e -3 . In figure (4.5), the average rel-
ative improvement obtained by the (ALS), (EXKKT), and (LS) algorithms at convergence 
over the (SVDLS) is plotted. These results were constructed by conducting 20 runs of each 
algorithm at each p value for the given datasets. As in previous test, all algorithms were 
initialized with the same (W°, H°) in order to assure a fair comparison. For each of the 
20 runs conducted for a given p value, the relative improvement of the alternating gradient 
approaches over the (SVDLS) algorithm was measured using equation (4.25). The plots 
in figure (4.5) were then constructed by obtaining the average of these measures at each p 
value. 
The plots in figure (4.5) indicate that when the p value is low, the solution produced by 
the (SVDLS) algorithm is of fairly high quality. In the ORL database, for example, the av-
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erage relative improvement obtained by the alternating gradient approaches all fall within 
5% of the solutions obtained by the (SVDLS) when p < 10, thus reaffirming the ability 
of the (PVS) formulation to accurately capture the dominant features for these low dimen-
sional cases. The plots demonstrate that the results obtained by the (SVDLS) algorithm 
will become relatively worse as p increase, a trait that is generally observed when the SVD 
dimension utilized in the (PVS) formulation is equivalent to the p value given. This behav-
ior indicates that higher quality solutions likely lay outside the subspaces being searched 
by the (PVS) formulation at the higher p values. This restrictive behavior associated with 
the (PVS) formulation can be visually observed by comparing the convergence history of 
a higher dimension ANMF, as is done in figure(4.6). In these figure an iterative account of 
the the ANMF residual norm obtained by each algorithm is plotted in a logarithmic scale 
when attempting to find a p = 35 and p = 40 ANMF for the ORL and CBCL databases re-
spectively. The (SVDLS) algorithm converges quickly in both cases, yet the residual norm 
of the factorization plateaus at a higher value then that of the other algorithms, illustrating 
the inability of the (SVDLS) algorithm to search outside of the SVD subspace defined by 
the (PVS) formulation. 
As the (SVDLS) algorithm is confined by its parameters, the algorithm may some-
times suffer in solution quality when p is a mid-level to larger value (such as p = 30 for 
instance). Yet the standard alternating gradient algorithms being examined are far infe-
rior within the time frame needed for the (SVDLS) algorithm to converge. Therefore, it 
would appear to be both beneficial and inexpensive to obtain a high quality starting point 
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(a) Convergence results for ORL matrix when p = 35 (b) Convergence results for CBCL matrix when p = 
40 
Figure 4.6: The figures plot the residual norm of the ANMF problem for 
each algorithm at the given iteration. Each algorithm was terminated when 
the given convergence criteria was satisfied. Although competitive, the re-
sults produced by the (SVDLS) algorithm are restricted by the prescribed 
SVD subspace Vk, and thus produce inferior results. 
by implementing the (SVDLS) algorithm, and then use the obtained factorization as the 
initial point for the alternating gradient algorithms being examined. We implement this 
notion on the (EXKKT) algorithm by initializing the algorithm with the results obtained by 
the (SVDLS) algorithm at convergence, where the definition of convergence is as defined 
when constructing the plots in figure(4.5). In table (4.2) this algorithmic process, which 
is referred to as (COMBO), was compared to the standard (EXKKT) algorithm as well as 
the (ALS) algorithm, as these two approaches have proven to produce superior results than 
that of the popular (LS) algorithm. The results of the tables correspond to 50 runs of each 
algorithm for each given p value. All algorithm were initialized with the exact initial point 
l|A-WH||2 
0 50 100 150 200 
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(W°, H°) at each run, thus ensuring a fair comparisons. These test were conducted over 
the ORL and CBCL databases with tol= l.e""3 for various p values, as denoted on the ta-
ble. Note that in (COMBO), the (SVDLS) portion is first allowed to converge to the given 
tolerance, and then the ANMF developed is used to initialize the (EXKKT) portion of the 
algorithm, which is then itself allowed to converge to the given tolerance. 
Table 4.2: Numerical Results for (COMBO) where tol= 
Best 
Max Diff 
P 
ALS 
; EXKKT 
COMBO 
ALS 
EXKKT 
COMBO 
CBCL 
15 
4 
5 
41 
4.8% 
3.4% 
.9% 
20 
5 
10 
35 
3.8% 
4.7% 
3% 
25 
3 
5 
42 
5.6% 
4.7% 
2.7% 
35 
1 
6 
43 
5.6% 
4.6% 
2.1% 
40 
0 
5 
45 
6.1% 
4.6% 
2.7% 
= l . e " 3 
ORL 
15 
5 
12 
35 
2.5% 
1.5% 
2.1% 
20 
4 
37 
9 
2.7% 
.7% 
2% 
25 
1 
49 
0 
2.1% 
2% 
3.5% 
35 
0 
50 
0 
2.8% 
0% 
5.7% 
40 
0 
50 
6 
3.2% 
0% 
6.5% 
For each of the 50 runs made for each p value, both the ANMF residual norm and 
the runtime were computed. Using the residual norm, the best performing algorithm on a 
given run was established as well as the relative difference of the other two algorithms as 
measured by (4.25). The row denoted by "Best" provides the number of runs a particular al-
gorithm produced the best ANMF residual, while the row denoted by "Max Diff' provides 
the maximum of the relative difference measures recorded over all 50 runs. The statistics 
presented in table (4.2) indicate that the solutions obtained by (COMBO) are highly com-
petitive in most cases, with the only exceptions occurring at the higher dimension ORL 
cases. The (COMBO) algorithm behaves particularly well when when obtaining a higher 
rank ANMF of the CBCL database, a result that is surprising considering the results given 
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in figure (4.5), where the (SVDLS) algorithm was not as competitive on the CBCL database 
as it was in the ORL database when 20 < p < 35. The time difference between the three 
algorithms was not significant (typically between 5 sees), suggesting that the warm start 
provided by the (SVDLS) algorithm did not bolster the convergence rate of the (EXKKT) 
algorithm when compared to a random initial point. Yet the table demonstrates that the 
(COMBO) algorithm has the potential to produced consistently better results with little 
variation, as it did in certain instances on these benchmark databases. 
14% 
12% 
10% 
8% 
6% 
4% 
2% 
0%| 
-2% 
2 3 4 5 6 7 8 9 10 11 
RankofANMF 
Figure 4.7: The relative improvement obtained by the given algorithms over 
the (SVDLS) for the ORL-15 database. 
The (COMBO) algorithm was developed to exploit the information given by the (SVDLS) 
algorithm in order to improve the overall performance of (EXKKT) algorithm. Although 
providing a warm start in order to enhance other algorithms is desirable trait, figure (4.5) 
suggest that the true strength of the (SVDLS) algorithm lays in its ability to capture the 
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main features of a low rank ANMF. This along with the efficient nature of the (PVS) for-
mulation allows the (SVDLS) algorithm to produce competitive results in a fraction of the 
time when dealing with a low rank ANMF. To demonstrate this point, numerical test were 
conducted on an expanded version of the ORL database, in which all images in the database 
were expanded by a factor of 15. This expanded database, which we refer to as ORL-15, 
contains 15 copies of each pixel from the original ORL database, where the pixels are 
expanded in a column-wise fashion. Therefore the (i,j) pixel value of the image in the 
original ORL database will be used for each of the (k,j) pixel values in ORL-15, where 
k = (15i — 14),. . . , 15z. After this expansion takes place, the original resolution of an 
image in the ORL database, which is 112 x 92, is transformed to the corresponding image 
in ORL-15, which has a pixel resolution of 1680 x 92. ORL-15 may be represented by 
a non-negative matrix A of dimension 154560 x 400, thus making it a prime candidate to 
demonstrate the ability of the (SVDLS) over large datasets. In this test all algorithm were 
initialized with the same (W°, H°) and then allowed to converge to a within a tolerance of 
l.e -3 , where the convergence criteria is defined as in earlier test. 
able 4.3: Runtime of A 
P 
ALS 
EXKKT 
LS 
SVDLS 
2 
244 
200 
208 
4.9 
3 
254 
146 
268 
1.95 
gorithms (in seconds) on OR 
4 
290 
178 
297 
4.4 
5 
333 
259 
331 
6.7 
6 
389 
319 
371 
2.1 
7 
439 
310 
407 
3.4 
8 
517 
481 
658 
2.8 
L-15d 
9 
705 
637 
902 
10.4 
ata matrix 
10 
582 
475 
825 
14.2 
11 
683 
533 
936 
12.4 
Figure (4.7) plots the relative improvement obtained by the given algorithms over the 
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(SVDLS) as measured by (4.25), while table (4.3) states the runtime of the algorithms. 
The (SVDLS) algorithms performs extremely well when p = 2 — 5, as the solution quality 
obtained by the algorithm is within 3% of the solutions obtained by the alternating gradient 
approaches. As p increases the (SVDLS) algorithm performs progressively worse, yet the 
solutions obtained are not incomparable, as the maximum relative difference in these nu-
merical test is 13.2%. Sacrificing that type of solution quality may be well within reason, 
especially considering the drastic improvements in runtime made by the (SVDLS) algo-
rithm. As verified by table (4.3), the runtime of the (SVDLS) was no worse than 42 faster 
then the popular (LS) algorithms in the numerical test conducted, while it was no worse 
than 33 times faster than both the (EXKKT) and (ALS) algorithms. Although the p values 
being examined are relatively small, a consistent increase in runtimes of the alternating 
gradient algorithms can be observed. This trend is also present in the (SVDLS) algorithm, 
yet due to its compact formulation, the increased runtime is insubstantial. 
Recall that the pixel resolution of each image in ORL-15 is 1680 x 92, which is just 
under .13 megapixels, a resolution that is rather poor by todays standards. As the pixel 
resolution increases the runtimes of the alternating gradient approaches will also increase at 
a much higher rate then that of the (SVDLS), thus possibly making production of an ANMF 
impractical without the assistance of more efficient algorithms such as the (SVDLS). As 
demonstrated through these numerical results, the strength of the (PVS) formulation, and 
its associated algorithms, lays with its ability to provide competitive solutions within a 
practical time frame. The evaluation of ORL-15 provided evidence for the necessity of 
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such a tool, by exposing the inability of current gradient approaches to efficiently handle 
a dataset of images with a resolution of approximately .13 megapixels. This deficiency 
is made even more apparent when considering the inexistence of algorithmic guarantees 
for the ANMF problem, thus possibly requiring the implementation of multiple runs on 
large datasets to verify results. Through further study of the (PVS) formulation, and other 
compact reformulations of the ANMF problem, these issue may be able to be directly 
address enroute to creating a more viable data approximation tool. 
Chapter 5 
Conclusions 
The results presented in chapters 2 — 4 were developed in order to increase the efficiency 
of the alternating weighted gradient approaches that are frequently implemented when at-
tempting to solve the approximate non-negative matrix factorization (ANMF) problem, as 
well as to better comprehend the theoretical aspects of such algorithms. The study of these 
concepts was motivated in large part by the Lee and Seung gradient algorithm [19, 18], 
as its consistent performance over wide array of applications has made it the algorithm 
of choice for many practitioners. In this study, new approaches, results, and formulations 
were contrived by conducting a sophisticated mathematical analysis of weighted gradient 
approaches, which produced high quality alternatives to the popular (LS) algorithm. In this 
chapter we provide a brief overview of these results, as well as possible future areas of 
related research. 
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5.1 High Quality Alternatives to the (LS) Algorithm 
In chapter 2, the alternating weighted gradient structure of the (LS) algorithm was exam-
ined en route to developing two other gradient based algorithms with the same alternating 
approach, which were denoted as the (ALS) and (EXKKT) algorithms. The (ALS) algo-
rithm looked to optimize the step-length used by the (LS) algorithm, while the (EXKKT) 
algorithm attempted to solve an approximation to the first order necessary conditions of the 
inherent convex problems contained by the (ANMF) problem. Through a numerical exam-
ination that compared these three approaches over a set of popular databases from different 
applications, the (ALS) and (EXKKT) proved to be superior choices. In general, the (LS) 
algorithm was sluggish to produce the results obtained by the the (ALS) and (EXKKT) 
algorithms, as the latter two algorithms had a more potent initial decent. Given a sufficient 
amount of runtime, the (LS) algorithm will produce results that are competitive with that 
of the other two algorithms, although in many cases, it still failed to out-perform the newly 
developed approaches. 
As demonstrated in chapter 2, alternating gradient algorithms allow a large dimensional 
(ANMF) problem to be handled in a more manageable fashion by examining an associated 
convex problem instead. Although the (ANMF) produced by these alternating gradient ap-
proaches being examined is typically considered to be of high quality, there is no assurance 
of the produced results, as these algorithms have no performance guarantees. Currently, 
the following is the best confidence measure that can be provided, 
{f-nir<{f-fVD)ifSVD (5.1) 
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where / ' is a given objective value for a rank-p (ANMF), /* is the optimal rank-p (ANMF), 
and fSVD is the approximation given by the rank-p SVD. Equation (5.1) can be quite 
useful, especially when p is a small value, although in many cases it provides little to 
no information. The production of a stronger performance bound is needed to in order 
to indicate the direction of future research, as it would either reaffirm confidence in the 
alternating framework, or demonstrate its flaws. 
5.2 Convergence of an Alternating Class of Algorithms 
In chapter 3, the theoretical convergence properties for a class of alternating gradient algo-
rithms, which was called the (AWG) algorithm class, was examined. This class includes 
both the popular (LS) algorithm as well as its accelerated version, the (ALS) algorithm. 
By examining an auxiliary sequence produced by all algorithms in the class, it was proved 
that this auxiliary sequence would converge to a continuum, and in specific cases, to a KKT 
point. In many practical implementations of the (LS) algorithm, or any (ANMF) alternating 
algorithm for that matter, it is common practice to scale the variables in order to produce a 
comparable basis, thus making the theoretical analysis produced in chapter 3 relevant. 
The results stated in lemma (3.3.3) were constructed specifically for the (AWG) algo-
rithm class, yet they hold for a multitude of other algorithms. 
Corollary 5.2.1. If the iterates (Wk, Hk) of an algorithm for the approximate non-negative 
matrix factorization problem produce a monotonically decreasing objective function, then 
there exist an associated auxiliary function (W , H ) such that the results of lemma (3.3.3) 
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hold. 
As described in the hypothesis of the corollary, the existence of a limit point is not due 
directly to the alternating algorithmic structure, but to the monotonicity of the (ANMF) 
objective function. This property, which stems from the convergence analysis conducted in 
chapter 3, may assist in providing insight to future algorithmic approaches. 
The (EXKKT) algorithm is not included in the analysis of the (AWG) algorithm class, 
as it is unclear if the scaling parameters are bounded away from 0. If this issues can be 
resolved, the convergence behavior can then be properly classified for this highly effective 
algorithm. Another future research issue is the continued evaluation of the (AWG) algo-
rithm class, as it is quite possible that auxiliary sequence produced by these algorithms will 
converge to a KKT point in all cases. As indicated in chapter 3, a direct route to this proof 
is through the convergence rate of the iterates produced. Other properties that may assist 
in this venture include lemmas (3.3.2) and (3.3.4), as they provide a tool to evaluate the 
convergence patterns along the boundary for the interior point algorithms that constitute 
the (AWG) algorithm class. 
5.3 A Compact Reformulation of the ANMF Problem 
In chapter 4 the rank-p (ANMF) problem was reformulated using the invariant subspaces 
given by the rank-p singular value decomposition (SVD) in order to produce a compact 
lower dimensional objective function that is bound by linear constraints. The advantage 
of this reformulation, called the (PVS) formulation, allows for multiple Lee and Seung 
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gradient updates at each iteration without sacrificing runtime. The end result was the de-
velopment of the (SVDLS) algorithm, an alternating algorithm with the ability to produce 
an (ANMF) in a fraction of the time when compared to the (LS), (ALS), and (EXKKT) al-
gorithms. Numerical results indicated that the (SVDLS) was able to produce a competitive 
(ANMF) when the rank of the factorization was chosen to be a smaller value. By exam-
ining a large image database, the (SVDLS) algorithm proved to be especially beneficial, 
as its runtime was no worse then 33 times faster then any of the three alternating gradient 
algorithms to which it was compared. As the runtime of the (SVDLS) was just seconds on 
the given large numerical examples, its ability to quickly converge is a characteristic that 
may potentially allow an ANMF to be conducted in real time applications. 
The creation of the (PVS) formulation is associated with many question that are still left 
unanswered. The most natural question is: what is the best possible (ANMF) that can be 
generated via this reformulation? The answer will undoubtedly depend upon the dimension 
of the SVD subspace used. As the dimension of this subspace increase, one would expect 
that the solution quality of the (ANMF) will also improve. Yet, this issue is also tied to the 
algorithm approach being implemented. It may well be the case that any algorithm for the 
(PVS) formulation has certain bounds inherent in its algorithmic approach. This leads to 
the issue associated with how best to solve the (PVS) formulation. The difficulty with using 
the (PVS) formulation is that its general form is more difficult to solve then the (ANMF) 
problem. Although this is the case, the subspaces being examined contain the properties of 
the (SVD) factorization, which may assist in simplifying the solution process. Due to the 
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close association between the (PVS) formulation and the low rank (SVD), other issues to 
consider would be the relationship between the singular values of the non-negative matrix 
being approximated and the rank of the (ANMF). Through future research, the development 
of these issue will add to the fundamental groundwork laid down in this dissertation. 
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