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1. Introduction 
In this correspondence, we present an upper bound for A[n,d], the maximum num- 
ber of  codewords in a binary code of length n with minimum distance d between 
codewords. 
This function A[n,d] and A[n,d,w], the maximum number of  codewords in a binary 
code of length n, minimum distance d and constant weight w, have been studied by 
many authors. In this section we give an upper bound for A[n, 3] 
A[n + 1,4] =A[n,3]~< 
2n+lA[n,4, 2] 
n(n + 1) - 6.A[n,4,3] ÷ 2(n ÷ 1).A[n,4,2]" 
Earlier bounds on A[n,d] were given in [6,8,2,1] (see also [3, Ch. 9]). They used 
the linear programming method, whereas we used only the elementary method. 
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2. Notations 
For convenience, we define some notations and conventions u ed in this section. If 
is a real number, then [~J denotes the greatest integer not exceeding a. All codes 
are binary codes of length n with minimum distance 3. Let n be a positive integer and 
r E {0, 1 .. . . .  n}. Let C C 0 :n be a code with codewords A[n, 3] where n: = {0, 1} . We 
first introduce some set: 
Br(x)= {yE yn [d(x, y)<~r}, 
x = ~" - U ~1(o), 
gEC 
S= {(x,g)I x EX, g E C and d(x,g)=2}. 
Let x E X and 9 E C. We let 
Cx={(x,g)[(x,g)ES} and Xo={(x,g)l(x,o)ES }. 
Hence, 
s=u Cx=UXo. (~) 
xEX oEC 
3. Upper bounds on A[n, 41 
The first three theorems are well known. 
Theorem 1 (Trivial cases). Let d, w, n be integers, d ~ 0, w <<. n. Then 
(a) A[n,d] =A[n + 1,d + 1] if d is odd, 
(b) A[n,d,w]= [n/wJ if  d=2w,  
(c) A[n,d,w] =A[n,d - 1,w] if d is even, 
(d) A[n,3].(n + 1)~<2". 
Theorem 2 (Johnson [6, p. 98]). 
A[n,d,w]<<. [nA[n-  l ,d ,w-1] J ,  (n>~w>~l), 
A n'w'<-L wArn l wlJ  n>w O, 
Theorem 3 (Kirkman [4] and Sch6nheim [7], see also Hall Jr. [5, p. 237]). 
A [n ,4 ,3]={ [3 [~- -~ J J  / fn~5(mod6) ,  
[3 [ -~ J  J -1  /f n--= 5 (m°d6) • 
(2) 
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Now, suppose that x E IF n and g, g' E C. Then 
d(x + g,x + g') =d(g,g')>~ 3.
Hence, x + C is also code with minimum distance 3. We have the following lemma. 
Lemma 4. I f  C c ~ is a code with minimum distance 3, so is x + C. 
The next three lemmas lead us directly to the main theorem. 
Lemma 5. Let xEX.  Then 
] 
Proof. From the definition of A[n,4,2], Lemma 4 and Theorem l(c), we obtain 
I f x l  = I{gefld(x,o)=2}l=l{o~fld(O,o+x)=2}l 
= I{o ~x + C Id(O,o) =2}] ~<A[n,3,2] =A[n,4,2]. [] 
Lemma 6. Let g E C. Then 
n(n - 1) 
[Xol>>. ~ 3.A[n,4,3]. 
Proof. From Lemma 4 and Theorem l(c), we obtain 
ISol = I (y~ D z" Id(y,g) =2} 
- I{Y ~ D:" I d(y,g) =2 and d(y,g') = 1 for some g' E C}l 
= I{y~" ld (y ,g )=2}[  
- [{y ~ 0:" [d(y,g) = 2 and d(y,g') = 1 for some g' e C}I 
n(n - 1)  
2 
n(n - 1)  
2 
n(n - 1) > ~ - -  
2 
3 - I{g '~Cld(g ,g ' )=3} l  
3. I{g' e o + C l d(O,g')= 3 }l 
n(n - 1) 
3.A[n,3,3] = 2 3.A[n,4,3]. [] 
We proceed to show that the unions in (1) are actually disjoint unions. Hence, each 
{Cx} or {Xg} in (1) forms a partition of S. The following lemma is obvious. 
Lemma 7. 
(a) For (Xl,gl),(x2, g2)ES  , let (Xl,gl)tX~l,(x2, g2) if and only i ra  1 :g2.  
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(b) For (xl, 01 ), (x2, 02 ) E S~ let (xl, 91 ) ~2 (x2, 02 ) i f  and only if X 1 = X 2. 
Then ~l and ~2 are equivalence relations on S. 
Theorem 8 (Main theorem). 
2n+lA [n, 4, 2] 
A[n + 1,4] =A[n, 3] ~< n(n - 1) - 6.A[n,4,3] + 2(n + 1).A[n,4,2]" (3) 
Proof. Let C be a code with codewords A[n, 3]. Using (1), Lemmas 5 and 7, we have 
ISI = ~ Ifxl~ ~ A[n,4,2I<<.IX]'A[n,4,2] 
xCX xEX 
= (2 n - (n + 1).A[n,3]).A[n,4,2]. 
From (1) and Lemmas 6 and 7, we have 
]SI = E IXgl>~ E [n(n 2 1) 3-A[n,4,3]] 
oEC oEC 
(4) 
=A[n, 3 ] In (n21)  3 .A[n,4,3]] . (5) 
Comparison of (4) and (5) gives (3). [] 
The bound (3) improves the bound (2) whenever n(n-  1) > 6A[n,4,3]. This is the 
case if and only if n/> 3 and n ~ 1 (mod 6). 
Proposition 9. Ifn>~3 and n~ 1 (mod6), then 
2n+lA[n, 4, 2] 
n(n - 1) - 6. A[n, 4, 3] + 2(n + 1). A[n, 4, 2] 
n 
+l~<- -  
n+l '  
Proof. From Theorem 3, we have 
6A[m,4 ,3]=m(m-1)  form=-l (mod6),  
6A[m,4,3]>~m(m-1)+8 form~>3, m~l (mod6) .  
Hence, from Theorem l(b), we know 
2 n 2n+lA[n, 4, 2] 
n+ 1 n(n - 1) - 6.A[n,4,3] +2(n+ 1)-A[n,4,2] 
2 n+l • 8 2 n+3 
/> >1 />1. [] 
(8 + (n + 1)(n - 1))(2(n + 1)) (n + 1)(n 2 + 7) 
It is known that A[24, 4] ~< 344 636 ([1], see also [3, Ch. 9]). Theorems l(b), 3 and 
the previous theorem, yield 
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Theorem 10. 
A[24, 4] ~< 344 308. 
295 
References 
[1] M.R. Best, Binary codes with a minimum distance of four, IEEE Trans. Inform. Theory IT-26 (1980) 
738-742. 
[2] M.R. Best, A.E. Brouwer, F.J. MacWilliams, A.M. Odlyzko, N.J.A. Sloane, Bounds for binary codes of 
length less than 25, IEEE Trans. Inform. Theory IT-24 (1978) 81-93. 
[3] J.H. Conway, N.J.A. Sloane, Sphere Packings, Lattices and Groups, Springer, New York, 1988. 
[4] T.P. Kirkman, On a problem in combinations, Cambridge Dublin Math. J. 2 (1847) 191-204. 
[5] M. Hall Jr., Combinatorial Theory, Blaisdell: Watham, MA, 1967. 
[6] S.M. Johnson, On upper bounds for unrestricted binary error-correcting codes, IEEE Trans. Inform. 
Theory IT-17 (1971) 203-207. 
[7] J. Sch6nheim, On maximal system of k-tuples, Studia Sci. Math. Hungar. 1 (1966) 363-368. 
[8] N.J.A. Sloane, A survey of constructive coding theory and a table of binary codes of highest known 
rate, Discrete Math. 3 (1972) 265-294. 
[9] V.D. Tonchev, Combinatorial Configurations Designs, Codes, Graphs, Longman, New York, 1988. 
