A concluding discussion analyzes the results of the quantitative and qualitative evaluation of both mechanisms. Most notably the measurements show that for MPEG-4 Scalable Video Codec and MPEG-4 Visual Elementary Streams the GSH-based mechanism's throughput is only about 1.25 times lower than for the codec-specific mechanism and the metadata overhead is less than 1 percent. The gBSD-based mechanism comes at a higher cost for these codecs (about 10 times lower throughput and a maximum of 10 percent metadata overhead with compression). We conclude that, depending on the application scenario, both mechanisms can be viable alternatives to existing codec-specific adaptation approaches. In particular in scenarios where contents encoded with diverse (and potentially changing) scalable media codecs need to be adapted, the flexibility of codec-agnostic approaches can outweigh their reduced performance.
Multimedia Communication (MMC)
http://www.uniklu.ac.at/tewi/inf/itec/mmc/index.html
The research group "Multimedia Communication (MMC)" was founded and is being led by Prof. Hermann Hellwagner. In addition, the group currently has three research assistants, seven project staff members, and three administrative and technical staff members. Technically, these services can be classified under the notion of streaming. A server sends media data in a continuous fashion to one or several clients, which consume data portions as soon as they arrive, mostly displaying them also. By using a feedback channel customers may influence the play-back, since they may watch programs timeshifted or pause the program.
An enhancement of such streaming services is to watch those movies together with a group of people on several devices in parallel, independent from the location of the other group members. Similar approaches have been developed using IP multicast, for example for distributing lectures or conference talks to a group of listeners. However, users cannot control the presentation: pausing or skipping of more unimportant parts is impossible. Moreover, the streaming presentation is announced by means outside the application instead of adding others to the session directly within the application.
The costream architecture developed in this work offers a collaborative streaming service without these limitations: People may retrieve movies, join others watching a movie or invite others to such a collaborative streaming session. Participants of a collaborative streaming session can control the movie presentation like they do on a DVD player. Dependent on the desired course of the session the control operation is executed for all users, or the group is split into subgroups to let watchers follow This separation of duties is advantageous in the sense that standard components can be used: For group management, SIP conferencing servers are suitable, whereas session control can best be handled using RTSP proxies as already used for caching of media data.
Eventually, the evaluation of this architecture shows that such a service offers both low latency for clients and an acceptable synchronization of media streams to different client devices. Moreover, the communication overhead compared to usual conferencing or streaming systems is very low. Politecnico di Milano and EPFL have recently released a publicly available database to support reproducible research in the field of video quality assessment, specifically targeting H.264/AVC video streaming over error-prone networks.
Communication and Multimedia Systems
Multimedia contents are often distributed over best-effort networks, i.e. there is no guarantee that the content will be delivered without errors to the final users. Therefore, service providers are interested in automatically monitoring the quality of experience at the receiver side, where the original content is typically unavailable. To this end, no-reference objective quality metrics aim at estimating the perceived quality, based on information that can be extracted from the received data. In order to validate the performance of any metrics, there is the need of comparing the results with subjective scores given by individuals, which are asked to watch and rate selected video contents. Collecting such data is time consuming and requires careful design of the subjective tests, in terms of test material, test methods and methodologies for processing subjective data. Over the years, ACM SIG Multimedia has received numerous requests to create a multimedia systems conference, targeted at the systems aspects of handling audio, image, video, and graphics data. The ACM Multimedia Systems conference provides a forum for researchers, engineers, and scientist to present and share their latest research findings in multimedia systems. While research about specific aspects of multimedia systems is regularly published in the various proceedings and transactions of the networking, operating system, real-time system, and database communities, MMSys aims to cut across these domains in the context of multimedia data types. This provides a unique opportunity to view the intersections and interplay of the various approaches and solutions developed across these domians to deal with multimedia data types. Furthermore, MMSys provides an avenue for communicating research that addresses multimedia systems holistically.
