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Cycling is an increasingly popular mode of travel in cities owing to the great 
advantages that it offers in terms of space consumption, health and environmental 
sustainability, and it is therefore favoured and promoted by many city authorities 
worldwide. A large number of recently introduced cycling-related schemes in many 
cities demonstrates this trend. However, the relatively low safety of pedal cycles as 
perceived by the users currently presents itself as a hurdle, and therefore cycling has 
yet to be adopted to a wider extent by users as a true alternative to the private car. 
Rising accident numbers, unfortunately, confirm this perception as reality, with a 
particular source of hazard appearing to originate from the interaction of cyclists with 
motorised traffic at low speeds in urban areas. Technological advances in recent 
years have resulted in a number of attempts to develop systems to prevent cyclist-
vehicle collisions, but they have generally stumbled upon the challenge of accurate 
cyclist localisation and tracking, which can enable predicting a collision within a short-
term time-horizon (5-10 seconds). Indeed, cyclist positioning accuracy is essential for 
any collision avoidance system, not only to ensure the effective operation of the 
system but also to minimise the occurrence of false alerts. Thus, motivated by the 
poor safety record, the research reported here involves the development and testing 
of an innovative technological solution for accurately localising and tracking cyclists, 
where the ultimate aim is to utilise the techniques in a concept called Cyclist 360° 
Alert to avoid collisions. 
The overarching innovation of this PhD is the development of the instrumented 
bicycle system, called iBike, which can be employed to track cyclists’ positions more 
precisely. The system relies on bicycles being instrumented with low-cost Micro-
electromechanical systems (MEMS) sensors, and utilises multiple Kalman filters, 
which were developed from the geometrical and kinematics modelling of the bicycles, 
to conduct a multi-sensor fusion on the iBike acquisition data with the measurements 
from the Global Positioning System, Wi-Fi hotspots and mobile communication 
systems. Apart from the above, the thesis also reports on the results obtained from a 
number of field trials where an enhanced off-the-shelf positioning system was 
employed to validate the developed system. The overall results from the field 
experiments demonstrate that, on average with an 80% probability, the iBike system 
can be used to estimate a position with less than 0.5 m error compared to a 16.2 m 
error from the enhanced positioning system under the same circumstances.  Thus, 
the results from the field trials using the iBike have shown successful outcomes for 
the developed methodologies. This means that the iBike can be used to predict a 
collision more precisely. These results are presented in detail together with the 
hardware and software of the iBike system in this thesis.
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System Parameters and Notation 
The main parameters used to analyse and model the bicycle system are as 
follows: 
𝑥, 𝑦 and 𝑧 Global coordinate system  
?̃? and ?̃? Body-fixed coordinate system 
𝑊  Wheelbase 
𝑅  Rear wheel turning radius 
𝒟  Rear wheel diameter 
𝑑𝑟  Travelled distance of the rear wheel 
𝜂  Caster angle 
𝜙  Rear-frame roll or tilt or bank angle 
?̇?  Roll rate 
𝜓  Rear frame yaw angle or azimuth or heading 
Δ𝜓  Instantaneous central turning angle 
𝜔 or ?̇?  Yaw rate 
𝛿  Steering angle 
𝛽  Effective steering angle 
𝑃𝑓  Front wheel ground contact point 
𝑃𝑟  Rear wheel ground contact point 
𝑣𝑟  Rear wheel longitudinal velocity 
𝑣𝑓  Front wheel longitudinal velocity 
𝑃𝑐   Instantaneous centre of rotation 
𝑘  Time step in the algorithm 





Chapter 1: Introduction 
 
 
1.1 Research Motivation 
Cycling is an increasingly popular mode of travel in cities owing to the great 
advantages that it offers in terms of space consumption, health and environmental 
sustainability, and is therefore favoured and promoted by many city authorities 
worldwide. A large number of recently introduced schemes in many cities (such as 
the Santander Cycle Hire scheme and the Cycle Super-Highway in London) 
demonstrate this trend. For instance, in London in 2015, there were 670,000 cycle 
stages on an average day, a cycle stage being that part of a journey which is 
accomplished on a bicycle. This is a 3.5% increase from 2014. This follows a 10.3% 
increase from the previous year, with an overall 61% increase in cycle stages since 
2005 [1].  
Although the bicycle originally was invented for the benefit of travelling from point A 
to point B to replace animals for transport [2] cycling now offers many other benefits 
[3] [4] [5]:   
➢ It promotes exercise and has low running costs. 
➢ It is sustainable and does not consume natural resources. 
➢ It does not harm the environment and improves air quality. 
➢ It reduces motor traffic volumes and therefore traffic noise, pollution and 
congestion.     
As cycling offers many benefits, city planners in recent years have been promoting 
cycling in the cities and the number of cyclists has increased dramatically and they 
plan to increase this number even more. For instance, the European Cyclists’ 
Federation (ECF) is working on tripling cycling in Europe by 2020 [6].  
Furthermore, bicycles occupy an important place in the context of smart cities 
because they improve the health and well-being of cyclists as well as being energy 
efficient. It is predicted that more than 60% of the world’s population will live in a city 
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by 2030 [7] and by 2050, more than 6 billion people will be in urban areas [8]. As a 
result, for travel to work and short journeys, cycling occupies an important share in 
the modal split in many cities.  
However, the relatively low perceived safety of cyclists from the users’ side currently 
presents itself as a hurdle in achieving the desired uptake of cycling as a viable 
alternative to the private car, with a particular source of hazard appearing to 
originate from the interaction of cyclists with cars, Heavy Vehicles (HVs), i.e. buses, 
coaches, and lorries, at low speeds in urban areas. Accident numbers, 
unfortunately, confirm this perception as reality: the latest accident statistical figures 
released by the Department for Transport (DfT) for 2015 [9] show that cyclists are 
17 times more likely to be killed and 21 times more likely to be seriously injured in 
road traffic accidents than car occupants in Great Britain. Furthermore, although the 
number of cyclists killed is slightly down since 2008, the reported cyclist casualties 
still stand at the staggering total figure of 18,845 for 2015. As a result, many 
authorities are trying to tackle this rising issue. Moreover, numerous studies have 
shown that fear of limited traffic safety for cyclists is a significant disincentive and 
reduces people’s likelihood to cycle [10] [11] [12]. 
Until a few years ago, the only options for actively tackling such a problem would 
have been drawn from the domain of “hard” traffic engineering measures, (usually 
cost-intensive and disruptive, such as segregated lanes or vehicle type bans in 
certain streets). However, developments of ubiquitous computing and sensor 
technologies now offer ways to increase the use of smaller, more accurate and 
durable tools to support traffic safety interventions, and put Intelligent Transport 
Systems (ITS) in a prominent role with respect to improving the safety of cyclists. 
Thus, this research study formulates an innovative low-cost technological solution 
based on a hybrid localisation system and develops a prototype instrumented 
bicycle system that can be ultimately utilised to improve the safety of cyclists and 
promote the use of bicycles in urban areas. The term “iBike” was chosen to denote 
this new system. 
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1.2 Brief Historical Overview of Bicycle’s Evolution  
In the late 17th century, Ozanam illustrated the theoretical advantages of a human-
powered carriage “in which one can drive oneself wherever one pleases, without 
horses” [13]. Ozanam’s publication featured a design for a four-wheeled carriage 
which could be pedal-driven and an illustration of the design is presented in Figure 
1-1 left. This predecessor of the modern bicycle lasted for more than 100 years 
without significant modification.  
It was not until 1817 when Karl von Drais, a German baron from a distinguished 
family in Karlsruhe, made an improvement to his early version of a four-wheeled 
pedal vehicle and he introduced what become known as Draisienne or the Dandy 
horse, which made use of the two-wheeler principle and it is the earliest form of the 
modern bicycle.  The dandy horse was a slender vehicle made almost entirely of 
wood except for the iron tires which were positioned in a straight line. The rider sat 
almost completely erect and drove the device forward by pushing against the ground 
with one foot, then the other, as if walking or running. As illustrated in Figure 1-1 
right, for the next few decades, inventors continued to improve the dandy horse and 
made many modifications as the technology evolved.  
 
Figure 1-1: Early evolution of bicycles: illustration of Jacques’s design (left) [14], and 
development of modern bicycles (right) [15]. 
Finally, in the mid-1860s, the basic bicycle emerged in Paris. The brainchild of Pierre 
Lallement, a mechanic who specialised in baby carriages, it demonstrated the 
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principle that a vehicle with two wheels in a line could be indefinitely balanced and 
propelled by means of a mechanical drive, such as a gear, rather than by human 
propulsion alone [13]. This removed the principle objection to the dandy horse and 
opened a promising path for development. The inventors successfully made one of 
the world’s masterpieces, which still puzzles many mathematicians on the 
theoretical principle, and introduced the term “bicycle” in the late 1860s [16]. In the 
21st century, the bicycle continues to evolve as the technology advances and more 
and more bicycles are given the term “e-bike” or “smart bicycle”. 
An electric bicycle (e-bike) is a bicycle with an integrated electric motor that can be 
powered by electricity as well as propelled by pedals.  Not to be confused with 
mopeds, the e-bikes retain the ability to be pedalled by the rider and therefore they 
are not classed as electric motorcycles. There are many different types of e-bikes 
available worldwide but in the scope of this project, the only one discussed is 
Pedelec e-bikes, which are bicycles with a small electric motor to assist the rider’s 
pedalling. The acronym Pedelec comes from the words ‘pedal electric cycle’ and 
they are classified as conventional bicycles by the authorities in many countries. In 
Europe, a bicycle is considered a Pedelec if it is intended to cover electrically power-
assisted cycles of a type which has a maximum continuous rated power of 0.25 kW, 
of which the output is progressively reduced and finally cut off as the vehicle reaches 
a speed of 25 kmph, or sooner, if the cyclist stops pedalling [17].  
A smart bicycle, on the other hand, integrates the above feature with the additional 
onboard intelligent system, where it is utilised to manage power intelligently based 
on the local sensory information about the environment and the inputs from the rider.  
An example of a smart bicycle includes the Copenhagen Wheel [18] in Figure 1-2, 
which was developed at Massachusetts Institute of Technology (MIT) together with 
the city of Copenhagen. 
The Copenhagen Wheel is a retrofit wheel for an ordinary bicycle that works as an 
electric hybrid system [19]. The hub of the Copenhagen Wheel contains all the 
necessary electronics and components including motor, removable batteries, 
wireless connectivity, smart locking, multiple sensors and an embedded control 
system. Riders control the functionality of the wheel using an app on their 
smartphone which communicates with the Wheel via Bluetooth technology. In 
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addition, the smart wheel learns how the rider pedals and integrates with the rider’s 
motion. It also has a system similar to a regenerative braking system such that 
dissipated energies while cycling and braking are captured and later used to assist 
the rider whenever they require. 
   
(a) (b) (c) 
Figure 1-2: Copenhagen Wheel [20] – (a) Smartphone, (b) the hub of the Copenhagen 
Wheel and (c) a retrofit wheel with essential electrical and mechanical components. 
Moreover, in Copenhagen the bike sharing scheme, which allows the public to hire 
a bicycle for shared use on a short-term basis, utilises Pedelec e-bikes with a tablet 
computer on board that is used to hire the bicycle shown in Figure 1-3. 
  
(a) (b) 
Figure 1-3: Copenhagen City Bike [21] – (a) a tablet computer on the hub of the bike and 
(b) the Pedelec e-bikes. 
In conclusion, bicycles have evolved dramatically in recent years, and this is mainly 
due to the advances in technologies. However, one of the issues that remain is the 
safety of the cyclists, especially in congested cities such as London, and this 
research study focuses on improving the safety of riders through technology.  
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1.3 Problem Statement, Project Vision and Challenges  
The problem of cyclist and motorised vehicle accidents is well-defined, and it is 
acknowledged by drivers, as many of them display a warning sign at the rear of their 
vehicles, such as the ones shown in Figure 1-4, to alert the cyclists and other road 
users. Thus, it is not a new issue that has been elevated but rather a well-defined 
concern.  On the other hand, many of the cyclists are not aware of the vehicles’ blind 
spot, which is an area around the vehicle that cannot be directly observed by the 
driver (refer to Figure 1-5a), and the cyclists might be in danger if they are close to 
a vehicle which intends to turn. Although one of the warning signs says, “if you can’t 
see my mirrors I can’t see you”, on most occasions the other road users might well 
see the mirrors but the drivers might not see them due to blind spot which is not 
covered by the mirrors, or is distracted by other events on the roads.  
    
Figure 1-4: Typical warning signs for cyclists appear on the back of HVs. 
The solution to the problem of bicycle-vehicle collisions proposed in this study is to:  
(1) Provide the ability to monitor the blind spots and to detect cyclists in their 
vicinity. 
(2) Provide the ability to take preventive action if a collision scenario is detected 
based on predicted trajectories of the vehicles.  
The complete system is called Cyclist 360° Alert. One way of implementing the 
system could be to utilise the methodologies, which will be developed in this study, 
as tools for a collision avoidance system, where a vehicle would automatically react 
in a bicycle-vehicle conflict scenario. Another could be a collision warning system 
where a vehicle could avoid a collision with the cyclist by making the driver of the 
vehicle aware of the cyclist’s location. For example, a warning message can be 
displayed through an in-vehicle or portable display unit, such as a smartphone, 
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allowing the driver to perceive potential hazards earlier, hence be prepared to stop, 
if necessary, to prevent a collision. This concept of operation is illustrated in Figure 
1-5 (b) and (c). More details are given in chapter 3. In order for this concept to work, 
the system must be able to function in all traffic scenarios and environmental 
settings as well as being able to localise the position of the vehicles with a non-line-






(a)  (b)  (c) 
Figure 1-5: (a) Blind spots surrounding a lorry, (b) Cyclist 360° Alert driver’s display view 
and (c) predicted trajectories for vehicles and an indication of a danger. 
The Cyclist 360° Alert system requires the localisation and tracking of bicycles, as 
well as vehicles, in real-time, in order to deliver the proposed concept. One of the 
main challenges associated with the idea is the required level of high positioning 
accuracies for the vehicles and bicycles so that accurate collision prediction 
algorithms can be developed to provide drivers with more reliable warning 
messages and positioning of the cyclists.  
According to Sustrans Handbook for cycle-friendly design [22] drivers overtaking 
cyclists should give clearances of at least 1 m and 1.5 m at 20 mph (32 kmph) and 
30 mph (48 kmph)  respectively and this is illustrated in the diagram in Figure 1-6(a), 
which comes from the Handbook. These distances are widely adopted throughout 
Europe. For example, it is written into French law.  Thus, from the technical design 
in the Handbook, the minimum dynamic width required by the cyclist is 1 m as 
illustrated in Figure 1-6(b). Hence, localisation accuracy for Cyclist 360° Alert 
system should be at least ±0.5 m at 32 kmph.  





Figure 1-6: (a) Minimum safe passing distance and (b) minimum dynamic width required 
[22]. 
The main challenge is that bicycles are significantly smaller in comparison to 
vehicles, only occupy a small amount of space and are able to move more freely 
than vehicles on the road, which makes their real-time tracking to the desired 
accuracy a very difficult task. Although very few systems exist for tracking vehicles 
such as the iBus tracking system in London [23], yet there is no system specifically 
designed for tracking cyclists. Moreover, to the best of the author’s knowledge, no 
single system based on non-line-of-sight technology currently fulfils the required 
localisation accuracy for the proposed system. As a result, a new approach is 
needed to achieve this. This should rely on existing technology, with cost being a 
major constraint on the development, as Cyclist 360° Alert needs to be a cheap 
solution that can eventually be integrated into all bicycles and vehicles. Since 
bicycles are significantly more complex to track than vehicles, this research focuses 
on the development of a prototype localisation system for cyclists that could be 
eventually employed for Cyclist 360° Alert system.  
1.4 Aim and Objectives of this Research  
The proposed research fits within the wider aim of exploring ways to prevent 
accidents involving vehicles and pedal cycles in space-congested cities, by 
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developing an advanced ITS architecture between the cyclists, vehicles and other 
road users. As mentioned in the previous section, no single system currently exists 
that is specifically designed for tracking cyclists with ±0.5 m localisation accuracy 
and that could be employed within Cyclist 360° Alert concept formulated in Chapter 
3 as part of this research study.   
Therefore, the main aim of this work is to develop and implement a low-cost high-
accuracy localisation method for cyclists that can be utilised to track bicycles in 
urban areas, including complex traffic situations such as intersections, and that can 
be integrated within a collision prediction and warning system for future 
development. The formulation of the sensor architecture, methodologies and the 
prototype system developed as part of this study will be the basis for future research 
in this field.  
The objectives of the study are as follows: 
1. To review analysis of accident data related to cyclists in order to 
systematically understand the scale and the causes of the problem, and to 
review current ITS solutions available to drivers. 
2. To study the communication technologies widely found in smart devices that 
could be utilised for real-time localisation of cyclists and to formulate the 
system architecture of the novel methodology called “Cyclist 360° Alert”.  
3. To develop innovative multi-level sensor fusion methodologies and 
algorithms to achieve the design requirement of ±0.5 m positioning accuracy 
for cyclists. 
4. To identify and develop iBike sensor system architecture to support the 
mapping algorithms and to develop a prototype iBike system with the 
proposed methodologies.  
5. To test and validate the prototype iBike system through field experiments in 
urban areas with real-world traffic conditions, and to present the outcomes of 
the results through evaluating the positioning accuracy of the iBike system 
with an existing off-the-shelf enhanced positioning system. 
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1.5 Structure of the Thesis 
This thesis consists of five main chapters: Chapters 2 and 3 present a broad analysis 
of existing literature in the context of cyclist-related collision and localisation 
systems; Chapters 4, 5, and 6 describe the contributed elements devoted to this 
research study. Each chapter beginnings with a short introduction, followed by 
several different sections and then endings with a summary of the chapter findings. 
Chapter 2 introduces an overview of the problem by analysing accident statistics 
concerning cyclists, and this is followed by some of the key characteristics of cyclist 
accidents found in literature and a review of the existing ITS solutions to address 
the problem. 
Chapter 3 formalises the overall problem and discusses an ITS solution that could 
prevent future accidents by providing the drivers with the ability to monitor the 
obscured regions of their vehicles. In this chapter, an investigation of the available 
communication technologies which could be utilised for localisation systems has 
been conducted together with some of the methodologies for localisation systems. 
This leads to a novel system creation.  
Chapter 4 presents novel multi-sensor fusion algorithms, firstly by studying the 
characteristics of a bicycle. Then through the understanding of bicycle geometry and 
kinematics, it presents a simplified model which is used to derive the relevant 
parameters of a Kalman filter for multi-sensor fusion and it illustrates the design of 
the novel mapping algorithms using block diagrams. 
Chapter 5 discusses the development of the iBike system, in which the main 
components of the system are described briefly along with the selected sensors. 
This chapter also describes the acquisition and processing of the data as well as 
the development of a database to store raw and processed data from field trials.    
Chapter 6 reports on the validation of the iBike system through field experiments 
conducted on the roads around the university’s campus. The report includes 
experimental setup, statistical analysis, as well as the presentation and discussion 
of the results obtained from experiments. 
Chapter 7 concludes this thesis and identifies areas of potential further research.  
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1.6 Contribution of the Research  
A number of contributions, mainly falling in the subject areas of ITS, Sensor Fusion 
and Signal Processing, have emerged from this research project. The overarching 
innovation of this thesis is the development of an iBike system that could be 
employed to track cyclists’ positions more accurately. Specifically, the contributions 
of the thesis are summarised below: 
➢ An Innovative Concept for Tracking Cyclists – Firstly, a concept named 
“Cyclist 360° Alert” is formalised from the understanding of the main causes of 
bicycle-vehicle related collisions. Secondly, a novel approach is proposed to fuse 
multi-sensor data to improve the localisation accuracy based on existing 
technologies and sensors widely found on smart devices and in urban areas. 
➢ Sensor Fusion Algorithms for Pedal Cycles – Bicycle dynamics is an 
immensely complex subject. Nevertheless, a simplified positioning model is 
developed, and sensor fusion algorithms are applied to reconstruct the bicycle’s 
trajectories and to improve the localisation accuracies respectively. 
➢ Instrumentation and Validation of an Instrumented Bicycle – A number of 
kinematics measurement parameters and bicycle design parameters are defined 
from the design of the sensor fusion algorithms. Based on the design, a 
Santander Bicycle Hire cycle is instrumented with various low-cost sensors. A 
pioneering method is then proposed and utilised to validate the iBike 
measurement system using real-world data. 
➢ A State-of-the-art Database of Cyclist Trajectories – A relational database is 
designed and developed to structurally store the raw and processed data 
collected via the iBike measurement system, Global Positioning System, Spatial 
Inertial Navigation System and data from a camera.  
In addition, the results from the field experiments show that the iBike system can 
indeed be employed to estimate the position of a cyclist more accurately than what 
is currently offered by freely available global positioning systems or even 
commercially available enhanced positioning systems. Thus, from the trials, it is 
concluded that these innovative solutions can assist industries to develop accurate 
and more reliable safety for transport systems in society.
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To understand the scale of the issues, their main causes and the importance of this 
research, this chapter briefly presents the broad understanding of why cyclist 
casualties occur by studying accident statistics concerning cyclists. Section 2.2 
reports on the newest available accident statistics on the national level and then on 
urban regions. Section 2.3 studies some of the key characteristics of cyclist 
accidents found in literature and specifically reports on the most common conflict 
types resulting in cyclists either being killed or seriously injured between 2011 and 
2013. Section 2.4 summarises and highlights two common factors contributing to 
bicycle-related collisions. Section 2.5 briefly evaluates some of the existing ITS 
solutions developed to mitigate the issue of cyclist-vehicle related collision and 
Section 2.6 concludes this chapter.  
There is also an important scientific challenge relating to data fusion, but this subject 
is dealt with in more detail in Chapters 3 and 4.  
2.2 Review of Cycle Collisions and Trends  
This section reports accident statistics for cyclists on the national and urban level. 
2.2.1 Latest Accident Numbers on National Level 
In Britain every year approximately 19,000 cyclists are killed or injured in road 
accidents. Of these around 3,000 are killed or seriously injured [24]. In the DfT’s 
latest “Reported road casualties in Great Britain” statistical release [9], in 2015, there 
were 100 cyclist fatalities in the whole of Britain.  This number suggests a slightly 
decreasing trend compared to previous years (118 in 2012 and 113 in 2014) but the 
report points out that the decrease is insignificant in statistical terms. The main 
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report includes the number of people killed1, seriously injured2 and slightly injured3 
(a full list of definitions can be found in DfT - Reported Road Casualties in Great 
Britain: notes, definitions, symbols and conventions [25]) in accidents on public 
roads as reported to the police within 30 days, in Great Britain. Similar trends can 
be observed in other countries worldwide. For instance, in 2015, 2,043 cyclists were 
killed in road accidents in the EU countries [26] and 817 bicyclists were killed in the 
United States [27]. Thus, these accident statistics demonstrate that this is very much 
a global issue, not confined to a specific country or region.   
However, it is well established that many cyclist casualties are not reported to the 
police, even when the cyclist is injured badly enough to be taken to the hospital. The 
report [28] which was prepared for Transport for London (TfL) by the Transportation 
Research Laboratory (TRL), indicates this issue by illustrating the data from police 
and hospital casualty records, which do not all coincide. Although the number of 
deaths is accurate, there could be two or three times as many seriously injured and 
double the number of slightly injured cyclists. The authors of a BioMed Central 
article [29] restricted their analysis to fatal collisions only due to the possibility of 
less severe crashes being under-reported. The cyclist casualties have risen in 
recent years as the amount of cycling has increased and the accident data for 
serious and slight injuries could be double the number reported.       
Furthermore, it is clear from the graph in Figure 2-2 that the number of cyclists killed 
or seriously injured has steadily been rising over the past years and there has been 
49% increase between the year 2005 and year 2014. Even though there was a fall 
of 5% to 3,239 serious injuries in 2015, this is still the second highest year for pedal 
cycle accidents since 1997 according to DfT report [28].   
 
                                            
1 Human casualties who sustained injuries which caused death less than 30 days after the 
accident. 
2 An injury for which a person is detained in hospital as an “in-patient”, or any of the following 
injuries whether or not they are detained in hospital: fractures, concussion, internal injuries, 
crushings, burns (excluding friction burns), severe cuts, severe general shock requiring medical 
treatment and injuries causing death 30 or more days after the accident. 
3 An injury of a minor character such as a sprain (including neck whiplash injury), bruise or cut 
which are not judged to be severe, or slight shock requiring roadside attention. This definition 
includes injuries not requiring medical treatment. 




Figure 2-1: Reported cyclists killed or seriously injured between 2005 and 2015 (adapted 
from [30]). 
Figure 2-2 provides a comparison of reported causality and fatality rates per billion 
passenger miles by road user type for 2015. The road user type includes 
pedestrians, cyclists, motorcyclists, car occupants and other vehicle users. The 
graph clearly indicates the much higher casualty rates for cyclists and motorcyclists 
in comparison to other vehicle users.  Moreover, according to TRL Report PPR 445 
[31], around 75 % of fatal or serious cyclist accidents occur in urban areas, hence, 
the next section looks into the studies and analyses accident statistics for London, 




































Figure 2-2: Casualty and Fatality rates per billion passenger miles by road user type [28]. 
2.2.2 Previous Studies and Urban Regions Accident Statistics   
The results of the BMC research article referred to 2.2.1 [29] show that from 1992 
to 2006 there was a mean of 16 cycling fatalities per year in London. In this period 
60% of these deaths occurred in inner London and the rest were in outer London. 
However, there has been no indication of a decline over time other than a dip in 
2004 when there were only 8 fatalities. (Adverse weather conditions in 2004 led to 
fewer bicycles on the road). The report also reveals an important figure - which is 
that freight vehicles were involved in 43% of all incidents and over 53% of these 
incidents took place when the vehicle was making a left turn. The study also shows 
that freight vehicles are disproportionately involved in collisions fatal to cyclists: 
approximately 24 times more likely to be involved in a fatal incident than cars, 4 
times as likely as buses and 8.5 times as likely as motorcycles.  
Recently, between 2008 and 2012, HVs were involved in 53% of London cyclist 
deaths despite making up only 4% of the traffic [32]. In 2013, the number of cyclists 
who died as a result of collisions with HVs had increased to 64%. In other words, 9 
out of 14 cyclist fatalities in the capital were with HVs. The analysis of the road traffic 
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collisions and casualties in Greater London shown in Figure 2-3 also clearly 
indicates the rise of pedal cyclist casualties over the past years. 
 
Figure 2-3: Reported pedal cyclist casualties in Greater London between 2005 and 2014 
(adapted from [33]). 
Overall the problem of cyclists’ casualties is not confined to a single locality such as 
London, but it is an issue for many cities around the world. Therefore, as illustrated 
above, cyclists’ casualties are a serious and growing problem, when many 
authorities are promoting cycling through a number of cycle-related schemes. As a 
result, the ECF asks for a set of measures to be implemented to halve injury and 
fatality rates by 2020 [6]. Thus, many stakeholders are keen to find a better solution 
that can improve the safety of cyclists, reduce the danger and promote the use of 
bicycles, especially in towns and cities. 
2.3 Understanding the Causes and Key Characteristics of Cyclist 
Casualties  
Analysis of accident data reveals that complex scenarios are involved in an accident 
between cyclists and other vehicles.  In a collision scenario, cyclists are vulnerable 
because they are exposed to potential collisions and the bicycles, with their two 
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they are able to move more freely in traffic situations. Therefore, from the drivers’ 
point of view, the movements of cyclists are unpredictable, even erratic. In some 
cases, cyclists cannot prevent an accident taking place even if they are aware that 
the vehicle is about to crash into them, as in the scenario illustrated in Figure 2-4 
where the cyclist was unable to inform the driver of the danger.   
 
Figure 2-4: A typical fatal collision scenario for a cyclist with a lorry (adapted from [34]) 
There are many types of conflict scenarios between pedal cycle and other road 
users. TfL Surface Transport Factsheet [35] illustrates different types of conflict 
occurring in 2011. TfL’s Cycle Safety Action Plan [36] shows the five most common 
conflict types, as illustrated in Figure 2-5, resulting in cyclists either being killed or 
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seriously injured from 2011 to 2013. The indicative diagram shows the direction of 
the cyclist with a dotted line and the other vehicle with a solid line. The report also 
states that the conflicts ranked 1, 4 and 5 are three of the most common collision 
scenarios resulting in serious injury to cyclists. However, collisions involving 
vehicles turning left and cyclists going straight ahead usually have serious 
consequences for the cyclist. The cyclist, who has right of way, is often unnoticed 
by the drivers and despite a variety of measures, blind spot crashes continue to 
occur. 
 
Figure 2-5: The most common conflict between Pedal Cycle and Other Vehicles [36].  
Figure 2-6 and Figure 2-7 below illustrate the number of cyclist casualties in Greater 
London in 2010 by day of the week and by month respectively. Both figures also 
indicate that most collisions take place in broad daylight. In addition, Figure 2-6 
highlights that most accidents occur during weekdays while Figure 2-7 indicates that 
most of the accidents take place during summer months in Britain, which is when 
cycling activity also increases. A similar pattern is also illustrated in a report from 
Monash University [37] which describes the characteristics of crashes involving 
bicycles and motor vehicles in Victoria, Queensland, Western Australia and South 
Australia based on the accident data from the police between 2000 and 2004.  




Figure 2-6: Cyclist Casualties by Day and Light Conditions (adapted from [38]). 
 
Figure 2-7: Cyclists Casualties by Month and Light Conditions (adapted from [38]). 
Overall, According to Shooter and Reeve [39], depending on country and region, 
between 30% and 60% of all injury accidents and about 16% to 36% of fatalities are 
related to intersections. This is because accident scenarios at intersections are the 
most complex traffic situations and often involve a variety of road users. Analysis of 
blind-spot junctions by the Dutch SWOV group (Institute for Road Safety Research) 
[40] describes patterns of collisions involving turning HVs and cyclists colliding with 
them, usually leading to serious consequences for the cyclists. In addition, 
according to TfL’s report [36], in London over 80 % of cyclists injured in 2013 
occurred at or within 20 metres of a junction with most casualties occurring at ‘T’ 
and staggered junctions.  
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In summary, many issues are associated with a collision but two common 
contributory factors with bicycle-related collisions are discussed below. 
2.4 Technical Limitations and Human Factor 
The first problem is blind spots around large vehicles - these are regions of the road 
that the driver is not able to see by looking directly or through a mirror.  Blind spots 
are also created by the chassis of the vehicle, and especially the windscreen pillars 
and the area under the windscreen, because of the driver’s higher seat position. 
Typical regions of blind spots surrounding a lorry are illustrated in Figure 1-5(a), 
where the pink-shaded regions on the figure are the blind spots. For example, the 
four cyclists in the figure are completely obscured by the blind spots, and so drivers 
would not see them from their normal driving position, as only the green-shaded 
areas are visible to the driver. In particular, the left-hand-side blind spot in the UK 
(right-hand-side in Continental Europe and North America) is most hazardous to the 
cyclists, because the driver sits on the opposite side and is unable to observe the 
blind spot area by looking down through the window directly. 
 
Figure 2-8: Left turn blind spots for an articulated lorry [41]. 
Furthermore, as illustrated in Figure 2-8 above, the side mirrors of an articulated 
lorry become even less beneficial when the vehicle is partially turned, such as at an 
intersection where the lorry needs to turn left. This is where the most common type 
of fatal collisions for cyclists could take place. Moreover, despite measures to 
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improve the HV driver’s field of vision, there is still an area around the vehicle that 
the driver is unable to see through the windows or with the help of mirrors and 
cameras. In addition, the mirrors may not always be adjusted properly, which 
unnecessarily increases the area not visible to the driver. Above all, HV drivers have 
to contend with a heavy mental burden when they want to turn: the driver must keep 
an eye on all the traffic at the junction by looking through the windows and in all 
mirrors. However, not all the mirrors are in the same direction of view and the eyes 
take time to change between the mirrors and this may give rise to a situation where 
a cyclist is overlooked [40]. Although the common perception is that the cyclist-HV 
related accidents can be solved by utilising more mirrors, this observation is not 
reflected in the accidents statistics [42]. Instead, the installation of different mirror 
configurations to tackle the problem was found to be complex and impractical [40].  
 
Figure 2-9: Illustration of mirrors on a truck [40]. 
The second problem is careless driving which could be the result of overloaded 
information and distractions. Figure 2-9 illustrates the fact that the HV drivers might 
have too many mirrors or instruments to observe. In addition, in urban areas, drivers 
also have to pay particular attention to busy roads ahead.  As a result, drivers could 
fail to see a hazard in time to avoid a collision with a vehicle as small as a bicycle, 
especially in an urban environment.  On the other hand, some cyclists do also ride 
their bicycles carelessly, for instance, riding through red lights, overtaking 
dangerously and not obeying all the Highway Code rules [43]. There are also some 
inexperienced cyclists who might not be aware of the dangers surrounding HVs. 
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However, in most scenarios, the cyclists cannot do much to prevent the accidents 
[44] because they are exposed to potential collisions and the bicycles, with their two 
wheels, are unstable and vulnerable.    
For both of these problems indicated above, if a driver had an alternative way of 
observing the side roads surrounding the vehicle and alerting them of a danger, then 
the potential collisions with vulnerable road users could be prevented. Thus, this 
concept is used to formulate a solution in this thesis. 
2.5 Review of Current ITS Solutions  
The safety of cyclists has also been the objective of several international 
collaborative projects. For example, the European-Commission-funded project 
WATCH-OVER [45] focused on road accidents involving vulnerable users and 
attempted to design and develop an efficient and low-cost vehicle-VRU (Vulnerable 
Road User) cooperative system; this was to be based on an on-board platform and 
a VRU module, communicating with the on-board system wirelessly using standard 
technologies such as IEEE802.11 (Wi-Fi). INTERSAFE-2 [46] on the other hand, 
also sought to contribute to the desired reduction of injuries and fatalities at 
intersections, and investigated a series of vehicle-based safety technologies by 
bringing together a number of vehicle manufacturers. Similar investigative work was 
carried out by the COOPERS project [47], where the scope was to develop and 
demonstrate a system that links vehicles with road infrastructure via continuous 
wireless communication. However, their results have not been taken up due to 
limitations in methodology and technology.  
 
Industrial research has also been conducted, with the most notable example being 
Volvo’s pedestrian and cyclist detection system [48]. The system consists of a 
forward-facing high-resolution camera positioned ahead of the inside rear-view 
mirror, as well as a grille-mounted radar unit and a central controller that uses a 
constant data stream from both sensors to monitor and evaluate traffic ahead of the 
vehicle. If any potential collision with cyclists ahead of the vehicle is detected and 
the driver does not respond in time, the vehicle can automatically apply the brake to 
bring it to a full stop. However, as can be seen from Figure 2-10, it is limited to the 
field of view of the camera and it does not detect cyclists located in the blind spot. 




Figure 2-10: Volvo’s pedestrian and cyclist detection system [48]. 
Moreover, the recent development of autonomous-vehicle (AV) technology, which 
is capable of sensing its environment and navigating without the input from a human 
driver, typically employs LiDAR (Light Detection and Ranging) sensors, cameras to 
detect its surroundings, and utilises an inertial measurement unit (IMU) together with 
the global positioning system for navigation. However, there are many technological 
challenges and potential disadvantages of AVs. In the scope of this research project, 
the challenges include artificial intelligence (AI), which is not able to function 
accurately in chaotic urban environments; the sensing and navigation system, which 
is susceptible to different types of weather conditions; and the accurate recognition 
and tracking of different types of obstacles [49] [50] [51] [52] [53]. The recent fatal 
accident of a pedestrian with a bicycle caused by an AV in Tempe, Arizona [54] 
demonstrates the potential limitation and challenges of this new technology. 
However, the research proposed in this thesis could, in theory, support and improve 
the detection accuracy, and will act as an added layer of safety where the 
autonomous technology may fail to recognise or detect cyclists. Chapter 3 gives 
further detail about this research.           
  
Other systems such as infrared and ultrasonic detection systems, with or without 
RADAR and a camera, have also been developed and installed on trucks to 
increase the safety of cyclists by providing audible warnings to the driver when an 
object is close to the vehicle. Some of the sensing system providers, who offer 
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solutions for detecting objects on the near side of vehicles, include, Backwatch [55], 






 Figure 2-11: (a) Backwatch’s blind spot detection system [55]; (b) Trixi traffic light mirrors 
(right) [41]; (c) Blaze Laserlights [58] 
As illustrated in Figure 2-11 (a), the warning is purely based on the detected distance 
between the sensor and the object. As a result, they are found to be somewhat 
overly sensitive and distract the drivers unnecessarily by false alerts and found to 
be inaccurate in many cases, especially in urban traffic scenarios where the driver 
has to contend with the heavy mental burden of looking out for hazards. Therefore, 
these additional warnings can be distracting and counterproductive.  
 
Additionally, passive measures such as the installation of blind-spot mirrors at 
junctions, have been implemented by some authorities to prevent blind spot 
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collisions, but their actual effectiveness in preventing accidents remains 
questionable [59]. On the other hand, quantitative assessment [60] and the literature 
review [61] of the safety impacts of intelligent transport systems do show that 
fatalities and injuries of vulnerable road users, including cyclists, can be reduced 
with existing technologies. However, the ultimate aim of this research project is to 
develop a more reliable and cost-effective system that would ultimately remove the 
potential hazards for cyclists when they are in the vicinity of vehicles and allow them 
to ride more safely. 
2.6 Conclusions 
From the literature review of the accident statistics presented in this chapter, it is 
clear that the pedal cycle casualties are a gowning hazard seen in many cities 
around the world. In particular, London has seen a dramatic increase in the number 
of cyclists who are seriously injured as a result of collisions involving another 
vehicle. It is also clear from the review that although left turning manoeuvres by a 
large vehicle across the path of a cyclist have the highest rate of fatalities, it is not 
the only type of conflict for cyclists. For example, the vehicle turning right across the 
path of a cyclist is ranked first with 243 seriously injured casualties and two fatalities 
in Figure 2-5. As a result, a number of conflict scenarios exist in an urban region 
and the main two contributory factors are found to be the blind spots around large 
vehicles and careless driving as discussed in Section 2.4.  Around 75 % of fatal or 
serious cyclist accidents take place in cities. 
Many research and collaborative projects have attempted to design and develop an 
efficient and low-cost system to confront the issue but their results have not been 
taken up due to limitations in methodology and technology.  Industrial research has 
also been conducted to detect cyclists with sensors mounted on the vehicle but most 
of the solutions are limited to a single field of view and they do not offer a reliable 
warning to the driver. In fact, most of the off-the-shelf blind spots detection systems 
available to drivers are found to be not very effective or intelligent. These systems 
are rather creating additional distractions for drivers in some traffic situations in 
which they may fail to spot a hazard while distracted by the safety system. Thus, 
this research considers each type of conflict carefully and explores a low-cost 
solution using existing technologies and methodologies in Chapter 3. 
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3.1 Introduction  
In this chapter, an innovative ITS concept is formalised from the analysis of the 
bicycle-vehicle related collisions in Chapter 2 so that future accidents can be 
prevented.  Section 3.2 presents the overall system architecture with key design 
requirements for “Cyclist 360° Alert”, a term devised to denote this new concept. 
Section 3.3 investigates the current localisation techniques by reviewing the 
measurement methods, measurement parameters and positioning techniques used 
in localisation systems. Section 3.4 studies how the current localisation systems 
work and what are the limitations of the currently available positioning systems 
based on wireless communication technologies (WCT) found in smart devices and 
common communication infrastructures found in urban areas. Section 3.5 presents 
a summary of localisation systems with their positioning accuracies and briefly 
discusses why a single positioning system alone cannot be utilised to fulfil the 
design requirements. Section 3.6 proposes a novel methodology to improve 
localisation accuracy with multi-level sensor fusion that could be employed for the 
Cyclist 360° Alert system.   Section 3.7 discusses an implementation strategy of the 
overall system while Section 3.8 summarises the findings from this chapter.  
3.2 Overall System Architecture & Design Requirements  
It is established from the review of the accident data and studies in chapter 2 that 
one of the major causes of bicycle-vehicle related collisions is that drivers are unable 
or fail to spot cyclists from their driving position. Therefore, this research study 
proposes a technological solution named the “Cyclist 360° Alert”, and Figure 1-5 
and Figure 3-1 illustrate one way of implementing the overall concept of the system. 
Given that the ultimate aims are: (1) to provide the ability to monitor the obscured 
regions; and (2) to provide the ability to take preventive action if a collision scenario 
is detected based on predicted trajectories of the vehicles. An illustration of the 
proposed concept is demonstrated in Figure 1-5 (b), where the four cyclists in the 
blind spot regions are now clearly visible to the driver on the display unit and in 
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Figure 1-5 (c), where a collision is avoided by using a prediction model which 
generates a warning message on the display unit with sounds. Furthermore, the 
system can be adapted to different driving styles and can be developed to notify 
drivers with three levels of warnings: Normal – no immediate threats, Warning – a 
threat maybe approaching and Alert – a threat is imminent. The three levels of 
warnings are illustrated in Figure 3-1 (Green and Amber warnings) and Figure 1-5 
(c) (Red Alert warning). 
 
Figure 3-1: Overall system architecture of the Cyclist 360° Alert system.  
The overall concept requires bicycles and vehicles to be equipped with an integrated 
wireless communication tag (iTag). This will incorporate a Dedicated Short-Range 
Communication (DSRC) system that can be used as a tracking device.  The real-
time signals transmitted from positioning systems such as Global Positioning 
System will be received by each Cycle-iTag (C-iTag) and Vehicle-iTag (V-iTag) 
installed on the bicycles and vehicles respectively.  C-iTag will compute its current 
position based on a localisation method and transmit the data via cycle-to-vehicle 
(C2V) message transmission system. The V-iTag will also compute its current 
position using the C-iTag approach and employ a suitable trajectory prediction 
model to predict the future positions and trajectories of the cyclist and the vehicle 
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based on the available information. An in-vehicle display unit will be employed to 
give the driver a graphical representation of the cyclists’ position in relation to the 
vehicle and to give appropriate warnings if a conflict scenario is detected by a 
collision prediction and warning system. The system will be developed further to 
brake automatically if the driver does not respond or fails to detect a hazard. The 
system will be integrated with additional features, such as trajectory or path 
modelling and non-visual interfaces (e.g. auditory and haptic feedback), so as to 
facilitate more effective warnings to both drivers and cyclists.  
The overall system will form the Internet of Things (IoT) where cyclists and vehicles 
will collectively exchange data to present an augmented graphical representation of 
cyclists’ positions in relation to vehicles’ positions on roads. As a result, drivers will 
be able to observe the cyclists even if they are obscured by other vehicles, objects 
or in the blind spots regions in slow-moving traffic. The system has to work in all 
environmental conditions such as poor weather and dark light conditions.  Hence, it 
has to be based on non-line-of-sight communication technologies.  
Another important requirement is that the cost of the overall system has to be low 
so that it is affordable to be installed on bicycles and vehicles. As a result, this study 
proposes to develop the overall Cyclist 360° Alert system architecture based on 
sensors commonly found on smart devices such as smartphones and tablets and 
ubiquitous communication technologies found in urban areas such as Wi-Fi. A 
smartphone has all the capability of processing information similar to a computer 
but also has a number of additional modules including Wi-Fi, Bluetooth, GPS 
receiver and Inertial Measurement Unit (IMU) with Motion Processing Unit (MPU). 
According to the Ofcom Communications Market Report [62], in 2016, about 71 % 
of adults now own a smartphone.  Hence, an app will be developed at a later stage 
of the project to implement the system architecture on smart devices to make the 
overall system as cost-effective and simple to use as possible.  
Section 2.4 shows that to design an accurate collision prediction warning system, 
which does not give false alarms to distract the drivers unnecessarily, it is important 
to accurately locate the vehicles and bicycles so that future positions can be 
predicted more precisely. This is because any inaccuracy in the localisation of 
vehicles and bicycles will have implications and this is one of the major challenges 
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for any reliable collision avoidance and warning system. Therefore, it is important to 
first define the tolerable error in the positioning system as there is no error-free 
system currently in existence. From the Handbook [22] the minimum dynamic width 
required by cyclists in motion should be at least 1 m and it is greater on hills and 
curves. Therefore, in this study, a cyclist is considered as a point of mass and the 
minimum clearance around it should be at least 0.5 m radius from its actual position 
on the road. Thus, the tolerable positional error to satisfy the requirement of the 
localisation accuracy for the Cyclist 360° Alert system could be as much as ±0.5 m.   
Consequently, from the overall system architecture, the major challenge is to find a 
reliable positioning system or method to fulfil the ±0.5 m localisation accuracy with 
technologies found in smart devices. Moreover, bicycles are significantly smaller in 
comparison to large vehicles, their movements are erratic, and they are able to 
move more freely than the vehicles.  As a result, no single system currently exists 
to fulfil the requirements, and this may be due to the challenges stated above. This 
research study develops a novel method which could be utilised in Cyclist 360° Alert 
system by reviewing the existing localisation techniques and localisation sensor 
technologies in Sections 3.3 and 3.4 respectively. 
3.3 Review of Localisation Techniques 
The transmission of radio waves in the “real” environment is subject to many issues 
such as multipath, absorption, diffraction and reflection as described in [63]; the 
signal cannot be measured precisely. Therefore, there are many localisation 
algorithms which have been proposed by Farid et al. [64] and in general, they can 
be categorised as distance and angle estimations for coordinate localisation 
systems.  Also available are other techniques such as proximity estimation.  
Because of the nature of the information provided, the exact location coordinates 
cannot be determined with these techniques. Hence, they are outside the scope of 
this project. The position estimation can be performed either directly on the signals 
travelling between nodes or by a two-step approach in which certain parameters are 
extracted from the signals first, and then the position is estimated based on those 
signal parameters. The two-step approach is less complex than the direct approach 
and the former approach offers similar performance for sufficiently high signal-to-
noise ratios (SNRs) and signal bandwidths. Most practical systems employ the two-
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step approach, which will be employed for this project as well. There are mainly two 
basic positioning techniques for an accurate localisation: lateration and angulation. 
There are three main measurement parameters: signal strength, propagation-time 
and received angle, which are used to measure the signals. Hybrid approaches that 
use combinations of measurement techniques are also possible with the positioning 
techniques. Figure 3-2 illustrates an overview of measurement techniques with the 
positioning estimation techniques, where the bottom level of the hierarchy shows 
the five different measurement methods.   
3.3.1 Measurement Methods:  
A review of each measurement methods is summarised below: 
➢ Received Signal Strength (RSS) is a measurement method that provides 
information about the distance between a transmitter and a receiver based on the 
attenuation of a propagation path. The idea behind this method is that if the 
relation between distance and power loss is known, the RSS measurement at the 
receiver can be used to estimate the distance between the receiver and the 
transmitter. However, in order to apply this method successfully the transmission 
power has to be known beforehand. The total attenuation of signal propagation 
through the path then can be computed by subtracting the received power from 
the transmitted power. In general, the attenuation of a signal can be found from 
the theory that the intensity of received signal strength in electromagnetic waves 
is inversely proportional to the square of the distance from the source. Thus, this 
can be employed to estimate the distance between the sender and receiver.    
 
➢ Time of Arrival (TOA), often also known as Time of Flight (TOF), is a 
measurement method that provides information regarding distance by estimating 
the time of flight of a signal that travels from a transmitter to a receiver. In other 
words, this method employs the delay time between the transmission of a signal 
from one point to another. Synchronisation is required in order to prevent 
ambiguity in TOA estimation. It is generally assumed that all electromagnetic 
waves travel at the speed of light. Although this speed is only true in the case of 
a vacuum and the speed is different for all other material when they pass through, 
the principle can be applied to compute the distance between transmitter and 
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receiver by a simple multiplication of the TOF with the speed of light. There are 
two approaches to implementing this method. One of them is to use a transmitter 
to send a signal to many receivers, where all the receivers measure the TOF and 
transmit this information to a central system which computes the distance. The 
other approach is to use many transmitters to send signals to a single receiver. 
The receiver measures the TOFs of all the signals and computes comparison in 
the receiver system. However, there might be technical issues with this approach 
as all transmitters must be synchronised in order for them to transmit signals 
among certain time segments, and if the signal propagation time is exactly equal 
to the duration of time segment then signals might be lost owing to multiple 
signals being received concurrently.  
 
➢ Time Difference of Arrival (TDOA) is an enhancement of the above method to 
avoid synchronisation difficulty and packet loss issues. In order to implement 
TDOA, a transmitter is required to transmit two dissimilar signals with different 
propagation speeds. When the two signals are received at the receiver, the 
difference of arrival times between two signals can be measured. Using the 
difference of arrival times, time of flight (TOF) of a signal can be found, and it is 
exactly equal to the propagation time of a signal.  
 
➢ Roundtrip-time of Flight (RTOF) is a method for finding the distance between 
transmitter and receiver from the length of time it took for a signal to travel back 
and forth to the transmitter. In other words, the transmitter transmits a signal to a 
receiver which then transmits an acknowledgement signal back to the source. 
Thus, this time delay consists of the propagation times between two points of a 
signal and it can be divided in half and multiplied with the speed of light to 
compute the distance between them.        
 
➢ Angle of Arrival (AOA) is a measurement method that provides information 
regarding the direction of the receiving signal; the angle of arrival of a received 
signal between the transmitter and receiver can be determined using this method. 
Generally, antenna arrays are employed to measure the AOA of a signal. The 
angle information is determined at the antenna arrays by employing TDOA at 
individual elements but this TDOA measurement is completed by measuring the 
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difference in received phase at each element in the antenna array and the delay 
of arrival at each element is measured directly and converted to an AOA 
measurement.   
 
Figure 3-2: Classification of localisation techniques. 
3.3.2 Positioning Techniques 
As with the two-step approach stated previously, a measurement method alone 
cannot be employed to determine the precise coordinates or location of an object 
as the measurement only provides information about the distance or angle to it.  
Therefore, positioning techniques are used for localisation of an object and they can 
be divided into two categories: fingerprinting (mapping) and geometric or statistical 
techniques. A fingerprinting technique involves a database that contains signal 
measurements at known positions that had been surveyed beforehand. On the other 
hand, a geometric technique employs only the measurement parameters. Due to 
the nature of this project where the environmental characteristics would vary from 
place to place, only the latter technique will be explored and in this technique, there 
are mainly two basic approaches: triangulation and trilateration. These two 
approaches are discussed below:    
➢ Triangulation estimation is a trigonometric approach which determines an 
unknown location of an object based on knowing two absolute angles to it from 
at least two known stations set at either end of a fixed baseline, and a distance 
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between them. Figure 3-3 illustrates the idea of triangulation, where 𝑆1 and 𝑆2 are 
the reference stations, 𝑇 is the object with the unknown location, 𝑑𝑇 is the 
distance between the object and the fixed baseline, and 𝑑𝑆 is the distance 
between the stations. In this approach, the distance between the stations must 
be known in advance in order to compute the position of the target object 𝑇. 
Based on the basic triangulation with the trigonometric relationships illustrated 
below, Equation (3.5) can be used to determine the position of an object on a 
single axis. A similar procedure can be followed to determine the other axis with 
another baseline at the horizontal plane.  























Thus, using the trigonometric identity: sin(𝛼 + 𝛽) = ⁡𝑠𝑖𝑛(𝛼) ∙ 𝑐𝑜𝑠(𝛽) + 𝑐𝑜𝑠(𝛼) ∙
𝑠𝑖𝑛(𝛽), the above equation can be simplified as below: 





Figure 3-3: Triangulation approach.  
➢ Trilateration estimation is an approach used to find the unknown location of an 
object by measurement of distances from several reference stations. In contrast 
with triangulation, trilateration does not involve the measurement of angles.  In 
other words, instead of measuring the angles from reference stations to the target 
object, trilateration employs the distances between the reference stations and the 
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unknown location and these distances are considered as the radii of as many 
circles as the reference stations with centres at every one of them. Therefore, the 
unknown location lies at the intersection of all the circles. In this method, a 
minimum of three reference stations are required with the distances to the target 
object 𝑇1 and coordinates of the three stations to determine the coordinates of 
the unknown location in two-dimensional space. The diagram below illustrates 
the idea of trilateration.  
 
Figure 3-4: Trilateration approach – Intersection of circles. 
The Pythagorean Theorem can be used to determine the intersection of the three 
circles and formulate the following three equations: 
𝑑1
2 = (𝑥1 − 𝑥)
2 + (𝑦1 − 𝑦)
2 (3.4) 
𝑑2
2 = (𝑥2 − 𝑥)
2 + (𝑦2 − 𝑦)
2 (3.5) 
𝑑3
2 = (𝑥3 − 𝑥)
2 + (𝑦3 − 𝑦)
2 (3.6) 
The above equations can be rearranged to solve for 𝑥 and 𝑦 for the unknown 
location of the object as follows:   
𝑥 = ⁡
𝛼(𝑦3 − 𝑦2) + 𝛽(𝑥1 − 𝑥3) + 𝛾(𝑦2 − 𝑦1)
2(𝑥1(𝑦3 − 𝑦2) + 𝑥2(𝑦1 − 𝑦3) + 𝑥3(𝑦2 − 𝑦1))
 (3.7) 
𝑦 = ⁡
𝛼(𝑥3 − 𝑥2) + 𝛽(𝑦1 − 𝑦3) + 𝛾(𝑥2 − 𝑥1)






2), 𝛽 = (𝑥2
2 + 𝑦2
2 − 𝑑2
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3.4 Review of Common Localisation Technologies 
To localise an object uniquely, a localisation system requires transmitters and at 
least one receiver. The following subsections review positioning systems based on 
satellite technologies that are available globally, and also review two other 
communication technologies widely found in urban areas and in smartphones which 
can be employed to localise smart devices. An extensive study was also conducted 
on other technologies such as Radio-frequency identification (RFID), Ultra-
wideband and Bluetooth that could be used as measurement methods for 
localisation systems. However, since these technologies are not commonly 
available in local infrastructures or have restrictions on the range or have restrictions 
their use, they are not included in the chapter.  
3.4.1 Global Navigation Satellite System (GNSS) 
3.4.1.1 General System Overview  
There are four kinds of satellite-based navigation systems currently in existence and 
these are the Global Positioning System (GPS), “Globalnaya navigatsionnaya 
sputnikovaya sistema” (GLONASS), Galileo and COMPASS. However, only two of 
the systems are in operation: the GPS and GLONASS, and they are operated and 
maintained by the US Department of Defence and the Russian Aerospace Defence 
Forces respectively. The Galileo is currently being built by the European Union (EU) 
and European Space Agency (ESA). Similarly, the COMPASS is also under 
construction by China. In the scope of this thesis, only the GPS technology is 
reviewed as it is widely used in the EU, but the primary principle of all satellite-based 
navigation systems remains the same.  
The GPS is a satellite-based navigation system that consists of a network of a 
minimum of twenty-four satellites orbiting around the earth where at least six 
satellites are always visible to a receiver on the ground from almost everywhere on 
the Earth's surface [65]. Figure 3-5 (left) illustrates a GPS satellite constellation that 
covers the complete earth’s surface. The operation of GPS depends on a very 
accurate time reference, which is provided by atomic clocks on board the satellites. 
A GPS receiver device on or near the surface of the earth at any moment of time 
can be used to obtain the current location and time information. The complete 
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system is designed to operate in all weather conditions, but the receiver device must 
have access to at least four satellites with unobstructed line-of-sight (LOS) to them. 
Although the system was originally intended for military applications, the system can 
be used by anyone with a GPS receiver without any subscription fees or setup 
charges. The messages are transmitted on two separate carrier frequencies that 
are common to all satellites in the network: 1.57542 GHz (L1 signal) and 1.2276 
GHz (L2 signal). The messages are also encoded using two different encodings: 
one for the public that enables low-resolution navigation and the other for U.S. 
military use, that is encrypted. Although the signal travels at the speed of light, it still 
takes some measurable time to arrive at the ground receiver. Thus, this principle 
can be used to determine the receiver’s location.  
3.4.1.2 GPS Localisation Method  
GPS satellites orbit the earth roughly every 12 hours at an approximate height above 
the sea level of 20,000 km. The atomic clocks in each satellite continuously generate 
and broadcast a unique coded signal. Concurrently, the receiver on the ground 
generates the same coded signal for each satellite and the receiver compares the 
received code with the one being generated. The time difference between the two 
codes indicates the TOF between the satellite and the receiver. Thus, this 
information is translated into a distance between the satellite and the receiver using 
the speed of light as portrayed in Equation (3.10). Each distance to the satellite from 
the receiver is the radius of a sphere where the receiver is assumed to be on the 
surface and the satellite is at the centre of the sphere. However, for simplicity, the 
diagram in Figure 3-5(b) illustrates circles instead of spheres and each radius 
represents the distance to the satellite. As can be seen from the diagram, only three 
satellites are needed to reduce the possible position of the device to a single region 
where three circles intersect each other, similar to the trilateration approach 
discussed in Section 3.3.2. 
𝑅𝑎𝑛𝑔𝑒⁡𝑡𝑜⁡𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒⁡(𝑑) = 𝑠𝑖𝑔𝑛𝑎𝑙⁡𝑡𝑟𝑎𝑣𝑒𝑙⁡𝑡𝑖𝑚𝑒⁡(𝑡) × ⁡𝑠𝑝𝑒𝑒𝑑⁡𝑜𝑓⁡𝑙𝑖𝑔ℎ𝑡⁡(𝑐) (3.10) 
Since each satellite generates a unique coded signal, and this enables distances or 
pseudo-ranges to several satellites to be computed simultaneously. Nevertheless, 
to precisely determine the TOF, the receiver must also have a very accurate time 
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reference but, in general, the receiver cannot house an atomic clock as it would be 
impracticable and very expensive. Therefore, the fourth satellite is used to adjust 
the internal clock of the receiver unit. The receiver on the ground scans and then 
locks onto signals from a number of GPS satellites. The receiver also knows the 
position coordinates of each of the GPS satellites. Hence, if the distances to at least 
four satellites are known, the position of the receiver can be computed.  
  
(a) (b) 
Figure 3-5: (a) Satellite Constellation and (b) Intersection of the spheres. 
To simplify the problem, from the description above, it can be assumed that each 
GPS satellite transmits messages that include the time the message was 
transmitted and the satellite position at the time of message transmission to the 
receiver on the ground. As a result, the position of the receiver can be estimated by 
solving the following four sets of equations simultaneously and rearranging them to 
find the unknown coordinates like the trilateration method described Section 3.3.2.  
𝑑𝑠1 = 𝑐(𝑡𝑠1 − 𝑅𝑡1 + 𝐶𝑡) = √(𝑥𝑠1 − 𝑥𝑟)
2
+ (𝑦𝑠1 − 𝑦𝑟)
2
+ (𝑧𝑠1 − 𝑧𝑟)
2
 (3.11) 
𝑑𝑠2 = 𝑐(𝑡𝑠2 − 𝑅𝑡2 + 𝐶𝑡) = √(𝑥𝑠2 − 𝑥𝑟)
2
+ (𝑦𝑠2 − 𝑦𝑟)
2
+ (𝑧𝑠2 − 𝑧𝑟)
2
 (3.12) 
𝑑𝑠3 = 𝑐(𝑡𝑠3 − 𝑅𝑡3 + 𝐶𝑡) = √(𝑥𝑠3 − 𝑥𝑟)
2
+ (𝑦𝑠3 − 𝑦𝑟)
2
+ (𝑧𝑠3 − 𝑧𝑟)
2
 (3.13) 
𝑑𝑠4 = 𝑐(𝑡𝑠4 − 𝑅𝑡4 + 𝐶𝑡) = √(𝑥𝑠4 − 𝑥𝑟)
2
+ (𝑦𝑠4 − 𝑦𝑟)
2




➢ 𝑑𝑠1, 𝑑𝑠2, 𝑑𝑠3⁡&⁡𝑑𝑠4 are the associated distances for each of the satellites 
➢ 𝑐⁡is the speed of light (3 × 108⁡𝑚/𝑠) 
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➢ 𝑡𝑠1, 𝑡𝑠2, 𝑡𝑠3⁡&⁡𝑡𝑠4⁡are the associated message transmitted time for each of the 
satellites 
➢ 𝑅𝑡1, ⁡𝑅𝑡2, 𝑅𝑡3⁡&⁡𝑅𝑡4⁡are the associated message received time 
➢ 𝐶𝑡⁡is the unknown time correction for the GPS receiver’s clock 
➢ 𝑥𝑠1, 𝑦𝑠1, 𝑧𝑠1⁡𝑒𝑡𝑐⁡ are the coordinates of the associated GPS satellites  
➢ 𝑥𝑟 , 𝑦𝑟 , 𝑧𝑟 are the unknown coordinates of the receiver 
Some more advanced methods described in [66] [67] can also be employed to 
improve the positioning accuracy but these methods can only produce 
approximations of the actual position, and they cannot filter all the errors such as 
multipath and frame losses. 
3.4.1.3 Error Associated with GPS 
The position information obtained by the GPS receiver is far from perfect mainly due 
to timing errors. Although signals travel at the speed of light in vacuum, when they 
pass through the earth’s ionosphere and troposphere they are slowed down and 
bent. Thus, they take considerably more time to reach the receiver. In other words, 
the signals do not arrive at the receiver in a straight path but in a zigzag formation. 
These cause an error in the computation of the true flight time of the signals 
travelling from the satellite to the receiver and it is known as the propagation delay. 
The signals’ travel times are also increased by refraction and diffraction when they 
reflect from buildings, hills trees and water, and this is known as multipath. There 
are other internal delays such as those caused by impurities in the electrical 
components. As the distances to the satellites are computed using the speed of 
light, a time inaccuracy of 10 nanoseconds (ns) leads to position errors of 3 m. 
However, the time inaccuracies encountered in urban areas usually are much 
greater than 10 ns, so position errors can be very significant. 
3.4.1.4 Differential Global Positioning System (DGPS) 
A technique known as the Differential Global Positioning System (DGPS) can be 
used to compensate for some of the errors in measurement of time that are caused 
by propagation delay discussed above.  In this system, GPS signals as well as 
differential signals from a base station are received.  In Figure 3-6, the ground-based 
station receives the same GPS signals as the receivers but the procedure is 
reversed. The ground-based reference station knows its exact location at all times; 
it uses this information to determine the theoretical flight time for each of the 
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satellites visible to the ground-based station. This differential signal is then 
retransmitted with another carrier frequency to the roving receiver which then uses 
this information to correct the distances. This system can be expensive mainly due 
to the requirement of special hardware for the ground-based station and the roving 
receiver and it is impracticable for the scope of this project.  
 
Figure 3-6: DGPS operation principal. 
3.4.2 Wi-Fi Positioning System (WPS) 
3.4.2.1 General System Overview  
A wireless access point (WAP) is a networking hardware device that acts as a 
wireless node for transmitting and receiving information using Wireless Fidelity (Wi-
Fi) protocols. This technology, with its Wi-Fi hotspots for public wireless, has grown 
rapidly in the early 21st century and it is widely available in urban areas.  The Wi-Fi 
Alliance is a non-profit international association formed in 1999 to certify 
interoperability of Wireless Local Area Network (WLAN) products based on the 
Institute of Electrical and Electronics Engineers (IEEE) 802.11x wireless standards.  
The Wi-Fi is a popular technology that utilises radio waves to provide wireless high-
speed network and Internet connections. Initially, the Wi-Fi 802.11b standard was 
only used for the radio frequency band 2.4 GHz to exchange data wirelessly at a 
maximum raw data of 11Mbps. However, the Wi-Fi Alliance has expanded the 
generic use of the Wi-Fi term to include any type of network or WLAN products 
which are based on 802.11 standards. In other words, it now includes all the 
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standards such as 5 GHz for 802.11a and 2.4GHz for 802.11g. As a result, it allows 
electronic devices to exchange data wirelessly using a radio frequency bands 2.4 
GHz, 3.6 GHz or 5 GHz over a network. 
As illustrated in Figure 3-7, the main use of the Wi-Fi technology is to share the 
Internet connection among all the compatible devices such as video game consoles, 
mobiles and computers which are capable of using this technology.  These devices 
can not only use the internet but can also share resources or communicate with 
each other within the local area network (LAN) or wide area network (WAN). In other 
words, a Wi-Fi Access Point (WAP) creates a small network zone where devices 
can access Internet connection or share resources among themselves wirelessly. 
Therefore, by utilising WAP, the Wi-Fi device location within the Wi-Fi coverage can 
be positioned with a certain degree of accuracy and this method is widely employed 
in indoor positioning systems where GNSS is inadequate. Additionally, a coverage 
range for Wi-Fi APs varies depending on the environmental characteristics and the 
frequency band used. The range is also limited by local regulations and antenna 
type. For instance, in the EU the maximum equivalent isotropically radiated power 
(EIRP) that a Wi-Fi device can transmit is limited to 20 dBm (100 mW) for 2.4GHz 
[68]. 
 
Figure 3-7: Wi-Fi network configuration. 
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3.4.2.2 RSS-Based Distance Approximation 
At present, the three main measurement methods that can be used to compute the 
distance between a mobile device and the Wi-Fi AP are the RSS, AOA and TOF. 
However, as demonstrated in the literature [69] [70] [71], the most common and 
widespread localisation technique is based on RSS. This is because the IEEE 
802.11 system incorporates an RSS indicator (RSSI) that measures the received 
power level and the measurements can be easily utilised to calculate the distance 
between the transmitter and receiver as demonstrated below. 
There are mainly three types of RSS signal propagation models for wireless sensor 
networks (WSNs): Free Space Path Loss Model (FSPLM), log-distance path loss 
model and site-specific model based on ray tracing. Here, only the FSPLM is 
considered for the purpose of demonstration of the method. The FSPLM is the loss 
of signal strength that occurs from a line-of-sight path through free space, usually 
air, of an electromagnetic wave. Thus, this model assumes that reflection or 
diffraction that could be caused by a nearby obstacle or any other factors such as 
hardware imperfections do not occur.   
As with all electromagnetic waves, the intensity of received signal strength is 
inversely proportional to the square of the distance from the source. Hence, the 
following equation is formed, and this can be utilised to find the model for mapping 





A line-of-sight free space path loss is proportional to the square of the distance 
between the transmitter and receiver and inversely proportional to the square of the 
signal wavelength. Thus, Equation (3.16) can be applied to compute the free space 
path loss (𝑃𝐿) of a signal, where 𝜆 is the wavelength, 𝑑 is the distance between the 













The power of a signal is usually measured in decibels (dB); thus, the above path 
attenuation can be represented in dB as follows: 
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Thus, the simplified RSS localisation model using the path loss is given by the 
following formula, which can be found in the literature [72] [73] [74]. 
𝑅𝑆𝑆 = ⁡𝑇𝑝 − 𝑃𝐿𝑑𝐵 (3.18) 
where, 𝑅𝑆𝑆 is the received signal strength in [dBm] and 𝑇𝑝 is the transmitter output 
signal strength in [dBm]. 
The above Equation (3.18) can be solved for 𝑑 to compute the distance between a 











3.4.2.3 WPS Localisation Method 
Unlike GPS, Wi-Fi APs were not originally designed for positioning, hence, the 
receiver does not know the location of the APs. As a result, WPS requires a 
database with known geolocation of the Wi-Fi hotspots so that a mobile device can 
be localised with known distances to the Wi-Fi APs and by utilising the trilateration 
method discussed in Section 3.3.2.   
A Wi-Fi AP periodically broadcasts its Service Set Identifiers (SSID), also known as 
the wireless network name, using a special 802.11 Media Access Control (MAC) 
management frame known as a beacon frame. As illustrated in Figure 3-8(a), from 
the frame, a mobile device can extract the header information which contains the 
unique address for the Wi-Fi AP. Thus, as shown in Figure 3-8(b), a mobile device 
capable of using Wi-Fi protocols can easily sense all the nearby Wi-Fi APs and 
gather the SSIDs to find the unique MAC addresses. Hence, the device can use the 
information to fetch the associated coordinates of all visible APs in a database 
where the APs are previously mapped using a survey. Then utilising the RSSI with 
a model such as the FSPLM, the relative distances to the APs can be found and 
then a mobile device can compute its position using the trilateration.  







Figure 3-8: (a) 802.11 MAC frame format [75], (b) WPS operation principle.  
3.4.2.4 Error Associated with WPS 
Using the described methodology above, in theory, only three APs are required to 
compute the absolute coordinate of the device. However, in reality, it is impossible 
to compute the precise distances between visible nearby APs and a mobile device 
purely based on RSS. This is because, a radio signal is subject to many issues, 
given in Section 3.3, which may result in signal fluctuations and these can lead to 
increase in positional errors of the device. 
Another type of error may occur from the method of a survey of the Wi-Fi APs, in 
order to assign them with geolocations and to add to a database. The mapping of 
the APs usually requires a device with both GPS and Wi-Fi. The location of the 
device is first determined by the GPS and then the device senses the neighbouring 
Wi-Fi APs’ SSID together with RSS. This information is later used to assign 
approximate position coordinates of the APs based on RSS and then the 
coordinates are stored in a Wi-Fi hotspot database. Moreover, in some cases, 
coordinates from the GPS are assigned directly (without measurements of RSS) to 
the neighbouring Wi-Fi APs of the mapping device. Therefore, inaccuracies can also 
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occur from the initial mapping method applied to locate the APs and accuracy of 
WPS can fluctuate up to the coverage range of the WAP.  
3.4.3 Cell Towers Positioning System (CTPS) 
3.4.3.1 General System Overview  
A cell tower is a mobile telephone system site where antennae and electronic 
communications are located and a typical setup of the system with further definitions 
is given in [76]. Especially in the context of urban areas, the location of a cell tower 
is often known as a base station (BS) which serves as a fixed point of wireless 
communication for mobile phones on a carrier network. A cellular network or mobile 
network is formed by distributing the base stations over regions called cells. 
Typically, a cell is arranged to use a set of radio frequencies different from those in 
neighbouring cells to avoid radio interference. An example of BS arrangement in an 
urban area is illustrated in Figure 3-9(a) where hexagons are used to show the 
division among the cells.  Hence, combining the cells enables a large number of 
portable devices to communicate with the network and provides radio coverage over 
a large region such as a city.  
Global System for Mobile Communications (GSM) is a wireless system standard for 
digital cellular technology [77] that describes the protocols used by mobile phones 
and allows them to connect the network by searching for cells near the phones. 
There are a number of different carrier frequencies used in the GSM networks such 
as 900 MHz, 1800 MHz and 1900 MHz. Each frequency is divided into timeslots to 
be used by an individual phone to communicate with the network during voice and 
data transfer. Moreover, there are currently five different cell sizes in a GSM network 
such as Macrocell, Microcell and Picocell, hence the coverage range of each BS 
varies depending on the cell type. Similar to Wi-Fi, mobile telecommunications 
technology has grown rapidly in the 21st century and it is continually evolving. Also, 
the technology is available throughout urban areas even where GPS signals may 
be out of reach or poor. There are a number of mobile technology standards for 
sending voice, multimedia data and signalling data between mobile phones and 
base stations which can be found in [78] but they are not discussed here as they 
are beyond the scope of this review.  






Figure 3-9: (a) Typical cells arrangement in a cellular network and (b) CTPS operation 
principle. 
3.4.3.2 CTPS Localisation Method 
In simple terms, a BS creates a radio coverage zone that most often allows greater 
range than the Wi-Fi AP discussed in the previous section, where mobile devices 
can connect and communicate with the network wirelessly. Furthermore, some of 
the BS incorporates a GPS receiver for timing such as in Code-Division Multiple 
Access (CDMA) method [79] where transmissions must be precisely synchronised. 
Thus, it is possible to accurately localise a mobile device but unlike GPS, base 
stations do not transmit very accurate timestamp messages. Instead from the BS 
broadcast messages, it is possible to extract the Mobile Country Code (MCC), 
Mobile Network Code (MNC), Location Area Code (LAC) and Cell ID (CID) using a 
simple app such as Netmonitor [80]. This information then can be used to search 
the coordinates of the cell tower in a database such as OpenCellid [81], which 
documents cell towers and Wi-Fi APs around the world along with their locations. 
Typically, in cities, a mobile network is fabricated with smaller cellular base station 
cells such Femtocell which has a typical range of 10m or less. This means a mobile 
device location can be approximated even with one cell within an accuracy of 10m 
or less. On the other hand, if the mobile device can sense the neighbouring cells 
and measure the RSS or RTOF, then the device position can be estimated with a 
greater accuracy using the described trilateration technique in Section 3.3.2 and 
Cell Phone Triangulation [82]. An operation principle of the cell tower positioning 
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system using three base stations and RSS is illustrated in Figure 3-9(b), which is 
similar to WPS.  
3.4.3.3 Error Associated with CTPS 
Since CTPS and WPS operate similarly, they also share similar errors described in 
Section 3.4.2.4. In other words, a survey is needed to record the cell tower 
coordinates with the parameters such as Cell ID and this survey is often conducted 
using a GPS receiver, which is not very accurate. However, in theory, the accuracy 
of CTPS can be improved as the base stations are normally located in fixed sites so 
the exact position of the stations can be assigned. On the other hand, errors 
associated with distances to the stations cannot be removed entirely due to 
measurement errors. It is also possible that a mobile device may not always see 
three base stations simultaneously which is required in order to confine the device 
location to a single position.    
3.5 Summary of Localisation Technologies 
A number of other wireless communication technologies such as ZigBee [83], 
Bluetooth [84] and Visible Light Communication [85] that can also be utilised as 
localisation systems were identified and reviewed as part of this study.  Although 
some of these technologies are included in smartphones such as Bluetooth, they 
are not widely available in local infrastructure in urban areas. As a result, they cannot 
currently be used. In addition, a review of traffic monitoring infrastructures in London 
[86] found that some of the traffic sensing technologies can be used to detect cyclists 
but from this study, it can be concluded that existing traffic monitoring infrastructures 
are not capable of tracking an individual cyclist with a good positioning accuracy.     
Moreover, from the review of the three common localisation technologies widely 
employed to localise smartphones, which are also summarised in Table 3.1 below, 
it has been found that although most of them such as GPS can be utilised to 
estimate the position, these technologies do not provide sufficiently high resolution 
and accuracy to locate a bicycle with the design requirement for this project. A 
technology, on the other hand, that could satisfy the technical requirement is Ultra-
wideband (UWB) [87] [88]. An Ultra-wideband positioning system (UWBPS) can 
provide a maximum accuracy of 30 cm and there are a few commercial systems 
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available such as Dart UWB Technology [89] and Ubisense Series 7000 IP Sensors 
[90]. However, current legislation restricts Ultra-wideband to indoor use only [91], in 
order to prevent harmful interference with other radio wave communications.  
Table 3.1: Summary of common localisation technologies including UWBPS. 
As from the summary above, a single localisation technology alone cannot be 
utilised to track a bicycle with the positioning accuracy required for the Cyclist 360° 
Alert. Instead, a hybrid localisation system approach has to be adopted. 
3.6 Proposed Approach for Cyclist 360° Alert System 
A hybrid approach, where using two or three positioning data are fused together, 
needs to be adopted so that localisation accuracy and reliability can be improved. 
Figure 3-10 illustrates a method which can be integrated to Cyclist 360° Alert to 
estimate the exact position of cyclists or vehicles.  
Parameters: GPS: WPS: CTPS: UWBPS: 
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Figure 3-10: Hybrid localisation approach. 
In the above diagram, the black dots represent the inaccurate position from GPS, 
WPS and CTPS, and each radius, R, to the circle represents the accuracy of the 
positioning system.  Since the circles and radii are subject to measurement errors, 
the circles overlap in an area rather than intersecting at a single point. Therefore, 
trilateration method described in Section 3.3.2 cannot be applied directly, instead, 
an enhanced method is required. There are mainly two options available: one 
method is to compute the position using least squares algorithms described in [92], 
and the other method is to use circle intersections with clustering presented in [93]. 
Apart from this, a number of collective samples can be taken to minimise the 
measurement errors while objects are stationary so as to improve accuracy.   
However, the above method is only appropriate to estimate the position when 
cyclists and vehicles are stationary or travelling very slowly. This is because when 
they are in motion, signals received by the smartphone from WAP and cell towers 
will fluctuate extensively. Moreover, extracting SSID or Cell ID and measuring RSS 
for Wi-Fi hotspots and cell towers take considerable computational time.  As a result, 
localisation precision will be decreased even further.  Moreover, the position data 
gathered from each of the three positioning systems will not be in synchronised 
form, causing a greater inaccuracy. Also, the measurement noise in an urban traffic 
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situation is likely to fluctuate even when the object is stationary, and this may cause 
the calculated position to jump from one location to another in a random manner.   
Figure 3-11 proposes a novel method that can be employed to improve localisation 
accuracy for cyclists even when cyclists are in motion. This method utilises the 
relative position of the bicycle from its motion and fuses the data with GPS, WAP 
and CTPS when their measurements are available. The method assumes that no 
two-sensory system has exactly the same errors. For example, GPS measurements 
of the absolute position of the cyclist are noisy and measurements of a relative 
position from the object’s motion are prone to drift.  Therefore, fusing the 
measurements with an appropriate method can improve localisation accuracy that 
will be suitable for Cyclist 360° Alert system. The system block diagram illustrated 
in Figure 3-11 utilises existing local and global positioning systems to compute the 
absolute position of vehicles and bicycles by utilising a multi-level sensor fusion 
technique briefly described below: 
➢ Local Infrastructure: Wi-Fi APs broadcast their SSIDs to iTags and they then 
extract unique MAC addresses of each WAPs and fetch WAPs’ coordinates from 
a database. Simultaneously, the iTags measure RSS from each of the detected 
WAPs and convert the measurements into distances. The position is then 
estimated using suitable trilateration algorithms. A very similar approach is 
applied to estimate the position of the iTags using cell towers.   
➢ Global Infrastructure: GPS broadcasts signals to iTags which then translate 
the data and computes iTags’ current positions using the method described in 
Section 3.4.1.2. 
➢ On-board Sensor System: Sensors measure various kinematic parameters to 
compute the relative position of the object with an update frequency higher than 
the above systems.  This data is then fused along with the positioning data based 
on RSS and GPS signals to estimate the exact position. 




Figure 3-11: Block diagram of position fusion system. 
Many researchers use the equation of motion to develop simple models where 
current position, heading direction, velocity and acceleration information are 
employed to predict future positions. These models assume that the heading 
direction, velocity and acceleration remain constant within a time horizon. A similar 
approach from the above ‘Multi-Level Sensor Fusion’ block can also be utilised to 
predict future positions but these simple prediction models generally do not provide 
a high accuracy and reliable forecast, especially in the context of urban driving 
conditions. Consequently, a more robust and dependable model is proposed in 
Figure 3-12 which is to be integrated with cyclist 360 Alert system. As can be seen 
from the block diagram below, the collision prediction and warning system (CPaWS) 
consists of digital maps, dynamic localisation, local road geometry, vehicle and 
cyclist path planning, driver inputs, cyclists and drivers’ behaviour models. These 
models then combined to generate contextual outputs which can be translated into 
the multi-model user interface for cyclists and drivers so as to alert them more 
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effectively with different level of warnings.  
One of the main systems that drive the CPaWS is the position fusion system 
illustrated in Figure 3-11. Thus, if the input to the system has an error greater than 
±0.5 m, the output from the system is most likely to follow the same trend. Therefore, 
it is important accurately to localise cyclists and vehicles so that detection of 
potential future collisions can be made more reliable to avoid false alerts being 
triggered by the system, which could be hazardous in under certain conditions 
where the driver may unnecessarily get distracted and may miss a potential hazard.   
 
Figure 3-12: Collision prediction & warning system block diagram. 
3.7 Implementation Strategy  
As can be seen from the above block diagrams, the development of the entire Cyclist 
360° Alert system is quite complex as it requires in-depth study to implement the 
complete system.  Therefore, it was decided that the Cyclist 360° Alert system will 
be developed in phases and the following four phases have been identified in the 
earliest stage of this research project:  
1. To develop methodologies, algorithms and a prototype iBike system that can 
be utilised for the position fusion system as illustrated in Figure 3-11.  
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2. To implement similar strategy developed in phase 1 for an instrumented 
vehicle and to develop a prototype communication interface C2V and V2C 
that will link both bicycle and vehicle. To develop an app for the driver’s 
display unit and to implement it on smartphones.  
3. To conduct an in-depth study of collision avoidance strategy and to develop 
the algorithms for CPaWS illustrated in  Figure 3-12. Apart from this, from 
phase 2, cyclists and drivers’ behaviour will be studied to further enhance 
CPaWS.  
4. To develop “multi-modal” user interface includes haptic, audio and visual 
feedback for the drivers and the cyclists, to test the complete Cyclist 360° 
Alert system thoroughly, and to improve the reliability of the overall system. 
It is understood that once the basic system architecture is formed many other 
systems will be derived from it. For instance, the system can be adapted to detect 
other vulnerable road users such as pedestrians, mopeds and motorcycles. The 
data from the Cyclist 360° Alert system can also be utilised for many other 
applications such as understanding the behaviour of cyclists, localisation services 
for emergency vehicles and environmental data collection.  As a result, the system 
architecture design opens a promising path for further developments.  
However, the four development phases identified above are not possible to 
implement within the time limit for this PhD.  Consequently, the scope of this PhD 
research is to develop a prototype iBike system to improve localisation accuracy for 
cyclists who are very challenging to track with existing sensor technologies mainly 
due to their size and ability to move more freely than vehicles and, to the best of the 
author’s knowledge, currently no system specifically to track cyclists in urban 
environments exists and this could be due to the challenges mentioned earlier.  
3.8 Conclusions 
This chapter presented the concept that was formulated as part of this research 
study to track cyclists and vehicles using low-cost sensor technologies found in 
smart devices and existing infrastructures. The overall concept proposes to employ 
smartphones, which are becoming widely available, to reduce the cost of the Cyclist 
360° Alert system.  The ultimate goal is to employ the methodologies formulated in 
this research studies to provide the ability to monitor the obscured regions and take 
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preventive action if a conflict is detected based on predicted trajectories of the 
vehicles.  
This chapter also reviewed localisation techniques and technologies and found that 
although most of the localisation systems can be utilised to estimate the position of 
an object, these systems do not provide sufficiently high resolution and accuracy to 
locate a bicycle with the design requirement specified for the Cyclist 360° Alert 
concept. Consequently, a hybrid approach is proposed using GPS, WPS, CTPS and 
vehicle motions. The results of the position fusion system are then to be integrated 
with a collision prediction and warning system.  Overall, this is an innovative concept 
to track cyclists and vehicles in complex traffic situations and to alert both cyclists 
and vehicles in advance with a high precision.  
The development of the comprehensive concept is a complex task because it 
requires an in-depth study into a wide range of subject areas as well as novel 
methodologies.  As a result, it was decided that the Cyclist 360° Alert system will be 
developed in phases. The first and the most important identified phase is to develop 
methodologies, algorithms and a prototype iBike system that can be utilised to 
enhance the accuracy for tracking cyclists using the proposed strategies. Thus, the 
rest of this report concentrates on the development of the iBike system because, as 
stated, cyclists are more difficult to track and if they can be tracked with a high 








Pedal cycle localisation accuracy can be increased if the trajectory can be 
reconstructed based on its motion data with a high update frequency so that they 
can be fused with other localisation systems. Thus, this chapter presents the study 
undertaken to derive the necessary models to transform various measurements into 
a trajectory. In this chapter, Section 4.2 describes the unique modelling 
characteristics of a bicycle compared with other types of vehicles. In addition, this 
section also examines the unique steering mechanism of a bicycle and how one is 
able to negotiate a turn while in motion. Section 4.3 presents the geometrical 
relationships and accomplishes the model for the effective steering angle of a 
bicycle. This section also illustrates a two-step Dead-Reckoning technique and 
derives a kinematics model that can be utilised in conjunction with a Kalman filter. 
Section 4.4 briefly describes the standard mathematical equations for a Kalman filter 
and then derives the relevant parameters for two Kalman filters for positioning and 
yaw estimation. Section 4.5 briefly studies the geodetic system and illustrates a 
datum conversion software that can be employed for the prototype system. Finally, 
Section 4.6 reveals the overall design of the fusion algorithms based on the derived 
models and demonstrates how different trajectories are generated through the 
algorithms.  
4.2 The Unique Characteristics of a Bicycle 
Most people consider a bicycle to be a simple two-wheeled mechanical system but 
a detailed study reveals that it consists of many mechanical parts as illustrated in 
Figure 4-1 and that its dynamics are far more complicated than other wheeled 
vehicles or even an aeroplane. This is because a bicycle is a multibody system and 
this makes it difficult to model its dynamics as opposed to a rigid body. For example, 
the front wheel can be steered and tilted concurrently whereas the rear wheel cannot 
be turned directly but it follows the commands from the front wheel.   Moreover, 
when a bicycle stands still its dynamics are analogous to an inverted pendulum: it 
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is a nonlinear, non-minimum phase system, and is therefore unstable when not 
controlled appropriately. Thus, it is not surprising that since the end of the 19th  
century many authors have been attempting to derive suitable equations to describe 
the motion of a bicycle system. In recent years, a number of experiments have been 
conducted to understand the dynamics of the bicycle. One such study was an 
investigation of fundamental characteristics of human riders using an instrumented 
bicycle [94], and another study focused on the stability of the bicycle [95]. Both of 
these studies show the unique behaviour patterns and fundamental elements 
associated with bicycle dynamics.  
 
Furthermore, according to Cossalter [96] there are constantly some 15 forces that 
act on a bicycle when it is in motion on a semi-smoothed surface, and among them, 
13 need to be controlled but only two (the steering and the speed) are actuated. In 
other words, a detailed model of a bicycle is complex, as the system has many 
degrees of freedom and there are not many studies that can adequately illustrate 
the full working principles of a bicycle.  
 
Figure 4-1: components of a modern bicycle [97]. 
Studies of bicycle physics found in [98] [99] [100] reveal that steering plays a major 
role in balancing a bicycle and that one cannot simply steer the handlebars to the 
desired direction while in motion. In order to keep the balance and to negotiate a 
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turn successfully, one must first lean into the direction of the turn. This is achieved 
by momentarily steering the handlebars in the opposite direction to make the bicycle 
unstable briefly so that it tilts inward toward the direction of the turn. This process is 
known as “countersteering”. Then, almost immediately afterwards the rider must 
turn the handlebars in the desired direction of the turn while at the same time the 
rider’s body must counteract the centrifugal force generated by the lean angle. In 
other words, the balancing of the bicycle is achieved by steering to the same side 
as the tilt. When the centrifugal force balances the gravitational force, the bicycle 
will be held at an equilibrium roll angle. A typical right turn of a bicycle in motion is 
illustrated in Figure 4-2. Therefore, the roll angle depends on the turning radius and 
speed, and the roll angle is critical when modelling the effective steering angle of 
the bicycle.  
 
 
Figure 4-2: Illustration of a typical right turn with countersteering [101]. 
In the above diagram: (a) the steering and lean axis. (b) Initiating steering to the left when 
the desired direction is right. (c) bicycle turns to the left, the centrifugal force rolls the frame 
to the right. (d) The steering angle decreases. The roll angle continues to increase because 
the bicycle is still turning left. (e) Steering angle passes through zero and points toward the 
right. 
A simplified linear model of a vehicle with two-degree of freedom, which considers 
lateral and yaw motions, is shown in Equation (4.1). These models are widely found 
in the literature [102], [103] and [104] related to control engineering.  









































where, 𝑣 is the velocity, 𝜓⁡is the yaw angle, m is the mass of the vehicle, 𝐼𝑧 is the 
moment of inertia about the z-axis (refer to Figure 4-4), 𝛿𝑓 is the steering angle, 𝐶𝑓 
and 𝐶𝑟 are the front and rear wheel cornering stiffness respectively. Coefficients 𝑎 
and 𝑏 represent the distance from the front and rear axles respectively to the central 
of gravity and 𝑢 is the vehicle speed. 
 
These models have two main drawbacks. First, as can be seen from the equation 
above, the model neglects roll angle. Secondly, the measurements of the 
parameters such as the centre of gravity and rider’s weight in the case of a bicycle 
system are difficult to measure accurately. Moreover, developing the sensing 
system for this model would be complex and expensive. Hence, this research 
develops an overall model to reconstruct the trajectory based on the kinematics and 
geometrical relationships of a bicycle.   
   
4.3 Transformation of Bicycle Motions  
A simple kinematic bicycle model is a common approximation approach used for 
robot car motion planning [105]. In this model, the left and right wheels of a vehicle 
are considered as a pair of single wheels as shown in Figure 4-3. Moreover, the 
equations of motion for the kinematic bicycle model of a vehicle are readily found in 
the literature [106] [107] [108]. However, as discussed in Section 4.2, the behaviour 
patterns of a bicycle and a robot are not the same and the kinematics bicycle model 
of a robot car neglects roll angle, which is an important parameter for modelling the 
effective steering angle of a bicycle (refer to Figure 4-4). Initial experimental data 
confirm this dependence, and this is also evident from other related studies, such 
as the ones investigating motorcycle dynamics [96]. As a result, it is desirable to 
incorporate the roll angle to improve the localisation accuracy.  




Figure 4-3: A simple kinematic bicycle model of a vehicle. 
In the diagram above, 𝑥⁡&⁡𝑦 is the global coordinate frame, 𝑃𝑟 and 𝑃𝑓 are the rear wheel and 
front wheel positions in the global frame respectively, 𝜓 is the yaw angle (or heading angle) 
of the vehicle in the global frame with respect to the x-axis, 𝛿 is the steering angle in the 
body frame, 𝑣𝑟 and 𝑣⊥are the respective velocity components of the rear wheel, and 𝐿 is 
the length from the rear wheel axle to the front wheel axle. 
The most prominent example of a model describing bicycle kinematics is the one 
described in [96] [109]. This relies on the coordinate system in Figure 4-4, as well 
as on the following assumptions: 
➢ For the steering angle, left turning is the positive direction. 
➢ For the roll angle, tilting right from the vertical is the positive direction. 
➢ There is no lateral slippage between the wheels and the road plane. 
➢ Both wheels are always in contact with the ground or road. 
➢ Between two consecutive sample points, the steering angle remains 
unchanged 
➢ The bicycle only has forward momentum i.e. it does not roll back or turn in 
the reverse direction 
The kinematics (or the effective steering angle) of a bicycle depends on both the 
handlebar steering angle and the roll (or tilt) angle. This can be obtained through a 
geometric relationship of the steering mechanism in Figure 4-4 and can be also 
found in research paper [110]. 

















Figure 4-4: Turning geometry of a bicycle. 
In the diagram above, x, y and z are global coordinate system, 𝑊⁡is the bicycle wheelbase, 
R is the turning radius, 𝜂⁡is the caster angle, 𝜙⁡is the rear wheel/frame roll angle, 𝜓 is the 
frame yaw angle reference to x-axis, 𝛿 is the steering angle, 𝛽 is the effective steering angle, 
𝑃𝑓⁡is the front wheel ground contact point, 𝑃𝑟⁡is the rear wheel ground contact point, 𝑣𝑟 is 
the rear wheel longitudinal velocity, 𝑣𝑓 is the front wheel longitudinal velocity, and 𝑃𝑐 ⁡is the 
instantaneous centre of rotation. 
From the illustration in Figure 4-5, it is also clear that a bicycle produces two trails: 
one from the front wheel and other from the rear wheel. However, from the analysis 
of bicycle geometry in [111], the front wheel mechanism is much more complex than 
the rear wheel, as the front wheel can be steered and tilted simultaneously.  
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Therefore, to reconstruct the bicycle trajectory based on the simple kinematic model, 
only the rear wheel path is traced using the technique outlined in the next section. 
 
Figure 4-5: Top view of geometric bicycle model. 
In the diagram above, 𝑃𝑐 is the instantaneous centre of rotation traced by the front and rear 
wheel with a constant 𝛽, 𝑃𝑓 and 𝑃𝑟 are the front and rear wheels coordinates respectively. 
4.3.1 Bicycle ground-path trajectory based on a two-step approach  
A number of path tracking techniques and algorithms exist. These include Fuzzy-
Logic based techniques [112] [113],  the Pure-Pursuit based approach [114] and the 
Vector-Pursuit method [115]. However, one of the most common path tracking 
techniques employed in robotics is known as geometric path tracking, founded on a 
process called Dead-Reckoning (DR) [116] [117], which is more suitable for this 
research into accurate localisation of cyclists. This method estimates one’s current 
position based upon a previously determined or known position and advances that 
position based on speed and yaw angle. While traditional methods of DR are no 
longer considered primary means of navigation, modern inertial navigation systems, 
such as U-blox’s 3D automative DR chip [118], which also depend upon DR, are 
very widely used for vehicles, as GPS is not accurate or adequate in places such as 
in tunnels and in multi-storey car parks. Hence, the method is to be utilised to 
Chapter 4: Bicycle Positioning Models & Algorithms 
 
61 
transform the motion parameters’ values into a trajectory. The DR algorithm 
assumes the following two conditions: 
➢ That the initial yaw angle with respect to the x-axis is known. 
➢ That the initial coordinates with respect to a global coordinate system (x,y) 
are known.  
The above two initial settings can be obtained from the technique discussed in 
Section 3.6, where a hybrid localisation system can be utilised to estimate two initial 
positions. Thus, they can be employed to find the initial coordinates and heading of 
the bicycle.  
Figure 4-6 illustrates the geometrical relationship between a previous position at 
time 𝑘 − 1 and a current position at time⁡𝑘.  
 
Figure 4-6: Geometric relationship from the previous location to current location 
(exaggerated for the purpose of demonstration of the method). In this diagram:⁡𝑃𝑟[𝑘] and 
𝑃𝑓[𝑘] are the rear wheel and front wheel positions in the global frame respectively, the 
subscript 𝑘 is associated with time, (𝑥, 𝑦) is the global coordinate frame and O is the origin. 
The parameters without the subscript k are assumed to remain constant for a single time 
frame. 
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It is assumed that between the two consecutive sample times the effective steering 
angle of the bicycle remains constant. Thus, Equation (4.4) can be expressed as 
Equation (4.5): 











where 𝛥𝜓 is the instantaneous central angle in radians, and⁡𝑑𝑟 is the length of the 
arc from points⁡𝑃𝑟[𝑘−1]⁡to ⁡𝑃𝑟[𝑘] in metres. 
The instantaneous turning angle portrayed by Equation (4.6) can be determined 
from Equation (4.3) to make⁡𝑅 the subject and substituting the results in Equation 








The simplest form of the DR algorithm follows a two-step procedure where 
depending on the instantaneous turning angle, 𝛥𝜓, the trajectory can be computed 
as follows: 
1. For an instantaneous turning angle of less than a certain tolerance angle, it 
can be simply approximated as a straight line given by Equations (4.7)-(4.8). 
For more accurate prediction in the next iteration, Equation (4.9) is used to 
update and temperately store the current yaw angle.    












2. For an instantaneous turning angle of more than the tolerance angle, the 
trajectory can be approximated with a two-step method – firstly by computing 
the coordinates of 𝑃𝑐 from 𝑃𝑟[𝑘−1] with Equations (4.10) and (4.11), and 
secondly by updating the yaw angle using Equation (4.9), the current position 
𝑃𝑟[𝑘] from 𝑃𝑐 can be found using Equations (4.12) and (4.13). 
Chapter 4: Bicycle Positioning Models & Algorithms 
 
63 
𝑃𝐶𝑥 = 𝑥[𝑘−1] − 𝑅 ∙ 𝑠𝑖𝑛(𝜓[𝑘−1]) (4.10) 
𝑃𝐶𝑦 = 𝑦[𝑘−1] + 𝑅 ∙ 𝑐𝑜𝑠(𝜓[𝑘−1]) (4.11) 
𝑥[𝑘] = 𝑃𝐶𝑥 + 𝑅 ∙ 𝑠𝑖𝑛(𝜓[𝑘]) (4.12) 
𝑦[𝑘] = 𝑃𝐶𝑦 − 𝑅 ∙ 𝑐𝑜𝑠(𝜓[𝑘]) (4.13) 
The above two-step approximation method of transforming the 𝜓 and ⁡𝑑𝑟⁡into a 
current position based upon a previously position is further illustrated in Figure 4-7. 
 
Figure 4-7: Approximation with a two-step DR method. 
4.3.2 Simplified Positioning Model 
The DR algorithm described in the previous section is computationally inefficient 
and is rather unsuitable from the perspective of a fusion algorithm and the use of a 
Kalman filter later on. Therefore, an alternative approximation positioning model is 
developed in this section. 
Based on the geometry of Figure 4-8 below, the length of arc, 𝑑𝑟, can be found as: 




where 𝑅⁡is the turning radius and 𝛼 is the half of the central angle in radian.  
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As a result, the instantaneous turning angle, Δ𝜓, can be portrayed through the 
equation below: 








Figure 4-8: Bicycle geometric relationship with body and global coordinates system. 
With reference to the diagram above, the length of the chord between points 
⁡𝑃𝑟[𝑘−1]⁡and⁡𝑃𝑟[𝑘] can be found through the equation below: 
𝐿𝑐ℎ𝑜𝑟𝑑 = 2𝑅𝑠𝑖𝑛(𝛼)  (4.16) 
The angle between a chord and a tangent is the half of the arc belonging to the 
chord as shown in the above diagram. Hence, based on the geometry of Figure 4-6 
and Figure 4-8, the position of the rear frame between time 𝑡𝑘−1 and 𝑡𝑘 is given in 
body fixed coordinates by: 
𝑑?̃? = 𝐿𝑐ℎ𝑜𝑟𝑑 cos(𝛼) = 2𝑅𝑠𝑖𝑛(𝛼)cos⁡(𝛼) (4.17) 
𝑑?̃? = 𝐿𝑐ℎ𝑜𝑟𝑑 sin(𝛼) = 2𝑅𝑠𝑖𝑛(𝛼)sin⁡(𝛼) (4.18) 
Using the double angle standard trigonometric formulas sin(2𝛼) = 2 sin(𝛼) cos⁡(𝛼) 
and cos(2𝛼) = 1 − 2 sin2(𝛼), the above two equations can be simplified as: 
𝑑?̃? = 𝑅𝑠𝑖𝑛(2𝛼) (4.19) 
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𝑑?̃? = 𝑅 − 𝑅𝑐𝑜𝑠(2𝛼) (4.20) 
Using the established relationship in Equation (4.15), the above equations can now 
be rewritten using the Δ𝜓 as follows: 
𝑑?̃? = 𝑅𝑠𝑖𝑛(Δ𝜓) (4.21) 
𝑑?̃? = 𝑅 − 𝑅𝑐𝑜𝑠(Δ𝜓) (4.22) 
The rotation of vector 𝐿𝑐ℎ𝑜𝑟𝑑 illustrated in Figure 4-9,  in the clockwise angle is the 
same as rotating the body axis in the counter-clockwise angle [119]. Hence, the 
rotational matrix R shown below can be used to translate the vector to the global 
coordinate system (𝑥,𝑦) from the body frame. 





Figure 4-9: Approximation with simplified positioning model 
As a result, the kinematics model for the position of the bicycle in the global 














where subscripts 𝑘 − 1 in 𝑑?̃? and 𝑑?̃? denote the computation of Equations (4.21) 
and (4.22) between time 𝑘 − 1 and 𝑘. 
Thus, the proposed model bypasses the estimation of the instantaneous centre of 
rotation of the two-step DR algorithm. Hence, the model can be readily used in the 
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fusion algorithm as a position Kalman filter.  It should be noted that since the DR 
process depends on the accumulation of previous positions, calculated solely from 
bicycle’s data acquisition is prone to drift and is only suitable for a short time horizon. 
However, fusing this data with GNSS and localisation systems based on ubiquitous 
wireless communications, widely found in urban areas, can lead to improved overall 
accuracy. Thus, the next section looks at the proposed fusion technique. 
 
4.4 Sensor Data Fusion 
4.4.1 Standard Kalman Filter Equations 
A Kalman filter is an optimal state estimation algorithm that utilises a series of 
measurements observed over time and outputs approximations of unknown 
variables that tend to be more precise than those based on a single measurement 
alone. In other words, a Kalman filter is a feedback control system that keeps track 
of the estimated state of the system and also the uncertainty of the estimate. 
Although the filter was designed over 50 years ago, it is still one of the most vital 
and common data fusion algorithms in use today.  The Kalman filter is based on a 
recursive algorithm, which is theoretically more suitable for the fusion of noisy 
sensor data. The algorithm works in a two-stage process: (1) it produces estimations 
of the current state variables along with their uncertainties; (2) then it updates the 
estimations by utilising a weighted average. The discrete Kalman filter described in 
[120], [121] and [122] is based on a linear time-varying state space representation 
as followings: 
𝑿[𝑘] = 𝑭[𝑘−1]𝑿[𝑘−1] + 𝑩[𝑘−1]𝒖[𝑘−1] + 𝒘[𝑘−1] (4.25) 
𝒁[𝑘−1] = 𝑯[𝑘−1]𝑿[𝑘−1] + 𝒗[𝑘−1] (4.26) 
where 𝑿[𝑘] is the state vector at time 𝑘, 𝑭[𝑘] is the state transition matrix at time 𝑘, 
𝑩[𝑘] is the control input matrix, 𝒖[𝑘] is the vector containing any control inputs, 𝒘[𝑘] 
is the Gaussian  process noise with covariance matrix 𝑹[𝑘], 𝒁[𝑘] is the vector of 
measurements, 𝑯[𝑘] is the output matrix and 𝒗[𝑘] is the Gaussian measurement 
noise with covariance matrix 𝑸[𝑘].  
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For the estimation of states at time 𝑘, the Kalman filter algorithm is performed by 
two steps known as “prediction” and “update” and they are described mathematically 
below:  
1. Prediction: 
?̂?[𝑘|𝑘−1] = 𝑭[𝑘−1]?̂?[𝑘−1|𝑘−1] + 𝑩[𝑘−1]𝒖[𝑘−1] (4.27) 
𝑷[𝑘|𝑘−1] = 𝑭[𝑘−1]𝑷[𝑘−1|𝑘−1]𝑭[𝑘−1]








?̂?[𝑘|𝑘] = ?̂?[𝑘|𝑘−1] + 𝑲[𝑘](𝒁[𝑘] − 𝑯[𝑘]?̂?[𝑘|𝑘−1]) (4.30) 
𝑷[𝑘|𝑘] = 𝑷[𝑘|𝑘−1] − 𝑲[𝑘]𝑯[𝑘]𝑷[𝑘|𝑘−1] (4.31) 
where 𝑲[𝑘] is the optimal Kalman gain, 𝑷[𝑘|𝑘−1]  is the covariance matrix (confidence) 
before data fusion, 𝑷[𝑘|𝑘] is the covariance matrix (confidence) following data fusion, 
?̂?[𝑘|𝑘−1] is the state vector before data fusion, and ?̂?[𝑘|𝑘] is the state vector following 
data fusion. 
4.4.2 Yaw Angle Kalman Filter 
The yaw angle has been identified as an important parameter to compute the 
relative position and its mathematical significance can be seen in Section 4.3. 
However, sensor data in the real world can be noisy, and in the case of a bicycle 
some of the kinematic parameters, such as the roll angle, cannot be determined 
accurately due to the physical structure of the vehicle. One way to improve the 
accuracy is to employ multiple sensors to measure the same parameter with 
alternative approaches. To apply this method successfully, the data from the 
multiple sensors must be fused with an appropriate technique. For this reason, as 
illustrated in Figure 4-10, a Kalman filter algorithm is designed and the development 
of the mathematical models to fulfil the standard Kalman filter equations stated 
earlier is described next. 




Figure 4-10: Design of the yaw angle Kalman filter. 
The relationship between the yaw angle (𝜓) and the yaw rate (𝜔 = ?̇?) at time scan 
𝑘 and 𝑘 − 1 can be expressed as shown below:  
𝜓[𝑘] = 𝜓[𝑘−1] + (𝜔[𝑘−1] ∙ ∆𝑡) (4.32) 
 
where ∆𝑡 is the time interval between two samples. From the above equation, the 






However, the measurement of the yaw rates using an electronic gyroscope also 
incorporates bias, 𝜔𝑏𝑖𝑎𝑠, as well as measurement noise 𝑤𝜔. Hence, at time instant 
𝑘 − 1 the measured yaw rate can be expressed as:  
𝜔[𝑘−1] = 𝜔𝑚[𝑘−1] − 𝜔𝑏𝑖𝑎𝑠[𝑘−1] − 𝑤𝜔[𝑘−1]⁡ (4.34) 
where 𝜔𝑚[𝑘−1] is the measured yaw rate and acts as a known input to the yaw model. 
The yaw rate bias, which can be measured from experimental data, is normally 
considered to be unchanged, and therefore, the 𝜔𝑏𝑖𝑎𝑠 at time 𝑘 − 1 is:  
𝜔𝑏𝑖𝑎𝑠[𝑘] = 𝜔𝑏𝑖𝑎𝑠[𝑘−1] (4.35) 
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Therefore, the yaw angle (𝜓) at time 𝑘 can be expressed as: 
∴ ⁡𝜓[𝑘] = 𝜓[𝑘−1] + (𝜔𝑚[𝑘−1] − 𝜔𝑏𝑖𝑎𝑠[𝑘−1] − 𝑤𝜔[𝑘−1]) ∙ ∆𝑡⁡ (4.36) 
 
Using 𝜓[𝑘] and 𝜔𝑏𝑖𝑎𝑠[𝑘] as states, and 𝜓[𝑘] as an output and 𝜔𝑚[𝑘] as an input, 













] 𝜔𝑚[𝑘−1] + 𝒘[𝑘−1]⁡ (4.37) 
𝒁[𝑘−1] = [1 0] [
𝜓[𝑘−1]
𝜔𝑏𝑖𝑎𝑠[𝑘−1]
] + 𝑣[𝑘−1]⁡ (4.38) 
Therefore, from the expressions above, the relevant parameters for the Kalman filter 




] , 𝒖[𝑘] = 𝜔𝑚[𝑘], 𝒁[𝑘] = 𝜓[𝑘] + 𝑣[𝑘] 
(4.39) 
𝑭 = ⁡ [
1 −∆𝑡
0 1
] , 𝑩 = [
∆𝑡
0
] ,𝑯 = [1 0] (4.40) 






] , 𝑅[𝑘] = 𝜎𝜓
2 (4.41) 
where the values 𝜎𝜔
2  and 𝜎𝜓
2 can be approximated through field experiments using 
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4.4.3 Multi-System Yaw Angle Fusion  
The accuracy of the yaw angle can be further improved by fusing the orientation 
information of the bicycle from the identified positioning systems in Section 3.4. 
Hence,  Figure 4-11 shows an algorithm design that can be utilised to enhance the 
overall system accuracy from multiple systems. The derived Kalman filter models in 
the previous section are exploited in the additional system with the similar 
implementation strategy as shown in Figure 4-10. Here, the only differences are the 
initial values of the covariance matrices and the bias which is assumed to be zero. 
In addition, the heading angle from GPS measurement is referred from the y-axis 
(north) but Equation (4.44) can be used to transform the angle so that the angle is 
referenced from the x-axis (east), which is the reference system used in this study 





The two Kalman filters can be operated in parallel so that the outputs from them are 
always synchronised. In addition, both Kalman filters in Figure 4-11 can be driven 
by the yaw rate which is assumed to have a higher update rate than the 
measurements from GPS. The outputs from each of the Kalman filters can then be 
combined using Equation (4.45) in which weighting factors, 𝑊𝑡𝐺𝑃𝑆 and 𝑊𝑡𝑖𝐵𝑖𝑘𝑒, 
whose sum never exceeds one, are incorporated. The weightings make it possible 
to tune the fusion algorithm and to select an appropriate level of combination of the 
data from two systems.  
    𝜓𝑓𝑢𝑠𝑒𝑑[𝑘] = 𝑊𝑡𝐺𝑃𝑆[𝜓𝐺𝑃𝑆[𝑘]] + 𝑊𝑡𝑖𝐵𝑖𝑘𝑒[𝜓𝑚[𝑘]] (4.45) 
 
The actual value of the weighting factors can be determined experimentally from the 
field data and using the equation below: 






where, the subscript [𝑖] denotes the index for the system (GPS or iBike) and 𝜇?̃? 
represents the mean positional error of the system with respect to a known location.   




Figure 4-11: Design of the multi-system yaw angle fusion. 
GPS measurements, on the other hand, do not give the heading angle directly, 
instead, it is computed from two measured positions i.e. current and previous 
positions. Nevertheless, if the accepted measurements are far apart as shown in 
Figure 4-12, the accuracy of the heading angle will be compromised. Therefore, an 




Figure 4-12: (a) Modelled trajectories based on DR algorithm and GPS; (b) Equivalent 
representation of the points with vector quantities.  
In the above diagrams, 𝑃1 is an accurate known position, 𝑃2
′ is the position established using 
the DR algorithm based on 𝑃1 after some time, 𝑃2 is an accepted measured position using 
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GPS at the time of 𝑃2
′, 𝜓𝐸 is the estimated known yaw angle,  𝜓𝐴 is the accurate unknown 
yaw angle, 𝛶 is the unknown angle between the two trajectories, and ?⃗?, ?⃗?,⁡𝑐 are the 
associated vectors for the points shown in the diagram on the right.  
Based on Figure 4-12, the accurate yaw angle can be found from the relationship 
portrayed below: 
𝜓𝐴 = 𝜓𝐸 ∓ Υ (4.47) 






































However, the challenge is to decide on the sign of the angle Υ as the measured 
GPS position P2 in the real world could lie on the left or right of the point P2
′. To 
resolve this issue, cross product of the vectors ?⃗? and b⃗⃗ can be employed to 
determine the sign as demonstrated below:    




] = 0𝑖 + 0𝑗 + [𝑥′𝑦 − 𝑥𝑦′]?⃗⃗? (4.50) 
Thus, if the k-coordinate of the cross product is a positive value then the sign of the 
angle Υ should be also positive and vice versa; i.e.  
Υ > 0⁡if⁡𝑥′𝑦 − 𝑥𝑦′ > 0⁡𝑜𝑟⁡Υ < 0⁡if⁡𝑥′𝑦 − 𝑥𝑦′ < 0 (4.51) 
4.4.4 Position Kalman Filter 
Since new positions are calculated solely from previous positions, the errors of the 
process are cumulative over time, and this is one of the major disadvantages of the 
DR algorithm stated earlier. One of the reasons for this is to do with inaccurate 
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measurements. For instance, the travelled distance or the length of the arc 
illustrated in Figure 4-8 in Section 4.3.2 cannot be measured precisely due to the 
fluctuation of the tyre pressure and the measurement of the diameter. One of the 
ways to improve this is through data fusion. It is assumed that no two systems will 
have the same type of error. Consequently, using sensor fusion, the overall position 
accuracy can be improved.  
 
Figure 4-13: Design of the position Kalman filter. 
Figure 4-13 above illustrates the design of the position fusion Kalman filter. In this 
design, the yaw angle is gathered from the design shown in Figure 4-11, the turning 
radius 𝑅 is acquired through Equation (4.3) and the GPS data are aggregated via 
the smartphone. The derivation of the mathematical models to fulfil the standard 
Kalman filter equations outlined in Section 4.4.1 is described next. 
The position Kalman filter can be derived from the simplified positioning model in 
Section 4.3.2 through Equations (4.21), (4.22) and (4.24). Assuming the global 
position coordinates 𝑥[𝑘], 𝑦[𝑘] as states, and also as outputs, and 𝑑?̃?[𝑘], 𝑑?̃?[𝑘] as 




















𝒁[𝑘−1] = 𝑿[𝑘−1] + 𝒗[𝑘−1] (4.53) 
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Therefore, from the expressions above, the relevant parameters for the Kalman filter 




] , 𝒖[𝑘] = [
𝑑?̃?[𝑘]
𝑑?̃?[𝑘]
]⁡ , 𝒁[𝑘] = 𝑿[𝑘] 
(4.54) 
𝑭 = ⁡ [
1 0
0 1
] , 𝑩[𝑘] = [
𝑐𝑜𝑠(𝜓[𝑘]) − sin(𝜓[𝑘])
sin(𝜓[𝑘]) 𝑐𝑜𝑠(𝜓[𝑘])





In addition, the covariance matrices 𝑸[𝑘] and 𝑹[𝑘] are assumed again in this case 
















2  can be derived experimentally from the filtered yaw angle and 
distance measurements. The value σpos
2  can be approximated experimentally from 
a number of observations of absolute measurements for a known location. 
4.4.5 Multi-System Position Fusion  
The position accuracy can be improved by integrating multiple positioning systems 
and fusing their data with the bicycle motion data. Thus, Figure 4-14 illustrates the 
design of the multi-system position fusion where additional positioning systems are 
incorporated into the design demonstrated in Figure 4-13. In other words, the 
Kalman filter model derived in the previous section can also be employed to fuse 
the data from Wi-Fi and cell tower localisation systems. However, the covariance 
matrix 𝑹[𝑘]⁡will be different as the additional systems are considered to have different 
kinds of error than the GPS. In addition, as found from the review in Section 3.4, Wi-
Fi hotspots and cell towers are usually mapped using GPS and their position errors 
in some cases could be larger than GPS. As a result, the value σpos
2  can be 
determined experimentally from a set of observations for several known locations 
and signals from Wi-Fi and cell tower systems.  




Figure 4-14: Design of the multi-system position fusion. 
The outputs from each Kalman filter can be merged using Equation (4.58) in which 
weighting factors, 𝑊𝑡𝐺𝑃𝑆, 𝑊𝑡𝑊𝑃𝑆 and 𝑊𝑡𝐶𝑇𝑃𝑆 are incorporated and they can be used 
to select an appropriate fusion level of the positioning data. Again, the weighting 
factors can be determined experimentally from the field trials and using Equation 
(4.46).  
    𝑿𝑓𝑢𝑠𝑒𝑑[𝑘] = 𝑊𝑡𝐺𝑃𝑆[𝑿[𝑘]] + 𝑊𝑡𝑊𝑃𝑆[𝑿[𝑘]] + 𝑊𝑡𝐶𝑇𝑃𝑆[𝑿[𝑘]] (4.58) 
4.5 Datum Conversions 
The subject of geodesy, on which all mapping and navigation are based, seems 
extraordinarily complex as modelling the real-world surface of the Earth is difficult 
due its shape and motion. Thus, only approximate models (with several 
assumptions) exist to transform coordinates from one coordinate system to another. 
Nevertheless, for validation of trajectories data that will be gathered through the 
instrumented bicycle, it was decided to use the Ordnance Survey National Grid 
(OSNG) reference system [123], a system of geographic grid references used in 
Great Britain.  The Ordnance Survey grid is suitable because distances between the 
points are straightforward to calculate by applying Pythagoras’ theorem. The 
National Grid is different from using latitude and longitude, the most common way 
of stating terrestrial position, to define a unique point with two sets of angles. The 
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National Grid is based on the Ordnance Survey of Great Britain 1936 (OSGB36) 
datum. The Terrestrial Reference System (TRS) for GPS is known as the World 
Geodetic System 1984 (WGS84) [124]. The longitude and latitude positions on 
OSGB36 are the same as for WGS84 at point 49°N 2°W (the ‘true origin’ of the 
OSGB). The OSNG uses a simple 2D Cartesian system, in which the two axes are 
known as eastings and northings, and this is the coordinate system employed in this 
study. 
The most common geodetic transformation between OSGB36 and WGS84 is called 
the Helmert datum transformation [125], [126]. The conversion procedures and 
algorithms can be obtained from the guide to coordinate systems in Great Britain 
[127]. However, for the purpose of a prototype system, the data from the positioning 
systems will not be fused in real-time. Hence, the Grid InQuestII software [128], 
developed by Ordnance Survey, can be used to convert between the datums during 
post-processing stage. A screenshot of the software is shown below.  
 
Figure 4-15: Datum conversion software [128]. 
Moreover, Equation (4.24) can be easily represented in latitude (𝑙𝑎𝑡) and longitude 
(𝑙𝑜𝑛) if the initial values are also in the same format. The following equations can be 
used to carry out the conversion.  
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where 𝑅𝐸 ⁡is the radius of the Earth (6378137m) and 𝑥[𝑘]⁡and 𝑦[𝑘]are as follows: 
    𝑥[𝑘] = 𝑑?̃?[𝑘−1] ∙ 𝑐𝑜𝑠(𝜓[𝑘−1]) +𝑑?̃?[𝑘−1] ∙ (− 𝑠𝑖𝑛(𝜓[𝑘−1])) (4.61) 
    𝑦[𝑘] = 𝑑?̃?[𝑘−1] ∙ 𝑠𝑖𝑛(𝜓[𝑘−1]) + 𝑑?̃?[𝑘−1] ∙ 𝑐𝑜𝑠(𝜓[𝑘−1])  (4.62) 
where 𝑑?̃? and 𝑑?̃? can be found using Equations (4.21) and (4.22).   
4.6 Design of the Post-Processing Algorithms  
From the study of bicycle geometry and the derivation of the models in this chapter, 
Figure 4-16 illustrates the design of the overall algorithms, together with the data 
flow.  
 
Figure 4-16: Design of the overall algorithms. 
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The design in Figure 4-16 above is to be utilised to transform bicycle motion 
measurements into relative positions and to fuse the positions with localisation 
systems discussed in Section 3.6. The overall design is vastly simplified for 
illustration purposes and it only shows one yaw angle and one position Kalman 
filters from Sections 4.4.2 and 4.4.4 respectively. As can be seen from the diagram, 
the algorithms take the input raw data from several measurement sensors and the 
data then transformed into two essential parameters: the yaw angle and the turning 
radius of the rear wheel. These two input parameters are required for the simplified 
model outlined in Section 4.3.2. The algorithms then output a trajectory based on 
the DR technique described and also produce a fused trajectory based on the 
Kalman filter models, which also take the positioning data collected via a 
smartphone. Finally, outputs also show the GPS trajectory so that the DR and the 
fused trajectories can be compared. Therefore, the goal is to generate three 
trajectories based on the measurements and to compare them with a ground truth 
path so that the algorithms can be validated.  
In summary, the four critical kinematics measurement parameters of steering angle 
(𝛿), roll angle (𝜙), yaw rate (?̇? = 𝜔) and travelled distance (𝑑𝑟), along with two 
crucial bicycle design parameters of wheelbase (𝑊) and caster angle (𝜂) are 
required to successfully implement the models. Inherently, this means that roll rate 
(?̇?), and real wheel diameter (𝒟) are also required. However, in general, sensor 
acquired data do not directly provide the required measurement parameters. This 
part of data acquisition and processing of the raw data in the case of the iBike is 
explained in Chapter 5 – the development of the prototype system. 
4.7 Conclusions 
From the analysis of the bicycle’s unique characteristics, it is understood that it is 
an underactuated system; it has fewer control variables than the degrees of 
freedom. However, under normal conditions a bicycle’s motion is controlled through 
three essential parameters: steering angle, tilt angle and speed. Thus, kinematics 
and a turning geometry of a bicycle were studied to formulate a geometric 
relationship of the steering mechanism. Then a path tracking technique commonly 
employed in robotics known as Dead-Reckoning algorithm was identified and the 
relevant models for the algorithm were established.  
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Supported by the initial set of experiment results, it was found that the model can 
be further enhanced. Hence, a new simplified model is derived by assuming that the 
effective steering angle of a bicycle never equals zero and the turning radius is much 
greater than the instantaneous arc distance, which can be approximated as a 
straight line. This led to the design of the optimal state estimation algorithm, the 
Kalman filter, to fuse GPS and other localisation systems data with the 
measurements of the bicycle’s motion parameters. In summary, from the bicycle 
geometrical relationship and analysis, it is determined that five kinematics 
measurements and three design parameters are required along with the 
measurements from GPS, Wi-Fi hotspots and cell towers.  
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The development of the complete Cyclist 360° Alert system consists of several 
phases. The present study relates to the first phase, whose objective is to develop 
a prototype instrumented bicycle to collect real-world data using the methodology 
derived in Chapter 4 in order to apply the proposed algorithms using the field data. 
Therefore, this chapter presents the development of the instrumented bicycle 
together with the software system. Specifically, Section 5.2 presents the chosen 
measurement sensors and explains how the raw data from the sensors are 
converted to the required kinematic measurements outlined in the previous chapter. 
Section 5.3 outlines each separate system acting as a standalone system 
instrumented on the bicycle, and illustrates the architecture design that combines 
the data from each system to form one collective dataset. Section 5.4 demonstrates 
the final prototype system of the instrumented bicycle and provides the outputs data 
field of the overall system.  Section 5.5 firstly outlines the formulation of the overall 
system architecture and then discusses the development and implementation of the 
data acquisition and post-processing software via the database structure. Finally, 
Section 5.6 concludes this chapter with a summary of the implementation of the 
prototype system.  
5.2 iBike Measurement Sensors 
The objective is to instrument a bicycle with sensors to capture its five kinematic 
parameters of steering angle (𝛿), roll angle (𝜙), roll rate (?̇?), yaw rate (?̇? = 𝜔), 
travelled distance (𝑑𝑟). Therefore, the following four sensors are identified: 
➢ Hall Effect – to measure the revolution of the wheel. 
➢ Absolute Encoder – to measure the steering angle. 
➢ Gyroscope – to measure the yaw and roll rates. 
➢ Accelerometer – to measure the roll angle. 
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Thus, the following subsections briefly discuss the actual off-the-shelf selected 
sensors for this project, and demonstrate how the raw data from each sensor is 
transformed to obtain the necessary kinematics measurements of the bicycle for the 
design of the algorithms in Section 4.6. In addition, the operating principle of each 
of the sensors can be found in Appendix A. 
5.2.1 Hall Effect  
5.2.1.1 Selected Sensor 
There are two basic types of digital Hall Effect sensors; bipolar and unipolar. Bipolar 
sensors require a positive magnetic field (South Pole) to operate them and a 
negative field (North Pole) to release them and these bipolar sensors are known as 
Hall Effect latches.   On the other hand, unipolar sensors require only a single 
magnetic south pole to both operate and release them as they move in and out of 
the magnetic field and these sensors are known as Hall Effect switches. A wide 
range of off-the-shelf Hall Effect sensors are available and they all have unique 
features that distinguish them. The Cherry GS100502 [129] sensor is chosen for this 
project. This is a geartooth speed sensor and it is designed for use in applications 
where ferrous edge detection or near zero speed sensing is required. These sensors 
employ the Hall element to sense the variation in flux found in the airgap between a 
magnet and passing ferrous gearteeth. Thus, this type of Hall Effect sensor operates 
differently from a normal Hall Effect sensor. In other words, the Hall Effect geartooth 
sensor produces magnetic fields and when a ferrous material passes near the 
device, it disturbs the magnetic flux; hence the sensor detects this signal and 
generates an output voltage signal accordingly. The picture in Figure 5-1 shows the 
actual sensor that is used for the instrumentation of the bicycle.  
 
Figure 5-1: Hall Effect geartooth sensor [130]. 
Chapter 5: Development of iBike Prototype System 
 
82 
The chosen Hall Effect geartooth sensor has the following key features: 
➢ Housing Material: Aluminium 
➢ IP rating: IP68 
➢ Length: 65mm 
➢ Operating Voltage Range: 5-24V 
➢ Maximum Supply Current: 6mA 
➢ Output Type: 3-wire sink 
➢ Operating Temperature Range: -40 to 125 °C  
➢ Output Rise Time: 5µS 
➢ Output Fall Time: 5µS 
Figure 5-2 illustrates the circuit diagram of this device, which is used to configure 
the sensor to a microcontroller so that generated pulses from the sensor can be 
detected accurately with a timestamp.  
 
Figure 5-2: Hall Effect - Open Collector Sinking Block Diagram [129]. 
An initial test with the chosen sensor and the spokes on the bicycle has shown that 
the material used for the production of the spokes is not ferromagnetic. Thus, the 
sensor cannot detect the spokes very well. Consequently, as illustrated in Figure 
5-3, 18 additional spoke magnets were attached to the wheel to fulfil the requirement 
stated in Section 4.3.2, where the assumption is that the arc distance,⁡𝑑𝑟, is very 
small compared to turning radius 𝑅.   




Figure 5-3: Installation of spoke magnets 
5.2.1.2 Transformation of the Raw Data to Travelled Distances  
A microcontroller can be used to detect the pulses and to time their presence with 
millisecond accuracy. However, to translate the pulses into a travelled distance from 
point A to B, a mathematical model is required. As a result, Equations  (5.1) and 
(5.2) are derived to convert the detected pulses into 𝑑𝑟. Thus, once the distance and 
time measurement between two points are known, the speed can be computed as 
portrayed by Equation (5.3).    






𝑑𝑟[𝑘] = 𝐿𝑎𝑟𝑐 ∙ (𝐶𝑜𝑢𝑛𝑡[𝑘] − 𝐶𝑜𝑢𝑛𝑡[𝑘−1])⁡ (5.2) 









Figure 5-4 illustrates the concept and overall algorithm design that were used to 
convert the raw measurements to travelled distances. 






Figure 5-4: (a) Spoke magnets arrangement, (b) pulses to distance algorithm design.  
5.2.2 Absolute Encoder 
5.2.2.1 Selected Sensor 
For this project, an absolute optical encoder is employed to measure the steering 
angle⁡(𝛿) as this type of sensor maintains its position information even when the 
power is turned off and eliminates the need for a zero cycle. The A2K optical 
encoder [131], manufactured by US Digital, is chosen for the instrumentation.  This 
A2K is a 12-bit absolute rotary position sensor kit that reports a shaft angle within a 
single 360-degree rotation of a shaft. The interface of the A2K utilises the US 
Digital Serial Encoder Interface (SEI) [132] bus, but the chosen A2K also has the 
option of analogue outputs. In other words, the A2K can provide an analogue 
voltage proportional to the angular position with a 12-bit resolution.  The internal 
microcontroller in this device takes a sample of the disk every seven microseconds 
and stores the position in a memory. It responds immediately to a "report position 
request" by sending this value that is always the most current position. The A2K has 
the following key features [133]:  
➢ Operating Temperature: -25 to 70 °C 
➢ Maximum Acceleration: 100000 rad/sec² 
➢ Supply Voltage: 5.5 to 16V 
➢ Maximum Supply Current (Active): 18.5mA 
➢ Maximum Full-Scale Analogue Voltage: 4.11V 
➢ Angle Tracking Speed (Single-turn mode): 3600rpm 
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➢ Position Update Rate: 7ms 
The picture in Figure 5-5 shows the chosen A2K optical encoder.  As can be seen, 
the kit needs to be assembled onto an existing shaft and bearing so that an absolute 
steering angle based on a shaft can be obtained. A detailed configuration of the A2K 
kit on the bicycle steering hub is illustrated in Appendix A. 
 
Figure 5-5: US digital A2K absolute encoder. 
5.2.2.2 Transformation of the Raw Data to Bicycle Steering Angle  
The following equation is used to convert the analogue value from the encoder into 
a steering angle. 
𝛿[𝑘] =
𝐴𝐷𝐶𝑣𝑎𝑙𝑢𝑒(𝑍𝑒𝑟𝑜𝑅𝑒𝑓𝑉𝑎𝑙𝑢𝑒 − 𝐴2𝐾𝑣𝑎𝑙𝑢𝑒[𝑘]) ∙ 𝜋
180
⁡[𝑟𝑎𝑑] (5.4) 
where 𝐴𝐷𝐶𝑣𝑎𝑙𝑢𝑒 is the analogue to digital converter value, 𝑍𝑒𝑟𝑜𝑅𝑒𝑓𝑉𝑎𝑙𝑢𝑒 is the value 
of the encoder when the bicycle’s handlebar is orthogonal to the rear main frame, 
which is obtained through an experiment result illustrated in Appendix C, and 
𝐴2𝐾𝑣𝑎𝑙𝑢𝑒[𝐾] is the value from the sensor. 
Figure 5-6 below further illustrates the design of the algorithm to convert the raw 
data into the bicycle steering angle. 
 
Figure 5-6: Raw value into steering angle algorithm design. 
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5.2.3 Gyroscope  
5.2.3.1 Selected Gyroscope  
MEMS gyroscope L3G4200D is chosen to be used in this project. The L3G4200D 
is a low-cost and low-power three-axis angular rate sensor which is able to provide 
stability and sensitivity over temperature and time. The device also includes a 
sensing element and an IC interface capable of providing the measured angular rate 
to the external world through a digital interface. The device has two types of digital 
interface; Inter-Integrated Circuit (IIC) and Serial Peripheral Interface (SPI). The IIC 
communication protocol is chosen to integrate the sensor with the rest of the iBike 
components. This type of protocol allows multiple devices to be connected to two-
bidirectional communication lines where a microcontroller can act as the master and 
all the other devices on the lines act as the slaves. In other words, this type of 
protocol allows a straightforward connection and method to communicate with the 
device to read the raw data.     
The chosen gyroscope has the following key features [134] which made it an 
appropriate sensor to be used for the iBike system:  
➢ Three selectable full scales: 250 or 500 or 2000 degrees per second (dps) 
➢ 16 bit-rate value data output 
➢ Integrated low- and high-pass filters with user-selectable bandwidth 
➢ Ultra-stable over temperature and time 
➢ Wide supply voltage: 2.4 V to 3.6 V 
➢ Embedded power-down and sleep mode 
➢ Embedded temperature sensor 
➢ Embedded first in, first out (FIFO) data buffer 
➢ High shock survivability 
➢ Extended operating temperature range (-40 °C to +85 °C) 
Figure 5-7 shows the pinouts and the direction of the sensing axis, which is crucial 
to design the circuit and the firmware for the microcontroller to be used so that data 
can be interpreted correctly.  





Figure 5-7: (a) L3G4200D pinout description and (b) direction of the detectable angular 
rates [134]. 
5.2.3.2 Transformation of the Raw Data to Bicycle Angular Rates 
The MEMS Gyroscope measures in its body axis and in order to translate the 
measurements into the bicycle axis, the following two standard matrices, which are 
widely used to determine orientation of an aircraft [135],  can be used, where 𝑝, 𝑞, 𝑟 







0 𝑐𝑜𝑠⁡(𝜙) 𝑠𝑖𝑛(𝜙) 𝑐𝑜𝑠⁡(𝜃)












1 sin(𝜙) tan⁡(𝜃) cos(𝜙) tan⁡(𝜃)
0 cos⁡(𝜙) −sin(𝜙)







Assuming a flat surface and a negligible pitch angle for the bicycle, i.e. 𝜃 ≅ 0,⁡the 
above matrices can be simplified as follows: 
𝑝 = ?̇? (5.7) 
𝑞 = ?̇?sin(𝜙) (5.8) 
𝑟 = ?̇?cos(𝜙) (5.9) 
 
?̇? = 𝑝 (5.10) 
?̇? = qcos(𝜙) − 𝑟 sin(𝜙) (5.11) 
?̇? = 𝑞 sin(𝜙) + 𝑟 cos(𝜙)⁡ (5.12) 
TOP 
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However, if 𝜃 ≅ 0 then the rate, ?̇?, must also be approximately equal to zero. 
Therefore, Equation (5.12) can be simplified as follows: 









+ 𝑟 cos(𝜙)⁡ (5.15) 
 
The above equation can be simplified as follows: 










Consequently, the relationship of the gyroscope’s roll rates stated in Equation (5.10) 
are directly proportional to the roll rates in bicycle axis, and from Equation (5.17) the 
bicycle yaw rates can be found by dividing the gyroscope’s yaw rates with the cosine 
of the roll angle in the bicycle axis. The latter equation also relates to Equation (4.2) 
where the roll angle is used to compute the effective steering angle. 
 
The measurement of the angular rates using a MEMS gyroscope also incorporates 
bias,𝜔𝑏𝑖𝑎𝑠, and measurement noise. For this reason, MEMS sensors require careful 
calibration before the signals can be converted to angles. The true calibration 
procedure can be quite complex as demonstrated in [136] but, very briefly, it 
involves prior knowledge of the MEMS sensors’ behaviour, and this is commonly 
found through experiments since noise presented in the signals can vary from one 
sensor to another. Environment parameters such as temperature also affect the 
sensor’s outputs. In this study, an experiment is conducted with a test rig and the 
calibration is based on the adjustment of the sensor’s outputs with respect to the 
preliminary defined sensitivity and the measured offset. Equation (5.18) illustrates 
the mathematical relationship of the calibration of the raw data. 









Where, Gc[𝐾] is the calibrated raw value of the gyroscope at time k, µ𝐺𝑦𝑟𝑜 is the 
sensitivity of the gyroscope based on the datasheet [137], Gr[𝐾] is the extracted raw 
data from the gyroscope at time k and 𝐺𝑓 is the measured offset value found using 
an experiment conducted through the aid of a test rig which was developed to obtain 
initial sets of  data from the sensors and to test the measurement accuracy of angles 
in static and dynamic conditions. Further details of the developed test rig are given 
in Appendix B.  
 
The following Trapezoidal integration method from [138] is employed to compute 
the angles based on each respective axis of the gyroscope from the calibrated data 
Gc[𝐾]: 
(𝑡[𝑘] − 𝑡[𝑘−1])[𝐺𝑐[𝑘−1] + 0.5(𝐺𝑐[𝑘] − 𝐺𝑐[𝑘−1])] (5.19) 
where,⁡𝑡[𝑘] and⁡𝑡[𝑘−1] are the previous and current integration time respectively.  
 
Figure 5-8 below demonstrates the data flow from the sensor and the iBike system, 
which are used to translate the raw data into angles.   
 
Figure 5-8: Raw value to angles algorithm design. 
5.2.4 Accelerometer 
5.2.4.1 Selected Accelerometer 
The MEMS gyroscope sensors often provide very accurate angular rates 
momentarily in dynamic situations, whereas the MEMS accelerometer sensors 
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provide accurate acceleration data mostly in static situations. As a result, often these 
sensors’ data are fused to obtain more accurate measurements. Furthermore, the 
bicycle’s roll angle cannot be measured directly with an encoder as it requires a 
relative reference point. For these reasons, the ADXL345 digital accelerometer, 
manufactured by Analog Devices [139], is chosen to be used for this project.  The 
ADXL345 is a small, low-cost, low-power, 3-axis accelerometer which offers a high 
resolution. Like the L3G4200D gyroscope discussed previously, the output data is 
also formatted as a 16-bit two’s complement and is accessible through either an SPI 
(3- or 4-wire) or IIC digital interface. The IIC protocol is chosen so that both the 
gyroscope and accelerometer can be connected to the same communication lines. 
The ADXL345 accelerometer has the following key features, which meet the 
specification for this project.  
• Ultra low power: 40 μA in measurement mode and 0.1 μA in standby mode 
at VS = 2.5 V (typical) 
• Power consumption scales automatically with bandwidth 
• User-selectable resolution: 10 to 13-bit resolution at ±16 g 
• Measurement accuracy of inclination changes: 1° or less  
• Temperature range: −55°C to +105°C 
Figure 5-9 illustrates the pinout and the axes of acceleration sensitivity of the 
selected accelerometer. This information is vital for the circuit design and the correct 
interpretation of the raw data. 
  
(a) (b) 
Figure 5-9: (a) ADXL345 pinout configuration and axes of acceleration sensitivity [139].  
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Figure 5-10 below demonstrates the outputs response of a typical electronic 
accelerometer. As can be seen from the diagrams, each axis responds to the force 
of the gravity differently and this makes it possible to determine an object’s 
orientation in a three-dimensional space. Similarly, the orientation of the bicycle can 
be determined accurately but the accelerometer must be placed with respect to the 
bicycle axes defined in Figure 4-4. The following values will vary according to the 
angle of the bicycle.  
 
Figure 5-10: Accelerometer output response versus its orientation to gravity [139]. 
5.2.4.2 Transformation of the Raw Data to Bicycle Roll Angle 
The measurements from the MEMS Accelerometer also contain noise but it can be 
minimised with a careful calibration. Thus, as with the gyroscope, the calibration of 
the data from the accelerometer is based on a prior knowledge of the measurement 
offset. The corresponding mathematical equation is portrayed below.  
𝐴𝑐[𝑘] = µ𝐴𝑐𝑐𝐴𝑟[𝑘] − 𝐴𝑓 (5.20) 
where, Ac[𝐾] is the calibrated raw value of the accelerometer at time k, µ𝐴𝑐𝑐 is the 
scale factor from the datasheet [139] based the configuration of the sensor, Ar[𝐾] is 
the extracted raw data from the accelerometer at time k and 𝐴𝑓 is the measured 
offset value found using an experiment with the test rig discussed in Appendix B. 
The above formula is applied to all three axes of the accelerometer’s raw data.  
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Given that the accelerometer can provide accurate measurements in static 
conditions, and if the only measured acceleration is due to gravity, the following 
equation found in the application note [140] can be employed to compute the roll 










 ⁡[𝑟𝑎𝑑] (5.21) 
where, 𝐴𝑐𝑋[𝑘], 𝐴𝑐𝑋[𝑘] and 𝐴𝑐𝑍[𝑘] are the calibrated raw value of the accelerometer at 
time k for each respective axis. The above formula assumes that the reference 
position is taken with the X-axis and Y-axis in the plane of the horizon (0𝑔 field) and 
the Z-axis orthogonal to the horizon (1𝑔 field). It is also assumed that the reference 
system correlates to the bicycle axis. In other words, it is assumed that when the 
bike is perpendicular to the ground, the roll angle based on Equation (5.21) above 
is zero.   
Since neither the accelerometer nor the gyroscope provides very accurate rotational 
measurements alone, the implementation of a sensor fusion algorithm can 
compensate for the errors as both sensors have a different type of error. A 
complementary filter can be utilised to fuse the accelerometer and gyroscope angles 
through a simple algorithm found in the literature [141] and [142]. Figure 5-11 
represents a complementary filter algorithm design, which was also incorporated in 
Figure 4-16. As can be seen from the diagram below, in order to optimise the results, 
the accelerometer and gyroscope signals have to be filtered through a low-pass and 
high-pass filters respectively. The equations for the filters are as follows: 
➢ Digital low-pass filter: 
𝜙𝐴[𝑘] = ϑ ∙ 𝜙𝐴𝑐[𝑘] + (1 − ϑ)𝜙𝐴[𝑘−1] (5.22) 





where,  𝜏 is the time constant of the relative duration of the signal that the 
filter will act on and ∆T is the sample period. However, 𝜏 is difficult to 
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determine theoretically so the test rig presented in Appendix B was used to 
approximate the smoothing factor experimentally. 
➢ Digital high-pass filter: 
𝜙𝐺[𝑘] = ϑ ∙ 𝜙𝐺[𝑘−1] + ϑ(𝜙𝐺𝑐[𝑘] − 𝜙𝐺𝑐[𝑘−1]) (5.24) 
Again, the smoothing factor 0 ≤ ϑ ≤ 1 can be found experimentally or can 





The output fused angle can then be obtained as follows:  
𝜙𝑓𝑢𝑠𝑒𝑑[𝑘] = Wt𝐺𝑦𝑟𝑜 ∙ 𝜙𝐺[𝑘] + (1 − Wt𝐺𝑦𝑟𝑜)𝜙𝐴[𝑘] (5.26) 
where, 𝜙
𝑓𝑢𝑠𝑒𝑑[𝑘]
 is the fused roll angle at time k, 𝜙𝐺[𝑘] is the output from the high 
pass filter at time k, 𝜙𝐴[𝑘] is the output from the low pass filter at time k and Wt𝐺𝑦𝑟𝑜 
is the weighted factor for the gyroscope and it is adjusted experimentally. The factor 
makes it possible intelligently to adjust the coefficient depending on the scenario. 
For instance, if the bicycle is observed to be stationary then the weighted factor will 
be reduced, thus placing more importance on the measurements of the 
accelerometer.   
 
Figure 5-11: Design of the complementary filter. 
5.3 Individual Subsystems 
The following subsections describe each individual system, designed to operate 
independently of each other, on the bicycle.  These subsections also illustrate with 
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diagrams how the data from each system are then gathered as one collective set of 
data by a data acquisition system. 
5.3.1 iBike Measurement System 
A microcontroller is required first to take sample measurements of the iBike sensors 
shown in the previous Section 5.2. Secondly, it is required to store the data on a 
memory card or to transmit the data to a laptop in real-time. For these applications, 
an Arduino board is an appropriate choice as it simplifies the hardware and software 
requirements for the development of a prototype system with the addition to the 
open-source libraries that can be used for the embedded system.  
5.3.1.1 Selected Boards 
Arduino Mega 2560 is chosen to be utilised for this project as it meets the required 
technical specifications. The Mega, based on the ATmega2560, is a microcontroller 
board which also incorporates a 16 MHz crystal oscillator, a USB connection, a 
power jack, an ICSP header and a reset button [143]. The board has 54 digital input 
and output pins and 16 analogue input pins. In addition, some of the digital and 
analogue pins have specialised functions which include four hardware serial ports 
and six hardware interrupts. The board also supports both the SPI and IIC 
communications.  A summary of the key technical features is listed below: 
➢ Operating Voltage: 5 V 
➢ Input Voltage (recommended): 7-12 V 
➢ DC Current per I/O Pin: 40 mA 
➢ DC Current for 3.3V Pin: 50 mA 
➢ Flash Memory: 256 KB of which 8 KB used by boot loader 
➢ Static Random Access Memory (SRAM): 8 KB 
➢ Electrically Erasable Programmable Read-Only Memory(EEPROM): 4 KB 
Figure 5-12 below illustrates the Arduino Mega board with annotated features. 




Figure 5-12: Arduino Mega 2560 R3 Front [144]. 
Given the ultimate goal of developing a portable version of the iBike system, it 
was, therefore, decided to incorporate an Arduino Mini board in the design so as 
to enable future development and testing of a portable system.  The Arduino Mini 
is a small microcontroller board originally based on the ATmega168, but now 
supplied with the ATmega328. The Mini has 14 digital input and output pins and 
8 analogue input pins with a 16 MHz crystal oscillator and a reset button. The 
board also supports serial and IIC communications.  However, unlike the Arduino 
Mega board, the Mini requires an external serial adapter to upload the firmware 
or the sketch. The new Mini (revision 05) has a new package for the ATmega328, 
which enables all components to be on the top of the board [145]. Figure 5-13 
below illustrates the Arduino mini with pin annotation. 





Figure 5-13: (a) Arduino Mini front without headers; (b) pin annotation of a typical board. 
5.3.1.2 Hardware Implementation 
The objective is to develop an embedded system that will manipulate the raw data 
using the communication protocols of the selected sensors, and to store the data on 
a memory card or transmit the data to a laptop in real-time. Consequently,  Figure 
5-14 illustrates the iBike measurement system architecture which employs the 
Arduino Mega 2560 board for the data acquisition with the selected measurement 
sensors. This figure also shows the relevant communications and functions which 
are used to interface with the sensors. In particular, the push switch, which is used 
to start and stop the data acquisition, and Hall Effect sensor are connected to 
external interrupts, while the A2K absolute encoder is connected to an analogue 
input pin on the Arduino board so that the analogue to digital converter (ADC) within 
the microcontroller can be utilised to translate the steering angle of the sensor.     
The kinematics of a bicycle discussed in Chapter 4 is somewhat complicated due to 
the fact that a bicycle is able to steer and roll at the same time, and this makes the 
geometry of the steering handlebar fairly complex. However, in order to establish 
experimentally the optimum sensor configuration for reliable information, the 
measurement system also integrates an IMU module. This module incorporates the 
chosen ADXL345 accelerometer and L3G4200D gyroscope as well as a digital 
magnetometer and a pressure sensor.  




Figure 5-14: iBike measurement system architecture. 
As can be seen from the architecture in Figure 5-14 above, the iBike measurement 
system employs GY291, GY50 and GY80 breakout boards along with a push switch, 
the A2K encoder and Hall Effect sensors as the inputs. The system also utilises 
LEDs (light-emitting diodes) and a breakout board for the SD (Secure Digital) card 
reader as the outputs from the system. The off-the-shelf breakout boards are used 
to simplify the implementation, since the scope of the project is to instrument a 
bicycle rather than the electronics themselves.  
The main control box, which houses the Arduino Mega, Arduino Mini and  SD card 
reader along with various electronic components, forms the communication link with 
the sensors via cables. Moreover, to provide electrical connections and mechanical 
supports for the Arduino and the breakout boards, three separate printed circuit 
boards (PCBs) are developed. PCB development and manufacturing consists of 
several stages, and three of the main processes for the seat tube sensors PCB are 
outlined below.  
1) Schematic design – Figure 5-15 illustrates the schematic circuit diagram of 
the seat tube sensors. This design was developed using OrCAD Capture 
software [146]. Since the GY50 module also incorporates the same sensors, 
the default addresses are the same for the gyroscopes and accelerometers, 
which act as the slaves using the IIC protocols, and this was a problem as 
the two gyroscopes or the accelerometers would try to respond 
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simultaneously. The issue is resolved by studying the datasheets carefully. It 
is found that the serial data output (SDO) pin can be used to modify the least 
significant bit (LSB) of the slave address (SAD) associated with the 
L3G4200D and ADXL345 devices. Consequently, the SDO pin of the GY50 
is connected to ground and the SDO pin of  GY291 is connected to 3.3V as 
shown below. In addition, a LED is added to the schematic to indicate the 
power status of the system.   
 
Figure 5-15: Schematic circuit diagram of the seat tube sensors. 
2) PCB design – Figure 5-16 represents the design of the top and bottom layers 
wire routing of the above schematic. The PCB routing was developed using 
OrCAD PCB Designer software [147], which allows the art files and drilling 
information to be exported for the actual manufacturing of the PCB.     
 





 Figure 5-16: (a) Design of the top layer routing and (b) the bottom layer routing of the seat 
tube sensors PCB. 
3) Manufacturing and Soldering – Figure 5-17(a) shows the actual PCB of the 
seat tube sensors. The printer used for the manufacturing only routed the 
tracks and made the drilling holes. The vias and connectors had to be 
manually soldered to complete the circuits and to hold the components 
respectively.  As illustrated in (b) and (c), the header pins on the breakout 
boards also required soldering before mounting the boards on the developed 






Figure 5-17: (a) Developed PCB; (b) GY291 breakout board with header pins; (c) GY50 
breakout board.  
Finally, to house and to install the above PCB with the sensors on to the body of the 
bicycle, a bespoke 3D part was designed using the Autodesk Inventor 3D Computer-
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Aided Design (CAD) software [148], and then printed with a 3D printer. The 
developed design and the installation of the parts on the bicycle are shown below. 
  
(a) (b) 
Figure 5-18: (a) the CAD design of the housing and (b) the 3D printed part installed on the 
bicycle. 
The design and implementation of the main control box and the handlebar sensors 
PCBs are shown in Appendix A along with 3D parts that were developed and printed 
to house the PCBs and to attach the boxes to the frame of the bike.  
5.3.1.3 Firmware Implementation 
A firmware is required for the Arduino boards in order to provide the control and data 
manipulation of the sensors. For the design of the firmware, a detailed study of the 
datasheets of the sensors was conducted to establish the relevant control registers 
and protocols for them.  Hence, using this information, the flowchart in Figure 5-19 
was developed as the main program within the firmware. As can be seen from the 
design, the program consists of many variables, subroutines and instructions, but 
for the purpose of simplicity, not all the steps are included here. For instance, the 
special block of code associated with the interrupt service routine (ISR) for the push 
switch and the Hall Effect sensor is not illustrated here.  




Figure 5-19: Flowchart design of the main program within the firmware 
The Arduino comes with a simple Integrated Development Environment (IDE) [149] 
and open-source libraries [150] for various communication interfaces. Thus, to 
implement the above design, the Arduino’s IDE is employed with the libraries 
illustrated in Figure 5-20 below together with the Arduino’s language reference 
[151].  
 
Figure 5-20: Screenshot of the Arduino’s IDE. 
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As illustrated in Figure 5-19, the firmware supports instructions from the user, and 
five of the essential commands, which allow changing the default settings of the 
firmware, are shown below. The values of the associated variables are stored in the 
EEPROM and loaded during the system initialization process.  








Writes the data 
to the memory 
card 
char Print = 'M'; 
EEPROM Address 0 




Writes the data 
to the serial port 
of each sample 
char Print = 'S'; 
EEPROM Address 0 






DateDay to 11 
byte DateDay = 06; 
EEPROM Address 1 
The value stored 





Datemonth to 03 
byte DateMonth = 
05; EEPROM 
Address 2 
The value stored 







int DateYear = 2017; 
EEPROM Address 3 




5.3.2 Smartphone  
The task of extracting raw data from the local and global infrastructures and 
implementing the necessary procedures to transform the data into position 
information is a project on its own and it is beyond the scope of this study. In 
addition, a number of open-source databases are already in existence, which can 
provide the position information based on Cell IDs, Wi-Fi MAC addresses and RSS. 
For instance, Google uses publicly broadcast Wi-Fi data from wireless access 
points, cell towers and GPS to improve the positioning. Thus, Google’s Application 
Programming Interface (API) of the geolocation cloud-based server [152] can be 
used to obtain the position based on the signals from the local infrastructure.  
Consequently, for this study, it was decided to utilise a smartphone during a survey 
to collect signals from Wi-Fi hotspots and cell towers and to convert the raw data 
into position information as well as to collect and to process the data from the GNSS.  
Thus, the position based on the local and global infrastructure can then be fused 
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with the relative position of the bicycle using the Kalman filter design illustrated in 
Sections 4.4.2 - 4.4.4.5. Accordingly, a Samsung Galaxy S6 edge [153] is employed 
with Google maps [154] and GPS logger [155] apps, which are illustrated below. 
The Google maps app is used to collect stationary position data of the bicycle based 
on GPS, Wi-Fi hotspots and base stations, whereas the GPS logger app is used to 
collect GPS data while the bicycle is in motion.  
   
(a) (b) (c) 
Figure 5-21: (a) Samsung S6 edge; (b) screenshot of Google maps app; (c) screenshot of 
GPS logger app. 
Figure 5-22 shows the architecture design of the overall data collection process 
using the smartphone. As can be seen, the idea is to use the inbuilt radio frequency 
(RF), Wi-Fi, and GPS receiver modules to collect the nearby Wi-Fi and base station 
signals as well as GPS data. Hence, the data from the signals are then manipulated 
by the processor in order to extract the MAC addresses and Cell IDs and to measure 
the strength of each of the signals. This information is then transferred to the cloud 
server (via 3G mobile network) which has a database of the access points and cell 
towers and has the capability to compute the position based on the information and 
return the result back to the smartphone. The processor then locally stores or 
displays the result. These tasks are handled by the Google maps app as well as 
fusing this result based on the GPS data.  
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Separately, the GPS logger app handles the task of collecting and processing the 
GPS data which are then stored locally on the smartphone. The data from the local 
storage is then manually transferred to a PC where the data is pre-processed to 
remove any unwanted data. This process also includes converting the position data 
from latitudes and longitudes to eastings and northings.  The pre-processed data 
are then permanently stored in a database via the data acquisition software so that 
during the fusion process the GPS data can be used as illustrated in Section 4.6 to 
compute the fused trajectory. Further details of the data acquisition system and the 
relational database structure are given in Section 5.5. 
  
Figure 5-22: the architecture of data storage system from a smartphone. 
5.3.3 Off-the-shelf INS 
To validate the developed methodology in Chapter 4 and to compare the overall 
results of the measurement system with an off-the-shelf enhanced positioning 
system, it was decided to equip the bicycle with an Inertial Navigation System (INS).  
In theory, the INS can achieve accurate positioning, but it is specifically designed 
for four-wheeled vehicles and is therefore very expensive when used for tracking 
bicycles. Nevertheless, the Spatial INS [156], which is available as a commercial 
product, is selected to validate the overall iBike system. The Spatial system 
comprises an external GNSS antenna and a small cube which houses a high 
accuracy MEMS IMU and a Central Processing Unit (CPU). Furthermore, as 
illustrated in Figure 5-23, the Spatial has general purpose input-output (GPIO) pins 
that support a wide range of external peripherals, including an odometer-based input 
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for ground vehicles, so as to improve the accuracy. A summary of the essential 
technical features is listed below: 
• Position Accuracy: 2 m (Horizontal) and 3 m (Vertical) 
• Operating Voltage: 5-36 V 
• Power Consumption: 100 mA (at 5 V) 
• Operating Temperature: −40°C to +85°C 
• Update Rate: 1000Hz (data output) and 10 Hz (GNSS) 
• Communication Interface: RS232 
• Protocol: AN Packet Protocol  
• GPIO Voltage Level: 5-20 V 
 
Figure 5-23: Spatial INS Cube [156]. 
It was further decided to feed the signals from the chosen Hall Effect sensor into the 
Spatial so as to improve the positioning accuracy of the system. This task required 
a thorough study of the Spatial reference manual [157] and required the device to 
be configured with Spatial Manager software. Table 5.2 below provides the pinout 
of the device and this information was used to construct the necessary electrical 
connection with the Hall Effect sensor. The implementation required the use of a 
VGA female adapter breakout board and an 8 pin DIN connector plug. An illustration 
of the overall electrical diagram is given in Appendix A. 
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Table 5.2: Spatial breakout cable connector pinout. 
 
Unlike the smartphone, the data from the Spatial system cannot be stored locally as 
it does not have an internal storage. Moreover, as the purpose of the INS is to 
validate the overall methodology, the data from the iBike measurement system and 
the Spatial system must both be stored in a synchronised manner so that the exact 
corresponding sample points can be compared. Figure 5-24 illustrates the 
architecture design of the data acquisition and storage system utilised in this study. 
As stated previously, the signal from the Hall Effect sensor that feeds the iBike 
measurement system is also used as the odometer input to the Spatial INS. The 
real-time processed data from the INS is acquired by a Tablet PC where bespoke 
data acquisition software collects the data and stores them in the database 
structure.  The real-time data acquisition system and the developed data acquisition 
software are presented in Section 5.5. 
 
Figure 5-24: The data collection and storage system for the INS. 
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5.3.4 Tablet PC  
A tablet PC is required so that it can be mounted on the bicycle easily. The purpose 
is to employ the tablet PC to acquire and synchronise the data from the iBike 
measurement system and the Spatial INS, and to store the data in real-time in a 
database structure for post-processing. For this reason, as shown below, a 
Microsoft Surface Pro tablet PC is used and the full specification of the PC can be 
obtained from Microsoft [158]. The idea is to configure the iBike system to output 
real-time data via the serial port and to connect both external systems to the tablet 
PC with USB cables. The data acquisition software is then used to communicate 
with the device interface to gather the data as well as to detect the point when the 
user presses the push switch on the handlebar sensors so that the software knows 
when to start and stop acquiring data from the INS. This method ensures that all 
sample data from the external systems are synchronised correctly. Finally, the 
coordinated data from each system are then stored in a database structure.  
  
(a) (b) 
Figure 5-25: (a) Surface Pro Tablet PC; (b) the real-time data acquisition system. 
5.3.5 Camera 
To validate the trajectories visually based on GPS, INS and iBike measurement data 
of the bicycle, it also was decided to install a small camera. Hence, a GoPro Hero 
camera was chosen, as these cameras are very compact and can be easily 
mounted on the bike, and the cameras also feature a wide-angle lens, water 
resistance case, and they record in high-definition. The full specification of the 
camera model used in this project can be obtained from CNET [159]. 
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Figure 5-26 (b) illustrates the camera’s data acquisition system. The idea is to 
capture the motion path of the bike and store the video locally during the experiment. 
After the experiment, the footages are transferred to a PC where the acquisition 
software can be used to link each video to a unique journey ID and store these 
footages in a relational database structure.    
  
(a) (b) 
Figure 5-26: (a) GoPro Camera; (b) data acquisition system.  
5.4 The Instrumented Bicycle   
There are very few instrumented bicycles found in literature as in [94] and [160], 
where they were utilised for the investigation of human and bicycle dynamics and 
the assessment of cycle path surface quality respectively. However, these bikes are 
designed for a specific purpose and they cannot directly be employed for this 
project. Consequently, for this study, it was decided to instrument one of the 
‘Barclays Cycle Hire’ bicycles (now sponsored by Santander). This is because there 
are currently 11,500 of these bicycles in use in London [161] and similar bikes are 
also used in other cities around the world. As a result, these bicycles can be seen 
as the model bikes for many cities. Figure 5-27 illustrates the evolved prototype of 
the instrumented bicycle with the sensor configuration. This bike (with ID: 23067) is 
supplied by TfL for this research study and it is instrumented with the measurement 
sensors and the individual subsystems discussed in Sections 5.2 and 5.3 
respectively. Specifically, the Spatial INS and smartphone holder are installed 
directly above the rear wheel contact point since this is the point traced in the model 
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algorithms in Chapter 4.  The GoPro camera is also mounted to record the position 
of the rear wheel while the bicycle is in motion. 
 
Figure 5-27: The Prototype Instrumented Bicycle (iBike).  
In summary, the overall system of the iBike incorporates the four subsystems 
discussed previously and Figure 5-28 represents the output data from each of the 
subsystems installed on the bike.  As can be seen, each set of samples consists of 
many fields and during a survey, the iBike generates thousands of samples which 
all need to be stored in a synchronised manner. As a result, the data management 
is also considered to be a critical task as part of the development of the prototype 
system.  A number of existing high-quality traffic datasets have been investigated 
such as the NGSIM [162] to support the development of algorithms for vehicle or 
driver behaviour modelling at microscopic levels. However, to the best of the 
author’s knowledge, there is no single dataset in existence for cyclists’ trajectories 
or modelling studies.  For these reasons, a relational database structure is 
constructed to store and manage the data in a synchronised form and to make it 
possible to retrieve each set of data with a unique ID for future studies.  Further 
detail on the design and development of the structure is given in Section 5.5.3.  




Figure 5-28: Outputs data field of the overall system.  
5.5 Development of Software and Database  
5.5.1 Overall System Architecture 
Figure 5-29 illustrates the overall architecture of the data manipulation and data 
processing systems. As can be seen, the overall system utilises the measurements 
from the iBike sensors and smartphone to serve as the input data. This is so that 
the developed algorithms presented in Chapter 4 can be implemented and applied 
to the input data from field experiments. The system also utilises two types of 
validation systems: an INS and a camera. The data from all four-individual systems 
are then mapped via the data acquisition system and stored in a relational database 
structure for further processes. The GPS and INS data from the smartphone and 
Spatial respectively are then retrieved from the database and processed with a 
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piece of third-party software in order to convert the positioning data from WGS84 
(Latitude and Longitude) to OSGB36 (Eastings and Northings).  On the other hand, 
the iBike measurement data is processed using bespoke software developed in 
MATLAB to output the trajectories based on the DR and fused algorithms. Further 
details of the data acquisition system, relational database and data post-processing 
system are given in the following subsections.   
 
Figure 5-29: The overall system architecture. 
5.5.2 Data Acquisition System 
A piece of software was developed for the data acquisition system using the IDE of 
Microsoft Visual Studio since it enables a simple integration of the Spatial’s software 
development kit (SDK) and communication protocols of the iBike measurement 
system. The Visual Studio also incorporates extensive libraries and has an easy 
communication interface for a wide range of database management systems 
(DBMS). The developed software comprises two tabs: one tab is dedicated for the 
real-time data acquisition of the iBike measurement system and Spatial INS system 
synchronously, and the other tab is for mapping the data from the smartphone, the 
camera and management of the data.  
The annotation in Figure 5-30 illustrates the ‘Acquisition’ tab which consists of five 
separate panels. The first panel is used to initiate the communication between the 
data acquisition and iBike measurement systems. This panel also allows the user 
to send commands listed in Table 5.1 in order to configure the latter system 
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remotely. The second panel allows the user to establish the communication between 
the data acquisition system and the Spatial INS. The third panel enables the user to 
select from a dropdown list the route ID, the iBike ID and the rider ID, and the initial 
coordinates either in WGS84 or in OSGB36 with the heading angle can then be 
entered in the appropriate text boxes. The data collected by the developed software 
can be saved either in a database or in a file with comma-separated values (CSV). 
Finally, the software makes it possible to write additional comments for each survey, 
which can be viewed later for the post-processing stage, and to record the data 
simply by clicking the “Start Recording” button which automatically generates a 
unique journey ID for the survey. In this way, each set of data can be uniquely 
identified at a later stage.  
 
Figure 5-30: The data acquisition tab of the developed software. 
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Figure 5-31 illustrates the ‘Management’ tab of the developed software and it too 
consists of several panels. The ‘Route Details’ and ‘Control Points’ panels are used 
to manage or add a new survey route to the system with the ground truth points. 
The ‘iBike Parameters’ panel is used to manage or add a new bicycle with sensor 
configuration and the design parameters, whereas the ‘Rider Details’ is used to 
manage or add a new cyclist to the database. The ‘Data Visualisation’ is utilised to 
manage and view the data for each system. This panel also makes it possible to 
upload and map the smartphone’s GPS data and the GoPro’s videos to the 
associated journey. The overall functionality of the interface varies dynamically 
depending on the availability of the data in the database and the selection of the 
IDs.  
 
Figure 5-31: The data management tab of the developed software. 
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5.5.3 Relational Database  
Figure 5-32 shows the design of the entity relationship diagram of the database 
structure, which was formalised as part of this study. The diagram illustrates the 
eleven identified tables to store the necessary information and it also demonstrates 
how each table relates to each other table with a one-to-many relationship. In this 
design, the “Journey Details” is the central table which assigns a unique key for each 
set of data such that the ‘Rider Details’, ‘Route Details’, ‘iBike Parameters’ as well 
as the raw and processed data from each of the system on-board the instrumented 
bicycle illustrated in Section 5.4 are all linked with this unique key. In other words, 
the unique key links all the data and facilitates the manipulation of the entire set of 
data for each set of experiments. 
 
Figure 5-32: Entity relationship diagram of the iBike database. 
Table 5.3 illustrates the file-level structure and storage requirement for the Journey 
table. It presents the necessary fields of the table with the primary and foreign keys 
as well as the data type, data format and example data. This design acts as the 
basis for the implementation of the database structure since it defines the essential 
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properties of the data fields. In addition, it also provides the approximation of the 
memory requirements for each individual field.  A similar design was also created 
for each of the identified tables in Figure 5-32 above. 
Table 5.3: Design of the file structure and storage of the Journey Details table.  
 
MySQL community server is an open-source Relational Database Management 
System (RDBMS) that offers a high performance, data security and on-demand 
scalability. Thus, the RDBMS is chosen to implement the database structure shown 
in Figure 5-32 since it is an extensively-used open-source database and provides 
flexible and simple solutions compatible with the Visual Studio IDE. Specifically, 
MySQL Workbench [163] was employed to implement the database structure and 
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Figure 5-33: Implementation of the Journey Details table using MySQL Workbench. 
Figure 5-34 illustrates the enhanced entity-relationship (EER) model of the 
implemented database. As can be seen from the diagram, there are 11 relational 
tables in the database, each of which has a one-to-many relationship to each of the 
others.  




Figure 5-34: EER model of the database structure. 
Figure 5-35 represents the Journey Details table with sets of data that were logged 
during surveys.  It shows the Journey ID, Route ID, iBike ID, Rider ID, Date and Start Time 
of each of the surveys. The information contained in this table can be used to fetch 
all other data related to each survey that are stored in Rider Details, Route Details, 
iBike Parameter, iBike Data, INS Data, GPS Data and Video tables for further 
processing.  




Figure 5-35: Sample dataset of the journey table. 
5.5.4 Data Post-Processing System 
The following subsections report on the processing of the data once they are 
collected. Each section discusses the different stages of the data processing in 
detail with illustrations. The final section also presents the developed post-
processing software to process and fuse sensors’ data based on the design of the 
algorithms presented in Section 4.6.  
5.5.4.1 Smartphone Data 
The Samsung Galaxy S6 smartphone together with the GPS logger app presented 
in Section 5.3.2 is used to collect the GPS positions of the iBike during an 
experiment while it is in motion. The app stores a number of fields which are not all 
required for the purpose of this study, and some of the fields are not always 
populated by the app. As a result, after the extraction of the data from the 
smartphone’s local storage, the data is first pre-processed using Microsoft Excel.  
The pre-process involves the removal of some of the column data such as 
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horizontal, vertical and position ‘dilution of precision’ (DOP) fields. It also involves 
filtering data where satellites’ value is zero and renaming the file to match the field 
names of the ‘GPS Data’ table of the iBike database shown in Figure 5-34. The 
latitude and longitude of the processed GPS data are then uploaded to the datum 
conversion software illustrated in Figure 4-15. The outputs data from the software 
includes eastings and northings of input latitudes and longitudes, which are then 
stored with the pre-processed data to the iBike database. Figure 5-36 below shows 
the different stages in the processing and storing of the GPS data, while Appendix 
C illustrates screenshots with sample data of the software used for the data process.  
 
Figure 5-36: Process and storage of the smartphone GPS data. 
5.5.4.2 Spatial INS Data 
The Spatial INS presented in Section 5.3.3 is employed to collect the enhanced 
GPS data along with other parameters of the iBike during field experiments. The 
INS data is stored directly in the database by the data acquisition software shown 
in Figure 5-30. However, given that this study utilises the UK Ordnance Survey 
(eastings and northings) coordinate system, the enhanced GPS positional data 
need to be transformed into eastings and northings. For this reason, the data from 
INS Data table of the iBike database structure is first extracted using the Journey 
ID, and the fetched data is then uploaded to the datum conversion software, which 
processes the data and generates an output file. This file is then uploaded back to 
the database via the data acquisition software shown in Figure 5-31. The complete 
process described above is illustrated in Figure 5-37 below, while Appendix C 
illustrates the screenshots with a sample data set along with the software and 
processed data from it. 




Figure 5-37: Process and storage of the Spatial INS data. 
5.5.4.3 iBike Measurement System Data 
An application was created in MATLAB with graphical user interfaces (GUI) [164] to 
process the raw measurement data from the iBike sensors, to implement the design 
of the post-processing algorithms shown in Section 4.6 and to analyse the 
processed data. Figure 5-38 below illustrates the developed application that 
incorporates many MATLAB scripts.  
 
Figure 5-38: MATLAB Post-processing GUI. 
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The functionalities of the above application vary according to the availability of the 
raw and processed data within the program, and the overall interface consists of 
several panels.  The first panel serves to import the data for a specific Journey ID 
on the MATLAB environment, whereas panels 2-6 are used to process the data.  
The seventh panel is used to visualise and analyse the processed data at different 
stages of the post-processing algorithms, and the eighth panel can be utilised to 
generate a GPS Exchange Format (GPX) file of the iBike position data, which can 
then be visualised on the actual map using a website interface such as GPS 
Visualizer [165] and GPX Editor [166].   
Moreover, for optimisation purposes, currently, data processing also involves 
extracting the data from the database manually for a specific Journey ID and then 
converting them to MAT file format [167] and storing the MAT files to a file structure 
so that the application can import the data successfully. This process can be 
simplified by using the Database Toolbox [168] and adopting the application. 
Nevertheless, this Toolbox was not available at the time of the development under 
the university’s MATLAB Toolboxes licence. Thus, this feature was not 
implemented. The feature can be easily adapted to load the data from the database 
using the Journey ID in order to extract the necessary data as shown in Figure 5-39 
for the post-processing algorithms in the application. The processing of the data 
would remain the same as before, but the processed data can be stored directly to 
the database using the post-processing software rather than the ‘Management’ tab 
of the data acquisition software illustrated in Figure 5-31. 
 
Figure 5-39: Process and storage of the iBike measurement data via the post-
processing software. 
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5.6 Conclusions  
This chapter focused on the development of the iBike prototype system and outlined 
the construction of the complete system, while the full details of the hardware and 
software implementation are given in the Appendix. 
In summary, Section 5.2 presented the selected sensors to capture the necessary 
measurement data in order to fulfil the design requirements of the algorithms in 
Section 4.6. However, as stated, the sensors themselves do not output the required 
information for the implementation of the entire algorithms. Thus, a thorough study 
of the documentations and investigation into the behaviours of the selected sensors 
was carried out so as to transform the raw data. Accordingly, models were created 
to convert the raw data of the sensors into the five kinematic parameters of the 
bicycle which are the steering angle (𝛿), roll angle (𝜙), roll rate (?̇?), yaw rate (?̇?) 
and travelled distance (𝑑𝑟).  Moreover, as stated previously,  the MEMS gyroscope 
provides very accurate instantaneous angular rates, but it was observed from an 
initial experiment through the Trapezoidal integration method that the computed roll 
angles drift over a period of time. Two main causes were identified for this issue: the 
accumulation of the integration error and the presence of random measurements 
noise in the raw data. Therefore, to minimise the drift and improve the accuracy of 
the roll angles, a MEMS accelerometer was utilised with the development of an 
intelligent fusion method to combine the data from both the gyroscope and 
accelerometer.  
Section 5.3 described the implementation of the iBike measurement system with the 
selection of the appropriate hardware and software systems. This section also 
presented the chosen smartphone with the system architecture design, which was 
used to collect GPS data as well as the stationary positions of the bicycle based on 
Wi-Fi APs, Cell towers and GPS.  Finally, this section also illustrates the off-the-
shelf systems installed on the bicycle, for the purpose of validating the overall iBike 
system and the methodology, with the data acquisition architecture. 
Section 5.4 demonstrated the actual instrumented ‘Barclays Hire Cycle’ bicycle used 
for this study as it is the most popular type of bicycle used in many world cities. This 
section also illustrated the outputs data field of the overall system. Section 5.5 
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concerned the pieces of software which were developed to acquire and process the 
data according to the design of the post-processing algorithms. This section also 
represented the different stages of the development of the state-of-the-art relational-
database structure for cyclist trajectories and the measurement data. Finally, this 
section presented a unique key which can be used to fetch and process each set of 
data.    
In conclusion, the objective of this chapter was to present the research and 
development work undertaken in order to construct the first prototype system and 
to present the instrumented bicycle which is formulated as part this study. In 
addition, two pieces of bespoke software and a relational database structure were 
developed in order to fetch, store and process the data.   
 
124 
Chapter 6: Validation of the Developed System 
 
 
6.1 Introduction  
The validation of the complete iBike measurement system in Chapter 5 with the 
methodology in Chapter 4 was a challenging task. This is because there is no error-
free positioning system which can give the absolute position of the bicycle while it 
is in motion and which can serve as the ground truth. Although the Spatial INS is 
installed on the bike to compare the trajectories, it cannot be employed to serve as 
the ground truth data since the outputs of the Spatial INS system also contain error. 
As a result, a new method had to be found to validate the overall iBike system. 
Hence, the idea was to employ a line-of-sight positioning system to track the bicycle 
and to produce a trajectory based on the bike’s motion. 
One of the first trials was conducted in an indoor environment using the Ultrasound 
Cricket Indoor Location System [169] developed by MIT, and according to 
specification [170] the system can deliver a distance-ranging and positioning 
precision of 1 to 3 cm. Although the setup of this experiment was complex, since the 
beacons had to be mounted on the ceiling and at precise measured locations, the 
outcomes of this experiment were inconclusive as the Cricket system could not track 
the bicycle very well. This was partly due to the limit of the beacons’ range and the 
number of beacons which were available at the time of the experiment. The overall 
setup of the experiment with the Cricket system is illustrated in Appendix C. 
Consequently, a total station (TS), a topographical surveying instrument capable of 
tracking objects with an accuracy of 20 mm or less, was employed for the validation 
and this chapter reports on results of three separate experiments conducted using 
the instrument. Specifically, Section 6.2 presents the setup of an initial field 
experiment with a TS as well as the results obtained from the trial. Section 6.3 
describes the field experiment that was conducted to validate the derived models 
and the design of the algorithms in Chapter 4. This section also provides the 
probability of the accuracy of the fused and non-fused bicycle trajectories. Section 
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6.4 evaluates and compares the accuracy of fused trajectories based on the 
developed system with the Spatial INS and GPS on its own. Section 6.5 draws 
conclusions on the applicability of specific sensor configurations, both in terms of 
sensors’ accuracy and reliability with respect to the measurements of motion, and 
the ability to track cyclists based on the data gathered from the sensors. 
6.2 Initial Experiment with Total Station 
This section reports on the first set of initial measurement data that were obtained 
through riding the bicycle in Northampton Square (in front of the university’s 
campus) while it was also tracked by a TS. As a result, the computed trajectory 
based on the measurements of the iBike system can be compared and the accuracy 
of the system can be determined with respect to the points based on the TS. Further 
details about the TS system and the initial experimental setup together with results 
are given in the following sections. 
6.2.1 Experimental Setup 
A TS is a very precise electronic and optical measurement instrument utilised in 
modern surveying and building construction. The TS incorporates an electronic 
theodolite and distance measurement unit as well as an on-board computer to 
collect data and perform computations. Thus, the instrument (with reference to itself) 
can be employed to accurately calculate the position, according to surveying 
principles [171], of a particular point or a 360-degree reflector by measuring the 
angle and distance to it. Although the instrument is designed to calculate stationary 
positions, it can be also used to track and record the angles and distances of a slow-
moving object with the reflector mounted on it, whilst keeping a line of sight.  
Accordingly, for the purpose of tracking and recording the trajectory of the iBike 
while it was being ridden, a Leica TPS1105 TS was employed.  According to the 
user manual [172], the chosen station has a range of up to 2500m and a distance 
measurement accuracy of 20mm or less for a fast-tracking mode. The 360-degree 
reflector was mounted on the bicycle to enable the tracking of its trajectory. 
However, to keep in line of sight to the TS, the reflector had to be mounted on a pole 
at a height of approximately 2m from the ground to ensure that it was above the 
cyclist’s head so that it could be tracked from any direction within 360 degrees, 
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without any interference from the cyclist’s body. The sensor configuration with the 
reflector on the bicycle is shown in Figure 6-1. In addition, the box containing seat 
tube sensors was installed on top of the encoder so as to study the best sensor 
configuration for the accelerometer and gyroscope on the bicycle. Moreover, the 
Arduino Mega in the main control box was configured to acquire the raw data from 
the sensors at 22Hz and to store the raw data in a memory card for post-processing.  
  
(a) (b) 
Figure 6-1: (a) Instrumented bicycle with the reflector; (b) total station instrument. 
Figure 6-2 below illustrates the experiment setup on a map, where the location of 
the TS and the bicycle path are also represented. The road on which the experiment 
took place was approximately 4m wide and the bicycle was ridden for 96.24 m. The 
positions of the bicycle between the start point and end point of the route, as 
measured by the TS instrument, were recorded manually by an operator, while the 
raw data from the sensors on board the bicycle were recorded automatically by the 
iBike measurement system.  




Figure 6-2: Initial experimental setup map. 
6.2.2 Data Processing and Results 
Following the experiment, the data from the TS were post-processed using a 
command line interface (CLI) program, which was developed by Stirling [173], in 
order to convert the measurements from the instrument into positions. On the other 
hand, the raw data from the sensors were first converted into angles and speeds or 
distances, from which the trajectory was reconstructed based on the dead-reckoning 
technique presented in Section 4.3.1 and the post-processing software illustrated in 
Figure 5-38.  
The graph in Figure 6-3 illustrates the recorded positions of the bicycle during the 
experiment, in which the TS recorded a total of 36 points, while the iBike collected 
1774 measurement samples. In the graph, the blue solid line represents the 
reconstructed trajectory based on the samples, while the red dashed line with circles 
represents the positions of the bicycle with reference to the TS marked in Figure 6-2 
Total Station 
 
Bicycle Path (Approx.) 
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above. The starting point marked as a red star in the graph below was measured 
prior to the experiment with the TS instrument.  
 
Figure 6-3: A comparison of DR trajectory and TS points. 
As can be seen from the above graph, the trajectory based on the iBike 
measurement sensors is smoother than TS points, and illustrates better the natural 
behaviour of the bicycle such as course changes that it would follow while being 
ridden. Some points based on the TS instrument appear not to capture the 
behaviour of the bicycle changing course and direction. This could be due to the 
resolution of the data (points) from the TS, since it is designed to compute stationary 
positions or track a very slow-moving object. On the other hand, the measurements 
from the instrument are also inconsistent and these could be due to the non-
consideration of the rolling effect of the bicycle. Indeed, with the reflector mounted 
at 2 m from the ground, a 15-degree roll can result in a discrepancy of up to 0.5 m 
in the position computed by the TS, whereas the DR trajectory refers to the position 
of the contact point of the bicycle’s rear wheel on the ground. As a result, the 
inherent 0.5 m positional error from the ground truth system needs to be subtracted 
from the absolute displacement between the reconstructed trajectory and the 
measured TS points. This point is further illustrated in Figure 6-4.  




Figure 6-4: The maximum tolerable positional error from the actual location 
In the above diagrams, 𝑃 is the measured location of the bicycle, 𝑅’ represents the assumed 
maximum average error from the ground truth system such that the actual trajectory (red 
line) or the absolute location of the bicycle will always fall within the region of the ground 
truth error, 𝑅 represents the tolerable positional error of the reconstructed trajectory (blue 
line) with respect to the actual trajectory of the bicycle. 
The ‘Filtered Positional Error’ (FPE) is the computed discrepancy between the 
reconstructed trajectory and the presumed actual trajectory. Where any errors fall 
within the ‘ground truth region’ are considered to be zero, or negligible. All other 
errors which fall outside this region are calculated as the absolute displacement 
minus the 0.5 m error from the ground truth region.  
To compute the differences between two trajectories illustrated in Figure 6-3 and to 
calculate the accuracy of the DR algorithm, the closest neighbouring points to the 
TS points (marked as red circles) were extracted from the DR trajectory using the 
k-nearest neighbours algorithm, which is available through MATLAB’s “knnsearch” 
function [174]. The results of the knnsearch function are marked as green dots on 
the DR trajectory in Figure 6-3. Moreover, to calculate the displacement between 
the TS points and the extracted points, the following equation was used: 
𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒⁡𝐷𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 =  √(𝑇𝑆𝑥 − 𝐷𝑅𝑥)2 + (𝑇𝑆𝑦 − 𝐷𝑅𝑦)
2
 (6.1) 
where 𝑇𝑆𝑥 and 𝑇𝑆𝑦 are the coordinates of the TS point and 𝐷𝑅𝑥 and 𝐷𝑅𝑦 are the 
coordinates of the position based on the DR.  
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Accordingly, FPE was computed at each of the extracted points and was compared 
with each point recorded with the TS. Figure 6-5 shows the histogram of the results 
along with the mean error. The histogram shows a right-skewed distribution, which 
implies that there is a minimum error and it is largely concentrated within the lower 
bound of the data. 
 
Figure 6-5: Histogram and the mean error for the extrapolated points of the DR trajectory 
Furthermore, as can be seen from above histogram, the mean error is within the 
target accuracy, but 6 of the 36 extracted points fall above the acceptable accuracy 
for the localisation of cyclists. Nevertheless, the initial results were encouraging as 
the iBike measurement system appeared to have captured satisfactorily the 
essential kinematic parameters according to the design and implementation of the 
sensor configuration. A number of similar trials with the same experimental setup 
were conducted and the results contributed to the fine-tuning of the algorithms. 
6.3 Fusion with Survey Points 
The experimental results presented in the previous section was the initial testing of 
an earlier version of the iBike system, and this section concentrates on the 
experimental results obtained when the system was more advanced with the fusion 
algorithms. In other words, the limitation of the system found from the initial 
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experiment led to the more in-depth study of the bicycle kinematics and the 
geometrical relationships in order to formulate the sensor fusion algorithms. Thus, 
this section reports on the results from a field experiment to demonstrate and 
evaluate the proposed sensor fusion methodology discussed in Chapter 4. In this 
experiment, known survey points are randomly selected and assumed as the 
positions based on GNSS, Wi-Fi and GSM.  
6.3.1 Experimental Setup 
To implement the fusion algorithms described in Section 4.4, the instrumented 
bicycle underwent some modifications, so as to accommodate the new sensor 
configuration requirements. Figure 6-6 illustrates the instrumented bicycle with the 
new sensor configurations. One of the key differences is the placement of the seat 
tube sensors, which incorporates a gyroscope and accelerometer measuring the 
angular rates and accelerations of the rear frame respectively. In addition, the tablet 
PC is included to store the data in a database for future studies and the GoPro 
camera is installed to record the rear wheel path. Finally, the Arduino board is 
programmed to transfer the data fetched from the sensor at 66 Hz to the laptop.  
 
Figure 6-6: The new iBike configuration. 
An issue identified in the original experiment was that the bicycle was not 
continuously trackable in real-time by the TS in real-world traffic conditions, as the 
instrument requires a line of sight to the 360-degree reflector that was mounted on 
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the bicycle. In order to overcome this, an alternative method was devised for 
establishing the ground truth of the experiment, against which the computed 
trajectory from the presented sensor configuration would be validated. Specifically, 
a route was selected around City, University of London’s campus and was then 
mapped using topographical surveying techniques, and specifically a Leica 
TCRA1103plus TS. Figure 6-7(a) illustrates the technique which was employed to 
map certain road features of the selected route with the TS. However, since the 
route presented many obstacles such as buildings and trees, a number of control 
stations were set up to survey the entire route and they are illustrated in Figure 
6-7(b). The green markers 1 to 3 were surveyed based on the nearest OS control 
point stations; INT294, INT284, INT199, INT291 and INT283 which are situated in 
Canary Wharf Tower, Telecom Tower, St Paul’s Cathedral, Crystal Palace North 
Mask and Big Ben respectively [175].  The red markers 4 to10 were established as 
a subset based on the green markers.     
   
(a) (b) 
Figure 6-7: (a) Topographical surveying techniques; (b) location of the control stations of 
the survey 
Figure 6-8(a) illustrates the route used for this trial, which was surveyed prior to the 
actual experiment with the iBike, and, as illustrated in Figure 6-8(b), the precise 
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coordinates of a number of points were measured and recorded using the UK 
Ordnance Survey (Eastings and Northings) coordinate system. During the actual 
experiment, the instrumented bicycle was ridden directly over (or as close as 
possible to) the surveyed points. As a result, approximate coordinates of the bicycle 
at the surveyed locations were available and this enabled the accuracy of the overall 
system with the proposed algorithms to be approximated. The overall survey route 
consisted of 93 survey points and the length of the route was approximately 1050 
m from start to end. 
  
(a) (b) 
Figure 6-8: (a) Satellite view of the experimental route; (b) (b) illustration of three surveyed 
points along the route. 
As presented above, for practical reasons pertaining to the cyclist’s vision and skill, 
as well as to the surrounding traffic conditions and due to the surveying techniques 
utilised, the bike could often not be ridden exactly over the survey points. This meant 
that there was very likely an inherent error in the measurement relating purely to 
external factors rather than to the iBike system itself. Therefore, the ground truth 
data are assumed to be within ±0.5 m from the actual position of the bicycle and this 
assumption is made from the analysis of the video footage obtained via the GoPro 
camera. Hence, as in the previous experiment with the TS, the inherent 0.5 m 
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positional error from the ground truth system needs to be subtracted from the 
absolute displacement between the reconstructed and the presumed actual 
trajectories of the bicycle (refer to  Figure 6-4) so as to calculate the FPE. 
6.3.2 Data Processing and Results 
Following the experiment, the acquired raw data from the iBike measurement 
sensors were utilised to transform bicycle motion measurements into relative 
positions and to fuse the positions with the known survey points discussed in the 
previous section. In summary, the data processing involved the reconstruction of 
the trajectory based on the DR technique and the fusion of the acquired data with 
the yaw angle and position Kalman filters. For the latter filter, the known survey 
points were randomly selected and were assumed as the positions based on GPS, 
Wi-Fi APs and GSM. The random selection process was employed to simulate the 
positions measured by the systems mentioned above, as some of the 
measurements from these systems would be subject to a large position error and 
they could not be fused with the sensor data.  
The results obtained from a single journey along the surveyed route are illustrated 
in Figure 6-9, where the blue line represents the computed path from the iBike 
sensor data and the DR model and the green line represents the fused trajectory 
based on the Kalman filters. The red hollow circles represent the survey points 
established prior to the experiment, while the black dots represent the randomly 
selected survey points used in the position Kalman filter. Finally, the red star 
denotes the initial position used in the algorithm illustrated in Figure 4-16. Moreover, 
it can be seen from this figure that the reconstructed trajectory based on the iBike 
data with the DR technique alone is prone to drift; however, the fused trajectory, 
based on the Kalman filters and a random selection of survey points, clearly 
indicates an improvement on the overall results. Additionally, to examine the 
accuracy of the overall methodology, the k-nearest neighbours algorithm mentioned 
previously was applied to the generated trajectories together with the survey points. 
This process aided the extraction of the points which are correlated with the survey 
points, and allowed the error at each survey point to be computed for the DR and 
fused trajectories.  




Figure 6-9: Comparison of the trajectories 
Table 6.1 presents the mean, standard derivation and maximum of the FPE, while  
Figure 6-10 presents the comparison of the Cumulative Distribution Function (CDF) 
of the FPE of computed trajectories based on the DR and fused algorithms.  
Table 6.1: Mean, standard deviation and maximum values of the DR and fused 
Algorithms: Mean (m): Std. Dev. (m): Maximum (m): 
DR 4.16 3.31 10.83 
Fused 0.13 0.28 1.47 
 
As can be clearly seen from the graph in Figure 6-10, the proposed sensor fusion 
technique in Chapter 4 enhances the results; in fact, with a 90% probability a 
position can be estimated with less than 0.5 m error. On the other hand, the DR 
error accumulates continuously, and it can be used to estimate a position with less 
than 0.5 m error only with a 10% probability. Additionally, it should be noted here 
that for practical reasons pertaining to the cyclist’s vision and skill, as well as to the 
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surrounding traffic conditions, the bike could often not be ridden exactly over the 
survey points. Thus, the actual positional error could be even lower than what is 
reported here. 
 
Figure 6-10: Comparison of the DR and Fused positional error 
6.4 Fusion with GPS, WiFi and Cell Towers  
It was observed that tracing the planned route was made difficult because of traffic 
variations on repeated journeys over the longer route presented in the previous 
section. Patterns covering the survey points could not be discerned. Therefore, for 
purposes of validation and to compare the accuracy with the readily available 
positioning systems of the overall iBike system together with the proposed sensor 
fusion algorithms, a quieter route was selected and surveyed using the same 
topographical survey principles reported in the previous section. The quieter route 
allowed the experiment to be repeated several times with the same setup. Thus, this 
section reports on the field results obtained from the Spatial INS, smartphone GPS 
and the fused trajectories based on the iBike acquisition data and methodology 
presented in Chapters 4 and 5.  This section also then evaluates the accuracy of 
each system based on the survey points and presents the statistical analysis of the 
overall results. 
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6.4.1 Experimental Setup 
For this experiment the instrumented bicycle illustrated in Figure 5-27, which 
incorporates the smartphone and the Spatial INS together with the sensor 
configuration presented in Figure 6-6, was used. As stated previously, the 
smartphone together with the app called GPSLogger was utilised to gather the 
GNSS data while the bicycle was in motion. In addition, the Spatial INS was used 
to collect enhanced position data with the aid of the tablet PC and bespoke data 
acquisition software illustrated in Figure 5-30. The selected survey route consists of 
Myddelton St, Gloucester Way and Whiskin St as illustrated in Figure 6-11(a) and 
comprises 39 survey points, of which two are presented in Figure 6-11(b) below. 
  
(a) (b) 
Figure 6-11: (a) OS map of the experimental route; (b) The first two control points along 
the survey route 
6.4.2 Data processing and Results 
Following the experiment setup, several trials were conducted and the graph in 
Figure 6-12 illustrates the Spatial INS trajectory obtained from a single trial along 
the surveyed route shown in Figure 6-11(a) above. In the graph below, the black 
line represents the INS trajectory, while the red hollow circles with the dotted line 
represent the survey points. It is clear from the graph that the Spatial INS could 
locate the initial and final few positions, but the Spatial INS could not track the 
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bicycle throughout the route with a high accuracy and could not maintain the 
positioning of the bicycle while it was in motion. 
 
Figure 6-12: Survey points versus Spatial INS trajectory 
Figure 6-13 represents the GPS trajectory of the bicycle motion along the survey 
route of the trial, where the pink line with the dots represents the GPS points 
established using the smartphone, and the red hollow circles with the dotted line 
represent the survey points. As expected, GPS alone does not provide a high 
accuracy throughout the route but some of the measured positions do correspond 
to the survey points. Thus, this information can be fused with the developed position 
Kalman filter discussed in Section 4.4.4 which was designed to enhance the 
positioning accuracy of the bicycle’s motion with the acquired data from the onboard 
sensors. Thus, to select the appropriate GPS points for the fusion algorithms, error 
values were first computed for each of the sample points from the GPS with respect 
to the current position data based on the DR algorithm. For this step, it was assumed 
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that the accuracy of the DR position data is within the acceptable range for a given 
time horizon.  
 
Figure 6-13: Survey points versus GPS trajectory 
The graph below illustrates the error values and the points which were below the 
threshold and were selected for the position Kalman filter in the fusion algorithms. 
 
Figure 6-14: Selection of GPS points below the threshold limit 
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The graph in Figure 6-15 represents the fused trajectory consisting of the positions 
based on the GPS, RSS of Wi-Fi APs and mobile phone base stations, as well as 
relative positions found through the acquired data from the measurement sensors 
of the iBike. In the graph, the black dots denote the stationary positions of the 
bicycle, which were established using the Google Maps app, the pink dots represent 
the GPS positions, which were computed by the GPSLogger app when the bicycle 
was in motion, the green line represents the fused trajectory based on the fusion 
algorithms. The black and pink dots were used in the position Kalman filter as the 
measurements. Moreover, the red hollow circles represent the survey points 
established prior to the experiment, while the red star denotes the initial position 
used in the algorithms. 
 
Figure 6-15: Survey points versus Fused trajectory 
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In summary, the graphs in Figure 6-12, Figure 6-13 and Figure 6-15 above 
demonstrate the trajectories of each of the systems of a single experiment along the 
survey path. These graphs show that each trajectory differs from all the others. The 
fused trajectory is more consistent with the survey path whereas the GPS and INS 
have a large discrepancy. Nevertheless, a process was devised to compute the 
error of each system against the ground truth survey points. This process involved 
extracting the data for each trial from the database, and extrapolating the 
timestamps which were associated with the survey points around the route using 
the k-nearest neighbours algorithm, where fused and survey points were used as 
the inputs to the function and the outputs were the extracted timestamps. Figure 
6-16 presents the process described above. 
 
Figure 6-16: The process of data extraction and extrapolation  
Thus, using the above process the extrapolated points of each of the trajectories 
presented in Figure 6-12, Figure 6-13, and Figure 6-15 are illustrated below. In this 
graph, the red hollow circles represent the survey points, and the black crosses, the 
pink squares and the green stars represent the extrapolated points of the Spatial 
INS, smartphone GPS and fused data respectively.  
Following the extrapolation of the points, error values were then computed for each 
of the systems with respect to the 39 survey points and the same process was 
repeated for several trials. Thus, the next section reports on the analysis of the 
results of the experiments. 




Figure 6-17: Survey points versus extrapolated points 
6.4.3 Statistical Analysis of the Results 
Following the data processing and extrapolation of the points, FPE values were then 
computed for each of the systems. The same process was repeated for several 
experiments, where Table 6.2 summarises and compares these experiments along 
the selected route. This table presents the average error, standard deviation, 
maximum and number of samples for each of the systems along with the trial 
number. Additionally, sample datasets of the raw (unfiltered) errors and positions of 
each system are included in Appendix C.  
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Fused 0.18 0.27 0.96 7435 
1 INS 4.57 3.36 12.77 201 
GPS 11.33 4.42 21.41 7435 
Fused 0.09 0.25 1.03 6867 
2 INS 6.78 4.45 14.96 172 
GPS 10.04 6.67 33.29 6867 
Fused 0.19 0.43 1.75 7148 
3 INS 12.72 11.19 31.93 175 
GPS 9.11 5.98 30.55 7148 
Fused 0.35 0.63 2.66 7353 
4 INS 11.77 7.87 31.70 177 
GPS 8.13 3.69 15.37 7353 
Fused 0.13 0.24 0.94 7430 
5 INS 8.29 3.56 16.09 189 
GPS 11.67 10.49 41.80 7430 
Fused 0.45 0.82 3.56 7090 
6 INS 18.75 15.62 44.73 181 
GPS 8.34 5.58 24.05 7090 
Fused 0.36 0.69 2.84 7631 
7 INS 7.03 4.39 15.71 199 
GPS 8.28 4.63 22.16 7631 
Fused 0.24 0.49 2.28 7734 
8 INS 5.43 4.77 15.53 194 
GPS 6.30 3.00 13.51 7734 
Fused 0.20 0.35 1.49 7039 
9 INS 19.31 15.07 42.97 169 
GPS 7.28 6.81 31.11 7039 
Fused 0.24 0.38 1.80 7303 
Average 
Results 
INS 10.52 5.95 20.28 184 
GPS 8.94 4.09 20.89 7303 
Figure 6-18 illustrates the comparison of the average errors formulated from the 
above table, and, as can be seen, it is clear from the computed results that the 
average error of the fused trajectories is significantly lower than the Spatial INS and 
GPS by itself.  On the other hand, the Spatial system achieved slightly better results 
than using the GPS alone in trial 1, 2, 5, 7 and 8, and these were the expected 
results in some respects, as the Spatial INS incorporates a high accuracy MEMS 
IMU with a better GPS receiver. However, in trial 3,4,6 and 9, the Spatial system 
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performed poorly in contrast with the GPS and this is an unexpected result given 
that the device is designed to enhance the positions based on the GPS signals.  
Then again, it also demonstrates the challenge of tracking a bicycle with a high 
precision in an urban area even with an expensive system. Nevertheless, in this 
experimental setup, the average FPE of all nine trials for the iBike system with the 
fusion algorithms is within the target localisation accuracy for the Cyclist 360° Alert 
system and this is an achievement obtained through this research work. 
 
Figure 6-18: Comparison of mean error for each trial with the respected system 
The statistical significance tests were also undertaken for the obtained results so as 
to assess the quality of the overall results and determine whether the differences in 
errors of the iBike system with the fusion algorithms are statistically significant. 
Thus, a t-test at 2% significance level was conducted for each trial with the following 
hypothesis: 
➢ The null hypothesis is  𝐻0:⁡𝜇0 = 0.5𝑚.  
➢ The alternative hypothesis is 𝐻1:⁡𝜇0 < 0.5𝑚. 
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where ?̅? is the sample mean,⁡𝜇0 is the specified mean value, s is the standard 
deviation of the sample, 𝑛 is the sample size.  
The sample mean and standard deviation of the sample for each fused trajectory is 
given in Table 6.2 and the sample size for each case is 39, which is equal to the 
survey points of the route. Based on these, the t-test value and the decision on the 
hypothesis for each trial are given in the following table, where the p-value, which 
represents the probability of the observing sample results using the t distribution, 
was calculated using the Excel T.DIST function.   






Decision on the Hypothesis: 
1 -7.61 1.88E-09 Reject Null and Accept Alternative Hypothesis 
2 -10.27 8.20E-13 Reject Null and Accept Alternative Hypothesis 
3 -4.58 2.43E-05 Reject Null and Accept Alternative Hypothesis 
4 -1.47 7.45E-02 Fail to Reject Null Hypothesis 
5 -9.66 4.48E-12 Reject Null and Accept Alternative Hypothesis 
6 -0.35 3.63E-01 Fail to Reject Null Hypothesis 
7 -1.30 1.00E-01 Fail to Reject Null Hypothesis 
8 -3.33 9.64E-04 Reject Null and Accept Alternative Hypothesis 
9 -5.40 1.87E-06 Reject Null and Accept Alternative Hypothesis 
Average -4.27 6.35E-05 Reject Null and Accept Alternative Hypothesis 
As can be seen from the above table, trials 1,2,3,5,8,9 and the average results do 
provide sufficient evidence to conclude that the mean FPE of trials differs from 0.5 
m at the 2% significance level, while trials 4 and 7 are statistically significant at the 
10% level and trial 6 is significant at the 40% level. As a result, the latter trial has a 
lower confidence level compared to the all other trials, but the mean error is within 
the tolerable positional error of the reconstructed trajectory defined in Figure 6-4.  
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One of the reasons for the discrepancy of the results could be due to the quality of 
the accepted GPS data used for the fusion algorithms. In other words, if there was 
unexpected level of noise or errors on the sensors’ data, the DR algorithm would 
incorporate any error into the trajectory, and by coincidence if the measured GPS 
positions also falls within its threshold, then the fused trajectory would follow the 
GPS, even though it is not accurate, rather the actual path. Though these 
occurrences are very low, they are highlighted in the field trial results.  
Furthermore, the cumulative distribution of the average FPE for each of the 
respective systems are presented in Figure 6-19, while Appendix C shows the 
unfiltered cumulative distribution of each of the trials and systems. The graph below 
clearly indicates the improvements made through this research work and 
demonstrates that, on average with an 80% probability, the iBike system together 
with the fusion algorithms can be used to estimate a position with less than 0.5 m 
error, compared to an 11.6 m error from the GPS and a 16.2 m error from the Spatial 
INS under the same circumstances. Further comparisons are made in Table 6.4. 
Therefore, it can be concluded that the iBike achieves better positioning than the 
GPS and INS, and the overall results are encouraging for the future developments 
in this field of study.  
Table 6.4: Comparisons of the probability of the positional error for each of the 
respective systems.   
Probability: Fused (m): INS (m): GPS (m): 
90%: 0.63 18.25 14.87 
50%: 0.09 12.90 7.55 
30%: 0.60 5.03 6.29 
10%: 0.03 3.58 5.46 
 




Figure 6-19: Comparison of fused, GPS and INS average positional error 
6.5 Conclusions 
This chapter concentrated on the testing and validating the developed iBike system 
with the proposed methodologies and focused on the evaluation of the accuracy of 
the overall system. Moreover, the chapter presented results from the field 
experiments which utilised the prototype iBike system in urban traffic conditions to 
gather real-world data while the bicycle was in motion. The collected data then post-
processed using the developed software reported in Chapter 5. 
In summary, Section 6.2 reported on the very first experiment of the iBike system 
with the TS in an outdoor environment. The idea of this experiment was to acquire 
the raw sensors data of the iBike while it was in motion and concurrently tracked by 
the TS. This trajectory was then compared with the positions of the motion of the 
bicycle established using the TS. Accordingly, error values were computed at each 
tracked position and were compared with the extracted point from the DR trajectory 
at the same location. This result was encouraging and led to further improvements.  
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Section 6.3 described the field experiment that was conducted to validate the 
developed fusion algorithms which incorporate the two Kalman filters designed in 
Section 4.4. The results from the field trials supported the proposed methodologies 
and showed that it is possible to achieve a higher accuracy using the developed 
algorithms.  
Section 6.4 then evaluated and compared the accuracy of the fused trajectories, 
which were based on the data from the onboard measurement sensors as well as 
selected positioning data translated from the local and global infrastructures, with 
the Spatial INS and using GPS alone. The overall results led to the conclusion that 
the fused trajectories were smoother, and they resembled natural behaviour that a 
bicycle would follow while being ridden under normal circumstances, obeying the 
highway codes. On the other hand, the trajectories established employing the 
Spatial INS and the smartphone’s GPS receiver did not always illustrate the same 
behaviour throughout the experiments, let alone the accuracy. Consequently, the 
field results confirmed that the innovative sensor fusion algorithms together with the 
iBike developed in this study, certainly, enhances the positioning accuracy and 
reliability.  
Furthermore, taking into account the error introduced by the ground truth 
technology, the experimental results suggest that the design requirement of 0.5 m 
localisation accuracy for the Cyclist 360° Alert system is met with an 80% probability. 
Until further and more extensive tests are carried out to minimise that error, 
however, this result should be treated with some caution mainly due to the limitation 
of the method utilised to validate the system with the ground truth technology. 
Moreover, since the ultimate aim is to utilise the developed methodologies in a 
safety-critical application, the error which falls above 0.5 m for the fused trajectory 
will be addressed in future work. 
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7.1 Summary of the Chapter Findings 
Bicycle-related collisions with motorised traffic at low speeds in urban areas are a 
growing problem in modern society and many stakeholders seek to find solutions. 
This thesis presented the first stage of the development of the timely Cyclist 360° 
Alert system, which aims at addressing the problem. The overall concept of the 
system is to provide the ability to monitor the obscured regions and take preventive 
action if a potential conflict scenario is detected. The concept was formulated from 
the review of the accident data in Chapter 2. The review found that one of the main 
causes of accidents between cyclists and vehicles is that the driver cannot spot the 
cyclist in some traffic conflict scenarios, especially in intersections and junctions, 
due to their small size and their erratic movement as well as the blind spots which 
the drivers of the vehicles cannot see from their driving positions. It was also clear 
from the review that although left-turning manoeuvres by a large vehicle across the 
path of a cyclist have the highest rate of fatalities, they were not the only type of 
conflict for cyclists.  
A review of the existing ITS solutions found that a few detection systems are 
available to alert drivers to dangerous situations. However, due to the poor accuracy 
of the warning systems and detection of the cyclists, drivers may distrust and shut 
down the systems. The main reason for the poor accuracy of the systems is the 
errors in the position measurements. If the input position has an error greater than 
±0.5 m, the output prediction from the system is most likely to follow the same trend. 
Therefore, it is important to accurately localise cyclists and vehicles so that 
prediction of potential future collisions can be made with more confidence and that 
positive alerts being triggered by the warning system can be improved. However, 
accurate tracking and estimating one’s position in a critical time-horizon are 
important unresolved challenges, especially for bicycles.  
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Moreover, a desk evaluation of the existing localisation technologies in Chapter 3 
found that although most of the widely available localisation systems can be utilised 
to estimate the position of an object, these systems do not provide sufficiently high 
resolution and accuracy to locate and track a bicycle in real-time, mainly due to its 
small size and erratic movements. On the other hand, some systems able to meet 
the design requirements do exist, but they are either subject to restrictions or are 
too costly. Therefore, a hybrid approach was proposed using the GPS, WPS, CTPS 
and bicycle motions. Here, the objective was to develop innovative multi-level 
sensor fusion methodologies that relied on low-cost sensors, such as the ones 
commonly found in smart devices, to monitor the bicycle’s motion, and to interact 
with ubiquitous communication technologies on the local and global infrastructures 
(such as Wi-Fi access points, mobile base stations and GPS). As a result, using an 
appropriate sensor fusion technique, the sensor data could then be combined to 
reconstruct the trajectory path of the bicycle to meet the desired localisation 
accuracy in a cost-effective way for the cyclists. 
Consequently, through the study of bicycle kinematics and geometrical relationships 
illustrated in Chapter 4, sensor fusion algorithms with two Kalman filters, one for the 
direction and one for the position, were developed to improve the positioning 
accuracy for cyclists. The study also helped to identify the five critical kinematics 
measurement parameters of steering angle, roll angle, roll rate, yaw rate and 
travelled distance, along with three crucial bicycle design parameters of wheelbase, 
caster angle and rear wheel diameter, which were required successfully to 
implement the models.  
Accordingly, as presented in Chapter 5, a ‘Barclays Cycle Hire’ bicycle (now 
sponsored by Santander) was instrumented with the MEMS gyroscopes, MEMS 
accelerometers, and absolute encoder and Hall Effect proximity sensors to measure 
the identified kinematics parameters stated above. Moreover, a data acquisition 
system was developed to acquire the sensors’ data and the data from the 
smartphone, Spatial INS and camera, which were equipped on the bicycle as part 
of the prototype system. In addition, a state-of-the-art relational database with 
multiple tables using MySQL was developed to structurally store the raw and 
processed data collected via the iBike system. Two pieces of bespoke software 
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were also engineered for the acquisition and the post-processing of the data with 
the established methodologies.  
Following the development of the prototype iBike system, Chapter 6 presented 
several field experiments which were conducted with the bicycle in urban areas in 
real-life traffic conditions so as to validate the iBike measurement system and to 
acquire real-world data to evaluate the accuracy of the developed methodology in 
Chapter 4 with the readily available positioning systems. Accordingly, the acquired 
measurement data from the sensors were transformed with the techniques 
discussed in Section 5.2 and then post-processed with the algorithm design 
presented in Section 4.6. The overall results of the field experiments led to the 
conclusion that the fused trajectories were smoother, and they resembled natural 
behaviour that a bicycle would follow while being ridden.  
Moreover, taking into account the error introduced by the ground truth technology, 
the experimental results also demonstrated that, on average with an 80% 
probability, the developed methodology in this thesis can be utilised to estimate a 
position with less than 0.5 m error, compared to an 11.6 m error from the GPS and 
a 16.2 m error from the Spatial INS under the same circumstances. The error from 
the GPS was an expected result, as highlighted in the literature review in Chapter 
3. However, the large error for the Spatial INS was an unexpected result given that 
the device is designed to enhance the positions based on the GPS signals. In 
contrast with the results from the iBike system, the Spatial INS performed poorly, 
and this could be due to the technique used to fuse the data. The iBike fusion 
algorithm is more sophisticated and enhanced to rely on both the onboard 
measurements (for a given time horizon) and GPS, WPS and CTPS whenever their 
data fall below the threshold. In comparison, the Spatial INS heavily relies on the 
GPS and it probably does not apply the above technique. Consequently, the real-
world data from the field experiments clearly demonstrate the appropriateness of 
the developed system together with the algorithms designed in this thesis. 
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7.2 Summary of Contributions  
The contributions of the research work are summarised below: 
➢ An Innovative Concept for Tracking Cyclists – Traffic safety at or near 
intersections has always been a major concern due to the complex driving 
scenarios, and real-time tracking of cyclists in these environments is a major 
engineering challenge, especially as cyclists are able to move more freely and 
occupy a small region of space. They are also somewhat unpredictable. 
Localisation of cyclists is made even more difficult with the requirement of a high 
level of accuracy, so that false alerts to the driver, which could be dangerous in 
some traffic situations, could be avoided. Nevertheless, an innovative concept 
named “Cyclist 360° Alert” was formalised from the understanding of the main 
causes of bicycle-vehicle related collisions, and from the main drawbacks of the 
existing ITS solutions reviewed in Chapter 2. Furthermore, in the review of the 
existing positioning systems methodologies in Chapter 3, it was found that no 
single localisation system currently exists to fulfil the requirement of the 
formulated concept.  Hence, a novel approach was proposed to fuse multi-sensor 
data to improve the localisation accuracy based on existing technologies and 
sensors widely found on smart devices and in urban areas. 
➢ Sensor Fusion Algorithms for Pedal Cycles – A study was conducted to 
understand the characteristics of bicycle behaviour, specifically the turning 
behaviour while it is in motion, in order to develop a methodology to fuse multiple 
sensor data and output position information in terms of Eastings and Northings 
(Ordinary Survey coordinate system). Then from bicycle kinematics, a simplified 
positioning model was developed to reconstruct the bicycle’s trajectory using a 
dead-reckoning technique. The model was then further developed and utilised in 
a Kalman filter fusion algorithm to improve the localisation accuracy, compared 
to existing systems. The full design of the mapping algorithm with design models 
are presented in Chapter 4.    
➢ Instrumentation and Validation of an Instrumented Bicycle – A number of 
kinematics measurement parameters and bicycle design parameters were 
defined from the design of the sensor fusion algorithms. Then an overall system 
architecture presented in Chapter 5 was formulated and developed to support the 
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proposed algorithms. Based on the design, a Santander Bicycle Hire cycle was 
instrumented with various low-cost sensors which are capable of taking real-time 
measurements of the specified kinematics parameters. The sensor data was 
fetched and either stored locally or transmitted to an onboard tablet PC for 
processing. The raw data was then post-processed to reconstruct the bicycle’s 
trajectories using the derived models proposed through mapping algorithms and 
then fused with other positioning systems using the Kalman filters.  
Validation of the completed system was a difficult task partly because there is no 
system which can truly give the actual trajectory of the bicycle and can serve as 
the ground truth for a journey. Thus, a pioneering method was proposed and used 
to validate the iBike measurement system as well as other positioning systems. 
A number of field trials were conducted with the iBike and results are promising. 
➢ A State-of-the-art Database of Cyclist Trajectories – Although a number of 
datasets currently exist for vehicles, to the best of the author’s knowledge, there 
is no single dataset for cyclists’ trajectories or modelling studies.  Therefore, this 
research study designed and developed a state-of-the-art relational database 
with multiple tables using MySQL to structurally store the raw and processed data 
collected via the iBike system from field experiments. In other words, the 
database contains organised data from multiple systems installed on the 
instrumented bicycle. These systems include the iBike measurement system, 
Global Positioning System, Spatial Inertial Navigation System and data from a 
camera. The database was designed with a unique set of keys so that data can 
be assessed effortlessly and can be used to conduct further road safety analysis 
studies, for example on the behaviour of cyclists.  
7.3 Reflection on Overall Work 
Reflecting on the work conducted for this thesis, the actual development of the iBike 
system was a complex process and involved many technical challenges which had 
to be resolved. A number of new skills were essential in order to develop the 
measurement system for the iBike. In particular, several new pieces of software had 
to be learned so as to implement the necessary circuits and electrical systems and 
to develop CAD models to house the electronics. However, one of the main 
challenges, in carrying out the experiments, was the establishment of the ground 
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truth position data, since there is no single existing system which can give the actual 
trajectory of the bicycle while it is in motion and which can serve as the ground truth. 
With reference to Sections 6.3 and 6.4, an alternative method was devised for 
establishing the ground truth of the experiments. As a result, approximate 
coordinates of the bicycle at the surveyed locations were available and this made 
possible an estimate of the accuracy of the overall system with the proposed 
algorithms. This method overcame the major challenge.  
On the other hand, due to the limitation of the methodology utilised to validate the 
iBike system with the ground truth technology and the inherent positional error, the 
overall results should be treated with some caution until further tests are carried out. 
Another challenge was the amount of funding available for the project. With stronger 
financial support, an unmanned aerial vehicle could have been employed to track 
the bicycle from the air while it was being ridden. More time for modelling could have 
produced a non-linear approach for the fusion algorithm which would have resulted 
in better performance of the overall iBike system. However, the considerable time 
spent on the initial review of the localisation technologies proved to be highly 
valuable. 
In summary, the results from the field trials with the instrumented bicycle 
demonstrated the appropriateness of the hybrid approach as the position accuracy 
indeed can be improved over what is currently offered by GPS alone. Moreover, the 
analysis of the validated results presented in this thesis demonstrated that the 
innovative sensor fusion algorithms together with the iBike developed in this study 
improves the accuracy of the localisation. As a result, the methodologies along with 
the iBike can be applied to track cyclists, can potentially be utilised with a collision 
warning algorithm to reduce the occurrence of false alerts and can be employed 
within the Cyclist 360° Alert system in order to improve cyclist safety. 
Furthermore, the iBike concept alone has many applications, aside from being an 
enabler of the Cyclist 360° Alert system. For example, iBikes can be used to collect 
environmental data to monitor air quality or to identify common cycling paths in busy 
junctions, even going as far as triggering priority at traffic lights at certain times. The 
concept can also be employed to enhance anti-theft systems, as well as to assist 
emergency services in case of accidents by transmitting the precise location of the 
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bicycle involved. In an increasingly congested urban environment more and more 
people will be attracted to travelling by bicycle if they think cycling is a safe 
alternative mode, and the iBike concept could contribute to that vision by offering a 
portable version of the iBike system, such as a smartphone app and this is the 
ultimate aim of this project.  Overall, the design of the iBike system is part of the IoT; 
thus, it can serve as a vital tool in the context of a smart city and ITS. For example, 
transport could be integrated with air pollution control and other sustainable systems 
in the smart city of the future.   
7.4 Scope for Further Work  
Besides the development of the entire Cyclist 360° Alert system and its work phases 
discussed in Section 3.7, there are several other ways in which the work presented 
in this thesis can be advanced. A few of these future advances in the context of the 
positioning accuracy of a bicycle are described in the following subsections.  
7.4.1 Onboard Sensor Fusion and Hardware 
Precise measurements of the identified kinematic parameters of the bicycle are 
some of the important factors that determine the accuracy of the overall system. In 
other words, if the input parameters to the algorithms have inaccuracies, the output 
position from the system is most likely to follow the same trend. Hence, it is crucial 
to obtain the measurements as precisely as possible.  
As stated in Section 5.3.1, in this study, the GY80 breakout board, which consists 
of an L3G4200D Gyroscope, an HMC5883L magnetometer, an ADXL345 
accelerometer and a BMP085 pressure sensor, was utilised. This relatively low-cost 
module is commonly found in various applications and similar kinds of MEMS 
sensors found in this module are also incorporated in smart devices such as mobile 
phones and tablet PCs. As can be seen in Figure 7-1, each of the subcomponents 
of the GY80 provides a specific kind of information about the object it is attached to, 
such as orientation from the gyroscope, north direction from the magnetometer, 
acceleration and gravity from the accelerometer, and elevation and temperature 
from the pressure sensor. Commonly, the fusion product of this information is then 
being used to obtain the information on the 3D rotation, travelling or heading 
direction and 3D translation. Consequently, the sensors data can also be used with 
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a suitable fusion algorithm to compensate for errors or noise in the sensors reading. 
For instance, the atmospheric temperature affects the gyroscope’s output [176] and 
it can be corrected through the temperature readings. More importantly, since the 
direction or the yaw angle is a vital parameter to determine the position of the 
bicycle, the magnetometer data in future studies can be employed to deliver a more 
accurate and reliable orientation of the cyclist.     
 
Figure 7-1: Sensor modules of GY80 with possible outputs from sensor fusion 
Furthermore, more and more smart devices are also incorporated with an MPU that 
combines a 3-axis MEMS gyroscope, a 3-axis accelerometer and 3-axis 
compass on the same silicon die together with an onboard Digital Motion Processor 
(DMP) capable of processing complex 9-axis motion fusion algorithms [177]. The 
unit itself is a relatively low-cost module that can be utilised in the future version of 
the iBike system so as to improve the accuracy of the measurements of the 
kinematic parameters.  
7.4.2 Collection and Processing of Wi-Fi and Cell Data 
In this study, a smartphone and the Google Maps app were employed to determine 
the stationary positions of the bicycle based on Wi-Fi APs, cell towers and GPS. 
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However, even with the fusion of three separate systems, it was discovered that the 
position accuracy using the app does not always fall within the required accuracy, 
and this could be due to the methods which are utilised in the cloud to compute the 
positions. Thus, in future, an app could be developed to extract and collect the raw 
data from the infrastructures and apply improved RSS-based methods to enhance 
the positioning based on the Wi-Fi and cell towers signals. For instance, Yang et al. 
[178] presents an enhanced RSS-based model, which is established from Equation 
(3.18) but with more modelled parameters to increase the localisation accuracy of 
the receiver. Hence, similar models could be implemented with the extracted data 
from the Wi-Fi APs and cell towers and fused with GPS data using the developed 
fusion algorithms in this thesis.  
7.4.3 GPS Weighting Factor with Artificial Neural network 
The weighting factors which are used to combine the fused data from the output of 
the Kalman filters in Sections 4.4.3 and 4.4.5 are also important for a highly accurate 
localisation. Currently, these factors are determined from a sample set of 
experimental data where several sample positions for a known (surveyed) location 
were collected using the GPSlogger app and Google Maps app. The sample 
positions were compared with the surveyed location in order to determine the mean 
error for each system. This information was then utilised to determine the weighting 
factors with the Equation (4.46). However, this method can be optimised using 
artificial intelligence (AI) so as to integrate many other factors such as the estimation 
of noise from the sensors, weather conditions, approximate location using GPS, 
positional error and a number of visible satellites. The output weighting factor of the 
GPS from the AI can be then utilised for the combinations of the positioning data. 
The overall method could easily be implemented on the MATLAB with its user-
friendly GUI for the development of the neural network and an illustration of such 
network is shown below.  




Figure 7-2: MATLAB’s AI Neural Network [179] 
7.4.4 Fusion of Local Sensors 
Another characteristic that determines the accuracy of the position over a long 
distance is the fusion of the data generated by the local and global infrastructures. 
In this study, Wi-Fi APs, mobile phone base stations and satellites, on which 
localisation systems depend, were used with the addition of the two Kalman filters 
to enhance the positioning of the bicycle with its motion measurements. However, it 
was discovered that in a very few cases, if the motion measurements are not very 
accurate due to unexpected level of noise in the data, and if by coincidence the GPS 
measurements also fall within the threshold, then the fused trajectory tends to follow 
the GPS track, even though it is not accurate, rather the actual path (survey points), 
and such an occurrence is illustrated in Figure 7-3.  
 
Figure 7-3: Survey points versus Fused trajectory with GPS data only 
On the other hand, with respect to the developed fusion algorithms, the behaviour 
of the fused trajectory is as expected because it was designed to follow the path of 
GPS measurements whenever the data fall within the threshold. However, it is 
extremely difficult to precisely determine when the GPS measurements are within 
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the boundary or threshold of the actual path, so that generated data could be 
inaccurate. The precision could be improved with the integration of the AI mentioned 
in the previous section for the weight factors so that they could be reduced further 
in such conditions. Nevertheless, in order fully to resolve the issue, it is necessary 
to obtain the positioning data from a system which can be counted as a reliable 
source of information and two of the systems described below may fulfil the 
requirements.  
Firstly, detection and movement of cyclists on the road with cameras and machine-
learning techniques are areas of study that have recently gained importance in 
research on smart cities. For instance, Vivacity’s traffic monitoring  [180] and Aralia 
Systems [181] already have the capability of tracking and detecting objects with 
footage from cameras. Moreover, as per Aden’s state-of-the-art review of traffic 
monitoring infrastructure in London [86], traffic monitoring cameras, especially the 
fixed cameras overlooking at the roads, can be employed to detect the position of 
the cyclists with high accuracy. Thus, this approach can be utilised to fuse the data 
acquired by the bicycle with that from the cameras where the weighting factors could 
be as high as one. In other words, more trust can be put on the positions based on 
the cameras than the GPS data.  
Secondly, the recent development of smart parking sensors [182] can also be 
employed to detect the presence of the cyclists together with near-field 
communications where smart sensors can be assigned the precise location of their 
positions and transmit the information when the bicycle is ridden over it. Again, this 
information can be weighted as one and used with the fusion algorithms developed 
in this thesis. In other words, the smart parking sensors can be treated as the 
random control points used in Section 6.3, which made it possible to achieve 0.5 m 
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Appendix A: Additional Materials on the 
Development of the iBike System 
 
A.1 Brief Operating Principle of iBike Components 
The following section studies the operating principle of the required measurement 
sensors and the Arduino microcontroller board. 
A.1.1 Hall Effect Sensor 
A Hall Effect sensor is a type of proximate sensor that generates a voltage in 
response to the proximity of a magnetic field. Hence, it’s a transducer that converts 
a magnetic field to an electrical signal. The word Hall Effect is named after Edwin 
Hall who discovered it back in the 1870’s.  The physical principle underlying the Hall 
Effect is the Lorentz force. To generate a potential difference across the device the 
magnetic flux lines must be perpendicular to the flow of current and be of the correct 
polarity, generally a south pole. An illustration diagram is shown in Figure A-1 where 
the blue arrows represent a magnetic field passing perpendicularly through the 
conductive plate. 
The Hall Effect sensors are widely used in industries for many applications such as 
proximity switching, speed detection, positioning and current sensing applications. 
In the simplest form, a Hall Effect sensor operates as an analogue transducer, 
where it outputs a voltage that is proportional to the strength of the magnetic fields 
that are detected; hence it is a device which is activated by an external magnetic 
field and it is an active device.  An additional circuitry can be combined with the 
sensor to allow the device to operate in a digital mode and thus, it can then act as 
a digital on and off switch. These digital Hall Effect sensors have many uses in 
consumer equipment. For instance, printers use them to detect missing paper and 
open covers.  
The Hall Effect sensors are highly reliable and durable devices, and therefore they 
are commonly used to time the speed of wheels and shafts such as for tachometers, 
internal combustion engine ignition timing and anti-lock braking systems. For this 
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project, a Hall Effect sensor is used to detect the rotation of the bicycle’s rear wheel 
and to count the spokes in order to calculate the revolution per second.  
 
Figure A-1: The Hall Effect and Lorentz force [A1] 
Magnetic fields have two important characteristics; flux density (B) and polarity 
(North and South Poles). As mentioned earlier, the output signal from a Hall Effect 
sensor is a function of the magnetic field density around it, and when the magnetic 
flux density around the sensor exceeds a certain pre-set threshold, the sensor 
detects it and generates an output voltage called the Hall Voltage VH. Figure A-2 
below, shows the operating principle of a Hall Effect sensor, which consists of a thin 
piece of rectangular p-type semiconductor material such as gallium arsenide 
(GaAs), and when the device is placed within a magnetic field, the magnetic flux 
lines exert a force on the semiconductor material, which deflects the charge carriers, 
electrons and holes to either side of the semiconductor slab. In response to this 
force, the electrons move in a curved path along the conductor, and a net charge 
and therefore a voltage develops across the plate.  
 
Figure A-2: Hall Effect sensor operation principle diagram [A2] 
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The Hall voltage, VH, obeys equation  (A.1), which shows that VH is proportional to 
the applied field strength, and that the polarity of VH is determined by the direction, 
either north or south, of the applied magnetic field, and as a result the Hall Effect is 
employed as a magnetic sensor.  






where I is the current across the plate length, B is the magnetic field, t is the 
thickness of the plate, q is the magnitude of the charge of the carriers and  𝝆 is the 
number of charge carriers per unit volume 
A comparator can be used to provide an additional circuit, where a pre-set threshold 
can be fixed so that the device will only output a digital signal when the input goes 
above or below a threshold voltage.  On the other hand, the detected output voltage 
from the semiconductor is extremely small, only a few microvolts, and typical Hall 
Effect sensors would need to have other integrated circuitries to make the device 
operate smoothly. A typical Hall Effect sensor consists of Hall sensor, DC amplifiers, 
logic switching circuits, voltage regulators to improve the sensing sensitivity, 
hysteresis and output voltage.  The diagram below represents a typical hall Effect 
switch that can be used to detect the presence of a magnetic field near the device 
and it can be used in conjunction with a microprocessor to determine the speed of 
a moving rotational object. 
 
Figure A-3: Typical Hall Effect sensor diagram [A2] 
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A.1.2 Optical Encoder 
An encoder is an electrical mechanical device that converts linear or rotary 
displacement into a sequence of digital pulses. There are two types of mechanical 
configurations for optical encoders: rotary and linear encoders, but only the rotary 
encoders will be discussed here as the linear encoders are outside the scope of this 
project. The rotary encoders are widely used for many industrial applications which 
require precise shaft position with unlimited rotation such as robotics, radar and 
conveyors.   
The most popular type of encoder is the optical rotary encoder. It is an electro-
mechanical device that converts a rotational motion into an electrical signal. In other 
words, it is a device that converts the angular position or motion of a shaft to an 
analogue or digital signal. However, there are two different types of optical rotary 
encoders: incremental and absolute. The difference between these two types is 
explained below. 
An incremental optical rotary encoder consists of a transparent rotary disk, a light 
source and a photo-sensor(s).  The disk contains a coded pattern of opaque and 
transparent sectors that are equally spaced to determine the movement of the disk. 
When the disk rotates, the patterns interrupt the light that is produced by the light 
source onto the photo-sensor(s). This causes the encoder to generate a train of 
equally spaced pulses as it rotates; it generates a pulse for each incremental step 
in its rotation. As a result, the output of the incremental encoder provides information 
regarding the motion, which is then further processed elsewhere, usually with a 
microcontroller. The signal is then converted into speed, distance and position. An 
illustrative diagram of an optical rotary encoder is shown in Figure A-4(a).   The 
incremental encoder can provide a high degree of resolution, but it cannot provide 
information regarding an absolute position. Furthermore, the output of the single-
channel encoder cannot indicate the direction of the rotation.  However, this can be 
overcome by using a two-channel or quadrature encoder which uses two detectors 
and two code tracks with sectors positioned 90° out of phase.  An example output 
of a two-channel encoder together with code tracks is shown in Figure A-4(b). Most 
of the optical incremental encoders also include a third channel called an index, 
which produces a single pulse per revolution of the encoder shaft, and it is often 
employed as a reference marker for the starting position.  





Figure A-4: (a) Optical Rotary Encoder [A3]; (b) Two-Channel Encoder [A4] 
A second type of encoder is the absolute optical rotary encoder operating similarly 
to the incremental one described above, and it also contains similar components. 
However, there is one exceptional difference between them. An absolute encoder 
employs a transparent disk with uniquely marked patterns for each position on the 
optical disk, and thus each position is identified with a unique code from the output 
of the encoder. The main advantage of absolute encoders is that they maintain 
position information even when the power is removed from the system and the 
position information is immediately available again after restoring power. In contrast, 
the incremental encoders do not maintain position information after the power is 
removed from the system and position information cannot be retrieved immediately 
on applying power. The absolute encoder uses one other additional component 
called the stationary mask or reticle, which is placed in between the photo-detector 
and the optical disk; an illustration diagram is shown in Figure A-5. The output signal 
generated from the absolute encoder is in digital bits and they are configured to the 
light which is received by the photodetector while the disk rotates.  Thus, each 
position has its own unique bit configuration.    
 
Figure A-5: Absolute Optical Encoder Simplified Structure [A5] 
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A.1.3 Gyroscope  
A gyroscope is usually considered to be a device employed for measuring 
orientation based on the principle of conservation of angular momentum. A 
mechanical gyroscope typically consists of a freely spinning disk called a rotor on 
an axle, which is mounted on a series of gimbals. Each gimbal offers the spinning 
disk an additional degree of rotational freedom. Thus, as long as the gyroscope is 
spinning, it will maintain a constant orientation. When external torques or rotations 
about a given axis are present in these devices, orientation can be maintained, and 
measurement of angular velocity can be measured due to the phenomenon of 
precession. Figure A-6 below shows a typical rotary gyroscope with various 
features.  Newton’s third law of motion states “a body in motion stays in motion 
unless it’s acted upon by external force”. Thus, the same principle can be applied to 
other moving structures as well and not just spinning bodies. For example, a flying 
insect uses flapping wing-like structure called halters, and they vibrate up and down 
rapidly and function as a gyroscope; informing the insect about the rotation of the 
body during flights.  
 
Figure A-6: A typical mechanical Gyroscope [A6] 
However, an emerging nano technology related to Micro-Electro-Mechanical 
Systems (MEMS)-based gyroscopes operates on the same principle. In other 
words, the MEMS gyroscopes use a similar vibration structure to make an electronic 
device function as the gyroscope. However, there are also other kinds of gyroscopes 
available such as Fibre optic gyroscope and they will not be discussed here as they 
are beyond the scope of this project. 
As stated earlier, a vibrating structure gyroscope, standardised by IEEE as Coriolis 
vibratory gyroscope (CVG), uses solid-state resonators of different shapes that 
functions much like the halters of an insect. The MEMS gyroscopes use the same 
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basic principle; they have a set of microscopic wings that vibrate back and forth with 
the piezoelectric current. When the gyro springs, the wings want to keep vibrating 
up and down in the same direction. This causes them to put pressure on the 
piezoelectric components and generates an electrical signal that can be read by the 
computer.  
A.1.4 Accelerometer 
An Accelerometer is a device that can measure the force of acceleration, which is 
either caused by gravity or by movement. Thus, an accelerometer is an instrument 
that can measure the acceleration of a moving or vibrating object that it is attached 
to. A simple accelerometer is a device that measures gravitational pull, which is the 
acceleration experienced by people and objects whether near earth’s surface or in 
freefall. The essential principle of an accelerometer in the simplest form is shown in 
Figure A-7. The diagram illustrates that when the device is perpendicular to a 
horizontal surface on earth, the gravity stretches the spring downward and it is 
indicated by the mark labelled 1g, which simply means one unit of gravitational 
acceleration. On the other hand, the device will show 0g if it is laid flat on the surface. 
In other words, the spring will not experience any gravitational pull and it will not 
extend. As a result, the device makes it possible to measure acceleration due to 
gravity. Three of these basic accelerometers set orthogonally to each other could 
be used to determine the orientation of an object in three-dimensional space. An 
electronic accelerometer uses the same principle as the simple accelerometer 
device, but their internal structures are more complex.  
 
Figure A-7: A simple Accelerometer Device 
In a small electronic accelerometer piezoelectric, piezoresistive and capacitive 
components are commonly used to convert the mechanical motion into an electrical 
signal.  Micro-Electro-Mechanical Systems (MEMS) based accelerometers can 
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measure the vibration, or the acceleration of motion of a structure.  The basic theory 
behind these accelerometers is similar to the gyroscopes described in the previous 
section. The force caused by a change in motion or vibration causes the microscopic 
crystal silicon structures inside the mass to stress and this generates a voltage that 
is proportional to the force and acceleration. An example of this type of 
accelerometers made from a slab of silicon is shown in Figure A-8. The housing, 
which is stationary, is the large block at the base, to which are attached several 
stationary polysilicon fingers.  The seismic mass is the H-shaped object with the 
‘tongues’ extending from it. The mass is secured at the ends so that it can freely 
move left and right between the stationary fingers. A typical accelerometer with 
similar structure only occupies an area of 1cm2, thus it is very small.    
 
Figure A-8: A sketch of a capacitive MEMS accelerometer [A7] 
 
A.1.5 Arduino Board 
An Arduino is a single-board microcontroller that can be employed to sense and 
control the physical world. Moreover, Arduino is an open-source electronic 
prototyping platform based on flexible, easy-to-use hardware and software. In 
comparison with a microprocessor, which is typically found in a desktop PC, a 
microcontroller in an Arduino board contains all the necessary elements to execute 
instructions and it also provides external ports that can be used to communicate to 
the outside world such as SPI, I2C, and UART. In other words, a microcontroller is 
a standalone single-chip IC that contains all the necessary components which are 
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normally found in a desktop PC such as a CPU, ROM, RAM and various input and 
output buses to connect to the outside world.  
However, a microcontroller by itself cannot execute any programs without being 
programmed via an external interface to a PC and some microcontrollers also 
require an external crystal oscillator to provide a clock for them.  The Arduino boards 
are relevant here.  The Arduino hardware consists of an open-source hardware 
board designed around an 8-bit Atmel AVR microcontroller, or a 32-bit Atmel ARM, 
and consists of other key components such as a USB port, voltage regulators, an 
external power jack and easy-to-use input and output female header pins. The 
Arduino boards provide an inexpensive, easy and fast way to prototype a system 
that can interact with the outside world using sensors and actuators.  
The Arduino also comes with a simple Integrated Development Environment (IDE) 
[A8] that can run on regular computers such as desktop PCs and laptops and it is 
written in Java. The IDE comes with a user-friendly “one-click compile and upload” 
feature; it is designed to be easy to use without being an expert programmer. The 
IDE allows the programmer to write programs for Arduino using C or C++.  However, 
many of the details are hidden from the user and only two functions are required to 
make an embedded program continually loops and these functions are called 
“setup” and “loop”. The IDE also comes with many open-source libraries and one of 
them is called “Wiring” which makes common input and output operations much 
easier. A program for Arduino is known as a “sketch”, which is then translated by 
the IDE into machine code that can then run on the Arduino Boards.    
A.2 Configuration of the A2K Encoder 
The installation of the optical encoder on the steering hub of the bicycle required a 
shaft to be inserted into the head tube so that the A2K encoder could be mounted 
on the steering axis. As a result, custom plates along with a shaft were designed 
using the CAD software and the mechanical drawings of the CAD design are 
illustrated in Figure A-9. 




Figure A-9: Mechanical drawings of the steering hub 
Figure A-10 below shows the actual plates with the shaft inserted on the steering 
hub, while Figure A-11 represents the actual configuration of the A2K absolute 
optical encoder installed on the bicycle. 
 
Figure A-10: Plates and shaft installed on the steering hub of the bicycle 





Figure A-11: (a) Installation of the base and the optical disk; (b) top cover of the sensor  
A.3 Design and Implementation of the Hardware 
A.3.1 Handlebar Sensors 
The design and implementation of the handlebar sensors, which house the GY80 
breakout board along with the status LED and the push switch, are outlined below.  
1) Schematic Design – Figure A-12 illustrates the schematic circuit diagram of 
the handlebar sensors.  
 
Figure A-12: Schematic circuit diagram of the handlebar sensors. 
2) PCB Design – Figure A-13 represents the design of the top and bottom 
layers’ wire routing of the above schematic.  





 Figure A-13: (a) Design of the top layer routing and (b) the bottom layer routing of the 
handlebar sensors PCB. 
3) Manufacturing and Soldering – Figure A-14 shows the actual PCB of the 
handlebar sensors along with the components and the box. 
 
Figure A-14: (a) Developed PCB with the components 
4) PCB Enclosure - to house and to install the above PCB on the bicycle, a 
bespoke 3D part was designed using the CAD software, and then printed 
with a 3D printer. The developed design and the installation of the parts on 
the bicycle are shown below. 
  
(a) (b) 
Figure A-15: (a) the CAD design of the housing; (b) the 3D printed part installed on the 
bicycle. 
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A.3.2 Main Control Box 
The design and implementation of the main control box, which houses the Arduino 
Mega, Arduino Mini and  SD card reader along with various electronic components, 
are outlined below.  
4) Schematic Design – Figure 5-15 illustrates the schematic circuit diagram of 
the main control box.  
 
Figure A-16: Schematic circuit diagram of the main control box 
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5) PCB Design – Figure 5-16 represents the design of the top and bottom layers’ 
wire routing of the above schematic.  
  
(a) (b) 
 Figure A-17: (a) Design of the top layer routing and (b) the bottom layer routing of the main 
control box PCB. 
6) Manufacturing and soldering – Figure 5-17 shows the actual PCB of the main 
control box.  
 
Figure A-18: (a) Developed PCB for the main control box with the components and wiring 
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7) PCB enclosure - to house and to install the above PCB with the components 
on the bicycle, a bespoke 3D part was designed using the CAD software, and 
then printed with a 3D printer. The CAD designs of the parts are shown below. 
  
(a) (b) 
Figure A-19: (a) Top cover and (b) the base of the enclosure for the main control box. 
A.3.3 Brackets 
Additionally, a number of brackets were also designed using the CAD software and 
then manufactured so that the enclosures and sensors could be secured to the 
frame of the bicycle.  Two examples of the brackets are shown below: 
  
(a) (b) 
Figure A-20: (a) Hall Effect sensor bracket; (b) Seat tube enclosure brackets 
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A.4 Electrical Connections of the Complete iBike System 
The diagram represents the electrical connections of the entire system installed on 
the bicycle. As can be seen, the smartphone and the camera are operated as 
standalone systems, and the other sensors’ modules are connected to the main 
control box either via RJ11 straight cables or via screw terminals. Moreover, the 
data from the control box and the INS system are then transferred to the tablet PC 
via USB cables.  
 





Appendix B: Development of Test Rig 
 
B.1 Design of the Test Rig 
As discussed previously, the gyroscope sensors do not output “angles” directly. 
Instead, they provide the instantaneous angular rates, which are caused by the 
change in motion. Similarly, the accelerometers only provide acceleration due to 
motion or shock and due to gravity in tilt-sensing applications. Therefore, both 
sensors’ data need to be transformed for the application of measurements of angles. 
Moreover, the gyroscopes often provide very accurate angular rates momentarily in 
dynamic situations, whereas the accelerometers provide accurate acceleration data 
in static situations. As a result, often these two sensors’ data are combined to obtain 
more accurate information.  
Consequently, to obtain the initial data from the gyroscope and the accelerometer 
sensors, and to test the measurement accuracy of angles in static and dynamic 
conditions by simulating the steering behaviour of a bicycle, a two-axis motorised 
rotational platform was developed using a closed loop motor control system as 
shown in the block diagram below: 
 
Figure B-1: Closed-loop motor control system 
The platform consists of two stepper motors, one for simulating the steering and the 
other for controlling the tilting motion, and it is also equipped with two absolute 
encoders. As a result, the platform or the test rig allows data to be fetched from the 
gyroscope and accelerometer sensors and the absolute encoders, which act as the 
reference signals, concurrently. The test rig is controlled from a laptop via a USB 
cable and the angle of rotation and speed is controlled in this way. A block diagram 
of the complete data acquisition system is shown below: 




Figure B-2: Block diagram of the control and data acquisition system 
The figure below represents the CAD design of the platform assembly with the 
stepper motors and absolute encoders. Hence, the design was utilised to 
manufacture the necessary parts of the test rig. 
 
Figure B-3: Mechanical drawings of the test rig 
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B.2 Implementation of Hardware and Software 
Following the design, Figure B-4 below illustrates the developed test rig with the 
motor control circuits and the power supply mounted on it. The implementation of 
the hardware system from Figure B-2 was employed to extract the data from the 
gyroscope and the accelerometer sensors. For this reason, the GY80 breakout 
board was attached directly onto the bar of the test rig and this made it possible to 
measure and compare the information about the angles from the encoders and the 
MEMS sensors. 
 
Figure B-4: The developed test rig   
Following the implementation of the hardware, two pieces of bespoke software were 
also developed using the Processing IDE [A9] to control the test rig and to display 
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the data from the sensors in real-time. Figure B-5 illustrates the interface which was 
developed to send control commands to the platform and to vary the parameters 
such as steering angle, transition delays and transition speeds as well as to transmit 
and receive messages from the Arduino boards.  
 
Figure B-5: Motor control interface 
Figure B-6 illustrates the interface developed for the data visualisation. Each 
rectangle cube on the interface represents the sensor modules found within the 
GY80 breakout board and the interface enabled the behaviour of the sensors to be 
observed as well as the data to be recorded in a file for further analysis. 
 




Appendix C: Additional Experimental Results and 
Field Trial Data 
 
C.1 Experimental Data from the Test Rig 
A three-second window was selected to illustrate the result, as visualisation of the 
entire data set would be difficult.  Figure C-1 shows the extracted raw signals from 
the accelerometer and the gyroscope sensors respectively. In the experiment, the 
platform was rotated between ±30º with angular speed set to 30 revolutions per 
minute and the sampling rate set to 19Hz. Moreover, the gyroscope measurement 
range was set to ±250º per second and the accelerometer range was set to ±2g.   
 
(a) 





Figure C-1: (a) Accelerometer raw data; (b) Gyroscope raw data from the test rig 
C.2 Sample Data from GPS (GPSLogger app) and Spatial INS  
The following screenshot illustrates a sample data set collected via the GPSLogger 
app during the field trial. The data was pre-processed using Excel in order to filter 
out the unnecessary data recorded by the app such as the rows where satellites 
value are zero. 
 
Figure C-2: A sample GPS data collected via the smartphone app. 
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The following screenshot shows the filtered data after the pre-processing stage.  
 
Figure C-3: Filtered GPS data 
The Grid InQuestII software was utilised to transform the coordinates of the GPS 
and INS data from latitude and longitude to Easting and Northing. Hence, Figure 
C-4 illustrates the screenshot of a sample data collected from the Spatial INS and 
loaded onto the software for the transformation.   
 
Figure C-4: A sample Spatial INS data loaded on the Grid InQuestII software 
The following screenshot shows the data settings used for the transformation of the 
GPS and INS data from ETRS89 Geodetic coordinates system to OSGB36 
coordinate system. 




Figure C-5: Data settings used to transform the coordinates 
C.3 Sample Data from the Field Trials 
The screenshot below represents the sample raw data recorded from the iBike 
measurement sensors during a field trial. These data were then transformed into the 
five identified kinematic parameters.  
 
Figure C-6: Sample raw data from the iBike measurement sensors 
Table C.1 represents the 39 coordinates, which associated with the 39 surveyed 
points, of trial 1 for each of the respective system, and Table C.2 represents the 
computed errors at each of the surveyed points for trials 1 to 3 of the systems. 
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Table C.1: Extracted coordinates of Trial 1 
 
Trial 1 
Surveyed points INS GPS Fused 
East (x) North (y) East (x) North (y) East (x) North (y) East (x) North (y) 
531558.7 182683 531559.1 182684.3 531552 182680.6 531558.7 182683 
531543.2 182681.6 531547 182683.1 531537 182671.4 531543.3 182681.9 
531526.5 182675.2 531531.2 182677.9 531520.8 182665.7 531526.2 182676 
531513.8 182666.3 531518.9 182669 531506 182658.2 531513.5 182666.8 
531504.9 182659.2 531510.5 182661.8 531494.3 182649.4 531504.7 182659.8 
531486 182645 531492.2 182647.5 531477.9 182636 531485.7 182645.5 
531476.9 182637.3 531483.3 182639.6 531475 182627.7 531476.7 182637.7 
531470 182631.6 531476.7 182634.1 531477.1 182621.7 531469.8 182631.9 
531469.7 182626.2 531475.9 182628.8 531478.1 182615.9 531469.8 182626.4 
531473.7 182619.8 531479.6 182622.7 531482.9 182610.7 531474 182620.2 
531479.5 182612.6 531484.5 182615.7 531490.6 182602.8 531479.9 182613.2 
531492.5 182599.2 531494.6 182601.2 531503.3 182605.1 531492.8 182599.9 
531502.8 182597.1 531503.8 182597.1 531511.5 182611.8 531502.8 182597 
531510.2 182603.1 531510.6 182602.2 531517.8 182617.2 531510.1 182602.9 
531514.7 182606.9 531514.5 182605.4 531525.1 182623.1 531514.8 182606.8 
531519.8 182610.9 531518.4 182608.9 531532.5 182626.8 531519.6 182611 
531533.2 182621.8 531528 182617.1 531545 182632.3 531532.9 182622.1 
531546.5 182631.9 531538.7 182625.4 531547.4 182634.1 531546.2 182632.5 
531555.3 182617.6 531546.8 182611.8 531543.5 182615.3 531554.7 182617.9 
531552.9 182610.9 531544.5 182606.6 531542.7 182610.8 531552.3 182611.2 
531545.5 182588 531539.2 182590.3 531539.1 182567.1 531545.6 182588.1 
531539.5 182563.3 531537.4 182571.8 531533 182554.3 531538.2 182563.8 
531536.9 182559.1 531535.5 182570.3 531533 182554.3 531536.1 182560.3 
531522.9 182557 531525 182570.1 531521.2 182563.9 531523.7 182558.1 
531518.7 182561.9 531522.5 182572.2 531515.6 182569.2 531519.6 182562.5 
531504.3 182579.5 531507.1 182584.3 531505.7 182586.5 531504.5 182579.8 
531499.8 182583.9 531502.8 182588 531501.9 182590.4 531500.3 182584.3 
531494.8 182589.9 531497.8 182593 531495.8 182595.4 531495 182590.3 
531473.1 182617.3 531477.1 182618.9 531477.5 182624.5 531472.7 182617.1 
531472.4 182640.1 531474.9 182640.3 531487 182638.6 531472 182640.6 
531483.9 182647.9 531485.5 182647 531495.9 182649 531483.7 182648.1 
531491.6 182653.8 531492.8 182652.7 531502.7 182655 531491.3 182654.2 
531509 182666.7 531509 182665.5 531522.3 182672.8 531508.3 182667.5 
531515.6 182672.1 531515.2 182670.6 531529.7 182678.7 531515.1 182672.7 
531525.5 182679.1 531524.6 182677.5 531541.3 182685.8 531525 182679.8 
531533.5 182684.6 531532.4 182682.9 531548.6 182686.7 531533 182685.1 
531538.4 182688.3 531536.9 182686.4 531548.6 182686.7 531538.3 182688.9 
531541.6 182689 531540.1 182687.2 531548.6 182686.7 531541.5 182689.5 
531550.7 182690.7 531549.5 182689.5 531548.6 182686.7 531550.6 182691 
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Table C.2: Computed errors of the coordinates for Trials 1-3. 
Trial 1 Trial 2 Trial 3 
Fused INS GPS Fused INS GPS Fused INS GPS 
0.00 1.35 7.09 0.00 2.05 17.39 0.00 1.68 11.02 
0.31 4.03 11.96 0.16 2.24 18.69 0.41 3.27 10.06 
0.88 5.43 11.09 0.33 4.66 12.09 0.72 4.18 6.81 
0.62 5.72 11.24 0.09 5.34 9.47 0.54 4.57 8.46 
0.58 6.18 14.50 0.44 5.98 8.69 0.21 4.96 10.06 
0.63 6.68 12.07 0.21 6.30 9.15 0.20 5.27 5.06 
0.47 6.83 9.72 0.33 6.32 7.35 0.13 5.37 3.12 
0.32 7.11 12.28 0.19 6.50 6.82 0.36 5.80 4.59 
0.30 6.81 13.25 0.14 5.99 8.11 0.53 5.04 5.85 
0.51 6.61 12.98 0.14 5.81 6.69 0.59 4.30 5.80 
0.67 5.87 14.87 0.38 5.62 5.21 0.62 4.01 4.48 
0.77 2.93 12.29 0.21 3.03 4.52 0.55 2.16 4.14 
0.14 0.95 17.06 0.11 1.72 4.24 0.09 0.63 3.92 
0.20 0.98 15.96 0.21 1.09 4.04 0.35 1.11 6.00 
0.18 1.50 19.25 0.32 2.84 4.30 0.36 2.13 5.75 
0.18 2.46 20.29 0.47 5.16 3.72 0.37 4.09 4.37 
0.40 7.08 15.82 0.27 7.55 2.81 0.36 6.71 1.70 
0.75 10.16 2.36 0.13 10.01 4.89 0.48 8.97 5.19 
0.71 10.28 12.10 0.27 10.76 20.72 0.15 9.28 14.24 
0.61 9.42 10.22 0.06 10.00 24.98 0.33 8.71 31.05 
0.12 6.68 21.91 0.55 5.51 33.79 0.93 7.73 23.78 
1.38 8.78 11.09 0.70 1.80 11.85 0.60 7.49 19.99 
1.46 11.36 6.12 0.37 1.58 12.72 0.59 6.34 21.59 
1.41 13.27 7.17 1.53 3.39 7.34 2.25 7.51 13.19 
1.08 11.00 8.04 1.27 3.79 12.79 2.16 10.25 8.58 
0.36 5.51 7.09 0.62 4.18 15.38 1.07 21.40 9.18 
0.61 5.10 6.80 1.26 4.84 16.86 1.54 22.77 11.10 
0.48 4.29 5.60 1.12 6.53 18.37 1.38 23.95 12.38 
0.43 4.32 8.39 0.35 8.86 18.70 0.10 30.35 11.13 
0.61 2.44 14.63 0.38 8.89 12.06 0.36 32.26 8.34 
0.25 1.86 12.12 0.47 10.42 12.51 0.38 32.43 8.50 
0.52 1.56 11.19 0.54 12.14 10.24 0.68 31.98 5.99 
0.97 1.24 14.68 0.32 13.30 7.36 0.25 29.90 7.08 
0.85 1.55 15.53 0.42 14.19 5.69 0.23 29.43 9.08 
0.94 1.77 17.15 0.34 14.83 6.18 0.05 28.05 12.66 
0.74 2.04 15.25 0.39 14.95 6.82 0.45 26.95 10.34 
0.60 2.47 10.30 0.50 15.32 6.34 0.15 25.87 8.43 
0.47 2.35 7.39 0.23 15.46 4.87 0.24 25.04 9.05 
0.41 1.60 4.45 0.44 15.03 7.43 0.12 23.65 12.90 
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C.4 Approximation of Yaw Rate and Angle for the Kalman Filter 
The estimation of yaw rate noise was found through an experiment and in it, the 
bicycle was kept stationary and held perpendicular to the ground (an inclinometer 
was used to ensure the frame is orthogonal to the ground contact points). Figure 
C-7 illustrates the results of this experiment with the mean value.  
 
Figure C-7: Gyroscope yaw rate while bicycle is orthogonal to the ground 
The estimation of yaw angle noise was found through another experiment, and in 
this, the bicycle was slowly pushed in a straight path and results of the yaw angle 
from this experiment is illustrated in Figure C-8 below. 
 
Figure C-8: Yaw Angle while pushing the bicycle in a straight path  
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C.5 Comparison of Yaw Angles  
Figure C-9 shows a comparison between the DR and fused yaw angles with the 
duration of the experiment, while Figure C-10 illustrates the DR and fused yaw 
angles of the window between 7 and 8 seconds of the experiment. It was clear from 
this experiment that the fused angles were more accurate. 
 
Figure C-9: DR versus Fused yaw angle 
 
Figure C-10: DR versus Fused yaw angle between 7 and 8 seconds 
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C.6 Computation of GPS Mean Error 
To compute the mean error of the GPS, several points were collected at a known 
location which was established from the survey using the TS.  Figure C-11 illustrates 
an example of the experimental result for a single location, where the black dot 
represents the known control point and the pink stars represent the GPS positions 
over a period at the known location. 
 
Figure C-11: GPS positions with respect to a known location 
Thus, using the dataset and the known position, the displacement or the positional 
error from the known location can be easily obtained through the Pythagoras 
theorem as illustrated in the figure below. 
 
Figure C-12: Displacement from the known location 
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C.7 Cumulative Distribution of the Localisation Error 
The following three graphs represent the unfiltered cumulative distribution of the 
positional error between the survey points and each of the respective systems. The 
distribution was computed by ranking the error and dividing by the total number of 
survey points (observations). It can be seen from the graphs that using the Spatial 
INS a position can be estimated with an accuracy of 10m or less with 40-90 % 
probability, whereas, using the GPS alone the same position accuracy can be 
achieved with 30-90 % probability. On the other hand, illustrated in Figure C-15, the 
iBike system with the proposed fusion algorithms performed better than the existing 
enhanced positioning system used for the validation; In fact, with 70-90 % probability 
a position can be estimated with an accuracy of 1m or less.  
 































Figure C-14: Comparison of smartphone GPS positional error 
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C.8 Cricket System Experimental Setup 
The Cricket Indoor Location System [A10] was tried for the ground truth data. In this 
indoor experiment, one listener connected to the laptop via the USB cable, where 
MATLAB scripts were running, and six beacons with the arrangement shown in 
Figure C-16 below were used. The laptop and the listener were attached on the 
bicycle while the beacons were placed on the ceiling using strings so that the 
location of the beacons can be adjusted to measured positions prior to the setup.  
  
(a) (b) 
Figure C-16: (a) Listener and laptop; (b) beacons used in the experiment  
The following figure illustrates the actual placements of the beacons on the ceiling. 
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