Abstract-We consider a communication network, where two mutually interfering 2-user MIMO Multiple Access Channels (MAC) operate simultaneously via the same time-frequency space, and characterize the capacity region of this network when the channel matrices satisfy a strong interference condition. This interfering MAC (IMAC) with aforementioned channel matrices is called strongly ordered IMAC in this paper. To characterize the capacity region we first use the genie aided approach to find out several constraints that must be satisfied by any achievable rate tuple. Then we show that independent Gaussian coding at each transmitter and joint decoding of the messages at the receivers can achieve all the rate pairs that satisfy all the aforementioned constraints. In an IMAC, there are two types of tradeoffs between rates of communication: 1) the tradeoff between the rates of users from different MACs; and 2) the tradeoff among rates of users belonging to the same MAC. The result of this paper reveals homogeneity between the two types of tradeoffs.
I. INTRODUCTION
The so called 2-user interference channel (IC) model is the simplest configuration to analyze and subsequently characterize the fundamental tradeoff that exists among the communication rates of several transmit-receive pairs operating via the same time frequency space. For instance, consider the uplink of two adjacent cells in the cellular network. The IC models the scenario when each cell contains exactly one user which intend to communicate to its corresponding base station and in the process causes interference to the other communication link. The intensive research on IC over the past decade has revealed numerous interesting and sometime surprising results which promises significant improvement of the overall performance of the network.
However, the cellular region served by a base station rarely contains only one user and therefore in practice a scenario where both the adjacent cells have multiple users and all users in a particular cell is trying to communicate to their corresponding base station simultaneously and in the process interfering with the communication of the adjacent cell is more typical. The communication within a single cell can be modelled by the well known Multiple Access Channel (MAC) and as a result we have two mutually interfering MAC (IMAC). In contrast to IC, the IMAC model not only captures the tradeoff between the communication rates of users belonging to different cells, but also simultaneously captures the tradeoff
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While there are plethora of research articles on ICs [1] , [2] , research efforts on the IMAC is almost non-existing. To the best of our knowledge, the only previous result on IMAC was reported in [3] , where the authors consider an IMAC with single antennal (SISO) nodes and finds capacity region where the interfering nodes have mixed strong [4] and very strong [5] interference, or both the interferers have stronger than the so called strong interference. They also derive lower and upper bounds to the sum-capacity of the SISO IMAC for weak interfering links. In contrast, in this paper we consider an IMAC with multiple antennas (MIMO) at all nodes. In particular, we consider an IMAC with two mutually interfering MIMO MACs as shown in Fig.1 , with arbitrary number of antennas at each transmitter and N antennas at each receiver. We characterize the entire capacity region of this channel assuming a relatively less restrictive strong interference condition. As a special case when both the MACs have only one user the IMAC turns into a 2-user IC and we can retrieve the previous result on 2-user MIMO IC derived in [6] and [7] . The rest of the paper is organized as follows. In section II we describe the channel model considered and prove some preliminary results which is followed by the main result, i.e., the capacity region, in section III. The converse and achievability is proved in subsections III-A and III-B, respectively.
Notations: In this manuscript, Greek letters will be used to denote sets. An m × n matrix with entries from the complex number field, C, will be denoted as A ∈ C m×n ; its determinant and complex conjugate transpose will be denoted by |A| and A † , respectively. For a sequence of column vectors x k1 , · · · , x kn , x n k represents a tall vector obtained by stacking all the component vectors in a single column, i.e., x
† . For a sequence of such vectors, i.e., x n 1 , x n 2 , · · · , and a set of natural numbers α, x n α will represent
For a matrix A, we denote its tensor product with the n × n identity matrix I n by A n , i.e., A n = I n ⊗ A. For a sequence of matrices, A 1 , · · · , A n , A α and A n α will represent the column wise concatenation of all the matrices having index in α and their tensor products, respectively, i.e.,
II. CHANNEL MODEL AND MATHEMATICAL

PRELIMINARIES
We consider a communication network with two mutually interfering 2-user Multiple access channels (IMAC), as shown in Fig.1 , where the k-th transmitter have M k antennas and both the receivers have N antennas, respectively. The receivers and the transmitters are denoted by Rx 1 , Rx 2 and Tx k with k ∈ Σ = {1, 2, 3, 4}, respectively. Let H kj represents the channel matrix from transmitter k to receiver j, where k ∈ Σ and j ∈ {1, 2}. Moreover, these channel matrices are also assumed to be time-invariant, i.e., the channel coefficients does not change with time. The received signal at Rx j at the t-th channel use can be expressed as
where
1 are independent across j ∈ {1, 2} and time. The transmitted signals from each transmitter satisfies the following average covariance constraint
(2) z $ $ $ $ $ $ $ $ $ $ $ $ X E r r r r r r r r r r r r j On an IMAC, Tx k wants to send a message W k at a rate of
and sends it through the channel, where C k (n) is the codebook of the k-th transmitter containing nM k -length codewords which satisfy the power constraint in equation (2) . Also assume that, the receivers Rx 1 and Rx 2 recoverŵ 1 , · · · ,ŵ 2 andŵ 3 ,ŵ 4 from their respective received signals. Then the probability of detection error can be denoted as P e (n) = min{Pr
Clearly, since (w 3 , w 4 ) and (w 1 , w 2 ) are not necessary at Rx 1 and Rx 2 , respectively, they do not appear in the error computation at the corresponding receivers. A rate tuple (R 1 , R 2 , R 3 , R 4 ) -hereafter denoted asR -is said to be achievable if there exists C k (n), k ∈ Σ such that P e (n) → 0, as n → ∞. For a given coding scheme C, the set (R C ) of all such achievable rate tuple is called an achievable rate region. Capacity region is the closure of the union of all such possible achievable rate regions, i.e.,
In this paper, we characterize the capacity region of the IMAC for a special class of channel matrices; the corresponding IMAC is called Strongly ordered IMAC.
Definition 1 (Strongly ordered IMAC): A 4-user IMAC, as shown in Fig.1 , is called a strongly ordered IMAC if the channel matrices satisfy the following constraints:
where τ k = {(2k − 1), 2k} and as previously defined
Remark 1: It can be easily proved using the definition of partial order between two matrices that equation (4) implies the following
To derive an explicit expression for an achievable rate region and to prove that it is the capacity region, we need several interesting information theoretic results, which we derive in the following subsection.
A. Some preliminaries
First such result provides an upper bound on the conditional mutual information between the received signal at either of the receivers and a set of transmitters over n-channel uses. Note that the received signal at Rx j over n channel uses can be written as
Lemma 1: On an IMAC, as shown in Figure 1 , with transmitters having signal covariance constraint as in (2), the conditional entropy of the received signal at Rx j have the following upper bound:
Proof of Lemma 1: A similar set of upper bounds were proved in [2] and [6] in the context of 2-user MIMO IC, where there were 2 transmitters in the network. The extension to the present scenario of 4 transmitters is straight forward and is skipped for lack of space.
Lemma 2: Let G, H ∈ C M ×M are two full-rank, complex matrices and x ∈ C M ×1 is a random vector with arbitrary distribution andũ 1 andũ 2 are i.i.d. as CN (0, I M ) which are also independent of x. If the matrices G and H satisfy the following condition
then,
Remark 2 (Independence of input power constraint): The inequality in equation (10) with an additional covariance constraint on x was proved in [7] using the extremal inequality of [8] . The proof given here is independent of any covariance constraint on x and is therefore more suitable for the analysis of this paper because, in subsection III-A we shall have occasions to use inequality (10) with a composite vector such as x n τ1 and x n τ2 (e.g., see equation (25)).
Proof of Lemma 2:
The proof is based on the well known information theoretic Data Processing Inequality (Sec. 2.8, [9] ). For convenience we shall use the following shorthand in the rest of the proof, (G † G)
. Using these notations, we have
where in last stepû i ∼ CN (0, K i ), for i = 1, 2. From the assumption (9), it follows that
and is independent ofû 2 . Substituting that in the above expression we get,
where the equality in equation (15) follows from the fact that u 1 =û 2 +û d and the inequality follows from the well known Data processing inequality since x → x +û 2 → x +û 2 +û d forms a Markov chain for any arbitrary x. Lemma 3: Let H 1 , H 2 ∈ C N ×M are full-rank matrices, x ∈ C M ×1 is a random vector with arbitrary distribution and u 1 andũ 2 are i.i.d. as CN (0, I N ) which are also independent of x. If the matrices H 1 and H 2 satisfy the following condition
Proof outline for Lemma 3: In the proof, we first convert the matrices into square and invertible ones by replacing the zero singular values by infinitesimal singular values, then apply the result of Lemma 2 and finally, take limit to remove the contribution of the additional singular values. This procedure is valid since the set of singular matrices is dense in the space of non-singular square matrices. Note that a similar approach was used in [10] to extend their results on square invertible matrices to the case of non-square channel matrices. The extended proof can be found in [11] .
In deriving the converse to the capacity region however, we shall need an upper bound to the difference of entropies of n-symbol extensions of the channel which is provided by the following Lemma.
Lemma 4: Let H 1 ∈ C N ×M and H 2 ∈ C N ×M are fullrank matrices, {x t ∈ C M ×1 , 1 ≤ t ≤ n} is a sequence of arbitrary random vectors andũ jt are i.i.d. as CN (0, I N ) for all 1 ≤ t ≤ n and mutually independent across 1 ≤ j ≤ 2, which are also independent of x n . In addition, if the matrices H 1 and H 2 satisfy equation (16), then
Proof of Lemma 4: In equation (18), x
n ∈ C M n×1 is an arbitrary random vector,ũ n j ∼ CN (0, I nN ) for j = 1, 2 and are independent of x n . Moreover, from the definition of partial order and equation (16) it follows that
The statement of the Lemma then follows from the above conditions and Lemma 3.
III. MAIN RESULT: CAPACITY REGION Theorem 1: The capacity region (C IMAC ) of a strongly ordered IMAC, as shown in fig.1 , with Tx k having M k antennas for k ∈ Σ and N antennas at both the receivers is given as
Proof of Theorem 1:
In subsection III-A and III-B we prove that C IMAC ⊆ C u and R CMAC ⊆ C IMAC , respectively. It is also clear from the expressions of R CMAC in (67) and C u in (60) that R CMAC = C u . Combining all of these we have,
Further, it is proved in subsection III-B that every rate tuplē R ∈ R CMAC can be achieved by independent Gaussian coding at all the transmitters and if each receiver does joint decoding of all the messages. Remark 3 (special case: IC): Note that if we reduce the number of users in each MAC to one, then the strongly ordered condition of 4 coincides with the strong in partial order definition in [7] and the capacity region also becomes the same as in [7] . It was shown in [7] that, under a particular covariance constraint, the results of [6] forms a subset of the result reported in [7] . In other words, the result of this paper while more general than IC results can also incorporates them as special cases.
A. Converse: Outer bounds to the achievable rate tuples
Let us consider the sum bound first; from Fano's inequality we have,
where we have ignored nϵ term from equation (22) onwards for convenience, which can any way be discarded if we decide both side by n and take n → ∞. Equation (22), (23) and (24) follows from the fact that additional information at R 2 does not decrease mutual information and x n τ1 and x n τ2 are mutually independent. Equation (25) in an alternative expression for (27) using the following equations:
and equation (26) follows from Lemma 4. Finally equation (27) is obtained from Lemma(4). Now, dividing both sides of equation (27) by n and taking n → ∞ we get,
Using a similar approach as above but providing x n τ2 at R 1 we get the following:
Combining equation (28) and (29) we have the sum rate upper bound
Let us now consider outer bounds on sum of 3 users rates, such as R 1 + R 2 + R 3 . Again, using Fano's inequality we have
Next, we provide the side information x n 4 to both R 1 and R 2 and x n τ1 to only R 2 to obtain the following (40) follows from Lemma 4 and 1, respectively. Now, dividing both sides of equation (35) and (40) by n, taking n → ∞ and subsequently combining them we have
Using a similar approach, the following upper bounds can also be proved;
There are six possible bounds on sum of two rates; we divide these into two categories depending on whether both the rates belong to the same MAC or not, i.e., 1) bounds on (R 1 + R 2 ) and (R 3 + R 4 ) and 2) the remaining four bounds. First let us consider the bound on (R 1 + R 2 ); From Fano's inequality we have, 
