There has been an increasing demand for small area statistics based on sample survey in last few years. Generally, sample survey is designed for a specific area with large sample size. Since the sample size of a specific area is small, a direct estimation for sub population fails to provide enough precision. On the other hand, the per capita expenditure as a measure of prosperity and well-being is becoming an important issue in developing countries. In Indonesia, the available data related to this issue is usually measured repeatedly in quarterly using the national social-economic survey (Susenas).
Introduction
There has been an increasing demand for small area statistics based on a sample survey in the last few years, which is caused by many policy makers who interested in regional level or sub population (domains) statistics for a variety of purposes, such as funding allocations, formulating policies, evaluating program, and regional planning. However, a sample survey has been known as a cost-effective technique to obtain information on wide-ranging topics of interest. It is generally designed for a specific area of interest with a large enough sample size, in order to obtain the direct estimates with adequate precision. Since the sample size of specific area is relatively small, a direct estimation for sub population fails to provide precise estimations. These are as discussed in Rao [8] , Notodiputro and Kurnia [5] , Sadik and Notodiputro [9] , Diallo and Rao [2] , and Rao and Molina [6] .
Per capita expenditure as measure of prosperity and well-being is becoming an important issue in developing countries. In Indonesia, the available data related to this issue is usually measured repeatedly every three months using the national social-economic survey (Susenas).
There are two problems to analyze in the quarterly Susenas data at a district level. Firstly, the sample size in each quarter is relatively small. Secondly, the auxiliary data which is obtained from census and administrative records are not usually available in quarterly data, it is only available once a year. To overcome this problem, the proper estimation techniques based on modeling are required.
One approach to overcome this problem is to use the Rao-Yu [7] model for small area estimation (SAE). Basically, this model is extending of the Fay-Herriot model which is developed to handle the time series and cross-sectional data which has a pattern like the repetition in the measured data. Generally, Rao-Yu model provided a good performance to improve the efficiency since the available auxiliary data is complete. However, in case the auxiliary data is not available such as in this paper, the Rao-Yu model's performance is hindered. Therefore, we propose the SAE model with non-seasonal time-area effect. This model is developed based on Rao-Yu model by adding time factor fixed effect.
Hence we discuss and elaborate this model in this paper. Generally, we discuss an extension of the Fay-Herriot and Rao-Yu model to handle repeated measurement data based on Susenas, by adding time factor fixed effect in a linking model of SAE. The performance of these model estimators are evaluated by comparing the root mean square error (RMSE) and coefficient of variation (CV). We expect that by adding time factor fixed effect we can improve the performance of the estimators. Moreover, Muchlisoh et al. [4] as well as Sadik and Notodiputro [9] showed that incorporating time effects in SAE could improve the precision of the estimates.
Fay-Herriot Models with Time Factor Effects

Suppose
= ( ̅ ), = 1, … , , = 1, … , , is a function of the small area mean for i-th area and t-th time in repeated measurement data and ̂ is the direct estimator of survey, then the sampling error model can be expressed as ̂ = + (1) with linear linking model
In repeated measurement data, there is a possibility to occur time-area effect i.e. effect between times for the same area. In this section, we considered that the time-area effect is nothing. Therefore, based on the equation (1) and (2) 
is the best linear unbiased estimator (BLUE) of ,
is the best prediction (BP) of , and ̂− 1 referring to McCulloch and Searle [3] and Searle, Casella and McCulloch [10] can be expressed as
. Furthermore, σ α 2 is the restricted maximum likelihood (REML) estimator of σ α 2 which be obtained iteratively using the Fisher-scoring algorithm, with updating equation
where
is the partial derivative of the restricted log-likelihood function ( 2 ) respect to 2 and
is the expected of second-order derivatives of − ( 2 ) respect to 2 . Here, ( 2 ) is expressed as
where c is a generic constant, = ( ′ ) − ′ , and ̂= −1 (̂−̃).
Furthermore, the MSE of EBLUP estimator ̂ for model (4) is given
is asymptotically of the covariance ̂2.
Rao-Yu Models with Time Factor Effects
In a repeated survey where the sample elements are repeated in time with partial replacements, the use of the basic Fay-Herriot model is not efficient. Therefore, to improve the efficiency model, Rao and Yu [7] proposed an extension of the basic Fay-Herriot model (3) by borrowing strength across both area and time by adding time-area random effect so be obtained Rao-Yu model is given by
with linear linking model
In line with Rao and Yu [7] , is assumed to follow the first-order autoregressive process for each area i, with model is given
. Assumed that , , and are independent of each other. Furthermore, in this paper, we develop the basic Rao-Yu model (19) to improve efficiency in repeated measurement data since the auxiliary variable is difficult to obtain by adding the time factor fixed effect to linking model (20). We use the sampling error model such as in equation (1) 
Here, the distributed-lag model (23) relates to the previous period area parameter , −1 , the auxiliary variable at time point t and t-1, the random area effect , and the area by time effect . Furthermore, based on the sampling error model (1) 
where is the × covariance matrix of given by
With matrix 1 is given by
and is the covariance matrix of with t-th diagonal element be known. Here, is depend on unknown parameters = ( 1 , 2 , 3 ) ′ = ( 2 , 2 , ) ′ .
EBLUP Estimator
Suppose we are interested in estimating the small area parameter for current time point T, then a linear combination of the regression parameters and the realization of can be expressed as = = ′ + ′ , where = and = (1, 0, … ,1) ′ is ( + 1) × 1 vector with value 1 on 1-th and (T+1)-th elements and 0 for the others. Referring to Das, Jiang, and Rao [1] and Rao and Molina [6] , the best linear unbiased prediction (BLUP) estimator of is given ̃=
is the BP of , and ′ is T-th row of matrix . Therefore, the BLUP estimator of on equation (28) is depends on unknown model parameters = ( 1 , 2 , 3 ) ′ = ( 2 , 2 , ) ′ , so replacing by ̂ which can be obtained empirically by using REML methods.
REML Estimator
According to Rao and Molina [6] , the drawback of the maximum likelihood (ML) estimator of is that it does not take account of the loss in degrees of freedom (df) due to estimating . The REML method takes account of the loss in df by using the transformed data ̂ * = ′̂, where ̂= [̂′ , … ,̂′ ] ′ and is any × ( − ( + − )) full-rank matrix that is orthogonal to the matrix = [ ′ , … , ′ ] ′ or ′ = . By using REML method, the restricted log-likelihood function of ̂ * can be expressed as
where c denotes a generic constant. Note that,
is the partial derivative of the restricted log-likelihood function ( ) respect to , with j-th element is given
The expected of second-order derivatives − ( ) with respect to is denoted by ( ), with (j,k)-th element is given
(35) The REML estimator of is obatained iteratively using the Fisher-scoring algorithm, with updating equation
At converge of the iterations, we find the REML estimator ̂ and ̂, with asymptotically of the covariance matrix are given ̅ (̂) ≈ − ( ) and
MSE of EBLUP
Suppose the BLUP ̃= ( ) can be expressed as 
Furthermore, to obtained the MSE of EBLUP estimator, ̂= (̂), the error of the EBLUP ̂− be decomposed as
. Then based on this error be obtained the MSE of ̂ is given by
Here, the third term on the right-hand side of equation (42) is zero, so we obtain
where 1 ( ) and 2 ( ) such as in equation (39) and (40), respectively. Therefore, 3 ( ) is given by
Where V ̅ (̂) is asymptotically of the covariance matrix of ̂. Then, according to Das, Jiang, and Rao [1] and Rao and Molina [6] , the approximation of the MSE of EBLUP (43) can be expressed as
The Data
In Indonesia, the national social-economic survey (Susenas) has been designed by Statistics Indonesia (BPS) to produce the social-economic indicators. Concomitant with implementation of regional autonomy, the existence of this survey is needed especially to produce social-economic indicators at a regional level. Susenas does not only explain the social-economic conditions at one time point in a year, but is also able to capture the social-economic phenomena of society from time to time. Therefore, from 2011 to 2014, Susenas was conducted quarterly with rolling samples, so in one year there are four quarterly data samples that are produced by Susenas.
As a result of these rolling samples, the sample size of Susenas for each quarter at a district level is quite small, so it cannot produce the direct estimates with adequate precision. Moreover, the aggregate data at district levels that are observed by quarterly surveys can be viewed as a repeated measurement data. In other words, at district levels of Susenas data, we had a small sample size problem that is closely related to repeated measurement data also, there was a problem related to the auxiliary data. Generally, the auxiliary data is not available in each quarter, only available in once a year. Therefore, with limited auxiliary data, we use the same auxiliary data in each quarter for the same year. We used three auxiliary variables, i.e. percentage of population at productive age, agriculture land area per capita, and gross regional domestic product per capita.
Results and Discussion
In this section, we estimate that the per capita expenditure at a district level from 2011-2014 based on the quarterly Susenas data of thirty five districts in Central Java province. Moreover, we also calculated the corresponding RMSE and CV for each district. We calculate CV as square root of MSE (RMSE) estimates divided by the point estimates, in percentages. Table 1 showed the estimates of the per capita expenditure between the direct and indirect estimates for the first three districts as a sample i.e. Cilacap, Banyumas, and Purbalingga. Generally, the results showed that the estimates of per capita expenditures produced by the direct estimates tend to be higher than the indirect estimates produced by Fay-Herriot without time factor fixed effect, Fay-Herriot with time factor fixed effect, Rao-Yu without time factor fixed effect, as well as Rao-Yu with time factor fixed effect. Moreover, the estimates produced by these indirect methods are more stable and also tends to be smaller than the direct estimates, especially the estimates of per capita expenditures produced by the Rao-Yu with time factor fixed effect, as shown in Figure 1 . Table 2 shows the estimates of the RMSE between the direct and indirect estimators for the first three districts i.e. Cilacap, Banyumas, and Purbalingga. The results showed that the RMSE of the indirect estimates produced by Fay-Herriot without the time factor fixed effect, Fay-Herriot with the time factor fixed effect, Rao-Yu without the time factor fixed effect, and Rao-Yu with the time factor fixed effect models are lower than the RMSE which resulted from the direct estimator. Furthermore for indirect estimates, the RMSE produced by Rao-Yu model both Rao-Yu without the time factor fixed effect and Rao-Yu with the time factor fixed effect model, these models are lower than the RMSE produced by Fay-Herriot model both Fay-Herriot without time factor fixed effect and Fay-Herriot with time factor fixed effect models. Moreover, the RMSE produced by Rao-Yu with time factor fixed effect model was lower than the RMSE produced by Rao-Yu without time factor fixed effect. The RMSE produced by the Rao-Yu with time factor fixed effect model was lowest than the other estimates, as shown in Figure 2 . Furthermore, the complete results of RMSE produced by the direct and indirect estimates for thirty five districts as shown in Figure 3 . It is clear that the indirect estimator especially for the Rao-Yu with time factor fixed effect model leads to significant in reduction RMSE relative to the direct estimator. Table 3 showed the estimates of CV for the first three districts between the direct and indirect estimators. Results showed that the CV of the indirect estimates produced by Fay-Herriot and Rao-Yu models both without and with time factor fixed effect are lower than the CV resulted from the direct estimator. Moreover, the CV produced by Rao-Yu model both without and with time factor fixed effect was lower than the CV resulted from both Fay-Herriot without time factor fixed effect and Fay-Herriot with time factor fixed effect models. Therefore, the CV produced by Rao-Yu with time factor fixed effect model was lowest than the other estimates, as shown in Figure 4 . Furthermore, the complete results of CV produced by the direct and indirect estimates for thirty five districts as shown in Figure 5 . Based on these results, it is clear that the indirect estimator leads to significant in reduction CV relative to the direct estimator, especially for the Rao-Yu with time factor fixed effect model. Figure 6 showed the average of RMSE (ARMSE) and the average of CV (ACV) for each district between the direct and indirect estimators. The results on Figure 6 .a showed that the ARMSE of the indirect estimates produced by Fay-Herriot without time factor fixed effect, Fay-Herriot with time factor fixed effect, Rao-Yu without time factor fixed effect, and Rao-Yu with time factor fixed effect models were lower than the ARMSE resulted from the direct estimator. The Rao-Yu with time factor fixed effect model has lowest the ARMSE than the other models. Therefore based on figure 6 .b, the results showed that the ACV of the indirect estimates was also lower than the ACV resulted from direct estimator. The Rao-Yu with time factor fixed effect model has lowest the ACV than the other models. These results were consistent with RMSE and CV which are resulted from the first three districts previously. 
Conclusion
The results of the direct estimates can be improved by using the indirect estimates. As shown by the RMSE and CV which was produced by the indirect estimates found that it is lower than the RMSE and CV which resulted from the direct estimator. Furthermore, the performance of Fay-Herriot model both with and without time factor fixed effect can be improved by using Rao-Yu both with and without time factor fixed effect. The addition of the time factor fixed effect in SAE model is useful to improve the performance of the model since there is limited auxiliary data. The SAE model with non-seasonal time-area effect has higher performance to decrease the RMSE which also leads to significant reduction in CV. Based on these results, we conclude that limited auxiliary variables in repeated measurement data and the addition of time factor fixed effect in SAE model significantly improves the performance of the model.
