Abstract-This paper considers the coupled formation control of three mobile agents moving in the plane. Each agent has only local inter-agent bearing knowledge and is required to maintain a specified angular separation relative to its neighbors. The problem considered in this paper differs from similar problems in the literature since no inter-agent distance measurements are employed and the desired formation is specified entirely by the internal triangle angles. Each agent's control law is distributed and based only on its locally measured bearings. A convergence result is established which guarantees global convergence of the formation to the desired formation shape.
I. INTRODUCTION
This paper presents a distributed control system for triangular formation control based only on local bearing measurements and relative angular constraints. The formations considered are characterized entirely by the interior angles subtended at each agent by two neighbor agents. The scenario introduced in this paper is a novel contribution in the field of multi-agent dynamical systems and the control law proposed is provably globally stabilizing.
Distributed control of multi-agent formations has been explored extensively in different settings. For example, consensus and flocking algorithms lead to formation-like steadystate structures of multi-agent systems [1] - [7] . Similarly, socalled aggregation and swarm control, which typically involves potential functions [8] , is also common in the robotics and control literature [9] , [10] . The problem considered in this paper follows the ideas put forth in [11] - [14] . Specifically we are concerned with the formation, and subsequent maintenance, of specific inter-agent geometric relationships using distributed algorithms. The majority of existing algorithms consider only inter-agent distance measures and constraints. We differ from this in a novel way, by considering only inter-agent bearing measures taken in local coordinates, i.e. agents do not share a common heading. We are motivated by the problem of optimal sensor arrangement for localization [1] , [2] .
The control laws for formation control can either be distributed or centralized. Often, distributed control lends itself naturally to the multi-agent formation control problem. A distributed law for formation control is implemented by individual agents in the formation. Each agent attempts to achieve (and maintain) the desired relevant constraints placed on it's own position but does not consider the constraints of any other agents (when planning it's own motion control).
The contribution of this paper is a distributed law for angular constrained formation control of a multi-agent system where each agent takes only relative bearing measurements. A large literature exists on bearing-only state estimation and localization [15] - [18] which makes the angle-based formation control problem particularly appealing. However, angle-based formation control is not commonly addressed in the literature. Instead, a large literature focuses on distance-based formation control and potential-function-based control laws. In this paper, we introduce an angular constrained formation control problem for a group of agents tasked at maintaining a specified triangular formation. The control law then developed is shown to be globally stabilizing given any initial agent configuration.
The paper is organized as follows. In Section II, the triangular formation control problem is introduced along with the distributed control law proposed in this paper. Subsequently, the multi-agent system evolution is examined and global stability of the desired formation shape is proved. In Section III a number of illustrative examples are given and a conclusion is given in Section IV.
II. BEARING-ONLY TRIANGULAR FORMATION CONTROL
Consider a group of n = 3 agents in R 2 which interact via an undirected topology G = {V, E} with V = {1, 2, 3} and
where x i and y i denote agent i's position in the x and y directions respectively. The neighbor set N i ⊂ V denotes the set of agents connected to agent i by a single (undirected) edge. In this case
Importantly, note that agents do not share a common heading, i.e. they are not equipped with a compass of any kind. Agent i measures only the bearing φ ij ∈ [−π, π), ∀j ∈ N i positive (negative) counter-clockwise (clockwise) from their local x i -direction to agent j. Let α i denote the angle subtended at agent i by the two agents in N i . Then, the formation shape (not scale) is completely characterized by α i , ∀i ∈ V. Mathematically, the interior α i is given by
where Tacitly, it can be assumed that α i is measured by agent i. The inter-agent range has not been considered and plays no part in the measurement of α i or the control law to be derived. The relevant parameters are shown in Figure 1 . 
The assumption ensures the desired steady-state triangle is well-defined and the set of control objectives are simultaneously feasible.
A. The Proposed Control Law
The motion of agent i is governed bẏ
where both v i and β i are control inputs to be determined. The heading β i is measured positive (negative) counter-clockwise (clockwise) from agent i's local x i -direction. The control law which determines v i and β i is truly distributed and determined solely by α * i and the measured angle α i . The speed control input of agent i is defined as follows,
where k > 0 is a constant (which in this paper is taken to be k = 1). The heading of agent i is defined along the bisection of α i ∈ [0, π] and toward the interior of α i so that
where
is the angle subtended at agent i by agents i + 1 and i − 1 which is measured positive from the min(
). Actually, it is easier to visualize the heading of agent i then to mathematically define it. Visually, the heading of agent i is simply toward the interior of α i and specifically along the bisection of α i . Of course, the speed of agent i might be negative. By definition, if α i = π then the bisection is well defined by
). If α i = 0 then the bisection is also well defined.
B. Stability Analysis for the Proposed Control Law
The inter-agent range r ij = r ji = p i − p j will be useful in analyzing the evolution of the multi-agent system but is not included in the implementation of the controller.
Consider agent i with v i = α * i − α i and heading β i defined as before (4) 
when agents i + 1 and i − 1 are stationary. An equivalent expression forα i , assuming i + 1 and i − 1 are static, iṡ
However, the movement of agents i + 1 and i − 1 also (directly) affects howα i evolves. To see this consider agent i moving with a speed of α * i − α i and with a heading along the bisection of α i . If agents i + 1 and i − 1 are static, theṅ
and similarlyα
Now for future notational brevity let
and let
where we note g i ≥ 0 and f ij ≥ 0 for all i, j ∈ {1, 2, 3} when α i ∈ [0, π], ∀i. Now, assuming all agents move with a motion governed by their individual control laws we havė
is defined on a 2-simplex (without part of the boundary) in α-space
for each agent i. Then the following differential system is obtaineḋ
Using both (10) and (11), then the system of differential equations (15) can be written succinctly aṡ
Note thatė i is a nonlinear differential equation since α i = α * i + e i . Stacking the system (15) or (16) leads tȯ e = F(e)e (17) where e = e 1 e 2 e 3 T and where
where e is defined on a 2-simplex in e-space with vertices
. We denote this manifold by M e . Figure 2 depicts the error manifold and shows six distinct error regions, R i± , with i ∈ {1, 2, 3}. Note the regions are taken without boundary such that, for example, we can define R 3+ by
For distinct i, j, k ∈ {1, 2, 3}, we chose the individual error regions to exhibit the following useful properties
and i e i = 0 must be enforced. The sign of the errors is taken directly from the definition of the region while the sign of a particular error velocity can be determined using the signs of the error and (17) . The inequalities are strict. Note importantly that the simplex, or manifold M e shifts in the error space depending on the desired configuration angles α *
Thus, let us consider the right-sided limit,
which implies e i cannot escape M e in one direction. A similar computation shows that e i cannot escape M e in the other direction, i.e. by following e i → π − α * i through the boundary of the manifold. That is
which completes the proof. We state the following result which ensures the formation is well-defined for all time t, i.e. the angles α i are well defined for all time. The next result proves collisions are impossible.
Theorem 2. Suppose that p i (t 0 ) = p j (t 0 ) for i = j at some time t 0 . Then, p i (t) = p j (t) for i = j for all t ≥ t 0 , i.e. for all t ≥ t 0 we have p i (t) − p j (t) > 0.
Proof: In order for p i (t) = p j (t) at some time t > t 0 there must exist a time interval [t − , t] with t − ≥ t 0 on which β i = φ ij and/or β j = φ ji for any ≥ dt. We now show that no such time interval can exist. We consider now, with no loss of generality, that
which is strictly negative unless α * j = π which according to Assumption 1 would imply that both agents i, k = j are also at equilibrium. Similarly, if α j = 0 then at time t − + dt we immediately have β i = φ ij since α j (t − + dt) > 0.
The following result characterizes the equilibrium points of the system. Proof: The sufficiency of e = 0 is obvious. Now assume that e i = 0 for all i ∈ {1, 2, 3} and supposeė = 0. We now proceed via a contradiction. The state of the system is in one of the six distinct regions R i+ or R i− defined using (20) or (21). Using (20) or (21) it is clearė i = 0 for at least one i, i.e. contradicting our assumptionė = 0.
Now it remains to show that on the manifold M e there are no equilibrium points on the boundaries in between the error regions. Denote such a boundary via
and note we consider only boundaries with strictly positive length, i.e. a strictly positive 1-d Hausdorff measure. Now following our derivation of the error regions R i+ we find that
which implies, using (16), thatė i > 0 andė j < 0 and thuṡ e = 0. This completes the proof. We now introduce the following theorem which will form the basis of our subsequent stability proof. The intuition behind the Poincare-Bendixson theorem is that all bounded trajectories in a planar region (or two-manifold) must converge to an equilibrium point, a limit cycle, or a union of fixed points and the trajectories connecting them, i.e. socalled homoclinic or heteroclinic orbits.
We know there is only a single equilibrium and that M e is positively invariant. We now show there are no closed orbits.
Theorem 5. The system (17) has no closed orbits in M e .
Proof: Consider the arc between adjacent regions given by
with strictly positive length, i.e. a strictly positive 1-d Hausdorff measure. There are six such 'well-defined' sets Σ i+j− = Σ j−i+ . Now define
and note for clarity that Σ ∩ {0} = ∅. Note that any closed orbit must enclose the origin [19] and thus intersect every well-defined boundary Σ i+j− . The strategy is to show that any positive orbit ψ + (e) of (17) intersects Σ in a strictly monotone sequence approaching the origin (if it intersects it in more than point). That is, we show that if e m+1 is the (m + 1) th intersection of Σ then e m+1 < e m . Note that
⇒ e k = 0 and e = |e j |
using the definition of regions where i, j, k ∈ {1, 2, 3} are distinct indices. We proceed using an inductive-like argument.
Suppose that e m is the m th intersection of Σ (which also intersects Σ i+j− ) for the positive orbit ψ 
(Case i): If ψ + t m + (e m ) is in Σ i+j− then t m + = t m+1 and 0 < e j (t m+1 ) < e j (t m ) using (29). It follows that e m+1 < e m . We restart the argument at time t = t m+1 .
(Case ii): If ψ
which immediately implies |e j (t m+1 )| < |e j (t m )|. Using (29) it follows that e m+1 < e m and we can then restart the argument at time
and since e k (t m ) = 0 we have |e k (t m+1 )| < |e j (t m )|. The consequence of this last fact is that e m+1 < e m and we can then restart the argument at time t = t m+1 .
(Case iii): If ψ + t m + (e m ) is in R j− then the argument follows similarly to that given in case (ii). The proof is complete.
Note that Theorem 5 could be interpreted as a proof of asymptotic convergence of any solution of (17) to the origin. The following result makes this convergence precise. 
C. Discussion on the Method of Proof
Note we could not find a suitable Lyapunov function that would prove global stability for all desired formations given any initial configuration. In particular, testing the negativedefiniteness of the time-derivative for various candidates was a significant hurdle. Variations on a number of quadratictype candidate functions failed the negative-definite test in simulation. However, it was clear to us that the system evolved on a positively-invariant set and that there was only a single equilibrium. Moreover, we suspected that no limit cycles were present. As such, given the dimension of the system manifold, we know the Poincare-Bendixson theorem provides a rigorous statement concerning the asymptotic behavior of the system trajectories. Thus, we chose to seek an asymptotic convergence proof through the Poincare-Bendixson theorem which subsequently provides a deep insight into the nature of the dynamical system.
D. Robustness to a Single Agent Motion Failure
The proposed distributed control law is generally robust to a single agent motion failure, i.e. the failure of a single agent to move in the presence of a non-zero control error. With no loss of generality, assume agent 1 cannot move in space. However, assume that α * i is still specified for all i ∈ V and that, in general, α i (0) = α * i , for all i. Agents 2 and 3 both implement the previously designed control law and each considers only its own control error α i − α * i in the construction of its control signal. The modified error system takes the forṁ
where e = e 1 e 2 e 3 T and whereė evolves on M e . Proof: The proof is omitted for brevity. Note that initial line formations cannot be allowed if the agent experiencing motion failure is in between the remaining two agents (because the remaining two agents will drive directly toward the agent experiencing motion failure until collision, i.e. until at least two agents become collocated).
III. EXAMPLES
We demonstrate the algorithm for distributed formation control with bearing-only measurements and angular constraints.
1) Triangle to Triangle Formation:
The first example shows how the formation converges to an arbitrarily desired (feasible) triangle given a random initial triangle configuration. The desired formation is characterized by α * 1 = π/6, α * 2 = π/4 and α * 3 = 7π/12. The formation motion is illustrated in Figure  3 along with the convergence of |e i | to zero. The initial position of the three agents are randomly distributed in M α and the figure illustrates the trajectories of each agent as the formation converges upon the desired shape.
2) Line to Triangle Formation: Consider now the case involving three agents initially collinear. The desired formation is a triangle characterized by α * 1 = π/3, α * 2 = π/6 and α * 3 = π/2. The formation motion is illustrated in Figure 4 along with the control error for each agent.
The convergence of the three agents is illustrated in Figure 4 along with the convergence of |e i | to zero for all i ∈ {1, 2, 3}. This example illustrates that the control law is not affected by initial agent collinearity.
3) Triangle to Line Formation: The final example shows the convergence of an initially random triangle formation to a desired line formation. The desired formation is characterized by α * 1 = α * 2 = 0 and α * 3 = π. The convergence of the three agents is illustrated in Figure 5 along with the convergence of |e i | to zero for all i ∈ {1, 2, 3}. This example illustrates that we can steer an arbitrary initial triangle formation to a collinear formation. 
IV. CONCLUSION
This paper introduced a solution to the distributed bearingonly triangular formation control problem with angle-only inter-agent constraints. While the distance-based formation control problem has been extensively considered in the literature, the problem of bearing-only formation control is less studied. The solution provided in this paper requires only that each agent measure the bearing to the remaining two agents in a local coordinate system. Given a set of desired interior angles, then the group of agents is shown to converge to the desired formation from any initial position.
