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Abstract
When using an electromagnetic particle-in-cell (EM-PIC) code to simulate a
relativistically drifting plasma, a violent numerical instability known as the
numerical Cerenkov instability (NCI) occurs. The NCI is due to the unphys-
ical coupling of electromagnetic waves on a grid to wave-particle resonances,
including aliased resonances, i.e., ω + 2piµ/∆t = (k1 + 2piν1/∆x1)v0, where
µ and ν1 refer to the time and space aliases and the plasma is drifting rel-
ativistically at velocity v0 in the 1ˆ-direction. We extend our previous work
[X. Xu, et. al., Comp. Phys. Comm. 184, 2503 (2013)] by recasting the
numerical dispersion relation of a relativistically drifting plasma into a form
which shows explicitly how the instability results from the coupling modes
which are purely transverse electromagnetic (EM) modes and purely longitu-
dinal modes in the rest frame of the plasma for each time and space aliasing.
The dispersion relation for each µ and ν1 is the product of the dispersion
relation of these two modes set equal to a coupling term that vanishes in the
continuous limit. The new form of the numerical dispersion relation provides
an accurate method of systematically calculating the growth rate and loca-
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tion of the mode in the fundamental Brillouin zone for any Maxwell solver
for each µ and ν1. We then focus on the spectral Maxwell solver and sys-
tematically discuss its NCI modes. We show that the second fastest growing
NCI mode for the spectral solver corresponds to µ = ν1 = 0, that it has a
growth rate approximately one order of magnitude smaller than the fastest
growing µ = 0 and ν1 = 1 mode, and that its location in the k space fun-
damental Brillouin zone is sensitive to the grid size and time step. Based
on these studies, strategies to systematically eliminate the NCI modes for a
spectral solver are developed. We apply these strategies to both relativistic
collisionless shock and LWFA simulations, and demonstrate that high-fidelity
multi-dimensional simulations of drifting plasmas can be carried out with a
spectral Maxwell solver with no evidence of numerical Cerenkov instability.
Keywords: Particle-in-cell, plasma simulation, relativistic drifting plasma,
numerical Cerenkov instability, numerical dispersion relation, spectral
solver
1. Introduction
The study of the multi-dimensional numerical Cerenkov instability (NCI)
in electromagnetic particle-in-cell (EM-PIC) plasma simulations has attracted
much renewed attention since the identification of this numerical instability
as the limiting factor of Lorentz boosted frame simulations for laser wakefield
acceleration (LWFA) [1, 2, 3, 4]. Furthermore, the NCI is also a limiting fac-
tor in relativistic collisionless shock simulations [5, 6]. Past and recent work
has shown that the NCI inevitably arises in EM-PIC simulations when a
plasma (neutral or pure electron) drifts across a simulation grid with a speed
near the speed of light. Analysis shows that it is due to the unphysical cou-
pling of electromagnetic like modes and wave particle resonances (including
those due to aliasing) [7, 8, 10, 11, 12]. This instability leads to unphys-
ical exponential growth of the EM field energy which interferes with the
physics being studied in the simulation. As a result, significant recent effort
has been devoted to the understanding and elimination of the NCI so that
high fidelity relativistic plasma drift simulations can be routinely performed
[9, 10, 11, 12, 13, 14, 15].
In this recent work, dispersion relations for the NCI has been derived and
analyzed. We begin by restating the dispersion tensor provided in Ref. [12].
This tensor can be used to study the pattern and growth rates of the NCI in
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Fourier space. For a cold plasma drifting in 1ˆ-direction relativistically with
the unperturbed normalized distribution function of
fn0 = δ(p1 − p0)δ(p2)δ(p3) (1)
where p0 = γv0, and v0 is the drifting velocity of the plasma, the correspond-
ing dispersion relation for the plasma drift is [12]
Det(←→ ) = 0 (2)
where the elements of ←→ are
11 = [ω]
2 − [k]E2[k]B2 − [k]E3[k]B3
− ω
2
p
γ
∑
µ,ν
(−1)µSj1{SE1[ω]ω
′/γ2 + v20(SB3k
′
2[k]E2 + SB2k
′
3[k]E3)}
(ω′ − k′1v0)2
12 = [k]E1[k]B2 −
ω2p
γ
∑
µ,ν
(−1)µSj1v0k
′
2(SE2[ω]− v0SB3[k]E1)
(ω′ − k′1v0)2
13 = [k]E1[k]B3 −
ω2p
γ
∑
µ,ν
(−1)µSj1v0k
′
3(SE3[ω]− v0SB2[k]E1)
(ω′ − k′1v0)2
21 = [k]E2[k]B1 −
ω2p
γ
∑
µ,ν
(−1)µv0Sj2SB3[k]E2
ω′ − k′1v0
22 = [ω]
2 − [k]E1[k]B1 − [k]E3[k]B3 −
ω2p
γ
∑
µ,ν
(−1)µSj2(SE2[ω]− v0SB3[k]E1)
ω′ − k′1v0
23 = [k]E2[k]B3
31 = [k]E3[k]B1 −
ω2p
γ
∑
µ,ν
(−1)µv0Sj3SB2[k]E3
ω′ − k′1v0
32 = [k]E3[k]B2
33 = [ω]
2 − [k]E1[k]B1 − [k]E2[k]B2 −
ω2p
γ
∑
µ,ν
(−1)µSj3(SE3[ω]− v0SB2[k]E1)
ω′ − k′1v0
(3)
where [ω], [k]E,B are the finite difference operators of the Maxwell Equation
solver, Sj, SE and SB are the current and field interpolation functions (the
definitions for [ω], [k]E,B, Sj, SE, and SB for each Maxwell solver are given
3
in the Appendix of Ref. [12]), v0 is normalized by the speed of light, and ωp
is defined as
ω2p =
4piq2np
m
(4)
where q and m are the electron charge and rest mass, np the plasma density
in the drifting frame, and
ω′ = ω + µωg ωg =
2pi
∆t
µ = 0,±1,±2, . . .
k′i = ki + νikgi kgi =
2pi
∆xi
νi = 0,±1,±2, . . . (5)
Due to the use of finite space and time steps, these dispersion relations not
only contain terms from the lowest order Brillouin zones (µ = 0 and ν = 0),
but also the space aliasing (summation over ν) and time aliasing (summation
over µ) terms [16, 17]. The elements of the interpolation functions Sj,E,B,
and finite difference operators [ · ] vary depending on the field solver (e.g.,
spectral [18, 19], Yee [20], or Karkkainen solver [21]), particle shape, cur-
rent deposition algorithm, and field interpolation scheme (e.g., momentum
or energy conserving).
The NCI modes can be found by solving Eq. (2) numerically or analyt-
ically by specifying a µ and ν [12]. The unstable modes are found near the
intersections of the beam resonances (ω′ − k′1v0 = 0), and the EM modes
([ω]2 = [k]2 in vacuum). Since the numerical dispersion relation of the EM
modes is mainly determined by the Maxwell field solver used in the simula-
tion, the location of the unstable NCI modes can be manipulated through the
choice of the Maxwell solver. For example, in [12] it was shown that using a
spectral Maxwell solver, i.e., solving Maxwell’s equations in k-space [18, 19],
moves the fastest growing modes to a region in k-space far away from the
modes of physical interest. In this case, the fastest growing modes all come
from the first spatial aliasing beam (µ = 0, ν1 = ±1) resonance. For a Yee
solver, the fast growing modes come from this resonance, as well as from the
fundamental mode (µ = ν1 = 0) which leads to growth at k that resides in
the middle of the interesting physics. In [12] it was shown that the fastest
growing NCI mode for a spectral solver could be eliminated by applying a
low pass filter in the solver.
Based on these results the feasibility of using an EM-PIC code with spec-
tral solver to eliminate the NCI for LWFA simulations in a Lorentz boosted
4
frame was subsequently investigated in [13]. For weakly nonlinear laser
drivers the agreement between the rest and Lorentz boosted frames was ex-
cellent for arbitrary γ. For nonlinear cases, the lineouts of the wakefield in
Fig. 8 in Ref. [13] showed differences at the highest γ. Based on these dif-
ferences, in this paper we have examined further both the growth rates and
methods for eliminating lower growing NCI unstable modes with an emphasis
for the spectral solver. We note that Godfrey and co-workers have proposed
methods to reduce the growth rate of the NCI for finite difference solvers [15].
They have also discussed the NCI characters of an FFT based analytical time
domain solver and concentrate on time steps larger than the Courant limit of
the spectral Maxwell solver [14]. The work presented here can be viewed as
complementary since there are advantages and disadvantages for each type
of solver and for using large or small time steps.
To systematically investigate these additional unstable modes, we rewrite
the numerical dispersion relation into the form of two coupled modes whose
coupling term vanishes in the continuous limit with ∆t → 0 and ∆xi → 0.
These two coupled modes can be identified as the numerical form of the
Lorentz transformation of modes which are purely longitudinal (plasma os-
cillations) and purely transverse (EM waves) in the rest frame of the plasma.
These modes are uncoupled in the rest frame in the continuous limit. There-
fore, in the continuous limit where Lorentz invariance is strictly true they are
also decoupled, although no longer remaining purely longitudinal and trans-
verse. However, we show that in the discrete limit there is a non-vanishing
coupling term in the dispersion relation. The coupling term explicitly shows
how the finite grid sizes and time step leads to the inevitable coupling be-
tween these modes which leads to instability.
Recasting the dispersion relation in this new form not only sheds light on
the mechanism of the NCI, but also provides a natural way to systematically
calculate the unstable NCI modes. We use this dispersion relation to obtain
analytical expressions for the family of unstable modes which includes the
dependence of growth rate on the grid size, time step, and plasma density;
as well as the location of the modes in k-space. We find excellent agreement
between the analytical expressions, numerical solutions to the dispersion re-
lation, and PIC simulations.
Based on these new results, we have experimented with different strategies
for eliminating the first, second, and higher order unstable NCI modes with
an emphasis on the spectral solver. As has been demonstrated in [12, 13],
when a low pass filter is used the fastest growing NCI modes [at (µ, ν1) =
5
(0,±1)] are completely eliminated in the spectral solver. In addition, we find
that for the parameter space of interest the second fastest growing modes
are those at (µ, ν1) = (0, 0). These modes have a highly localized pattern of
four dots in Fourier space (one in each quadrant) in 2D and two rings in 3D.
Since in some cases the unstable modes can reside near or in the middle of
modes of physical interest, filtering them out directly could potentially affect
the accuracy of the physics model. However, we find that unlike the fastest
growing modes, the location and growth rate of these (µ, ν1) = (0, 0) mode
depend on the time step as well as the plasma density. As the time step is
reduced these modes move to higher values of wave number well outside the
region of physical interest and their growth rate is greatly reduced. Thus,
these modes can be eliminated by reducing the time step. In addition, we find
that by slightly modifying the finite difference operator [k]1 of the Maxwell
solver at the region where the (µ, ν1) = (0, 0) modes reside, we can completely
eliminate these modes. We also find that the location, growth rate, and the
values of (µ, ν1) of the next fastest growing modes depend on the time step
and particle shape, and reducing the time step can also effectively eliminate
these modes as well. These results reveal clear advantages of spectral EM-
PIC codes: the results always converge as the time step is reduced, which
allows one to check the validity of any simulation.
We then present results from relativistic collisionless shock simulations,
as well as LWFA simulations in the nonlinear regime using this new under-
standing of the location and growth rate of the unstable modes. In all these
simulations involving relativistically drifting plasma we used a low-pass filter
to eliminate the fastest growing NCI modes. We conducted simulations at
time steps near the Courant limit, as well as at smaller time steps in which the
second fastest growing modes have a smaller growth rate and reside farther
away from the physical modes. We likewise used the method of modifying
the EM dispersion curve to complete eliminate the (µ, ν1) = (0, 0) modes.
Comparing the results from these two approaches allow one to identify how
the NCI and/or time step affect the physics modeling. More accurate mod-
eling are observed in both shock simulations, and LWFA simulations when
the elimination strategies are used. In the last section, we summarize the
results and discuss areas for future work.
6
2. Spectral solver NCI mode in 2D
Without loss of generality, we systematically investigate the NCI modes
by starting from the numerical dispersion relation of a 2D drifting plasma
with the appropriate elements of the dispersion tensor ←→ [12]
11 = [ω]
2 − [k]E2[k]B2 −
ω2p
γ
∑
µ,ν
(−1)µSj1(SE1ω
′[ω]/γ2 + SB3[k]E2k′2v
2
0)
(ω′ − k′1v0)2
12 = [k]E1[k]B2 −
ω2p
γ
∑
µ,ν
(−1)µk
′
2v0Sj1(SE2[ω]− SB3v0[k]E1)
(ω′ − k′1v0)2
21 = [k]E2[k]B1 −
ω2p
γ
∑
µ,ν
(−1)µSj2SB3[k]E2v0
ω′ − k′1v0
22 = [ω]
2 − [k]E1[k]B1 −
ω2p
γ
∑
µ,ν
(−1)µSj2(SE2[ω]− SB3[k]E1v0)
ω′ − k′1v0
33 = [ω]
2 − [k]E1[k]B1 − [k]E2[k]B2 −
ω2p
γ
∑
µ,ν
(−1)µSj3(SE3[ω]− SB2[k]E1v0)
ω′ − k′1v0
13 = 23 = 31 = 32 = 0 (6)
We focus on the k near the beam resonance line [12]
ω′ − k′1v0 = 0. (7)
The numerical solution of Eq. (2)–(3) for each mode can be analytically
obtained by keeping only the corresponding µ and ν terms in Eq. (6) since
these terms are dominant near the corresponding resonance lines. Note for
the cases considered in this paper, we find it is a good approximation to
truncate the sum of ν2 and only keep the ν2 = 0 term. The corresponding
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dispersion relation 1122 − 1221 = 0 becomes(
[ω]2 − [k]E2[k]B2 −
ω2p
γ
(−1)µSj1(SE1[ω]ω
′/γ2 + SB3v20[k]E2k2)
(ω′ − k′1v0)2
)
×(
[ω]2 − [k]E1[k]B1 −
ω2p
γ
(−1)µSj2(SE2[ω]− SB3[k]E1v0)
ω′ − k′1v0
)
−(
[k]E1[k]B2 −
ω2p
γ
(−1)µSj1v0k2(SE2[ω]− SB3[k]E1v0)
(ω′ − k′1v0)2
)
×(
[k]E2[k]B1 −
ω2p
γ
(−1)µSj2SB3v0[k]E2
ω′ − k′1v0
)
= 0 (8)
After some algebra, Eq. (8) can be written as(
(ω′ − k′1v0)2 −
ω2p
γ3
(−1)µSj1SE1ω
′
[ω]
)
×(
[ω]2 − [k]E1[k]B1 − [k]E2[k]B2 −
ω2p
γ
(−1)µSj2(SE2[ω]− SB3[k]E1v0)
ω′ − k′1v0
)
+ C = 0 (9)
where C is a coupling term in the dispersion relation
C = ω
2
p
γ
(−1)µ
[ω]
{
Sj1SE1ω
′[k]E2[k]B2(v20 − 1) + Sj2SE2[k]E2[k]B2(ω′ − k′1v0)
+ Sj1[k]E2(SE2[k]B1k2v0 − SB3k2v20[ω])
}
(10)
Much can be learned by investigating Eq. (9). First, in the continuous
limit (∆t → 0, ∆xi → 0, and ν1 = 0), we have [ω] → ω, SE,B → 1, so the
coupling term C vanishes; second, the two factors in the first term of Eq.
(9) are the Lorentz transformation of the dispersion relation of the Langmuir
(longitudinal) mode, and the EM (transverse) mode in a stationary plasma,
which in the continuous limit reduce to
(ω − k1v0)2 −
ω2p
γ3
= 0 ω2 − k21 − k22 −
ω2p
γ
= 0 (11)
Consequently, we can identify the numerical Langmuir modes and EM modes
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for a drifting plasma as
(ω′ − k′1v0)2 −
ω2p
γ3
(−1)µSj1SE1ω
′
[ω]
≈ 0 (12)
[ω]2 − [k]E1[k]B1 − [k]E2[k]B2 −
ω2p
γ
(−1)µSj2(SE2[ω]− SB3[k]E1v0)
ω′ − k′1v0
≈ 0 (13)
In addition, from Eq. (9) we see that when finite grid sizes and time steps
are used neither Eq. (12) nor Eq. (13) leads to instabilty (if the Courant
condition is satisfied). Therefore it becomes clear that the NCI is caused
by the numerical coupling between modes which are purely longitudinal and
purely transverse in the plasma rest frame due to the non-vanishing term
C. In [12] the conclusion that NCI can be found near the intersections of
the EM modes and Langmuir modes (or equivalently ω′ − k′1v0 = 0 since
the ω2p/γ
3 term is negligible) is obtained from examining the simulation and
numerical data. With the new form Eq. (9), we can now directly see how the
Langmuir mode couples to the EM modes. Therefore, reducing or eliminating
the coupling term C is the key to mitigating the NCI. Another interesting
fact obtained from Eq. (9) is that, if we assume that the ω2p term in Eq. (12)
and (13) are small and can be neglected, when determining the positions of
these two modes in Fourier space, the time and space aliasing µ and ν1 are
in the Langmuir modes, while there is no aliasing part in the EM mode. As
a side note, it is evident from Eq. (19) of [12] that in 1D the coupling term
vanishes, i.e. C = 0 in the numerical dispersion relation, hence no NCI is
found in 1D.
For each pair of (µ, ν1) there is a corresponding Eq. (9). However, in
PIC algorithm the range of (ω, k1) for the quantities defined at discrete
locations and time step is limited to the fundamental Brillouin zone ki ∈
(−kgi/2, kgi/2), ω ∈ (−ωg/2, ωg/2). As a result, not all the (µ, ν1) wave-
particle resonance line exist within the fundamental Brillouin zone. In the
following, we describe a way to systematically identify the wave-particle res-
onance lines inside the fundamental zone. Take the parameters in Table 1
as an example, we first plot the (µ, ν1) = (0, 0) line [blue line in Fig. 1]. As
the line extends to the right it meets the boundary of the fundamental zone
at k1 = 0.5kg1. To further extend it into the fundamental zone we add ν1 by
1, fold the line to the right boundary of k1, and obtain the (µ, ν1) = (0, 1)
line [red line in Fig. 1]. The red line extends further until it reaches the
ω = 0.5ωg boundary. To extend it further we increase µ by 1, and obtain the
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(µ, ν1) = (1, 1) line. More higher order modes in the fundamental Brillouin
zone can be obtained in this way. The negative (µ, ν1) lines can likewise be
obtained by starting from the main Langmuir mode and then extending it
to the left, and sets of these (µ, ν1) lines can be obtained as the lines hit the
boundary at ω = −0.5ωg (µ is reduced by 1) and k1 = −0.5kg1 (ν1 is reduced
by 1). Using the normalization
ωˆ + µ = v0(kˆ1 + ν1)λ1 (14)
where
ωˆ =
ω
ωg
kˆi =
ki
kgi
λi =
∆t
∆xi
(15)
the criterion for the Langmuir modes to be inside the fundamental Brillouin
zone are |v0λ1ν1 − µ| < 0.5 + 0.5v0λ1. Note for explicit Maxwell solvers
λ1 < 1 is a requirement for stable propagation of EM waves in vacuum. The
NCI occurs where a resonance line intersects the EM dispersion relation. In
Fig. 1 we also plot the EM dispersion relation in vacuum as dashed lines.
Note for EM curves we only show ωˆ v.s. kˆ1 at kˆ2 = 0, but this line varies
as kˆ2 changes. For the NCI pattern and growth rates associated with each
resonance line, we can numerically solve Eq. (9) using the corresponding µ
and ν1. Note in [11] a plot similar to Fig. 1 can be found (Fig. 1 of Ref.
[11]). However, in [11] all the µ are summed over analytically, while in this
paper we emphasize that for a particular resonance line, only one µ term in
the elements of ←→ is playing a dominant role. Furthermore, care should be
taken when summing over µ and ν1 as they are not independent sums.
While Eq. (9) can be used to study the fastest growing mode at (µ, ν1) =
(0,±1) which was investigated in Ref. [12] and [13], here we concentrate
on the additional modes. We use Eq. (9) to develop analytical expressions
within the parameter space we are interested in. Starting from Eq. (9), we
expand ω′ around the beam resonance ω′ = k′1v0, and write ω
′ = k′1v0 + δω
′,
where δω′ is a small term. In addition, we use the relativistic limit v0 → 1,
and expand the finite difference operator [ω] as
[ω] ≈ [ω]
∣∣∣∣
k˜1v0
+δω′
∂[ω]
∂ω
∣∣∣∣
k˜1v0
(16)
where
[ω]
∣∣∣∣
k˜1v0
≡ ξ0 = sin(k˜1∆t/2)
∆t/2
∂[ω]
∂ω
∣∣∣∣
k˜1v0
≡ ξ1 = cos(k˜1∆t/2) (17)
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where k˜1 = k1+ν1kg1−µωg, and [ω]2 ≈ ξ20+2ξ0ξ1δω′. In addition, we found it
is sufficiently accurate if we neglect the ω2/γ3 term in the Langmuir mode in
Eq. (9). This is why it is essentially the same to say that the instability occurs
at wave-particle resonances, beam resonances, or at Langmuir resonances.
Moreover, note that ω terms likewise appear in SB (see Appendix of [12]),
and we will separate it from SB by writing
SB = cos(ω∆t/2)S
′
B (18)
and expand SB to first order as
SB = (ζ0 + ζ1δω
′)S′B ζ0 ≡ cos(k˜1∆t/2) ζ1 ≡ − sin(k˜1∆t/2)∆t/2
(19)
Using these approximations, we obtain a cubic equation for δω′,
A2δω
′3 +B2δω′2 + C2δω′ +D2 = 0 (20)
where
A2 =2ξ
3
0ξ1
B2 =ξ
2
0
{
ξ20 − [k]E1[k]B1 − [k]E2[k]B2 −
ω2p
γ
(−1)µSj2(SE2ξ1 − ζ1S ′B3[k]E1)
}
C2 =
ω2p
γ
(−1)µ
{
ξ20Sj2(ζ0S
′
B3[k]E1 − SE2ξ0)− ξ1Sj1SE2[k]E2k2[k]B1
+ ξ0[k]E2(Sj2SE2[k]B2 − Sj1k2ζ1S ′B3ξ0)
}
D2 =
ω2p
γ
(−1)µξ0[k]E2k2Sj1
(
SE2[k]B1 − ζ0S ′B3ξ0
)
(21)
The coefficients A2 to D2 are real, and completely determined by k1 and k2.
When the discriminant of this cubic equation
∆ = 18A2B2C2D2 − 4B32D2 +B22C22 − 4A2C2 − 27A22D22 (22)
satisfies the condition ∆ < 0, the cubic equation has one real root and two
non-real complex conjugate roots. Therefore, by calculating the discriminant
of the cubic equation Eq. (22), we can quickly identify the position of the
instability for a particular ν1. We can then use the general formula for the
11
roots of a cubic equation to obtain the growth rate of the corresponding k
mode. As a result, by solving Eqs. (20) and (21) we can rapidly calculate
the location and growth rate of the instability.
Before we discuss the predictions of Eqs. (20) and (21), we discuss how
these equations differ from those used in our earlier work. In Ref. [12], we
derived a cubic equation to calculate the (µ, ν1) = (0,±1) and (µ, ν1) = (0, 0)
modes of the Yee solver and Karkkainen solver, as well as the (µ, ν1) = (0,±1)
modes of the spectral solver [see Eqs. (33) and (34) in [12], and Eq. (23)
below]. While the expression works well for the modes we studied in [12], it
does not work well for the (µ, ν1) = (0, 0) modes in the spectral solver which
are the main focus of this paper. In [12] the coefficient of the cubic equation
are
A2 = 2ξ
3
0ξ1
B2 = ξ
2
0(ξ
2
0 − [k]E1[k]B1 − [k]E2[k]B2)
C2 = [k]E1[k]B2Q21 − (ξ20 − [k]E2[k]B2)Q22
D2 = −(ξ20 − [k]E1[k]B1)Q11 + [k]E2[k]B1Q12 (23)
where
Q11 =
ω2p
γ
Sj1(SE1ω
′[ω]/γ2 + SB3[k]E2k2) Q12 =
ω2p
γ
k2Sj1(SE2[ω]− SB3[k]E1)
Q21 =
ω2p
γ
Sj2SB3[k]E2 Q22 =
ω2p
γ
Sj2(SE2[ω]− SB3[k]E1)
Q33 =
ω2p
γ
Sj3(SE3[ω]− SB2[k]E1) Q13 = Q23 = Q31 = Q32 = 0 (24)
in 2D. In [12] it was implicitly assumed that the coefficients, Qij were only
expanded to zeroth order in powers of δω′. Otherwise, the coefficients C2
and D2 would themselves depend on δω
′. This assumption was based on the
fact that each Qij is proportional to ω
2
p/γ which is itself small. We used
the resulting cubic equation for δω′ to rapidly scan for unstable NCI modes
in the fundamental Brillouin zone in (k1, k2) space. Essentially within the
Qij coefficients we set [ω] ≈ ξ0 and cos(ω∆t/2) ≈ ζ0. The corresponding
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coefficients for the cubic equation for δω′ then became
A2 =2ξ
3
0ξ1
B2 =ξ
2
0
{
ξ20 − [k]E1[k]B1 − [k]E2[k]B2
}
C2 =
ω2p
γ
(−1)µ
{
ξ20Sj2(ζ0S
′
B3[k]E1 − SE2ξ0) + ξ0[k]E2(Sj2SE2[k]B2 − Sj1ζ0S ′B3k2ξ1)
}
D2 =
ω2p
γ
(−1)µξ0[k]E2k2Sj1
(
SE2[k]B1 − ζ0S ′B3ξ0
)
(25)
The resulting expression was successfully used to examine the (µ, ν1) =
(0,±1) modes of the Yee, Karkkainen, and spectral solver, as well as the
(µ, ν1) = (0,±1) modes of the Yee, and Karkkainen solver. However, it did
not predict the unstable (µ, ν1) = (0, 0) modes for the spectral solver.
We now return to Eqs. (9), (20), and (21) with an eye toward the spectral
solver which is the main focus of this paper. For this case [k]E,B = k,
therefore in 2D
SE1 = SE2 = SE3 ≡ SE = Sl SB1 = SB2 = SB3 ≡ SB = cos ω∆t
2
Sl.
Sj1 = Sj2 = Sj3 ≡ SE = Sl
where
Sl =
(
sin(k1∆x1/2)
k1∆x1/2
)l+1(
sin(k2∆x2/2)
k1∆x2/2
)l+1
(26)
and l corresponds to the order of the particle shape. Eq. (9) reduces to(
(ω′ − k′1v0)2 −
ω2p
γ3
(−1)µSjSEω
′
[ω]
)(
[ω]2 − k21 − k22 −
ω2p
γ
(−1)µSjSE[ω]− SBk1v0
ω′ − k′1v0
)
+
ω2p
γ[ω]
(−1)µSjk22{v20(SEω′ − SB[ω])− v0ν1SEkg1} = 0 (27)
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And the coefficients A2 to D2 of Eq. (21) becomes
A2 = 2ξ
3
0ξ1
B2 = ξ
2
0
{
ξ20 − k21 − k22 −
ω2p
γ
(−1)µS2l (ξ1 − ζ1k1)
}
C2 =
ω2p
γ
(−1)µS2l
{
ξ20(ζ0k1 − ξ0) + ξ0k2(k2 − ζ0k2ξ1 − k2ζ1ξ0)− ξ1k22(k1 − ζ0ξ0)
}
D2 =
ω2p
γ
(−1)µξ0S2l k22(k1 − ζ0ξ0) (28)
The coefficients are real and completely determined by k1 and k2. We note
that this dispersion relation could have been obtained from Eq. (23) if more
terms were kept in the expansions for the Qij.
We now use the cubic equation for δω′ for the coefficients in Eq. (28) to
systematically investigate the NCI modes for the spectral solver. In Fig. 2
(b), (d), and (f) we present the three sets of modes with the highest growth
rate calculated by the analytical expressions Eqs. (20) and (28), for the
parameters listed in Table 1, and for linear particle shapes (l = 1). Fig. 2
(b) shows the modes with (µ, ν1) = (0,±1), which are the fastest growing
NCI modes. These modes were already studied in [12]. Fig. 2 (d) shows
the (µ, ν1) = (0, 0) modes, which have a highly localized pattern of four dots
[note that in (d) only one quadrant is plotted]. These modes usually have
a maximum growth rate one order of magnitude smaller than the (µ, ν1) =
(0,±1) modes. For the parameters listed in Table 1, the next fastest growing
modes are the (µ, ν1) = (±1,±2) modes which have a maximum growth rate
approximately 3 times smaller than the (µ, ν1) = (0, 0) modes (for linear
particle shape).
We have similarly performed UPIC-EMMA simulations in 2D to observe
various NCI modes in the spectral solver, and to compare with the theory
presented above. The simulations use a neutral plasma drifting at relativistic
velocity, with the Lorentz factor γ = 50.0. The plasma has a uniform initial
spatial distribution, and we used the parameters listed in Table 1. Note these
parameters are those commonly used in the LWFA simulation in the Lorentz
boosted frame [13], and the plasma density is 100 times larger than that used
in [12].
Fig. 2 (a), (c), and (e) show the simulation data of the FFT of E2 at a
particular time during the exponential EM energy growth from the NCI [12].
Fig. 2 (a) shows results from a simulation with no low-pass filter, and the
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Parameters Values
grid size (k0∆x1, k0∆x2) (0.2, 0.2)
time step ω0∆t 0.4∆x1
boundary condition Periodic
simulation box size (k0L1, k0L2) 102.4×102.4
plasma drifting Lorentz factor γ = 50.0
plasma density np/n0 = 100.0
Table 1: Crucial simulation parameters for the 2D relativistic plasma drift simulation. n0
is the reference density, and ω20 = 4piq
2n0/me, k0 = ω0 (c is normalized to 1).
most prominent modes are the (µ, ν1) = (0,±1) modes that were analyzed
in detail in Ref. [12]. To generate the frames in the middle row, we use
a low-pass filter to eliminate the (µ, ν1) = (0,±1) modes. This makes the
unstable (µ, ν1) = (0, 0) modes more noticeable. It is shown in Fig. 2 (c)
that the (µ, ν1) = (0, 0) modes have a highly localized pattern of four dots [in
Fig. 2 only one quadrant is shown], which agrees with the prediction of the
analytic expression. According to Fig. 1, there is no intersection between
(µ, ν1) = (1, 1) resonance [and (µ, ν1) = (−1,−1) resonance] and the EM
dispersion relation, so the next set of modes of interest are the (µ, ν1) = (1, 2)
and (µ, ν1) = (−1,−2) modes. To make the (µ, ν1) = (±1,±2) mode more
noticeable, we use a low-pass filter to filter out the (µ, ν1) = (0,±1) mode,
plus a four-dot mask filter to remove the (µ, ν1) = (0, 0) mode. As shown
in Figs. 2 (e) and (f), the locations of these modes in the simulation agree
with the analytic prediction. As a side note, this numerical experiment also
shows the simplicity and flexibility of using filters (masks) with complicated
shapes in a spectral EM-PIC code to control the unphysical NCI growth.
According to both the theory and simulations, in the parameter space we
are interested in, we usually categorize the NCI for a spectral solver into three
categories: the fastest growing modes at (µ, ν1) = (0,±1); the second fastest
growing modes at (µ, ν1) = (0, 0); and higher order NCI modes with |ν1| > 1
that have an even smaller growth rate. In the following we will discuss
how the locations and positions of these modes change with the simulation
parameters.
For the NCI modes with |ν1| ≥ 1, the instability resides around the
intersections of the Langmuir mode and EM mode [12, 13] (taking the small
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Figure 1: The EM dispersion relation together with the beam resonance ω′ − k′1β = 0 is
shown. The parameters used to plot this figure are listed in Table 1.
time step limit):
(1− v20)k21 + k22 − 2βξk1 − ξ2 = 0 (29)
where ξ = βν1kg1−µωg. If we use the normalization in Eq. (15) the equations
above can be written as (for square cells)
(1− v20)kˆ21 + kˆ22 − 2βξˆkˆ1 − ξˆ2 = 0 (30)
where ξˆ = βν1 − µ/λ1. The positions of the unstable NCI modes in kˆ space
depends only on ∆t and ∆xi through their ratio λi. Therefore, the position
of the |ν1| ≥ 1 NCI does not change if one keeps the ratio of time step to cell
size. Moreover, if µ = 0, λ1 does not appear in Eq. (30), which means that
the position of the (µ, ν1) = (0,±1) modes are not affected by the time step.
For the NCI at (µ, ν1) = (0, 0), there is no intersection between the corre-
sponding fundamental Langmuir mode and the EM mode [as can be seen by
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plotting Eq. (12) and (13) in (ω, k1) space, see Fig. 3 (a)]. The two modes
interact at highly localized positions determined by the coupling term in Eq.
(9). To show how the coupling term in Eq. (9) modifies the Langmuir and
EM modes, we plot the solution of Eq. (9) at kˆ1 ≈ 0.21, −0.07 ≤ kˆ2 ≤ −0.02,
where the instability is observed. Equation (9) is solved both with, and with-
out the coupling term (numerically forcing the coupling term to be zero). The
parameters used in solving Eq. (9) numerically are the same as in Table 1,
with (µ, ν1) = (0, 0). It is evident in Fig. 3 (a) and (c) that when the cou-
pling term is present, the fundamental Langmuir mode and EM mode are
coupled near −0.057 ≤ kˆ2 ≤ −0.037. In Fig. 3 (c) where the growth rate
is plotted, it becomes clear that in this range of k2 where the fundamental
Langmuir mode and EM mode are coupled, the two modes become complex
conjugate pairs with one of them corresponding to instability in this range
of kˆ2. In Figs. 3 (b) and (d), we scan ranges in both kˆ1 and kˆ2, specifically,
we scan the range kˆ1 ∈ [−0.28,−0.15] and kˆ2 ∈ [−0.07,−0.02].
We next investigate the sensitivity of the growth rate and location in
k-space to the simulation parameters for the NCI at the fundamental mode
(µ, ν1) = (0, 0). Note that we define the position of these modes at the
value of (kˆ1, kˆ2) where the growth rate is maximum. In reality there is a
range (although highly localized) of modes that go unstable. Fig. 4 (a)–(d)
shows how the positions and growth rates of those modes change with plasma
density and time step. For each simulation setup we plot both the simulation
results and the predictions from the analytical expressions. When changing
the grid sizes we fix ∆x1 = ∆x2. Fig. 4 (a) shows that when the grid sizes
increases, the position of the (µ, ν1) = (0, 0) NCI moves farther away from
the center of the (k1, k2) plot where the interesting real physics resides [red
curve in Fig. 4 (a)]. We keep ∆t constant as ∆x1 changes in Fig. 4 (a). The
(µ, ν1) = (0, 0) mode also moves farther away from the interesting physics
when the time step decreases [see red curve in Fig. 4 (b)]. Furthermore, as
shown in Fig. 4 (c), the growth rate decreases as the time step decreases
[blue curve], which is not the case for the fastest growing modes of the NCI.
The growth rate also decreases when the grid size increases while keeping ∆t
fixed [Fig. 4 (c) red curve]. When the density of the plasma increases (while
fixing γb = 50), the position of the (µ, ν1) = (0, 0) NCI moves away from the
center in (k1, k2) space, and the growth rates of these modes increase [Fig. 4
(d)].
A parameter scan which shows how the growth rate and position of the
(µ, ν1) = (0, 0) modes change with different choices of the grid sizes and time
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step, is shown in Fig. 5. Note that we are keeping ∆x1 = ∆x2 in the param-
eter scan. By examining Fig. 5, we see that by reducing the ∆t/∆x1 ratio,
the instability at the fundamental Langmuir mode moves farther towards
larger kˆ1 and the growth rate decreases. This is a unique characteristic of
the (µ, ν1) = (0, 0) modes, i.e., the growth rate of the fastest growing modes
does not decrease as ∆t/∆x1 decreases. This is illustrated in Fig. 6 (c) where
the growth rate of the (µ, ν1) = (0, 0) and (0, 1) modes are plotted against
∆t/∆x1 for kp∆x1 = 0.2. When the fastest growing modes are filtered out in
a simulation, if the grid size is restricted to resolve the characteristic length
of physical modes, the position of the (µ, ν1) = (0, 0) mode can be moved to
larger kˆ1 by simply using a smaller time step.
Meanwhile, when the time step is fixed, the growth rates of higher order
NCI (|ν1| > 1) unstable modes can be efficiently reduced by using higher
order particle shapes. In Fig. 6 (a) we show how using different particle
shapes changes the growth rate of the various NCI modes. The parameters
in Table 1 are used for this figure. The result indicates that, while using
higher order particle shapes is very efficient in reducing the growth rate of
higher order NCI modes, it is less efficient for the (µ, ν1) = (0, 0) mode. We
also compared results with different grid sizes (while fixing ∆t/∆x1 = 0.4),
as shown in Fig. 6 (b). It indicates that reducing the grid size (while fixing
∆t/∆x1) helps reduce the growth rate of the (µ, ν1) = (0, 0) mode, but not
for the modes with ν1 6= 0.
3. Strategies for eliminating NCI and sample simulations
Based on this new understanding of the behavior of the unstable NCI
modes, we now discuss approaches for controlling it. Once the NCI is ade-
quately controlled, high fidelity simulations of relativistically drifting plasma
can be carried out. We concentrate on spectral solvers and note that others
are developing approaches for finite difference solvers [15]. The new form for
the dispersion relation in Eq. (9) can also be used to investigate the NCI for
other solvers and we leave this for future work.
The approach we use is to first move the unstable modes to large kˆ’s that
are outside the region kˆ where important physics is occurring. As discussed
in [12], for the spectral solver the fastest growing modes at (µ, ν1) = (0,±1)
exist at large |kˆ| (the edge of the fundamental Brillouin zone). In addition,
as discussed earlier in section 2 their location in kˆ-space does not change
much as the grid sizes (for square or cubic cells) and time step are varied.
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As discussed in section 2 and shown in Fig. 2, the second fastest growing
mode at (µ, ν1) = (0, 0) is highly localized in kˆ-space and can be removed
through a mask filter. However, these modes may exist near modes of physical
interest, and for LWFA boosted frame simulations the plasma only exists in
a small region of the simulation window. For such situations simply applying
a mask filter may also effect the physics. We therefore eliminate those modes
by first reducing the time step (while keeping the cell size fixed). As shown
in Figs. 5 (a) and (b), this both moves the unstable modes to higher kˆ1 and
lowers the growth rate.
To investigate how reducing the time step changes the NCI, 2D simula-
tions using the same parameters as the those shown in Fig. 2, but with a
reduced time step of ∆t = 0.1∆x1 are conducted. The corresponding beam
resonances for this time step are illustrated in Fig. 7 (a), while the cor-
responding simulation data and analytical prediction for ∆t = 0.1∆x1 are
shown in Fig. 7 (c)–(f). From Fig. 7 (c) and (e) we see as expected that
when the time step is reduced, the growth rate and pattern of the fastest
growing modes at (µ, ν1) = (0,±1) do not change much [compared with Fig.
2 (a) and (b)]. However, for the (µ, ν1) = (0, 0) modes shown in Fig. 7 (d)
and (f) , the locations move away from the center [compared with Fig. 2 (c)
and (d)], while the growth rate is reduced by approximately a factor of 4.
In addition, when the time step is reduced to suppress the (µ, ν1) = (0, 0)
mode, the locations and growth rate for the higher order |ν1| > 1 modes
also change. As seen in Fig. 7 (a), the next aliasing beam resonance after
(µ, ν1) = (0,±1) is (µ, ν1) = (0,±2) rather than (µ, ν1) = (1,±1). It is easy
to see that in this case the (µ, ν1) = (0,±2) resonance line has no intersection
with the EM mode in the fundamental Brillouin zone. The beam resonance
line for an intermediate time step of ∆t = 0.225∆x1 is likewise shown in Fig.
7 (b). This illustrates how gradually reducing the time step changes the NCI
modes in the fundamental zone.
Reducing the time step is preferable in relativistically drifting plasma
simulation as it not only provides better NCI properties, but also provides
better accuracy to Maxwell solver, and pusher in the algorithm. However,
it comes at a cost of increased computational loads. In the following we
describe another approach of eliminating the (µ, ν1) = (0, 0) NCI modes for
the spectral solver with a minor modification in the EM dispersion curve.
This approach can be used alone, or combined with the reduced time step to
achieve complete elimination of the (µ, ν1) = (0, 0) NCI modes.
As seen from Fig. 3, the (µ, ν1) = (0, 0) NCI modes are due to the
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intersection between EM mode and the main Langmuir modes at localized
region in ~k space. To eliminate this intersection region, we now artificially
create a small bump to the EM mode by slightly modifying the corresponding
[k]1 operator in the Maxwell solver
[k]1 = k1 + ∆kmod (31)
where
∆kmod = ∆kmod,max cos
2
(
k1 − k1m
k1,min − k1,max
pi
2
)
cos2
(
k2
k2,max
pi
2
)
(32)
in the range k1,min < |k1| < k1,max, and ∆kmod = 0 otherwise. k1,min, k1,max,
and kinc,max are determined by the (µ, ν1) = (0, 0) NCI modes to be elimi-
nated, and k1m = (k1,min + k1,max)/2.
Consider the drifting plasma simulation discussed in section 2 with ∆t =
0.4∆x1 (and other simulation parameters are listed in Table 1) as an ex-
ample. In Fig. 8 (a), (c), and (d) we illustrate how the EM dispersion (in
vacuum) would change as we apply this modification to the [k]1 operator in
the solver in order to eliminate the (µ, ν1) = (0, 0) NCI modes completely.
In Fig. 8 (c) we show the distribution of |ω − ω′|/ωg to indicate how the
EM dispersion is modified in the fundamental Brillouin zone, where ω and
ω′ are the frequency corresponding to a particular (k1, k2) in the original,
and revised EM dispersion, respectively. In Fig. 8 (a) and (d) we show
the corresponding EM dispersion for (ω, kˆ2) and (ω
′, kˆ2) at kˆ1 = 0.205, and
(ω, kˆ1) and (ω
′, kˆ1) at kˆ2 = 0 respectively (as the lines of kˆ1 = 0.205 and
kˆ2 = 0 cross the point where the maximum value of ∆kmod is reached) to
show how much the dispersion is modified. When substituting this [k]1 op-
erator in Eqs. (20) and (21) while keeping [k]2 = k2, we can see there are
is unstable root for (µ, ν1) = (0, 0), i.e. when the modified [k]1 operator is
used in the solver, there is no (µ, ν1) = (0, 0) NCI mode predicted by the
theory. In this case k1,min/kg1 = 0.15, k1,max/kg1 = 0.26, k2,max/kg2 = 0.125,
and kinc,max/kg1 = 0.0095. In Fig. 8 (b) we plot the growth in energy
for E2 for the cases with ∆t = 0.4∆x1 and ∆t = 0.2∆x1, as well as the
case with ∆t = 0.4∆x1 plus the EM dispersion relation modification. In
all these cases a low-pass filter is used to eliminate the fastest growing
(µ, ν1) = (0,±1) modes. As shown in Fig. 8 (b) for the blue (∆t = 0.4∆x1),
and red (∆t = 0.2∆x1) curve, the exponential energy growth is due to the
(µ, ν1) = (0, 0) modes; meanwhile in the case where the EM dispersion mod-
ification is applied (black curve), the energy growth due to (µ, ν1) = (0, 0)
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modes is completely eliminated. Note later in time the energy grows expo-
nentially (with a much lower growth rate, not shown in the plot) due to the
higher order modes (µ, ν1) = (±1,±2). In these simulations we used second
order particle shape. As discussed earlier in section 2, if one needs to further
suppress the NCI by reducing the growth rate of the (µ, ν1) = (±1,±2) NCI
modes, one can use a higher order particle shape as discussed in section.
In summary, we can first move the (µ, ν1) = (0, 0) NCI modes away from
physical modes by reducing the time step, then eliminate them by either ap-
plying a filter, or slightly modifying the EM dispersion in the highly localized
region where the (µ, ν1) = (0, 0) modes reside. One can take advantage of all
these strategies available and combine them to obtain the best recipe for a
particular application.
In the following, we will use these approaches to essentially eliminate the
NCI in relativistic collisionless shock simulation, and in LWFA simulations
in a Lorentz boosted frame, both of which involves the modeling of relativis-
tically drifting plasma. In each case below we use second order particles.
3.1. Relativistic collisionless shock
In Fig. 9 we present the results of two colliding plasma simulations, using
the parameters in Table 2, with two different time steps. In these simulations
we model the interaction of two counter-streaming plasma flows, each moving
with a relativistic Lorentz factor of 20.0. Each plasma is initialized with a
momentum distribution given by
f(p) ∼ exp
(
−(p1 − p10)
2
2p2th,1
)
exp
(
− p
2
2
2p2th,2
)
exp
(
− p
2
3
2p2th,3
)
(33)
where p10 and pth are listed in Table 2. As the two flows interpenetrate they
give rise to the so-called Weibel instability [22], which slows down the flows
and forms two shocks that propagate in opposite directions. In both cases we
use the low-pass filter to eliminate the (µ, ν1) = (0,±1) NCI. Comparing the
log10 |B3| plots in Fig. 9 (b) with ∆t = 0.4∆x1 and (c) with ∆t = 0.08∆x1, it
is evident that when the time step is reduced, the noise originating from the
NCI in the region where the two streams have not yet collided (overlap) with
each other [shown in the red boxes in Fig. 9 (b) and (c)] is much smaller. In
Fig. 9 (d) and (e) we also plot the FFT of the B3 field for these same areas.
The characteristic four-dot pattern of the (µ, ν1) = (0, 0) modes is clearly
observed only for ∆t = 0.4∆x1. This illustrates that the (µ, ν1) = (0, 0)
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Parameters Values
grid size (∆x1,∆x2) (0.5k
−1
p , 0.5k
−1
p )
time step ∆t 0.4∆x1, 0.08∆x1
number of grid 32768× 512
particle shape quadratic
electron drifting momentum p10 19.975 mec
electron pth (0.001,0.001,0.001) mec
Ion mass ratio mi/me 32
Table 2: Simulation parameters for the 2D shock simulation. np is the plasma density,
and ω2p = 4piq
2np/me, kp = ωp (c is normalized to 1).
modes can limit the length of the plasma that can be simulated even if the
fastest growing modes are filtered out, and that these modes can be controlled
by reducing the time step. The plasma density for the smaller time step at
the same physical time is shown in Fig. 9 (a) to show that there is no
instability in the parts of the two streams that have not overlapped yet.
3.2. LWFA simulation in the Lorentz boosted frame
We next present results from an LWFA boosted frame simulations in a
nonlinear regime. The nonlinear regime is more challenging to simulate in
the boosted frame due to self-trapping and the presence of wave harmonics.
In Ref. [13] we showed excellent agreement between lab frame and boosted
frame simulations are obtained in the linear regime using UPIC-EMMA when
the fastest growing mode is filtered out. For simulation of nonlinear cases
slight differences appear at higher γb. We revisit these simulations using
strategies to systematically suppress the NCI modes.
Before we present the results, we note that in LWFA simulations the
plasma density is not really a free parameter when the simulation is done in
the wakefield frame where γb = γw ≡ ω0/ωp0, ω0 is the laser frequency. In
this frame ω′0 = γb(ω0 − k0vb) = 2ω0/γb, and ω2p/γb = ω2p0 is an invariant,
which leads to
ω2p
γbω′20
=
ω2p0γ
2
b
4ω20
=
1
4
(34)
Therefore, with respect to ω′0 the value of ω
2
p/γb is fixed. The time steps
and cell sizes are determined with respect to ω′0, therefore ω
2
p/γb is not a free
parameter.
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In Fig. 10 we present results using parameters listed in Table 3. These
parameters are the same as in Ref. [13] with γb = 28. The reference run used
the time step ∆t = 0.225∆x1, and additional cases were simulated to elimi-
nate the NCI growth: a case with a reduced time step of ∆t = 0.0563∆x1, and
a case with ∆t = 0.225∆x1 plus the EM dispersion modification (with the
modification parameter k1,min/kg1 = 0.151, k1,max/kg1 = 0.222, k2,max/kg2 =
0.125, and kinc,max/kg1 = 0.01). The spatial resolution and number of sim-
ulation particles were kept fixed. In each case the low-pass filter is applied
to eliminate the fastest growing NCI modes. In Figs. 10 (a)–(c) we show
the log10 |E2| for the three cases at t = 11135 ω−10 . As is shown in Fig. 10,
the self-injected particles observed in the case of ∆t = 0.225∆x1 without
EM dispersion modification [Fig. 10 (a)] are no longer observable in the case
with reduced time step ∆t = 0.0563∆x1 [Fig. 10 (b)], or the ∆t = 0.225∆x1
case with EM dispersion modification [Fig. 10 (c)]. Note in the 2D OSIRIS
lab frame simulation, no self-injection particles are observed.
The fact that the ∆t = 0.225∆x1 cases without EM dispersion modi-
fication shows self-injection particles, while the ∆t = 0.225∆x1 case with
dispersion modification and the ∆t = 0.225∆x1 case there is no self-injection
particle strongly indicates the (µ, ν1) = (0, 0) NCI modes are interfering with
the modeling of self-injection process. Slightly modifying the EM dispersion
curve does not change the accuracy of the other parts of the algorithm (e.g.
Maxwell solver, pusher), therefore the only difference between the two cases
is in that for the modified-dispersion case there is no (µ, ν1) = (0, 0) NCI
modes, and the absence of these unphysical modes brings the simulation
results closer to the lab frame results.
As a side note, we see in the green box in Fig. 10 (c) there is radiation
that is not seen in Fig. 10 (a). This is due to the fact that when we artificially
create a bump in the EM dispersion relation, part of the ~k in the bump has
a group velocity difference to the drifting velocity of the plasma larger than
the ~k outside the bump. As a result the radiation that is in the range of
these ~k will travel faster than the other ~k. We isolated the green box region
and performed an FFT for the data inside the box, as shown in Figs. 10 (d)
and (e). We can see that the range of ~k for the radiation that is in the front
of the drifting plasma corresponds exactly to those that has a larger group
velocity.
The fact that both strategies bring the boosted frame simulation results
closer to the lab frame results can also be seen by transforming the on-axis
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Plasma
density n0 1.148× 10−3n0γb
length L 7.07× 104k−10 /γb
Laser
pulse length τ 70.64k−10 γb(1 + βb)
pulse waist W 117.81k−10
polarization 3ˆ-direction
2D boosted frame simulation
grid size ∆x1,2 0.0982k
−1
0 γb(1 + βb)
time step ∆t/∆x1 0.225, 0.0563
number of grid (γb = 28) 8192×256
particle shape quadratic
Table 3: Parameters for the 2D LWFA simulations, with a0 = 4.0. The laser frequency
ω0 and laser wave number k0 are used to normalize simulation parameters, and n0 =
meω
2
0/(4pie
2).
wakefields E1 back to the lab frame and comparing them with lab frame
OSIRIS simulation. In Fig. 10 (f) we plot a lab frame time sequence of
lineups of the on-axis wakefield. These plots correspond to the same time se-
quence as the second row of Fig. 8 in Ref. [13], and include some of the same
data. Here we plot the line outs for the time steps ∆t = 0.225∆x1 without
the EM dispersion modification (red curve), ∆t = 0.0563∆x1 (green curve),
and ∆t = 0.225∆x1 with the EM dispersion modification (cyan curve), and
OSIRIS lab frame data (blue curve). It shows that better agreement with
the lab frame result is found for the reduced time step, and for the case with
larger time step plus EM dispersion modification. For the larger time step
case without the EM dispersion modification (red curve) one can see the wake
is perturbed at early times before the electric field reaches its minimum value
in the rear of the first bubble. This is due to the self-trapped particles which
are absent for the lab frame, and the two boosted frame simulations with
elimination strategies applied to eliminate the (µ, ν1) = (0, 0) NCI modes.
4. 3D Scenario
We next discuss the NCI in three dimensions. Based on the results for
the 2D case, we write the full dispersion relation into the coupling between a
Langmuir and an EM mode. For the spectral solver, the dispersion relation
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for a specific µ, ν1 mode can be rewritten as,(
[ω]2 − k21 − k22 − k23 −
ω2p
γ
(−1)µSjSE[ω]− SBk1v0
ω′ − k′1v0
)
{(
(ω′ − k′1v0)2 −
ω2p
γ3
(−1)µSjSEω
′
[ω]
)(
[ω]2 − k21 − k22 − k23 −
ω2p
γ
(−1)µSjSE[ω]− SBk1v0
ω′ − k′1v0
)
+
ω2p
γ[ω]
(−1)µSj(k22 + k23){v20(SEω′ − SB[ω])− v0ν1SEkg1}
}
= 0 (35)
For the instability mode near the resonance line, we can assume(
[ω]2 − k21 − k22 − k23 −
ω2p
γ
(−1)µSjSE[ω]− SBk1v0
ω′ − k′1v0
)
6= 0 (36)(
(ω′ − k′1v0)2 −
ω2p
γ3
(−1)µSjSEω
′
[ω]
)(
[ω]2 − k21 − k22 − k23 −
ω2p
γ
(−1)µSjSE[ω]− SBk1v0
ω′ − k′1v0
)
+
ω2p
γ[ω]
(−1)µSj(k22 + k23){v20(SEω′ − SB[ω])− v0ν1SEkg1} = 0 (37)
which, as in the 2D case, can be viewed as the coupling between the Langmuir
and EM mode. When Eq. (37) is compared with Eq. (27), we can see the
equations in 3D can be obtained by replacing k22 with k
2
2 + k
2
3 in its 2D
counterpart. As a result, the pattern of instability in 3D can be conveniently
deduced. The location of the (µ, ν1) = (0, 0) NCI modes in k space in
3D can be obtained as follows. Pick a point in (k2, k3) space, then the
growth rate and location in k1 space of this mode will be the same as for
k2D2 =
√
(k3D2 )
2 + (k3D3 )
2, where k3D1,2,3 and k
2D
1,2 are the coordinates of the
modes in the 3D and 2D scenario respectively (assuming ∆x3D1 = ∆x
3D
2 =
∆x3D3 = ∆x
2D
1 = ∆x
2D
2 and ∆t
3D = ∆t2D). This indicates that the unstable
modes form “ring” pattern in the (k2, k3) space at specific values of kˆ1. In
addition, the maximum growth rate τ of these modes has τ 2D ≈ τ 3D when
∆x3D1 = ∆x
3D
2 = ∆x
3D
3 = ∆x
2D
1 = ∆x
2D
2 and ∆t
3D = ∆t2D.
In Fig. 11 we present data from a 3D simulation of a drifting plasma,
using the same parameters as in Table 1 except now ∆t3D = 0.35∆x1 (so
that the Courant condition is satisfied). The different values of ∆t and the
different noise sources in 3D v.s. 2D means the results will not be identical.
We plot the FFT of E2 in each panel. In Fig. 11 (a) the real frequency v.s.
kˆ1 are plotted along with the line ωˆr = kˆ1β. This data was obtained for a
line out along x1 located at the middle of the box. In Fig. 11 (b) a 3D plot
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of E2 in k-space is shown at a time during the exponential growth (before
saturation). Only modes with amplitudes above 1/30 of the maximum mode
are plotted. The predicted rings are clearly present. In Fig. 11 (c) and (d)
cross sections of the plot in Fig. 11 (b) are shown.
In analogy with the 2D case, we can filter out this instability by applying
a mask filter to eliminate the corresponding modes in the ring. For example
we have a mask that blocks out all the modes between
0.175 ≤ kˆ1 ≤ 0.275 0.0272 ≤ kˆ22 + kˆ23 ≤ 0.0672
A parameter scan of the growth rate and position of the unstable modes
using UPIC-EMMA, as well as comparison between the analytical predictions
is presented in Fig. 12 (a)–(d). The variable kR in these plots refers to the
radius of the ring pattern. It confirms that when comparing the unstable
mode for a 2D case (see Fig. 4) against its counterpart in 3D, we have
approximately kˆ3D1 = kˆ
2D
1 , and kˆ
2
R ≡ (kˆ3D2 )2 + (kˆ3D3 )2 = (kˆ2D2 )2 (where kˆR =
kR/kg1), and τ
3D ≈ τ 2D. Therefore, the 3D NCI can effectively be eliminated
by using the same strategies as in 2D.
As an example of a three dimensional case, we revisit the 3D LWFA
boosted frame simulation presented in Ref. [13] using a time step of ∆t =
0.2∆x1 where only a low pass filter was used to eliminate the (0,±1) mode.
Results are shown in Fig. 13. The simulation was rerun with the reduced
time step of ∆t = 0.0667∆x1 to ensure elimination of the (0, 0) modes while
a low-pass filter is used to eliminate the (0,±1) mode. Other parameters
for these two simulations are listed in Table 2 of Ref. [13]. As seen in Fig.
13, the plasma density is similar for the two time steps of the two boosted
frame cases, although there are subtle differences. In Fig. 13 (c), data is
transformed back to the lab frame and a line out of the E1 is plotted. There
is general agreement between all three cases. Nonetheless, it is interesting to
note that there are differences. As seen in Fig. 13 (c) the ∆t = 0.0667∆x1
case (red curve) shows slightly heavier beam loading in the first bucket than
in the ∆t = 0.2∆x1 case (green curve), and both boosted frame cases show
more beam loading than in the lab frame case (blue curve). There are also
differences in the later buckets. This result, and the 2D results discussed in
section 3.2 reveals the fact that the modeling nonlinear wakes and the self-
injection process is much more challenging than modeling linear or weakly
nonlinear wake fields (where there is generally better agreement). These
results also show that in any given simulation it is not obvious if the higher
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order NCI modes are an issue. However, as alluded to earlier, the spectral
(FFT based) solvers have the advantage that the accuracy of the simulation
for given cell sizes and number of particles per cell improve as the time step
is reduced. This occurs because the NCI modes are less of an issue and the
overall accuracy of the particle push and numerical dispersion also improve.
5. Summary
We have systematically investigate the unstable NCI modes with an em-
phasis for a spectral (FFT) based Maxwell solver. We start from a general
dispersion relation described in previous work [12]. This previous work and
that of others shows that the unstable NCI modes occur near the intersec-
tion of wave particle resonances (including aliases), i.e., where ω′ − k′1β = 0,
and electromagnetic waves. Therefore, each unstable mode can be identified
as coming from a specific value of µ and ν1. Based on this information, we
rewrite the dispersion relation in both 2D and 3D for given values of µ and
ν1 into the coupling between two modes which are each numerically stable,
and for which the coupling term vanishes in the continuous limit. These
two modes are easily identified as the Lorentz transformed version of modes
which are purely longitudinal (Langmuir) and purely transverse (EM) in the
rest frame of the plasma. We then use the new form of the NCI dispersion
relation to study the NCI for a spectral (FFT) based Maxwell solver. The
fastest growing modes corresponding to (µ, ν1) = (0,±1) were studied in Ref.
[12] and [13]. Here, we studied additional modes with (µ, ν1) = (0, 0) and
|ν1| > 1. We find for the FFT solver that the second fastest growing mode
is at (µ, ν1) = (0, 0) and that unlike the (µ, ν1) = (0,±1) mode its location
moves to larger values of kˆ1 and its growth rate reduces as ∆t/∆x1 decreases.
Unlike the NCI modes with |ν1| > 0, the NCI at the fundamental Lang-
muir resonance has a highly localized pattern of four dots in the k space
in 2D (one in each quadrant); while in 3D the unstable modes form a ring
pattern. A simple relation of the growth rate and locations of this instabil-
ity between the 2D scenario and 3D scenario is found with kˆ3D1 = kˆ
2D
1 , and
(kˆ3D2 )
2 + (kˆ3D3 )
2 = (kˆ2D2 )
2, and τ 2D ≈ τ 3D when ∆x3D1 = ∆x3D2 = ∆x3D3 =
∆x2D1 = ∆x
2D
2 and ∆t
3D = ∆t2D is assumed.
Based on the new understanding of the family of unstable NCI modes,
we developed strategies for eliminating them with an emphasis for a spectral
solver. The principle idea is to ensure the unstable modes are far away from
the physics of interest and to reduce their growth rate so that they do not
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grow during the simulation. Note that according to Eq. (30) the ν1 = ±1
NCI always resides far away from the interested physics. The ν1 = 0 mode
can be moved away towards large kˆ1 by reducing the time step. In principle,
a dedicated mask filter can then be applied in the solver to eliminate these
modes without affecting the modes of physical interest. However, since the
growth rate of the ν1 = 0 NCI decreases as the time step is decreased, it
may not be necessary to apply the mask filter to eliminate this mode. In
this paper, we proposed two methods for eliminating the ν1 = 0 modes. In
one we reduce the time step, while in the other we slightly modify the EM
dispersion curve near the region in ~k space where there is coupling between
the EM modes and main Langmuir mode. The growth rates of the higher
order NCI modes with |ν1| > 1 are reduced when using higher order particle
shapes and they are also modified as the time step is reduced. We show
that in UPIC-EMMA simulations of both LWFA in a Lorentz boosted frame
and of colliding plasmas (as is done when simulating relativistic collisionless
shocks) can be carried out with no evidence of the NCI. In both cases the
results show that the (µ, ν1) = (0,±1) NCI modes are effectively eliminated
when a low pass filter is used, and the (µ, ν1) = (0, 0) modes are elimianted
when using a reduced time step or applying EM dispersion modification in
the Maxwell solver.
For future work we will investigate the tradeoff in the mitigation strate-
gies discussed in this paper. When doing a physics simulation signals at all
values of kˆ occur. So determining a priori what time step can be used is
difficult. However, one advantage of the spectral solver is the accuracy of all
the physics improves as the time step is reduced, which is not true for finite
difference solvers as this can lead to large dispersion errors in EM waves.
So once a time step is found for which the results have converged, one can
investigate how the results compare with a combination of modified EM dis-
persion and intermediate time step. Furthermore, studying how the physics
changes as the time step is reduced and how results actually converge is also
an important area for future work. Determining where the NCI will occur in
time and space using the predicted growth rates and then mapping this to
time and space in the lab frame is another area for future work. Lastly, it
will be useful to develop filters and interpolation schemes that theoretically
cancel the coupling term, C. This approach would overlap with the finite
difference solver investigations of [15].
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Figure 2: (a), (c), and (e) are the FFT of E2 in the 2D simulations using the parameters
listed in Table 1. The filter applied in order to observe these modes are illustrated by the
grey areas in the plots. (b), (d), and (f) are the corresponding predictions by using the
expression Eq. (20) and (28).
31
Figure 3: Roots of Eq. (9) under the parameters listed in Table 1. (a) and (c) shows the
real, and imaginary parts of the roots between kˆ1 = 0.21, and −0.07 ≤ kˆ2 ≤ −0.2, both
with and without the coupling terms; meanwhile (b) and (d) shows the real and imaginary
part of the roots in the range −0.28 ≤ kˆ1 ≤ −0.15 and −0.07 ≤ kˆ2 ≤ −0.02.
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Figure 4: Dependence of the position (kˆ1, kˆ2), as well as the growth rate τ of the NCI
at the fundamental Langmuir mode to grid sizes ∆x1 (with ∆x1 = ∆x2 fixed), time step
∆t, and plasma density np.
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Figure 5: Dependence of the (a) growth rate, and (b) k1 position of NCI at the fun-
damental Langmuir mode for grid sizes 0.1 ≤ ∆x1 ≤ 0.5 (with ∆x1 = ∆x2 fixed), and
0.1 ≤ ∆t/∆x1 ≤ 0.45.
Figure 6: (a) shows the dependence of the growth rate on particle shapes. (b) shows the
dependence of the growth rate on grid size for various ν1 modes. (c) shows the dependence
of the growth rate on time step when the grid sizes are fixed. Parameters listed in Table
1 are used for these plots.
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Figure 7: (a) and (b) show the EM dispersion relation together with the beam resonance
ω′ − k′1β = 0, for ∆t = 0.1∆x1 and ∆t = 0.225∆x1 (and other parameters the same as
listed in Table 1). (c) and (d) are the FFT of E2 in the corresponding 2D simulations. The
filter applied in order to observe the (µ, ν1) = (0, 0) mode is illustrated by the grey areas
in (d). (e) and (f) are the corresponding analytical predictions by using the expression
Eq. (20) and (28).
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Figure 8: (a) shows the EM dispersion relation in vacuum before and after the mod-
ification, at line kˆ1 = 0.205 and kˆ2 = 0, while (c) shows the modification |ω − ω′|/ωg
in the fundamental Brillouin zone. (b) shows the E2 energy evolution for simulations
with ∆t = 0.4∆x1 (with and without modification), and ∆t = 0.2∆x1. Other simulation
parameters are listed in Table 1.
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Figure 9: (a) shows the plasma density plot at t = 3360 ω−1p for the ∆t = 0.08∆x1 case;
(b) and (c) show the corresponding log10 |B3| for the case ∆t = 0.4∆x1 and ∆t = 0.08∆x1,
respectively. (d) and (e) shows the FFT of B3 in the red box regions in (b) and (c),
respectively.
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Figure 10: (a)–(c) shows the log10 |E2| at t = 11135 ω−10 for the cases with ∆t = 0.225∆x1
(with and without EM modification), and ∆t = 0.0563∆x1, respectively. In (e) we magnify
the region in the green box in (c) to show the detailed structure of the radiation ahead
of the drifting plasma, and (d) shows the corresponding FFT spectral for these radiation.
(f) shows the on-axis E1 wakefield when transforming the UPIC-EMMA simulations data
back to the lab frame and compared again OSIRIS lab frame simulation data.
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Figure 11: This figure shows the dominant NCI modes after the fastest growing modes
are filtered out for a 3D simulation. (a) shows in 3D the (µ, ν1) = (0, 0) mode which
resides at the main resonance ω = k1β; (b), (c), and (d) are the positions of this NCI
mode in kˆ space.
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Figure 12: Dependence of the position (kˆ1, kˆR), as well as the growth rate τ of the NCI
at the fundamental Langmuir mode to grid sizes ∆x1 (with ∆x1 = ∆x2 fixed), time step
∆t, and plasma density n0 in 3D. The variable kR refers to the radius of the ring pattern
of (µ, ν1) = (0, 0) NCI modes in 3D.
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Figure 13: Results from 3D UPIC-EMMA boosted frame simulation (γ = 17). (a) and
(b) present 2D cross section plots of the plasma electron density for ∆t = 0.2∆x1 and
∆t = 0.0667∆x1, while (c) shows the on-axis E1 comparison between the three cases at
t = 3980 ω−10 in the lab frame. x1− t is the coordinates moving together with the moving
window.
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