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In this chapter we introduce wavelets through a historical view, give short notes about
their development, and some of their applications.
0.1 Historical View
The first time the word wavelets has appeared was in the year 1909 in an appendix
to the thesis of A. Haar [6]. But the idea of wavelets itself is older than that date,
in the year 1807 Joseph Fourier has introduced an orthonormal basis to the space
L2([0, 2π]) by using superpositions of the sines and cosines, and hence using these
functions he could give approximations of other functions.
Fourier’s assertion played an essential role in the evolution of the ideas math-
ematicians had about the functions. He opened up the door to a new functional
universe.
In the 1930’s, several groups working independently researched the representation
of functions using scale- varying basis functions. During this period a physicist called
Paul Levy, used the Haar basis function to investigate the Brownian motion. Other
researchers, Littlewood, Paley, and Stein used wavelets in computing the energy of
a function. Their work gave David Marr an effective algorithm for numerical image
processing using wavelets in the early 1980’s.
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Between 1960 and 1980, the mathematicians Guido Weiss and Ronald R. Coif-
man studied the simplest elements of a function space, called atoms, with the goal
of finding the atoms for a common function and finding the ”assembly rules” that
allow the reconstruction of all the elements of the function space using these atoms.
In 1980, Grossman and Morlet, a physicist and an engineer, broadly defined wavelets
in the context of quantum physics. These two researchers provided a way of thinking
for wavelets based on physical intuition. In 1985, Stephane Mallat gave wavelets an
additional jump-start through his work in digital signal processing. He discovered
some relationships between quadrature mirror filters, pyramid algorithms, and or-
thonormal wavelet bases. Inspired in part by these results, Y. Meyer constructed the
first non-trivial wavelets. Unlike the Haar wavelets, the Meyer wavelets are contin-
uously differentiable; however they do not have compact support. A couple of years
later, Ingrid Daubechies used Mallat’s work to construct a set of wavelet orthonormal
basis functions that are perhaps the most elegant, and have become the cornerstone
of wavelet applications today. (these historical notes are taken from [6])
0.2 Wavelets, and Fourier Analysis
As we have seen Fourier analysis was nearly the starting point of wavelets, but what
is the wavelet and how are they related to the Fourier analysis? The answer to this
question might take much more than a section in a thesis but we will try to give
a short note on wavelets and how do they work and their advantages over Fourier
analysis.
In Fourier analysis superpositions of sines and cosines are used to approximate a
functions in L2([0, 2π]), that is, every 2π-periodic function f can be represented as
3
the sum of the series






















So superpositions of sines and cosines introduces an orthonormal basis for the space
L2([0, 2π]), trying to extend this to the space L2(R), these functions, sines and cosines,
are not very efficient since they extend to infinity, so they are not in L2(R), this means
that we have to find a function ψ in L2(R) that decays rapidly towards infinity, uses
its integer translations to introduce the desired basis. Such a function ψ is called a
wavelet.
As we will see later in chapter 3, the two components of wavelet analysis, namely
the integral wavelet transform and the wavelet series, can be used to introduce a fast
algorithm in order to reconstruct a function f in L2(R) from its data and even to
decompose a function into many components each is contained in a resolution level
and if we know the coefficients of f in some level, to calculate the coefficients in a
coarser level with minimum coast.
The advantages of wavelets is that they give an efficient algorithm to approximate
functions from a finite data with minimum coast, this give the wavelet analysis a
wide area in the applied field like signal processing , data compression, astronomy,
acoustics, nuclear engineering, sub-band coding, neurophysiology, music, magnetic
resonance imaging, speech discrimination, optics, fractals, turbulence,earthquake-
prediction, radar, human vision, and pure mathematics applications such as solving
partial differential equations. Here is a small sample, taken from [6] , of what re-
searchers can do with wavelets.
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Computer and Human Vision: In the early 1980’s, a scientist called David Marr inves-
tigated the techniques of the human vision, and concluded that the image processing
in the visual system uses a differential operator, which is capable of being tuned to
act at any desired scale. This operator is known now as Marr wavelet.
Other applied researches on the subject are found in [6]
In this thesis we will investigate the conditions that should be satisfied by a certain
function ψ in L2(R), and its image under a unitary isomorphism θ which we introduce
in the text, in order to introduce an orthonormal basis for the space L2(R) by the
orbit of ψ under the action of a group G which we introduce in the text. The thesis
will be organized as follows, the first chapter will include some preliminary material
that is important to understand the material of the thesis. In the second chapter
we will introduce a unitary isomorphism θ between the space L2(R) and L2(D × Z)
and use this isomorphism to introduce an elementary tensor wavelet, which is a basis
wavelet ψ in L2(R) such that θψ is an elementary tensor f⊗em in the space L2(D)⊗l2
which can be embedded in L2(D×Z). The work in chapter 2 is taken from [5]. And
in the third chapter we will introduce the concept of a multiresolution analysis and
the scaling function , use this concept to restrict a wavelet on the real line to the
closed interval [0, 1]. In the third chapter we depend on [1].
Chapter 1
Preliminaries
In this chapter, we give some of the definitions and theorems that will be used in the
text, that are necessary to go through the thesis without any troubles.
1.1 Some Concepts of Measure Theory
Definition 1.1.1. An extended real-valued function f , is said to be measurable if its
domain is measurable, and the set {x : f(x) ≤ α}, is a measurable set for every real
number α.
Definition 1.1.2. A measurable function f , is said to be
1- Integrable if it satisfies
∫
R |f | <∞. And




Theorem 1.1.1. The Monotone Convergent Theorem
Let fn be a sequence of nonnegative measurable functions, which converges almost







Proposition 1.1.2. If f and g are nonnegative measurable functions, and a and b
nonnegative constants. Then,∫








Remark 1.1.3. From the proposition above, and by mathematical induction it follows
that for any finite number of measurable functions {fi}ni=1 and any finite number of
















Theorem 1.1.5. Tonelli Theorem
Let (X,A, µ) and (Y,B, υ) be two σ−finite measure spaces, and let f be a nonnegative
measurable function on X × Y . Then,
1- For almost all x the functions fx defined by fx(y) = f(x, y) is a measurable function
on Y .




























Remark 1.1.6. Let (X,A, µ) be a σ−finite measure space, and Y the set of positive
integers with υ the counting measure (defined by υ(E) = |E| if E is finite and υ(E) =
∞ if E is an infinite set). Then Tonelli Theorem and corollary 1.1.4 above state the
same conclusion.
Proof. Assume that Tonilli Theorem applies for the space X × Y above. Let f be a
nonnegative measurable function on X×Y , then by Tonilli Theorem 2, fi(x) = f(x, i)
is a nonnegative measurable function on X, this makes f satisfies the first condition
7
of the corollary, that is, the sequence {fi}∞i=1 is a sequence of nonnegative measurable
functions on X, and by 3 we have,
∫
Y
f(x, y)dυ is a measurable function on X. But
Y =
⋃∞















































Remark 1.1.7. In the proof of remark 1.1.6 there had been no need for the integers
to be positive. So even if they were negative the remark will remain true, hence it is











1.2 Vector Spaces, and Matrices
Definition 1.2.1. Vector space
Let V be an arbitrary nonempty set of objects on which two operations are defined,
addition and multiplication by scalars. By addition we mean a rule for associating
with each pair of objects u and v in V an object u + v, called the sum of u and v;
by scalarmultiplication we mean a rule for associating with each scalar k and each
object u in V an object ku, called the scalarmultiple of u by k. If the following
axioms are satisfied by all objects u ,v ,w in V and all scalars k and l, then we call
V a vector space and we call the objects in V vectors.
8
1- If u and v are objects in V , then u + v is in V .
2- u + v = v + u.
3- u + (v + w) = (u + v) + w.
4- There is an object 0 in V called a zero vector for V , such that 0 + u = u + 0 = u
for all u in V .
5- For each u in V , there is an object −u in V , called a negative of u, such that
u + (−u) = (−u) + u = 0.
6- If k is any scalar and u is any object in V , then ku is in V .
7- k(u + v) = ku + kv.
8- (k + l)u = ku + lu.
9- k(lu) = (kl)(u).
10- 1u = u.
Definition 1.2.2. Band matrix [3]
An n×n square matrix A that has all its nonzero entries concentrated near the main
diagonal, running from the upper left-hand corner to the lower right-hand corner of
A is called a band matrix.
A band matrix has the form

a11 a12 0 · · · 0 0
a21 a22 a23 0 · · · 0






0 0 0 · · · an(n−1) ann

Definition 1.2.3. [7] A quadratic form in the n variables x1, x2, · · · , xn is an expres-
sion that can be written as
(









we can write this form as xTAx, where A is a symmetric n× n matrix.
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Definition 1.2.4. Positive definite Matrix
A quadratic form xTAx is called positive definite if xTAx > 0 for all x 6= 0, and a
symmetric matrix A is called a positive definite matrix if xTAx is a positive definite
quadratic form.
Lemma 1.2.1. LU Decomposition
Any non-singular matrix A can be expressed as a product A = LU ; there exist exactly
one lower triangular matrix L and exactly one upper triangular matrix U ;of the form
a11 a12 · · · a1n





an1 an2 · · · ann
 =

1 0 · · · 0





ln1 ln2 · · · 1


u11 u12 · · · u1n





0 0 · · · unn

Definition 1.2.5. Cholesky Decomposition
A symmetric and positive definite matrix can be efficiently decomposed into a lower
and upper triangular matrices L and U respectively. For a matrix of any type, this
is achieved by the LU decomposition which factorizes A = LU . If A satisfies the
above criteria, that is, it is positive definite and symmetric, one can decompose it
more efficiently into A = LLT , where L (which can be seen as the ”square root of A
) is a lower triangular matrix with positive diagonal elements.
To derive A = LLT , we simply equate coefficients on both sides of the equation:
a11 a12 · · · a1n
a21 a22 · · · a2n





an1 an2 · · · ann
 =

l11 0 · · · 0
l21 l22 · · · 0





ln1 ln2 · · · lnn


l11 l21 · · · ln1












11 → l11 =
√
a11
a21 = l21l11 → l21 = a21/l11 , .........ln1 = an1/l11
and so on
1.3 Inner product Spaces, Hilbert Spaces
Definition 1.3.1. [11] A normed space X is a vector space with a norm defined on
it. Where a norm on a (real or complex ) space X is a real- valued function on X
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whose value at an x ∈ X is denoted by ‖x‖ and which has the properties,
(N1) ‖x‖ ≥ 0
(N2) ‖x‖ = 0 if and only if x = 0
(N3) ‖αx‖ = |α| ‖x‖
(N4) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (Triangle inequality)
Definition 1.3.2. A normed space X is said to be complete if every Cauchy sequence
in X converges.
A complete normed space is called Banach space.
Definition 1.3.3. [11]Hilbert Space
An inner product space is a vector space X with an inner product defined on X.
Where an inner product on X is a mapping of X ×X into the scalar field K of X,
that is, with every pair of vectors x and y there is associated a scalar which is written
〈x, y〉 and is called the inner product of x and y, such that for all vectors x, y, z and
scalars α we have
(IP1) 〈x, y〉 = 〈y, x〉,
(IP2) 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉 ,
(IP3) 〈αx, y〉 = α 〈x, y〉 ,
(IP4) 〈x, x〉 ≥ 0 and,
〈x, x〉 = 0 if and only if x = 0.
A Hilbert space is a complete inner product space.





Remark 1.3.2. The space of all square Lebegue integrable complex valued functions






for all x, y ∈ L2(R).
Remark 1.3.3. The space l2 of all bi-infinite square summable sequences is a Hilbert





for all x, y ∈ l2.
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Definition 1.3.4. [2] The Fourier transform of a function f ∈ L1(R) is defined by




where F is a function defined on L1(R)
F : L1(R) → L1(R)
such that (Ff)(w) := f̂(w)
Theorem 1.3.4. The Plancherel theory
The Fourier transform F is a one to one map of L2(R) onto itself. In other words,
to every g ∈ L2(R), there corresponds one and only one f ∈ L2(R) such that f̂ = g;
that is,
f(x) := (F−1g)(x) := ğ(x)
is the inverse Fourier transform of g.
Proof. see [2], pages (31− 36).
Definition 1.3.5. Isometric mapping. Isometric spaces [11]
Let X = (X, d) and X̃ = (X̃, d̃) be metric spaces. Then
1- A mapping T of X into X̃ is said to be isometric or an isometry if T preserves
distances, that is, if for all x, y ∈ X,
d̃(Tx, Ty) = d(x, y)
where Tx and Ty are the images of x and y, respectively.
2- The space X is said to be isometric with the space X̃ if there exists a bijective
isometry of X onto X̃. The spaces X and X̃ are then called isometric spaces.
Definition 1.3.6. [11] Orthonormal sets and sequences
An orthogonal set M in an inner product space X is a subset M ⊂ X whose elements
are pairwise orthogonal. An orthonormal set M ⊂ X is an orthogonal set in X whose
elements have norm 1, that is; for all x, y ∈M
〈x, y〉 =
{
0 if x 6= y
1 if x = y
More generally, an indexed set, or family, {xα}α∈I is called orthogonal if xα⊥xβ for
all α, β in I, α 6= β. The family is called orthonormal if it is orthogonal and all xα
have norm 1, so that for all α, β ∈ I
〈xα, xβ〉 = δαβ =
{
0 if α 6= β
1 if α = β
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Definition 1.3.7. [11] Total orthonormal set
A total set (or fundamental set) in a normed space X is a subset M ⊂ X whose span
is dense in X. Accordingly, an orthonormal set (or sequence or family) in an inner
product space X which is total in X is called a total orthonormal set (or sequence or
family,respectively) in X.
So a set M is total in X if and only if
spanM = X
A total orthonormal family in X is sometimes called an orthonormal basis for X.
Definition 1.3.8. Bilinear forms [13]
Let H1, H2 be two Hilbert spaces over a field K, a bilinear form on H1×H2 is a map
B : H1 ×H2 → K,
which satisfies the following condition;
the partial maps
B(x0, .) : H2 → K : y → B(x0, y) and B(., y0) : H1 → K : x→ B(x, y0),
are linear forms, where K is the scalar field of both spaces H1 and H2.
Definition 1.3.9. The space B(H1, H2) is the space of all bilinear forms on H1×H2.
The space B∗(H1, H2) is the dual space of the space B(H1, H2).
Definition 1.3.10. Let H1 and H2 be two Hilbert spaces, for each (x, y) ∈ H1 ×H2
define a function ux,y ∈ B∗(H1, H2), by
ux,y(B) := B(x, y), forB ∈ B(H1 ×H2).
Then define a function
⊗ : H1 ×H2 → B∗(H1 ×H2)
by
⊗(x, y) : ux,y.
Definition 1.3.11. The Tensor Product [13]
Let H1 and H2 be two Hilbert spaces, then the linear space generated by the image
of the function ⊗ defined in the above definition, is called the tensor product of the
spaces H1 and H2, and is denoted by H1 ⊗H2
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1.4 Groups
Definition 1.4.1. [4] Let G be a nonempty set together with a binary operation
(usually called multiplication) that assigns to each ordered pair (a, b) of elements of
G an element in G denoted by ab. We say G is a group under this operation if the
following three properties are satisfied.
• Associativity. The operation is associative; that is, (ab)c = a(bc) for all a, b, c
in G.
• Identity. There is an element e (called the identity ) in G, such that ae = ea = a
for all a in G.
• Inverses. For each element a in G, there is an element b in G (called an inverse
of a ) such that ab = ba = e .
Definition 1.4.2. If a subset H of a group G is itself a group under the same
operation of G, we say H is a subgroup of G.
Definition 1.4.3. Group Isomorphism
An Isomorphism φ from a group G to a group Ḡ is a one to one mapping from G
onto Ḡ that preserves the operation. That is,
φ(ab) = φ(a)φ(b) for all a, b in G
If there is an isomorphism from G onto Ḡ, we say that G and Ḡ are isomorphic and
write G ≈ Ḡ
Definition 1.4.4. Linear Operator: A linear operator T is a map from an inner
product space H1 into another inner product space H2, that is;
T : H1 −→ H2,
that satisfies, for all vectors x, y in H1 and scaler α,
T (x+ y) = Tx+ Ty,
T (αx) = αTx.
Definition 1.4.5. (Hilbert-adjoint operator T∗). Let T : H1 → H2 be a
bounded linear operator, where H1 and H2 are Hilbert spaces. Then the Hilbert-
adjoint operator T ∗ of T is the operator
T ∗ : H2 → H1
such that for all x ∈ H1 and y ∈ H2,
〈Tx, y〉 = 〈x, T ∗y〉 .
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Theorem 1.4.1. (Existence). The Hilbert-adjoint operator T ∗ of T in the above
definition exists, is unique and is a bounded linear operator with norm,
‖T ∗‖ = ‖T‖ .
Proof. See [11]page 196.
Definition 1.4.6. (unitary operator). A bounded linear operator T : H → H on
a Hilbert space H is said to be unitary if T is bijective and
T ∗ = T−1.
Definition 1.4.7. A group G is said to act on a space X when there is a map
Φ : G×X → X such that the following conditions hold for all elements .
1- Φ(e, x) = x where e is the identity element of G.
2- Φ(g,Φ(h, x)) = Φ(gh, x) for all g, h ∈ G.
In this case, G is called a transformation group, X is a called a G-set, and Φ is called
the group action.
In a group action, a group permutes the elements of X. The identity does nothing,
while a composition of actions corresponds to the action of the composition.
Definition 1.4.8. For a given x ∈ X, the set Gx = {Φ(g, x) : g ∈ G}, where the
group action moves x, is called the orbit of x. The subgroup which fixes x is the
isotropy group of x. The isotropy group of x = {g ∈ G : Φ(g, x) = x}
Definition 1.4.9. A representation U of a group G is a group action of G on a vector
space V by invertible linear maps.
Example 1.4.1. For example, the group of two elements Z2 = {0, 1} has a represen-
tation U given by U(0)v = v and U(1)v = −v, for v ∈ V the vector space.
Remark 1.4.2. A representation is a group homomorphism U : G→ GL(V ). Where
GL(V ) is the general linear group of degree 2 generated by V
In the text the vector space will be a Hilbert space.
Definition 1.4.10. A representation U of a group G on a Hilbert space H, is called
faithful if U(g) = I only for g = e.
Definition 1.4.11. A representation U of a group G on a Hilbert space H is unitary,
if U(g) is a unitary operator for all g ∈ G.
Definition 1.4.12. Tow representations U1 , U2 are unitary equivalent if there is a





In this section we, are going to introduce an isomorphism θ from the space L2(R);
of all square integrable complex valued functions, onto the space L2(D × Z), where
D is the union of a dyadic interval with its reflection about zero, and Z is the set of
all integers. Then use this isomorphism to investigate the conditions that should be
satisfied by a function Ψ ∈ L2(R) to introduce an orthonormal basis in L2(R).
2.1 The Unitary Isomorphism




Proof. It is clear that
⋃
2nD ⊂ R\{0}, so we have to show that R\{0} ⊂
⋃
2nD. Let
x ∈ R\{0}, then we will consider two cases, first if x > 0, then x
z




then by the Archimedean property, there exist n ∈ Z such that, n < log2 xz ≤ n+1, so
2n < x
z











≤ 2n+1, so −2n+1z ≤ x < −2nz,then x ∈ 2nD. Then in any case x ∈ R\{0}





Remark 2.1.2. Note that




Moreover D × {n}
⋂
D × {m} = ∅, for all m 6= n in Z.
Remark 2.1.3. Any function g ∈ L2(D×Z) can be written as a sequence of functions;
that is ,
g(t, n) = {gn(t)}n∈Z
Proof. Let g ∈ L2(D × Z), define the function
gn(t) =
{
g(t, n) if t ∈ D × {n}
0 otherwise
Then g = {gn}n∈Z.
Lemma 2.1.4. Define a function θ : L2(R) → L2(D × Z) by
θf(t, n) = 2−n/2f̂(2−nt),
for (t, n) ∈ D × Z. Then θ is a unitary isomorphism.






























∣∣∣f̂(u)∣∣∣2 du = ∫
R/{0}




∥∥∥f̂∥∥∥2 = ‖f‖2 .
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The last equality is by Plancherel theory. See [2].
Next we show that, θ is surjective.
Assume that g ∈ L2(D × Z), define gn by;
gn(t) =
{










|g(t, n)|2 dt <∞.
Since R\ {0} =
⋃
n∈Z 2
nD, then for each x ∈ R there exist unique n ∈ Z , t ∈ D such




nx) where x = 2−nt.
Since both n, t are unique then f̂ is well defined. And;∫
R






























|g(t, n)|2 dt <∞.
Then f̂ ∈ L2(R), hence by the Plancherel theory f ∈ L2(R). So we have;
θf(t, n) = 2−n/2f̂(2−nt) = 2n/22−n/2gn(2
n2−nt) = gn(t) = g(t, n).
Since the choice of g ∈ L2(D × Z) was arbitrary then θ is surjective.






























= 〈f, g〉, then;
〈θf, θg〉 = 〈f, g〉 .
Then θ is unitary.
Definition 2.1.1. Set L = {(a, b) | a, b ∈ Z}. Denote by I those elements of L with
nonnegative first coordinate: then I = {(a, b) | a, b ∈ Z, a ≥ 0}. Denote by G the
group generated by L,with the operation ∗ defined by: ( for (a1, b1) and (a2, b2) in L
(a1, b1) ∗ (a2, b2) = (a1 + a2, 2a2b1 + b2)) then
G = {(a, b) | a ∈ Z, 2nb ∈ Z, for some n = n(b) ∈ Z}
Lemma 2.1.5. The subset I ⊂ G is a semigroup.
Proof. Let (a1, b1) ,and (a2, b2), be two elements in I, then;
(a1, b1)(a2, b2) = (a1 + a2, 2
a2b1 + b2).
Since both a1 and a2 are nonnegative, then a1 + a2 is nonnegative, and since each of
b1, and b2 are integers, and a2 is a nonnegative integer, then, 2
a2b1 + b2 is an integer
so (a1 + a2, 2
a2b1 + b2) ∈ I. Then I is closed under the operation defined on it, and
since I is a subset of G, and since G is a group, then the operation defined on I is
associative, which completes the proof of the lemma that I is a semigroup.
Lemma 2.1.6. Every (x, y) ∈ G may be written as (x, y) = (a, b)(c, d)−1, where
(a, b) ∈ I and (c, d) ∈ I
Proof. (x, y) ∈ G implies that; x ∈ Z and y ∈ 2−nZ, for some n ∈ Z. That is;
y = 2−nk, for some n, k ∈ Z.If x ≥ 0 then; (x, y) ∈ I, and the lemma is true, so
assume that x < 0, and let c = max {n,−x} , a = x+ c , d = 0 and
b =
{
k if x ≥ −n,
2−n−xk if x < −n .
Then if x ≥ −n, we get
c = n, a = x+ n, d = 0 and b = k
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, so
(a, b)(c, d)−1 = (x+ n, k)(n, 0)−1 = (x+ n, k)(−n, 0) = (x, 2−nk) = (x, y).
If x < −n, we get
c = −x, b = 2−n−xk, a = 0 and d = 0
so
(a, b)(c, d)−1 = (0, 2−n−xk)(−x, 0)−1 = (0, 2−n−xk)(x, 0) = (x, 2−nk) = (x, y).
Since both a and c in the above argument are nonnegative, then this completes the
proof of the lemma.
Remark 2.1.7. From this lemma we note that the group G is generated by I.
Lemma 2.1.8. The group G defined above, has a faithful, unitary representation U
on the Hilbert space L2(R); where the space L2(R), is the space of all square integrable
complex valued functions defined on the real numbers. This representation is given by
U(a, b)f(x) = 2a/2f(2ax− b).
For all (a, b) ∈ G, and f ∈ L2(R).
Proof. To show that U is faithful, we have to show that U(a, b)f = f , for all f ∈
 L2(R), implies that;(a, b) = (0, 0)S the identity element in G. Assume
U(a, b)f(x) = f(x),
for all x ∈ R and all f ∈ L2(R),then
2a/2f(2ax− b) = f(x). For all x ∈ R.
Then this cannot be true unless a = 0 and b = 0, that is; (a, b) = (0, 0).
To show that U is unitary we have,








= 〈f, g〉 .
Then U(a, b) is a unitary operator on L2(R), (a, b) was arbitrary, then U is unitary.
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Lemma 2.1.9. If f ∈ L2(R) and (a, b) and (c, d) ∈ G then
〈U(a, b)f, U(c, d)f〉 =
〈
U(a− c, b− 2a−cd)f, f
〉
Proof.









2 f(2ax− b)f(2cx− d)dx
let 2cx− d = v, then x = (v + d)2−c, and dx = 2−cdv, so;











2 f(2a−cv − (b− 2a−cd))f(v)dv
=
〈
U(a− c), b− 2a−cd)f, f
〉
.
Proposition 2.1.10. The set Lf = {U(a, b)f | a, b ∈ Z} is orthonormal in L2(R) if




1 if (a, b) = e
0 otherwise.
And e = (0, 0) is the identity in the group G.
Proof. Assume that the set Lf = {U(a, b)f : a, b ∈ Z} is orthonormal in L2(R).
then;
〈U(a, b)f, U(c, d)f〉 =
{
1 if (a, b) = (c, d),
0 otherwise.
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Let (a, b) ∈ I, then
〈U(a, b)f, f〉 = 〈U(a, b)f, U(0, 0)f〉
=
{
1 if (a, b) = (0, 0),
0 otherwise
= δe(a, b).
Conversely, assume that 〈U(a, b)f, f〉 = δe(a, b) for all (a, b) ∈ I, then let (a, b), (c, d)
be two ordered pairs of integers, then both (a, b) and (c, d) are in G, then by lemma
2.1.9;
〈U(a, b)f, U(c, d)f〉 =
〈
U(a− c, 2a−cb− d)f, f
〉
.
We can arrange it such that a− c ≥ 0, so (a− c, 2a−cb− d) ∈ I, then we get
〈U(a, b)f, U(c, d)f〉 =
〈
U(a− c, 2a−cb− d)f, f
〉
= δe(a− c, 2a−cb− d)
=
{




1 if (a, b) = (c, d)
0 otherwise.
Then Lf is an orthonormal set in L2(R).
2.2 Intertwining L and θ
Definition 2.2.1. For (a, b) ∈ G, define
V (a, b) : L2(D × Z) → L2(D × Z)
by
V θf = θUf for every f ∈ L2(R).
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Where θ is the unitary isomorphism that we introduced in the beginning of this
chapter, and U is the representation of the group G on the space L2(R).
Remark 2.2.1. Since θ : L2(R) → L2(D × Z) is isometry, then for every g in
L2(D × Z), there is a function f in L2(R), such that g = θf and since U(a, b)f
is a unitary representation, on L2(R) for all (a, b) in G, then; V (a, b) is a unitary
representation on L2(D × Z).
Remark 2.2.2. For every sequence
ξ = {ξn} ∈ L2(D × Z).
We have;
(V (a, b)ξ)n(t) = e
−ibt2−a−nξa+n(t)









Let 2ax− b = v, then 2adx = dv, and x = 2−a(v + b), then;









(V (a, b)ξ)n(t) = (θU(a, b)f)(t, n)













Lemma 2.2.3. If ξ = θf , then for all (a, b) ∈ G
〈U(a, b)f, f〉 = 〈V (a, b)ξ, ξ〉 .
Proof.
〈V (a, b)ξ, ξ〉 = 〈V (a, b)θf, θf〉
= 〈θU(a, b)f, θf〉 = 〈U(a, b)f, f〉 .
The last equality holds because θ is isometry.
Corollary 2.2.4. Let ξ = θf for some f in L2(R), then the set Lf = {U(a, b)f : a, b ∈ Z}
is orthonormal set in L2(R), if and only if
〈V (a, b)ξ, ξ〉 = δe(a, b). for all (a, b) ∈ I.
Where δe is the Kronecker delta, and e = (0, 0) is the identity in G
Proof. By proposition 2.1.10 the set Lf is orthonormal in L2(R) if and only if
〈U(a, b)f, f〉 = δe(a, b).
But by lemma 2.2.3
〈U(a, b)f, f〉 = 〈V (a, b)ξ, ξ〉 ,
therefore the set Lf is orthonormal in L2(R) if and only if
〈V (a, b)ξ, ξ〉 = δe(a, b).
2.3 The Influence of D
Lemma 2.3.1. If V1 and V2 are the representations of the group G on L
2(D × Z),
and
L2(2D×Z) respectively, given by definition 2.2.1 then V1 and V2 are unitary equiva-
lent.
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Proof. To prove that V1 and V2 are equivalent, we have to find a unitary isomorphism
η : L2(D × Z) → L2(2D × Z),
such that V1 = η
−1V2η. Let ξ = {ξn}n∈Z be a function in L2(D × Z),and define;






t) for t ∈ 2D, ξ ∈ L2(D × Z)

















t). for all t ∈ 2D.
Since the function h : 2D → D : t→ 1/2 t is one to one, and onto, then for all t ∈ D,






Also η is onto since for each ξ in L2(2D × Z) we have the function ξ1/2 given by:
21/2ξ(2t, n) = 21/2ξn(2t), for all t ∈ D,
is in L2(D).
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|ξn(t)|2 dt = ‖ξn(t)‖2L2(D×Z) .
This shows that η is isometric, and surjective, now we will prove that η is unitary so





















Then η−1 = η∗, implies that η is unitary . So we have to show that η−1V2η = V1, so
η−1V2(a, b)ηξn(t) = 2
1/2V2(a, b)ηξn+1(2t).
By remark 2.2.2 (V (a, b)ξ)n(t) = e
−itb2−(a+n)ξa+n(t) then






ξa+n(t) = V1(a, b)ξn(t).
Hence η−1V2η = V1, then V1 and V2 are unitary equivalent.
Corollary 2.3.2. Every representation V 8 of G is unitary equivalent to a represen-
tation V on L2(D × Z) for some D ⊂ [−π, π].
Proof. In the previous lemma we have shown that the representation V of G on
L2(D × Z) is equivalent to a representation V 8 of G on L2(2D × Z). Then by math-
ematical induction we can show that; any representation V of G on L2(D × Z) is
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equivalent to a representation V 8 of G on L2(2nD × Z), for some n ∈ Z. If D is not
contained in [−π, π], then 2nD is contained in [−π, π] for some n ∈ Z. Therefore we
can always assume that D ⊂ [−π, π]. So any representation of G is equivalent to a
representation of G on L2(D × Z) for some D ⊂ [−π, π].
2.4 Elementary Tensor Wavelets
Lemma 2.4.1. Let f : D → C be a fixed function such that f ∈ L2(D), then the




1 if n = m
0 if n 6= m is a unit vector in l
2,
is a well defined function in L2(D)⊗ l2.
Proof. Since f is a will defined function in L2(D), then ξ is well defined. So we have
to show that ξ is in L2(D)⊗ l2, first we show that ξ is in L2(D × Z), we have:∫
D×Z
















Then ξ ∈ L2(D × Z).
Since L2(D×Z) can be imbeded in the space L2(D)⊗ l2 see [13] , then the function,
ξ ∈ L2(D)⊗ l2.
Definition 2.4.1. Let ξ be as defined in the above lemma, and Define ψ ∈ L2(R),
by
θψ = ξ
where θ is the unitary isomorphism defined in the beginning of this chapter.
Remark 2.4.2. (θψ)n(t) = ξn(t) = f(t)em(n)
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Proposition 2.4.3. Let ψ be as in definition 2.4.1, then the set Lψ = {U(a, b)ψ | a, b ∈ Z},
is an orthonormal set in L2(R) if and only if∫
D
e−ibt2
−m |f(t)|2 dt = δ0(b) for b ∈ Z.
Where δ0(b) =
{
1 if b = 0
0 otherwise.
is the Kronecker delta.
Proof. From proposition 2.1.10 the set Lψ is orthonormal in L2(R) if and only if
〈U(a, b)ψ, ψ〉 = δe(a, b).
By lemma 2.2.3 we have
〈U(a, b)ψ, ψ〉 = 〈V (a, b)ξ, ξ〉 .
Hence, Lψ is orthonormal in L2(R) if and only if







(V (a, b)ξ)n(t) = e
−ibt2−a−nξa+n(t).
Then, Lψ is orthonormal in L2(R) if and only if


























−m |f |2 (t)dt.
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The last equality is true because
em(a+ n)em(n) =
{
1 n = m and a = 0
0 otherwise.




−n |f |2 dt = δ0(b).
Remark 2.4.4. In the following we will always assume that D ⊂ T where T is the
unit circle. And take the function f in lemma 2.4.1 as a function on T , that is zero
out off D.
Proof. By corollary 2.3.2, since any representation of G, is equivalent to a represen-
tation on a set D, for some set D ⊂ [−π, π], then we can always take D as a subset of
[−π, π]. And since [−π, π] is equivalent to the unit circle T , then D can be embedded
in T . So we can assume that D ⊂ T .
Proposition 2.4.5. Ifψ is as in definition 2.4.1, then the set Lψ = {U(a, b)ψ : a, b ∈ Z}
is an orthonormal set in L2(R), implies that m < 0.




−m |f(t)|2 dt =
δ0(b). Hence all the Fourier coefficients of |f | which are multiples of 2−mb except
the zero‘s are zero, so if m ≥ 0 we have n = 2−mb, then b = 2mn which is an
integer, so for all integers the Fourier coefficients of |f | are zero except the zero‘s one,
hence |f | is constant almost everywhere on T , but since D ⊂ T , then D
⋂
T has a
positive measure, but f is zero off D, then f = 0 for all t ∈ T therefore Lψ = {0},
contradicting the assumption that Lψ is orthonormal. Then m < 0.
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Definition 2.4.2. For t ∈ T define










which is the orbit of t under the action of the λth roots of unity.[ see definition 1.4.8]
Where T is the unit circle. And the λth roots of unity are the solution of the
equation tλ = 1.






Remark 2.4.6. Sλh has the λ
th Fourier coefficients of h with all of its other Fourier
coefficients vanishing. Where the λth Fourier coefficients of h are the coefficients∫
T
e−ikλth(t)dt which are the coefficients of h in its Fourier series representation, that









































)dt where n = 0, 1, 2, 3........., (λ− 1).
Set u = t + n.2π
λ
, then dt = du, and t = λu−n.2π
λ


























ĥ(k) if λ | k,
0 if λ - k . (2.4.1)
The last equality is because, if λ | k then 2inπ k
λ
will be an integer multiple of π, so
e2inπ
k






λ ] = λ−1λĥ(k) = ĥ(k).










Proposition 2.4.7. Let ψ be as in definition 2.4.1, then Lψ = {U(a, b)ψ : a, b ∈ Z}
is an orthonormal set in L2(R), implies that, |f |2 has the following symmetry property.




∣∣∣∣2 = S2−m |f |2 = 1. (2.4.2)
Where S2−m |f |2 is given in definition 2.4.3, putting λ = 2−m.
Proof. Since Lψ is orthonormal in L2(R), then by proposition 2.4.5 m < 0, implies
that the summation make sense. By letting b = k in proposition 2.4.3, we have that
the Fourier transform of (|f |2 (̂2−mk) is zero for all integers k 6= 0. By remark 2.4.6
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(S2−m |f |2)(̂2−mk) = ˆ|f |
2
(2−mk) = 0 for all integers k 6= 0. Thus S2−m |f |2 = constant,
which is not zero, so it can be normalized to 1
Remark 2.4.8. proposition 2.4.7 implies that for almost all t ∈ T the summation
in equation 2.4.2 is not zero then there is at least one element s ∈ (t)λ for which
f(s) 6= 0 and therefore s ∈ D
Proposition 2.4.9. If Lψ is an orthonormal basis for L2(R), then for almost every
t ∈ T ; at most one summand of the equation 2.4.2, in proposition 2.4.7 may be
nonzero. Also f(t) 6= 0, for almost every t ∈ D.
Proof. First we show that f(t) 6= 0 almost everywhere on D.
Let P ⊂ D be a set of positive measure, such that f = o for all t ∈ P , then define a
function g by
θg(t, n) = χP (t)e0(n).
Where χp(t) =
{
1 if t ∈ P
o otherwise




1 t ∈ P, n = 0
0 o.w
Then for all x ∈ R, ĝ(x) =
{













1dx = m(P ) <∞.















So g is orthogonal to Lψ, this contradicts the assumption that Lψ is a basis for L2(R).
Now if more than one summand in the equation of proposition 2.4.7 are nonzero,
which means that more than one element of (t)2−m is in D, then let S ⊂ D be a set of
positive measure, which contain more than one element of (t)2−m , then we can choose
a measurable set P ⊂ S, that satisfies the following;
1- |P | > 0. where |P | is the cardinality of P
2- for all t ∈ P the point t + 2πk
2−m
(mod T) is in D for some fixed k 6= 0 (which
depends on the choice of P .










Define g ∈ L2(D) by
ĝ(t) =

1/f̄(t) if t ∈ P
























−mt(S2−mf ¯̂g)(t)dt = 0
and since
(S2−mf ¯̂g)(̂2





for every integer b.


























By the definition of ψ, and remark 2.2.2, we have
(V (a, b)θψ)n(t) = (V (a, b)ξ)n(t) = 2
−ibt2−a−nξa+n(t) = 2
−ibt2−mf(t) n+ a = m.
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Then















2 ĝ(2−m+a)dt = 0
which implies that 〈V (a, b)θψ, θg〉 = 0 for all integers a, b and thus g is orthogonal
to Lψ. And since g ∈ L2(R) this contradicts the assumption that Lψ is a basis for
L2(R)
Definition 2.4.4. Let ψ be as defined in 2.4.1, then ψ is called an elementary tensor
wavelet, if the set Lψ is an orthonormal basis for the space L2(R)
Theorem 2.4.10. Let ψ be as defined in definition 2.4.1. If ψ is an elementary
tensor wavelet then,
∣∣∣ψ̂(t)∣∣∣ = (2π)−1/2, for almost every t ∈ [−2π,−π) ∪ (π, 2π] and
ψ̂(t) = 0 elsewhere. Where ψ̂ =
∫
R e
−ixtψ(x)dx is the Fourier transform of ψ.
Proof. Assume that ψ is an elementary tensor wavelet, then (θψ)n(t) = f(t)em(n), for
some fixed function f ∈ L2(D). By proposition 2.4.9 D must have the property that,
for all t ∈ T ≡ [−π, π], exactly one point of (t)2−m is in D. So if t ∈ D,then there isn’t
any other element of (t)2−m in D, and if t1 6= t2 are in D, then (t1)2−m
⋂
(t2)2−m = ∅.
Then T ≡ [−π, π] =
⋃
t∈D(t)2−m which is a disjoint union. Since T ≡ [−π, π] then,
|T | = |[−π, π]| = 2π where |T | is the cardinality of T.
Then
2π = |T | = 2−m |D| .
So that |D| = 2m2π. Since D = [−2z,−z)
⋃
(z, 2z] for some z ∈ R\ {0}, then we can




Since (θψ)n(t) = f(t)em(n), then 2
−nψ̂(2−nt) = f(t)em(n), then
∣∣∣2−n/2ψ̂(2−nt)∣∣∣ = { |f(t)| if m = n
0 otherwise.
Then for all t ∈ D, 2−m/2 |ψ| (2−mt) = |f(t)|, then
∣∣∣ψ̂(t)∣∣∣ = 2m/2 |f(2mt)| for all t ∈ 2−mD.
By proposition 2.4.9 we have, |f |2 is constant, then
∣∣∣ψ̂∣∣∣ is constant on 2−mD =
[−2π,−π)
⋃
(π, 2π]. But by the Plancherel theory [2]
∥∥∥ψ̂∥∥∥ = ‖ψ‖, then normalizing






∣∣∣ψ̂∣∣∣2 (t)dt = 1.
Let











= c2(2π − π − π + 2π) = c2 × 2π.
Then
∣∣∣ψ̂∣∣∣ = c = (2π)−1/2.
Chapter 3
Wavelets On Closed Subsets of The
Real Line
3.1 Orthogonal Wavelets on the line
Definition 3.1.1. A multiresolution analysis of L2(R) is a nested sequence of closed
subspaces {Vυ}υ∈Z of L2(R) that satisfies the following properties:
1- ...........Vυ ⊂ V0 ⊂ V1 ⊂.............
2- limυ→−∞Vυ = {0}
3- v(x) ∈ Vυ if and only if v(2x) ∈ Vυ+1
4- v(x) ∈ V0 if and only if v(x+ 1) ∈ V0
5- There exists a function Φ with
∫
Φdy = 1, and the collection {Φ(x− k)}k∈Z is an







for some integer N ≥ 1, and coefficients hk this equation is called the refinement
relation.
6- The coefficients hk satisfy:
2N−1∑
k=0
(−1)khkkα = 0 for 0 ≤ α ≤ N − 1.
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Definition 3.1.2. The function Φ defined above, is called the scaling function.




1 for 0 ≤ x < 1/2;
−1 for 1/2 ≤ x < 1;
0 otherwise.
Let ψHυk(x) = 2
υ/2ψH(2
υx− k), then the collection {ψHυk | υ, k ∈ Z} is an orthonor-
mal basis for the space L2(R). Consider the spaces Wυ defined by Wυ = span {ψHυk | k ∈ Z},






then the collection {Vυ}υ∈Z satisfies the conditions of definition 3.1.1 above.
Proof. See [2] and [?].
Lemma 3.1.1. The scaling function Φ has support given by,
supp Φ = {x | Φ(x) 6= 0} = [0 , 2N − 1]
Proof. see [2] p. 131, 132
Remark 3.1.2. Let
Φυk = 2
υ/2Φ(2υx− k) υ, k ∈ Z
then {Φυ,k}k∈Z is an orthonormal basis for Vυ.
Proof. See [2]
Remark 3.1.3. All polynomials ΠN−1of degree at most N − 1, can be obtained as
linear combinations of the functions {Φυk}k∈Z.
Proof. See [?].
Definition 3.1.3. The orthogonal complement of Vυ in Vυ+1 is denoted by Wυ, that
is
Vυ+1 = Vυ ⊕Wυ.
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2Φ(2x− k), gk = (−1)kh̄1−k (3.1.2)
is the wavelet associated with the multiresolution analysis, that is the set {Ψ(x− k) | k ∈ Z}
is an orthonormal basis for W0.
Remark 3.1.5. Let
Ψυk(x) = 2
υ/2Ψ(2υx− k), υ, k ∈ Z
then the set {Ψυk}k∈Z is an orthonormal basis for Wυ.
Proof. See [2]
Remark 3.1.6. Any function f ∈ L2(R) can be written as a linear combination of















Definition 3.1.5. Equations 3.1.3 and 3.1.4 are called the wavelet decomposition of




are the corresponding wavelet transforms of f due to these decompositions.
Remark 3.1.7. Since any f in Vυ+1 can be split into two orthogonal functions; one












3.1.1 A Simple Example
In this section we use a multiresolution analysis to have a better approximation of a
function, that we know its data in a coarser resolution level.
Example 3.1.2. Assume that a multiresolution analysis is given with scaling function
Φ that satisfies condition 5 in definition 3.1.1.









Where υ0 < υ1,and the sequences {Λυ0k}k∈Z, and {Γυk}υ0≤υ≤υ1,k∈Z, are known se-
quences of coefficients.



































































So in each level we use this equation to find {Λυ0+i,k}k∈Z, and use the equation and
this sequence to find {Λυ0+i+1,k}k∈Z. Until we reach {Λυ1k}k∈Z.
Definition 3.1.6. This procedure is called the Inverse Fast Wavelet Transform(IFWT).
Remark 3.1.8. The full IFWT is a very lengthy operation; finding the sequence of
all coefficients at each level but. Instead we can find Λυ1k̄, for some certain integer k̄.
Since in this case most of the terms in the sum are zero
Algorithm 3.1.2. Because of the two scale relations of Φυ1k, and both Φυ1−1,k, and





Then in each level we must have 0 ≤ k̄ − 2l ≤ 2N − 1, in order to have hk̄−2l 6= 0.
And 0 ≤ 1− k̄ + 2l ≤ 2N − 1, in order to have gk̄−2l 6= 0. So to find Λυ+1,k̄, we only
need the coefficients Λυl, that satisfy 0 ≤ k̄ − 2l ≤ 2N − 1. And the coefficients Γυl,
that satisfy −(2N − 2) ≤ k̄ − 2l ≤ 1, and so on.
















And the Γυ1−i,j,s, that satisfies
k̄
2i








+ · · ·+ 1) +N − 1 ≤ j ≤ k̄
2i
+N − 1.
Example 3.1.3. For example let i = 3, then we have:
In order to get Λυ1,k̄, from Λυ1−1,l, and Γυ1−1,l, we should have l satisfies
0 ≤ k̄ − 2l ≤ 2N − 1. for Λυ1−1,l.
And
−(2N − 2) ≤ k̄ − 2l ≤ l, for Γυ1−1,l.
So we get
k̄/2− 2N − 1
2
≤ l ≤ k̄/2 for Λυ1−1,l.
And
k̄/2− 1/2 ≤ l ≤ k̄/2 + 2N − 2
2
, for Γυ1−1,l.
And to find Λυ1−1,l, we need the Λυ1−2,k, that satisfy 0 ≤ l − 2k ≤ 2N − 1, and the
Γυ1−2,k, that satisfy −(2N − 2) ≤ l − 2k ≤ 1. Therefore k must satisfy
l/2− 2N − 1
2
≤ k ≤ l/2 for Λυ1−2,k.
And
l/2− 1/2 ≤ k ≤ l/2 + (2N − 2)
2
for Γυ1−2,k.
This implies that, k must satisfy
k̄/4− 2N − 1
4
− 2N − 1
2
≤ k ≤ k̄/4 for Λυ1−2,k.
And
k̄/4− 2N − 1
4
− 1/2 ≤ k ≤ k̄/4 + (2N − 2)
2
for Γυ1−2,k.
Therefore we need the Γυ1−2,k for which k satisfies
k̄/22 − 2N − 1
4



















And the Λυ1−2,k that satisfies
k̄
22






≤ k ≤ k̄
2
.





≤ j ≤ k
2
,









. This implies that we need the
Λυ1−3,j, for j satisfies
k̄
22 × 2






− 2N − 1
2















≤ j ≤ k̄
23
.
And Also need the Γυ1−3,j, that satisfies
k̄
22 × 2























+N − 1 ≤ j ≤ k̄
23
+N − 1.
Remark 3.1.9. On each level there are approximately 4N terms independent of the
level. Because in order to have Λυ,k from the Λυ−1,l, s, we need 2N − 0 operations for
the Λ’s, and 1 + 2N − 2 + 1 = 2N operations for the Γ’s. Therefore in each level we
need 4N operations independent from the level, and so in two levels we have 4N × 2
operations. So finding Λυ1k̄ from the known coefficients {Λυ0,k}k∈Z, and {Γυ,k}υ0≤υ≤υ1,
requires approximately 4N × (υ1 − υ0) operations. As a consequence if we need the
values of Λυ1k for values of k that are sparsely scattered, we see that it is faster to
process them in the second way, rather than using the full IFWT.
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3.2 Orthogonal Wavelets on [0,1]




k ∈ Z | suppΦυk
⋂




Sυ = {k ∈ Z | − (2N − 2) ≤ k ≤ 2υ − 1} .
Where suppΦ = [0, 2N − 1],where N is an integer ≥ 1.
Proof. Let Φυk(x) = 2
υ/2Φ(2υx− k), then
suppΦυk = {x | 0 ≤ 2υx− k ≤ 2N − 1} =
{






(0, 1) = ∅
if and only if
2−υ(2N + k − 1) ≤ 0 or 2−υk ≥ 1 ,
if and only if




(0, 1) 6= ∅ if and only if −(2N−1) < k < 2υ if and only if−(2N−2) ≤ k ≤ 2υ−1.
Then
Sυ = {k | − (2N − 2) ≤ k ≤ 2υ − 1}
Definition 3.2.1. let δL, and δR, be two fixed nonnegative integers, and define
Sυ,L = {k | − (2N − 2) ≤ k ≤ δL − 1} ,
and
Sυ,R = {k | 2υ − (2N − 2)− δR ≤ k ≤ 2υ − 1} ,
and
Sυ,I = {k | suppΦυ,k−δL and suppΦυ,k+δR ⊂ [0, 1]}
= {k | δL ≤ k ≤ 2υ − (2N − 1)− δR} .
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Remark 3.2.2. Such υ exists, and satisfies the inequality
2υ > δL + δR + 2N − 3
Proof. Since Sυ,L = {k : −(2N − 2) ≤ k ≤ δL − 1} ,
and Sυ,R = {k : 2υ − (2N − 2)− δR ≤ k ≤ 2υ − 1} .
Then Sυ,L
⋂
Sυ,R = ∅ if and only if
2υ − (2N − 2)− δR > δL − 1 or 2υ − 1 < −(2N − 2).
but 2υ − 1 < −(2N − 2), implies that υ < 0.
Then for all υ ≥ υ0, υ will satisfy the inequality
2υ − (2N − 2)− δR > δL − 1,
that is
2υ > δL + δR + 2N − 3.
Remark 3.2.3. The scale is so small that the support of a function Φυk can intersect






Sυ,R for all υ ≥ υ0.
Lemma 3.2.4. Let Pα be an arbitrary polynomial of degree α ≤ N − 1, define
pαυ(k) = 〈Pα,Φυk〉, and let pαυ,L = {pαυ(k)}k∈Sυ,L, and p
α
υ,R = {pαυ(k)}k∈Sυ,R then,















Proof. By remark 3.1.3 Since the set of all polynomials of degree at most N − 1
is obtained by the linear span of {Φυk}k∈Z, then Pα can be expressed as a linear















Let pαυ,L = {pαυ(k)}k∈Sυ,L , and pαυ,R = {pαυ(k)}k∈Sυ,R , /
where pαυ(k) = 〈Pα,Φυ,k〉, then Pα(x)|[0,1] can now be written as the sum




Remark 3.2.5. Note that from the definition of Pαυ,L and P
α
υ,R we have suppP
α
υ,L is
near the left end point of [0, 1] and similarly suppPαυ,R is near the right end point.
Remark 3.2.6. If we have a collection {Pα} of M polynomials of degree α ≤ N − 1,
this will give us two corresponding collections of functions {Pαυ,L}, and {Pαυ,R}, each
of which has M functions.
Lemma 3.2.7. The functions {Pαυ,L}, which introduced in the previous lemma, are
independent exactly when the collection of coefficients {pαυ,L} is independent.
Proof. This is due to the fact, that the restrictions of the functions Φυk to [0, 1] are
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υk(j) = 0 for every j.
therefore {Pαυ,L(x)} are linearly independent exactly when; {pαυ,L} are linearly inde-
pendent.
Remark 3.2.8. Similarly {Pαυ,R} is linearly independent when the collection of coef-
ficients {pαυ,R} is linearly independent.
Lemma 3.2.9. Let
Pα(x) = 2υ/2(2υx)α where α ≤ N − 1.
Define xαυ,L, and (x− 1)αυ,R by
xαυ,L = {xαυ(k)}k∈Sυ,L , and (x− 1)
α
υ,R = {(x− 1)αυ(k)}k∈Sυ,R .










Proof. See [8] and [1].
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Remark 3.2.10. Let xαυ,L, and (x − 1)αυ,R be as defined in lemma 3.2.9, then the










are completely supported in [0, 1], and are generated by the scaling functions Φυk
Definition 3.2.3. Let Xαυ,L and (X− 1)αυ,R be as defined in the above remark, define





















Remark 3.2.11. From the definition of the functions Xαυ,L, and (X−1)αυ,R, note that
the restriction to [0, 1] of each polynomial Pα of degree α ≤ N − 1 is in Vυ[0, 1].










Proof. To show this we take a function from each collection and show that they are













































0≤α≤N−1, and {Φυk}k∈Sυ,I , are orthogonal.




0≤α≤N−1, and {Φυk}k∈Sυ,I ,



















mutually orthogonal and since the collection {Φυk}k∈Sυ,I is orthonormal by assump-





























































Using this definition in equation 3.2.2 we get that the equation is αβth entry in the




So in order to have this condition satisfied for the functions ϕαυ,L we have to find
a suitable matrix of coefficients A. Since M is positive, definite and symmetric,
then it has a Cholesky decomposition M = CCT . Then let A = C−1, hence the
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0≤α≤N−1, we do a


























If M = CCT is the Cholesky decomposition of M , then we may choose A = C−1, in
order to satisfy the orthonormality condition.
The previous discussion can be gathered, and gives the proof for the following
proposition.
Proposition 3.2.13. Let ϕαυ,L, and ϕ
α




ϕαυ,L if k = δL − 1− α for α = 0, 1, ....., N − 1;
Φυk if k ∈ Sυ,I
ϕαυ,R if k = 2
υ − (2N − 1)− δR + 1 + α for α = 0, 1, ...., N − 1
is and orthonormal basis for the spaces Vυ([0, 1]).
Remark 3.2.14. Let
Lυ = {k : kυ,L −N ≤ k ≤ kυ,L − 1}
and
Rυ = {k : kυ,R + 1 ≤ k ≤ kυ,R +N} ,
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where kυ,L = δR, and Kυ,R = 2






then Iυ is the indexing set for the orthonormal basis of Vυ[0, 1].
Remark 3.2.15. The dimension of Vυ[0, 1]is;
dim(Vυ[0, 1]) = 2
υ − (2N − 1)− δR − δL + 1 + 2N = 2υ + 2− δR − δL.
Proposition 3.2.16. The spaces Vυ[0, 1] as introduced above satisfies the property;
Vυ0 [0, 1] ⊂ Vυ0+1[0, 1] ⊂ Vυ0+2[0, 1] ⊂ ..........
Proof. From the refinement relation 3.1.1 we have;
Φυk(x) = 2
























In order to have hm−2k 6= 0, we must have 0 ≤ m− 2k ≤ 2N − 1. So
2k ≤ m ≤ 2N − 1 + 2k.
If k ∈ Sυ,I , then δL ≤ k ≤ 2υ − (2N − 1)− δR, hence
2δL ≤ 2k ≤ m ≤ 2N − 1 + 2k ≤ 2N − 1 + 2υ+1 − 2(2N − 1)− 2δR.
51
Then
δL ≤ 2δL ≤ m ≤ 2υ+1 − (2N − 1)− 2δR ≤ 2υ+1 − (2N − 1)− δR,
then
δL ≤ m ≤ 2υ+1 − (2N − 1)− δR.
That is, m ∈ Sυ+1,I , so all the functions Φυk, where k ∈ Sυ,I , can be expressed as
linear combinations of the functions Φυ+1,m, where m ∈ Sυ+1,I , therefore they are con-
tained in {Φυ+1,k}k∈Sυ+1,I . So {Φυk}k∈Sυ,I ⊂ {Φυ+1,k}k∈Sυ+1,I . To complete the proof































































But m ∈ Sυ+1,R implies that
2υ+1 − (2N − 2)− δR ≤ m ≤ 2υ+1 − 1, and k ∈ Sυ,L implies that
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−(2N − 2) ≤ k ≤ δL − 1. From this we have;
−2δL + 2 ≤ −2k ≤ 2(2N − 2).
Hence,
2υ+1 − (2N − 2)− δR − 2δL + 2 ≤ m− 2k ≤ 2υ+1 − 1 + 2(2N − 2).
Since υ ≥ υ0, then we have 2υ > 2N − 3 + δL + δR, so 2υ+1 > 4N − 6 + 2δL + 2δR.
Substituting this in the above inequality for m− 2k we will get;
m− 2k > 2N − 2 for all k ∈ Sυ,L and m ∈ Sυ+1,R.
Therefore hm−2k = 0, for all k ∈ Sυ,L, and m ∈ Sυ+1,R, hence III = 0. Now




















































. We have to show


















To show that (X − 1)αυ,R is in Vυ+1 we will follow the same way. We have;













































Since k ∈ Sυ,R, then k satisfies 2υ − (2N − 2)− δR ≤ k ≤ 2υ − 1. Therefore
2− 2υ+1 ≤ −2k ≤ 2δR + 2(2N − 2)− 2υ+1.
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m ∈ Sυ+1,L implies that;
−(2N − 2) ≤ m ≤ δL − 1.
Then;
−(2N − 2) + 2− 2υ+1 ≤ m− 2k ≤ δL − 1 + 2δR + 2(2N − 2)− 2υ+1.
Since 2υ > 2N−3+δL +δR, then −2υ+1 < −4N+6−2δL−2δR, then for all k ∈ Sυ,R,
and m ∈ Sυ+1,L, we have m − 2k < 1 − δL, then hm−2k = 0, for all k ∈ Sυ,R, and
m ∈ Sυ+1,L, then I = 0.



























hm−2k(x− 1)αυ(k) = 2−(α+1/2)(x− 1)αυ+1(m).











= 2−(α+1/2)(X − 1)αυ+1,R.
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which is a linear combination of elements in {Φυ+1,m}m∈Sυ+1,I . Then the functions
(X−1)αυ,R are linear combinations of elements in the basis of Vυ+1. That is (X−1)αυ,R
is contained in Vυ+1.
So in the above argument we have shown that the functions that generates the space
Vυ is contained in Vυ+1 for all υ ≥ υ0. Therefore Vυ([0, 1]) ⊂ Vυ+1([0, 1]), for all
υ ≥ υ0.
The fact that the spaces Vυ forms a nested sequence leads us to a relation similar




Hklϕυ+1,l k ∈ Iυ.
Where Hkl forms the entries of the matrix of coefficients.
Proposition 3.2.17. The elements of the spaces Vυ are related to the elements of




Hklϕυ+1,l k ∈ Iυ.
Where the matrix of coefficients H has the shape
H =
 HLL HLI 00 HII 0
0 HRI HRR
 .
The matrices HLL, HLI , HII , HRI , and HRR are defined in the proof.
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Proof. From the proof of proposition 3.2.16 we have
The functions ϕυk, where k ∈ Sυ,I satisfies
ϕυk = Φυk.
Therefore their linear span satisfies
{Φυk}k∈Sυ,I ⊂ {Φυ+1,k}k∈Sυ+1,I .
Hence the coefficients Hkl for these function will form a band matrix H
II which
coefficients are equal to the coefficients hl−2k. that is, H
II
kl = hl−2k for all k ∈ Sυ,I ,
and l ∈ Sυ+1,I . This yields the band matrix
HII = {Hkl} .

























































































Equating the equations 3.2.4, and 3.2.5, will lead us to the matrices:
1- HLL, which is the product of three matrices;
HLL = Aυ,L4LCυ+1,L,
where 4L = diag(2−(N+1/2), ......., 2−1/2),
and








For k ∈ Lυ, in order to have hl−2k 6= 0 we must have; 2δL − 2N ≤ l ≤ 2δL + 2N − 2.
Similar calculations on the functions ϕυk for k ∈ Rυ, will give us two other matrices
HRR = Aυ,R4RCυ+1,R,
where 4R = diag(2−1/2, ......, 2−(N+1/2)).








υ(j)hl−2j, k = kυ,R + 1 + α,
for k ∈ Rυ, and kυ+1,R − 2N − δR + 3 ≤ l ≤ kυ+1,R.
The general shape of the matrix H is given by;
H =




3.2.2 Wavelets on [0,1]
In this section we will study the space Wυ[0, 1] which performs as the orthogonal
complement of Vυ in Vυ+1 for all υ ≥ υ0.
Remark 3.2.18. The dimension of Wυ is given by;
dimWυ = 2
υ.
Proof. Knowing the dimensions of Vυ and Vυ+1, we can calculate the dimension of
Wυ, where
dimWυ[0, 1] = dimVυ+1[0, 1]− dimVυ[0, 1]
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= 2υ+1 + 2− δR − δL − 2υ − 2 + δR + δL
= 2υ+1 − 2υ = 2υ.








2Φ(2x− k), where gk = (−1)kh̄1−k.
Then
Ψυk = 2















Lemma 3.2.19. The functions Ψυk with k lies in the set;
{k : δL/2 + 1/2 ≤ k ≤ 2υ − δR/2− 1/2} ,
are contained in Vυ+1([0, 1]), and not contained in Vυ([0, 1]).
Proof. If we choose the integer k in such a way that; gm−2k 6= 0, implies that; m ∈
Sυ+1, then we can insure that; Ψυk(x) ∈ Vυ+1[0, 1]. But
m ∈ Sυ+1,l.
if and only if
δL ≤ m ≤ 2υ+1 − (2N − 1)− δR,
and
gm−2k 6= 0 iff h̄1−m+2k 6= 0 iff 0 ≤ 1−m+ 2k ≤ 2N − 1 iff
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m− 1 ≤ 2k ≤ 2N − 1 +m− 1 iff δL − 1 ≤ 2k ≤ 2υ+1 − δR − 1 iff
δL/2 + 1/2 ≤ k ≤ 2υ − δR/2− 1/2.
Therefore the functions Ψυk with k lies in the set
{k | δL/2 + 1/2 ≤ k ≤ 2υ − δR/2− 1/2}
are in Vυ+1[0, 1] but are not in Vυ[0, 1].
Remark 3.2.20. The functions Ψυk that satisfies the condition of the above lemma,
are contained in the space Wυ[0, 1]
Comparing the number of these functions; (which equals 2υ − ( δR+δL
2
). ) with the
dimension of Wυ[0, 1]; ( which equals 2
υ), we see that we still need δR+δL
2
functions in
order to have a basis for Wυ[0, 1].
Half of these missing functions are supported near the right end point of [0, 1], and
the other half are supported near the left end point of [0, 1].
In order to find these functions we have to look for functions that cannot be generated
by either the basis elements of Vυ[0, 1] or the functions Ψυk we referred to in the above
lemma.
Lemma 3.2.21. The functions Ψαυ,L, given by
Ψ1υ,L = Φυ+1,2δL−1|[0,1] − projVυ [0,1]Φυ+1,2δL−1
Ψ2υ,L = Φυ+1,2δL−3|[0,1] − projVυ [0,1]Φυ+1,2δL−3
...
Are the basis functions missed near the left end point of [0, 1].
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Proof. Noting that the functions Xαυ+1,L, and (X− 1)αυ+1,R, are combinations of func-

















Hence we will study the functions in the collection {Φυ+1,k}k∈Sυ+1,I .









h̄k−2l 6= 0 if and only if 0 ≤ k − 2l ≤ 2N − 1,
if and only if
2l ≤ k ≤ 2N − 1 + 2l.
And
Φυl ∈ Vυ[0, 1] if and only if l ∈ Sυ,I if and only if δL ≤ l ≤ 2υ − (2N − 1)− δR,
this imply that
2δL ≤ k ≤ 2υ+1 − 2δR − (2N − 1). (3.2.1)
In order to have ḡk−2l 6= 0, we must have
0 ≤ 1− k + 2l ≤ 2N − 1 which implies that;
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−1− 2l ≤ −k ≤ 2N − 2− 2l implies;
2l − (2N − 2) ≤ k ≤ 1 + 2l.
From the previous calculations we get; Ψυl is in Wυ[0, 1] if l satisfies
δL/2− 1/2 ≤ l ≤ 2υ − δR/2− 1/2.
Then;
δL − (2N − 1) ≤ k ≤ 2υ+1 − δR. (3.2.2)
Then from 3.2.1, and 3.2.2, we have that for k satisfying
2δL ≤ k ≤ 2υ+1 − (2N − 1)− 2δR,
the functions Φυ+1,k are combinations of functions in Vυ[0, 1], and the functions Ψυl
in Wυ[0, 1] we have just found.
But for k in the region
δL ≤ k ≤ 2δL − 1,
and
2υ+1 − (2N − 1)− 2δR + 1 ≤ k ≤ 2υ+1 − (2N − 1)− δR,
this cannot be satisfied.
Using the relation 3.1.5 we can calculate the functions in these regions by;
Φυ+1,2δL−1(x) = h2N−1Φυ,δL−N + h2N−3Φυ,δL−N+1..........
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Φυ+1,2δL−2(x) = h2N−2Φυ,δL−N + h2N−4Φυ,δL−N+1...........
Φυ+1,2δL−3 = h2N−1Φυ,δL−N−1 + h2N−3Φυ,δL−N + ..........
Φυ+1,δL−4(x) = h2N−2Φυ,δL−N−1 + h2N−4Φυ,δL−N ...........
...
The end of this sequence of equations depends on whether δL is even, or odd. If
δL = 2tL is even, then we have
2l = 2tL + 2− 2N,
then
l = tL + 1−N.
Then the end of the sequence will be;
Φυ+1,δ+1 = h2N−1Φυ,tL−N+1 + h2N−3Φυ,tL−N+2........
Φυ+1,δL = h2N−2Φυ,tL−N+1 + h2N−4 + Φυ,tL−N+2.......
And if δL = 2tL − 1 is odd, then
2tL − 1 + 1− 2l = 2N − 2, implies that l = tL −N + 1.
Then the ending equation will be;
Φυ+1,δL+1 = h2N−2Φυ,tL−N+1 + h2N−4Φυ,tL−N+2............
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= 〈Φυ,0,Ψυ,l〉 = 0.
Multiplying the first equations in the above sequence by h1 and the second one by h0
we will get
h1Φυ+1,2δL−1 = h1h2N−1Φυ,δL−N + h1h2N−3Φυ,δL−N+1 + . . .
h0Φυ+1,2δL−2 = h0h2N−2Φυ,δL−N + h0h2N−4Φυ,δL−N+e1 + . . .
Summing the two equations, and taking the restrictions to [0, 1], we get;
h1Φυ+1,2δL−1|[0,1] + h0Φυ+1,2δL−2|[0,1] = (h1h2N−1 + h0h2N−2Φυ,δL−N |[0,1]modVυ[0, 1]
= 0modVυ[0, 1].
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From this we see that the second equation is linearly dependent on the first one, doing
this procedure with the first four equations will yield;
(h0Φυ+1,2δL−4 + h1Φυ+1,2δL−3 + h3Φυ+1,2δL−2 + h4Φυ+1,2δL−4)
= (h0h2N−3 + h1h2N−1 + h3h2N−2 + h4h2N−4)Φυ,δL−N |[0,1]modVυ[0, 1]
= 0modVυ[0, 1]
These calculations shows that in the previous sequence of functions every second
equation is linearly dependent on the first ones.This leads us to the functions we are
looking for by letting
Ψ1υ,L = Φυ+1,2δL−1|[0,1] − projVυ [0,1]Φυ+1,2δL−1
Ψ2υ,L = Φυ+1,2δL−3|[0,1] − projVυ [0,1]Φυ+1,2δL−3 (3.2.3)
...
Whether δL = 2tL is even, or δL = 2tL−1 is odd, this sequence yields tL new functions
at the left end point, which are in Wυ[0, 1].
Lemma 3.2.22. The functions Ψα, given by
Ψ1υ,R = Φυ+1,2υ+1−(2N−2)−2δR − ProjVυ [0,1]Φυ+1,2υ+1−(2N−2)−2δR
Ψ2υ,R = Φυ+1,2υ+1−(2N−2)−2δR+2 − projVυ [o,1]Φυ+1,2υ+1−(2N−2)−2δR+2,
...
are the missing basis functions near the right end point.
Proof. Using equation 3.1.5 for the right end point will yield the sequence;
66
Φυ+1,2υ+1−(2N−2)−2δR = h0Φυ,2υ−(N−1)−δR + h2Φυ,2υ−N−δR + · · ·
Φυ+1,2υ+1−(2N−2)−2δR+1 = h1Φυ,2υ−(2N−1)−δR + h3Φυ,2υ−N−δR + · · ·
Φυ+1,2υ+1−(2N−2)−2δR+2 = h0Φυ,2υ−N−δR+2 + h2Φυ,2υ−N−δR+1 + · · ·
...
If δR = 2tR is even, then
k − 2l = 2υ+1 − (2N − 1)− 2tR − 2l = 1, implies that;
2l = 2υ+1 − (2N − 1)− 2tR − 1, implies;
l = 2υ −N − tR.
So the sequence of equations will end like follows;
Φυ+1,2υ+1−(2N−1)−δR−1 = h0Φυ,2υ−N−tR + h2Φυ,2υ−N−tR−2 + · · ·
Φυ+1,2υ+1−(2N−1)−δR = h1Φυ,2υ−N−tR + h2Φυ,2υ−N−tR−2 + · · ·
And if δR = 2tR + 1 is odd, then
2υ+1 − (2N − 1)− 2tR − 1− 1 = 1, implies;
2l = 2υ+1 − 2N − 2tR − 2, implies;
l = 2υ − 2N − tR − 1.
In this sequence of equations every second equation is linearly dependent on the
previous ones. So we have the functions missing at the right end point by;
Ψ1υ,R = Φυ+1,2υ+1−(2N−2)−2δR − ProjVυ [0,1]Φυ+1,2υ+1−(2N−2)−2δR
Ψ2υ,R = Φυ+1,2υ+1−(2N−2)−2δR+2 − projVυ [o,1]Φυ+1,2υ+1−(2N−2)−2δR+2
...









Kυ,r be the largest integer less than or equal to 2
υ − δR+1
2
, then the set
Jυ = {k : Kυ,l − tL ≤ k ≤ Kυ,r + tR} ,
is the indexing set for the basis elements of Wυ([0, 1]).
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We can summarize the results in remark 3.2.20, lemma 3.2.21, and lemma 3.2.22,
in the following proposition
Proposition 3.2.23. The space Wυ[0, 1] , is sppand by the functions Ψυk where;
δL−1
2
≤ k ≤ 2υ − δR+1
2
and the functions Ψαυ,L 0 ≤ α ≤ tL , Ψαυ,R 0 ≤ α ≤ tR which
are gathered in the following equation;
ψ̄υk =

Ψαυ,L if k = kυl − α for α = 1, 2, ....., tL
Ψυk if kυ,l ≤ k ≤ kυ,r
Ψαυ,R if k = kυ,r + α for α = 1, 2 . . .
(3.2.4)
Where Kυ,l, and kυ,r are given in definition 3.2.4
Proof. This proposition had been proved in the previous argument.
In a similar way to that we have used for the scaling functions we can orthonor-






for some matrix B = Bυ = {Bυl}k,l∈Jυ , these new functions are orthonormal if








Let N be the matrix of coefficients where
N = Nυ = {Nkj}k,j∈Jυ
whereNkj = 〈ψυk, ψυj〉[0,1], then the orthonormality condition will be;
I = BNBT .
If N = DDT is the Cholesky decomposition of N, then we can choose B to be B =
D−1.
Remark 3.2.24. By the previous algorithm of orthonormalizing the functions ψ̄υk,
we obtain our orthonormal wavelet on [0, 1], given by equation 3.2.5, by letting υ = 0,
and k = 0.
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