Abstract-To maintain the monotonicity property of a fuzzy inference system, a monotonically ordered and complete set of fuzzy rules is necessary. However, monotonically ordered fuzzy rules are not always available, e.g., errors in human judgments lead to nonmonotone fuzzy rules. The focus of this paper is on a new monotone fuzzy rule relabeling (MFRR) method that is able to relabel a set of nonmonotone fuzzy rules to meet the monotonicity property with reduced computation. Unlike the brute-force approach, which is susceptible to the combinatorial explosion problem, the proposed MFRR method explores within a reduced search space to find the solutions, therefore decreasing the computational requirements. The usefulness of the proposed method in undertaking failure mode and effect analysis problems is demonstrated using publicly available information. The results indicate that the MFRR method can produce optimal solutions with reduced computational time.
I. INTRODUCTION

F
UZZY inference systems (FISs) constitute a popular computing framework that has been successfully applied to solving different problems [1] , [2] . Two popular variants are the Mamdani-type [3] and Takagi-Sugeno-Kang (TSK)-type [4] , [5] of FIS models. A number of methods to construct FIS models have been proposed in the literature. Among the commonly used methods include gathering fuzzy rules from humans [3] , using (multiobjective) evolutionary computation optimization or tuning [6] techniques, neural learning techniques [2] , [7] , or the Wang-Mendel [8] , [9] technique.
In regard to FIS modeling, the importance of the monotonicity property has been highlighted in a number of recent publications [10] - [16] . The key reasons that demand the monotonicity property are as follows: 1) many real-world systems and control problems obey the monotonicity property between the input and the output [10] , [12] ; 2) the validity of the FIS output needs to be ensured for undertaking comparison, selection, and decision-making problems [12] , [13] , [17] - [19] ; 3) in the case where the number of data samples is small or the fuzzy rule set is Manuscript received July 13, 2015 ; revised November 8, 2015 ; accepted December 30, 2015 . Date of publication March 9, 2016; date of current version December 22, 2016 . This work was supported in part by FRGS grant (i.e., FRGS/1/2013/ ICT02/UNIMAS/02/1) and RACE grant (i.e., RACE/F2/TK/UNIMAS/5).
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incomplete, it is important to fully exploit the available qualitative information or knowledge pertaining to the system [11] , [18] , [19] ; and 4) additional qualitative information or knowledge of the system is useful for overcoming issues related to noise and inconsistencies in the data samples, as well as the overfitting problem [11] .
In this paper, we focus on analyzing the monotonicity property of the zero-order TSK-FIS model constructed with fuzzy rules from humans. Note that the zero-order TSK-FIS model can also be considered as a special case of the Mamdani-FIS model [20] . The sufficient conditions for constructing a monotone TSK-FIS model were first derived in [10] . The sufficient conditions suggest that a monotone fuzzy rule base is important [14] (a must as stated in [15] ) for constructing a monotone zeroorder TSK-FIS model. In terms of applications, the sufficient conditions are useful in reliability engineering, e.g., in failure mode and effect analysis (FMEA) [18] , [19] .
Despite the popularity of the TSK-FIS model, to the best of our knowledge, most of the studies in the existing literature assume that fuzzy rules collected from humans are free from judgment errors. This, however, may not be the case in practice. Indeed, when fuzzy rules are gathered from humans, it is possible for the resulting fuzzy rule base to violate the monotonicity property due to judgment errors. In this paper, we argue it is a challenge task, in practice, to always ensure that fuzzy rules gathered from humans (even domain experts) are free from judgment errors [21] . In this paper, such judgment errors are defined as noise that can lead to a set of nonmonotone fuzzy rules.
In regard to the traditional TSK-FIS model, it is not clear how noisy fuzzy rules should be handled in order to produce a monotone FIS model [4] , [5] . To handle the presence of noise in the fuzzy rule base, the monotone fuzzy rule relabeling (MFRR) method has been proposed [22] , [23] . MFRR attempts to identify noisy fuzzy rules and relabel them to become a set of monotone fuzzy rules. The obtained new fuzzy rules should fulfill the following three criteria: 1) satisfying the monotonicity property as the first priority; 2) having the minimum number of relabeled rules as the second priority; and 3) having the minimum loss measure as the third priority. In our previous research, the genetic algorithm was used to search for a set of monotone fuzzy rules [22] , but the finding indicated that an optimal solution could hardly be obtained. A brute-force fuzzy rule relabeling (BFRR) method was developed in [23] . Even though BFRR could produce a set of optimal solutions, its computation load increased exponentially with the number of fuzzy rules, i.e., suffering from the combinatorial explosion problem [24] . Inspired by the backtracking approach [25] , the main objective of this study is to develop a new MFRR method (hereafter referred as MFRR) with reduced computation. MFRR reduces the search space systematically, i.e., partial solutions that are not worth completing are rejected directly. Therefore, the computational complexity can be greatly reduced. The computation cost of MFRR and BFRR is further analyzed in this paper.
In this paper, we show the importance of using the developed MFRR method in conjunction with FIS models that utilize fuzzy rules provided by humans for tackling assessment/evaluation and decision-making problems. Specifically, MFRR is used in a fuzzy FMEA application with an FIS-based risk priority number (RPN) model [18] , [19] , [26] . We use publicly available FMEA information pertaining to a sewage treatment plant in Taiwan, i.e., from [27] and [28] , and show the some promising results from MFRR, as detailed in Section IV-C.
The organization of the rest of this paper is as follows. The preliminaries and background information are described in Section II. The proposed MFRR method is explained in Section III. A theoretical analysis of MFRR and the experimental results are reported in Section IV. Conclusions are given in Section V.
II. PRELIMINARIES
Definition 1:
Consider an input space X and an output space 
∈s, is always true.
A. Zero-Order Takagi-Sugeno-Kang Fuzzy Inference System
A mathematical model, y = g(x), i.e., g : X → Y , which attempts to approximate the target monotone system, i.e., y = f (x), is considered. In this study, the zero-order TSK-FIS model (hereafter abbreviated as FIS) is used to approximate the target system. For an n-input FIS model, where n > 0, its fuzzy IF-THEN rule from humans is represented as follows: Theorem 1 [17] : The FIS model fulfills the monotonicity property between y and x i , if the following conditions are satisfied.
Condition 1: (dμ
where
. Condition 2 also implies that the fuzzy rule base should be complete and monotone. An extension of Condition 1 is expressed as Corollary 1.
is the center of the MF and σ j i x i is its width. 1) Ratio (dμ Definition 3: Given a total number of r t ≤ r fuzzy rules collected from humans, hereafter defined as R j (j 1 ,j 2 ,...,j n ) :
III. FUZZY RULE RELABELING
..,j n ) , the fuzzy rules are denoted as setR J . R J can be complete or incomplete. 
..,j n ) , must fulfill the following three criteria: 1) satisfying the monotonicity property as the first priority; 2) having the minimum number of relabeled fuzzy rules as the second priority; and 3) having the minimum loss measure corresponding to b j (j 1 ,j 2 ,...,j n ) as the third priority. The loss measure is computed using the following
In our previous research [23] , BFRR was proposed to search for the optimal relabeled fuzzy rules. It starts by relabeling one fuzzy rule until all r t fuzzy rules are considered. If a solution is found by relabeling k fuzzy rules, where k ≤ r t , the relabeled k fuzzy rules with the minimum loss measure are considered as the optimal solution. More than one optimal solutions can be found during the relabeling process. The search process is terminated after all potential solutions for the k fuzzy rules are evaluated. No search is required for relabeling more than k fuzzy rules.
A. Monotone Fuzzy Rule Relabeling Procedure
In this section, the details of MFRR are explained. We adopt the backtracking technique to reduce the solution search space systematically. During the search process, only those partial solutions that fulfill Condition 2 are involved in the relabeling process. Other partial solutions that do not fulfill the monotonicity property are rejected directly. Therefore, the computational time can be reduced. Definitions 4 and 5 are considered.
Definition 4: A total of k-subsets of R J are generated in a lexicographic order [29] , in such a way that the remaining fuzzy rules (i.e., R remaining ) that satisfy Condition 2 are denoted as S k , where 1 ≤ k ≤ r. A combination of fuzzy rules in S k to be relabeled is denoted as S k,z , where z = 1, 2, . . . , num S k . R remaining,z is the remaining fuzzy rules corresponding to S k,z . Note that R J = R remaining,z ∪ S k,z is always true.
The cardinality of S k (i.e., num S k ) is given by
Each S k,z is a combination of fuzzy rules to be relabeled and can be represented as a k-depth tree, as depicted in Fig. 1 . The k-depth tree represents the solutions with k variables. The partial solution is defined as follows.
Definition 5: A partial solution (i.e., R partial ) of S k,z is a vector with variables fewer than k, obtained by MFRR, in such a way that the union of R partial and R remaining,z satisfies Condition 2.
Instead of using all the values in U (B) to relabel b j (j 1 ,j 2 ,...,j n ) in S k,z , we consider only the values that fall within the lower and upper limits of a particular fuzzy rule. For fuzzy rule R (i 1 ,i 2 ,··· ,i n ), , its lower and upper limits of b (i 1 ,i 2 ,··· ,i n ) are obtained using (4) and (5) , as shown at the bottom of the page.
Definition 6: For a given fuzzy rule, i.e., R (i 1 ,i 2 ,...,i n ) , the candidate for relabeling b (i 1 ,i 2 ,. ..,i n ) is denoted as b rel , and it is obtained using
It is useful to consider relabeling as a process of traversing a tree (see Fig. 1 ). Let l denote the level of the solution tree. Each level represents the ordinal number of fuzzy rules to be relabeled. The relabeling process is initialized with an empty vector as the partial solution (i.e., R partial ). When l = 1, the consequent part of the first fuzzy rule (i.e., b j (j 1 ,j 2 ,...,j n ) with the smallest index j) in S k,z is relabeled with the candidate values in b rel,l=1 . The values in b rel,l=1 are the children of R partial at level l = 0. In general, the values in b rel,l are the children of R partial at level l − 1. Then, extend R partial in the depth-first order, i.e., traverse as deep as the kth level to search for possible solutions, before backing up to explore other parts of the tree. The solution (i.e., b rel j (j 1 ,j 2 ,...,j n ) ) is obtained when l = k. Note that for a set of R remaining,z corresponding to S k,z , a relabeled S k,z always exists in such a way that the union of R remaining,z and relabeled S k,z produces a set of fuzzy rules that satisfy Condition 2.
B. Procedure of the Monotone Fuzzy Rule Relabeling Method
The MFRR procedure is summarized in Fig. 2 . The details are explained, as follows.
1) Start 2) Input set R J (Definition 3).
3) Set the number of fuzzy rules to be relabeled to 1, i.e., k = 1. 4) Generate S k (Definition 4). 5) If S k is an empty set, go to step 6. Otherwise, go to step 7. 6) Set k = k + 1, i.e., increase the number of fuzzy rules to be relabeled by 1. 7) Obtain cardinality of S k , i.e., num S k = |S k |. j 1 ,j 2 ,. ..,j n ) with the smallest value of loss. 10) Update z = z + 1. 11) If z ≤ num S k , go to step 9. Otherwise, go to step 12. 12) Obtain the optimal relabeled fuzzy rules (i.e., b rel j (j 1 ,j 2 ,...,j n ) ) that fulfill the monotonicity property, with the minimum number of relabeled fuzzy rules and the minimum loss measure. 13) End.
IV. ANALYSIS AND SIMULATION
A. Analysis
Theorem 2: The number of relabeled fuzzy rule sets using MFRR is smaller than those with BFRR [23] .
Proof: The number of relabeled fuzzy rule sets with BFRR [23] is
In the worst-case scenario, the maximum fuzzy rule sets to be relabeled with MFRR is C (r t , k) r u k > 0. Using the lower and upper bounds as the values to be relabeled, the number of relabeled fuzzy rule sets is always smaller than C (r t , k) r u k . Therefore, the number of relabeled fuzzy rule sets can always be reduced by k q =1 C (r t , q) (r u q ) − C (r t , k) r u k > 0. In essence, MFRR searches for all solutions in which the corresponding partial solutions satisfy Condition 2 of Theorem 1. The solutions having partial solutions that do not satisfy Condition 2 of Theorem 1 are rejected directly. Therefore, MFRR produces the same solutions as those from BFRR.
B. Simulated Example
To illustrate the usefulness of MFRR, consider a set of nonmonotone fuzzy rules for an FIS model with two inputs, i.e., n = 2. The fuzzy rule set R J is represented in Fig. 3 . The first and second inputs, i.e., x 1 and x 2 , have five MFs, i.e., m 1 = 5 and m 2 = 5. There are a total of 25 fuzzy rules, i.e., r t = 5 × 5 = 25, in the fuzzy rule set. Since MFRR focuses on relabeling the consequent part of the fuzzy rules, a fuzzy singleton, i.e., b j (j 1 ,j 2 ,...,j n ) is used to represent each fuzzy rule R j (j 1 ,j 2 ,. ..,j n ) , as in Fig. 3 .
For R J , the set of U (B) obtained is {10, 20, 30, 40, 50, 60, 70, 80}. By setting k = 1, MFRR generates the 1-subset of R J in the lexicographic order to search for S k =1 . However, S k =1 is found to be an empty set. Therefore, k is increased by 1, and the algorithm continues to generate k-subset of R J until S k is no longer an empty set. In this example, the remaining fuzzy rules, i.e., R remaining fulfills Condition 2 when k = 3, monotonicity property of R J can be achieved by relabeling a minimum of three fuzzy rules. Instead of relabeling all combinations of three fuzzy rules in R J , MFRR is able to identify a partial set of all combinations of three fuzzy rules to be relabeled that can lead to the formation of a monotone R J , as listed in S k . For S k,z =1 = {R 3 , R 7 , R 14 }, the corresponding R remaining is illustrated in Fig. 4 . The relabeling procedure starts with a null vector, v 0 , as the partial solution, i.e., R partial , as represented by the shaded region in Fig. 4 . The search process is conducted in a depth-first search manner.
For S k,z =1 = {R 3 , R 7 , R 14 }, the first fuzzy rule to be relabeled is R 3 . The lower limit (i.e., The process is repeated for R 7 andR 14 . The relabeled fuzzy rules for S k = {R 3 , R 7 , R 14 } are shown in Fig. 6 . The loss measure for the relabeling procedure is computed. As an example, the loss measure for S k,z =1 = {R 3 , R 7 , R 14 } is computed using (2) The nonmonotone fuzzy rule set R J in Fig. 3 indicates the effectiveness of MFRR as compared with BFRR. A computer with Intel (R) Core (TM) i5-3210M CPU @2.50 GHz, 6.00 GB of RAM, and Microsoft Window 8.1 Single language was used for the experiment. With MATLAB R2012a, both methods were able to produce optimal solutions, as shown in Figs. 6-9, with the minimum relabeled fuzzy rules of 3 and the minimum loss measure of 300. The computational time of the search process for both BFRR and MFRR were 65.00 s and 0.35 s, respectively.
C. Application to Failure Mode and Effect Analysis
FMEA is a useful reliability analysis tool for evaluating the risks associated with potential failure modes of a complex system or process [18] , [19] , [26] . In FMEA, the risk of a failure mode is determined by an RPN model. The focus of this section is on the use of FIS in FMEA, i.e., the FIS-based RPN model [18] , [19] , [26] . The FIS-based RPN model considers three risk factors as the inputs (i.e., severity, occurrence, and detection) and produces an RPN score as the output. A scale of 1-10 is usually used for quantifying the three risk factors, i.e., x Severity , x Occurrence , x Detection ∈ [1, 10] . The relationship between the three risk factors and RPN score is described by a set of fuzzy rules. Based on the example in Fig. 10, R 18 suggests that if severity is "remote" and occurrence is "high" and detection is "moderate", then risk is "fairly high."
As explained in [18] and [19] , it is important to maintain the monotonicity property of the FIS-based RPN model, i.e., the RPN score should not decrease if any of the three risk factors increases. While the fuzzy rules in [27] and [28] are useful and important, we argue that noise exists in the rule base, and it is advantageous to relabel the fuzzy rules such that the monotonicity property is satisfied. In this experiment, FIS is used. There are five MFs for each risk score. The Gaussian MFs used in our experiment satisfy Condition 1, Theorem 1, and Corollary 1, As an example, the Gaussian MFs for severity in Fig. 11 (a) can be projected as linear lines, as illustrated in Fig. 12(a) [1, 10] . The same observation applies to Fig. 12(b) and (c) for occurrence and detection.
In [28] , a total of 125 fuzzy rules were provided. Fig. 10 shows part of the fuzzy rules [28] . However, the rules were nonmonotone, i.e., violating Condition 2 of Theorem 1. As an example, R 18 and R 19 (see Fig. 10 ) contained the same fuzzy linguistic terms for severity and occurrence, i.e., remote and high, respectively. The fuzzy linguistic terms for detection in R 18 and R 19 were moderate and low, respectively. Therefore, the singleton for fuzzy consequent of R 19 was expected to be equal or higher than that of R 18 (i.e., b 18 ≤ b 19 ), but this was not the case. Such judgment errors were treated as noise in this experiment.
All 125 fuzzy rules from [28] were relabeled using BFRR and MFRR. While both BFRR and MFRR suggested the same optimal solutions, their computation time differed greatly (as analyzed in the next subsection). Specifically, two optimal solutions were found for relabeling three fuzzy rules, with the minimum loss measure of 24 Fig. 13(a) shows the surface plot of the FIS-based RPN model, using the original nonmonotone fuzzy rule base (i.e., without relabeling), and a nonmonotone surface curve can be observed (i.e., as indicated in Area 1). Fig. 13(b) and (c) shows the surface plots of the FIS-based RPN models, using the two suggested optimal relabeled fuzzy rules, respectively, and two monotone surface curves can be observed (as indicated in Area 2 and Area 3). As such, both the new monotone FIS-based RPN models with relabeled fuzzy rules could serve as optimal alternatives for FMEA users to handle the problem in [28] .
D. Computational Time
The computational times for the simulations in Sections IV-B and IV-C are summarized in Table I . For the example in Section IV-B, the number of relabeled fuzzy rules from BFRR is C (25, 1) 8 1 + C (25, 2) 8 2 + C (25, 3) 8 3 = 1197000. With MFRR, in the worst case scenario, i.e., every combination of the three fuzzy rules is relabeled, the maximum number of relabeled fuzzy rules is C (25, 3) 8 3 = 1 177 600. As such, the number of relabeled fuzzy rules can at least be reduced by 19 400. In fact, with the use of the lower and upper bounds for the values to be relabeled, the total number of relabeled fuzzy rules is only 15. Therefore, the number of relabeled fuzzy rules is reduced by 1197 000 − 15 = 1 196 985. In the example, MFRR is still able to produce all available optimal solutions. From the 15 relabeled fuzzy rule sets, four optimal relabeled fuzzy rule sets (i.e., Figs. 6-9) are found by MFRR. The computational time is reduced from 65.00 s (i.e., t BFRR ) to 0.35 s (i.e., t MFRR ), i.e., 99.46%.
With the example in Section IV-C, the computational time is reduced from 6318.60 s (t BFRR ) to 57.10 s (t MFRR ), i.e., 99.10% reduction, but with the same optimal solutions generated. Both the results indicate that MFRR outperforms BFRR. As such, MFRR is viable in practice, as it can produce solutions accurately and rapidly.
E. Remarks
In the absence of BFRR and MFRR, it is possible for a set of noisy fuzzy rules (collected from humans) to produce a nonmonotone FIS model, as shown in the FMEA example. With the use of BFRR and MFRR, meaningful and useful FIS models can be generated. Based on the FMEA example in Section IV-C, we can observe that noisy fuzzy rules lead to a nonmonotone FIS-based RPN model. By using BFRR and MFRR, the potential errors due to noise can be identified by generating two monotone and useful FIS-based RPN models.
Note that both BFRR and MFRR may produce more than one optimal solutions (or extrema). The number of optimal solutions (or extrema) generated by MFRR depends on the combination of the noisy fuzzy rules or, more specifically, the fuzzy rules in the k-subset,S k . We found that MFRR tends to generate multiple optimal solutions when the cardinality of k-subset is more than one, and there exist combinations of noisy fuzzy rules that differ between each other. When multiple optimal solutions are generated, seeking human judgment serves as a good way to choose a suitable FIS-based model. For the FMEA example in Section IV-C, FMEA users can evaluate the two potential FISbased RPN models based on the surface plots, e.g., Fig. 13(b) is smoother than that of Fig. 13(c) . FMEA users can also pin-point the noisy fuzzy rules sets before implementation.
V. CONCLUSION
In this paper, we have proposed a fuzzy rule relabeling technique with reduced computation using the backtracking technique, as an improvement to the BFRR technique. The path that is not able to form a monotone fuzzy rule set is pruned, therefore reducing the search time. The proposed MFRR method is able to produce a monotone fuzzy rule base with the minimum number of rules changed and the minimum loss measure. MFRR requires a lower computational load as compared with that of BFRR. More importantly, MFRR is useful to identify errors in judgment errors (noise) embedded in the fuzzy rules provided by humans, especially when the number of fuzzy rules is large.
For further research, the use of MFRR to other fuzzy models such as the Mamdani model will be investigated. Besides that, modeling of monotone FIS models that fail to satisfy Condition 1 of Theorem 1 serves as an interesting direction. The use of a monotone test of fuzzy rules [30] to facilitate MFRR will be examined. The application of MFRR to other domains, e.g., decision-making problems, education assessments, and risk assessment, will also be evaluated.
