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Abstract
The subject of this thesis is the modeling of a quantum dot LED and the cal-
culation of the electric current and the light production in the Landauer-Büttiker
framework.
The electron-photon interaction is fitted into the Landauer-Büttiker framework
by assuming that every electron interacts with a separate photon field. It allows
us to consider an electron together with its photon field as a ’single non-interacting
particle’ in the sense of the Landauer-Büttiker formalism.
We develop a model of a QD-LED with an electron-photon interaction that is
based on the Jaynes-Cummings model, which describes the interaction of a quantum
dot with a single mode of the electromagnetic field. To be able to analyze the energy
distribution of the emitted photons, we propose a second model of a QD-LED that
is based on a one-dimensional Pauli-Fierz model. It models photons of arbitrary
positive energy instead of just a single mode, but we restrict it to the subspace of
at most one photon.
We prove an abstract Landauer-Büttiker formula that applies to all relatively
trace class scattering systems. It is similar to the result by Aschbacher et al. (2007),
but differs in the regularization of the flux. Furthermore, our proof uses an explicit
spectral representation, which makes it more transparent. We apply this abstract
result to the Jaynes-Cummings QD-LED.
Since the knowledge of the scattering matrix is essential for explicit calculations
with the Landauer-Büttiker formula, we generalize a result by Behrndt et al. (2010)
on a representation of the scattering matrix in terms of the Weyl function of a
boundary triplet from the finite rank case to relatively trace class perturbations,
which covers the case of the Jaynes-Cummings QD-LED.
The resolvent difference of the Pauli-Fierz QD-LED is not trace class, whence we
prove a generalized Landauer-Büttiker formula for a certain class of multiplication
operators that are trace class in the fiber. This abstract result gives us a Landauer-
Büttiker formula also for the Pauli-Fierz QD-LED.
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Zusammenfassung
Die vorliegende Arbeit behandelt die Modellierung einer Quantenpunkt-LED und
die Berechnung des elektrischen Stromes und der Lichtproduktion im Landauer-
Büttiker-Formalismus.
Die Elektron-Photon-Wechselwirkung kann im Landauer-Büttiker-Formalismus
behandelt werden, indem wir annehmen, dass jedes Elektron mit einem separa-
ten Photonenfeld interagiert. Dies erlaubt es uns, ein Elektron zusammen mit sei-
nem Photonenfeld als “einzelnes, nicht wechselwirkendes Teilchen” im Sinne des
Landauer-Büttiker-Formalismusses zu betrachten.
Wir entwickeln ein Modell einer QP-LED, dessen Elektron-Photon-Wechselwir-
kung auf dem Jaynes-Cummings-Modell basiert. Dieses beschreibt die Wechselwir-
kung eines Quantenpunkts mit einer einzelnen Mode des elektromagnetischen Fel-
des. Um auch die Energieverteilung der emittierten Photonen analysieren zu kön-
nen, schlagen wir ein zweites QP-LED-Modell vor, das auf einem eindimensionalen
Pauli-Fierz-Modell basiert. Anstelle einer einzelnen Mode modelliert es Photonen
beliebiger Energie, allerdings beschränken wir uns auf den Unterraum mit maximal
einem Photon.
Wir beweisen eine abstrakte Landauer-Büttiker-Formel, die für alle relativ nu-
klearen Streusysteme gilt. Sie ist ähnlich zu dem Ergebnis von Aschbacher et al.
(2007), unterscheidet sich aber in der Regularisierung des Stroms. Außerdem nutzt
unser Beweis eine explizite Spektraldarstellung, wodurch er klarer wird. Wir wenden
das abstrakte Ergebnis auf die Jaynes-Cummings-QP-LED an.
Da die Kenntnis der Streumatrix für explizite Berechnungen mit der Landauer-
Büttiker-Formel notwendig ist, verallgemeinern wir die Darstellung der Streumatrix
durch die Weyl-Funktion eines Randwert-Triplets von Behrndt et al. (2010) vom
Fall für Störungen endlichen Ranges auf den Fall relativ nuklearer Störungen. Dies
deckt insbesondere den Fall der Jaynes-Cummings-QP-LED ab.
Die Resolventendifferenz der Pauli-Fierz-QP-LED ist nicht nuklear, weshalb wir
eine verallgemeinerte Landauer-Büttiker-Formel für eine gewisse Klasse von Multi-
plikationsoperatoren beweisen, die in der Faser nuklear sind. Dieses abstrakte Re-





1.1 Landauer-Büttiker formula . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 The principal modeling ideas for a quantum dot LED . . . . . . . . . . . 4
1.3 Overview of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Electron-photon interaction models 11
2.1 The standard model of non-relativistic quantum electrodynamics . . . . . 11
2.2 The Pauli-Fierz model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 The 1-photon Pauli-Fierz model . . . . . . . . . . . . . . . . . . . 15
2.3 The Jaynes-Cummings model . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Spectral properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 Generalization of the Jaynes-Cummings model . . . . . . . . . . . 20
3 The Landauer-Büttiker formula for a quantum dot LED 23
3.1 The abstract Landauer-Büttiker formula . . . . . . . . . . . . . . . . . . . 23
3.1.1 The non-equilibrium steady state and the density operator . . . . 24
3.1.2 A general Landauer-Büttiker formula . . . . . . . . . . . . . . . . . 27
3.1.3 A formula for the transition matrix . . . . . . . . . . . . . . . . . . 29
3.1.4 Proof of Theorem 3.1.2 . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Application to a quantum LED toy model . . . . . . . . . . . . . . . . . . 41
3.2.1 The mathematical model . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.2 The Landauer-Büttiker formula . . . . . . . . . . . . . . . . . . . . 54
4 Boundary triplets and the scattering matrix 65
4.1 Boundary triplets and the scattering matrix . . . . . . . . . . . . . . . . . 65
4.1.1 Linear relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.2 Boundary triplets and their properties . . . . . . . . . . . . . . . . 67
4.1.3 Direct sums of boundary triplets . . . . . . . . . . . . . . . . . . . 68
4.1.4 A formula for the scattering matrix in terms of the Weyl function 72
4.2 A boundary triplet for the Jaynes-Cummings quantum dot LED . . . . . 77
4.2.1 The electric model . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.2 The full model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.3 An example for a Jaynes-Cummings quantum dot LED . . . . . . 86
vii
Contents
5 A quantum dot LED based on a Pauli-Fierz model 91
5.1 A Landauer-Büttiker formula for multiplication operators . . . . . . . . . 91
5.1.1 The abstract model . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.1.2 The abstract Landauer-Büttiker formula . . . . . . . . . . . . . . . 94
5.2 Proof of Theorem 5.1.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2.1 Smoothness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2.2 Spectral representation and transition matrix . . . . . . . . . . . . 103
5.2.3 Calculation of the Landauer-Büttiker formula . . . . . . . . . . . . 111
5.3 The 1-photon Pauli-Fierz quantum dot LED . . . . . . . . . . . . . . . . . 127
6 Conclusion 135
Appendix 139
A.1 Second quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.1.1 The Fock space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.1.2 The creation and annihilation operators . . . . . . . . . . . . . . . 141
A.1.3 States as functionals on C*-algebras . . . . . . . . . . . . . . . . . 145
A.2 Mathematical scattering theory . . . . . . . . . . . . . . . . . . . . . . . . 148
A.2.1 The wave operators and the scattering matrix . . . . . . . . . . . . 148
A.2.2 Existence and completeness of wave operators . . . . . . . . . . . . 150
A.2.3 Stationary scattering theory and operator spectral integrals . . . . 152
viii
1 Introduction
Semiconductor quantum devices such as quantum wells, nanowires, and quantum dots
have become more and more popular areas of research over the last decade. With the
improvement of production technologies, the properties of these devices can be fine-
tuned, thus opening a wider range of applications.
Our special interest lies in quantum dots. Quantum dots are nano objects — e.g.
pyramids made of semiconductor material, cf. Figure 1.1 — that confine electrons in all
three spatial dimensions, which results in a discrete energy spectrum. This is why they
are sometimes called artificial atoms.
Figure 1.1: PbSe quantum dots, taken from Springholz et al. [77]
They have a wide range of applications in electronics and optics, e.g. single electron
transistors and quantum dot lasers. We focus on the optoelectronic properties with
non-coherent light, like in quantum dot light emitting diodes, but also quantum dot
solar cells. Since the exact properties are not essential for the mathematics, we use
the term quantum dot light emitting devices to refer to the quantum system under
consideration, QD-LEDs for short. The physical properties of such devices have been
studied in various publications. Ryzhii [73] investigated quantum dot phototransistors,
Ryzhii and Khmyrova [74] used quantum dots as photodetectors and LEDs. By creating
quantum dots of a specific size, the emission spectrum of the quantum dot LED can
be tuned very precisely. Thus, the whole range of colors in the visible spectrum can be
realized. This opens up the possibility to use quantum dot LEDs as red, green, and blue
pixel elements in a color display [21, 22, 78]. The pixels are actively emitting light, as
opposed to conventional LCD displays, where the colors are created by filtering the white
background light. This allows high contrasts. Additionally, the emission spectrum of
quantum dots is very narrow, which enables quantum dot LED displays to render colors
much more accurately than conventional LCD displays. The tunability of the quantum
dots is also of great use in quantum dot solar cells [7, 75, 33]. It makes it possible to
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build solar cells that can absorb a wide range of photon frequencies, thus increasing
the efficiency. For quantum dot LEDs it is obviously of interest to calculate the light
production of the LED and the current necessary to produce this light. For solar cells,
the electric current is most important, but the photon absorption is also of interest.
The main topic of this thesis is the formulation of abstract models for a QD-LED
and the calculation of the electric current and the photon production rate. The central
concept we use is the Landauer-Büttiker formalism.
1.1 Landauer-Büttiker formula
The Landauer-Büttiker formula is originally a tool to calculate the steady state current
through a quantum device that is contacted by two leads with a potential bias, i.e. an
applied voltage. The concept immediately generalizes to an arbitrary number of leads
and an arbitrary number of conducting channels in each lead. The invention of this
formalism is due to Landauer [61], and the principal work on this is [18]. The main
modeling idea is to neglect the Coulomb interaction of the electrons, i.e. to treat the
electrons as non-interacting particles. This way it suffices to consider the transport of
a single electron through the quantum system since every electron of equal energy will
behave the same, irrespective of the presence of other electrons. Thus, the current from
one lead to another is determined by the number of electrons in the one lead times the
probability of the electron to travel through the quantum system into the other lead.
This probability is given by the scattering cross-section σ(λ), which can be obtained
from the scattering matrix. Thus, the problem of calculating the current is put into the
framework of scattering theory and reduced to the calculation of the scattering matrix.
A drawback of this approach is that certain interesting phenomena are not captured by
this model. For example, the increase of the differential resistance at small voltage bias
caused by the Coulomb interaction, called Coulomb blockade, can not be described by
non-interacting electrons.
In order to speak of a scattering matrix, one has to identify the scattering system
{H0, H}. Recall that a scattering system is a pair {H0, H} of Hamiltonians, where the
interacting Hamiltonian H describes the real physical system and the free Hamiltonian
H0 describes the asymptotic evolution of the system. The fundamentals of mathematical
scattering theory can be found in Appendix A.2. In the case of a contacted quantum
device, the interacting Hamiltonian H is of course given by the system under considera-
tion. However, the free Hamiltonian H0 can be chosen with certain freedom. There are
two fundamentally different approaches. One concept is to start with zero potential bias
and then increase the bias adiabatically. This is the so-called partition-free approach
introduced by Cini [20]. It has been further analyzed by Cornean et al. [25, 27, 28]. The
main difficulty is that the perturbation H −H0 is non-local.
The second idea is to start with decoupled subsystems that are individually in equi-
librium. This idea goes back to Caroli et al. [19] and Ruelle [72]. Initially, the system
consists of the leads and the quantum system, which are isolated from each other. This
is described by the Hamiltonian H0, which decomposes into a direct sum of the Hamil-
tonians of the subsystems. Every subsystem is in equilibrium, but not necessarily with
the same chemical potential. The leads are then coupled in such a way that one obtains
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the interacting Hamiltonian H that describes the real physical system in which the cur-
rent flows. It has been proven by Cornean et al. [26] that the manner of the coupling,
suddenly or adiabatically, has no impact on the resulting steady state current. Since the
perturbation is local in this approach, the scattering theory is considerably easier. This
concept of initially decoupled subsystems is the one that we use throughout this thesis.
Let us take the simple example of one-dimensional electrons with two leads l and
r coupled to a double barrier quantum system S, cf. Figure 1.2. It is described by
the Hamiltonians Hj = − d
2
dx2 + vj(x), j ∈ {l, S, r}. The applied bias is modeled by a
difference in the chemical potentials µl and µr of the leads. An applied voltage does of
course affect the potential. We assume that the potentials vl and vr are constant in the
leads and vS(x) is the potential under the applied voltage. The equilibrium states of the
leads are ρj = fFD(Hj − µj), j ∈ {l, r}, where fFD(λ) = (1 + eβλ)−1 is the Fermi-Dirac
distribution function with inverse temperature β ∈ (0,∞], cf. Equation A.1.11 in the
appendix. In other words, the probability for an electron in lead j to have energy λ is
fFD(λ− µj).
Figure 1.2: One-dimensional double barrier contacted with leads
For a fixed energy λ, the probability for an electron to pass from lead l through the
quantum system to lead r is σlr(λ) = |Tlr(λ)|2, where Tlr(λ) is the off-diagonal element
of the symmetric 2×2-matrix T (λ), the transition matrix (cf. Appendix A.2). Hence,
by the heuristic argument above, the current density of the current from lead l to lead
r is proportional to fFD(λ − µl)σlr(λ). Vice versa, the current density from r to l is




dλσlr(λ)(fFD(λ− µr)− fFD(λ− µl)). (1.1)
In the case of zero temperature, we have β =∞ and hence
fFD(λ− µl)− fFD(λ− µr) =
{
0 µ /∈ (µr, µl)
1 µ ∈ (µr, µl)
,
whence only the energy range [µr, µl] between the chemical potentials is relevant for the
current. Formula (1.1) can also be modified to yield the heat flux, the energy flux, and
the entropy production rate of such a contacted quantum system in a non-equilibrium
3
1 Introduction
steady state [2]. Let us stress that the Landauer-Büttiker formula only covers the steady
state case. Transient currents, i.e. time-dependent fluctuations in the current, can not
be determined by this. So far, in the literature the Landauer-Büttiker formula has only
been used to calculate electron currents. Naturally, in the context of quantum dot LEDs
and, in particular, of quantum dot solar cells, the electron current is also of interest —
especially the impact of the electron-photon interaction on the electric current. However,
for a quantum dot LED, the most important quantity is the photon production that is
caused by a steady current through the quantum dot. In this thesis we present a novel
approach that allows us to calculate the electron current as well as the photon production
in a Landauer-Büttiker framework.
1.2 The principal modeling ideas for a quantum dot LED
Although the questions of current and light emission in contacted quantum dots is of
high interest, up to now there is little work on this topic in the literature. Pedersen and
Büttiker [67] and Kuo [58] both calculate the effect of photons on the electric current,
but they do not analyze the light emission. To our knowledge the present thesis is the
first mathematical publication devoted to the calculation of the photon production in
QD-LEDs. Our main new idea is to cast the problem of modeling a QD-LED in the
Landauer-Büttiker formalism. Since this formalism is based on the assumption of non-
interacting particles, but the inclusion of the electron-photon interaction is obviously
crucial for the behavior of the system, we have to find some modeling approach that
unites the electron-photon interaction with the concept of non-interacting particles. Of
course, this contradiction can only be resolved if we use some approximation. Our key
idea is that of an individual photon field for each electron.
The standard space for the modeling of a many-electron system is the Fermi-Fock
space F−(hel), where hel is the single-electron space. Photons can be modeled on the
Bose-Fock space hph = F+(hph1 ) with single-photon space h
ph
1 . The total Hilbert space
for an electron-photon system with an arbitrary, possibly infinite number of particles is
then given by the tensor product F−(hel) ⊗ F+(hph1 ). For an overview of Fock spaces
and second quantization, we refer to the Appendix A.1. A summary of the notation
used in this thesis is presented at the end of this introduction in Section 1.3.1. Assume
that we have free photons and non-interacting electrons, just as in the purely electric
case. If we introduce an electron-photon interaction, the following can happen. An
electron emits a photon that is in turn absorbed by a different electron. The net effect
of this is an electron-electron interaction that is mediated by the photons, whence we
no longer have non-interacting electrons. If we want to neglect this effective electron-
electron interaction, we can assume that every electron interacts with a separate photon
field. This way, photons emitted by an electron can not be absorbed by a different
electron, whence the photons do not mediate an interaction. Physically, we assume that
the photons immediately leave the quantum dot and thus can not interact with the
electrons after the emission.
How can we realize this in a mathematical model? A single electron with its separate
photon field can be modeled with the Hilbert space hel ⊗ hph. Our principal modeling
idea is to take this system of a single electron with a photon field as a ’single particle’ in
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the sense of the Landauer-Büttiker formalism. A many-particle system of these fermionic
’particles’ can be modeled using the space F−(hel⊗hph). This approach greatly simplifies
the treatment of a QD-LED and, to our knowledge, has not yet been presented in the
literature. We can now model the QD-LED by choosing a suitable Hamiltonian H
acting on hel ⊗ hph that incorporates the electron-photon interaction. A system of
non-interacting electrons with separate photon fields is then described by the second
quantization dΓ(H). And just as in the case of non-interacting electrons, the problem can
be reduced to the single-particle space hel⊗hph using a density operator ρ ∈ B(hel⊗hph),
cf. Section 3.1.1. The expectation value of an observable dΓ(Q), where Q ∈ L1(hel⊗hph)
is a trace class operator, is then given by the trace Trhel⊗hph(ρQ). Let us stress again
that although the Hilbert space hel⊗hph is that of a single electron, the density operator
ρ describes infinitely many electrons, each together with its photon field.
A very useful picture of this modeling approach is to imagine that every electron
carries a backpack filled with a certain number of photons. The emission of a photon
corresponds to the electron putting a part of its own energy into the backpack. When
absorbing a photon, the electron takes an energy package out of the backpack and adds
it to its own energy. This backpack basically introduces an additional label to the
electrons. Similarly to the spin, an electron is labeled by the number of photons it is
carrying.
An important aspect of this modeling approach is that the Pauli principle holds for
the electron together with its photon field. If the system is in a state (λel, λph) with
electron energy λel and photon energy λph, the Pauli principle should imply that the
state (λel, λ̃ph) with λ̃ph 6= λph can not be occupied since the electron is a fermion. But in
our model the electron together with the photons is considered to be a fermion, whence
(λel, λph) and (λel, λ̃ph) are two different states that can be occupied at the same time. In
our backpack picture, the electrons can be distinguished by the number of photons they
are carrying. This has consequences in the calculation of the photon production rate,
as we will see in Section 3.2.2. We will see that the fact that we have an inexhaustible
supply of electrons that emit photons causes a positive photon production rate even
without a potential bias (cf. Proposition 3.2.22).
When analyzing the effect of the electron-photon interaction on the electric current
in a quantum device contacted by leads, it is common to consider the quantum device
together with the photon field as a black box that is connected to purely electric leads
[58]. In other words, the photons do not exist outside of the quantum device. This
is not a suitable setting for us since we also want to measure the photon production
rate, i.e. the photon flux. As we will see in Chapter 3, the fluxes are measured in the
leads and not in the quantum device. But if the photons do not exist outside of the
quantum device, we are not able to measure a photon flux. Thus, we really do have to
take hel ⊗ hph, where the photon Hilbert space is attached to every electric subsystem,
not just to the quantum device.
1.3 Overview of the thesis
The question of how to model the interaction between electrons and photons is addressed
in Chapter 2. Since the physical model of non-relativistic quantum electrodynamics is
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mathematically far too complex to be tractable, we need to use different approaches. A
first useful simplification are models of the Pauli-Fierz type. Another very simple but
physically interesting model is the Jaynes-Cummings model that describes the interac-
tion of a two-level electron system in a cavity with a single mode of the electromagnetic
field. It is mathematically not too difficult since it is explicitly diagonalizable and the
electron-photon interaction is a perturbation that is relatively trace class.
In Chapter 3, as the first main result of this thesis, we derive an abstract Landauer-
Büttiker formula for relatively trace class perturbations. We then construct a model
for a QD-LED based on the Jaynes-Cummings model. The mathematical simplicity of
this model makes it possible to apply the abstract Landauer-Büttiker formula. This
immediately results in a theorem that gives us formulae for the electric current and the
photon production rate that only depend on the initial state and the scattering matrix.
To actually calculate the electric current and the photon production rate, it is neces-
sary to compute the scattering matrix S(λ) or, equivalently, the transition matrix T (λ).
We derive a formula for the scattering matrix in terms of the Weyl function of a suitable
boundary triplet in Chapter 4, which is the second main result of this thesis. We con-
struct a boundary triplet for the QD-LED based on the Jaynes-Cummings model such
that the Weyl function is essentially the resolvent of the unperturbed system, which can
be calculated explicitly. This is a useful formula for the numerical calculation of the
transition matrix. Furthermore, we give an explicit analytic calculation of the transition
matrix for a special case of the Jaynes-Cummings QD-LED.
We already mentioned that the width of the spectrum of the light emitted by the
quantum system is of great interest in applications. To analyze this one needs models
that allow a continuous range of photon energies, as opposed to the Jaynes-Cummings
model. Models of the Pauli-Fierz type are suitable for this since they are closer to the
standard model of non-relativistic quantum electrodynamics. In Chapter 5 we propose
a model of a QD-LED based on a Pauli-Fierz model, but we restrict it to the subspace of
at most one photon to keep it mathematically tractable. In this situation the electron-
photon interaction is again a perturbation that is relatively trace class. However, this
is no longer true for the coupling of the leads to the quantum dot, which becomes a
multiplication operator that is relatively trace class in the fiber. The third main result
of this thesis is the derivation of a Landauer-Büttiker formula for a certain class of
multiplication operators. This abstract result can be applied to the Pauli-Fierz QD-
LED, which leads to a theorem that gives us formulae for the electric current and the
photon production rate.
We close this thesis with Chapter 6, where we summarize the results and difficulties
of this thesis and draw conclusions relating to further work on this subject.
1.3.1 Notation
Numbers The natural numbers are denoted by N = {1, 2, . . .} and N0 = {0, 1, 2, . . .}.
We write Z for the integers, R for the reals, and C for the complex numbers. The
half-lines are denoted by R± = {x ∈ R | ± x > 0} and the upper complex half-plane by
C+ = {x + iy ∈ C | y > 0}. Furthermore, R0± = R± ∪ {0}. Note that i ∈ C is always
the imaginary unit. The real and imaginary part of z ∈ C are <e(z) and =m(z). The
complex conjugate of z is z. Finally, ε and δ are used for small positive real numbers.
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Hilbert spaces In this thesis h, H, K, and H, possibly with sub- or superscripts, are
always Hilbert spaces. 〈·, ·〉 denotes the inner product and is anti-linear in the first
component and linear in the second component, corresponding to the convention in
physics. All Hilbert spaces in this thesis are assumed to be separable. For a subset
K ∈ H, its linear span is denoted by span(K) and the closure of a linear set L with
respect to a norm ‖·‖ is clo‖·‖(L). We write clo(L) = clo‖·‖H(L) if L is defined as a
subset of H. If K is a subspace of H, we denote the projection of H onto K by PK. The
orthogonal complement of a subspace K ⊂ H is denoted by K⊥.
The Bose-Fock space and the Fermi-Fock space for some one-particle Hilbert space
h are denoted by F+(h) and F−(h) (see Appendix A.1). The Hilbert space of square-
summable sequences of complex numbers is `2(V), where V is the index set of the se-
quence. For a vectors f, g ∈ Cd, d ∈ N, we sometimes write f · g = 〈f, g〉Cd .
Linear operators The linear operators on H are denoted by L(H), the bounded linear
operators by B(H). Furthermore, Lp(H) with norm ‖·‖p are the Schatten class operators
of order p ∈ [1,∞]. In particular, L1(H) with norm ‖·‖1 are the trace class operators,
L2(H) with norm ‖·‖2 are the Hilbert-Schmidt operators, and L∞(H) are the compact
operators. The linear operators from H to H are L(H,H) and analogous notation is used
for B and Lp. The domain of an operator A ∈ L(H) is denoted by dom(A). The range
of A is ran(A), the kernel is ker(A). If A ∈ L1(H), its trace is denoted by Tr(A). The
restriction of an operator A to the subspace K ⊂ H is denoted by A  K. The adjoint
of A is A∗ and its graph norm is ‖·‖A. The strong, the weak, and the absolute Abelian
limit are denoted by s-lim, w-lim, and |A|-lim, respectively. Here, g ∈ H is the absolute
Abelian limit of g(t) ∈ H, t ∈ R, if and only if s-limε→+0
∫∞
0 dt εe−εt‖g(t) − g‖2 exists.
The identity on a Hilbert space H is denoted by IH. In particular, we write Iel = Ihel and
Iph = Ihph . We often write I = 1 for the identity if no confusion is possible, i.e. for some
ζ ∈ C we write ζ I = ζ in many cases. H and h, possibly with sub- or superscripts, always
denote Hamiltonians, i.e. self-adjoint linear operators. We only consider Hamiltonians
that are bounded from below. K, possibly with subscript, denotes a bounded self-adjoint
linear operator, usually related to some Hamiltonian H by K = (H + θ)−N , N ∈ N,
with sufficiently large θ > 0. Perturbations of the Hamiltonians, i.e. coupling operators
or potentials, are denoted by V or v, possibly with subscript. For V = V ∗, we denote
its absolute value by |V | = (V ∗V )
1
2 and its sign by sgn(V ).
Second quantization For the convenience of the reader, the fundamentals of second
quantization are summarized in Appendix A.1. The operators a∗(f) and a(g) for f, g ∈ h
are the usual creation and annihilation operators, respectively, on the bosonic Fock space
F+(h). For the fermionic case we write b∗(f) respectively b(g). If h is one-dimensional,
we drop the argument f respectively g. The second quantization of an operator A on
h is denoted by dΓ(A). The algebras generated by the canonical commutation relations
and the canonical anti-commutation relations are denoted by A+(h) respectively A−(h).
Scattering theory For the convenience of the reader, a brief introduction into scattering
theory is given in Appendix A.2. In a scattering system {H0, H}, the unperturbed
Hamiltonian isH0, whereasH represents the interacting system. The wave operators are
W±(H,H0), and W±(ε), ε > 0, denotes the stationary pre-wave operator. Furthermore,
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we have the scattering operator S = W ∗+(H,H0)W−(H,H0) and the transition operator
T = (2πi)−1(1− S).
Tensor products For two Hilbert spaces H1, H2, we write H1 ⊗ H2 for the closure of
the algebraic tensor product with respect to ‖f1 ⊗ f2‖H1⊗H2 = ‖f1‖H1‖f2‖H2 . Similarly,
let A ∈ L(H1), B ∈ L(H2). Then A⊗B denotes the closure of the linear operator given
by linear extension of (A⊗B)(f1 ⊗ f2) = Af1 ⊗Bf2, f1 ∈ dom(A), f2 ∈ dom(B). The
(anti-)symmetric tensor product is denoted by ⊗±, cf. (A.1.1) in the Appendix.
Lp-spaces For a measure space (O,Σ,m), the usual Lp space, p ∈ [1,∞], of m-a.e.
defined functions with values in H is denoted by Lp(O, dm(µ),H). The µ in dm(µ)
indicates the subsequent label for the independent variable and “m-a.e.” means for all
µ ∈ O\Ξ for some set Ξ ⊂ O with m(Ξ) = 0. For the special case H = C, we abbreviate
Lp(O,dm(µ),C) = Lp(O,dm(µ)). Also, if dm(µ) = dµQ is the Lebesgue measure,
we write Lp(O,dµ) = Lp(O). For Ξ ⊂ R we write C∞0 (Ξ) for the smooth functions
compactly supported on Ξ. The usual Sobolev space of l-times weakly differentiable Lp-
functions with values in H isW l,p(Ξ,H). We writeW l,p(Ξ) if H = C. The Borel sets on R
are denoted by B(R). Also, δ(·) is the delta distribution and δxy is the Kronecker delta.
The number of elements of an arbitrary set Ξ is card(Ξ) ∈ N0∪{∞}. The characteristic
function of a set Ξ is denoted by χΞ. For a measurable Ξ ⊂ R, the Lebesgue measure
of Ξ is denoted by |Ξ|. Let r > 0 and ε > 0. A partition J rε for the interval [−r, r) is
a set of intervals [rn, rn+1), 0 ≤ n ≤ N , such that −r = r0, rn < rn+1, r = rN , and
|J rε | = max1≤n≤N (rn − rn−1) = ε.
Spectral measures For a self-adjoint operator H0, its spectrum is σ(H0). The abso-
lutely continuous, singular continuous, and pure point parts of the spectrum are denoted
by σac(H0), σsc(H0), and σpp(H0), respectively. If H0 acts on H, the absolutely continu-
ous, singular continuous, and pure point subspace are HacH0 , H
sc
H0
, and HppH0 . Furthermore,
we write P jH0 = PHjH0
for j ∈ {ac, sc, pp}. The spectral measure of H0 on B(R) is de-





A spectral representation Φ of H on the direct integral L2(R,dmH(λ),Hλ) is an iso-
metric isomorphism Φ : H → L2(R,dmH(λ),Hλ) such that (ΦHf)(λ) = λf(λ) for
m-a.e. λ ∈ R and every f ∈ H. We denote spectral representations of Hac0 and
Kac0 by ΦH0 respectively ΦK0 . We write ΦH0f = f̂ and ΦK0f = f̌ . If X is an
m-measurable function on R with values X(µ) ∈ L(H(µ)), the corresponding multi-




, where µ indi-




(µ) = X(µ)f̂(µ) for every
f̂ ∈ L2(R,dmH(µ),H(µ)). We identify X and the induced multiplication operator
M(X(µ)), i.e. we write (Xf̂ )(µ) = (M(X(µ))f̂ )(µ) = X(µ)f̂(µ).
Note that any operator A ∈ L(H) commuting with H0 is mapped to a multiplica-
tion operator by a spectral representation of H0, cf. Appendix A.2.5. We denote this
multiplication operator by (ΦH0Af)(λ) = A(λ)f̂(λ) and (ΦK0Af)(λ) = Ǎ(λ)f̌(λ) if A
commutes with Hac0 respectively Kac0 . In particular, the scattering matrix and the tran-
sition matrix are given by S(λ) respectively T (λ) for the scattering system {H0, H} and
by Š(λ) respectively Ť (λ) for the scattering system {K0,K}.
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Units We use units such that the reduced Planck constant ~, the elementary charge e,
and the electric constant 14πε0 are equal to one. The electron mass satisfies mel =
1
2 and
the dimensionless fine-structure constant α ≈ 1137 keeps its value.
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2 Electron-photon interaction models
To be able to model a QD-LED, we need to model the emission of light by electrons.
In this chapter we give a short presentation of the standard model of non-relativistic
quantum electrodynamics, which describes the interaction of non-relativistic electrons
with the electromagnetic field, i.e. with photons. Since this model is mathematically
very difficult, we present two further electron-photon interaction models. They still
capture essential features of the interaction, but are considerably more easy to handle.
For those two models we derive Landauer-Büttiker formulae in Chapters 3 and 5.
2.1 The standard model of non-relativistic quantum
electrodynamics
The standard model of non-relativistic quantum electrodynamics describes a fixed num-
ber of non-relativistic electrons interacting with a photon field. It is usually used to
describe electrons bound to a nucleus in which excited electrons can emit photons to re-
lax to the ground state. In particular, the speed of the electrons is supposed to be small
with respect to the speed of light and the electron-positron pair creation is neglected.
Our short presentation of the model is based on Bach et al. [5, 6] and Fröhlich et al.
[45]. For a detailed exposition of the standard model, see Cohen-Tannoudji et al. [23].
LetN be the fixed number of electrons in the system we want to consider. The electron
Hilbert space is the usual space hel =
(
L2(R3,d3x,C2)
)⊗−N of anti-symmetric functions
in x = (x(1), . . . , x(N)), where x(n) is the position of the n-th electron and C2 accounts for
the spin of the electron. Note that we have to use the anti-symmetrized tensor product
⊗− since the electrons are fermions (see Appendix A.1). The single particle Hilbert
space of the photons is L2(R3,d3k,C2), where k is the momentum of the photon and C2
accounts for the polarization of the photons. For a given non-zero photon momentum
k ∈ R3, the transversal polarization vectors are denoted by {ε−(k), ε+(k)} and satisfy
ε±(k) · k = 0 and εs(k) · εs′(k) = δss′ , s, s′ ∈ {−,+}. It follows that the full Hilbert









)⊗−N ⊗ F+(L2(R3,d3k,C2)) ∼= (L2(R3,d3x,C2 ⊗ Hph))⊗−N .
The coupling of the electrons to the photon field is constructed via minimal coupling,
which is achieved by subtracting the charge times the vector field from the momentum









+ Vel + dΓ(ω), (2.1)
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with ω(k) = ‖k‖. Let us explain the
components of the Hamiltonian. For n ∈ {1, 2, . . . , N}, the gradient −i∇x(n) is the
momentum operator of the n-th electron. A(n)κ denotes the quantized vector potential
of the transverse field in Coulomb gauge. It is a (3+3)-element vector with entries that
are multiplication operators on
(
L2(R3, d3x,C2 ⊗ Hph)
)⊗−N given by
(A(n)κ (x))j,s = IC2 ⊗ a∗(Gj,s(x(n))) + IC2 ⊗ a(Gj,s(x(n))), j ∈ {1, 2, 3}, s ∈ {−,+},
with the usual bosonic creation and annihilation operators a∗ and a (cf. Appendix A.1.2).












The function ω(k) = ‖k‖ is the dispersion relation of the photon, κ ∈ S(R3) is an ultra-
violet cutoff, and α ≈ 1137 is the fine-structure constant. In (2.1) the second quantized
operator dΓ(ω) is the energy of the free photons. The potential Vel(x) is the sum of the
















where ∆x is the Laplacian with respect to x. This is proven by Bach et al. [5] for
sufficiently small coupling constant α. The proof of Hiroshima [51] makes no assumption
on the value of α, but it only holds if the singularity in Gj,s(x(n)) is of the order |k|−
1
2 +ε
for some small ε > 0 and thus slightly milder than the physical case |k|−
1
2 .
This infrared divergence of the order |k|−
1
2 is perhaps the most notable difficulty in the
mathematical treatment of the model. In general, the spectral and scattering theory for
HQED is extremely challenging. The problem is linked to the fact that since ω(0) = 0,
i.e. the photons are massless, it is possible to have an infinite amount of photons with
finite total energy. This is sometimes called a soft photon cloud [43, 68]. It implies
that the eigenvalues of HQED with α = 0, i.e. without electron-photon interaction, are
not separated from the absolutely continuous spectrum, whence standard perturbation
theory fails.
Most papers concerned with the spectral theory of HQED treat the fine-structure con-
stant α as a small parameter and derive results valid for sufficiently small α without
proving that the physical case α ≈ 1137 is actually covered by the results. We already
mentioned that the proof of self-adjointness for HQED of Bach et al. [5] used this ap-
proach. Bach et al. [6] proved that the spectrum of HQED is purely absolutely continu-
ous in the neighborhoods of the eigenvalues corresponding to excited eigenvalues of the
electron Hamiltonian. Also, Bach et al. [3, 4] showed that HQED has a ground state
for small α, i.e. an eigenvalue at the bottom of its spectrum, and that the spectrum
is absolutely continuous outside the neighborhoods of the eigenvalues of the electron
Hamiltonian for small α. The excited states turn into resonances. Finally, Fröhlich
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et al. [45] completed the spectral analysis by proving that the spectrum is absolutely
continuous in a neighborhood of the ground state if α is small. This stepwise analysis of
the spectral properties over one decade illustrates how mathematically challenging the
standard model is.
Results in scattering theory are even more difficult to obtain. Most analysis is con-
cerned with Rayleigh scattering, i.e. with incident photons being scattered at the bound
electrons. In this setting, including an infrared cutoff, the existence of asymptotic elec-
tromagnetic fields has been proven in Fröhlich et al. [42], asymptotic completeness fol-
lowed in Fröhlich et al. [44]. Since we want to calculate an electron current, the consider-
ation of bound electrons is not sufficient for us. The model has to remain treatable if we
connect the small quantum system to semi-infinite leads. A case of unbound electrons
was considered in Fröhlich et al. [43] and asymptotic completeness was proven. But
the paper did consider only the case of free electrons. Since we want to consider the
transition of electrons through a small quantum system, this is not a suitable setting for
us.
Considering the mathematical complexity of the full physical model, we do not aim at
deriving a current formula for a QD-LED based on the standard model. In the following
sections we introduce two simplified toy models, the Pauli-Fierz models and the Jaynes-
Cummings model, that are based on physical models and each of which contains some
essential features that are of interest to us. As a general simplification, we restrict the
interaction of the electrons and the photons to the small quantum system. This allows
us to use the existing theory on models with localized electrons. In this thesis we use
a Pauli-Fierz model and the Jaynes-Cummings model to construct models of a QD-
LED. Namely, we present a Jaynes-Cummings QD-LED in Chapter 3 and a Pauli-Fierz
QD-LED in Chapter 5.
2.2 The Pauli-Fierz model
The Pauli-Fierz model is a simplified model of quantum electrodynamics with a localized
interaction. The terminology is not fully consistent in the literature. In the present
work we follow Dereziński and Gérard [35] and Dereziński and Jaksic [36]. Strictly
speaking, Pauli-Fierz models are rather a class of models with common properties than
one single model. They are inspired by the the works of Pauli and Fierz [66]. The
general idea is that a small quantum system (e.g. an atom, a quantum dot) is coupled to
the electromagnetic field. Smallness means that the electron Hamiltonian has compact
resolvent. In the case of an atom, this is achieved by cutting off energies above the
ionization threshold, i.e. by projecting onto the space spanned by the eigenvectors. Since
the restrictions on the form factor of the interaction between the quantum system and
the field are mild, a wide range of models can be cast in the Pauli-Fierz form. In
particular, three-dimensional models with polarized fields are possible.
In our case the small quantum system is a one-dimensional electron in a potential well.
It interacts with a scalar field through an interaction that is derived from the standard
model of Section 2.1.
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2.2.1 Mathematical model
We call the small quantum system the electron system and the electromagnetic field the
photon field, even though we have scalar field particles, to keep the connection to the
QD-LED that we want to model. The electron Hilbert space of the quantum system,
indexed by S, is
helS = L2((a, b),dx)
with Hamiltonian
helS = − d
2
dx2 + v(x)
for some bounded measurable potential v : (a, b)→ R. We choose homogeneous Dirichlet
boundary conditions for the second derivative, i.e.
dom(helS ) = {f ∈W 2,2((a, b)) | f(a) = f(b) = 0}.
It is well known that this Hamiltonian is self-adjoint and has compact resolvent [31].
The Hilbert space of a single photon is hph1 = L2(R, dk), where k is the photon energy.






Let ω : R→ R+ ∪ {0}, ω(k) = |k| be the dispersion relation of the photons. Note that
although we have a scalar field, the dispersion relation is ’photonic’, i.e. linear in the






The full Hilbert space of the system is





The interaction in the Pauli-Fierz model is given by a form factor G ∈ B(hel, hel ⊗ hph1 )
(cf. Appendix A.1). The interaction Hamiltonian is
Vint = a∗(G) + a(G). (2.3)
Obviously, there is much freedom in the choice of the form factor and the specific choice
is responsible for the physics of the model. We choose a model that was introduced in
a similar form by Pauli and Fierz [66] and gave the class of Pauli-Fierz models its name





G(x, k) = eikxω(k)−
1
2κ(k),
where κ ∈ C∞0 (R+) serves as an infrared cutoff and an ultraviolet cutoff, and ω(k) = |k|
is the dispersion relation of the photons. This model is also sometimes referred to as the
Nelson model, cf. Nelson [64], although some authors reserve this term for free electrons
on R with the interaction extended to the whole real line. Note that the form factor
is very similar to the interaction in the standard model of non-relativistic quantum
14
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electrodynamics (2.2). The total Pauli-Fierz Hamiltonian is given by
HPF = helS ⊗ Iph + IhelS ⊗H
ph + τintVint,
where τint > 0 is a coupling constant. Hiroshima [51] and Georgescu et al. [49] proved
that HPF is self-adjoint on dom(HPF ) = dom(helS ⊗ Iph) ∩ dom(IhelS ⊗ H
ph). From





. The singular continuous spectrum is empty and the
pure point spectrum is locally finite, i.e. Tr(EppHPF (Ξ)) < ∞ for all bounded intervals
Ξ ⊂ R. Further results on the spectral properties can be found in [40].
It is very natural for the model to contain an ultraviolet cutoff since we treat a non-
relativistic electron. In contrast, the infrared regularization is introduced for convenience
since the infrared divergency in the full model is rather hard to handle. Our main interest
lies in the formulation of a QD-LED model for which the Pauli-Fierz model is a starting
point, and we do not want to get hindered by the subtleties which arise through the
infrared divergencies. This is a reasonable simplification if the infrared cutoff is small
with respect to the eigenvalues of helS . Note that the infrared regularization in the
interaction is similar to the introduction of a rest mass for the photons, a key point
being that in both situations it is not possible to create infinitely many low-energy
photons with finite total energy. It is not the same, however, since a non-zero photon
rest mass implies a spectral gap between the lowest eigenvalue and the beginning of
the absolutely continuous spectrum in the spectrum of the non-interacting Hamiltonian
helS ⊗ Iph + IhelS ⊗H
ph.
2.2.2 The 1-photon Pauli-Fierz model
A further simplification of the Pauli-Fierz model, which is not uncommon in the liter-
ature, is to introduce a particle number cutoff for the photons. This idea goes back
to Friedrichs [41] and was also used by Hübner and Spohn [52]. We want to restrict
ourselves to the case of at most one photon, a concept also used by Gérard et al.
[50] and Galtbayar et al. [46], among others. Hence, we introduce the subspace of at
most one photon. It is the sum of the no-photon space CΩ ⊂ F+(L2(R,dk)), where
Ω = (1, 0, 0, . . .) ∈ F+(L2(R,dk)) is the vacuum vector, and the one-photon space
L2(R, dk) ⊂ F+(L2(R,dk)). Thus,
hph = CΩ⊕ L2(R,dk) ⊂ F+(L2(R,dk)) = Hph
is the space of at most one photon. The total Hilbert space of the quantum system is
then
HS = helS ⊗ hph.
Note that HphΩ = 0 and (Hphfph1 )(k) = ω(k)f(k), f
ph
1 ∈ L2(R, dk), whence












1 ) ∈ hph
∣∣∣ ∫
R
dk |ω(k)fph1 )(k)|2 <∞
}
.
The annihilation operator satisfies




















for the electron-photon interaction, where







dk G(x, k)fph1 (k),
for x ∈ (a, b) and |G(x)〉 = 〈G(x)|∗. The total Hamiltonian is
HPF,1 =
(
−∆x + v τint〈G|










. Recall that we choose homogeneous Dirichlet
boundary conditions for −∆x.
This is the model we use in Chapter 5 to model a QD-LED in which arbitrary photon
energies are possible. This continuous photon energy causes some mathematical diffi-
culties. In a model of a QD-LED, we have to contact the quantum dot with leads, and
we will see that this coupling of the leads to the quantum dot is not relatively trace
class in the Pauli-Fierz model. This motivates us to prove a Landauer-Büttiker formula
in Chapter 5 that is more general than what can be found in the literature and that is
adapted to this situation.
2.3 The Jaynes-Cummings model
The Jaynes-Cummings model is mathematically simpler than the Pauli-Fierz models. It
describes a two-level atom interacting with photons of a fixed frequency. This restriction
to a single photon energy has the advantage that the model remains tractable even with
arbitrary photon numbers. The model was introduced by Jaynes and Cummings [53] to
compare the effects of a quantized field model to the results for a semiclassical theory
concerning spontaneous emission rates. Since then, it has been used for a variety of
physical phenomena, e.g. stimulated emission, anti-bunching, and quantum correlation
[1, 14, 16, 29, 47]. The model is of particular interest because it is a simple model
that still contains effects of pure quantum nature, like periodic collapse and revival of
the occupancy of the excited state [37], also called Rabi oscillation. Generalizations of
the Jaynes-Cummings model have been made, including damping effects [48], multiple
atoms [57], and multiple energy levels [17, 56]. An overview of the applications and
generalizations of the Jaynes-Cummings model can be found in [76].
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The first modeling assumption made in the Jaynes-Cummings model is to model
matter as a simple two level system, representing an atom or molecule with its ground
state and the first excited state. This approach is particularly suited to describe quantum
dots, which were not yet discovered when the Jaynes-Cummings model was first proposed
(see [39, 70] for early papers on quantum dots). The two-level system is then supposed
to reside in a cavity that has a discrete set of resonant frequencies, called modes of
the electromagnetic field. The cavity is tuned such that one mode matches the energy
difference between the two levels of the system. Thus, the two-level system effectively
interacts only with a single mode of the electromagnetic field. This interaction is given by
the coupling of the dipole moment of the two-level system to the field. A simplification
of the model called rotating wave approximation, which is valid for well-tuned cavities,
makes the model explicitely diagonalizable. This makes the model quite interesting for
a rigorous treatment of electron-photon interaction effects. For a physical discussion of
the model, see Cohen-Tannoudji et al. [24, Ch. 6]. In this thesis we use the model to
describe a QD-LED, i.e. the two-level system describes an electron in a quantum dot.
2.3.1 Mathematical model
The electron Hilbert space of the two-level quantum system, indexed by S, is
helS = C2.
Although we formulate an abstract model, we call the two-level system electron system
and think of it as an electron in a two-level quantum dot. Let helS be the self-adjoint
Hamiltonian of the electron system with eigenvectors e0 and e1 for eigenvalues λ0 and
λ1, respectively, with λ1 > λ0. We can use the identification helS = C2 = F−(Ce1),
where Ω = (1, 0) = e0 and e1 = (0, 1), to write this in the Fock space setting, which is
a convenient language for the model (cf. Appendix A.1, Example A.1.1). Since Ce1 is
one-dimensional, we have only one annihilation operator b(e1). We abbreviate b ≡ b(e1).
Then b∗ and b create and annihilate excitations, respectively, and we can write the
quantum dot Hamiltonian as helS = (λ1 − λ0)b∗b + λ0. Without loss of generality we
choose λ0 = 0 and set λ1 = ω0, which gives us
helS = ω0b∗b.
The electron system interacts only with a single mode of the electromagnetic field,
whence the photon Hilbert space is
hph = F+(C)
with annihilation and creation operators a and a∗. Again, it is an abstract model in
which a∗ creates bosonic particles all in the same single particle state. Keeping the
application in mind, we call the particles photons. We can identify hph = `2(N0) and in
this sense
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where N+ = a∗a = dΓ(IC) is the photon number operator. Let ω be the fixed frequency
of the photons. Then the Hamiltonian of the photon field is
hph = ω a∗a = ω dΓ(IC). (2.4)
It is self-adjoint on the domain dom(N+). The full Hilbert space of the system is
HS = helS ⊗ hph.
The interaction of the electron with the photons is derived from the coupling of the
dipole moment of the electron to the electromagnetic field [24, Sec. VI.B.3]). We have
Ṽint = (b∗ + b)⊗ (a+ a∗).
This interaction decomposes into Ṽint = Vint + V crint with
Vint = b∗ ⊗ a+ b⊗ a∗, V crint = b∗ ⊗ a∗ + b⊗ a.
To see that we can neglect the term V crint, we consider the free evolution of the interaction
energy driven by H0 = helS ⊗ Iph + IhelS ⊗ h
ph. Let {Υn}n∈N0 be the canonical basis of
hph = `2(N0). Note that eitH0(em ⊗Υn) = eit(mω0+nω)em ⊗Υn for m ∈ {0, 1}, n ∈ N0.
This implies
eitH0Vinte
−itH0 = eit(ω0−ω)b∗ ⊗ a+ e−it(ω0−ω)b⊗ a∗
and
eitH0V crinte
−itH0 = eit(ω0+ω)b∗ ⊗ a∗ + e−it(ω0+ω)b⊗ a.
Note that the factor e±it(ω0+ω) is oscillating much faster than e±it(ω0−ω). The rotating
wave approximation states that we can neglect the so-called counter-rotating term V crint.
There are no precise mathematical statements about the validity of this approximation,
but good agreement with experiments is obtained if the cavity is well-tuned to the energy
gap of the electron system, i.e. ω0 − ω  min(ω0, ω), in a weak-coupling regime [16].
The final model hence reads
HJC = ω0(b∗b⊗ Iph) + ω(IhelS ⊗ a
∗a) + τint(b∗ ⊗ a+ b⊗ a∗)
with some coupling constant τint > 0. Note that the interaction term b∗⊗a corresponds
to an electron jumping from the ground state to the excited state by absorbing a photon.
Vice versa, b⊗a∗ corresponds to the relaxation to the ground state by emitting a photon.
Lemma 2.3.1. The Jaynes-Cummings Hamiltonian HJC is a bounded from below self-
adjoint operator on the domain dom(HJC) = dom(IhelS ⊗ h
ph).
Proof. Let c ≥ 2. Then
‖aΥn‖2 ≤ ‖a∗Υn‖2 = n+ 1 ≤ c−1n2 + c,
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βjl emj ⊗Υnl , mj ∈ {0, . . . , d− 1}, nl ∈ N0, N ∈ N,
which are dense in HS . Then ‖f‖2 =
∑N














= c−1‖(IhelS ⊗ a
∗a)f‖2 + c‖f‖2
Similarly,
‖(b⊗ a∗)f‖2 ≤ 2c−1‖(IhelS ⊗ a
∗a)f‖2 + 2c ‖f‖2.
We may choose c arbitrarily large, whence we obtain that Vint is dominated by Hph with
relative bound zero. Since helS ⊗ Iph is self-adjoint and bounded and IhelS ⊗ h
ph is self-
adjoint and bounded from below, it follows that HJC = helS ⊗ Iph+ IhelS ⊗h
ph+ τintVint is
a bounded from below self-adjoint operator on the domain dom(HJC) = dom(IhelS ⊗h
ph)
for any τint > 0 by [55, Thm. V.4.1].
2.3.2 Spectral properties
One nice property of the Jaynes-Cummings model is that it can be explicitly diago-
nalized. Recall the anti-commutation relations b∗b = 1 − bb∗ and the Pauli principle
b∗b∗ = bb = 0, cf. Appendix A.1. We obtain
τ−1int [HJC , b
∗b⊗ Iph] = (b∗b∗b− b∗bb∗)⊗ a+ (bb∗b− b∗bb)⊗ a∗ = −b∗ ⊗ a+ b⊗ a∗. (2.5)
The commutation relations aa∗ − a∗a = 1 give us
τ−1int [HJC , IhelS ⊗ a
∗a] = b∗⊗ (aa∗a− a∗aa) + b⊗ (a∗a∗a− a∗aa∗) = b∗⊗ a− b⊗ a∗. (2.6)
Adding these two relations shows that the Jaynes-Cummings Hamiltonian HJC com-
mutes with the number operator NJC = b∗b⊗ Iph + IhelS ⊗ a
∗a. Hence, it is reduced by
the eigenspaces of the number operator. These eigenspaces are
H
(n)
JC = span{e0 ⊗Υn, e1 ⊗Υn−1}, H
(0)


















n ω0 + (n− 1)ω
)
, n ≥ 1.
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The eigenvalues λ±JC(n) of H
(n)
JC , n ≥ 1, are the solutions of
(nω − λ)(ω0 + (n− 1)ω − λ)− τ2intn = 0.
We obtain
σ(HJC) = σpp(HJC) =
{
nω + 12(ω0 − ω)±
√
1
4(ω0 − ω)2 + τ
2
intn
∣∣∣ n ∈ N} ∪ {0}.
For the special case of a perfectly tuned cavity, i.e ω0 = ω, we have





∣∣ n ∈ N} ∪ {0}.
The eigenvectors can also be computed easily. Of course, with this decomposition we
can also explicitly compute the resolvent (HJC − ζ)−1, ζ ∈ C \ σ(HJC). Thus, we have
a complete understanding of the Jaynes-Cummings Hamiltonian HJC .
2.3.3 Generalization of the Jaynes-Cummings model
It is quite straightforward to generalize the Jaynes-Cummings model to a system with
d ≥ 2 energy levels with constant energy gap ω0 [17, 56]. In this case helS = Cd is not
written as a Fock space with creation and annihilation operators. However, we introduce
the so-called ladder operators b∗ and b. They are very similar and play essentially the
same role. Let {e0, . . . , ed−1} be an orthonormal basis of Cd describing the energy levels




mem−1, be0 = 0, b∗em−1 =
√
mem, b
∗ed−1 = 0, (2.7)
for 1 ≤ m ≤ d− 1. We obtain
ω0b
∗b em = mω0 em = helS em.
The photon Hilbert space hph = F+(C) = `2(C) and the photon Hamiltonian hph = ω a∗a
on dom(hph) = dom(N+) are the same as in the original Jaynes-Cummings model, where
ω is again the resonance frequency of the cavity. Hence, we get the new total Hilbert
space
HS = helS ⊗ hph = Cd ⊗ `2(C).
The electron-photon interaction of the generalized model is also formally the same. We
only replace the creation and annihilation operators by the ladder operators (2.7) and
obtain
Vint = b∗ ⊗ a+ b⊗ a∗.
Again, the terms reflect that an electron jumps to the next higher/lower energy level
upon absorption/emission of a photon. As a result, the Hamiltonian of the generalized
Jaynes-Cummings model with d energy levels is formally unchanged. Namely,
HGJC = helS ⊗ Iph + IhelS ⊗ h
ph + τintVint,
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for some coupling constant τint > 0. It is also self-adjoint on the domain dom(IhelS ⊗h
ph).
The diagonalization procedure of the previous section still applies for this general-
ized model. This is not immediately obvious since the ladder operators are no cre-
ation/annihilation operators and we do not have the canonical anti-commutation rela-
tions, which we used to show that [Vint,NJC ] = 0. However, direct calculations give
us
bb∗ed−1 = 0, bb∗em = b
√
m+ 1 em+1 = (m+ 1)em, 0 ≤ m < d− 1.
Together with b∗b em = mem, this gives us






m+ 1 em+1 for 0 ≤ m < d− 1






mem−1 for 1 ≤ m ≤ d− 1
0 for m = 0
}
= b em.
Now we can proceed as in (2.5) and (2.6) to show that [Vint,NGJC ] = 0 also for the
generalized Jaynes-Cummings model, where NGJC = b∗b ⊗ Iph + IhelS ⊗ a
∗a using the
ladder operators. The eigenspace of NGJC for the eigenvalue n ∈ N0 is
H
(n)
GJC = span{em ⊗Υn−m | 0 ≤ m ≤ d− 1, n−m ≥ 0}.







where H(n)GJC as operator on H
(n)
GJC is at most a d×d-matrix, whence the numerical
calculation of the eigenvalues is straightforward.
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3 The Landauer-Büttiker formula for a
quantum dot LED
As mentioned in the introductory Chapter 1, the main goal of this thesis is the derivation
of a formula for the electric current and the light production in a QD-LED. Our novel
approach to achieve this goal is to cast this problem into the framework of the Landauer-
Büttiker formalism.
The first goal of this chapter is to prove the Landauer-Büttiker formula for a quite
general class of scattering systems. The second goal is the construction of a simple model
of a quantum dot LED based on the Jaynes-Cummings model of Section 2.3 that allows
us to apply the Landauer-Büttiker formalism to obtain formulae for the current and
the light production. This usage of the Landauer-Büttiker formula beyond quasi-free
electron systems is a novelty and significantly simplifies the calculation of fluxes in a
QD-LED.
3.1 The abstract Landauer-Büttiker formula
The Landauer-Büttiker formula does not only apply to the simple setting of two leads
contacted to a quantum system that we sketched in the introduction of this thesis.
In fact, one can formulate an abstract Landauer-Büttiker formula that holds for any
scattering system {H0, H} satisfying certain conditions, cf. Theorem 3.1.2. Also, it is
not restricted to the electric current. Similar formulae can be derived for a large class
of observables, including the energy flux and the entropy flux. A first proof of such
an abstract Landauer-Büttiker formula was given by Nenciu [65]. Aschbacher et al. [2]
established the formula under much weaker conditions on {H0, H}. Our requirements
on {H0, H} are similar to those of [2]. However, our definition of the flux is somewhat
different in the sense that the regularization is achieved without a limiting procedure, cf.
Definition 3.1.1. In principle, the proof of Aschbacher et al. [2] uses stationary scattering
as we do in our proof. However, the presentation is very abstract and relies heavily on
results that can be found in [80]. Since we use a rather explicit spectral representation, cf.
Lemma 3.1.4, and our proof uses only well-known fundamentals of stationary scattering
theory, it is very transparent. We think that this improves the understanding of the
Landauer-Büttiker formula. Additionally, the representation of the transition matrix
that we derive in Proposition 3.1.6 can be used to obtain an even more explicit formula
of the transition matrix using boundary triplets, cf. Chapter 4. Finally, the idea of the
proof and the basic tools can also be used to prove the more general Landauer-Büttiker
formula for multiplication operators of Chapter 5.
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3.1.1 The non-equilibrium steady state and the density operator
When we talk about a proof of the Landauer-Büttiker formula, this means that we want
to derive the formula from the general principles of quantum mechanics. The essentials
of second quantization, e.g. Fock spaces, quasi-free states, and the definition of dΓ,
can be found in Appendix A.1. In the following we illustrate this derivation using the
example of the electric current in a system of two leads contacted to a quantum system
given by the scattering system {hel0 , hel}. This derivation immediately generalizes to an
abstract scattering system {H0, H}.
We start with a many electron system represented on the Fock space F−(hel), where
hel is the single-electron Hilbert space. In the Landauer-Büttiker framework, we assume
that the electrons do not interact with each other. This implies that the Hamiltonian of
the system is given by dΓ(hel), where hel is the single-electron Hamiltonian. Thus, the
evolution tt on the CAR-algebra A−(hel) given by
tt : A−(hel)→ A−(hel), A 7→ eitdΓ(h
el)Ae−itdΓ(h
el),
is also quasi-free for every t ∈ R, i.e. if the initial state $0 is quasi-free, the states
$t = $ ◦ tt are also quasi-free for every t ∈ R [34]. A crucial point in the Landauer-
Büttiker framework is that a quasi-free state $0 can be described by a density operator
ρel0 on the single-particle space hel using the relation $(a∗(f)a(g)) = 〈g, ρel0 f〉hel for
f, g ∈ hel. Thus, we avoid the complicated Fock space and reduce everything to the
original single-particle space. We want to emphasize that it is the assumption that
electrons do not interact with eachother that gives us the quasi-free evolution, which in
turn lets us describe the state with a density operator on the single-particle space. For
a trace class operator vel ∈ L1(hel), we even have the simple formula
$0(dΓ(vel)) = Trhel(ρel0 vel),
cf. Equation (A.1.9) in the appendix. If ρel0 is the single-particle density operator of $0,
the single-particle density operator of $t is given by ρel(t) = e−ith
el
ρ0e
ithel for t ∈ R, cf.
Lemma A.1.13. Now, let hel0 be the single-electron Hamiltonian of the decoupled system,
i.e. with leads decoupled from the quantum system, and let $0 be a steady state with




0 )) = $0(A) for all A ∈ A−(hel) and
t ∈ R. Then [ρel0 , hel0 ] = 0, and it has been proven by Aschbacher et al. [2] and Cornean
et al. [26] that for any trace class operator vel ∈ L1(hel)
$(dΓ(vel)) = lim
t→∞
$t(dΓ(vel)) = Tr(ρelvel) (3.1)
with the density operator




if σsc(hel) = ∅. Recall that the wave operators are given by
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cf. Appendix A.2. Obviously, ρel is a steady state with respect to hel, i.e. it commutes
with hel, since the wave operators are intertwining. But even if $0 is an equilibrium
state with respect to hel0 , i.e. a function of hel0 , $ is in general not an equilibrium state
with respect to hel. This is why we call $ respectively ρel a non-equilibrium steady state,
in short NESS. It has the property that fluxes can be non-zero (non-equilibrium), but
are constant over time (steady state), whereas in an equilibrium state all fluxes vanish.
We use (3.1) to calculate the electric current of the many-electron system on the single-
particle space. Let us stress again that this is only possible because we assumed that
we can treat the electrons as non-interacting particles. This simplification implies that
interaction effects like Coulomb blockade can not be handled directly in this framework.
Let us now define the current through the quantum system that is coupled to leads.
In abstract mathematical terms, a lead is a subspace hell of the absolutely continuous
subspace of hel0 that reduces hel0 . This is in contrast to the quantum system, whose spec-
trum is usually discrete. In particular, the orthogonal projection pell onto hell commutes
with hel0 . To obtain the current into a lead hell , we calculate the expectation value of
the number of electrons entering this lead. The observable for the number of electrons
is dΓ(pell ). Its expectation value is in fact infinite. Nevertheless, the time derivative of
dΓ(pell ) in the steady state, given by the commutator
i[dΓ(hel),dΓ(pell )] = idΓ([hel, pell ]),
has a finite expectation value. This expectation value gives us the current Jl. A general
definition of the current follows in Definition 3.1.1 in the next section. Assume for the
moment that vel = hel − hel0 ∈ L1(hel). Then [hel, pell ] = [vel, pell ] ∈ L1(hel) and, using
the absolutely continuous part of the non-equilibrium steady state (3.2), we obtain for
the current Jl into the lead l
Jl = $(idΓ([hel,−pell ])) = iTr(W−(hel, hel0 )ρel0 W ∗−(hel, hel0 )[vel,−pell ]), (3.3)
where the minus sign accounts for the negative charge of the electron. The pure point
part of the NESS does not give any contribution to the current since
Tr(Ehel(λ)ρel0 Ehel(λ)[hel, pell ]) = Tr(ρ0Ehel(λ)[λ,−pell ]Ehel(λ)) = 0
for any eigenvalue λ ∈ σpp(hel). The Landauer-Büttiker formula for electrons states that








t∗el(λ)tel(λ)pell (λ)− t∗el(λ)pell (λ)tel(λ)
)













Here, sel(λ) and tel(λ) are the scattering matrix respectively the transition matrix of
the scattering system {hel0 , hel}, cf. Definition A.2.6. Furthermore, ρel0 (λ) is the density
matrix that we obtain from (Φhel0 ρ
el




0 ] = 0, and
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pell (λ) is defined similarly. The second equality follows directly from the first equality.
Namely, using sel = 1− 2πi tel and the unitarity of sel leads to
ρel0 (λ)
(
t∗el(λ)tel(λ)pell (λ)− t∗el(λ)pell (λ)tel(λ)
)
+ (2πi)−1tel(λ)[pell (λ), ρel0 (λ)]
= (2πi)−1ρel0 (λ)
(




s∗el(λ)pell (λ)sel(λ)− pell (λ)
)
.
This formula illustrates that the flux arises as a difference between the original observable
and its image under the unitary transformation given by sel. The formula (1.1) from
the example in the introduction can be recovered from (3.4) if hel = hl ⊕ hS ⊕ hr with
left lead l, right lead r, and a discrete quantum system S. For the initial state
ρel0 = fFD(hell − µl)⊕ ρelS ⊕ fFD(helr − µr),









































∣∣(tel(λ))lr∣∣2. Note that the initial state ρelS of the quantum system does
not have any influence on the resulting steady state current since the Hamiltonian helS
of the quantum system is pure point and this does not contribute to the current.
In the next chapter we prove an abstract Landauer-Büttiker formula for a general
scattering system {H0, H} on H for which the difference of some power of the resolvents
is trace class. Also, we can calculate the flux of an arbitrary observable Q, not just for
the electric current. For the case V = H −H0 ∈ L1(H), we can use the same concept
as above to define the flux. We assume that H0 and H are the decoupled and the
coupled single-particle Hamiltonians of fermions that do not interact with eachother.
Then the calculations on the Fock space F−(H) reduce to a density operator ρ0 on the













Here, S(λ) and T (λ) are the scattering matrix and the transition matrix of the scattering
system {H0, H} with respect to a spectral representation Φ of H0. Furthermore, Q(λ)








since we assume that [Q,H0] = [ρ0, H0] = 0.
For the general case in which we have only (H − i)−N − (H0− i)−N ∈ L1(H) for some
N ∈ N, the flux in (3.5) is only a formal equation and we need to use a regularization in
the definition of the flux to obtain a mathematically rigorous general Landauer-Büttiker
formula. The rigorous definition of the flux of an observable, its assumptions, and the
abstract Landauer-Büttiker formula are the subject of the next section.
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3.1.2 A general Landauer-Büttiker formula
Let us first collect the assumptions on the scattering system {H0, H} and the initial
state ρ0. Recall that all Hamiltonians are assumed to be bounded from below. We
assume
(H + θ)−N − (H0 + θ)−N ∈ L1(h), σsc(H0) = σsc(H) = ∅, (A1)
for some N ∈ N and some θ > 0. We already mentioned that the Landauer-Büttiker for-
malism is not limited to the electric current. We can calculate the flux of any observable
Q ∈ L(h) that satisfies
Q∗ = Q, [Q,H0] = 0, Q(H + θ)−NQ , Q(H0 + θ)−N0 ∈ B(h), (A2)
for some NQ, N0 ∈ N with θ > 0 as in (A1). Important examples are Q = Pl, the number
of electrons in lead l that we already mentioned in the introduction to this section, and
Q = Hl, the energy of the electrons in lead l, if we assume that H0 = Hl⊕HS⊕Hr. The
latter example gives us the energy flux into lead l. These two observables also allow us
to calculate the entropy production rate, for which
∑
j∈{l,r} β(Hj − µjPj) with inverse
temperature β is the corresponding observable [2].
Let ρ0 be the initial state of the system. To be able to handle unbounded observables,
like Hl, and to get a flux observable that is trace class, we have stronger requirements
on ρ0 than mere boundedness. This is justified since in applications ρ0 usually decays
exponentially, e.g. like the Fermi-Dirac distribution fFD(λ) = (1 + eβλ)−1. We assume
for Nmax = max{2NQ +N + 1, N0} that
ρ0 = ρ∗0 ∈ B(h), [ρ0, H0] = 0, ρ0(H0 + θ)Nmax ∈ B(h), (A3)
for θ > 0 as in (A1). A density operator ρ0 that derives from a quasi-free state always
satisfies 0 ≤ ρ0 ≤ 1, cf. Appendix A.1. However, this is not relevant for the mathematical
proofs, and we do not take it as a part of the assumptions. As already mentioned above,
we obtain from [2, 26] that the steady state of the coupled system on the absolutely
continuous part of H is given by
ρ = W−(H,H0)ρ0W ∗−(H,H0).
Under this very general assumptions, the following definition gives a generalization of
the current given by (3.5).
Definition 3.1.1. Let H0, H be densely defined, bounded from below self-adjoint opera-
tors on a separable Hilbert space h which satisfy Assumption (A1). Let Q ∈ L(h) satisfy
Assumption (A2) and ρ0 ∈ L(h) satisfy Assumption (A3). Then the steady state flux






W−(H,H0)(H0 + θ)2NQ+N+1ρ0W ∗−(H,H0)(H + θ)−NQ
×
[





The flux JQ,ρ0 is actually independent of the choice of θ. The definition formally
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relates to (3.5) through the following relations. Note that
[





(H + θ)−j [H,Q](H + θ)−(N+1−j).
Using this, the intertwining property (H + θ)−NW−(H,H0) = W−(H,H0)(H0 + θ)−N ,





W−(H,H0)(H0 + θ)2NQ+N+1ρ0W ∗−(H,H0)(H + θ)−NQ
×
[








W−(H,H0)(H0 + θ)N+1ρ0W ∗−(H,H0)
[







Compared to the definition of the steady state flux of [2], this definition has the advantage
that the usage of the resolvents implies that we do not need a limiting process to obtain
a regularization. The Landauer-Büttiker formula is the content of the following theorem.
Theorem 3.1.2. Let H0, H be densely defined, bounded from below self-adjoint opera-
tors on a separable Hilbert space h which satisfy Assumption (A1). Let Q ∈ L(h) satisfy
Assumption (A2) and ρ0 ∈ L(h) satisfy Assumption (A3). Fix a spectral representation








T ∗(λ)T (λ)Q(λ)− T ∗(λ)Q(λ)T (λ)
)












where S(λ), T (λ), and ρ0(λ) are the scattering matrix, transition matrix, and density
matrix, respectively, with respect to ΦH0, and ΦH0QΦ∗H0 =M(Q(λ)).
We prefer to work with the representation of the flux in terms of T (λ) since it is
closer to the proof of the formula and at the same time closer to the heuristic picture
of transition of particles through a system. Also, in applications we typically have
[Q, ρ0] = 0, whence this representation is usually as simple as the one in terms of the
scattering matrix S(λ).
The proof of Theorem 3.1.2 follows in Section 3.1.4. The idea is to first prove the
formula for the case of V = K − K0 ∈ L1(H), then to reduce the general case to
this situation. To prove the Landauer-Büttiker formula for {K0,K}, we construct a
special spectral representation from the trace class perturbation V in Section 3.1.3. We
can derive formulae for the action of this representation on certain operator spectral
integrals that arise in the stationary representation of the wave operators. Also, the
stationary wave operators allow us to derive a very convenient formula for the transition
matrix T (λ) with respect to this spectral representation.
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As mentioned earlier, Theorem 3.1.2 extends the result in [65], where the statement
holds for H −H0 ∈ L1(h). A result similar to Theorem 3.1.2 was proven by Aschbacher
et al. [2] for their version of the flux. In principle, their proof is similar to ours in the
sense that they also use the stationary wave operators. However, it is rather abstract
and relies on the existence of an abstract spectral representation that follows from results
that can be found in [80]. In contrast, the special spectral representation we use gives
us an explicit formula for the transition matrix. This makes the calculations in the
proof very transparent and easier to follow. In Chapter 4 we even use a similar spectral
representation to give a formula for the transition matrix that allows explicit numerical
calculations. Furthermore, the tools that we develop for the proof can be used in the
proof of the more general Landauer-Büttiker formula of Chapter 5.
The following corollary to Theorem 3.1.2 shows that all fluxes are zero if the initial
state is an equilibrium state, i.e. a function of H0. If the decoupled system H0 decom-
poses into several subsystems, like the contacted quantum system of Section 3.1.1, we
obtain an equilibrium state if we choose the same chemical potential in every subsystem,
i.e. if the applied voltage is zero.
Corollary 3.1.3. Let the assumptions of Theorem 3.1.2 be satisfied, and let one of the
following hold.









Then all fluxes vanish, i.e. JQ,ρ0 = 0.



















by the cyclicity of the trace and the unitarity of
S(λ), whence the corollary follows.
If (ii) holds, the fact that S(λ) is unitary and Q(λ) ∈ R commutes with S(λ) gives
us S∗(λ)Q(λ)S(λ) = Q(λ), whence JQ,ρ0 = 0.
3.1.3 A formula for the transition matrix
For the remainder of this section, let {K0,K} be a scattering system where K0 and
K are bounded and V = K − K0 ∈ L1(H) is an additive trace class perturbation.
In the following, we construct a special spectral representation of Kac0 from this trace
class perturbation, which was introduced by Behrndt et al. [12]. We use it in this
section to derive a rather explicit formula for the transition matrix from the stationary
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representation of the wave operators in terms of operator spectral integrals. It is also
an important ingredient in the proof of Theorem 3.1.2, which follows in Section 3.1.4.
For arbitrary C ∈ L2(H), we obtain from [9, Lemma I.3.11] that CEK0(·)C∗, as a mea-
sure on B(R), is trace class-valued and of finite variation. It is absolutely continuous
with respect to a Borel measure by [9, Prop. I.3.13], and thus the trace class-valued func-
tion λ 7→ CEK0((−∞, λ))C∗ is differentiable in the trace norm a.e. on R with derivative







with a family of orthogonal projections P (λ), λ ∈ R. Using this, we get an orthogonal
projection (Pf)(λ) = P (λ)f(λ) for all f ∈ L2(R,dλ,H). The range of P is called the
direct integral L2(R, dλ,Hλ) = ran(P ) of the family {Hλ}λ∈R. The next Lemma gives
us a spectral representation of Kac0 . It was proven by Behrndt et al. [12, Lemma A.1].






∗) | Ξ ∈ B(R)
))
. (3.6)






Y (λ)f, λ ∈ R, f ∈ H,
for Ξ ∈ B(R) onto the dense subspace span
(
EacK0(Ξ)ran(C
∗) |Ξ ∈ B(R)
)
of HacK0 admits a
unique continuation to an isometric isomorphism ΦK0 : HacK0 → L
2(R,dλ,Hλ) such that
(ΦK0EacK0(Ξ)g)(λ) = χΞ(λ)(ΦK0g)(λ), g ∈ H
ac
K0 ,
holds for any Ξ ∈ B(R).
Define C =
√
|V | ∈ L2(H) and Z = sgn(V ) ∈ B(H). Then C and Z are self-adjoint
and V = CZC. If condition (3.6) is not satisfied, we still get a spectral representation.
Observe that K(C) reduces Kac0 since for g ∈ K(C) and partitions J rε of [−r, r) with
r, ε > 0 such that |J rε | = ε = r−1, there exist λJ rε ,Ξ ∈ R such that








This implies that we may apply the construction of Lemma 3.1.4 to Kac0  K(C) and thus
obtain a spectral representation ΦC . For any spectral representation Φ⊥C ofKac0  K(C)⊥,
we get a spectral representation ΦK0 = ΦC ⊕ Φ⊥C of Kac0 . For the remainder of this
chapter, ΦK0 denotes a spectral representation of Kac0 that we obtain in this manner.
For f ∈ HacK0 we write ΦK0f = f̌ , and for A ∈ L(H) commuting with K0, we write
(ΦK0Af)(λ) = Ǎ(λ)f̌(λ).
Since V = K−K0 is trace class, the wave operatorsW±(K,K0) exist and are complete
by the Kato-Rosenblum theorem, cf. Appendix A.2. This implies that the scattering
operator S is unitary. Note that the wave operators W±(K,K0) have the following










(1− (K − λ± iε)−1V )dEacK0(λ),




dEK(λ)(1 + V (K0 − λ∓ iε)−1)P acK0 .
The following Lemma describes the action of the transformation ΦK0 on operator spec-
tral integrals of this kind. For a short introduction into operator spectral integrals, see
Appendix A.2. Since we use this lemma also in Chapter 5, we give a more general
formulation and do not use the fact that C = C∗ in our case.










Y (λ)X(λ)f, λ ∈ R, f ∈ H, (3.9)











Y (λ)f̌(λ), f = Φ∗K0 f̌ ∈ H
ac
K0 .
Proof. First, consider the interval [−r, r) for some r > 0. Let J rε , ε > 0, be a family of
partitions of [−r, r) such that |J rε | = ε. Let further λrε : J rε → [−r, r) satisfy λrε(Ξ) ∈ Ξ





∗X(λ)f, f ∈ H,
























for a.e. λ ∈ [−r, r). Let Ξε(λ) be the unique element in J rε that contains λ. Since X is
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for all g ∈ H.
In the following Lemma we calculate the transition matrix Ť (λ) of {K0,K} with
respect to this spectral representation ΦK0 of Kac0 . Furthermore, in Corollary 3.1.7
we prove a relation between the perturbation V and the transition matrix that is an
important ingredient in the proof of the Landauer-Büttiker formula in this chapter as
well as in Chapter 5. Both lemmas use the relations of the previous Lemma 3.1.5.







J(λ+ i0) = lim
ε→+0
Z − ZC(K − λ− iε)−1CZ
and the limit is taken in the Hilbert-Schmidt norm.
Proof. We have










Since we know that these limits exist, it suffices to calculate the pointwise limits. Hence,
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(µ− λ)2 + δ2
√
Y (µ)dµf̌(µ).
Since C ∈ L2(H), the limit
ZC(K − λ± i0)−1CZ = lim
ε→+0
ZC(K − λ± iε)−1CZ




(µ− λ)2 + δ2 ĝ(µ)dµ
δ→0−→ πĝ(λ).
Thus, taking the limits ε→ +0 and δ → +0, we arrive at




Z − ZC(K − λ+ i0)−1CZ
)√
Y (λ),
which proves the Lemma.
With the representation of T (λ) of Proposition 3.1.6, it is easy to derive the following
relation between T and VW−(K,K0).





















for f ∈ HacK0.
Proof. P acK0VW−(K,K0) is a trace class operator on H
ac
K0
. Hence, the spectral represen-





for a.e. λ, µ ∈ R. The diagonal µ = λ is well-defined for a.e. λ ∈ R (cf. [9, p. 401]).
For n ∈ N choose Λn ⊂ (−n, n) such that |(−n, n) \ Λn| < n−1 and C(K − λ − iε)−1C
converges uniformly for λ ∈ Λn. We can always find such a Λn by Egorov’s theorem (cf.
Lemma A.2.22). Observe that
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Z − ZC(K − µ− iε)−1CZ
)√
Y (µ)f̌(µ)
for all f̌ ∈ L2(R, dλ,Hλ). But C(K − µ − iε)−1C converges uniformly for µ ∈ Λn as
ε→ +0. This implies that we may take the limit inside the integral, whence the integral










Z − ZC(K − µ− i0)−1CZ
)√
Y (µ)
for a.e. λ, µ ∈ R. Thus, the Lemma follows from Proposition 3.1.6.
3.1.4 Proof of Theorem 3.1.2
In this section we prove the Landauer-Büttiker formula of Theorem 3.1.2. We begin with
the following proposition, which tells us that forK−K0 ∈ L1(H), the flux for observables
that live on the pure point part of K0 is zero. This is implied by the Landauer-Büttiker
formula. However, we have to prove it beforehand since we use it in the proof. The
reason for this is the special spectral representation ΦK0 of Kac0 , as we will point out in
the course of the proof of the Landauer-Büttiker formula.
Proposition 3.1.8. Let {K0,K} be a scattering system such that K0,K are bounded,
K − K0 ∈ L1(H), and σsc(K) = σsc(K0) = ∅. Let Q ∈ B(H) with [Q,K0] = 0, and










The general idea of the proof is that the statement is obvious if Qpp is a one-
dimensional projection and the general case can be reduced to such a situation. We
prove in Lemma 3.1.9 that we can approximate Qpp with suitable pure point operators.
Also, recall that σsc(Kac0 ) = ∅ by assumption.
Lemma 3.1.9. Let the assumptions of Proposition 3.1.8 hold. Then there is a sequence
{Qppm}m∈N of bounded self-adjoint operators such that s-limm→∞Qppm = Qpp and each
operator Qppm commutes with K
pp
0 and is pure point.










Since Qpp commutes with Kpp0 , there is a family {Qpp(λ)}λ∈σpp(K0) of bounded self-
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such that Qpp is unitarily equivalent to
⊕
λ∈σpp(K0)Qpp(λ).
The von Neumann theorem [55, Theorem X.2.1] tells us that for each self-adjoint
operator Qpp(λ), λ ∈ σpp(K0), there is a sequence {Cm(λ)}m∈N of self-adjoint Hilbert-





and Qppm (λ) = Qpp(λ) +Cm(λ) is pure point. It follows that s-limm→∞Qppm (λ) = Qpp(λ)







Since Qppm (λ) is pure point for every λ ∈ σpp(K0), m ∈ N, and we have estimate (3.12),
Qppm is bounded and pure point. From the decomposition (3.11) it is clear that Qppm
commutes with Kpp0 . Also, Qpp = s-limm→∞Qppm by estimate (3.12).
Proof of Proposition 3.1.8. We have to show that
Tr(W−(K,K0)ρ0W ∗−(K,K0)[V,Qpp]) = 0.


















where λ(n)K0 , λ
(l)
Q ∈ R and P
(n)
Kpp0
, P (l)Qpp are eigenprojections of K
pp
0 and Qpp, respectively.
Since Kpp0 and Qpp commute, the eigenprojections P
(n)
Kpp0
and P (l)Qpp commute as well. We




















where λ(n)K0 , λ
(l)





. Without loss of generality we
can assume that the Qnl are one dimensional orthogonal projections. Using this, the
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If Qpp is not pure point, then Lemma 3.1.9 gives us a sequence {Qppm}m∈N of bounded
pure point self-adjoint operators acting on Hpp such that [Kpp0 , Qppm ] = 0 for m ∈ N and





But Qppm is pure point, whence by the above considerations
Tr(W−(K,K0)ρ0W ∗−(K,K0)[V,Qpp]) = 0,
which proves Proposition 3.1.8. 
We use Proposition 3.1.8 in the proof of the next proposition, which provides a
Landauer-Büttiker formula for bounded operators with an additive trace class pertur-
bation. Later on, we reduce the general Landauer-Büttiker formula of Theorem 3.1.2
to this proposition. Thus, the following proposition is in fact the core of the proof of
Theorem 3.1.2.
Proposition 3.1.10. Let {K0,K} be a scattering system such that K−K0 ∈ L1(H) and













Ť ∗(λ)Ť (λ)Q̌(λ)− Ť ∗(λ)Q̌(λ)Ť (λ)
)




Proof. First note that Proposition 3.1.8 allows us to assume that
Q = Q  HacK0 . (3.14)
Relation (3.14) is necessary since we work with spectral representations ΦK0 of Kac0 , not
of the full Hamiltonian K0, and in general Φ∗K0ΦK0 = P
ac
K0
6= IH. During the proof we
need to insert Φ∗K0ΦK0 to the left and right of Q, and (3.14) tells us that we are allowed
to do this. We mention this again at the relevant point in the proof.















1 + V (H0 − λ∓ iε)−1
)
P acK0
for V = CZC = K−K0, where C =
√
|V | and Z = sgn(V ). Also, Y (η) = ddηCEK0(η)C
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in the Hilbert-Schmidt norm, cf. Lemma A.2.20. For n ∈ N, use again Egorov’s theorem,
cf. Lemma A.2.22, to find a Λn ⊂ (−n, n) satisfying |(−n, n) \ Λn| < n−1 such that







Y (η)(η − λ± iε)−1
























where %0 and Q commute with K0 by the assumptions of the proposition. We used
Tr(X1X3X2) = Tr(X1X2X3) for self-adjoint operators Xj ∈ B(H), j = 1, 2, 3, with













W̃K,±(δ) = P acK0 −WK,±(δ).
Let ΦK0 be the spectral representation of Kac0 that we obtain from Y (λ) = ddλCEK0(λ)C
using Lemma 3.1.4. Recall that for any X ∈ L1(H), ΦK0XΦ∗K0 is an integral operator






































Since the wave operatorsW±(K,K0) are complete, the scattering matrix Š(λ) is unitary.
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Thus, the optical theorem from Lemma A.2.7 gives us
=m[Ť ∗(λ)] = (2i)−1
(
Ť ∗(λ)− Ť (λ)
)










Ť ∗(λ)− Ť (λ)
)
Q̌(λ) + %̌0(λ)Ť (λ)Q̌(λ)− Q̌(λ)Ť (λ)%̌0(λ)
)
and the fact that ‖Ť (λ)‖1 is integrable and Q̌(λ) and %̌0(λ) are essentially bounded in
























Let us now consider the second summand in (3.16). First note that we can use the




(K0 − µ− iδ)−1
(






(K0 − µ− iδ)−1CJ(µ+ iδ)CdEacK0(µ),
(3.18)
where we use the notation
J(µ+ iε) = Z − ZC(K − µ− iε)−1CZ.
Since



























































for g ∈ HacK0 and a.e. λ ∈ Λn. Here we used Lemma 3.1.5 to calculate the action of ΦK0 .
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to the left and to the right of Q. We proceed with the proof by calculating the trace of


















































Using (3.15) and the fact that the individual factors inside the trace converge uniformly


































































Ť ∗(λ)Ť (λ)Q̌(λ)− Ť ∗(λ)Q̌(λ)Ť (λ)
)
+ (2πi)−1Ť (λ)[Q̌(λ), %̌0(λ)]
)
.
To prove the general Landauer-Büttiker formula of Theorem 3.1.2, we reduce it to the
situation of Proposition 3.1.10. To this end, we define
ϕ : R→ R, ϕ(x) =
{











for θ > − inf{σ(H0) ∪ σ(H)}. Since (H + θ)−N − (H0 + θ)−N ∈ L1(h) by assumption,







− (H + θ)−N ,−(H0 + θ)−N
)
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exist and are complete for some θ > 0. Now ϕ is continuously differentiable and ϕ′ is
strictly positive and locally of bounded variation. Hence, the invariance principle for











. For Qn = QPnK0 we get that s-limn→∞Q






W−(H,H0)ρ0(H0 + θ)2NQ+N+1W ∗−(H,H0)








W−(K,K0)%0W ∗−(K,K0)[K −K0, Qn]
)
.















S = W ∗+(K,K0)W−(K,K0) = W ∗+(H,H0)W−(H,H0)
is the same for {K,K0} and {H,H0}. Obviously, Š(λ) in equation (3.23) may be taken
with respect to any spectral representation ΦK0 of Kac0 . Let ΦH0 be a spectral repre-

























Lemma 3.1.11. Let ΦH0 be any spectral representation of Hac0 , and let Ψϕ be given by
(3.24). Then ΨϕΦH0 is a spectral representation of Kac0 .




for A ∈ L(H), [A,K0] = 0. For













ǧ(λ) = λ ǧ(λ)
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We use (ϕ−1)′(λ) = 1N (−λ)
−N+1
N to substitute µ = ϕ−1(λ). Note that we also have


































T ∗(µ)Q(µ)T (µ)− T ∗(µ)T (µ)Q(µ)
)
+(2πi)−1 T (λ)[Q(λ), ρ0(λ)]
)
.
We can take the limit since ‖(λ + θ)−N0Q(λ)‖ and ‖(λ + θ)N0ρ0(λ)‖ are essentially
bounded in λ, and ‖T (λ)‖1 is integrable. Thus, Theorem 3.1.2 follows.
3.2 Application to a quantum LED toy model
As mentioned in the introduction to this chapter, we want to apply the Landauer-
Büttiker formula of Theorem 3.1.2 to a model of a QD-LED based on the Jaynes-
Cummings model of Section 2.3. The Jaynes-Cummings model describes an isolated
quantum dot. To apply the Landauer-Büttiker formula, we have to introduce leads that
couple to the Jaynes-Cummings model. These leads are modeled as semi-infinite one-
dimensional lattices. Since the quantum dot is the optically active region, we restrict the
electron-photon interaction to the quantum dot. Although there is no electron-photon
interaction in the leads, it is important that the photons exist outside of the quantum
dot. The quantum dot has pure point spectrum, but we can only measure fluxes on the
absolutely continuous part. Thus, to be able to ’count’ the photons, they have to exist in
the leads. We stress that this is different to the common approach to view the quantum
dot together with the photons as a black box that is contacted by purely electric leads.
Let us recall the basic ideas of the modeling of the QD-LED in the Landauer-Büttiker
framework we presented in Section 1.2. The usual Landauer-Büttiker formalism for
quasi-free electrons operates on the single-particle space. However, this does not mean
that there is only a single electron. Since the electrons are non-interacting, the infinite
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amount of electrons in the leads can be described by a density operator on the single-
particle Hilbert space. This non-interaction condition implies that we can not take into
account the Coulomb interaction. Since the Landauer-Büttiker formalism treats steady
state currents, transient currents are also not covered by this approach.
In a QD-LED, the electron-photon interaction gives rise to an electron-electron in-
teraction that is mediated by photons. To be able to work in the Landauer-Büttiker
formalism, every electron has to interact with its own distinct copy of the electromag-
netic field. This allows us to consider an electron together with its photon field as a
’single particle’ in the sense of the Landauer-Büttiker formalism. Hence, we work with
the single-particle Hilbert space hel ⊗ hph, where hph is the Hilbert space of the photon
field. This construction allows us to use the Landauer-Büttiker formalism developed in
the previous section. Let us stress once more that we have infinitely many electrons
and each electron has a photon field with an arbitrary number of photons, where the
expectation value of the number of photons is finite for each single electron. We model
this through a density operator on the single-particle Hilbert space hel ⊗ hph. Recall
that this corresponds to the electrons being labled by the number of photons in their
photon field. We mention again that a useful picture is that of every electron carrying
a backpack filled with a certain amount of photons.
3.2.1 The mathematical model
Recall the generalized Jaynes-Cummings model from Section 2.3.3. The Hamiltonian is
HS = helS ⊗ Iph + IhelS ⊗ h
ph + τintVint, Vint = b∗ ⊗ a+ b⊗ a∗,
with domain
dom(HS) = dom(IhelS ⊗ h
ph) ⊂ HS = Cd ⊗ `2(N0)
for some d ≥ 2. Here, the electron Hamiltonian helS of the quantum dot acting on
helS = Cd has eigenvectors {e0, e1, . . . ed−1} corresponding to eigenvalues λm = v0 +mω0,
where v0 ∈ R is the ground state energy, and b∗ and b are the ladder operators raising
respectively lowering the energy level of the electron. Without loss of generality we
assume v0 = 0. Furthermore,
hph = ω a∗a, hphΥn = nω,
where a∗ and a are the creation and annihilation operators on hph = F+(C) = `2(N0)
and {Υn}n∈N0 is the canonical basis of `2(N0). This immediately implies
σ(hph) = σpp(hph) = {nω |n ∈ N0}.
We can interpret the electron space Cd as d adjacent sites of a one-dimensional lattice,
and in this sense we model the electrons in the leads as free electrons living on a discrete
semi-infinite lattice. Thus, the Hilbert spaces of the leads are helj = `2(N), j ∈ {l, r}.
The electron Hamiltonians of the leads are helj = −∆D + vj with a constant potential
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bias vj ∈ R, j ∈ {l, r}. Here, ∆D denotes the discrete Laplacian on `2(N) given by
(∆Df)(1) = f(2)− 2f(1), (∆Df)(x) = f(x+ 1)− 2f(x) + f(x− 1), x ≥ 2.
Note that the definition of (∆Df)(1) corresponds to f(0) = 0, i.e. to homogeneous
Dirichlet boundary conditions. Obviously, ∆D is a bounded self-adjoint operator. The
photons in the leads are free, whence the total Hamiltonians of the leads are
Hj = helj ⊗ Iph + Ihelj ⊗ h
ph, j ∈ {l, r}.
To apply the Landauer-Büttiker formula, we need a scattering system {H0, H}. In
principle, we could use Hl⊕HS⊕Hr as unperturbed Hamiltonian. However, we want to
analyze the contributions of the coupling of the leads and the electron-photon interaction
to the resulting flux separately. Also, we want to be able to compare the system to the
purely electric case. This is why we define the decoupled Hamiltonian H0 with decoupled
leads and without electron-photon interaction by
H0 = hel0 ⊗ Iph + Iel ⊗ hph, dom(H0) = dom(Iel ⊗ a∗a) ⊂ H = (hell ⊕ helS ⊕ helr )⊗ hph,
where hel0 = hell ⊕helS ⊕helr is the decoupled electron Hamiltonian, which is bounded and
self-adjoint. Since hph is also self-adjoint and bounded from below, H0 is also self-adjoint
and bounded from below. It remains to specify the coupling of the leads to the quantum
dot. The physical idea behind the coupling is that the quantum dot has a left side and
a right side and that the electrons may hop from the endpoints of the left and right lead
into the left respectively right side of the dot. Hence, choose a basis {xnS}
d−1
n=0 of helS .
We consider {xnS}
d−1
n=0 as d sites of a one-dimensional finite lattice, where x0S is the left
side of the quantum dot and xd−1S is the right side of the quantum dot, cf. Figure 3.1.
Furthermore, let {xnj }n∈N be the canonical basis of helj = `2(N), j ∈ {l, r}, which we




S , ·〉x1l 0
〈x1l , ·〉x0S 0 〈x1r , ·〉x
d−1
S
0 〈xd−1S , ·〉x1r 0
 .
It is obviously bounded and self-adjoint. We define the coupled electron Hamiltonian
hel = hel0 + τelvel for some coupling constant τel > 0. Let Vel = vel ⊗ Iph. We obtain the
total Hamiltonian
H = H0 + τelVel + τintVint = (Hl ⊕HS ⊕Hr) + τelVel.
It models the quantum dot as a Jaynes-Cummings system contacted by two leads with
free electrons subject to different constant potentials. Figure 3.1 shows a sketch of the
system, using the well-known fact that the spectrum of the discrete Laplacian is [0, 4],
cf. Lemma 3.2.2. Note that HS is self-adjoint and bounded from below by Lemma 2.3.1.
It follows that H is self-adjoint and bounded from below since Hl, Hr, and Vel are also
self-adjoint and bounded from below.
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Figure 3.1: Jaynes-Cummings QD-LED with two energy levels
Since there is no electron-photon interaction in the leads, one might consider to work
with the Hilbert spaces helj , j ∈ {l, r}, and forget about the photons in the leads. We did
already mention that this does not work since the quantum dot system is pure point,
whence HS ∩ HacH0 = 0. But then the photons do not exist in the absolutely continuous
subspace of H0, and the flux of the observable Iel ⊗ a∗a of the number of photons is
always zero.
To obtain the Landauer-Büttiker formula from Theorem 3.1.2, we have to show that
all assumptions of the theorem are satisfied. First note that since H0 and H are densely
defined, self-adjoint, and bounded from below, they are valid as Hamiltonians in the
model. Concerning the Hamiltonians, it remains to check Assumption (A1), i.e. the
trace class condition and the absence of singular continuous spectrum for H0 and H.
We start with the trace class condition. Since dom(H) = dom(H0), we may define
the symmetric, non-self-adjoint operator V = Vel + Vint on dom(H0).
Proposition 3.2.1. We have (H + θ)−1 − (H0 + θ)−1 ∈ L1(H) for θ > 0 sufficiently
large.
Proof. First note that (H0 + θ)−1 and (H+ θ)−1 are bounded for θ > 0 sufficiently large
since H0 and H are bounded from below. We have
(H + θ)−1 − (H0 + θ)−1
= (H0 + θ)−1V (H + θ)−1
= (H0 + θ)−1V (H0 + θ)−1 − (H0 + θ)−1V (H0 + θ)−1V (H + θ)−1.
Since dom(H) = dom(H0) implies that V (H + θ)−1 is bounded, it suffices to show that





n , where hphn = CΥn, we obtain
(H0 + θ)−1 =
⊕
n∈N0
(hel0 + nω + θ)−1 ⊗ Ihphn . (3.25)
We have
(H0 + θ)−1V (H0 + θ)−1 = (H0 + θ)−1(Vel + Vint)(H0 + θ)−1.
But vel is a finite rank operator and hence ‖vel‖1 < ∞. Furthermore, hphn is obviously
44
3.2 Application to a quantum LED toy model
one-dimensional for any n ∈ N, and hence ‖I
hphn
‖1 = 1. From (3.25) and the fact that
Vel = vel ⊗ Iph, we obtain
‖(H0 + θ)−1Vel(H0 + θ)−1‖1 =
∑
n∈N0




‖(hel0 + nω + θ)−2‖ ‖vel‖1.
Since hel0 is bounded, we obtain
‖(hel0 + nω + θ)−1‖ = sup
λ∈σ(hel0 )
(λ+ nω + θ)−1 ≤ α̃
n+ 1 (3.26)
for some α̃ > 0, which immediately implies ‖(H0+θ)−1Vel(H0+θ)−1‖1 <∞. For n ∈ N0
























Since b∗ has at most rank d and Υn〈Υn, ·〉 has rank one, it holds that ‖b∗⊗Υn〈Υn, ·〉‖1 ≤




















(H0 + θ)−1‖1 implies
that (H0 + θ)−1V (H0 + θ)−1 ∈ L1(H).
It remains to check the absence of the singular continuous spectrum. To show this we
first obtain detailed information on the spectral properties of helj , j ∈ {l, r}, and thus
of H0. We then use this to show that H does not have singular continuous spectrum.
Recall that the discrete Laplacian on `2(N) with Dirichlet boundary condition is given
by
(∆Df)(1) = f(2)− 2f(1), (∆Df)(x) = f(x+ 1)− 2f(x) + f(x− 1), x ≥ 2,
for f ∈ `2(N), and that helj = −∆D + vj , j ∈ {l, r}, on hl = hr = `2(N). The
following lemma about the eigenfunctions of the discrete Laplacian is well-known. For
the convenience of the reader, we give a proof.
Lemma 3.2.2. Let j ∈ {l, r}. We have σ(helj ) = σac(helj ) = [vj , 4 + vj ], and for x ∈ N,
λ ∈ (vj , 4 + vj), the normalized generalized eigenfunctions of helj are given by
gj(x, λ) = π−
1
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Proof. Let j ∈ {l, r}. We prove absolute continuity of the spectrum by showing that a
complete set of generalized eigenfunctions is given by {gj(x, λ) |λ ∈ (−2, 2)}. Note that
it suffices to calculate the spectrum of the operator ∆D + 2 given by
((∆D + 2)f)(x) = f(x+ 1) + f(x− 1), f ∈ `2(N), f(0) = 0.
The lemma then follows by replacing λ with −λ+ 2 + vj . Let λ ∈ (−2, 2) and








Note that g∆D(0, λ) = 0, whence the boundary condition is satisfied. We substitute
µ = arccos(λ/2) ∈ (0, π), i.e. λ = 2 cos(µ), and obtain
sin(µ(x+ 1)) + sin(µ(x− 1)) = 2 sin(µx) cos(µ),
whence g∆D(x, λ) satisfies the eigenvalue equation. It is obvious that g∆D(·, λ) /∈ `2(N)
for λ ∈ (−2, 2). To complete the proof of the lemma, it remains to prove the orthonor-
mality and the completeness. For the orthonormality, we have to show that∑
x∈N
g∆D(x, λ)g∆D(x, ν) = δ(λ− ν).












































− ei(arccos(λ/2)+µ)x − e−i(arccos(λ/2)+µ)x
)
ψ(2 cos(µ)).
Observe that the Dirichlet kernel
∑
x∈N0(e
















δ(arccos(λ/2)− µ) + δ(arccos(λ/2) + µ)
)
ψ(2 cos(µ)).





g∆D(x, λ)g∆D(x, ν)ψ(ν) = ψ(λ).
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Thus, the generalized eigenfunctions are orthonormal. Finally, using once more the
substitution µ = arccos(ν/2), we get∫ 2
−2











dµ (sin(µ))−1 sin(µ)sin(µx) sin(µy)
= δxy
for x, y ∈ N, whence the family of generalized eigenfunctions is also complete.
We already noted that hph is pure point with σ(hph) = σpp(hph) = {nω |n ∈ N0}.
The following corollary gives us the spectral properties of H0.









{mω0 + nω | 0 ≤ m ≤ d− 1}.
The eigenvectors are given by g̃(m,n) = em ⊗ Υn, 0 ≤ m ≤ d − 1, n ∈ N0. The
generalized eigenfunctions are given by g̃j(λ, n) = gj(λ − nω) ⊗ Υn for λ ∈ σac(H0),
n ∈ N0, j ∈ {l, r}.
Proof. It is well known (see e.g. [30]) that for two self-adjoint operators A on hA and B
on hB with σsc(A) = σsc(B) = ∅, we have σsc(A⊗ 1 + 1⊗B) = ∅, as well as










σpp(A⊗ 1 + 1⊗B) = σpp(A) + σpp(B).
Thus, the statement about the spectrum of H0 follows with A = hel0 and B = hph
using Lemma 3.2.2 and the fact that helS has eigenvectors {e0, . . . , ed−1} with eigenvalues
{mω0 | 0 ≤ m ≤ d− 1}. Furthermore, it is obvious that
H0(em ⊗Υn) = (hel0 em)⊗Υn + em ⊗ (hphΥn) = (mω0 + nω)em ⊗Υn
for 0 ≤ m ≤ d−1 and n ∈ N0. Finally, g̃j(λ−nω) is bounded as an anti-linear functional
on helj ⊗ hph and satisfies
〈g̃j(λ, n), H0f〉 = 〈(λ− nω + nω)g̃j(λ, n), f〉 = λ〈g̃j(λ, n), f〉, f ∈ dom(H0),
in this sense. We refer to [32] for details on generalized eigenvectors.
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For j ∈ {l, r} the generalized eigenfunctions of helj give us the generalized Fourier





It is a spectral representation of helj with
helj (λ) =
{
C if λ ∈ (vj , vj + 4),
{0} if λ ∈ R \ (vj , vj + 4).




hn(λ), hn(λ) = hel(λ− nω),
where hel(λ) = hell (λ) ⊕ helr (λ). For j ∈ {l, r} we have helj (λ − nω) = {0} if the photon
number n satisfies ω−1(λ−vj) ≤ n ≤ ω−1(λ−vj−4), whence dim(h(λ)) <∞ uniformly
for a.e. λ ∈ R. Note that HacH0 = `







(hell + nω)fl(n), (helr + nω)fr(n)
)}
n∈N0 ,
whence a spectral representation Φ : HacH0 → L
2(R, dλ, h(λ)) of Hac0 is given by
(Φf)(λ) =
{(








2(N0, hell ⊕ helr ), λ ∈ σ(Hac0 ), where φelj , j ∈ {l, r} are
given by (3.27).
We now have full information on the spectral properties of H0. We can use this to
show that H has no singular continuous spectrum with the help of [9, Cor. IV.15.19],
which establishes existence and completeness of wave operators and absence of singu-
lar continuous spectrum through a time-falloff method. We cite it as a Lemma for
convenience, with slight simplifications that suffice for our purpose.
Lemma 3.2.4. Let {H0, H} be a scattering system and let Γ be a closed countable set.





If (H − i)−1 − (H0 − i)−1 ∈ L∞(H), (1− P acH0)γ(H0) ∈ L∞(H), and∣∣∣ ∫ ±∞
0
dt
∥∥((H0 − i)−1 − (H − i)−1)e−itH0γ(H0)F±∥∥∣∣∣ <∞
for all γ ∈ C∞0 (R \ Γ), then the wave operators W±(H,H0) exist and are complete and
σsc(H) = σsc(H0) = ∅. Furthermore, each eigenvalue of H and H0 in R \ Γ is of finite
multiplicity and these eigenvalues accumulate at most at points of Γ or at ±∞.
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We already know that the wave operators exist and are complete since the resolvent
difference is even trace class in our case. Hence, we need Lemma 3.2.4 only to prove the
following proposition.
Proposition 3.2.5. We have σsc(H) = ∅. Furthermore, the eigenvalues of H in R \ Γ




{vl + nω, vr + nω, vl + 4 + nω, vr + 4 + nω}.
Proof. First we have to construct the operators F±. To this end, let Ψ : L2(R)→ L2(R)
be the usual Fourier transform. Further, let Π± be the orthogonal projection of L2(R)
onto L2(R±). By continuation with zero we can consider every function f ∈ L2(σac(H0))
as a function in L2(R) and vice versa by projection. In this sense we can define
F± = Φ∗ΨΠ±Ψ∗Φ,
where Φ is the spectral representation of Hac0 constructed above. We immediately obtain













dµ ei(x+t)µf̂(µ) = χ[0,∞)(x)ψ(x+ t)

















{vl + nω, vr + nω, vl + 4 + nω, vr + 4 + nω},
which is closed and countable. We know from Corollary 3.2.3 that H0 has no singular
continuous spectrum and the eigenvalues are of finite multiplicity. It follows that the
operator (1 − Pac(H0))γ(H0) is compact for every γ ∈ C∞0 (R \ Γ). The remaining
assumption of Lemma 3.2.4 is∣∣∣ ∫ ±∞
0
dt
∥∥((H − i)−1 − (H0 − i)−1)γ(H0)e−itH0F±∥∥∣∣∣ <∞.
If we can prove this, we immediately obtain the statement of the proposition. Note that
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(H − i)−1 − (H0 − i)−1 = (H − i)−1(Vel + Vint)(H0 − i)−1. But (H − i)−1 is bounded,
ran(F±) ⊂ HacH0 = (h
el
l ⊕ helr )⊗ hph,
and VintP acH0 = 0. Also, Vel = vel⊗Iph and ker(vel)
⊥ ⊂ Cx1l ⊕helS ⊕Cx1r . Hence, it suffices
to prove ∣∣∣ ∫ ±∞
0
dt
∥∥P j1 (H0 − i)−1γ(H0)e−itH0Φ∗Ψf∥∥∣∣∣ < γj‖f‖
for any f ∈ L2(R) with supp(f) ⊂ R± and j ∈ {l, r}, where P j1 = p
j
1 ⊗ Iph and p
j
1 is
the orthogonal projection onto Cx1j . In the following we treat only the case F+. The
calculations for F− are completely analogous. Using the fact that Φ maps Hac0 into the
multiplication operator M(λ) and that the Fourier transform maps the unitary group
e−itM(λ) into the translation by t, we obtain∫ ∞
0
dt



















dy e−iλyf̂(y − t)
∣∣∣2) 12
with wj(λ, n) = gj(1, λ − nω)(λ − i)−1γ(λ). It is obvious from the definition that the
























dy (−iy)−4e−iλyf̂(y − t)
∣∣∣,
where we integrated partially four times. This is possible because γ is smooth with
compact support away from vr + nω and vr + nω + 4 and gj(1, λ − nω) is smooth for
λ ∈ (vr + nω, vr + nω + 4), n ∈ N0. Now we use that y−2 is decreasing on (t,∞) for
t > 0 and f̂ has support in R+. Also note that β(y) = (y + t)−2 is in L2((t,∞)) for



































∣∣∣ d4dν4wj(ν + nω, n)
∣∣∣ ‖β‖ ‖f̂‖
≤ α̃‖f̂‖
for some α̃ > 0. For the final estimate in the above inequality, note that the derivative
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has compact support, whence the integral over ν is finite for every n ∈ N0. But the
compact support implies that the sum over n is actually finite. With this estimate and
a similar one for F−, the proposition follows from Lemma 3.2.4.
Proposition 3.2.1 together with Corollary 3.2.3 and Proposition 3.2.5 shows that H0
and H satisfy assumption (A1) in Section 3.1.2. Thus, we obtain a Landauer-Büttiker
formula if we choose an initial state ρ0 and an observable Q satisfying (A3) respectively
(A2).
Recall that in the purely electric case, the trace in the Landauer-Büttiker formula
for the current reduced to the scattering cross-section σellr(λ), cf. Section 3.1.1. We can
define similar quantities for the scattering system {H0, H}.
Definition 3.2.6. Let j, k ∈ {l, r} and m,n ∈ N0 and let Pj,n(λ) denote the orthogonal
projection of h(λ) onto helj (λ − nω). Then the channel cross-section between channels






where the channel transition matrices are given by Tjk,nm(λ) = Pj,n(λ)T (λ)Pk,m(λ).






where the electron channel transition matrices are given by Tjk(λ) = Pj(λ)T (λ)Pk(λ)




j (λ− nω) in h(λ).



















Proof. Note that T is a normal operator since S∗S = P acH0 implies
(2π)−2T ∗T = (P acH0 − S
∗)(P acH0 − S) = 2P
ac
H0 − S
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Obviously, it follows that










σkl,mn(λ) = σll(λ) + σrl(λ),
which concludes the proof of the lemma.
A time-reversal symmetric two-level quantum dot
Before we state the Landauer-Büttiker formula for the Jaynes-Cummings QD-LED, we
present a special choice for the Hamiltonian of the quantum dot. Namely, let d = 2 and




(x0S + x1S) and e1 =
1√
2
(x0S − x1S). (3.29)
This system has the special property of being time-reversal symmetric.
Definition 3.2.8. A scattering system {H0, H} is called time-reversal symmetric if
there exists a conjugation ι, i.e. a bounded anti-linear operator ι on H such that ι2 = IH
and 〈ιf, ιg〉 = 〈f, g〉 for f, g ∈ H, that commutes with H0 and H simultaneously
Proposition 3.2.9. The two-level QD-LED model given by (3.29) is time-reversal sym-
metric.
Proof. Define the conjugation ιel = ιell ⊕ ιelS ⊕ ιelr by




S )(x) = felS (x), x ∈ {0, 1},
for j ∈ {l, r}. Obviously, for j ∈ {l, r} and felj ∈ helj , we have








ιelS e0 = ιelS 1√2(x
0
S + x1S) = e0, ιelS e1 = ιelS 1√2(x
0




S em = λmιelS em = helS em = helS ιelS em, m ∈ {0, 1}.
It follows that ιel commutes with hel0 . Note that
ran(vel) = ker(vel)⊥ = span{x1l , x0S , x1S , x1r}.




felS (0), fell , felr , felS (1)
)
= velιelfel.
Thus, ιel commutes also with hel = hel0 + τelvel. Define the conjugation ιph on hph by
(ιphfph)(n) = fph(n), n ∈ N0.
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Obviously, (ιphhphfph)(n) = nω(ιphfph)(n), whence ιph commutes with hph. It follows
that the conjugation ι = ιel⊗ιph commutes withH0. It remains to check that ι commutes
with Vint and thus with H. Let fS = {(fS,n(0), fS,n(1))}n∈N0 ∈ helS ⊗ hph with respect
to {e0 ⊗ Υn, e1 ⊗ Υn}n∈N0 . We obtain from ιelS em = em, m ∈ {0, 1}, and ιphΥn = Υn,
n ∈ N0, that
ι(VintfS) = {(fS,n−1(1), fS,n+1(0))}n∈N0 = Vint{(fS,n(0), fS,n(1))}n∈N0 = Vint(ιfS),
where we define fS,−1 = 0. Hence, the proposition follows.
The time-reversal symmetry gives us a symmetry in the transition matrix.
Proposition 3.2.10. The transition matrix of the two-level QD-LED model given by
(3.29) satisfies σjk,nm(λ) = σkj,mn(λ) for j, k ∈ {l, r} and n,m ∈ N0.
Proof. Note that the conjugation ι commutes with Pj,n for j ∈ {l, r} and n ∈ N0. Also,
it is well-known that ιW±(H,H0) = W∓(H,H0)ι, which implies
ιS = W ∗−(H,H0)W+(H,H0)ι = S∗ι.
Furthermore, ι commutes with H0, whence a spectral representation of Hac0 maps it to
a multiplication operatorM(ι(λ)) = ΦH0ιΦ∗H0 such that ι(λ) is a conjugation on h(λ).
From this we obtain
ι(λ)T ∗(λ)T (λ) = T (λ)T ∗(λ)ι(λ),
Let j, k ∈ {l, r} and n,m ∈ N0. We have σjk,nm(λ) ≥ 0. Furthermore, let {ĝν1}ν1∈N be
a basis of h(λ). For a trace class operator Z ∈ L1(h(λ)) with Z =
∑
ν2∈N ζν2〈zν2 , ·〉zν2

























In the special case of vl = vr, we obtain a system that is mirror symmetric.
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Proposition 3.2.11. Let the two-level QD-LED model given by (3.29) satisfy vl = vr.
Then it is a mirror symmetric system, i.e. there is a unitary operator U satisfying
UHS = HSU and UHj = HkU for j, k ∈ {l, r}, j 6= k.
Proof. Define uellr ∈ B(hell ⊕ helr ) by uellr(fell , felr ) = (felr , fell ). Obviously, since vl = vr, we
have helj uellr = uellrhelk for j, k ∈ {l, r}, j 6= k. Furthermore, define the unitary operator
uelS ∈ B(helS ) by uelS e0 = e0 and uelS e1 = −e1. This gives us helS uelS = uelS helS . Since
x0S = 1√2(e0 + e1) and x
1




S = x1S and uelS x1S = x0S . Now
we set uel = uell ⊕ uelS ⊕ uelr . Note that ran(vel) = ker(vel)⊥ = span{x1l , x0S , x1S , x1r}. Let














S (1), fell (0), fell
)
= veluelf.
The unitary operator on hph is given by uphfph = (−1)nfph. We define U = uel ⊗ uph,







n∈N0{e0 ⊗Υn, e1 ⊗Υn}, we get
UVint(fl, fS , fr) = U
(












fl, {(fS,n(0), fS,n(1))}n∈N0 , fr
)
,
where we define fS,−1 = 0.
This mirror symmetry gives us another symmetry for the channel cross section.
Proposition 3.2.12. Let the two-level QD-LED model given by (3.29) satisfy vl = vr.
Then σjk,nm(λ) = σkj,nm(λ) for all j, k ∈ {l, r} and n,m ∈ N0.
Proof. Let j, k ∈ {l, r} and n,m ∈ N0. The claim of the proposition is trivial for j = k.
Let j 6= k and U be given as in the proof of Proposition 3.2.11. Then [U,H0] = 0 and










where U(λ) is given by ΦH0UΦ∗H0 =M(U(λ)) since U commutes with H0.
3.2.2 The Landauer-Büttiker formula
Just like the decoupled Hamiltonian H0, the initial state ρ0 of the decoupled system is
not unique, and in general different initial states result in different final steady states.
For ρ0 to be a reasonable initial state for fermions, it should at least satisfy 0 ≤ ρ0 ≤ 1, cf.
Equation (A.1.8) in the appendix. In the case of the QD-LED, there are two physically
obvious choices for ρ0. In both cases the basic assumption is that the leads and the
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quantum dot are separately in equilibrium, analogously to the purely electric model.
However, it is not immediately obvious what this means. One possible approach is to
use the picture of non-interacting fermions. Recall that we treat an electron together
with its photon field as a non-interacting particle. But the equilibrium state of non-
interacting fermions is given by the Fermi-Dirac distribution function, whence a natural
choice for the initial state is
ρ0 = ρl ⊕ ρS ⊕ ρr, ρj = fFD(Hj − µj), fFD(λ) = (1 + eβλ)−1, (3.30)
where j ∈ {l, S, r}. Here, µj are the chemical potentials in the leads, and β > 0 is
the inverse temperature. One could choose different temperatures in the subsystems,
but we are not interested in the heat flux of the system, whence we choose a global
temperature for all subsystems. Note that ρ0 = fFD(H0−µ) is an equilibrium state for
the total system if the chemical potentials in all subsystems are equal, i.e. µ = µj for all
j ∈ {l, S, r}. Corollary 3.1.3 implies that all fluxes are zero in this case. Also, recall that
the state of the quantum dot has no effect on the steady state flux since the spectrum
of HS is pure point.
A second approach to defining the initial state is to assume that the electrons in every
subsystem are in equilibrium and the photon field is also in equilibrium. Then we have
ρ̃el0 = fFD(hell − µl)⊕ fFD(helS − µS)⊕ fFD(helr − µr)





ph = (1− e−βω)e−βhph ,
cf. (A.1.10) in the appendix. The initial state is then ρ̃0 = ρ̃el0 ⊗ ρ̃
ph
0 . Note that this is a
steady state, i.e. [H0, ρ0] = 0, but even if all chemical potentials are equal, it is not an
equilibrium state since it can not be written as a function of H0.
Both ρ0 and ρ̃0 satisfy Assumption (A3) for any Nmax ∈ N due to the exponential
decay in the photon energy. Thus, the following theorem about the electron current and
the photon production rate immediately follows from the Landauer-Büttiker formula
of Theorem 3.1.2. Recall that pelj is the orthogonal projection onto helj and N+ is the
number operator on F+(C).
Theorem 3.2.13. Let Q satisfy Assumption (A2). The flux of Q with respect to the

























In particular, Q = −pelj ⊗ Iph gives the electron current out of lead j, j ∈ {l, r}, and
Q = Iel ⊗N+ gives the photon production rate.
In the following, we analyze JQ,ρ0 and JQ,ρ̃0 , in particular for the electron current
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and the photon production rate. To obtain the individual contributions of the coupling
of the leads and the electron-photon interaction, respectively, we introduce the Hamil-
tonian Hel, describing the quantum system with coupled leads but no electron-photon
interaction. It is given by
Hel = H0 + τelVel, dom(Hel) = dom(H0). (3.31)
From the proof of Proposition 3.2.1 it is obvious that (Hel + θ)−1− (H0 + θ)−1 ∈ L1(H)
and (H + θ)−1 − (Hel + θ)−1 ∈ L1(H). This implies that we get Landauer-Büttiker
formulae for the scattering systems {H0, Hel} and {Hel, H} with scattering operators
Sel = W ∗+(Hel, H0)W−(Hel, H0) and Sph = W ∗+(H,Hel)W−(H,Hel),
respectively. Define
Qel = W+(Hel, H0)QW ∗+(Hel, H0), ρel = W−(Hel, H0)ρ0W ∗−(Hel, H0). (3.32)
Qel and ρel satisfy Assumptions (A2) and (A3) with respect to Hel. Recall that we write




for spectral representations ΦH0 of Hac0 and ΦHel of Hacel , respectively, where X0 and
Xel are operators on H commuting with H0 respectively Hel. We obtain the following
decomposition of the flux.
Proposition 3.2.14. Let {H0, H} be the scattering system of the Jaynes-Cummings
QD-LED, and let Hel be given by (3.31). For any observable Q and any state ρ0 satisfying
Assumptions (A2) and (A3), respectively, with N,N0, NQ = 1, the flux JQ,ρ0 decomposes






W−(Hel, H0)(H0 + θ)4ρ0W ∗−(Hel, H0)(Hel + θ)−1
×
[




is the contact-induced current and
JphQ,ρ0 = −iTr
(
W−(H,Hel)(Hel + θ)4ρelW ∗−(H,Hel)(H + θ)−1
×
[






























Proof. The representations (3.33) and (3.34) follow immediately from the Landauer-
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Büttiker formula of Theorem 3.1.2. We use Sel = W ∗+(Hel, H0)W−(Hel, H0) with the



















Since the chain rule for wave operators, Theorem A.2.11, gives us
W±(H,H0) = W±(H,Hel)W±(Hel, H0),
we obtain











Adding the integrand of (3.33) to this proves the proposition.
Similarly to the scattering cross-section σjk,nm(λ) for the scattering system {H0, H},





for the scattering system {Hel, H}, where
(T̂ph(λ))jk,nm = P̂j,n(λ)T̂ph(λ)P̂k,m(λ)
with
M(P̂j,n(λ)) = ΦHelW+(Hel, H0)Pj,nW
∗
+(Hel, H0)Φ∗Hel .
for a spectral representation ΦHel of Hacel . Note that Propositions 3.2.10 and 3.2.12 hold
accordingly, i.e. for the two-level QD-LED given by (3.29), (σ̂ph(λ))jk,nm = (σ̂ph(λ))kj,mn
holds, and if vl = vr, we also have (σ̂ph(λ))jk,nm = (σ̂ph(λ))kj,nm.
Electron current
For j ∈ {l, r} we may choose −Pj = −pelj ⊗ Iph as observable Q. This is the observable
of the number of electrons in the lead hj , whose flux gives us the steady state electron
current into this lead. The minus sign indicates the negative charge of the electrons.
With this choice Assumption (A2) is obviously satisfied, and we can use the Landauer-
Büttiker formula of Theorem 3.1.2 to calculate this current. Let us first consider the
initial state ρ0 as defined in (3.30). We obtain the Landauer-Büttiker formula in its
well-known form.
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Theorem 3.2.15. For j, k ∈ {l, r} with j 6= k, we have
Jj,ρ0 = J−Pj ,ρ0 = −2π
∫
R
dλ(fFD(λ− µk)− fFD(λ− µj))σjk(λ).
Proof. Since [Pj , Hj ] = 0 and ρj = fFD(Hj − µj), j ∈ {l, S, r}, we get [ρ0, Pj ] = 0,


































































dλ (fFD(λ− µk)− fFD(λ− µj))σjk(λ). (3.38)
We obtain all the usual consequences of the Landauer-Büttiker formula. In particular,
the current flows from the lead with larger chemical potential into the lead with smaller
chemical potential. The current vanishes for µl = µr. The initial state of the quantum
dot has no impact on the final steady state current. Note that we obtain that the current
into the left lead is the opposite of the current into the right lead, i.e. Jl,ρ0 = −Jr,ρ0 . This
follows already from Corollary 3.1.3 and the fact that JQ,ρ0 = J−Q,ρ0 since Pl = P acH0−Pr
gives us JPl,ρ0 = JPacH0−Pr,ρ0 .
Let us now consider the case of ρ̃0 = ρ̃el0 ⊗ ρ̃
ph
0 . Since hel − hel0 is trace class, we can





dλ (fFD(λ− µk)− fFD(λ− µj))(σel(λ))jk,




is the channel cross-
section of the scattering system {hel0 , hel} with transition matrix tel.
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Proposition 3.2.16. For j ∈ {l, r} the contact-induced current is equal to the current














whence Sel = sel ⊗ Iph and thus Sel(λ) =
⊕


















ρ̃el0 (λ− nω)(pelj (λ− nω)
− (sel)∗(λ− nω)pj(λ− nω)sel(λ− nω))
)
.
Note that the exponential decay in ρ̃ph = (1− e−βω)e−βhph allows us to interchange the































From this it is obvious that the contact-induced current vanishes if the chemical
potentials of the electrons in both leads are equal. However, the photon-induced current
does not have to be zero since ρ̃0 is a steady state, but not an equilibrium state. In fact,
choosing µ = µl = µr and ρ̃el0 = fFD(hel0 − µ) implies
ρ̃el = wel−(hel, hel0 )ρ̃el0
(
wel−(hel, hel0 )
)∗ ⊗ ρ̃ph0 = fFD((hel)ac − µ)⊗ ρ̃ph0 ,
and this gives us the following proposition.
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fFD(λ− µ−mω)e−βmω − fFD(λ− µ− nω)e−βnω
)
.
Depending on the choice of the parameters of the QD-LED, e.g. the potentials vl and
vr, or the eigenvectors em, 1 ≤ m ≤ d, Proposition 3.2.17 allows for a photon-induced
current of either sign or even zero. In the case of the two-level QD-LED given by (3.29),
the photon-induced current and hence the total current is in fact zero.
Corollary 3.2.18. Let {H0, H} be the two-level QD-LED given by (3.29) and vl = vr.
Furthermore, let ρ̃el0 = fFD(hel0 − µ). Then Jj,ρ̃0 = 0 for j ∈ {l, r}.










































which proves the corollary.
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In the next section we will see that although the electron current is zero, the photon
production rate is non-zero for the two-level quantum dot with initial state ρ̃0.
Photon production rate
Let
N = Iel ⊗N+,
where N+ = dΓ(Iph) = a∗a is the photon number operator on hph = F+(C), which is
self-adjoint and commutes with hph. It follows that N is also self-adjoint and commutes
with H0. It is not bounded, but since dom(N+) = dom(hph), it is immediately obvious
that N(H0 + θ)−1 is bounded, whence N satisfies Assumption (A2) and is admissible as
Q in the Landauer-Büttiker formula. N allows us to calculate the photon production
rate in the steady state. For the calculations in this section, note the fact that
(N(λ))jk,nm = nPj,n(λ)Pk,m(λ), j, k ∈ {l, r}, n,m ∈ N0.
Recall that the contact-induced flux is the flux that is induced by the coupling of the
leads only, not taking into account the electron-photon interaction. It is physically
obvious that the contact-induced photon production rate should be zero. The following
proposition confirms this.
Proposition 3.2.19. We have Jel
N,ρ̃0
= JelN,ρ0 = 0.






























Again, we start with the initial state ρ0. The Landauer-Büttiker formula gives us a
formula for the photon production rate.
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Consider now the case ρ̃0. With the same calculations as in the proof above we obtain
the following formula for the photon production rate.










where ρ̃0(λ, n, k) = fFD(λ− nω − µk)(1− e−βω)e−βnω.
Let us get back to the two-level QD-LED. Recall that in the case of µl = µr the
electron current is zero. However, the photon production rate is positive.
Proposition 3.2.22. For the two-level QD-LED given by (3.29) and vl = vr, it holds
that JN,ρ̃0 > 0 if µ = µl = µr.




























But ρ0(λ, n) is monotonously decreasing, which gives us JN,ρ̃0 > 0 since the scattering
system {Hel, H} is non-trivial.
The positive photon production rate in Proposition 3.2.22 is in fact plausible. Since
ρ̃0 with µl = µr is a steady state, but not an equilibrium state, it is not to be expected
that all fluxes vanish. This photon production is actually a consequence of our modeling
approach. Recall that we have infinitely many electrons that may relax into a lower
energy state by emitting a photon or get excited by absorbing a photon. Depending on
the availability of high-energy electrons and absorbable photons, these processes might
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not cancel out. In the case of Proposition 3.2.22, there is an excess of electrons relaxing
into lower energy states by emitting photons. However, since the setup is completely
mirror symmetric, the electrons will travel from left to right and from right to left
with equal probability. Hence, no net current is produced. We already referred to this
effect in the introduction. In a real physical system, the electrons can not relax into
a lower energy state since all those states are occupied and, being fermions, no two
electrons may occupy the same state. But in our model the electrons are labeled by the
number of photons in their photon field, whence (λel, n) and (λel,m) can be occupied
simultaneously for any electron energy λel ∈ R and photon numbers n,m ∈ N0, n 6= m.
Note that the energy of the systems is conserved, whence the total energy of the electrons
has to decrease with the same rate as the photon energy increases. Indeed, choose the
























ω(m− n)(ρ̃0(λ, n)− ρ̃0(λ,m))σjk,nm(λ)
= −ω JN,ρ̃0 .
In all the above formulae, the remaining unknown object is the scattering cross-section.
Since the perturbation in the scattering system {H0, H} of the Jaynes-Cummings QD-
LED is not a finite rank perturbation, the calculation of scattering cross-section, or
alternatively of the transition matrix, is far from trivial. In the next chapter we address




4 Boundary triplets and the scattering
matrix of the Jaynes-Cummings quantum
dot LED
In the previous Chapter 3 we proved an abstract Landauer-Büttiker formula and applied
it to a model of a QD-LED based on the Jaynes-Cummings model. As a result, we
obtained formulae that express the steady state electric current and the steady state
photon production rate in terms of the channel cross-sections σjk,nm(λ). To actually
calculate these quantities, we need to know the scattering matrix of the system. However,
Proposition 3.1.6 gives us the transition matrix only in terms of the resolvent ofH, which
is an object about which we do not know much. The goal of this chapter is to give a
formula for the scattering matrix in terms of more tractable objects. The main tool
for this is the concept of boundary triplets and their Weyl functions, which allow us to
describe H by an extension operator B. We then use the fact that B−1 is trace class
to construct a spectral representation of H0 similar to the one we used in Proposition
3.1.6. But the special choice of the representation leads to a much more explicit formula
than before. This formula is the generalization of the result for finite rank couplings
that was proven by Behrndt et al. [12].
In Section 4.1 we provide the necessary background information on boundary triplets
that we need to formulate and prove the representation of the scattering matrix in
Theorem 4.1.14. In Section 4.2 we construct a boundary triplet for the Jaynes-Cummings
QD-LED of Section 3.2 and apply the new representation of the scattering matrix. We
show that the formula for the scattering matrix that we obtain is indeed very useful, and
we calculate the transition matrix explicitly for a special case of the Jaynes-Cummings
QD-LED.
4.1 Boundary triplets and the scattering matrix
Let A be a closed symmetric operator on some Hilbert space H. If A is densely defined,
any symmetric extension Ã ⊃ A satisfies Ã ⊂ Ã∗ ⊂ A∗, whence symmetric extensions of
A can be described as restrictions of A∗. Boundary triplets can be used to describe all
closed extensions of a given closed symmetric operator A. If A is not densely defined,
then the operator A∗ does not exist. However, a corresponding object can be defined
in the language of linear relations. This is important for us since in Section 4.2.2 we
choose a non-densely defined operator A in the treatment of the QD-LED based on the
Jaynes-Cummings model that we introduced in Section 3.2.
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4.1.1 Linear relations
Let H be a Hilbert space. Any operator A ∈ L(H) is completely described by its graph
ΘA = {(f, f ′) ∈ H2 | f ∈ dom(A), f ′ = Af} ⊂ H⊕ H,
which is a subspace of H ⊕ H. If a particular subspace of H ⊕ H is not the graph of
a linear operator, the notion of linear relations becomes useful (cf. [12] and references
therein).
Definition 4.1.1. Let H be a Hilbert space. A (closed) linear relation Θ on H is a
(closed) subspace of H ⊕ H. We denote the set of all closed linear relations by C̃(H).
Furthermore,
dom(Θ) = {f ∈ H | ∃ f ′ ∈ H : (f, f ′) ∈ Θ}, ker(Θ) = {f ∈ H | (f, 0) ∈ Θ}
ran(Θ) = {f ′ ∈ H | ∃ f ∈ H : (f, f ′) ∈ Θ}, mul(Θ) = {f ′ ∈ H | (0, f ′) ∈ Θ}
denote the domain, kernel, range, and the multi-valued part of Θ, respectively. The
adjoint relation is given by
Θ∗ = {(f, f ′) ∈ H2 | ∀ (g, g′) ∈ Θ : (g, f ′) = (g′, f)}.
The linear relation Θ is called symmetric if Θ ⊂ Θ∗. It is called self-adjoint if Θ = Θ∗.
For two linear relations Θ1,Θ2 ⊂ H2, we have the operations
Θ1 + Θ2 = {(f, f ′1 + f ′2) | (f, f ′1) ∈ Θ1, (f, f ′2) ∈ Θ2},
Θ1Θ2 = {(f, f ′1) | ∃ f ′2 ∈ H : (f, f ′2) ∈ Θ2, (f ′2, f ′1) ∈ Θ1},
Θ−11 = {(f ′, f) | (f, f ′) ∈ Θ1},
Θ1 ⊕Θ2 = {(f1 ⊕ f2, f ′1 ⊕ f ′2) ⊂ H2 ⊕ H2 | (fj , f ′j) ∈ Θj , j ∈ {1, 2}}.
If A, Ã ∈ L(H) are linear operators, we denote their graphs by ΘA and ΘÃ, respec-
tively. We can apply all the notions introduced in the previous definition to ΘA and
Θ
Ã
. They coincide with the respective objects for the linear operators A and Ã, i.e.
dom(ΘA) = dom(A), ΘA + ΘÃ = ΘA+Ã, and so forth. This is why we identify oper-
ators A ∈ L(H) with their graphs ΘA from now on. In this sense, we define the set
C(H) ⊂ C̃(H) of all closed linear operators on H. The multi-valued part of ΘA is zero. In
fact, any relation Θ ⊂ H2 is the graph of an operator if and only if mul(Θ) = {(0, 0)}.
We have mul(A∗) = (dom(A))⊥, whence A∗ is an operator if and only if A is densely
defined. We also have the relation ker(A∗) = ran(A)⊥. In the following we use the
notation ~f = (f, f ′) for the elements ~f ∈ Θ of a linear relation. We can also define the
resolvent and the spectrum of a closed linear relation.
Definition 4.1.2. Let Θ be a closed linear relation on the Hilbert space H. Then the
resolvent set ρ(Θ) ⊂ C is the set of all complex numbers ζ ∈ C such that (Θ − ζ)−1 is
an everywhere defined bounded operator on H. Furthermore, σ(Θ) = C \ ρ(Θ) defines
the spectrum of Θ.
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4.1.2 Boundary triplets and their properties
We can now introduce the notion of a boundary triplet, which allows us to describe
all extensions of A ∈ L(H) using an extension parameter Θ ∈ C̃(H). This leads to the
Krein-type resolvent formula, cf. Lemma 4.1.8, which is important for the formula of
the scattering matrix. For detailed information on boundary triplets, in particular for
proofs of the statements in this section, see [12, 63] and references therein.
Definition 4.1.3. Let H be a Hilbert space and A ∈ L(H) a closed symmetric operator.
Then a boundary triplet Π = (H,Γ0,Γ1) for A∗ consists of a Hilbert space H and two
linear operators Γj : A∗ → H, j ∈ {0, 1}, such that
Γ = (Γ0,Γ1) : A∗ → H⊕H
is surjective and Green’s identity
〈f ′, g〉 − 〈f, g′〉 = 〈Γ1 ~f,Γ0~g〉 − 〈Γ0 ~f,Γ1~g〉, ~f = (f, f ′), ~g = (g, g′) ∈ H2,
holds.
Remark 4.1.4. For any closed symmetric operator A ∈ L(H), a boundary triplet for A∗
always exists. However, it is not at all unique. In the case of a densely defined operator
A, one usually defines Γ on dom(A∗) ⊂ H and equips this with the graph norm. Note
that this coincides with the usual H2-norm on A∗ ⊂ H2 since ~f ∈ A∗ implies ~f = (f,A∗f)
and ‖~f‖2H2 = ‖f‖
2
H + ‖A∗f‖2H if A∗ is an operator.
We have the following properties of a boundary triplet.
Proposition 4.1.5. Let A ∈ L(H) be closed and symmetric and let Π = (H,Γ0,Γ1) be
a boundary triplet for A∗. Then the mapping
C̃(H) 3 Θ 7→ AΘ = {~f ∈ A∗ | (Γ0 ~f,Γ1 ~f) ∈ Θ} ∈ C(H) (4.1)
is a bijection between the closed linear relations on H and the closed extensions of A.
The relation Θ is called the extension parameter. Moreover, AΘ is self-adjoint if and
only if Θ is self-adjoint.
Note that we can rewrite relation (4.1) as AΘ = ker(Γ1 − ΘΓ0) using sum, product,
and kernel in the sense of linear relations as introduced in Definition 4.1.1. There are
the two special extensions A0 = ker(Γ0) corresponding to the pure relation
Θ∞ = {(0, f ′) | f ′ ∈ H}
and A1 = ker(Γ1) corresponding to the null operator Θ0 = {(f, 0) | f ∈ H}. Note that
Θ0 and Θ∞ are self-adjoint, whence A0 and A1 are also self-adjoint. For ζ ∈ ρ(A0),
define Nζ = ker(A∗ − ζ) and
~Nζ = {(f, ζf) ∈ H2 | f ∈ Nζ} ⊂ H⊕ H.
With ~Nζ we can define two very important objects in the theory of boundary triplets,
the γ-field and the Weyl function. They are operator-valued functions defined on the
67
4 Boundary triplets and the scattering matrix
resolvent set of A0 and are strongly connected to the spectral properties of the extensions
AΘ, Θ ∈ C̃(H).
Definition 4.1.6. Let A be a closed symmetric operator and let Π = (H,Γ0,Γ1) be a
boundary triplet for A∗. Let P 1H denote the orthogonal projection onto the first component
of H2. Then the γ-field is defined as
γ : ρ(A0)→ B(H,H), γ(ζ) = P 1H(Γ0  ~Nζ)−1. (4.2)
The Weyl function is defined as
M : ρ(A0)→ B(H), M(ζ) = Γ1(Γ0  ~Nζ)−1. (4.3)
The γ-field and the Weyl function are indeed well-defined, which is due to the fact
that A∗ = ker(Γ0)⊕ ~Nζ for ζ ∈ ρ(A0).
Lemma 4.1.7. The γ-field given by (4.2) and the Weyl function given by (4.3) of
a boundary triplet are well-defined holomorphic functions. Furthermore, the inverse
γ(ζ)−1 ∈ B(H,H) exists for every ζ ∈ ρ(A0) and
γ(ζ2) =
(




M(ζ)−M(ζ2)∗ = (ζ − ζ2)γ(ζ2)∗γ(ζ). (4.4)
for every ζ, ζ2 ∈ ρ(A0).
If we choose ζ2 = ζ in (4.4), we see that M(ζ) = M(ζ)∗. With ζ2 = ζ we obtain
that =m(M(ζ)) = =m(ζ)γ(ζ)∗γ(ζ) ≥ 0 for ζ ∈ C+. A holomorphic function with these
properties is called Nevanlinna function. Since γ(ζ) is invertible, we also get that M(ζ)
is invertible for =m(ζ) 6= 0. The γ-field and the Weyl function can be used to express
the resolvent of an extension AΘ, Θ ∈ C̃(H), in terms of the extension parameter Θ and
the resolvent of the extension A0. This representation is the basis of our formula of
the scattering matrix in terms of the Weyl function. It is called a Krein-type resolvent
formula [12].
Lemma 4.1.8. Let A be a closed symmetric operator and let Π = (H,Γ0,Γ1) be a
boundary triplet for A∗. Let A0 = ker(Γ0) and let Θ ∈ C̃(H). Then




γ(ζ)∗, ζ ∈ ρ(A0) ∩ ρ(AΘ).
4.1.3 Direct sums of boundary triplets





boundary triplets for the summands H(n)0 . We want to be able to obtain a boundary
triplet for H0 as a direct sum of the boundary triplets for H(n)0 . For two boundary
triplets Π(j) = (H(j),Γ(j)0 ,Γ
(j)
1 ), j ∈ {1, 2}, the direct sum Π = Π(1) ⊕ Π(2) is again a
boundary triplet Π = (H,Γ0,Γ1) defined by
H = H(1) ⊕H(2), Γ0 = Γ(1)0 ⊕ Γ
(2)
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It is easy to see that this is indeed a boundary triplet. Green’s identity holds in both
components, whence it holds for the direct sum as well. The same is true for the
surjectivity. By induction we can define the direct sum of any finite number of boundary
triplets. However, if we take a family {Π(n)}n∈N, the direct sum is in general not a
boundary triplet since Γ might be ill-defined as an operator on A∗ or it might not be
surjective. In this section we prove that we do obtain a boundary triplet if the Weyl
function M (n) of every summand satisfies M (n)(i) = i, n ∈ N. The following lemma
shows that we can transform any boundary triplet such that this condition holds. It
appeared in [62] for the case of a densely defined closed symmetric operator A. We
formulate it for the more general case of an arbitrary closed symmetric operator. The
proof is essentially identical and differs only in formalities. This also applies to Lemma
4.1.10 and Theorem 4.1.11. Note that in the remainder of this chapter we use the letter
Q to denote the real part of the Weyl function. We choose this notation to conform to
the notation in [12]. No confusion with the usage of Q as an observable is possible since
Q does not appear with this meaning in this chapter.
Lemma 4.1.9. Let A be a closed symmetric operator on a Hilbert space H and let
Π̃ = (H, Γ̃0, Γ̃1) be a boundary triplet for A∗. Furthermore, let M̃(i) = Q+ iR2 with
Q = <e(M(i)), R =
√
=m(M(i)).
Then (H,Γ0,Γ1) given by
Γ0 = RΓ̃0 and Γ1 = R−1(Γ̃1 −QΓ̃0)
is a boundary triplet for A∗ with Weyl function M satisfying ker(Γ0) = ker(Γ̃0) and
M(i) = i.
Proof. If γ̃ is the γ-field of Π̃, the Weyl function always satisfies
=m(M̃(ζ)) ≥ =m(ζ)γ̃(ζ)∗γ̃(ζ).
Since γ̃ is invertible, R−1 is a well-defined bounded self-adjoint operator. For every
~f = (f, f ′) ∈ A∗ and ~g = (g, g′) ∈ A∗,
〈Γ0 ~f,Γ1~g〉 = 〈Γ̃0 ~f, Γ̃1~g〉 − 〈Γ̃0 ~f,QΓ̃0~g〉.
Using Q = Q∗, we see that
〈Γ0 ~f,Γ1~g〉 − 〈Γ1 ~f,Γ0~g〉 = 〈Γ̃0 ~f, Γ̃1~g〉 − 〈Γ̃1 ~f, Γ̃0~g〉,
whence Green’s identity holds. Let (v, w) ∈ H⊕H. Since Γ̃ is surjective, we can choose
~f such that
Γ̃0 ~f = R−1v, Γ̃1 ~f = Rw +QR−1v.
We obtain Γ0 ~f = v and
Γ1 ~f = R−1(Rw +QR−1v −QR−1v) = w.
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Thus, Γ is also surjective and Π is indeed a boundary triplet for A∗. Obviously, we have
ker(Γ0) = ker(Γ̃0). For ζ ∈ C \R and ~fζ ∈ ~Nζ ,









R−1 and, using M̃(i) = Q+ iR2,
M(i) = R−1(Q+ iR2 −Q)R−1 = i.
The reason why the property M(i) = i is so useful is that it allows us to control the
norm of Γ. In fact, the following lemma tells us that if M(i) = i, then ‖Γ‖ ≤ 1, i.e. Γ is
a contraction.
Lemma 4.1.10. Let A be a closed symmetric operator on a Hilbert space H and let
Π = (H,Γ0,Γ1) be a boundary triplet for A∗ with Weyl function M satisfying M(i) = i.
Then
Γ : A∗ → H⊕H
is a contraction and Γ  ~Ni ⊕ ~N−i is a surjective isometry onto H⊕H.
Proof. In principle, the proof works like the proof of [62, Lemma 3.2]. We only have
to adapt the statements to the case of linear relations. First note that A∗ is a closed
subspace of H⊕ H and the linear relation analog of the von Neumann formula
A∗ = A⊕ ~Ni ⊕ ~N−i (4.5)
holds (cf. [63, Sect. 2]). Let ~fA ∈ A and ~f±i ∈ ~N±i. The lemma follows if we prove
‖Γ(~fA + ~fi + ~f−i)‖H2 = ‖~fi + ~f−i‖H2 (4.6)
since ‖~fi + ~f−i‖H2 ≤ ‖~fA + ~fi + ~f−i‖H2 . Note that A = ker(Γ) = ker(Γ0) ∩ ker(Γ1),
whence
‖Γ(~fA + ~fi + ~f−i)‖2H2 = ‖Γ0(~fi + ~f−i)‖
2
H + ‖Γ1(~fi + ~f−i)‖2H. (4.7)
Now we proceed with the same calculations as in [62]. For j ∈ {0, 1}




+ ‖Γj ~f−i‖2H. (4.8)
Since M(i) = i by assumption and M(z) = M(z)∗, we have
Γ1 ~f±i = M(±i)Γ0f±i = ±iΓ0f±i. (4.9)
Hence,




+ ‖Γ0 ~f−i‖2H. (4.10)
Adding up (4.8) for j = 0 and (4.10), and inserting this into (4.7) gives us
‖Γ(~fA + ~fi + ~f−i)‖2H2 = 2
(
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Using (4.9) and ~f±i = (f±i,±if±i), we can use Green’s identity
〈Γ1f±i,Γ0f±i〉H − 〈Γ0f±i,Γ1f±i〉H = 〈±if±i, f±i〉H − 〈f±i,±if±i〉H
to obtain
∓i〈Γ0 ~f±i,Γ0 ~f±i〉H ∓ i〈Γ0 ~f±i,Γ0 ~f±i〉H = ∓i〈f±i, f±i〉H ∓ i〈f±i, f±i〉H.
With ‖~f±i‖2H2 = 2‖f±i‖
2
H this gives us ‖Γ0 ~f±i‖2H = 12‖~f±i‖
2
H2 . Also, since the decomposi-




H2 . We insert these two
facts into (4.11) to obtain (4.6). Thus, Γ  ~Ni⊕ ~N−i is an isometry. Since Γ is surjective
and ker(Γ) = A, the lemma follows.
With the previous lemma it is simple to prove the following theorem on the direct sum
of a sequence of boundary triplets. It was proven by Malamud and Neidhardt [62] for
densely defined A(n), n ∈ N0, and we state their theorem and its proof in the language
of non-densely defined operators and linear relations.
Theorem 4.1.11. Let {A(n)}n∈N0 be a sequence of closed symmetric operators on sep-
arable Hilbert spaces H(n). For n ∈ N0 let Π(n) = (H(n),Γ(n)0 ,Γ
(n)
1 ) be a boundary triplet
for (A(n))∗ with Weyl functionM (n) and γ-field γ(n) such thatM (n)(i) = i. Furthermore,



















is a boundary triplet for A∗ satisfying H = ker(Γ0). The Weyl function M and the








In particular, M satisfies M(i) = i.
Proof. Note that A∗ =
⊕
n∈N0(A
(n))∗. Since M (n)(i) = i for n ∈ N0, it follows from
Lemma 4.1.10 that Γ(n) = (Γ(n)0 ,Γ
(n)
1 ) is a contraction for every n ∈ N0. This implies
‖Γj‖ = sup
n∈N0
‖Γ(n)j ‖ ≤ 1, j ∈ {0, 1},
whence Γ0 and Γ1 are well-defined on A∗. Also,
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for ~f,~g ∈ A∗, ~f = {~f (n)}n∈N0 , ~g = {~g (n)}n∈N0 , whence Green’s identity holds. Note
that
N±i = ker(A∗ ∓ i) =
⊕
n∈N0




Since Γ(n)  ~N (n)i ⊕ ~N
(n)




(n) is a surjective isometry onto H. Thus, Π = (H,Γ0,Γ1) is a boundary








ker(Γ(n)0 ) = ker(Γ0).
4.1.4 A formula for the scattering matrix in terms of the Weyl function
Let us now apply the theory of boundary triplets to derive a formula that expresses the
scattering matrix in terms of the Weyl function and the extension parameter B. It is a
generalization of a previous result by Behrndt et al. [12], where the theorem was proven
for a finite rank coupling, to the case of relatively trace class perturbations.
The general assumptions for this section are as follows. Let H0 and H be densely
defined self-adjoint operators that are bounded from below. Let A be a closed symmetric
operator on a Hilbert space H with domain dom(A) ⊂ H. It does not have to be
densely defined. Furthermore, let Π = (H,Γ0,Γ1) be a boundary triplet for A∗ such that
H0 = ker(Γ0) in the sense of linear relations. Finally, assume that there is a densely
defined self-adjoint operator B ∈ L(H) such that H = ker(Γ1−BΓ0) and B−1 ∈ L1(H).
As the following lemma shows, with these assumptions we are in the regime of the
Landauer-Büttiker formula of Chapter 3 since the scattering system {H0, H} has a
resolvent difference that is trace class.
Lemma 4.1.12. We have (H − i)−1 − (H0 − i)−1 ∈ L1(H).
Proof. We know from the Krein-type resolvent formula of Lemma 4.1.8 that







)−1 = |B|− 12 (sgn(B)− |B|− 12M(i)|B|− 12 )−1|B|− 12 ,
where |B|−
1







)−1 is bounded since =m(M(i))
is boundedly invertible, whence the Lemma follows.
Note that if B−1 /∈ L1(H), but only (B + θ)−1 ∈ L1(H) for some θ ∈ R, we can use
the boundary triplet Π̃ = (H, Γ̃0, Γ̃1) with
Γ̃0 = Γ0, Γ̃1 = Γ1 + θΓ0.
Then
ker(Γ1 −BΓ0) = ker(Γ̃1 − (B + θ)Γ̃0),
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which implies that the extension parameter B̃ = B + θ satisfies our requirements. The
Weyl function is then M̃(ζ) = M(ζ) + θ, whence B −M(ζ) = B̃ − M̃(ζ).
It follows from Lemma 4.1.12 that the wave operators W±(H,H0) exist and are com-
plete by Theorem A.2.9. Thus, the scattering operator S = W ∗+(H,H0)W−(H,H0) is





, ζ ∈ ρ(H0).
For the proof of our representation of the scattering matrix, we need the following lemma.
It is very similar to [11, Lemma 3.2] whose proof we follow closely, but the fact that we
take µ to be real not complex changes the result slightly.
Lemma 4.1.13. For µ ∈ R \ σ(H0) and λ ∈ C \ (σ(H) ∪ {µ}), we have





− (λ− µ)−1RM (µ)γ(µ)∗γ(µ)RM (µ).
Proof. Let µ ∈ R \ σ(H0). We start with the resolvent formula





Note that Γ0(H0 − µ)−1 = 0 since ran((H0 − µ)−1) = dom(H0) = ker(Γ0). Also,
Γ0γ(µ) = IH. We obtain (
B −M(µ)
)−1
γ(µ)∗ = Γ0(H − µ)−1,














(H − µ)−1(H − λ)−1(H − µ)−1
= (λ− µ)−1
(




(H − µ)−1 − (H − λ)−1
)
− (λ− µ)−1(H − µ)−2.
Inserting this into (4.12) and using M(λ)∗ = M(λ) gives us





RM (µ)γ(µ)∗ −RM (λ)γ(λ)∗
)






− (λ− µ)−1RM (µ)γ(µ)∗γ(µ)RM (µ)
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Now we choose the spectral representation with respect to which we want to calculate
S(λ). Note that
ϕ : (ζ0,∞)→ R, ϕ(µ) = −(µ+ ζ0)−1,
is admissible in the invariance principle for wave operators, cf. Theorem A.2.12, whence
W±(H,H0) = W±(ϕ(H), ϕ(H0)). Let K0 = ϕ(H0) and K = ϕ(H). Then















Let C = γ(−ζ0)|B|−
1
2 ∈ L2(H,H). Let X : R → B(H) be strongly continuous and
let the operator spectral integrals below exist. Then Lemma 3.1.4 gives us a spectral





























2 , RMB (ζ) = (sgn(B)−MB(ζ))
−1, ζ ∈ ρ(H0).
We can prove the following representation of the scattering matrix, which generalizes
the result of Behrndt et al. [12] to relatively trace class perturbations.
Theorem 4.1.14. For a.e. λ ∈ R the scattering matrix admits the representation








with respect to the spectral representation ΦH0.
Proof. Note that V = CRMB (ζ0)C∗. With respect to the spectral representation ΦK0
constructed from YK0(λ) = ddλC
∗EK0(λ)C, Proposition 3.1.6 gives us






∗(K − λ− iε)−1CRMB (ζ0)
)√
YK0(λ)
for a.e. λ ∈ R, where S = P acH0−2πi T . Let ϕ(λ) = −(λ+ζ0)
−1 and ϕ−1(λ) = −λ−1−ζ0,
i.e. ϕ(ϕ−1(λ)) = λ. Then EK0(λ) = EH0(ϕ−1(λ)) and T (λ) = Ť (ϕ(λ)) (cf. the proof of








C = (λ+ ζ0)2Yζ0(λ).
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Also,
(K − ϕ(λ)− iε)−1 = (H + ζ0)
(
− 1− (ϕ(λ) + iε)(H + ζ0)
)−1
= −(H + ζ0)(ϕ(λ) + iε)−1
(
H + ζ0 + (ϕ(λ) + iε)−1
)−1
= (ϕ(λ) + iε)−2
(
H + ζ0 + (ϕ(λ) + iε)−1




(ϕ(λ) + iε)−1 = lim
ε→+0
−(λ+ ζ0)−1
(λ+ ζ0)−2 + ε2
− i ε(λ+ ζ0)−2 + ε2
= −λ− ζ0 − i0.
Hence, we obtain














∗(H − λ− i0)−1CRMB (ζ0)
√
Yζ0(λ)
for a.e. λ ∈ R. Now we want to express the individual summands in terms of the Weyl
function. We proceed as in the proof of [12, Thm. 3.1]. The formula
=m(M(λ+ iε)) = εγ(λ+ iε)∗γ(λ+ iε)
together with the identity
γ(λ+ iε) = (1 + (λ+ ζ0 + iε)(H0 − λ− iε)−1)γ(−ζ0)
= (H0 + ζ0)(H0 − λ− iε)−1γ(−ζ0)
amounts to
=m(M(λ+ iε)) = ε γ(−ζ0)∗(H0 + ζ0)2(H0 − λ− iε)−1(H0 − λ+ iε)−1γ(−ζ0)
= (2i)−1γ(−ζ0)∗(H0 + ζ0)2
(
(H0 − λ− iε)−1 − (H0 − λ+ iε)−1
)
γ(−ζ0).
Now, [9, Prop. I.3.14] states that
C∗
(
(H0 − λ− i0)−1 − (H0 − λ+ i0)−1
)
C = 2πi ddλC
∗EH0(λ)C ≡ 2πiYζ0(λ)















2 = π(λ+ ζ0)2Yζ0(λ). (4.15)
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Lemma 4.1.13 implies that
(sgn(B)−MB(ζ0))−1|B|−
1
2γ(ζ0)∗(H − λ+ iε)−1γ(ζ0)∗|B|−
1
2 (sgn(B)−MB(ζ0))−1









































































Theorem 4.1.14 does not have exactly the same form as the corresponding result
for finite-dimensional perturbations since it expresses the scattering matrix in terms of





in (4.15) exists is due to the Hilbert-Schmidt property of |B|−
1
2 . The following corollary
shows that if the limitsM(λ+i0) exist without the operators |B|−
1
2 , we obtain the same
formula as in the finite dimensional case.
Corollary 4.1.15. If the limits M(λ) = s-limε→+0M(λ + iε) exist for a.e. λ ∈ R, the
scattering matrix admits the representation








for a.e. λ ∈ R with respect to the spectral representation Φ̃H0 = ŨΦH0 of Hac0 . Here, Ũ













































4.2 A boundary triplet for the Jaynes-Cummings quantum dot LED































































with Y (λ) = ddλCEH0(λ)C




































whence Hλ = Hini(λ). Let Ũ(λ) be an isometry such that U(λ) = Ũ(λ)  Hfin(λ). It
satisfies Ũ∗(λ)U(λ) = PHfin(λ). We define
Ũ : L2(R, dλ,Hfin(λ))→ L2(R,dλ,Hλ), (Ũf) = Ũ(λ)f(λ),
which is also an isometry. Then we may take T (λ) with respect to the spectral repre-
sentation ŨΦH0 . It follows that





















4.2 A boundary triplet for the Jaynes-Cummings quantum dot
LED
In this section we use the theory of boundary triplets for non-densely defined closed
symmetric operators to define a boundary triplet for the QD-LED based on the Jaynes-
Cummings model we presented in Section 3.2. It allows us to use Theorem 4.1.14 to
obtain a formula for the scattering matrix in terms of the Weyl function and the extension
parameter. We construct the boundary triplet for A∗ ⊃ H0 as a direct sum of boundary





j ∈ {l, S, r}, of the Hamiltonians of the leads and the quantum dot and construct
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boundary triplets for each summand H(n)j . We start with a boundary triplet for the
purely electric model without the photon field since it uses a construction that we also
use for the full model and helps us to find the correct extension parameter.
4.2.1 The electric model
Recall that the electric part of the Jaynes-Cummings QD-LED lives on the Hilbert space
hel = hell ⊕ helS ⊕ helr with helj = `2(N0), j ∈ {l, r}, for the leads, and helS = Cd for some
d ≥ 2 for the quantum dot. The Hamiltonian hel0 for decoupled leads is
hel0 = hell ⊕ helS ⊕ helr , helj = −∆D + vj , helS =
(
helS
)∗ ∈ Cd×d, j ∈ {l, r},
where ∆D denotes the discrete Laplacian on `2(N) with homogeneous Dirichlet boundary
condition and helS is some d×d-matrix with eigenvectors em for eigenvalues λm = v0+mω0,
0 ≤ m ≤ d − 1. Note that all operators are bounded. Let x1j ∈ helj denote the vector
x1j = (1, 0, 0, . . .) ∈ `2(N), j ∈ {l, r}. Let {x0S , . . . , x
d−1
S } be a basis of helS , where x0S and
xd−1S are the left respectively right contact points of the quantum dot. We can define
the Hilbert spaces
Hel = Hell ⊕HelS ⊕Helr , Hell = Cx1l , Helr = Cx1r , HelS = Cx0S ⊕ Cxd−1S ,
which gives us the decomposition
hel = (Hel)⊥ ⊕Hel, (Hel)⊥ = `2(N \ {1})⊕ span({x1S , . . . , xd−2S })⊕ `
2(N \ {1}).
With respect to this decomposition of hel, we can write the coupling of the leads as
vel = 0⊕

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 , hel = hel0 + τelvel.
Note in particular that PHelvel  Hel is invertible, where PHel is the orthogonal projection
of hel onto Hel. Now, we want to find closed symmetric operators Aelj , j ∈ {l, S, r}, such
that both hel0 and hel are extensions of Ael = Aell ⊕AelS ⊕Aelr . From the definition of vel,
it is obvious that
Aelj = helj  dom(Aelj ), dom(Aelj ) = (Helj )⊥, j ∈ {l, S, r},
are such operators. Since helj is bounded for j ∈ {l, S, r}, we have
(Aelj )∗ = {(felj , helj felj + yelj ) | felj ∈ helj , yelj ∈ Helj }
as a linear relation on helj . This implies
(Ael)∗ = {(fel, hel0 fel + yel) | fel ∈ hel, yel ∈ Hel}.
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It is important to note that this holds only since hel0 is bounded. If hel0 were unbounded,
we would have to choose fel ∈ dom(hel0 ). In the following lemma we explicitly construct
boundary triplets for helj , j ∈ {l, S, r}.
Lemma 4.2.1. For j ∈ {l, S, r} the triplet Πelj = (Helj ,Γel0,j ,Γel1,j) with
Γel0,j ~felj = yelj , Γel1,j ~felj = −PHelj f
el
j ,
~felj = (felj , helj felj + yelj ) ∈ (Aelj )∗,
is a boundary triplet for (Aelj )∗ with γ-field and Weyl function
γelj (ζ) = −(helj − ζ)−1  Helj and M elj (ζ) = PHelj (h
el
j − ζ)−1  Helj ,
respectively. It satisfies Aelj = ker(Γel0,j).
Proof. Let j ∈ {l, S, r}. Since felj ∈ helj and yelj ∈ Helj are arbitrary, the surjectivity
of Γelj = (Γel0,j ,Γel1,j) is obvious. To show that Πelj is a boundary triplet, it remains to
check that Green’s identity holds. For ~felj , ~g elj ∈ (Aelj )∗ with ~felj = (felj , helj felj + yelj ) and
~g elj = (gelj , helj gelj + zelj ), we have
〈felj , helj gelj + zelj 〉 − 〈helj felj + yelj , gelj 〉




j 〉 − 〈yelj , PHelj g
el
j 〉
= 〈Γel0,j ~felj ,Γel1,j~g elj 〉 − 〈Γel1,j ~felj ,Γel0,j~g elj 〉.
Let ζ ∈ ρ(helj ). Note that felj (ζ) ∈ ker((Aelj )∗ − ζ) if and only if
felj (ζ) = −(helj − ζ)−1yelj
for some yelj ∈ Helj . Also,
ζfelj (ζ) = −ζ(helj − ζ)−1yelj = −helj (helj − ζ)−1yelj + yelj = helj felj (ζ) + yelj .
Hence, for
~felj (ζ) = (−(helj − ζ)−1yelj ,−ζ(helj − ζ)−1yelj ) ∈ ~N elj,ζ ,
we obtain Γel0,j ~felj (ζ) = yelj , which results in
γelj (ζ) = P 1helj (Γ
el
0,j  ~N elj,ζ)−1 = −(helj − ζ)−1  Helj
and
M elj (ζ) = Γ1(Γel0,j  ~N elj,ζ)−1 = PHelj (h
el
j − ζ)−1  Helj .
Finally, ~felj = (felj , helj felj + yelj ) ∈ ker(Γel0,j) if and only if yelj = 0. But this implies
ker(Γel0,j) = {(felj , helj felj ) | felj ∈ helj } = helj
in the sense of linear relations.
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Remark 4.2.2. We see from the proof that the boundedness of helj is needed for the
surjectivity of Γ1. If helj were unbounded, the fact that felj ∈ dom(helj ) ( helj would imply
that Γ1felj = −PHelj f
el
j would not be surjective.
We can combine the boundary triplets of Lemma 4.2.1 to obtain a boundary triplet
Πel for (Ael)∗ given by
Πel = (Hel,Γel0 ,Γel1 ) = Πell ⊕ΠelS ⊕Πelr .
Obviously, it satisfies ker(Γel0 ) = hel0 and
γel(ζ) = −(hel0 − ζ)−1  Hel, M el(ζ) = PHel(hel0 − ζ)−1  Hel.
To express the scattering system {hel0 , hel} in terms of boundary triplets, it remains to
specify the correct extension parameter Bel. This is done in the following Lemma.
Lemma 4.2.3. The extension parameter Bel = −(PHelτelvel  Hel)−1 gives
hel = ker(Γel1 −BelΓel0 ).
Proof. Let ~fel = (fel, hel0 fel + yel) ∈ (Ael)∗. Then
−PHelfel = Γel1 ~fel = BelΓel0 ~fel = Belyel
implies yel = τelvelfel. This gives us
ker(Γel1 −BelΓel0 ) = {(fel, (hel0 + τelvel)fel) | fel ∈ hel} = hel.
Theorem 4.1.14 immediately gives us the scattering matrix. Note that in this case
Bel is a finite rank operator, whence the finite rank version of the proposition that can
be found in [12] is sufficient. Since the limits M el(λ + i0) exist, this is equivalent to
Corollary 4.1.15, which gives us
sel(λ) = 1 + 2i=m(M el(λ))
1
2 (Bel −M el(λ))−1=m(M el(λ))
1
2 . (4.16)
This expresses the scattering matrix in terms of the explicitly known extension param-
eter Bel and the Weyl function, which in our case is nothing but a projection of the
resolvent of hel0 . Recall from Lemma 3.2.2 that we know the eigenfunctions, and hence
the resolvent, of helj , j ∈ {l, r}. In fact,
M elj (λ+ iε) =
∫
R
dµ|gj(1, µ)|2(µ− λ− iε)−1.
Using Lemma A.2.20, we obtain




dµ|gj(1, µ)|2(µ− λ)−1 + iπ |gj(1, λ)|2.
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Since helS is a finite-dimensional matrix, the calculation of the resolvent of helS is straight-
forward. Thus, the scattering matrix can be calculated explicitly with formula (4.16).
4.2.2 The full model
We want to use the construction of the previous section to construct a boundary triplet
for the full model of a QD-LED based on the generalized Jaynes-Cummings model (cf.
Section 3.2). We want to apply Theorem 4.1.14 to this boundary triplet to get an explicit
formula for the scattering matrix, which can then be used in the Landauer-Büttiker
formula of Theorem 3.1.2.
Recall that the Hamiltonians of the leads are Hj = helj ⊗ Iph + Ihelj ⊗h
ph, j ∈ {l, S, r},
where the photon Hamiltonian is hph = ω a∗a on hph = F+(C) = `2(N0) with eigenvec-











with H(n)j acting on H
(n)
j = helj ⊗ CΥn, n ∈ N0. Just as in the previous section, for
n ∈ N0 we set
H(n)l = H
el
l ⊗ CΥn = C(x1l ⊗Υn) and H(n)r = Helr ⊗ CΥn = C(x1r ⊗Υn).




This choice of H(n)S as the whole space comes from the fact that clo(ran(Vint)) = HS .
Thus, it is not sufficient to only use the contact points of the quantum dot HelS ⊗ CΥn














where A(n)S = {(0, 0)} is actually the null operator with the null space as domain. The
adjoint is
(A(n)j )















Remark 4.2.4. The representation (4.17) holds since H(n)j is bounded. This is why we
decompose the unbounded Hamiltonians Hj into a sum of finite-dimensional operators
H
(n)
j . Otherwise, the boundary triplet construction of Section 4.2.1 would fail.



































4 Boundary triplets and the scattering matrix
The γ-field and the Weyl function are
γ
(n)
j (ζ) = −(H
(n)
j − ζ)
−1  H(n)j and M
(n)
j (ζ) = PH(n)j
(H(n)j − ζ)
−1  H(n)j




0,j ). We may take the direct sum





and obtain a boundary triplet
Π̃(n) = (H(n), Γ̃(n)0 , Γ̃
(n)












r (ζ), ζ ∈ ρ(H0).







hell ⊕ helS ⊕ helr
)
⊗ ICΥn + nω Iel ⊗ ICΥn .






To be able to do this, we apply Lemma 4.1.9 to transform Π̃(n) into the boundary triplet
Π(n) = (H(n),Γ(n)0 ,Γ
(n)
1 ) with Weyl function M (n) satisfying M (n)(i) = i. We set















Note that still ker(Γ(n)0 ) = H
(n)





is a boundary triplet for A∗ and satisfies ker(Γ0) = H0. Its boundary value space is




helS ⊗ CΥn = helS ⊗ hph, Hj =
⊕
n∈N0
Helj ⊗ CΥn = Helj ⊗ hph,
for j ∈ {l, r}. This gives us H = (Hell ⊕ helS ⊕ Helr ) ⊗ hph. Now we have to find
the correct extension parameter. For the coupling of the leads, recall the extension
parameter Bel = −(PHelτelvel  Hel)−1 defined in Lemma 4.2.3. Inspired by this, we
define B̃ = −(PH(τelVel + τintVint)  H)−1. From the definition of Vel and Vint, it is
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whence this inverse is well-defined. Furthermore, Vint  H(n)S grows like
√
n for large
n ∈ N0, whence B̃ is bounded. Obviously, this definition implies that the inverse of B̃
is a densely defined self-adjoint operator with dom(H0) ⊂ dom(B̃−1). We want to use
the operator B̃ as an extension parameter. However, we did transform the boundary
triplets in order to be able to build the direct sum. We have to apply an according

























Thus, when transforming the boundary triplet, the extension parameter has to be trans-
formed accordingly. Note, however, that Vint and hence B̃ is not reduced by the spaces
H(n), n ∈ N0, whence we have to apply the corresponding transformation on the whole








Since ‖(H(n)j − i)−1‖ ≤ c1+n for some c > 0 independent of n, R and Q are bounded
self-adjoint operators. Since R(n) is invertible for every n ∈ N0, the inverse R−1 is
well-defined as an unbounded self-adjoint operator on dom(R−1) = ran(R). We define
B′ = R−1(B̃ −Q)R−1, dom(B′) =
{
ψ ∈ H
∣∣∣ψ, (B̃ −Q)R−1ψ ∈ dom(R−1)}. (4.19)






















Thus, B′ is symmetric and hence closable. We choose the extension parameter B to be
the closure of B′. We still have to show that B is indeed the correct extension parameter.
Furthermore, in order to fulfill the requirements of Theorem 4.1.14, we have to show
that (B + θ)−1 ∈ L1(H) for some θ > 0.
Lemma 4.2.5. The extension operator B satisfies H = ker(Γ1 −BΓ0), and (B + θ)−1
is trace class for some θ > 0.
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Proof. Recall that
B̃ = −(PH(τelVel + τintVint)  H)−1 = −
(














= {~f ∈ A∗ | ∃ g ∈ dom(B) : (Γ0 ~f,Γ1 ~f) = (g,Bg)}
= {~f ∈ A∗ | ∃ g ∈ dom(B) ∀n ∈ N0 : (Γ(n)0 ~f (n),Γ
(n)
1
~f (n)) = (g(n), (Bg)(n))}.
Let ~f ∈ ker(Γ1−BΓ0) and g ∈ dom(B). Note that (Γ(n)0 ~f (n),Γ
(n)
1
~f (n)) = (g(n), (Bg)(n))
is equivalent to





































i.e. −PHf = B̃y. This in turn gives y = −B̃−1f = (H −H0)f since f ∈ ker(Γ1 − BΓ0)
implies f ∈ dom(H) = dom(H0) ⊂ dom(B̃−1). Thus,
~f = {(f (n), H(n)0 f (n) + y(n))}n∈N0 = (f,H0f + (H −H0)f) = (f,Hf).
Since we know that B is closed and H is self-adjoint, it follows from 4.1.5 that B is self-
adjoint. It remains to show that (B + θ)−1 ∈ L1(H) for some θ > 0. Since we already
know that H0 = ker(Γ0) and H = ker(Γ1 − BΓ0), the Krein-type resolvent formula of
Lemma 4.1.8 gives us





for ζ0 ∈ ρ(H0)∩ρ(H)). Since γ(ζ0) is invertible, from (H − ζ0)−1− (H0− ζ0)−1 ∈ L1(H)
it follows that (B −M(ζ0))−1 ∈ L1(H). The resolvent equation gives us
(B − i)−1 =
(
B −M(ζ0)
)−1 + (B −M(ζ0))−1(M(ζ0)− i)(B − i)−1.
Since B is self-adjoint, (B − i)−1 is bounded. But (B −M(ζ0))−1 ∈ L1(H) and M(ζ0)
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is bounded, whence (B − i)−1 ∈ L1(H). Since this implies that the discrete spectrum
of B accumulates at most at infinity, we find some θ > 0 satisfying θ ∈ R \ σ(B). But
then (B + θ)−1 is also trace class since (B − i)−1 ∈ L1(H) and
(B + θ)−1 = (B − i)−1 − (i+ θ)(B − i)−1(B + θ)−1.
Note that the proof shows that (B+θ)−1 ∈ L1(H) for some θ > 0 holds true in general
if B is self-adjoint and the resolvent difference of H0 and H = ker(Γ1 − BΓ0) is trace
class. It follows that the boundary triplet Πθ = (H,Γ0,Γ1 + θΓ0) that we obtain from
the boundary triplet Π given by (4.18) and the extension parameter Bθ = B + θ with
B given by (4.19) satisfies the requirements of Theorem 4.1.14. Hence, we are able to
explicitly calculate the transition matrix of the Jaynes-Cummings QD-LED.
Theorem 4.2.6. The transition matrix of the Jaynes-Cummings QD-LED is given by




















Proof. Let Mθ denote the Weyl function of Πθ. Then Theorem 4.1.14 gives us







)−1=m(MBθ(λ)) 12 , λ ∈ σ(H0).
















(R(n))−1, ζ ∈ ρ(H0),
with
Q(n) = <e(M̃ (n)(i)), R(n) =
√
=m(M̃ (n)(i)).



















= 0 for a.e. λ ∈ R since σ(HS) = σpp(HS). The Weyl function in
the leads is M̃ (n)j (ζ) = −PH(n)j
(H(n)j −ζ)  H
(n)
j , j ∈ {l, r}, where H
(n)
j = −∆D+nω+vj
and we know the resolvent explicitly (cf. Lemma 3.2.2). Similarly to the electric model
of the previous Section 4.2.1, we obtain
M̃
(n)
j (λ) = limε→+0
∫
|µ−λ|>ε
dµ |gj(1, µ− nω)|2(µ− λ)−1 + iπ |gj(1, λ− nω)|2, j ∈ {l, r},
for λ ∈ R. This implies that =m(M̃ (n)j (λ)) 6= 0 only if
λ−vj−4













is a well-defined finite-dimensional operator. It
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)−1|Bθ|− 12 = R(B̃ − M̃(λ))−1R,
whence








As in the proof of Corollary 4.1.15, we can eliminate Uθ(λ) with a suitably chosen
spectral representation. Thus, the theorem follows.
Note that the fact that H(λ) is finite-dimensional corresponds to dim(h(λ)) <∞, cf.




 H(λ) to know the transition
matrix, whence Theorem 4.2.6 provides a starting point for the numerical computation
of the matrix elements of the transition matrix.
4.2.3 An example for a Jaynes-Cummings quantum dot LED
Choose a two-level quantum dot with eigenvalues λ0 = 1 and λ1 = 4. Let the cavity be





1 + 3n 0
0 4 + 3n
)
.
The Weyl function M̃ (n)S (λ) is given by
M̃
(n)





(1 + 3n− λ)−1 0
0 (4 + 3n− λ)−1
)
. (4.21)




[3n, 6 + 3n] = R+.
The Weyl functions for the leads are
M̃
(n)
j (λ) = limε→+0
∫
|λ−3n−µ|>ε
dµ |gj(1, µ)|2(µ+ 3n− λ)−1 + iπ |gj(1, λ− 3n)|2 (4.22)
for λ ∈ σac(H0), n ∈ N0, j ∈ {l, r}, where
gl(1, ν) = π−
1
2 (1− (ν − 4)2/4)
1
4 , ν ∈ (2, 6),
and
gr(1, ν) = π−
1
2 (1− (ν − 2)2/4)
1
4 , ν ∈ (0, 4).
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2 if λ ∈ (2 + 3n, 4 + 3n),
1 if λ ∈ (3n, 2 + 3n) ∪ (4 + 3n, 6 + 3n),
0 if λ /∈ (3n, 6 + 3n).
Figure 4.1 shows a sketch of the absolutely continuous spectrum of H0 and its multiplic-
ity. Let M̃(λ) =
⊕
n∈N0 M̃












3 if ∃ n ∈ N0 : λ ∈ (2 + 3n, 4 + 3n), λ ≥ 3
1 if λ ∈ (0, 2),
2 otherwise.
Figure 4.1: Absolutely continuous spectrum of the Jaynes-Cummings QD-LED
Fix λ ∈ R+. Let n ∈ N0 be the smallest number such that there is a λel ∈ [0, 3) with

























































if λel ∈ [2, 3).
According to Theorem 4.2.6, the transition matrix is given by.













2 , so it remains to compute PH̃(λ)(B̃−M̃(λ))













(n)(λ) due to the electron-photon interaction term Vint, we do not
get a more explicit analytic expression for the transition matrix than this. However, if
one wants to do numerical computations, one can use the fact that M̃ (m)(λ) decays in
m. Namely, if we fix λ = λel + 3n, we see from (4.21) and (4.22) that M̃ (m)(λ) decays
as |m − n| grows. Hence, for numerical calculations one can use that B̃−1 is known
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explicitly to write (
B̃ − M̃(λ)
)−1 = B̃−1(1− M̃(λ)B̃−1)−1,
an then assume that 1−M̃(λ)B̃−1  ran(=m(M̃ (n)(λ))) = 1 for m ∈ N such that |m−n|
sufficiently large. Then the calculation of (B̃ − M̃(λ))−1 reduces to solving a finite
system of linear equations.
For a certain choice of the coupling, we can even calculate (B̃ − M̃(λ))−1 analyticly.
Namely, if we choose the coupling of the leads such that the left lead couples to the
excited state and the right leads couples to the ground state of the quantum dot, i.e.
x0S = e1 and x1S = e0 (cf. Figure 4.2), the extension parameter B̃ and the Weyl function
M̃(λ) are simultaneously reduced by a decomposition of H. This coupling actually
implies that the coupling-induced electric current is zero, since we can consider hell ⊕Ce1
and Ce0 ⊕ helr as two independent subsystems, and the only possibility for an electron
to travel from left to right is to drop from the excited state e1 to the ground state e0 by
emitting a photon.
Figure 4.2: 2-level Jaynes-Cummings QD-LED with coupling to energy levels
For n ∈ N, consider the subspaces H(n)S = H
(n)
S = span{e0⊗Υn, e1⊗Υn−1}. We define
K(n) = H(n−1)l ⊕
(
C(e1 ⊗Υn−1)⊕ C(e0 ⊗Υn
))




(n). With respect to this decomposition, we have B̃ =
⊕
n∈N0 B̃n,
where B̃n is given by
B̃n =
















, n ∈ N.
The Weyl function decomposes into M̃(λ) =
⊕
n∈N0 M̃n(λ), where for n ∈ N
M̃n(λ) = M̃ (n−1)l (λ)⊕ M̃S,n(λ)⊕ M̃
(n)










(1 + 3n− λ)−1 0
0 (4 + 3(n− 1)− λ)−1
)
, MS,0(λ) = (1− λ)−1.
Thus, the calculation of
(
B̃ − M̃(λ)
)−1 is nothing but the calculation of the inverse of
the 4×4-matrix B̃n − M̃n(λ) for every n ∈ N0.
We refrain from further analytical or numerical analysis of the transition matrix and
its implications on the Landauer-Büttiker formula. Although this is a very interest-
ing aspect that deserves further attention, it would lead us beyond the scope of this
thesis. However, we point out that the above analysis shows that the formula of Theo-
rem 4.2.6 is an important step in the calculation of the transition matrix T (λ) for the
Jaynes-Cummings QD-LED. It shows that the formulae for the electric current and the




5 A quantum dot LED based on a
Pauli-Fierz model
In Chapter 3 we derived an abstract Landauer-Büttiker formula and applied it to a model
of a QD-LED that is based on the Jaynes-Cummings model. The appeal of this model is
that its simple structure gives us rich information on the spectrum of the Hamiltonians.
Also, the trace class condition (H − i)−1 − (H0 − i)−1 ∈ L1(H) is satisfied, which is a
necessary condition for the Landauer-Büttiker formula of Theorem 3.1.2. The downside
is that the model allows only photons of a single fixed frequency. In this chapter we want
to get rid of this restriction by introducing a model with photons of arbitrary energy that
is based on the 1-photon Pauli-Fierz model of Section 2.2 (see also [46, 50]). In this case
the resolvent difference is no longer trace class, whence the Landauer-Büttiker formula
of Chapter 3 does not apply. This forces us to prove an extension of the Landauer-
Büttiker formula. The main idea is to formulate the problem in terms of a decoupled





the coupling of the leads is also a multiplication operator that is relatively trace class
in the fiber. Since the electron-photon interaction is relatively trace class on the whole
space, it turns out that this is sufficient to prove a Landauer-Büttiker formula. In this
setting the Landauer-Büttiker formula again gives us formulae for the electric current
and the photon production rate.
The techniques we use for the proof are very similar to those used in Chapter 3, but
the complexity of the model makes the proof of the Landauer-Büttiker formula much
more involved. As before, we use Lemma 3.1.4 to obtain a spectral representation of
K0,ac =M(Kac0 (µ)), but now the lemma gives us only a spectral representation ofKac0 (µ)
on the fiber that we have to raise to the full space. The proof also uses the stationary
wave operators in the operator spectral integral representation, but difficulties arise in
the existence of the limit of the resolvent towards the real axis. The important notion
that resolves this issue is that of smoothness, which is a concept that carries over from
the fiber to the full space, unlike the Hilbert-Schmidt property, which we used to obtain
the existence of the limit in Proposition 3.1.6.
5.1 A Landauer-Büttiker formula for multiplication operators
In this section we present a Landauer-Büttiker formula for a certain class of multiplica-
tion operators. Before we begin with the definition of the abstract model, we motivate
it with the example of the 1-photon Pauli-Fierz QD-LED. A detailed presentation of
this model follows in Section 5.3. Recall from Section 2.2 that the photon Hamiltonian
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(µ) = (fph1 (µ), f
ph
1 (−µ)), µ > 0.
In the 1-photon Pauli-Fierz QD-LED model, the decoupled Hamiltonian is given by
H0 = hel0 ⊗ Iph + Iel ⊗ hph, where hel0 is some initial Hamiltonian for the electron system







hel0 + µ 0
0 hel0 + µ
)
.
as multiplication operator on L2(R0+,dm(µ), h), where h = hel ⊗ C2. Similarly, we can




for some coupled electron Hamiltonian
hel. The final Hamiltonian Hph with the electron-photon interaction mixes the fibers
and can not be written as a multiplication operator on the same space.
It turns out that (Hel + i)−1 − (Hph + i)−1 is trace class. If the resolvent difference
(hel0 +i)−1−(hel+i)−1 is trace class, the resolvent difference (H0(µ)+i)−1−(Hel(µ)−i)−1
in the fiber is also trace class for every µ ∈ R0+. However, since the measure m has an
absolutely continuous part, the total resolvent difference (H0 + i)−1− (Hel + i)−1 is not
trace class. This is the background that motivates us to develop an abstract Landauer-
Büttiker formula for certain multiplication operators that goes beyond the trace class
setting of Section 3.1.
5.1.1 The abstract model
Let H = L2(R0+,dm(µ), h), where dm(µ) = dµ + δ(µ)dµ. Let hj be positive densely-









∣∣∣ f(µ) ∈ dom(hj) m-a.e., ∫ ∞
0
dm(µ) ‖µ f(µ)‖2 <∞
}
. (A0)
Let further H2 be densely-defined, self-adjoint, and positive on dom(H2) ⊂ H. Assume
that
v1 = c1z1c1 = (h0 + 1)−1 − (h1 + 1)−1 ∈ L1(h), (A1)
where c1 =
√
|v1| ∈ L2(h) and z1 = sgn(v1) ∈ B(h), and
V2 = C2Z2C2 = (H1 + 1)−1 − (H2 + 1)−1 ∈ L1(H), (A2)
where C2 =
√
|V2| ∈ L2(H) and Z2 = sgn(V2) ∈ B(H) are self-adjoint.
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Remark 5.1.1. Obviously, the positivity is not essential since any operator that is
bounded from below can be shifted to meet the requirements. Similarly, all the calculations






for some bounded from below Ξ ⊂ R and µn ∈ R, N ∈ N. In particular, Ξ = ∅ and
N = 1 with µ1 = 0 gives us the setting of the usual Landauer-Büttiker formula. In this
sense, the new Landauer-Büttiker formula of Theorem 5.1.8 generalizes the formula of
Theorem 3.1.2.
The assumption that h1 is absolutely continuous is necessary for the unitarity of the
scattering matrix. One obtains a Landauer-Büttiker formula without this unitarity, but
it is needed to put it in the usual form.
In the following we use lowercase letters for objects associated with hj , j ∈ {0, 1}, e.g.
pach0 for the projection onto the absolutely continuous subspace of h0. In contrast, we
use uppercase letters for objects associated with Hj and Hj(µ), j ∈ {0, 1, 2}, µ ≥ 0, e.g.
P acH0(µ) for the projection onto the absolutely continuous subspace of H0(µ). Incidentally,




V1(µ) = (h0 + µ+ 1)−1 − (h1 + µ+ 1)−1





= (H0 + 1)−1 − (H1 + 1)−1.





, [ρ0, h0] = 0, %0 = ρ(H0 + 1)2 ∈ B(H). (A3)
Just as in Chapter 3, a physical state ρ0 should be positive and satisfy ρ0 ≤ 1. But
this is not relevant for the mathematics, and thus we do not take it as a part of the
assumptions. We assume that the observable Q for which we calculate the flux satisfies
Q =M(q(µ)) ∈ B(H), [q(µ), h0] = 0, q(µ)pach0 = q(µ), for m-a.e. µ ≥ 0. (A4)
Remark 5.1.2. The restriction of the initial state to the fiber µ = 0 is necessary to
obtain well-defined traces in the Landauer-Büttiker formula. However, it is motivated
by the initial state






in the 1-photon Pauli-Fierz QD-LED. This state corresponds to total darkness, i.e. ini-
tially no photons are present, which is the same as a photon field with temperature
absolute zero. This is a natural starting point for the analysis of an LED.
Remark 5.1.3. In the 1-photon Pauli-Fierz QD-LED, the two most important cases for






for the photon production rate. Their tensor product structure allows
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us to write them as multiplication operators of the above form. It is straightforward to
generalize the model to unbounded observables as in the Landauer-Büttiker formula of
Theorem 3.1.2. As the presentation is already rather complex, we use a bounded Q for
more clarity.
The following decomposition of V1 is used in the construction of a spectral represen-
tation of Hac0 similar to that of Section 3.1. The crucial aspect in this decomposition is
that c1 ∈ L2(h) and thus C1(µ) = c1D1(µ) is Hilbert-Schmidt ’uniformly’ in µ ≥ 0. We
need this to raise the smoothness from the fiber to the whole space, cf. Section 5.2.1.
Lemma 5.1.4. The resolvent difference V1 = (H0 + 1)−1 − (H1 + 1)−1 can be written









C1(µ) = c1D1(µ) ∈ L2(h), Z1(µ) = z1 − µ z1c1D0(µ)c1z1 ∈ B(h),
for Dj(µ) = (hj + 1)(hj + µ+ 1)−1, j ∈ {0, 1}, for m-a.e. µ ≥ 0.
Proof. For m-a.e. µ ≥ 0, we have
(h0 + µ+ 1)−1 − (h1 + µ+ 1)−1
= (h1 + µ+ 1)−1(h1 + 1)
(
(h0 + 1)−1 − (h1 + 1)−1
)
(h0 + 1)(h0 + µ+ 1)−1
= D1(µ)c1z1c1D0(µ),
where c1 ∈ L2(h) by Assumption (A1). Since
D0(µ)−D1(µ) = D0(µ)
(




(h1 +µ+1)(h1 +1)−1− (h0 +µ+1)(h0 +1)−1 = µ
(




(h0 + µ+ 1)−1 − (h1 + µ+ 1)−1 = D1(µ)c1
(
z1 − µ z1c1D0(µ)c1z1
)
c1D1(µ).
5.1.2 The abstract Landauer-Büttiker formula
Just as in Chapter 3, we need the wave operators to define the steady state flux of the
observable Q. Since the wave operators W±(H1, H0) do not exist on the whole space
HacH0 , we introduce H
ac
0 = ran(P ac0 ), with P ac0 =M(pach0). We have H
ac





, P acH0(µ) =
{
pach0 if µ = 0,
Ih if µ > 0.
Furthermore, since h1 is absolutely continuous, we obtain P acH1 = M(p
ac
h1
) = IH. Note
thatM(pach1) does not contain the independent variable µ since p
ac
h1
is independent of µ.
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We will encounter more such operators in this chapter. We write them as multiplication
operators so one can easily see on which space the operators are acting.
Proposition 5.1.5. The wave operators
W±(H2, H0) = W±(H2, H1)W±(H1, H0) = s-lim
t→±∞
eitH2e−itH0P ac0
exist and are isometries on Hac0 , where
W±(H1, H0) = s-lim
t→±∞
eitH1e−itH0P ac0 =M(W±(h1, h0))
and
W±(H2, H1) = s-lim
t→±∞
eitH2e−itH1 .











where W±(h1, h0) exist and are complete since (h1 + 1)−1 − (h0 + 1)−1 ∈ L1(h) by
Assumption (A1). Hence, W±(h1, h0) are isometries, which implies that W±(H1, H0)
are isometries. Also, (H2 + 1)−1 − (H1 + 1)−1 ∈ L1(H) by Assumption (A2), which
implies that W±(H2, H1) exist and are complete. The chain rule for wave operators
gives us that
W±(H2, H0) = W±(H2, H1)W±(H1, H0)
exist and are isometries on Hac0 . Let S2 = W ∗+(H2, H1)W−(H2, H1). Since
W±(H1, H0)W ∗±(H1, H0) =M(pach1) = IH
and S2 is unitary, we have
S∗S = W ∗−(H1, H0)S∗2W+(H1, H0)W ∗+(H1, H0)S2W−(H1, H0)
= W ∗−(H1, H0)W−(H1, H0)
= P ac0 .
In particular, the unitarity of S gives us the so-called optical theorem
T ∗ − T = 2πi T ∗T,
cf. Lemma A.2.7. Since P ac0 is not the whole absolutely continuous subspace of H0, we
have to give some thought to the steady state with respect to which we have to calculate
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the current.
Proposition 5.1.6. Let ρ ∈ B(H) be given by (A3). If σsc(H2) = ∅, the steady state






dt 〈g, e−itH2ρ eitH2f〉, f, g ∈ H,
is given by the density operator











Proof. The proof is similar to the proof of [2, Thm. 3.2]. By [9, Cor. 14, Lemma 15],
we may also use the weak, and thus in particular the strong limit of eitH2ρ e−itH2 if it






Note that P ppH2 = s-limn→∞ P
(n) for some family {P (n)}n∈N of finite rank orthogonal
projections commuting with H2. For f ∈ H we have∥∥P ppH2e−itH2ρ eitH2P acH2f∥∥ ≤ ∥∥(P ppH2 − P (n))ρ eitHac2 f∥∥+ ∥∥P (n)ρ eitHac2 f∥∥.
We can make the first summand arbitrarily small by choosing n ∈ N large enough.
Then we can choose t ∈ R large enough to make the second summand arbitrarily small
using the Riemann-Lebesgue Lemma. We obtain limt→+∞
∥∥P ppH2e−itH2ρ eitH2P acH2f∥∥ = 0.
It follows immediately that w-limt→+∞ P acH2e
−itH2ρ eitH2P ppH2 = 0 for the adjoint. For











































W−(H2, H1)e−itH1ρ eitH1W ∗−(H2, H1)
(5.2)
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and [ρ0, h0] = 0, we obtain
w-lim
t→+∞
W−(H2, H1)e−itH1ρ eitH1W ∗−(H2, H1)
= W−(H2, H1)W−(H1, H0)ρW ∗−(H1, H0)W ∗−(H2, H1).
We already noted in Section 3.1 that the pure point part ρpp2 does not contribute to
the flux. We are left with the following formal definition of the flux JQ of Q.
JQ = iTr
(
W−(H2, H0)ρW ∗−(H2, H0)[H2, Q]
)
. (5.3)
Just as in the case of the usual Landauer-Büttiker formula of Chapter 3, we use the
invariance principle for wave operators to obtain a rigorous definition. We define
Kj = ϕ(Hj) = −(Hj + 1)−1, j ∈ {0, 1, 2},
where ϕ(λ) = −(λ + 1)−1 for λ ≥ 0. From the invariance principle for the absolute
Abelian limit, cf. Theorem A.2.13 in the appendix, we obtain
W1,± = |A|-lim
t→±∞
eitK1e−itK0P ac0 = W±(H1, H0) =M(w1,±),
where w1,± = W±(k1, k0) with k1 = −(h1 + 1)−1 and k0 = −(h0 + 1)−1. The invariance
principle for strong limits gives us
W2,± = s-lim
t→±∞
eitK2e−itK1 = W±(H2, H1).
Recall that we used certain sets Λn ⊂ (−n, n), n ∈ N, in the proof of Propostion 3.1.10
to obtain convergence uniform in λ of C(H − λ± iε)−1C as ε→ +0. Here we use such
sets again, but for technical reasons we need them already in the definition of the flux.
So, let Λn ⊂ (−n, n), n ∈ N, be given. We are going to make further assumption on
the properties of Λn concerning uniform convergence below (cf. (5.6) and (5.7)). We


















commutes with H1, we have
[Pj(Λn), Hj ] = 0, j ∈ {0, 1}. Furthermore, the relation W1,± = M(w1,±) gives us
P1(Λn)W1,± = W1,±P0(Λn). We use P1(Λn)P0(Λn) as identification operator to define
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P1(Λn)eitK1e−itK0P ac0 P0(Λn) = W1,±P0(Λn)
for n ∈ N. Similarly, let
P2(Λn) = EH2(Λn).




Finally, we need the stationary representations ofW1,±(n) andW2,±(n). To this end, we
introduce the spectral measure Eac0 (·) = P ac0 EK0(·). Note that EHj (Ξ) = Eϕ(Hj)(ϕ(Ξ))
for any Ξ ∈ B(R), j ∈ {0, 1, 2}, whence the definition











For ε > 0, we set
W1,±(ε, n) = ±
∫
R



























Let P ac0,n = P0(Λn)P ac0 . We introduce the notation W̃1,±(n) = P ac0,n −W1,±(n) and
W̃1,±(ε, n) = P ac0,n −W1,±(ε, n) =
∫
Λϕn
(K1,n − λ± iε)−1V1P0(Λn)dEac0 (λ).
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Similarly, define W̃2,±(n) = P1(Λn)−W2,±(n) and
W̃2,±(ε, n) = P1(Λn)−W2,±(ε, n) =
∫
Λϕn
(K2,n − λ± iε)−1V2P1(Λn)dEK1(λ).
We already used a very similar notation in Chapter 3. Note that since V2 ∈ L1(H), we
also have W̃2,±(ε, n) ∈ L1(H) (cf. Lemma A.2.17).
We still have to specify the sets Λn, n ∈ N. Similarly to the proof of Theorem 3.1.2,
we use them to obtain convergence in the proof of the Landauer-Büttiker formula. The
choice of the sets is also similar. Namely, choose Λn ⊂ (−n, n) with |(−n, n)\Λn| < n−1










C2(K2,n − λ± iε)C2,
∫
R





as well as C2(K1,n − λ ± iε)−1C1 converge uniformly in the Hilbert-Schmidt norm for
λ ∈ Λϕn as ε → +0. We introduce the definition of smoothness in Section 5.2.1 below,
where we also prove that C2(Kel,n−λ±iε)−1C1 indeed converges in the Hilbert-Schmidt
norm and we find suitable sets Λn such that C1 is K1,n-smooth, c.f. Propositions 5.2.2
and 5.2.3. We already know that (5.6) and (5.7) converge by Lemmas A.2.20 and A.2.21.
Hence, the existence of the sets Λn is guaranteed by Egorov’s theorem, Lemma A.2.22.
Using these sets Λn and the corresponding stationary wave operators, we obtain the
following definition of the flux JQ of the observable Q.
Definition 5.1.7. Let Hj, j ∈ {0, 1, 2}, be given by (A0)–(A2). For n ∈ N let Λn be
as above. Let Q = M(q(µ)) ∈ B(H) be given by (A4) and define Qn = P0(Λn)Q. Let















where %0 = (H0 + 1)2ρ is bounded by Assumption (A3).
Recall that we have
V1 =M
(
(h0 + µ+ 1)−1 − (h1 + µ+ 1)−1
)
,
where the resolvent difference satisfies (h0 +µ+ 1)−1− (h1 +µ+ 1)−1 ∈ L1(h) for µ ≥ 0
and W1,±(n) = W1,±P0(Λn) with W ∗1,− = M(w∗1,−). Also, ρ(µ) = ρ0 δ(µ). Since %0




, this implies that
%0W
∗





Furthermore, V2 ∈ L1(H) and W̃2,− ∈ L1(H), whence the flux is indeed well-defined.
We can derive this definition from the formal expression for the current using the
cyclicity of the trace, [K0, Q] = 0, the intertwining property of the wave operators, and
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1,−(n)W ∗2,−(ε, n)(V1 + V2)QnW2,−(ε, n)W1,−(n)
)]
.
The order of the limits n → ∞ and ε → +0 is the reason why we have to use the
sets Λn already in the definition of the flux. The regularization ε→ +0 is necessary to
obtain well-defined traces. The regularization n → ∞ is necessary to obtain uniform
convergence as ε → +0 in the proof, whence we can not easily interchange it with the
limit n→∞.
Recall that the definition of the flux derives from the relation ω(dΓ(A)) = Tr(ρA), cf.
(A.1.9). However, this formula holds only if A is trace class. In the abstract Landauer-
Büttiker formula of Chapter 3, the flux observable
A = (H + θ)−NQ [(H0 + θ)−N − (H + θ)−N , Q](H + θ)−NQ ∈ L1(H)
does indeed satisfy this requirement. In this chapter, however, the flux observable is
not trace class. The trace class condition is only satisfied together with the initial state
ρ. Thus, the definition of the flux is not strictly derived from the principles of second
quantization as in the case of Definition 3.1.1. Nevertheless, it is still strongly related to




holds if A = s-limm→∞Am for Am ∈ L1(H) and ρAm → ρA in the trace norm.
With this definition of the flux, we can prove the Landauer-Büttiker formula we have
already mentioned. Let again S(λ) and T (λ) denote the scattering matrix respectively
the transition matrix of the scattering system {H0, H2} with respect to a spectral rep-
resentation ΦH0 of Hac0 .
Theorem 5.1.8. Let Hj, j ∈ {0, 1, 2}, be given by (A0)–(A2). For n ∈ N let Λn be
as above. Let Q = M(q(µ)) ∈ B(H) be given by (A4) and define Qn = P0(Λn)Q. Let














5.2 Proof of Theorem 5.1.8
5.2 Proof of Theorem 5.1.8
The idea of the proof is the following. In the first part, Section 5.2.1, we introduce the
notion of H-smoothness of an operator for a Hamiltonian H. We use this to show the
existence of the limits C1(K1,n − λ ± i0)−1C2 in the Hilbert-Schmidt norm. We need
this in the final part of the proof. The main idea of the proof is the same as in the proof
of the Landauer-Büttiker formula of Chapter 3. The main difference is that we can not
work with the transition matrix T (λ) for the scattering system {H0, H2}, because we do
not have (H2 +1)−1− (H0 +1)−1 ∈ L1(H). Hence, in Section 5.2.2 we construct spectral
representations of Kac0 and K1, and we obtain formulae for the transition matrices Ť1(λ)
and T̆2(λ) of the scattering systems {K0,K1} and {K1,K2}, respectively. Since H0 and
H1 are multiplication operators, we work in the fiber for Ť1(λ).
The actual proof follows in Section 5.2.3. First we reduce the problem from the
HamiltoniansHj to the resolventsKj , j ∈ {0, 1, 2}. The two scattering systems {K0,K1}
and {K1,K2} lead to a decomposition of the flux JQ into four parts, Σ1–Σ4. We calculate
the contributions of these parts in four separate lemmas. The calculations of Σ3 and Σ4
are more complicated than the rest and require some technical lemmas that we also proof
in Section 5.2.3. The Landauer-Büttiker formula is then simply the result of adding up
the contributions of Σ1–Σ4.
5.2.1 Smoothness
In Section 3.1 the proof of the usual Landauer-Büttiker formula for relatively trace class
perturbations uses the existence of the limits limε→+0C∗(H−λ±iε)−1C, which we obtain
form the fact that C is a Hilbert-Schmidt operator. For the Landauer-Büttiker formula
for multiplication operators, we need similar limits, but only C1(µ), µ ≥ 0, is Hilbert-
Schmidt and this does not survive the transition from the fiber to the whole space, i.e.
C1 is not Hilbert-Schmidt. A notion that gives us the existence of the necessary limits
is that of smoothness (cf. [80]). Since it is sufficient in our case, we state the definition
of smoothness only for bounded operators.
Definition 5.2.1. Let H be a self-adjoint operator on dom(H) ⊂ H. An operator




We are interested in the existence of the limits limε→+0C1(K1,n − λ± iε)−1C2 (used
in Lemma 5.2.12). First we show that these limits exist if C1 is K1,n-smooth and C2 is
Hilbert-Schmidt. Since we already know that C2 is indeed Hilbert-Schmidt, it suffices
to verify the smoothness condition for C1, which is done in Proposition 5.2.3.
Proposition 5.2.2. Let H be a densely defined self-adjoint operator on H. Let further
X1 ∈ B(H) be H-smooth and X2 ∈ L2(H). Then for a.e. λ ∈ R the limits
lim
ε→+0
X1(H − λ± iε)−1X2
exist in L2(H).
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Proof. Choose an open bounded set Ξ ∈ B(R). Then for every λ ∈ Ξ,
(H − λ± iε)−1 = (HEH(Ξ)− λ± iε)−1 + (HEH(R \ Ξ)− λ± iε)−1 − (λ± iε)−1




= ∅. The limit
of (λ ± iε)−1 exists trivially for λ 6= 0. Hence, it is sufficient to prove the proposition
for bounded H. Let now H be bounded. Note that X1EH(Ξ)X2 ∈ L2(H) for Ξ ∈ B(R).
Furthermore, EH is zero outside the bounded set σ(H). Let J (H) denote any partition
of σ(H). It follows that the total variation of X1EH(·)X2 as a vector measure with










































γ̃ ‖X2‖2 = γ̃ |σ(H)|
1
2 ‖X2‖2
for some γ̃ > 0. Since we assumed that H is bounded, X1EH(·)X2 is a vector measure
with finite total variation that takes values in the Hilbert space L2(H). Thus, it follows












ν − λ± iε
dX1EH(ϕ(ν))X2
exists in the Hilbert-Schmidt norm for a.e. λ ∈ R.
Proposition 5.2.3. For every n ∈ N and ε > 0, one can find a set Λn ⊂ (−n, n)
satisfying |(−n, n) \ Λn| < εn−1 such that C1 is K1,n-smooth.
Proof. First we prove that C1 is H1,n-smooth. Note that since c1 is a Hilbert-Schmidt
operator, for any ε > 0 there is a set Λn ⊂ (−n, n) satisfying |(−n, n) \Λn| < εn−1 such
that c1 is h1,n-smooth, where h1,n = h1Eh1(Λn). This follows from the fact that Hilbert-
Schmidt operators are integral operators, and integral operators with an essentially
bounded kernel are smooth by [9, Thm. IV.17.12]. Furthermore, [D1(µ), h1] = 0 and















5.2 Proof of Theorem 5.1.8








Thus, C1 is H1,n-smooth. Note that in the above estimate it is important that c1, the
’Hilbert-Schmidt part’ of C1(µ), is independent of µ. This uniformity allows us to drop
the supremum over µ.
Now we show that C1 is also K1,n-smooth. For Ξ ∈ B(R) ∩ σ(K1,n), we have
EK1,n(Ξ) = EH1,n(ϕ−1(Ξ)),










for ϕ(ν) = −(ν + 1)−1. Since σ(H1,n) ⊂ (−n, n) is a bounded set, ddνϕ(ν) = ϕ(ν)
2 ≥ γ











5.2.2 Spectral representation and transition matrix
The proof of Theorem 5.1.8 follows the same lines as the one for the Landauer-Büttiker
formula for trace class perturbations, Theorem 3.1.2. This is why this section is dedicated
to spectral representations of Kac0 and K1 and formulae for the transition matrices Ť1(λ)
and T̆2(λ), λ ∈ R.
The flux of Q is defined using Kj = −(Hj + 1)−1, j ∈ {0, 1, 2}, whence we can use the
fact that the resolvent differences K1(µ)−K0(µ) = (H0(µ) + 1)−1 − (H1(µ) + 1)−1 for
m-a.e. µ ≥ 0, and V2 = (H1 + 1)−1 − (H2 + 1)−1 are trace class. Recall that trace class
perturbations give rise to special spectral representation by Lemma 3.1.4. The resolvent
difference V1 =M(V1(µ)) = (H0 + 1)−1 − (H1 + 1)−1 itself is not trace class, but it is a
multiplication operator with a trace class-valued function. For m-a.e. µ ≥ 0 let EacK0(µ)
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For m-a.e. fiber µ ≥ 0, we obtain a spectral representation ΦK0(µ) of Kac0 (µ) on the
direct integral L2(R,dλ, hλ(µ)) from Lemma 3.1.4. We want to raise this spectral rep-
resentation in the fiber to a spectral representation of K0,ac = K0P ac0 . The following
Lemma gives us the spectral measures of K0 and K1.
Lemma 5.2.4. Let j ∈ {0, 1}, and let EKj(µ) be the spectral measure of Kj(µ). Then
the spectral measure of Kj =M(Kj(µ)) is given by
EKj (Ξ) =M(EKj(µ)(Ξ))
for Ξ ∈ B(R).
















λ dEKj(µ)(λ)f(µ) = Kj(µ)f(µ) = (Kjf)(µ)
for all f ∈ H and m-a.e. µ ≥ 0.
Note that

















Λϕn(µ) = Λϕn ∩ ϕ(Λn + µ)

































, we work with the measure




and the Hilbert space Hac0 = P ac0 H. As an easy consequence of Lemma 5.2.4, we obtain a
spectral representation of K0,ac from ΦK0(µ), µ ≥ 0. Let L2(R,dλ, hλ(µ)) be the direct
integral of the spectral representation ΦK0(µ).
Lemma 5.2.5. A spectral representation ΦK0 of K0,ac on
HΦK0 = L
2(R,dλ,Hλ), Hλ = L2(R0+, dm(µ), hλ(µ))




















whence ΦK0 is an isometry. Let ǧ ∈ HΦK0 . We define g ∈ H
ac
0 by
g(µ) = Φ∗K0(µ)ǧ(·, µ)





(λ) = ǧ(λ, µ)























whence ΦK0 is indeed a spectral representation and the lemma is proven.






with a family of functions {X(ν)}ν∈R play an important part. They originate from
the stationary representation of the wave operators. The following lemma tells us that
if X(ν) is a multiplication operator, then these operators are in turn multiplication
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Lemma 5.2.6. Let X(ν) : R → B(H) be given, where X(ν) = M(X(ν, µ)) with
X(ν, µ) ∈ B(h), and assume that the operator spectral integral given by (5.9) exists
and is denoted by L. Then for m-a.e. µ ≥ 0 and all f ∈ H,















for any f ∈ H, r > 0, ε > 0, and any partition J rε of (−r, r) with |J rε | = ε, where


































for m-a.e. µ ≥ 0. The lemma follows if we take the limit r →∞.
The following lemma gives us the action of ΦK0 on L.
Lemma 5.2.7. Let X(ν) : R → B(H) with X(ν) = M(X(ν, µ)), X(ν, µ) ∈ B(h), be





































1 (µ)X(νΞε , µ)f(µ)
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for r > 0. Using Lemma 3.1.4 and Corollary 5.2.5 leads to(
ΦK0Lrf
)
























for every λ ∈ (−r, r), where Ξλε,r is the unique element of J rε for which λ ∈ Ξλε,r. It











































for all f, g ∈ Hac0 .



















T ∗(λ)T (λ)Q(λ)− T ∗(λ)Q(λ)T (λ)
)
+ (2πi)−1T (λ)[Q(λ), ρ(λ)]
)
,
where S = W ∗+(H2, H0)W−(H2, H0) and T = P ac0 −2πi S is the transition operator of the
scattering system {H0, H2}. Recall that we can use the chain rule for wave operators
and the invariance principle to write W±(H2, H0) as the product of W2,± and W1,±.
Using the definition S2 = W ∗2,+W2,− = IH − 2πi T2, we get
T = 12πi(P
ac
0 −W ∗1,+W ∗2,+W2,−W1,−) = T1 +W ∗1,+T2W1,−.
Note that since T1 commutes with H0, it also commutes with K0 and we get a transition
matrix Ť1(λ) with respect to the spectral representation ΦK0 . Similarly, T2 commutes
with H1 and hence with K1, and we obtain the transition matrix T̆2(λ) with respect to
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and Lemma 3.1.4. Now ΦK1W1,±Φ∗K0 =M(W̌1,±(λ)), whence
Ť (λ) = Ť1(λ) + W̌ ∗1,+(λ)T̆2(λ)W̌1,−(λ)
for every f ∈ Hac0 . We can prove a formula for T̆2(λ) that is similar to Proposition 3.1.6





Λϕn(µ) ⊂ (−n, n) for n ∈ N .








J2,n(λ+ i0) = lim
ε→+0
Z2 − Z2C2(K2,n − λ− iε)−1C2Z2
and the limit is taken in the Hilbert-Schmidt norm.
Proof. The proof is very similar to the proof of Proposition 3.1.6. Recall that we have











(λ, µ) = χΛϕn(µ)(λ)ǧ(λ, µ)
for g ∈ H. Thus, we have




















dEK2(ν)(1− V1(K1 − ν ± iδ)−1).
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for a.e. λ ∈ R, where the limit J2,n(λ − i0) exists in the Hilbert-Schmidt norm for a.e.


























the lemma follows from (5.13).
Using Lemma 5.2.7, we can derive a similar formula for the transition matrix Ť1(λ),
λ ∈ R, but the formula holds only in the fiber.
Proposition 5.2.9. For a.e. λ ∈ R the transition matrix Ť1(λ) for W1,± with respect
to ΦK0 is a multiplication operator on Hλ = L2(R0+, dm(µ), hλ(µ)) and satisfies
χΛn(µ)(λ)Ť1(λ, µ) = χΛn(µ)(λ)
√
Y1(λ, µ)J1,n(λ+ i0, µ)
√
Y1(λ, µ)
for a.e. λ ∈ R and m-a.e. µ ≥ 0, where
J1,n(λ+ i0, µ) = lim
ε→+0
Z1(µ)− Z1(µ)C1(µ)(K1,n(µ)− λ− iε)−1C∗1 (µ)Z1(µ)
and the limit is taken in the Hilbert-Schmidt norm.
Proof. The proof is also almost identical to the proof of Proposition 5.2.8, except that











(λ, µ) = χΛϕn(µ)(λ)ĝ(λ, µ)
for g ∈ Hac0 . Thus, we have
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dEK1(ν)(1− V1(K0 − ν ± iδ)−1)P ac0 .

















































where we used Lemma A.2.19. Since K1 =M(K1(µ)) and V1 =M(C∗1 (µ)Z1(µ)C1(µ)),

























































for a.e. λ ∈ R, m-a.e. µ ≥ 0, where the limit J1,n(λ− i0, µ) exists in the Hilbert-Schmidt






















(λ, µ) = χΛϕn(µ)(λ)Ť
∗
1 (λ, µ),
the proposition follows from (5.14).
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5.2.3 Calculation of the Landauer-Büttiker formula
With the smoothness, the spectral representations ΦK0 and ΦK1 , and the formulae for
Ť1(λ) and T̆2(λ), λ ∈ R, we now possess the essential ingredients for the proof of the




















T ∗(λ)T (λ)Q(λ)− T ∗(λ)Q(λ)T (λ)
)







=m[ρ(λ)T ∗(λ)Q(λ)]− πρ(λ)T ∗(λ)Q(λ)T (λ)
)
,
where we used T ∗ − T = 2πi T ∗T in the last equality. In this equation, T (λ) is taken
with respect to a spectral representation ΦH0 of Hac0 . But we want to work with K0 and
hence represent JQ using Ť (λ), taken with respect to the spectral representation ΦK0 of
Kac0 . Note that we obtain from Lemma 3.1.11 that if ΦH0 is a spectral representation of
Hac0 , then ΨϕΦH0 is a spectral representation of Kac0 with
ǧ(λ) = (Ψϕĝ)(λ) = −λ ĝ(ϕ−1(λ)), ϕ−1(λ) = −λ−1 − 1.
We already used the connection between H0 and K0 in the proof of the Landauer-






Further note that ρ(λ) = (λ+ 1)−2%0(λ) = ϕ(λ)2%0(λ) and ddνϕ



















=m[%̌0(ν)Ť ∗(ν)Q̌(ν)]− π%̌0(ν)Ť ∗(ν)Q̌(ν)Ť (ν)
)
.






























dEK1(λ)P1(Λn)(1− V1(K0,n − λ± iε)−1)P ac0
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dEK2(λ)P2(Λn)(1− V2(K1,n − λ± iε)−1).
Note that the perturbations satisfy P1(Λn)(K1,n −K0,n)P0(Λn) = P1(Λn)V1P0(Λn) and













(K1,n − λ± iε)−1(1− V2(K2,n − λ± iε)−1)V2P1(Λn)dEK1(λ).
For any δ > 0 we get
P ac0,n(V1 + V2)W2,−(ε, n)














= P ac0,nV1P1(Λn) + F (ε, δ, n) +
∫
R





= P ac0,nV1P1(Λn) +W ∗1,+(δ, n)V2W2,−(ε, n) + F (ε, δ, n),
(5.16)
where
F (ε, δ, n) =
∫
R










V1(K1,n − ν − iε)−1C2J2,n(ν + iε)C2P1(Λn)dEK1(ν)
(5.17)
is trace class by Lemma A.2.17. For the argument of the trace in the definition of the
flux (5.8), we have









5.2 Proof of Theorem 5.1.8
Thus,
W ∗1,−(n)W ∗2,−(ε, n)(V1 + V2)QnW2,−(ε, n)W1,−(n)
= W ∗1,−(n)V1P ac0,nQnW1,−(n)
+W ∗1,−(n)
(
W ∗2,−(ε, n)V2W1,+(δ, n) + F (ε, δ, n)
)
Qn
−W ∗1,−(n)V1P ac0,nQnW̃2,−(ε, n)W1,−(n)
−W ∗1,−(n)
(





W ∗2,−(ε, n)V2W1,+(δ, n) + F ∗(ε, δ, n)
)
QnW̃2,−(ε, n)W1,−(n)
for any δ > 0, using W ∗1,−(n)P1(Λn) = W ∗1,−(n). We introduce the shorthand notation
Σ1(n) = W ∗1,−(n)V1P ac0,nQnW1,−(n),
Σ2(ε, δ, n) = W ∗1,−(n)
(
W ∗2,−(ε, n)V2W1,+(δ, n) + F (ε, δ, n)
)
Qn,
Σ3(ε, δ, n) = −W ∗1,−(n)V1P ac0,nQnW̃2,−(ε, n)W1,−(n)
−W ∗1,−(n)
(
W ∗2,−(ε, n)V2W1,+(δ, n) + F ∗(ε, δ, n)
)
QnW̃1,−(n),
Σ4(ε, δ, n) = −W ∗1,−(n)
(




W ∗1,−(n)W ∗2,−(ε, n)(V1 + V2)QnW2,−(ε, n)W1,−(n)
= Σ1(n) + Σ2(ε, δ, n) + Σ3(ε, δ, n) + Σ4(ε, δ, n).











%0(Σ1(n)+Σ2(ε, δ, n)+Σ3(ε, δ, n)+Σ4(ε, δ, n))
)]
, (5.18)
were %0Σ1(n) and Σj(ε, δ, n), j ∈ {2, 3, 4}, are trace class. Let us give a sketch of the
proof that follows. The Landauer-Büttiker formula (5.15) contains the two terms
=m[%̌0(λ)Ť ∗(λ)Q̌(λ)] and π%̌0(λ)Ť ∗(λ)Q̌(λ)Ť (λ).
Since Ť (λ) = Ť1(λ) + W̌ ∗1,+(λ)Ť2(λ)W̌1,−(λ), we expect summands of the type




%̌0(λ)W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)
]
+ π%̌0(λ)W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)W̌ ∗1,+(λ)Ť2(λ)W̌1,−(λ)
(5.20)
and the mixed terms
πŤ ∗1 (λ)Q̌(λ)W̌ ∗1,+(λ)Ť2(λ)W̌1,−(λ) + πW̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)Ť1(λ) (5.21)
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to appear. It will turn out that Σ1 corresponds to (5.19), Σ2 corresponds to the first,
Σ4 to the second summand of (5.20), and Σ3 corresponds to the mixed terms (5.21).
Roughly speaking, W ∗j,−(ε)Vj gives us T ∗j and W̃j,−(ε) gives us Tj with an approximation
of the delta function, j ∈ {1, 2}. We proceed by calculating these contributions.
In the following we make use of the fact that the spectral representation ΦK0 maps a




onto a family of multiplication
operators M(X̌(λ, µ)) on L2(R0+,dm(µ), hλ(µ)). In particular, %̌0(λ, µ) = %̌0(λ, µ)δ(µ)
by Assumption (A3). This relation implies that only the fiber µ = 0 is relevant in the
following lemma since Σ1 is in fact a multiplication operator on L2(R0+, dm(µ), h).


















Proof. Since W1,−(ε, n) is in fact a multiplication operator on L2(R0+,dm(µ), h) and







1,−(ε, n)V1P ac0,nQn − %0W ∗1,−(ε, n)V1P ac0,nQnW̃1,−(δ, n)





(λ, µ) = χΛϕn(µ)(λ)ǧ(λ, µ). Thus, we can use Lemma 5.2.7
to obtain(






















for g ∈ Hac0 . The limit J1,n(λ− i0, µ) exists in the Hilbert-Schmidt norm for m-a.e. µ ≥ 0



























For the second part of Σ1, we obtain












(K1,n − η − iδ)−1V1dEac0 (η)P0(Λn).
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Thus,








(K0,n − η − iδ)−1C∗1J1,n(η + iδ)C1dEac0 (η)P0(Λn).
Hence, by Lemma 5.2.7(









dη (K0,n(µ)− η − iδ)−1C∗1 (µ)J1,n(η + iδ, µ)
√
Y1(η, µ)ǧ(η, µ).
We can once more use Lemma 5.2.7 to obtain(

































Y1(ν, µ)(ν − η − iδ)−1J1,n(η + iδ, µ)
√
Y1(η, µ)ǧ(η, µ).






Y1(ν, µ)(ν − λ− iδ)−1
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%̌0(λ, 0)Ť ∗1 (λ, 0)Q̌(λ, 0)Ť1(λ, 0)
)
.
Note that T1(0) is trace class, whence
∫
R dλ‖Ť (λ, 0)‖1 < ∞. It follows that we can












=m[%̌0(λ)Ť ∗1 (λ)Q̌(λ)]− π%̌0(λ)Ť ∗1 (λ)Q̌(λ)Ť1(λ)
))
.











%0(Σ1(n) + Σ2(ε, δ, n) + Σ3(ε, δ, n) + Σ4(ε, δ, n))
)]
.
The calculation of Σ2 is easy since it is similar to the trace class case of Chapter 3.
























Proof. Recall Σ2(ε, δ, n) = W ∗1,−(n)
(
W ∗2,−(ε, n)V2W1,+(δ, n) + F ∗(ε, δ, n)
)
Qn. First we
show that F ∗(ε, δ, n) does not give any contribution since the trace vanishes in the limit.
Note that, using Lemma 5.2.7,(





































































Since C2(K1,n − λ+ iδ)−1C∗1 and C2(K1,n − λ+ iδ)−1C∗1 converge uniformly in λ ∈ Λϕn









1,−(n)F ∗(ε, δ, n)Qn
)
= 0.






















%̌0(λ)W̌ ∗1,−(λ)(ΦK1W ∗2,−(ε, n)V2P1(Λn)Φ∗K1)(λ, λ)W̌1,+(λ)Q̌n(λ)
)
(5.27)




(λ, λ) analogously to
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It remains to calculate the contributions of Σ3(ε, δ, n) and Σ4(ε, δ, n) in (5.18). The
calculations of the contributions of Σ3(ε, δ, n) and Σ4(ε, δ, n) are more involved than those
of Σ1 and Σ2, but they are similar in many respects. However, the case of Σ4(ε, δ, n) is
slightly less complicated, whence we start with the calculation of this term. Let us first
prove two lemmas that will be of use for this. They use the spectral representation Φ2,0




and Lemma 3.1.4. Let
G(λ, ε, n) = C2
(







dEac0 (γ)(γ − λ− iε)−1
(
1− V1(K1,n − λ− iε)−1
)
C2
The following lemma gives us a representation of G using Φ2,0 and proves that the limits
exist for ε→ +0.
Lemma 5.2.12. For every n ∈ N and a.e. λ ∈ Λϕn, we have
G(λ, ε, n) =
∫
R
dξ G∗ε,n(λ, ξ)Q̌(ξ)M(χΛϕn(µ)(ξ))Gε,n(λ, ξ)(γ − λ− iε)
−1. (5.29)
Here,




Y1(ξ)Z1C1(K1,n − λ− iε)−1C2 (5.30)
and the limit G0,n(λ, ξ) = limε→+0Gε,n(λ, ξ) exists in the Hilbert-Schmidt norm for a.e.
λ, ξ ∈ Λϕn and every n ∈ N. Furthermore, it converges uniformly in λ for λ ∈ Λϕn.







dEac0 (ν)C2(ν − λ− iε)−1

















× (ν − λ− iε)−1Z1C1(K1,n − λ− iε)−1C2









× (ν − λ− iε)−1Z1C1(K1,n − λ− iε)−1C2,
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dξ C2(K1,n − λ+ iε)−1C∗1Z1
√




Y1(ξ)Z1C1(K1,n − λ− iε)−1C2.
Summing up the terms results in the first statement of the lemma, relation (5.29). The
limit Gε(λ, ξ)
ε→+0−−−−→ G0(λ, ξ) exists in the Hilbert-Schmidt norm by Proposition 5.2.2
since C1 is K1,n-smooth by Proposition 5.2.3 and C2 is Hilbert-Schmidt by Proposition
5.3.1. By construction of Λn, the convergence of C1(K1 − λ − iε)−1C2 as ε → +0 is
uniform in λ for λ ∈ Λn.













for a.e. λ ∈ Λn, n ∈ N, where the limit is taken in the Hilbert-Schmidt norm.
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Since C2W1,+(ε, n)
























C2 − V1(K1,n − η − iε)−1C2
)
.





















































Y1(ν)Z1C1(K1,n − ν − iε)−1C2.
(5.32)
By Lemma 5.2.12 the limit of C1(K1,n − ν − iε)−1C2 as ε → +0 exists in the Hilbert-
Schmidt norm. It converges uniformly on Λϕn by construction of Λϕn. Hence, we can take
the limit in (5.32) and obtain, after summing up the terms and taking into account the
























Y1(λ)Z1C1(K1,n − λ− i0)−1C2





× Z1C1(K1,n − λ− i0)−1C2
= G∗0,n(λ, λ)Q̌(λ)M(χΛϕn(µ)(λ))G0,n(λ, λ).
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%̌0(λ)W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)W̌1,+(λ)Ť2(λ)W̌1,−(λ)
) (5.33)
Proof. Recall that
Σ4(ε, δ, n) = −W ∗1,−(n)
(
W ∗2,−(ε, n)V2W1,+(δ, n) + F ∗(ε, δ, n)
)
QnW̃2,−(ε, n)W1,−(n).
Using (5.17) gives us






















































(K0,n − η − iε)−1
(
1− V1(K1,n − η − iε)−1
)
× C2J2,n(η + iε)C2P1(Λn)dEK1(η).
(5.35)
Passing to the spectral representation and using Lemma 3.1.5, we obtain(
ΦK0W ∗1,−(n)
(

























(K0,n − η − iε)−1
(



































dEac0 (γ)(γ − η − iε)−1
×
(










, which gives us(
ΦK0W ∗1,−(n)
(






















dEac0 (γ)(γ − η − iε)−1
×
(






We include the multiplication operator %0 and obtain an integral operator for which we


































× (γ − λ− iε)−1
(



























where we used Lemma 5.2.12. Since Gε(λ, ξ) converges uniformly in λ for λ ∈ Λϕn and
decomposes into summands that factorize with respect to ξ and λ, where the ξ-dependent
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Recall that T2 is trace class and s-limn→∞Qn = Q. Hence, QnW1,+T2 converges to




converges in the operator norm uniformly in λ. Thus, we can take the limit n → ∞ in


























Let us go back to equation (5.18). It remains to calculate the contribution of Σ3(ε).
The calculations are similar to those for Σ4(ε). As before, we start with proving a simple
lemma that is very much alike to Lemma 5.2.13, but adapted to the expression Σ3(ε).
From (5.30), recall the definition






Y1(ξ)Z1C1(K1,n − λ− i0)−1C2.
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where the limit is taken in the Hilbert-Schmidt norm and the convergence is uniform in
λ ∈ Λϕn.






























C2 − V1(K1,n − η − iδ)−1C2
)
.




























Y1(ν)Z1C1(K1,n − ν − iδ)−1C2.
The limit of C1(K1,n − ν − iδ)−1C2 as δ → +0 exists in the Hilbert-Schmidt and the
convergence is uniform in λ ∈ Λϕn by Proposition 5.2.2. Taking the limit and summing
up the terms, taking into account the definition (5.30) of G0,n, proves the lemma.
Now we can calculate the final term Σ3(ε, δ, n) in the decomposition of the flux (5.18).




















W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)Ť1(λ)




Proof. The scheme is the same as in the proof of Lemma 5.2.14 for Σ4, but we have
to treat the two summands of Σ3(ε, δ, n) simultaneously to be able to calculate the
imaginary part. Recall that
Σ3(ε, δ, n) = −W ∗1,−(n)V1P ac0 QnW̃2,−(ε, n)W1,−(n)
−W ∗1,−(n)
(
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Using (5.34), we get
W ∗1,−(n)
(


























dEac0 (γ)C∗1J1,n(γ − iε)C1P ac0 Qn
∫
R
(K0,n − η − iε)−1
× (1− V1(K1,n − η − iε)−1)C2J2,n(η + iε)C2dEK1(η)W1,−(n).
Again, we pass to the spectral representation and get an integral operator. Namely,(
ΦK0W ∗1,−(n)
(








































× (ξ − η − iε)−1Gε,n(η, ξ)J2,n(η + iε)
√
Y2(η)W̌1,−(η)M(χΛϕn(µ)(η))f̌(η).























































Observe that the adjoint of (5.40) matches (5.41) except that −iε in (ξ − λ − iε)−1 is
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W ∗2,−(ε, n)V2W1,+(δ) + F ∗(ε, δ, n)
)
QnW̃1,−(n)



































































We made use of the fact that the limit in the trace is uniform in λ for λ ∈ Λn and that∫
R
dξ(ξ − λ− iδ)−1X(ξ) =
∫
|ξ−λ|≥δ
dξ(ξ − λ)−1X(ξ) + iπX(λ)









1,−(n)W ∗2,−(ε, n)V2W1,+(δ, n) + F ∗(ε, δ, n)
)
QnW̃1,−(n)







































W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)Ť1(λ)




5.3 The 1-photon Pauli-Fierz quantum dot LED











1,−(n)W ∗2,−(ε, n)V2W1,+(δ, n) + F ∗(ε, δ, n)
)
QnW̃1,−(n)









W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)Ť1(λ)
+ Ť ∗1 (λ)Q̌(λ)W̌ ∗1,+(λ)Ť2(λ)W̌1,−(λ)
))
.
Theorem 5.1.8 follows easily from Lemmas 5.2.10, 5.2.11, 5.2.14, and 5.2.16. We only













− π%̌0(λ)Ť ∗1 (λ)Q̌(λ)Ť1(λ)
+ =m
[
%̌0(λ)W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)
]
− π%̌0(λ)W̌ ∗1,−(λ)Ť ∗2 (λ)W̌1,+(λ)Q̌(λ)Ť1(λ)
− π%̌0(λ)Ť1(λ)Q̌(λ)W̌ ∗1,+(λ)Ť2(λ)W̌1,−(λ)











− π%̌0(λ)Ť ∗(λ)Q̌(λ)Ť (λ)
)
,
where we used T = T1 +W ∗1,+T2W1,−. This concludes the proof of Theorem 5.1.8.
5.3 The 1-photon Pauli-Fierz quantum dot LED
We want to model a QD-LED that can emit photons of arbitrary energy. As in the
previous chapter, we have a small quantum system S contacted by a left lead l and
a right lead r. The quantum system is based on the one-dimensional 1-photon Pauli-
Fierz model of Section 2.2. Recall once more the essentials of our modeling approach
as stated in the introductory Section 1.2. The electron together with its photon field
is considered to be a single fermionic particle in the sense of the Landauer-Büttiker
formalism, whence we work with the single-particle Hilbert space hel ⊗ hph. In this
section we use the 1-photon Pauli-Fierz model, which implies that hph = C⊕ L2(R,dk)
is the space of at most one photon. The modeling assumption behind the 1-photon
simplification is that every electron can emit at most one photon when passing through
the quantum system. If we consider a system where all except two of the eigenvalues
of the electron quantum system lie above the maximum of the chemical potentials, this
appears to be a reasonable simplification. Again, we stress that we have infinitely many
copies of the ’single particle’ in the Landauer-Büttiker formalism. This implies that
although the single-particle Hilbert space contains at most one photon, we can indeed
use the 1-photon Pauli-Fierz model to describe arbitrarily many photons with the help
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Figure 5.1: Pauli-Fierz QD-LED with double barrier potential
of a density operator. The electrons are now no longer labeled by the amount of photons,
but by the continuous photon momentum k ∈ R.
We start the description of the model with the electron part before adding the photons
and their interaction. The electron model is taken from [8]. The electron Hilbert space









, respectively. The Hilbert space of the




. The projections onto helj are denoted by pelj ,
j ∈ {l, S, r}. The decoupled electron system is described by hel0 = hell ⊕ helS ⊕ helr . Here,
helj = − d
2
dx2 +M(vj(x)), j ∈ {l, S, r},




, and we take
homogeneous Dirichlet boundary conditions at a and b for the second derivative, i.e.
dom(hel0 ) = {fel ∈W 2,2(R) | fel(a) = fel(b) = 0}.
The coupled electron system is described by hel = − d2dx2 + M(v(x)) with domain
dom(hel) = W 2,2(R), where we define v(x) = vl(x)⊕ vS(x)⊕ vr(x). We assume that vS
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dk G(x, k)fph1 (k)
with G(x, k) = eikxω(k)−
1
2κ(|k|), κ ∈ C∞0 (R+), for x ∈ (a, b) and |G(x)〉 = 〈G(x)|∗. We
extend (5.42) to
H = hel ⊗ hph = L2(R,dx)⊕ L2(R2,dx× dk)
by continuation with zero for x /∈ (a, b). We obtain the Hamiltonian H0 with decoupled
leads and no electron-photon interaction
H0 = hel0 ⊗ Iph + Iel ⊗ hph. (5.43)
If we couple the leads to the quantum system, we get the Hamiltonian
Hel = hel ⊗ Iph + Iel ⊗ hph (5.44)
The final Hamiltonian of the total system with coupled leads and electron-photon inter-
action is
Hph = hel ⊗ Iph + Iel ⊗ hph + τintVint. (5.45)
We know from [8] that hel0 and hel are densely defined, bounded from below self-adjoint
operators. hph is obviously also a densely defined, bounded from below self-adjoint since
ω(k) ≥ 0 for every k ∈ R. It follows that H0 and Hel are densely defined, bounded from











where the tensor product is in this case an algebraic tensor product. Since Vint is
obviously a bounded operator, Hph is also a densely defined, bounded from below self-
adjoint operator on dom(Hph) = dom(Hel).
To apply the Landauer-Büttiker formula of Section 5.1, we have to write this model
in terms of multiplication operators. We already mentioned in the introduction that a








(fph0 , 0) if µ = 0,
(fph1 (µ), f
ph
1 (−µ)) if µ > 0,
where dm(µ) = dµ + δ(µ)dµ. Thus, the unitary transformation Φph = Iel ⊗ φph maps
the Hamiltonians H0 and Hel to multiplication operators on L2(R0+,dm(µ), h), where






hel0 + µ 0
0 hel0 + µ
)
f ′(µ), f ′ = Φphf, f ∈ H
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hel + µ 0
0 hel + µ
)
f ′(µ), f ′ = Φphf, f ∈ H.
The Hamiltonians hel0 and hel are bounded from below, but not necessarily positive.
However, it is easy to see that the the flux in Definition 5.1.7 is invariant with respect
to a shift of the Hamiltonians by a constant. Thus, the flux does not change if we work
with Hj + θ, j ∈ {0, el, ph}, for some θ > 0 large enough. Hence, if we define
H ′j = Φph(Hj + θ)Φ∗ph, j ∈ {0, el, ph},









H ′0(µ) = h′0 + µ, H ′el = h′el + µ,
where h′0 = hel0 + θ and h′el = hel + θ are positive densely defined self-adjoint operator
H ′ph acting on the Hilbert space L2(R0+, dm(µ), h). It remains to check the trace class
conditions (A1) and (A2). It is well-known that (hel − i)−1 − (hel0 − i)−1 is a two-
dimensional operator. In particular, it is trace class, whence (A1) holds. Assumption
(A2) holds by the following proposition.
Proposition 5.3.1. We have
Vph = (Hel + θ)−1 − (Hph + θ)−1 ∈ L1(H)
for θ > 0 sufficiently large.
Proof. Note that
(Hel + θ)−1 − (Hph + θ)−1 =
(
1 + (Hph + θ)−1Vph
)
(Hel + θ)−1Vph(Hel + θ)−1. (5.46)
Let R⊥(θ) = (hel ⊗ Iph + Iel ⊗M(ω(k)) + θ)−1. Since
(Hel + θ)−1 =
(
(hel + θ)−1 0




(Hel + θ)−1Vph(Hel + θ)−1 =
(
0 (hel + θ)−1〈G|R⊥(θ)













(− d2dx2 + θ)
−1M(v(x))(hel + θ)−1.




(− d2dx2 + θ)
−1 is a trace class operator. It follows that
R⊥(θ)|G〉(hel + θ)−1 and its adjoint (hel + θ)−1〈G|R⊥(θ) are also trace class operators.
Since
(
1 + (H + θ)−1Vph
)
is bounded, the lemma follows from (5.46).
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To apply the Landauer-Büttiker formula, it remains to specify an initial state and an
observable satisfying (A3) respectively (A4). We already mentioned that it is convenient
for the analysis of an LED to work with an initial state of total darkness, i.e. with
no photons present. Similarly to the usual Landauer-Büttiker formula, the electrons
in the leads are in equilibrium. Hence, let ρelj = fFD(helj + θ − µj) with chemical
potentials µj ∈ R, j ∈ {l, S, r}, where we have the Fermi-Dirac distribution function
fFD(λ) = (eβλ + 1)−1 with inverse temperature β > 0. The initial electron state is
ρel0 = ρela ⊕ ρelS ⊕ ρelb . It commutes with hel0 by construction. The no-photon state is
ρph0 = IC ⊕ 0, which commutes with hph. The initial state of the total system is then















satisfies (A3) since it commutes with H ′0 and the exponential decay of the Fermi-Dirac
function implies that %0 = (H0 + θ)2ρ is bounded.
We are interested in the electron current and the photon production rate. The ob-
servable for the electron current is
Qj = −pelj ⊗ Iph, (5.49)
the number of electrons in lead j ∈ {l, r}, where the minus sign reflects the negative
charge of the electrons. Note that Q′j = Φph
(







The observable for the photon production rate is












the number of photons. Note that the choice of pac
hel0
instead of Iel is of a technical nature.
Since the wave operators do not exist in the middle system, we can measure the flux













also satisfies (A4). Note that m(0) = 1, whence the interval (0,∞) in the above equa-
tion is an open interval. Now we can apply the abstract Landauer-Büttiker formula of
Theorem 5.1.8. Note that the unitary transformation and the translation by θ that we
applied to Hj to obtain H ′j , j ∈ {0, el, ph}, do not change the scattering matrix S(λ),
whence we take S(λ) to be the scattering matrix of the scattering system {H0, Hph}
with respect to a spectral representation ΦH0 of Hac0 . As usual, if X ∈ B(H) com-








(λ) for a.e. λ ∈ R and f ∈ H, cf.







(λ) for some spectral representation ΦHel of Hacel . Apply-
ing Theorem 5.1.8 gives us formulae for the electron current and the photon production
rate.
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5 A quantum dot LED based on a Pauli-Fierz model
Theorem 5.3.2. Let Hj, j ∈ {0, el, ph}, be given by (5.43)–(5.45). Let ρ be given by
(5.47). Let Qj, j ∈ {l, r}, and Qph be given by (5.49) and (5.50). Then the electron


























Note that in the case of the photon production rate, the observableQph commutes with
Hel, whence we can also use the scattering system {Hel, Hph} to calculate the photon
production rate. The resolvent difference (Hph− i)−1− (Hel− i)−1 is trace class, whence
we satisfy the requirements of the original Landauer-Büttiker formula of Theorem 3.1.2













where Ŝph(λ) is the scattering matrix of the scattering system {Hel, Hph}. Recall the de-
composition JQ,ρ0 = JelQ,ρ0 +J
ph
Q,ρ0
of the flux from Proposition 3.2.14. In addition to ρel,
we also define Qel = W+(Hel, H0)QW ∗+(Hel, H0) for Q ∈ {Ql, Qr, Qph}. With the exact
same calculations as in the proof of Proposition 3.2.14, we get a similar decomposition
of the flux.
Proposition 5.3.3. Let the assumptions of Theorem 5.3.2 hold. Then for an observable
Q ∈ {Ql, Qr, Qph}, we have the decomposition JQ = JelQ+J
ph
Q , where the coupling-induced


























Corollary 5.3.4. Let the assumptions of Theorem 5.3.2 hold. Then the coupling-induced










s∗el(λ)pelj (λ)sel(λ)− pelj (λ)
))
= Jpj ,ρel0 . (5.51)
Also, the coupling-induced photon production rate vanishes, i.e. Jelph = 0, and Jph = J̃ph.
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and the fact that








= W±(hel, hel0 )⊗ Iph,
which implies Sel = sel ⊗ Iph. The second statement Jelph = 0 follows from












and Sel = sel ⊗ Iph. Finally, since W+(Hel, H0) = W+(hel, hel0 )⊗ Iph and











= Qph, which implies Jph = J̃ph.
Let us analyze the consequences of Proposition 5.3.3 and Corollary 5.3.4. First note
that since (Hph − i)−1 − (Hel − i)−1 ∈ L1(H), the photon-induced flux JphQ falls into the
regime of the usual Landauer-Büttiker formula for relatively trace class perturbations,
Theorem 3.1.2. Secondly, (5.51) reduces the coupling-induced electron current to the
fiber µ = 0. But (hel − i)−1 − (hel0 − i)−1 ∈ L1(hel), whence this current can also
be calculated using the Landauer-Büttiker formula of Theorem 3.1.2. Recall that the
flux in Definition 5.1.7 was not derived from fundamental principles as in Chapter 3.
However, this reduction of the current and the photon production rate to Theorem 3.1.2
shows once more that the definition connects to the fundamental principles of quantum
mechanics.
Furthermore, Proposition 5.3.3 and Corollary 5.3.4 also reduce the calculation of the
scattering matrix to the calculation of sel and Sph. But the corresponding scattering
systems {hel0 , hel} and {Hel, Hph} are trace class, whence Theorem 4.1.14 applies, which
gives a formula for the scattering matrix in terms of the Weyl function and an extension
parameter. Note, however, that Sph(λ) is truly an infinite-dimensional operator, in





The production technology for semiconductor quantum devices has made considerable
progress in the last decade, which makes the study of their optoelectronic properties
highly relevant. The goal of this thesis was the modeling of a quantum dot LED as a small
quantum system contacted by leads in which electrons can emit and absorb photons.
We wanted to formulate the calculation of the electric current and the light production
in the Landauer-Büttiker framework to obtain formulae for the electric current and the
photon production rate that depend only on the initial state and the scattering matrix.
The crucial modeling idea that allowed us to fit a QD-LED into the Landauer-Büttiker
formalism is the concept of individual photon fields for each electron, cf. Section 1.2.
By considering an electron together with its photon field as a ’single particle’ in the
sense of the Landauer-Büttiker formalism, we eliminated the photon-induced electron-
electron interaction. We justified this by making the assumption that the electron-
photon interaction takes place only in the quantum dot region and the photons leave
this area immediately. As in the usual Landauer-Büttiker formula, we also neglected
the Coulomb interaction. As a result of this approach, it suffices to treat a single
electron together with its photon field, rather than having to work on the full Fock
space. However, these electrons are now labeled by the photons in their photon field,
which implies that two electrons are no longer indistinguishable if they differ in the
properties of their photon field.
The modeling of the electron-photon interaction is an important aspect. The physical
model suggested by non-relativistic quantum electrodynamics is mathematically very
difficult. This is why we looked for simpler models in Chapter 2. We presented the
Jaynes-Cummings model and models of the Pauli-Fierz type, which still capture impor-
tant features of the QD-LED, but are mathematically easier to handle.
As a first main result of this thesis, we gave a new proof of the Landauer-Büttiker for-
mula for relatively trace class perturbations, Theorem 3.1.2, which we feel is more clear
than the proof previously given by Aschbacher et al. [2]. It uses a special spectral repre-
sentation that is constructed from the trace class perturbation. This abstract theorem
was motivated by our QD-LED based on the Jaynes-Cummings model, which satisfies
the assumptions of this abstract theorem. This model assumes that the quantum dot
interacts only with a single mode of the electromagnetic field. We used one-dimensional
semi-infinite lattices for the leads to obtain a simple coupling to the quantum dot. The
application of the abstract Landauer-Büttiker formula to this model resulted in formu-
lae for the electric current and the photon production rate, cf. Theorem 3.2.13. These
formulae are consistent with what one expects for physical reasons, and the fluxes de-
compose into a part that is induced by the coupling of the leads to the sample and a
part that is due to the electron-photon interaction. We gave two obvious choices for the
initial state. If the initial state is ρj = fFD(Hj − µj), j ∈ {l, r}, the Landauer-Büttiker
formula for the electric current is formally identical to the usual formula in the purely
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electric case, cf. Theorem 3.2.15. In particular, this implies that the current and the pho-
ton production rate vanish for equal chemical potentials. For ρ̃j = fFD(helj − µj)⊗ ρph,
the initial steady state is not an equilibrium state for each subsystem, whence not all
fluxes vanish at equal chemical potentials. Nevertheless, the coupling-induced part of
the current is equal to the current in the purely electric case, cf. Proposition 3.2.16. In
this case, the photon production rate can be positive even if there is no electric current,
cf. Proposition 3.2.17. This is a consequence of the fact that the electrons can now
be distinguished by the number of photons in their photon field, which allows them to
relax into a lower energy state that is occupied by electrons with a different number of
photons.
To compute the electric current and the photon production rate numerically in both
models, it is necessary to compute the scattering matrices. In the purely electric case
with two leads, the transition matrix T (λ) is a 2×2-matrix resulting from a finite rank
perturbation. However, in the case of the Jaynes-Cummings QD-LED, the resolvent
difference is only trace class but not of finite rank, whence the formula for T (λ) in
terms of the Weyl function given by Behrndt et al. [12] does not apply. This is why
we extended their result to the case of relatively trace class perturbations in Chapter
4. As a result, we obtained a formula for the transition matrix for relatively trace class
scattering systems, which depends on the Weyl function and the extension parameter,
cf. Theorem 4.1.14. We also constructed a boundary triplet for the Jaynes-Cummings
QD-LED and applied the formula for the transition matrix. Since the fiber spaces h(λ)
are actually finite dimensional, this formula can be used to calculate the matrix elements
of the transition matrix numerically. For a special choice of the coupling of the leads,
we gave an explicit analytical calculation of the transition matrix.
The Jaynes-Cummings model contains only photons of a single fixed frequency. The
Pauli-Fierz model, on the other hand, describes photons of arbitrary energy. This is why
we constructed a model of a QD-LED based on a Pauli-Fierz model in Chapter 5. To
be able to handle the scattering theory of this model, we restricted it to the subspace of
at most one photon. As a result, the electron-photon interaction became a perturbation
that is relatively trace class with respect to the Hamiltonian of the system with leads
coupled to the sample. However, in this model the resolvent difference of the decoupled
Hamiltonian and the Hamiltonian with coupled leads is an operator of multiplication
on an L2-space with a measure that has an absolutely continuous part. Hence, it is not
trace class, but it is trace class in every fiber. This was the motivation for our third
main result, a Landauer-Büttiker formula for two Hamiltonians that are multiplication
operators with a trace class resolvent difference in the fiber, and a third Hamiltonian that
is a relatively trace class perturbation of one of the multiplication operators, cf. Theorem
5.1.8. This formula extends the result for relatively trace class perturbations of Chapter
3. Thus, we obtained similar formulae for the electric current and the photon production
rate of the Pauli-Fierz QD-LED as in the Jaynes-Cummings case, cf. Theorem 5.1.8. One
result of the Landauer-Büttiker formula for the Pauli-Fierz QD-LED is a decomposition
of the flux into a coupling-induced part and a photon-induced part, similar to the case of
the Jaynes-Cummings QD-LED. This decomposition actually reduces the calculation of
the electric current and the photon production rate to the trace class case. In particular,
the Weyl function representation of the transition matrix also applies to the Pauli-Fierz
QD-LED. However, the fiber spaces are truly infinite-dimensional in this case.
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Finally, let us make some remarks on possible future work on this subject. A not
much more complicated variant of the Jaynes-Cummings QD-LED is to use continuous
leads living on L2(R±) instead of the semi-infinite discrete lattices we used in the present
thesis. The coupling could be realized by connecting the endpoints of the continuous
leads to the quantum dot in the framework of boundary triplets, where the coupling
parameter B is provided by the Jaynes-Cummings QD-LED model with discrete leads,
cf. Lemma 4.2.5.
An obvious improvement of the Pauli-Fierz QD-LED would be to allow an arbitrary
initial state, not just darkness. One might use the fact that the photon production rate
can be calculated using the Landauer-Büttiker formula for relatively trace class couplings
of Chapter 3, cf. Corollary 5.3.4, to use a more general initial state than ρph0 = 1⊕ 0 as
initial photon state when calculating the photon production rate. In particular, states
of the form ρ̃ph0 = %ph(hph) are interesting, where %ph : R0+ → [0, 1] is a photon energy
distribution such that ∫ ∞
0
dm(µ) %ph(µ) = 1.
This can be used to model the incident light in a solar cell. However, the total electron
current is not well-defined for this choice of an initial state. Only the photon-induced
part Jphj , j ∈ {l, r}, can be rigorously calculated. One might argue heuristically that the
coupling induced electron current still has to be identical to the purely electric case and
define the electron current as the sum of the purely electric current plus the well-defined
photon-induced current. Although this is physically plausible, it places the definition
of the electron current on the level of the Landauer-Büttiker formula and thus farther
away from the fundamental principles of quantum mechanics. It would be of interest to
find a more fundamental definition of the flux that is well-defined for such initial states
and to prove a Landauer-Büttiker formula for this case. One possible approach for this
is to approximate the photon Hamiltonian by a pure point Hamiltonian.
The extension of the Pauli-Fierz QD-LED to several or even arbitrarily many photons
is certainly very relevant for many-level systems. Unfortunately, this is very difficult
since one loses the trace class property of the electron-photon interaction. This makes
the existence of the wave operators already an open question and even more so the
definition of the flux and a Landauer-Büttiker formula.
A wide area of research is the numerical evaluation of the Landauer-Büttiker formulae
for the electric current and the photon production rate. One can use the Weyl func-
tion formula of the scattering matrix, cf. Theorem 4.1.14, to numerically calculate the
matrix elements of the transition matrix. This is essentially all that is needed to make
numerical studies of the physical properties of the QD-LED and the influence of the dif-
ferent parameters on the fluxes. But the representation of the transition matrix is also
useful to analytically investigate the behavior and properties of the QD-LED models. A
second, different approach for the calculation of the scattering matrix is the Feshbach
decomposition, which uses the decomposition of the unperturbed Hamiltonian H0 into
a block matrix, cf. Behrndt et al. [10].
All of the electron-photon interaction models that we use in this thesis are based on
single-photon effects. It would be interesting to formulate models that include multi-
photon effects like they might appear in quantum dot solar cells. If one wants to go
beyond our modeling approach of every electron having its own photon field, one faces
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very strong difficulties since it becomes much harder to avoid working in the second quan-
tization. Nevertheless, this would be interesting since it would open up the possibility
to include the Coulomb interaction and to analyze the effect of the photon-mediated
electron-electron interaction.
In summary one can say that the calculation of current and light production in a QD-
LED including all physical effects is an immensely difficult task and our results provide
a significant step into this direction.
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Appendix
For the convenience of the reader, we recollect some essentials of second quantization
in this Appendix A.1. Furthermore, we give a short introduction into mathematical
scattering theory and operator spectral integrals in Appendix A.2.
A.1 Second quantization
Second quantization uses the Hilbert space of a single particle to construct a new Hilbert
space, the so-called Fock space, that is very well suited to quantum mechanical systems
with an unknown or varying amount of particles. This includes a formalism to raise the
single-particle Hamiltonian to the Fock space. The creation and annihilation operators
on this Fock space provide us with a very convenient tool to formulate interactions
between the particles. Since not every physical state that has infinitely many particles
can be expressed in terms of the Fock space without difficulties, we also make use of the
C∗-algebraic formulation of quantum mechanics.
The central reference for this part A.1 of the appendix is [15], a widely accepted
standard book, in particular Sections 5.1 and 5.2. Most of the material presented here
can be found in this work, although in a slightly different presentation, in particular
with a stronger emphasis on the algebraic approach.
A.1.1 The Fock space
The usual L2-space is not very useful for the description of a quantum system with
varying particle numbers. To overcome this problem we start with a single particle
Hilbert space and use it to construct a many-particle space, the Fock space.
Let h be a Hilbert space. Then for n ∈ N we can define the Hilbert space F(h) as the




h⊗n, h0 = CΩ.
This space is called the full Fock space of h. If we think of h as the Hilbert space in which
the states of a quantum mechanical particle live, the subspaces h⊗n contain the states
that describe n such particles. In particular, h0 is the zero-particle space spanned by the
vacuum Ω. In this sense the states in F(h) describe any number of identical particles.
However, the space is too large since we know that quantum mechanical particles sat-
isfy symmetry relations. Particles with identical properties can not be distinguished in
quantum mechanics. This means that a ’permutation’ of the particles, i.e. a permutation
of the arguments of the wave function, does not change the properties of the system, i.e.
the expectation values. For g1 ⊗ . . . ⊗ gn ∈ hn and gτ(1) ⊗ . . . ⊗ gτ(n) to give identical
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expectation values for all observables, they have to satisfy
g1 ⊗ . . .⊗ gn = ±gτ(1) ⊗ . . .⊗ gτ(n)
for any permutation τ ∈ Sn, where Sn denotes the set of all permutations of n elements.
The symmetry property, symmetric or anti-symmetric, is a property of the particle
type. Particles like photons and gluons are symmetric with respect to their exchange
and are called bosons. In contrast, electrons and quarks are anti-symmetric and called
fermions. Hence, we define the Bose-Fock space F+(h) (also ’bosonic Fock space’) and





h⊗±n, h⊗±n = P(n)± h⊗n, (A.1.1)
with P(n)± being defined through linear and continuous extension of P
(0)
± Ω = Ω,
P
(n)














sgn(τ)gτ(1) ⊗ . . .⊗ gτ(n)


















of vectors with finite number of particles. Let us provide two interesting examples for a
fermionic and bosonic Fock space.
Example A.1.1. Consider the simplest possible single-particle Hilbert space, a space
spanned by the single vector f . Note that P±Cf = Cf . Obviously, P(n)− f ⊗ . . .⊗ f = 0
for n > 1. Thus, F−(C) = C2 ∼= CΩ ⊕ Cf . For the bosonic case note that C⊗n ∼= C,
whence F+(C) = `2(N0).
Example A.1.2. Now we choose L2(R) as the usual single-particle Hilbert space for a
one-dimensional particle. Let f1, . . . , fn ∈ L2(R). Then we can identify
f1(x1)⊗ . . .⊗ fn(xn) = ψ(x1, . . . , xn), ψ ∈ L2(Rn).
In this sense P(n)± f1 ⊗ . . . ⊗ fn is a function that is symmetric (+) respectively anti-
symmetric (−) in its variables x1, . . . , xn. The spaces F±(L2(R)) are then the Hilbert




We have created the Fock spaces F±(h) from the single-particle space h. If all particles
are independent, it should also be possible to obtain the observables of the many-particle
system from the single-particle observables. Indeed, this is accomplished by the functor




Ih ⊗ . . .⊗ Ih ⊗A
↑
j-th position
⊗ Ih ⊗ . . .⊗ Ih, dΓ(0)(A) = ICΩ, (A.1.2)






Lemma A.1.3. Let A be a densely defined self-adjoint operator on the Hilbert space
h. Then dΓ(A) defined by (A.1.3) leaves F±(A) invariant and is a densely defined self-
adjoint operator on those spaces.




U ⊗ . . .⊗ U︸ ︷︷ ︸
n times
.
Lemma A.1.4. For any two self-adjoint operators A,B on h, we have
(i) Γ(eitA) = eitdΓ(A),
(ii) Γ(AB) = Γ(A)Γ(B),
(iii) dΓ([A,B]) = [dΓ(A), dΓ(B)].
The operator dΓ(A) is often referred to as the second quantization of A. One special
example is the second quantization of the identity. It is easy to check that









satisfies N± = dΓ(IF±(h)). It is called the number operator since its eigenspaces are the
n-particle subspaces h⊗±n, n ∈ N0, and the eigenvalues are n, the number of particles.
A.1.2 The creation and annihilation operators
Obtaining the observables for the many-particle system from the single-particle observ-
ables is only possible if the individual particles are independent. To describe inter-
acting particles, we need operators that do not factorize with respect to the tensor
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product structure of the Fock space. A very convenient way to describe such opera-




±)→ F±(h) by linear and continuous continuation of







〈f, gj〉P±(g2 ⊗ . . .⊗ gj−1 ⊗ gj+1 ⊗ . . .⊗ gn)
)
(A.1.4)
and a±(f)Ω = 0 for g1, . . . , gn ∈ h. Its adjoint is denoted by a∗±(f) and has the domain
dom(a∗±(f)) = dom(a±(f)). It acts as
a±(f)P±(g1 ⊗ g2 ⊗ . . .⊗ gn) =
√
n+ 1P±(f ⊗ g1 ⊗ g2 ⊗ . . .⊗ gn), a±(f)Ω = f.
Note that if we interpret f1⊗. . .⊗fn as the state with n particles in the states f1, . . . , fn,
then f ⊗ f1 ⊗ . . . ⊗ fn describes n + 1 particles in the states f, f1, . . . , fn. Hence, the
operator a∗±(f) creates a particle in the state f and is thus called creation operator.
Its adjoint a±(f) annihilates a particle and is called annihilation operator. We call the
operators a−(f) and a∗−(f) the fermionic annihilation and creation operators. Cor-
respondingly, a+(f) and a∗+(f) are called bosonic annihilation and creation operators.






± (h) ⊂ F
fin
± for any f ∈ h. The creation
and annihilation operators are particularly interesting because they are directly related
to the second quantization of rank-one operators.
Lemma A.1.5. Let f, g ∈ h. Then
dΓ(〈g, ·〉f) = a∗±(f)a±(g).





for any compact operator A =
∑∞
j=1〈gj , ·〉fj on h.
The canonical anti-commutation relations
In this section we give some details on the fermionic creation and annihilation oper-
ators. As we will see, they are easier to handle than their bosonic counterparts. To
simplify notation we denote the fermionic annihilation operator by b(f) = a−(f) and
the fermionic creation operator by b∗(f) = a∗−(f), f ∈ h. Let [A,B]− = AB + BA
denote the anti-commutator. The following lemma states a very fundamental property
of the fermionic annihilation and creation operators.
Lemma A.1.6. The fermionic annihilation and creation operators satisfy the canonical
anti-commutation relations (CAR)
[b(f), b∗(g)]− = 〈f, g〉, [b(f), b(g)]− = [b∗(f), b∗(g)]− = 0, f, g ∈ h. (A.1.5)
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An immediate consequence of these relations is that b#(f)b#(f) = −b#(f)b#(f),
where here and in the following b# denotes either b or b∗. We obtain
b∗(f)b∗(f) = b(f)b(f) = 0. (A.1.6)
This reflects the Pauli principle, which states that no two fermions may occupy the
same state. Of course, this is caused by the anti-symmetrization projection P−. Let
σ({1, . . . , j, . . . , k, . . . , n}) = {1, . . . , k, . . . , j . . . , n} for some j, k ∈ {1, . . . , n}. Then
P−
(













fσ(τ(1)) ⊗ . . .⊗ fσ(τ(j)) ⊗ . . .⊗ fσ(τ(k)) ⊗ . . .⊗ fσ(τ(n))
This sum is obviously zero if fj = fk. The CAR have a very important consequence.
Corollary A.1.7. The fermionic annihilation and creation operators can be extended
to bounded operators on F−(h) with
‖b(f)‖ = ‖b∗(f)‖ = ‖f‖, f ∈ h.






on the dense subspace Ffin− (h). Choose a ψ ∈ F
fin
− (h) such that b∗(f)b(f)ψ 6= 0. Then
‖b∗(f)b(f)ψ‖2〈ψ, (b∗(f)b(f))2ψ〉 = 〈ψ, ‖f‖b∗(f)b(f)ψ〉 ≤ ‖f‖2‖ψ‖‖b∗(f)b(f)ψ‖,
whence ‖b∗(f)b(f)ψ‖ ≤ ‖f‖2‖ψ‖. Thus, ‖b∗(f)b(f)‖ is a bounded positive operator and
it follows that ‖b(f)‖ = ‖b∗(f)‖ = ‖f‖.
Let us give two examples of fermionic creation and annihilation operators on the
fermionic Fock spaces of C and L2(R), see Examples A.1.1 and A.1.2.
Example A.1.8. Let the single-particle Hilbert space be h = Cf with ‖f‖ = 1 as in
Example A.1.1. Then F−(h) = CΩ ⊕ Cf and since h is one-dimensional, there is only
one creation and one annihilation operator. Namely,

























Example A.1.9. Let h = L2(R) as in Example A.1.2. For f ∈ h and ψ ∈ h⊗−n, n ∈ N,
we have





f(xj)ψ(x1, . . . , xj−1, xj+1, . . . , xn+1)
and





dx f(x)ψ(x, x1, . . . , xn−1).
Note that the function ψ remains anti-symmetric after integrating out a variable, whence
we do not have to anti-symmetrize again.
The canonical commutation relations
Let us now turn to the bosonic annihilation and creation operators. Again, we simplify
notation by abbreviating a(f) = a+(f) and a∗(f) = a∗+(f). These operators also satisfy
certain commutation relations.
Lemma A.1.10. The bosonic annihilation and creation operators satisfy the canonical
commutation relations (CCR)
[a(f), a∗(g)] = 〈f, g〉, [a(f), a(g)] = [a∗(f), a∗(g)] = 0, f, g ∈ h.
It is important to note that a(f) and a∗(f) are unbounded operators. To give examples
of bosonic annihilation and creation operators, let us consider once more the Fock spaces
of Examples A.1.1 and A.1.2.
Example A.1.11. Let h = Cf with ‖f‖ = 1 as in Example A.1.1. Since h is one-
dimensional, we have only one annihilation operator a = a(f) and one creation operator
a∗ = a∗(f) on F+(h) = `2(N0). Let {Υn}n∈N0 be an orthonormal basis of `2(N0) with
h⊗+n = CΥn. Then
aΥn+1 =
√
n+ 1Υn, a∗Υn =
√
n+ 1Υn+1, n ∈ N0.
The annihilation and creation operators on F+(L2(R)) are the same as in Example A.1.9
with P− replaced by P+
Generalized annihilation and creation operators
If we consider a quantum system that does not contain only a single particle species,
we can no longer work only on the Fock space. Let a fixed number of particles be
described with the Hilbert space h1, and let an infinite amount of other particles be
given by the Fock space F±(h2) with single-particle Hilbert space h2. Then the whole
system can be described with the Hilbert space h1⊗F±(h2). Of course, in this situation
we still have the annihilation and creation operators Ih1 ⊗ a#(f), f ∈ h2. However, if
the annihilation and creation should depend on the other particle type, the operators
can no longer respect the factorization of the tensor product structure. It is possible
to generalize the notion of creation and annihilation operators on the Fock space to
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spaces of the form h1 ⊗ F±(h2). To this end we introduce a form factor, which is an
operator G ∈ B(h1, h1 ⊗ h2). It assumes the role of the states ψ ∈ F±(h2) for which we
can construct the usual annihilation and creation operators a(ψ) and a∗(ψ). For a form
factor G we define the annihilation operator (a(G))(n) on h1⊗ (h2)⊗±n, n ∈ N, by linear
and continuous continuation of
a
(n)
± (G)g ⊗ (P
(n)








⊗ (P(n−1)± ψ1 ⊗ . . .⊗ ψj−1 ⊗ ψj+1 ⊗ . . .⊗ ψn)
for g ∈ h1 and ψ1⊗. . .⊗ψn ∈ (h2)⊗±n. It is easy to see that this operator is bounded with
norm ‖a(n)± (G)‖ =
√





a(n)(G), a(0)(G) = 0, dom(a(G)) =
{






The adjoint operator is denoted by a∗(G) and acts as





n+ 1(Gg)⊗ (ψ1 ⊗ ψ1 ⊗ . . .⊗ ψn) ∈ h1 ⊗ (h2)⊗±(n+1)
for n ∈ N, g ∈ h1, and ψ1 ⊗ . . .⊗ ψn ∈ (h2)⊗±n.
A.1.3 States as functionals on C*-algebras
It is well known that quantum mechanics can be formulated in an abstract framework us-
ing C∗-algebras. The objects in this language are the C∗-algebra of observables A and a
normalized positive linear functional $ on A called the state. In the literature the states
are usually denoted by ω, but we want to reserve this symbol for the dispersion relation
of the photons in Chapters 2, 3, and 5. The relation to the traditional description of ob-
servables as operators on Hilbert spaces is obtained through the Gelfand-Naimark-Segal
construction, which establishes a one-to-one correspondence up to unitary equivalence
between cyclic representations and normalized positive linear functionals on A. More
precisely, for every state $ : A → C there exists a GNS triplet (π$,H$,Ω$) consist-
ing of a cyclic representation π$ on a Hilbert space H$ with cyclic vector Ω$ such that
$(A) = 〈Ω$, AΩ$〉 for all A ∈ A. With this construction one can realize any C∗-algebra
as a subalgebra of B(H) for some Hilbert space H. Observables in quantum mechanics
may in general be unbounded self-adjoint operators A. This can be incorporated into
the C∗-algebra framework by working with the unitary group eitA.
Let us now consider the so-called CAR algebra A−(h) for some Hilbert space h. It
is the C∗-algebra generated by the elements {b(f) | f ∈ h} that are anti-linear in f and
satisfy the canonical anti-commutation relations (A.1.5). Since a state $ is continuous
by definition and we have the CAR, it suffices to know the values of $ on the ordered
monomials of the form b∗(g1) · · · b∗(gm)b(f1) · · · b(fn), gj , fk,∈ h, 1 ≤ j ≤ m, 1 ≤ k ≤ n,
m,n ∈ N, to know it by linearity and continuity on the whole algebra. It is physically
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reasonable to demand that a state $ be gauge-invariant, i.e. invariant with respect to
the unitary transformation Uθ on A−(h) given by Uθb(f) = b(eiθf). This simply means
that expectation values do not change under a constant phase shift. Using the linearity
of b∗ and the anti-linearity of b, this immediately implies that
$(b∗(g1) · · · b∗(gm)b(f1) · · · b(fn)) = ei(m−n)θ$(b∗(g1) · · · b∗(gm)b(f1) · · · b(fn)),
which gives
$(b∗(g1) · · · b∗(gm)b(f1) · · · b(fn)) = 0 if n 6= m.
An important subclass of gauge-invariant states are the quasi-free states. Physically
speaking, these are states in which the individual particles do not interact with each
other. This is reflected by the fact that $ is fully determined by the so-called two-
point functionals $(a∗(f)a(g)) for bosons and $(b∗(f)b(g)) for fermions. To see this
consider the expectation value $(b∗(f1)b∗(f2)b(g1)b(g2)). It is the expectation value of
the simultaneous transition of one fermion from g1 to f1 and another identical fermion
from g2 to f2. Since the particles are indistinguishable, this is the same as the transitions
g1  f2 and g2  f1, except for a minus sign from the fermionic character of the
particles. Hence, one expects for non-interacting particles that
$(b∗(f1)b∗(f2)b(g1)b(g2))
= $(b∗(f1)b(g1))$(b∗(f2)b(g2))−$(b∗(f1)b(g2))$(b∗(f2)b(g1)).
The extension of this concept to n ∈ N particles results in the following definition.
Definition A.1.12. We call a state on the CAR algebra quasi-free if it is gauge-
invariant and





for all fj , gj ∈ h, 1 ≤ j ≤ n, n ∈ N.
Note that $(b∗(f)b(g)) defines a bounded sesquilinear form. By the anti-commutation
relations, we have
0 ≤ $(b(g)b∗(g)) = −$(b∗(g)b(g)) + ‖g‖2,
whence $(b∗(f)b(f)) ≤ ‖f‖ is bounded and there exists an operator ρ ∈ B(h) with
0 ≤ ρ ≤ 1 such that
$(b∗(f)b(g)) = 〈g, ρf〉h. (A.1.8)
We call ρ a single-particle density operator. The fact that a quasi-free state is fully
determined by this density operator corresponds to the physical idea that if the particles
do not interact with each other, the state of the many-particle system is a superposition
of independent single-particle states. The condition 0 ≤ ρ ≤ 1 is sufficient in the sense
that any operator ρ on h satisfying this relation can be used to define a quasi-free
state through (A.1.7) and (A.1.8). Note the following Lemma that states that a quasi-




Lemma A.1.13. Let h be a Hamiltonian on the Hilbert space h and $ a quasi-free
state with density operator ρ. Let the time evolution be given by tt : A−(h) → A−(h),
tt(A) = eitdΓ(h)Ae−itdΓ(h) for t ∈ R. Then $t = $ ◦ tt is quasi-free with density operator
ρ(t) = e−ithρeith for every t ∈ R.
Also, from $(b∗(f)b(g)) = 〈g, ρf〉 and Lemma A.1.5, we obtain that for a trace class
operator A =
∑∞







〈fj , λjρfj〉 = Tr(Aρ). (A.1.9)
A definition similar to (A.1.7) holds for the bosonic case except that the alternat-
ing signs of the determinant are all replaced by plus signs. The sesquilinear form
$(a∗(f)a(g)) is in general unbounded, whence the bosonic density operator does not
have to be bounded either. The only condition is that it has to be positive. The equiv-
alent of Lemma A.1.13 holds accordingly.
An example of a gauge-invariant quasi-free sate is the Gibbs grand canonical equilib-
rium state for a system of particles at inverse temperature β and chemical potential µ










. Recall Example A.1.8 for bosons, i.e. F+(C) = `2(N0).
If H = ω a∗a and A =
∑
n∈N0 αn〈Υn, ·〉Υn with canonical basis {Υn}n∈N0 of `
2(N0),
then ζ0 = (1− e−βω)−1 and





For a general system of independent fermions, one can use the CAR to derive the relation
$β,µ(a∗(f)a(g)) = 〈g, fFD,β(λ− µ)f〉h, (A.1.11)
where fFD,β(λ) = (1 + eβλ)−1 is the Fermi-Dirac distribution function.
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A.2 Mathematical scattering theory
In this section we give a short introduction into mathematical scattering theory. An in-
depth treatment of mathematical scattering theory can be found in the books by Reed
and Simon [69], Baumgärtel and Wollenberg [9], and Yafaev [80].
The basic idea of scattering theory is to obtain information on some Hamiltonian H
through some simpler Hamiltonian H0. Usually, H describes a fully interacting quantum
system, whence it is called the coupled (or interacting) Hamiltonian. In contrast, H0 is
called the decoupled (or free) Hamiltonian. It is similar to H except for all or some of
the interaction of the system. To get an idea of the concept, take H0 as the Hamiltonian
of a free electron. Let H describe the same electron subject to a compactly supported
potential such that there are no bound states. One expects both electrons to behave
similarly for large times t→ ±∞ since with time they move far away from the interaction




‖e−itHg − e−itH0g0‖ = lim
t→±∞
‖g − eitHe−itH0g0‖ = 0.
This is why the strong limit of eitHe−itH0 is of interest and is called the wave operator
W±(H,H0) (see Section A.2.1). The name wave operators derives from the fact that
the generalized eigenfunctions of H0 for free electrons are plain waves that W±(H,H0)
maps to generalized eigenfunctions of H.
Now assume that an electron from far away moves towards the interaction region,
passes the region, and then travels far away from the potential. If we know the initial
state g0 of the electron, can we identify the final free state f0 of the electron that leaves
the interaction region? The unitarity of the time-evolution of the system implies that
this is the same as asking which state f0 produces the same asymptotically free state
for t→ +∞ as the initial state g0 for t→ −∞. In other words, we search for an f0 ∈ H
for which
W+(H,H0)f0 = W−(H,H0)g0, i.e. =⇒ f0 = W ∗+(H,H0)W−(H,H0)g0.
This is the motivation to study the operator W ∗+(H,H0)W−(H,H0), which is called the
scattering operator and which contains the information on the transition probabilities
that we need for the Landauer-Büttiker formula.
A.2.1 The wave operators and the scattering matrix
After the physical motivation, let us give the rigorous mathematical definition of the
wave operators. Note that some vector v ∈ H is the absolute Abelian limit of v(t) ∈ H,
t ∈ R, written v = |A|-limt→∞ v(t), if and only if s-limt→∞
∫∞
0 dt εe−εt‖v(t)− v‖2 exists.
Definition A.2.1. Let H0, H be two densely defined self-adjoint operators on two Hilbert
spaces H0 and H with domains dom(H0) and dom(H). The triplet {H0, H,J } is called a
scattering system, where J : H0 → H is the identification operator. The wave operators
W±(H,H0,J ) for the scattering system {H0, H,J } are defined as the strong limits
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if the respective limits exist. If the limits are taken as an absolute Abelian limit, which
is weaker than the strong limit, we call W±(H,H0,J ) the Abel wave operators.
If H0 = H and J = IH, then we abbreviate {H0, H} for the scattering system and
W±(H,H0) for the wave operators.
One can easily show that the strong limit of eitHJ e−itH0P ppH0 exists if and only if
H = H0. Also, the singular continuous spectrum is usually considered to be unphysical.
Hence, the choice of P acH0 in the definition is very natural.
Proposition XI.3.1 of Reed and Simon [69], which we cite below, collects some very
interesting and important properties of the wave operators.
Proposition A.2.2. Let {H0, H,J } be a scattering system such that W±(H,H0,J )
exits. The wave operators
(i) are intertwining, i.e.
W ± (H,H0,J )dom(H0) ⊂ dom(H), W±(H,H0,J )H0 = HW±(H,H0,J ),
(ii) are partial isometries with initial space HacH0,
(iii) satisfy ran(W±(H,H0,J )) ⊂ HacH .
This immediately raises the question ifW±(H,H0,J ) are even unitary. In the general
case this is not true. It is related to the following definition of completeness.
Definition A.2.3. Let {H0, H,J } be a scattering system such that the wave operators
exist. W±(H,H0,J ) are called complete if ran(W±(H,H0,J )) = HacH .
Completeness states that every scattering state in HacH is asymptotically free, i.e. the
behavior of all non-bound states is essentially described by eitH0 for large times (assum-
ing there is no singular continuous spectrum). It is immediately obvious that if wave
operators are complete, then they are surjective isometries, i.e. unitary transformations,
as mappings W±(H,H0,J ) : HacH0 → H
ac
H . In particular, this implies that the absolutely
continuous parts of H0 and H are unitarily equivalent and this equivalence is provided
by the wave operators.
Definition A.2.4. Let H be a densely defined self-adjoint operator on the separable
Hilbert space H. A spectral representation of H is a unitary transformation





(λ) = λ(Φf)(λ) for every f ∈ H and m-a.e. λ ∈ R.
Lemma A.2.5. Let H be a densely defined self-adjoint operator on the separable Hilbert
space H, and let Φ be a spectral representation of H on L2(R, dm(λ),Hλ). For every
operator Q ∈ B(H) that commutes with H, there is a measurable family of operators
{Q(λ)}λ∈R, where Q(λ) acts on Hλ, such that (ΦQf)(λ) = Q(λ)(Φf)(λ) for every f ∈ H
and m-a.e. λ ∈ R.
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Let ΦH0 : H → L2(R,dλ,Hλ) be a spectral representation of Hac0 , the absolutely
continuous part of H0. Using the wave operators, we can define the scattering operator,
the transition operator and the corresponding matrices.
Definition A.2.6. Let {H,H0,J } be a scattering system such that the wave operators
W±(H,H0,J ) exist. The scattering operator is defined by
S = W ∗+(H,H0,J )W−(H,H0,J ).
The transition operator T is given by S = 1 − 2πi T . Since [S,H0] = 0, we have a
measurable family {S(λ)}λ∈R such that
(ΦH0Sf)(λ) = S(λ)f̂(λ), λ ∈ R, f ∈ H, f̂ = ΦH0f.
We call S(λ) the scattering matrix of {H0, H,J } with respect to ΦH0. In the same
manner we can define the transition matrix T (λ).
We already motivated this definition above. The scattering operator maps a state
before the interaction takes place, e.g. an electron far away from the interaction region,
to the state that results after the interaction has taken place, e.g. the electron has
crossed the interaction region and moved far away from it. If the wave operators are
complete, the scattering operator is a unitary operator on HacH0 . As a consequence the
scattering matrix S(λ) is also unitary and we have the following lemma, the so called
optical theorem.
Lemma A.2.7. Let {H0, H,J } be a scattering system such that the scattering matrix
is unitary. Then the transition matrix T (λ) satisfies(
T ∗(λ)− T (λ)
)
= 2πi T ∗(λ)T (λ)
for any λ ∈ R.
Proof. Using S∗(λ)S(λ) = IH(λ), we obtain
T ∗(λ)T (λ) = −(2πi)−2(IH(λ) − S∗(λ))(IH(λ) − S(λ))
= −(2πi)−2(IH(λ) − S∗(λ))− (2πi)−2(IH(λ)− S(λ))
= 2πi
(
T ∗(λ)− T (λ)
)
.
Note that the intertwining property of the wave operator allows us to define a wave
matrix W±(λ). If ΦH is a spectral representation of H, we have
(ΦHW±(H,H0,J )Φ∗H0 f̂)(λ) = W±(λ)f̌ , λ ∈ R, f ∈ H, f̌ = ΦHf.
A.2.2 Existence and completeness of wave operators
The central questions when dealing with wave operators are those of existence and
completeness. The following fundamental result has first been proven independently by
Kato [54] and Rosenblum [71].
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Theorem A.2.8. Let {H0, H,J } be a scattering system with J dom(H0) ⊂ dom(H)
and V = HJ − JH0 ∈ L1(H). Then the wave operators W±(H,H0,J ) exist and are
complete.
Later on, the result has been extended to the case where only the resolvent difference
is trace class by Kuroda [59, 60] and Birman [13].
Theorem A.2.9. Let {H0, H,J } be a scattering system such that
(H − i)−1J − J (H0 − i)−1 ∈ L1(H).
Then the wave operators W±(H,H0,J ) exist and are complete.
This result covers a lot of physically interesting situations. For example, the case of
the Laplacian perturbed by a compactly supported potential falls into this setting. In
higher space dimensions the following generalization of Theorem A.2.9 is often useful
(see e.g. [80, Thm. 6.5.1]).
Theorem A.2.10. Let {H0, H,J } be a scattering system such that
(H − z)−NJ − J (H0 − z)−N ∈ L1(H)




and N ∈ N. Then the wave operators W±(H,H0,J )
exist and are complete.
The wave operators are transitive in a certain sense. This is the content of the following
proposition, which is also called the chain rule for wave operators (see [69, Prop. XI.3.2]).
Proposition A.2.11. Let {H0, H1,J1} and {H1, H,J2} be two scattering systems such
that W±(H1, H0,J1) and W±(H,H1,J2) exist. Then W±(H,H0,J2J1) exists and
W±(H,H0,J2J1) = W±(H,H1,J2)W±(H1, H0,J1).
An interesting and important result is the invariance principle, which states that
under certain conditions the wave operators for {H0, H,J } and {ϕ(H0), ϕ(H),J } are
the same. It is due to Wollenberg [79].
Theorem A.2.12. Let ϕ : σ(H0) ∩ σ(H) → R be piecewise continuously differentiable
such that it is a.e. finite with respect to EH0 and EH , with ϕ′ > 0 being locally of bounded
variation. Let further {H0, H,J } be a scattering system such that the wave operators
W±(H,H0,J ) and W±(ϕ(H), ϕ(H0),J ) exist. Then
W±(ϕ(H), ϕ(H0),J ) = W±(H,H0,J ).
An important example is the case of operatorsH0 andH that are bounded from below.
In this case ϕ(x) = −(x + θ)−N for θ > 0 sufficiently large satisfies the requirements
of Theorem A.2.12. Now we assume that (H + θ)−N − (H0 + θ)−N ∈ L1(H). Then
W±(H,H0,J ) and W±(ϕ(H), ϕ(H0),J ) exist and are complete by Theorem A.2.10,
whence
W±((H + θ)−1, (H0 + θ)−1,J ) = W±(H,H0,J ).
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This can be used to prove results for a scattering system {K0,K,J } withK−K0 ∈ L1(H)
that are then also valid for {H0, H} with (H + θ)−NJ −J (H0 + θ)−N ∈ L1(H). We use
this concept in our proofs for the Landauer-Büttiker formulae in Chapters 3 and 5. If
we can not guarantee the existence of W±(ϕ(H), ϕ(H0)) a-priori, Theorem A.2.12 holds
only for the Abel wave operators.
Theorem A.2.13. Let ϕ be as in Theorem A.2.12. Furthermore, let {H0, H,J } be
a scattering system such that W±(H,H0,J ) exists as an absolute Abelian limit. Then
W±(ϕ(H), ϕ(H0),J ) also exists as an absolute Abelian limit and
W±(ϕ(H), ϕ(H0),J ) = W±(H,H0,J ).
A.2.3 Stationary scattering theory and operator spectral integrals
The wave operators as they are defined in Definition A.2.1 are usually called the time-
dependent wave operators since eitH is the solution operator for the Schroedinger equa-
tion, t being the time. It is not the only possibility to define the wave operators
W±(H,H0). A second approach is the so called stationary scattering theory. The idea
is to express the wave operators in terms of stationary objects like the resolvent and the
spectral measure instead of the unitary group. This is motivated by the fact that in
applications it is usually easier to obtain information on (H − i)−1 than on eitH . The
presentation of the stationary theory in this section is based on the book by Baumgär-
tel and Wollenberg [9], especially Chapters III.9 and III.13. The starting point is the




dt ε e−εteitHJ e−itH0 , ε > 0. (A.2.12)
We do not concern ourselves with the general theory of the existence of the limit
limε→+0W±(ε). We only mention that if one has no prior information on the exis-
tence of the wave operator, one usually considers the case of weak limits since the case
of strong limits is considerably harder to handle. For us the following fact that can be
found in [9, Prop. III.9.6] is sufficient.
Lemma A.2.14. If the wave operators W±(H,H0) exist, then
W±(H,H0,J ) = s-lim
ε→+0
W±(ε).
The formula (A.2.12) replaces the limit t → ±∞ in time with a stationary limit.
However, it still contains the unitary group, whence it is not particularly useful to
calculate the scattering matrix. The next lemma, taken from [9, Prop. III.13.1], shows
that a fully stationary formulation is indeed possible.






dλ〈g, (H − λ± iε)−1J (H0 − λ∓ iε)−1f〉
for f, g ∈ H.
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Operator spectral integrals
If one works with strong limits, the weak formulation of Lemma A.2.15 is not the best
choice. Using the spectral measure, we can give a more suitable representation. To this
end, we have to introduce operator spectral integrals as they can be found in [9, Ch. 5].
Let EH be the spectral measure of the self-adjoint operator H on H. For r > 0 let J rε
be a partition of [−r, r) into intervals [rj , rj+1) with |J rε | = maxΞ∈J rε (rj+1−rj) = ε. Let
A : R→ L(H) be an operator-valued function and let λΞ ∈ Ξ for Ξ ∈ J rε . The operator











if the norm-limit n-limε→+0 exists independently of the partitions J rε . Similarly, we can












Note that if A is a scalar function, the operator spectral integrals coincide and are equal




















Another useful relation between the usual spectral integral and the operator spectral
integral is provided by [9, Prop. I.5.2]. We cite it as a lemma for convenience.
Lemma A.2.16. If
∫









where the left-hand side exists. Similarly, if
∫









The following technical lemma is usefull in Chapter 5.
Lemma A.2.17. Let E : B(R)→ L(H) be a spectral measure. Let Z : R→ L1(H) such
that Z ′(λ) exists in the trace norm for a.e. λ ∈ R and ‖Z ′‖1 is integrable. Then∫
R
Z(λ)dE(λ) ∈ L1(H).
Proof. The proof is identical to that of [9, Lemma I.5.4] with the operator norm replaced
by the trace norm.
We can use the operator spectral integrals to give a representation of the wave opera-
tors as strong limits of fully stationary terms. This is provided by [9, Prop. III.13.1+2].
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Lemma A.2.18. Let {H0, H,J } be a scattering system. The stationary pre-wave op-




dEH(λ) iεJ (H0 − λ∓ iε)−1P acH0 = ±
∫
R
iε(H − λ± iε)−1J dEacH0(λ).
















We close this appendix with a series of technical lemmas that we use in the course of
this thesis.
Lemma A.2.19 (Cor. V.18.3, Baumgärtel and Wollenberg [9]). Let {H0, H} be a scat-
tering system with spectral measure E0(·) and E(·) such that H = H0 + V and the wave
operators exist and are complete. Furthermore, let g : R → H be such that g and the
derivative g′ are strongly continuous,
∫




















Lemma A.2.20 (Prop. I.1.1+3, Baumgärtel and Wollenberg [9]). Let H be a Hilbert









dη (λ− η)−1ϕ(η)∓ iπϕ(λ).





Lemma A.2.21 (Prop. I.3.12-14, Baumgärtel and Wollenberg [9]). Let C1, C2 ∈ L2(H).
Let E(·) be the spectral measure of some self-adjoint H ∈ L(H). Then C1E(·)C2 is an





for Y (λ) = ddλC1E(λ)C2 and some nonnegative Borel measure m(·). Furthermore,
C1(H − λ± i0)−1C2 = lim
ε→+0
C1(H − λ± iε)−1C2
exists in the Hilbert-Schmidt norm.
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A.2 Mathematical scattering theory
Lemma A.2.22 (Egorov [38]). Let (O,Σ,m) be a measure space and let {fn}n∈N be
a sequence of measurable functions on O converging for m-a.e. x ∈ O. Then for every
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