Abstract-Recently, network error correction coding (NEC) has been studied extensively. Several bounds in classical coding theory have been extended to NEC, especially the Singleton bound. In this paper, following the research line using the extended global encoding kernels proposed by Zhang in 2008, the refined Singleton bound of NEC can be proved more explicitly. Moreover, we give a constructive proof of the attainability of this bound and indicate that the required field size for the existence of network maximum distance separable (MDS) codes can become smaller further. By this proof, an algorithm is proposed to construct general linear network error correction codes including the linear network error correction MDS codes. Finally, we study the error correction capability of random linear NEC. Motivated partly by the performance analysis of random linear network coding, we evaluate the different failure probabilities defined in this paper in order to analyze the performance of random linear NEC. Several upper bounds on these probabilities are obtained and they show that these probabilities will approach to zero as the size of the base field goes to infinity. Using these upper bounds, we slightly improve on the probability mass function of the minimum distance of random linear network error correction codes in a paper by Balli and colleagues, as well as the upper bound on the field size required for the existence of linear network error correction codes with degradation at most .
I. INTRODUCTION
N ETWORK coding was first introduced by Yeung and Zhang [1] and then was profoundly developed by Ahlswede et al. [2] . In the latter paper [2] , the authors showed that by network coding in network communication, the source node can multicast the information to all sink nodes at the X. Guang was with the Chern Institute of Mathematics, Nankai University, Tianjin 300071, China. He is now with the School of Mathematical Science, Nankai University, Tianjin 300071, China (e-mail: xuanguang@mail.nankai. edu.cn).
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theoretically maximum rate as the alphabet size approaches infinity, where the theoretically maximum rate is the smallest minimum cut capacity between the source node and any sink node. Li et al. [3] indicated that linear network coding with finite alphabet size is sufficient for multicast. In [4] , Koetter and Médard presented an algebraic characterization for network coding. Although network coding can achieve the higher information rate than classical routing, Jaggi et al. [5] still proposed a deterministic polynomial-time algorithm for constructing a linear network code. Random linear network coding was originally introduced by Ho et al. [6] , and the authors analyzed the performance of random linear network coding by studying the failure probabilities of the codes. Balli et al. [7] improved on the upper bounds on these failure probabilities in many cases and then studied the asymptotic behavior of the failure probability as the field size goes to infinity. Following [7] , Guang and Fu [8] gave some tight or asymptotically tight bounds for two kinds of failure probabilities and also gave the specific network structures in the worst cases. Network coding has been extensively studied for several years under the assumption that channels of networks are error-free. Unfortunately, all kinds of errors may occur in network communication such as random errors, erasure errors (packet losses), errors in headers, and so on. In order to deal with such problems, network error correction coding (NEC) was studied recently. The original idea of NEC was proposed by Yeung and Cai in their conference paper [9] and developed in their recent journal papers [10] , [11] . In the latter two papers, the concept of network error correction codes was introduced as a generalization of the classical error-correcting codes. They also extended some important bounds from classical error-correcting codes to network error correction codes, such as the Singleton bound, the Hamming bound, and the Gilbert-Varshamov bound. Although the Singleton bound has been given in [10] , Zhang [12] and Yang et al. [13] , [14] presented the refined Singleton bound independently by using the different methods. In [14] and [15] , the authors developed a framework for characterizing error correction/detection capabilities of network error correction codes. They defined different minimum distances to measure error correction and error detection capabilities, respectively. It followed an interesting discovery that, for nonlinear network error correction codes, the number of the correctable errors can be more than half of the number of the detectable errors. In [12] , Zhang defined the minimum distance of linear network error correction codes and introduced the concept of extended global encoding kernels. Using this concept, Zhang proposed linear network error correction codes in packet networks. Besides coherent networks, this scheme is also suitable to noncoherent 0018-9448/$31.00 © 2012 IEEE networks by recording the extended global encoding kernels in the headers of the packets. Moreover, the extended global encoding kernels are used to form the decoding matrices at sink nodes. And in [16] , the decoding principles and decoding beyond the error correction capability were studied. The authors further presented several decoding algorithms and analyzed their performance. In addition, Balli et al. [7] studied the error correction capability of random linear network error correction codes. They gave the probability mass function of the minimum distance of random linear network error correction codes. For the existence of a network error correction code with degradation, the upper bound on the required field size was proposed. In [17] , Cai also considered random linear network coding for error correction.
In [18] , Koetter and Kschischang formulated a different framework for NEC when a noncoherent network model was under consideration where neither source node nor sink node was assumed to have knowledge of the channel transfer characteristic. In other words, the problem of error control in random linear network coding was considered. Motivated by the property that linear network coding is vector-space preserving, in their approach, the source message is represented by a subspace of a fixed vector space and a basis of the subspace is injected into the network. This type of network error correction codes are called subspace codes. A metric was proposed to account for the discrepancy between the transmitted and received spaces, and a coding theory based on this metric was developed. Silva et al. [19] developed this approach further and explored the close relationship between subspace codes and codes for the rank metric. For an overview of the development and some contributions in this research direction, refer to the survey papers [20] , [21] .
In this paper, we follow the research line using the extended global encoding kernels introduced by Zhang in [12] and [22] . We reprove the refined Singleton bound of the network error correction codes more explicitly by using the concept of the extended global encoding kernels. Similar to the Singleton bound in classical coding theory, the refined Singleton bound is also tight and those linear network error correction codes achieving this bound with equality are called linear network error correction maximum distance separable (MDS) codes, or network MDS codes for short. For network MDS codes, Zhang [12] gave an existence proof by an algebraic method. In this paper, we present a constructive proof of the attainability of the refined Singleton bound and indicate that the required field size for the existence of network MDS codes can become smaller (in some cases much smaller) than the known results. Specifically, in the proof, we construct a network MDS code when the base field size is no less than (defined in Section III) and indicate that this field size is smaller than the known result . In particular, we give an example of a combination network to show that our required field is much smaller than the known results in some cases. Moreover, by this proof, we design an algorithm for constructing general linear network error correction codes with required error correction capability, in particular, network MDS codes.
Yang et al. [13] and Matsumoto [23] also proposed the algorithms for constructing network MDS codes. The algorithm of Yang et al. designs the codebook and the local encoding kernels separately. On the contrary, Matsumoto's algorithm and our algorithm design them together. Besides that the required field size of our algorithm is smaller, our algorithm can be applied to both coherent and noncoherent cases by randomly picking the encoding coefficients. Compared with Matsumoto's algorithm, our algorithm needs less storage at each sink node. For the decoding, as mentioned in [23] , the decoding of Matsumoto's algorithm requires exhaustive search by each sink node for all possible information from the source and all possible errors, and our algorithm can make use of the better and faster decoding algorithms proposed by Zhang, Yan, and Balli in a series of papers [12] , [16] , and [22] such as the brute force decoding algorithm and the statistical decoding algorithm. For the case of decoding network error correction codes beyond the error correction capability in packet networks [16] , our algorithm has more advantages because of the use of extended global encoding kernels. Furthermore, we also analyze the time complexity of our algorithm by using two analysis methods and show that our algorithm has smaller time complexity than others. Motivated by the application of our approach to noncoherent networks by randomly picking the encoding coefficients (called random linear network error correction codes), we further study the performance analysis of random linear NEC. In order to characterize the performance, we define failure probabilities of constructing network MDS codes and general network error correction codes by using random method and then analyze these failure probabilities in detail. The upper bounds on these probabilities are obtained. By derived results, we slightly improve on the probability mass function of the minimum distance as well as the required field size. This paper is divided into six sections. In Section II, we introduce the basic notation and definitions in linear network coding and linear NEC, and give some propositions needed in this paper. In Section III, we reprove the refine Singleton bound by using the concept of the extended global encoding kernels and propose a constructive proof to show the attainability of the refined Singleton bound of NEC. Consequently, we also indicate that the required field size for the existence of network MDS codes can become smaller than the known results. Section IV is devoted to the algorithm for constructing general linear network error correction codes, including network MDS codes. In Section V, we analyze the performance of random linear network error correction codes. The last section summarizes the work done in this paper. Appendix B summarizes the notation used in this paper.
II. BASIC NOTATION AND DEFINITIONS
In this paper, we follow the notation and terminology in [12] . A communication network is defined as a finite acyclic directed graph , where the vertex set stands for the set of nodes and the edge set represents the set of communication channels of the network. The node set consists of three disjoint subsets , , and , where is the set of source nodes, is the set of sink nodes, and is the set of internal nodes. and node is a set of channels whose removal disconnects from . For unit capacity channels, the capacity of a cut can be regarded as the number of channels in the cut, and the minimum of all capacities of cuts between and is called the minimum cut capacity between node and node . A cut between node and node is called a minimum cut if its capacity achieves the minimum cut capacity between and . Note that there may exist several minimum cuts between and , but the minimum cut capacity between them is determined. The source nodes generate messages and transmit them to all sink nodes over the network by network coding. In this paper, we consider single-source networks, i.e.,
, and the unique source node is denoted by . The source node has no incoming channels and any sink node has no outgoing channels, but we use the concept of imaginary incoming channels of the source node and assume that these imaginary incoming channels provide the source messages to . Let the information rate be symbols per unit time. Then, the source node has imaginary incoming channels and let In . The source messages are symbols arranged in a row vector where each is an element of base field . Assume that they are transmitted to the source node through the imaginary channels in In . By using network coding, source messages are multicast to and decoded at each sink node.
At each node , there is an In Out matrix
In Out called the local encoding kernel at , where is called the local encoding coefficient for the adjacent pair of channels . Denote by the message transmitted over the channel . At the source node , assume that the message transmitted over the th imaginary channel is the th source message, i.e.,
. In general, the message is calculated by the formula In tail . As we know from [24] and [25] , the global encoding kernel of a channel is a -dimensional column vector over the base field satisfying . The global encoding kernels can be determined by the local encoding kernels.
In the case that there is an error in a channel , the output of the channel is , where is the message that should be transmitted over the channel and is the error occurred in . We treat as a message called error message. To explain the approach, the extended network was introduced in [12] as follows. In the original network , for each channel , an imaginary channel is introduced, which is connected to the tail of to provide error message. This network 1 If there is an error in channel , then
At a sink node , the messages In and the extended global encoding kernels In are available. For all messages including information messages and error messages, if they are considered as column vectors, then the above discussions describe linear NEC in packet networks. Specifically, in this case, , , and , , , are column vectors on the base field . All message scalar components in a packet share the same extended global encoding kernel. The decoding principle is applied to each message scalar component of the packets.
First, we need some notation and definitions which either are quoted directly or are extended from [12] . on the network and delete from the network. Then, the rank of the error pattern with respect to a sink node in the original network is equal to the minimum cut capacity between and .
Proof: It is similar to the proof in [12] , and, therefore, omitted.
Definition 6 (See [12, Definition 6]):
A linear network error correction code is called a regular code if for any , .
Definition 7 (See [12, Definition 7]):
The minimum distance of a regular network error correction code at a sink node is defined by rank This minimum distance plays the same role as it does in classical coding theory, which characterizes the error correction capability of a linear network error correction code. Particularly, if the active error pattern satisfies rank , then the decoding can lead to the correct source messages (see [12] ). Further, we give the following proposition on the minimum distance above.
Proposition 2:
For the minimum distance of a regular network error correction code at a sink node , there exist the following equalities: The proof is completed.
In this paper, we always use to denote the information rate and to denote the minimum cut capacity between the unique source node and sink node , and define which is called the redundancy of sink node .
III. REFINED SINGLETON BOUND OF NEC AND THE NETWORK MDS CODES
By using the concept of the extended global encoding kernels, we can reprove the refined Singleton bound of NEC. First, we give the following lemma. 
channel disjoint paths from either or to , which satisfy the properties that: 1) there are exactly paths from to , and paths from to ; 2) these paths from to start with the different channels in . Furthermore, in Lemma 3, assign imaginary message channels to the paths from to , and assign imaginary error channels , to the paths from to , i.e., for each , assign to the path from to . This leads to the following corollary.
Corollary 4: For each
and any error pattern , there exist channel disjoint paths from either In or to , which satisfy the properties that 1) there are exactly paths from to , and paths from In to ; 2) these paths from to start with the distinct channels in and for each path, if it starts with , then it passes through .
Theorem 5:
If , then there exist linear network error correction MDS codes, i.e., for all This theorem implies the attainability of the refined Singleton bound. In order to show this attainability, it suffices to prove that under the condition of the field size, we can construct a linear network error correction code such that for all and , since any error pattern with rank satisfies for some , which implies that . Together with the definition of the minimum distance, this leads to for all sink nodes . In the following, we give the detailed proof of this theorem.
Proof: Let be a single-source multicast network, where is the single source, is the set of sink nodes, is the set of internal nodes, and represents the set of channels in . 
where the last step follows from . For the inequality , it is readily seen from (6) According to the known results [13] , [14] , [23] , for the existence of the network error correction MDS codes, the size of the required base field is at least . By Theorem 5, we can say that is enough. For any channel , if there exists a path from to sink node , then we say that is connective with .
Lemma 6:
Let be the set of channels which are connective with sink node . Then
Moreover, the necessary condition of the second inequality holding with equality is that there exists only one sink node in the network, i.e., . Proof: Both inequalities are clear, and we will only consider the necessary condition of the second inequality holding with equality. Suppose that there are more than one sink node, and let and be two distinct sink nodes. Obviously, there exists a channel with head . That is, is not connective with sink node . This implies that and, thus, , which shows that . The lemma is proved. From Theorem 5 and Lemma 6, we get the following corollary. . It is evident that the minimum cut capacity between and any sink node is 4. For example, Fig. 1 shows a combination network with , . Furthermore, let the information rate be , and thus for each . Therefore, for each , and . Nevertheless, and . Now, we take into account the general network error correction codes and give the following theorem. The proof of this theorem is the same as that of Theorem 5 so long as replace by , so the details are omitted.
The following conclusion shows that the required field size for constructing general linear network error correction codes is smaller than that for constructing network MDS codes.
Theorem 9:
Let , then . The proof of Theorem 9 is given in Appendix A.
IV. CONSTRUCTIVE ALGORITHM OF LINEAR NETWORK ERROR CORRECTION CODES
From the discussions in the last section, we propose the following Algorithm 1 for constructing a linear network error correction code with required error correction capability.
Algorithm 1
The algorithm for constructing a linear network error correction code with error correction capacity for each .
Input:
The single-source multicast network , the information rate , and the nonnegative integers for each .
Output: Extended global kernels (forming a linear network error correction code).
Initialization: 
16: end for
Remark 1: Similar to the polynomial-time algorithm for constructing linear network codes in [5] , our algorithm is a greedy one, too. The verification of Algorithm 1 is from the proofs of Theorems 5 and 8. In particular, if we choose for all , then, by the proposed algorithm, we can construct a linear network error correction code that meets the refined Singleton bound with equality. That is, we can obtain a linear network error correction MDS code. On the other hand, if we choose for each , then this algorithm degenerates into an algorithm for constructing linear network codes and the required field size is as is well known.
Yang et al. [13] , [14] and Matsumoto [23] also proposed the algorithms for constructing network MDS codes. The algorithm of Yang et al. designs the codebook and the local encoding kernels separately. On the contrary, Matsumoto's algorithm and our algorithm design them together. As noted above, the required field size of our algorithm is smaller. Moreover, compared with Yang et al. s' algorithms, our algorithm can be applied to both coherent and noncoherent cases by picking the local encoding coefficients randomly. Compared with Matsumoto's algorithm, our algorithm needs less storages at each sink node. For the decoding, as mentioned in [23] , the decoding of Matsumoto's algorithm requires exhaustive search by each sink node for all possible information from the source and all possible errors. Our algorithm can make use of the better and faster decoding algorithms proposed by Zhang, Yan, and Balli in a series of papers [12] , [16] , and [22] such as statistical decoding, and even the brute force decoding algorithm for our codes is better than the exhaustive decoding of Matsumoto's algorithm. Because of the use of extended global encoding kernels, our algorithm has more advantages on decoding network error correction codes beyond the error correction capability even minimum distance in packet networks [16] .
Next, we will analyze the time complexity of the proposed algorithm. First, from [5] , we can determine and find channel disjoint paths satisfying Lemma 3 in time . Both methods presented by Jaggi et al. [5] are used to analyze the time complexity of the main loop.
1) If we use the method of testing linear independent quickly [5, III,A] (briefly speaking, choose a vector randomly, and then test its linear independence on other vectors), the expected time complexity is at most After a simple calculation, the expected time complexity of the algorithm using the method of testing linear independent quickly is at most
2) If we use the method of deterministic implementation [5, III,B] (briefly speaking, use a deterministic method for choosing a vector which is linear independence on other vectors), the time complexity of the main loop is at most Therefore, the total time complexity of the algorithm using the method of deterministic implementation is at most
Yang et al. [13] , [14] and Matsumoto [23] also analyzed the time complexity of their algorithms respectively. In the following, we compare the time complexity of these algorithms for a special and most important case-constructing linear network error correction MDS codes.
By [23] , the time complexity of Matsumoto's algorithm is where and with . Note that with equality if and only if (or ) are equal for all sink nodes . Hence, the principle term is , and it follows that By [13] and [14] On the other hand, the principle terms of the time complexity of our algorithm by using two analysis methods, respectively, are and Thus, it is easily seen that the time complexity of our algorithm by using the first random analysis method is much smaller than others, and also the time complexity of our algorithm by using the second deterministic analysis method is smaller than Matsumoto's algorithm and Yang et al. s' Algorithm 2. For Yang et al. s' Algorithm 1, note that for any , and further where the last inequality follows from Lemma 6. This implies that the time complexity of our algorithm by using the second deterministic analysis method is also smaller than Yang et al. s' Algorithm 1. Actually, for the construction of general linear network error correction codes, the time complexity of our algorithm is also smaller than others by the same analysis method.
Moreover, during the analysis of time complexity of these algorithms mentioned above, it is assumed that any arithmetic in the base finite field is regardless of the finite field. Actually, we have shown that the size of the base field used in our algorithm is smaller than that of others, together with the fact that the cost of arithmetic in small field is smaller than that in bigger one, which implies that the time complexity of the proposed algorithm can be reduced further.
As an example, we will apply Algorithm 1 to construct a network MDS code for a very simple network shown by Fig. 2 .
Example 2: For the network shown by Fig. 2, let . That is, forms a global description of a linear network error correction MDS code for the network .
V. RANDOM LINEAR NEC
Random network coding was originally proposed in [6] . When a node (maybe the source node ) receives the messages from its all incoming channels, for each outgoing channel, it selects the encoding coefficients uniformly at random over the base field , uses them to encode the messages, and transmits the encoded messages over the outgoing channel. In other words, the local encoding coefficients are independently, uniformly distributed random variables over the base field . The performance analysis of random linear network coding is very important in theory and applications. Similarly, this random method also can be applied to noncoherent network error correction, and the linear network error correction codes constructed by this method are called random linear network error correction codes. In this section, we will investigate the performance of random linear network error correction codes. We first consider random linear network error correction MDS codes. Before the discussion, we give the following definitions.
Definition 8:
Let be a single-source multicast network, be a random linear network error correction code on , and be the minimum distance of at sink node . 1) is called the failure probability of random linear network error correction MDS coding for sink node .
2)
is called the failure probability of random linear network error correction MDS coding for network , that is the probability that network MDS codes are not constructed by the random method.
In order to evaluate these two failure probabilities, the following lemma is useful. [8, Lemma 1] and [26] ): Let be an -dimensional linear space over a finite field , , be two subspaces of of dimensions , , respectively, and . Let be independently and uniformly distributed random vectors taking values in . Then
Lemma 10 (See
Proof: First, define a sequence of subspaces of :
. . .
Since and , it follows that
And note that the event "
" is equivalent to the event "
," which implies that . . . This completes the proof.
Theorem 11:
Let be a single-source multicast network, and . Using random method to construct a linear network error correction MDS code: 1) For each , the failure probability of random linear network error correction MDS coding for satisfies
2) The failure probability of random linear network error correction MDS coding for the network satisfies where is the set of the internal nodes in .
Proof: For the single-source multicast network , is the single-source node, is the set of the sink nodes, is the set of the internal nodes, and is the set of all channels. Let be the extended network of .
For each sink node and each error pattern , Corollary 4 implies that there are channel disjoint paths from either In or to satisfying the properties that 1) there exist exactly channel disjoint paths from to , and channel disjoint paths from In to ; and 2) each of these paths from to starts with a channel and passes through the corresponding channel . Denote by the set of channel disjoint paths satisfying these properties and by the set of all channels in . Note that the event "
", and furthermore, the event " " implies the event " ". Thus, we consider the following probability:
For the network , let an ancestral order of nodes be During our discussion, we use the concept of cuts of the paths similar to the dynamic set as mentioned above. The first cut is In , i.e., the imaginary message channels and the imaginary error channels corresponding to the channels in . At node , the next is formed from by replacing those channels in In Out by their respective next channels in the paths. ". Furthermore, let , and note that is a submatrix of . It follows that the event " , " implies the event "
, ." Therefore Consequently (9) where (9) (10) where (10) follows from . Furthermore, for each (11) Combining the inequalities (10) and (11), we have that is
The proof is completed.
Applying Lemma 6 to Theorem 11, we derive the following corollary.
Corollary 12:
The failure probability of random linear network error correction MDS coding for each satisfies
The failure probability of random linear network error correction MDS coding for the network satisfies However, in practice, we sometimes need general linear network error correction codes instead of the network MDS codes. That is, we only need the codes satisfying that its minimum distance , where is a nonnegative integer. It is partly because usually the field size required by general linear network error correction codes is smaller than that of network MDS codes. Hence, we should also discuss the random method for the general linear network error correction codes. Similarly, we define the failure probabilities for general random linear network error correction codes as follows.
Definition 9: Let be a single-source multicast network, be a random linear network error correction code on , and be the minimum distance at sink node . Define that: 1) , that is the probability that the code cannot either be decoded or satisfy that the error correction capacity at the sink node ; 2) , that is the probability that the regular linear network error correction codes with cannot be constructed by the random method. The method used to prove Theorem 11 applies the idea in the last sections and some techniques presented in [7] more technically and delicately. Further, applying this method and combining it with the technique used to prove Theorem 2 in [7] for random linear network coding with proper redundancy, we can obtain the following results.
Theorem 13:
Let be a single-source multicast network, the minimum cut capacity for sink node be and the information rate be symbols per unit time satisfying . Using random method to construct a linear network error correction code, then 1) for each and 2) for the network Remark 2: Both Theorems 11 and 13 above imply that these failure probabilities can become arbitrarily small when the size of the base field is sufficiently large.
Balli et al. [7] used to denote the minimum distance of random linear network error correction code at a sink node . Obviously, the refined Singleton bound tells us that takes values in . Furthermore, they studied the probability mass function of . For a code with the minimum distance at sink node , is called the degradation of the code at . Then, they presented the following conclusions. [7, Th. 4] ): For single-source multicast over an acyclic network , let the minimum cut capacity for sink node be , let the information rate be symbols per unit time, let be the redundancy of the code for the sink node . For a given , the random linear network code satisfies Furthermore, the probability that random linear network code has minimum distance at least at all sinks is lower bounded by This proposition leads to an upper bound on the field size required for the existence of linear network error correction codes with degradation at most .
Proposition 3 (See
Proposition 4 (See [7, Corollary 1] ): If the field size satisfies the following condition:
then there exists a linear network error correction code with degradation at most at all sinks . In the same way, applying Theorem 13, we can also get a probability mass function of . 2) In the case , after a simple calculation, we deduce that and Therefore VI. CONCLUSION In this paper, using the extended global encoding kernels proposed by Zhang in [12] , we can prove the refined Singleton bound in NEC more easily and give a constructive proof to show that this bound is tight, that is, we construct network MDS codes which meet this bound with equality. As a consequence of this proof, an algorithm is designed to construct linear network error correction codes, especially network MDS codes. The time complexity of the proposed algorithm is analyzed. It is shown that the required field size for the existence of linear network error correction codes can become smaller than the previously known results, and even much smaller in some cases.
For random linear NEC, the upper bounds on the failure probabilities for network MDS codes and general linear network error correction codes are obtained. And we slightly improve on the probability mass function of the minimum distance of the random linear network error correction codes introduced in [7] , as well as the upper bound on the field size required for the existence of linear network error correction codes with degradation at most . . After a simple calculation, it is equivalent to prove (13) It is not difficult to see that the inequality (13) holds for . This completes the proof.
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APPENDIX B NOTATION
Finite acyclic directed graph where is the set of nodes and is the set of communication channels.
Extended network of .
Set of source nodes.
Set of sink nodes.
Set of internal nodes.
Unique source node in single-source multicast networks.
Sink node in .
Channel leading from node to node .
tail Tail node of channel .
head Head node of channel .
in Set of all incoming channels of node .
out Set of all outgoing channels of node .
Information rate.
Minimum cut capacity between the source node and sink node .
Redundancy of sink node , i.e., .
Imaginary message channel, .
Imaginary error channel corresponding to channel , .
Base field.
Source message, .
Source message vector .
Error occurred on .
Error message vector .
Message that should be transmitted over the channel .
Output of the channel , .
Local encoding coefficient for the adjacent pair of channels .
Extended global encoding kernel of the channel .
Error pattern.
- Minimum distance of a regular network error correction code at a sink node .
the set of the error patterns satisfying rank .
Set of channel disjoint paths satisfying properties 1) and 2) in Corollary 4.
Set of all channels on paths in . a dynamic set of channels for each and each .
Channel subset with In .
Vector space corresponding to .
Previous channel of on the path which locates on.
