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Resumo
A ideia de aplicar conceitos, mecanismos e arquitecturas da a´rea da confiabilidade
no domı´nio da seguranc¸a tem gerado muito interesse em ambas as comunidades sob a
designac¸a˜o de toleraˆncia a intruso˜es. Muita da atenc¸a˜o foi criada pelo projecto europeu
MAFTIA e pelo programa americano OASIS por volta do ano 2000, embora a noc¸a˜o venha
de bem mais longe. Apesar desses projectos terem terminado, muito trabalho relevante tem
surgido recentemente, sendo ja´ possı´vel ter ideias claras sobre como se podem concretizar
servic¸os distribuı´dos tolerantes a intruso˜es. O objectivo consiste em garantir a integridade,
disponibilidade e confidencialidade desses servic¸os mesmo que alguns servidores sejam
atacados e controlados com sucesso por atacantes ou co´digo nocivo. Este texto apresenta
o estado da arte na a´rea, clarificando os problemas que permite resolver e os to´picos que
permanecem abertos e que precisam de ser investigados.
∗Este texto e´ uma versa˜o extendida e em portugueˆs de Portugal do capı´tulo com o mesmo nome em V Simpo´sio
Brasileiro em Seguranc¸a da Informac¸a˜o e de Sistemas Computacionais - Livro Texto dos Minicursos, pp. 113-162,




2 Conceitos ba´sicos de Toleraˆncia a Intruso˜es 6
2.1 Confiabilidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Toleraˆncia a intruso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Sistemas distribuı´dos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Criptografia de limiar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Replicac¸a˜o: garantindo disponibilidade e integridade 12
3.1 Replicac¸a˜o de ma´quinas de estados . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1 BFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.2 Rampart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.3 SINTRA, SecureRing, SecureGroup, Worm-IT . . . . . . . . . . . . . 18
3.1.4 Optimizac¸a˜o da resisteˆncia . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Quoruns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 Varia´veis partilhadas com quoruns . . . . . . . . . . . . . . . . . . . . 23
3.2.2 Outros objectos de memo´ria partilhada com quoruns . . . . . . . . . . 26
4 Fragmentac¸a˜o: garantindo disponibilidade, integridade e confidencialidade 27
4.1 Co´digos de apagamento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Partilha de segredos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5 Recuperac¸a˜o proactiva 32
5.1 BFT-PR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 COCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.3 Recuperac¸a˜o proactiva em sistemas assı´ncronos? . . . . . . . . . . . . . . . . 36
6 Arquitecturas e sistemas 37
6.1 Treˆs variantes da arquitectura geral . . . . . . . . . . . . . . . . . . . . . . . . 38
6.2 Arquitectura com firewall de privacidade . . . . . . . . . . . . . . . . . . . . . 39
6.3 Arquitectura SITAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.4 Arquitectura DPASA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
7 Problemas abertos 43
7.1 Independeˆncia de faltas e diversidade . . . . . . . . . . . . . . . . . . . . . . . 44
7.2 Determinismo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.3 Detecc¸a˜o e remoc¸a˜o de intruso˜es . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.4 Avaliac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2




A seguranc¸a e a confiabilidade (security e dependability em ingleˆs) sa˜o duas a´reas de
investigac¸a˜o ja´ com cerca de treˆs de´cadas de existeˆncia. Quando se fala de seguranc¸a, esta´
sempre presente a ideia de uma intenc¸a˜o maliciosa por parte de algue´m, quer actuando directa-
mente, quer atrave´s da criac¸a˜o e distribuic¸a˜o de co´digo nocivo (virus, vermes, etc.). O objectivo
da seguranc¸a consiste em evitar que essa vontade de fazer mal prejudique dois tipos de bens:
informac¸a˜o e servic¸os. Mais precisamente, as principais propriedades que a seguranc¸a pretende
garantir sa˜o a confidencialidade, integridade e disponibilidade da informac¸a˜o e de servic¸os com-
putacionais. Na confiabilidade, que inclui a toleraˆncia a faltas, a ideia subjacente e´ a de que
o sistema se comporte de acordo com a sua especificac¸a˜o, perante os inu´meros problemas que
podem ocorrer na pra´tica: desde cata´strofes naturais a bugs no software . . .
Apesar de terem seguido caminhos diferentes ao longo destas treˆs de´cadas, as duas a´reas
teˆm muito em comum. Na realidade, o objectivo das duas a´reas e´ o mesmo: garantir que
os sistemas computacionais funcionam correctamente. A eˆnfase da seguranc¸a tem sido em
problemas de origem maliciosa (ataques, co´digo nocivo), enquanto que o foco da confiabilidade
tem sido nos problemas de origem acidental. No entanto, as disciplinas na˜o se excluem, pois a
seguranc¸a pode tratar problemas de origem acidental e a confiabilidade pode incluir problemas
de origem maliciosa.
A toleraˆncia a intruso˜es (TI) surge precisamente do encontro dessas duas a´reas. Resumida-
mente, a ideia consiste em aplicar o paradigma da toleraˆncia a faltas no domı´nio da seguranc¸a.
Uma pequena histo´ria pode ajudar a compreender em que consiste a TI:
O pirata pegou na luneta e observou o torrea˜o da fortaleza. Era preciso conquista´-
lo para chegar ao famoso tesouro do Rei daquele paı´s, que tantos antes dele tinham
cobic¸ado! O olho de vidro brilhou . . . se na˜o de felicidade pelo menos com o reflexo
do sol.
Os obsta´culos para chegar ao torrea˜o eram difı´ceis, mas na˜o intransponı´veis.
Primeiro, teria de remar centenas de metros em plena noite tentando na˜o ser vis-
lumbrado. Depois iria acostar aos rochedos afiados contra os quais o mar se
esmagava violentamente.
Para descansar das manobras na´uticas, um agrada´vel exercı´cio de escalada de 50
metros de escarpa rochosa, completado com a passagem da primeira muralha e
dos seus guardas. Um fosso povoado por jacare´s iria ser um bom momento para
refrescar as ideias . . . e a subida da parede da fortaleza iria dar-lhe tempo para
secar a roupa.
A tarefa na˜o era simples, mas uma vez no torrea˜o . . .
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Se nesta pequena histo´ria substituirmos “pirata” por “atacante”, “fortaleza” por “sistema” e
“tesouro” por informac¸a˜o ou servic¸o, percebemos que ha´ um paralelo evidente com a seguranc¸a
de sistemas computacionais. A abordagem cla´ssica em seguranc¸a consiste em usar cuidadosa-
mente todos os obsta´culos da histo´ria para dificultar a vida do pirata: mar e rochedos, es-
carpa, muralha, guardas, jacare´s . . . que podem ser firewalls, controle de acesso, mecanismos
biome´tricos, criptografia, redes privadas virtuais, etc. Passar por todos esses mecanismos e´
difı´cil, mas todos os dias muitos piratas em todo o mundo gritam de alegria quando chegam ao
seu tesouro [CERT/CC, 2005, Turner et al., 2004].
A a´rea da confiabilidade tem uma abordagem algo diferente desta da seguranc¸a. Por exem-
plo, na˜o basta usar as melhores te´cnicas de engenharia para que o computador do Airbus A380
na˜o pare; e´ preciso ter va´rios computadores a bordo para tolerar esses eventos. A toleraˆncia
a intruso˜es pega nesta mesma ideia: na˜o basta que o pirata tenha que ultrapassar obsta´culos
difı´ceis, embora essa dificuldade – todos os mecanismos cla´ssicos da seguranc¸a – seja essen-
cial. O que seria deseja´vel e´ que o pirata tivesse que penetrar em va´rios torreo˜es diferentes, em
fortalezas diferentes, para conseguir apanhar o tesouro!
O conceito de TI foi introduzido ha´ ja´ duas de´cadas por Fraga e Powell
[Fraga and Powell, 1985]. No entanto, a TI comec¸ou a gerar maior interesse so´ mais re-
centemente, em parte devido ao projecto europeu MAFTIA1 e ao programa americano OA-
SIS [Lala, 2003]2, ambos iniciados por volta do ano 20003.
Apesar destes projectos terem terminado, muitos trabalhos relevantes teˆm surgido recente-
mente, sendo ja´ possı´vel ter ideias claras sobre como se podem concretizar servic¸os distribuı´dos
tolerantes a intruso˜es. O objectivo consiste em garantir a integridade, disponibilidade e con-
fidencialidade de servic¸os constituı´dos por diversos servidores ligados atrave´s de uma rede,
mesmo que alguns desses servidores sejam atacados e controlados com sucesso por atacantes
(hackers, crackers) ou por co´digo nocivo (virus, vermes, etc.). Alguns exemplos de servic¸os
que podem assim se tornar seguros sa˜o PKIs, sistemas de ficheiros distribuı´dos, come´rcio
electro´nico ou servic¸os de autorizac¸a˜o. A TI na˜o se reduz aos servic¸os distribuı´dos, mas essa e´
provavelmente a a´rea onde os trabalhos mais relevantes teˆm sido realizados.
O objectivo deste texto consiste em apresentar o estado da arte na a´rea, clarificando os
problemas que esta permite resolver e os to´picos que permanecem abertos e que precisam de
ser investigados.
O texto esta´ organizado da seguinte forma. A secc¸a˜o 2 apresenta os principais conceitos
de TI e a sua relac¸a˜o com a seguranc¸a. A secc¸a˜o 3 apresenta as soluc¸o˜es e algoritmos para
concretizar servic¸os distribuı´dos TI com replicac¸a˜o. Usando estas te´cnicas – que incluem a
1http://www.maftia.org
2http://www.tolerantsystems.org
3O termo survivability tem tambe´m sido usado para apelidar alguns trabalhos na a´rea, sobretudo quando a
origem e´ americana.
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replicac¸a˜o de ma´quinas de estados e os quoruns – consegue-se aumentar a disponibilidade e a
integridade desses servic¸os. A secc¸a˜o 4 introduz as abordagens que permitem garantir tambe´m
a confidencialidade dos dados usando fragmentac¸a˜o. A secc¸a˜o 5 explica algumas te´cnicas que
permitem processar as intruso˜es dos servidores, aumentando assim o nu´mero de intruso˜es que e´
possı´vel tolerar. A secc¸a˜o 6 passa dos algoritmos para a arquitectura de servic¸os distribuı´dos TI,
introduzindo diversas arquitecturas e sistemas propostos na bibliografia. Finalmente, a secc¸a˜o 7
apresenta os principais problemas abertos da a´rea, procurando dar pistas sobre a investigac¸a˜o
que e´ preciso fazer. A secc¸a˜o 8 apresenta algumas concluso˜es.
2 Conceitos ba´sicos de Toleraˆncia a Intruso˜es
Esta secc¸a˜o explica as bases da TI, comec¸ando por uma introduc¸a˜o a` confiabilidade
[Avizienis et al., 2004, Verı´ssimo and Rodrigues, 2001]. Em relac¸a˜o a esta a´rea seguiremos a
terminologia para portugueˆs de Verı´ssimo e de Lemos, na variac¸a˜o brasileira quando existirem
duas verso˜es de um termo [Verı´ssimo and de Lemos, 1989].
2.1 Confiabilidade
Um sistema e´ uma entidade que interage com outros sistemas – computacionais, mecaˆnicos,
fı´sicos, seres humanos – atrave´s da sua fronteira. Tudo o que esta´ fora do sistema constitui
o seu ambiente. Um sistema informa´tico conte´m diversos componentes e e´ caracterizado pelo
que faz – a sua funcionalidade – e por um conjunto de propriedades na˜o funcionais, como o
seu desempenho, a sua seguranc¸a, a sua fiabilidade, etc. Um sistema fornece um determinado
servic¸o, atrave´s de uma interface, a um utilizador, e tem um estado que muda com o passar do
tempo.
Um sistema fornece um servic¸o correcto se este obedece a` especificac¸a˜o do sistema. Caso
contra´rio existe uma falha do servic¸o. O objectivo da confiabilidade consiste em fazer com
que o servic¸o permanec¸a correcto, ou seja, que na˜o falhe. Para que isso seja possı´vel e´ preciso
entender o processo que leva a` falha.
Os impedimentos a` confiabilidade assumem treˆs facetas (v. fig. 1): falta, erro e falha (ja´
referida). Uma falta e´ a causa remota de uma falha. Uma falta pode ser interna (p. ex. um defeito
na memo´ria RAM) ou externa (p. ex. um operador que tropec¸a e desliga um cabo). Um erro e´ a
consequeˆncia de uma falta no estado do sistema (p. ex. um registo corrompido por ter sido lido
da memo´ria RAM defeituosa). Uma falta pode ficar dormente, pode na˜o gerar imediatamente
um erro (quando gera diz-se activa); um erro pode ou na˜o gerar a falha do sistema (p. ex. se
o registo na˜o for lido o sistema na˜o falha devido a esse erro). Uma falta interna corresponde
a` falha de um componente do sistema. Se olharmos para esse componente como um sistema,
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Figura 1: Conceitos de confiabilidade [Avizienis et al., 2004].
tambe´m a sua falha pode ser causado pela falha de um dos seus componentes, podendo existir
uma sequeˆncia que conduza a` falha do sistema:
falta → erro → falha → falta → erro → falha . . .
A confiabilidade pretende garantir um conjunto de atributos: fiabilidade (continuidade do
servic¸o correcto); seguranc¸a (safety) (auseˆncia de consequeˆncias catastro´ficas sobre os uti-
lizadores); reparabilidade (capacidade de receber modificac¸o˜es e reparac¸o˜es); disponibilidade
(prontida˜o do servic¸o correcto); integridade (auseˆncia de alterac¸o˜es inadequadas ao sistema).
´E evidente que os dois u´ltimos atributos coincidem com propriedades ba´sicas da seguranc¸a.
Uma propriedade de seguranc¸a geralmente na˜o considerada no aˆmbito da confiabilidade e´ a
confidencialidade, a auseˆncia de revelac¸a˜o inadequada de informac¸a˜o.
Uma questa˜o especialmente importante e´ a dos meios para procurar garantir a confiabili-
dade. Os meios sa˜o muitos, fruto de muitos anos de investigac¸a˜o, mas podem ser agrupados em
quatro categorias:
• Prevenc¸a˜o de faltas - meios para prevenir a introduc¸a˜o de faltas. Faz parte do processo
normal da engenharia de sistemas, tanto da engenharia de software como da de hardware.
• Toleraˆncia a faltas - meios para evitar a falha do servic¸o quando ocorrem faltas. Os meios
desta categoria podem ser divididos em duas sub-categorias:
– mascaramento de faltas - usar redundaˆncia para garantir que as faltas na˜o causem a
falha do sistema;
– detecc¸a˜o e processamento - detectar a ocorreˆncia de erros e processa´-los de forma a
os neutralizar.
• Supressa˜o de faltas - meios usados durante o projecto do sistema para reduzir o nu´mero
e/ou a severidade das faltas. Estes meios incluem diversas te´cnicas de verificac¸a˜o e
validac¸a˜o de sistemas, tanto de hardware como de software.
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• Previsa˜o de faltas - meios para estimar o nu´mero de faltas no sistema, e prever o nu´mero e
consequeˆncias de faltas futuras. As principais te´cnicas podem ser divididas em modelac¸a˜o
e teste.
A confiabilidade e´ consequeˆncia da combinac¸a˜o eficaz destes meios. Os mecanismos
cla´ssicos de seguranc¸a, como o controle de acesso e a autenticac¸a˜o, poderiam ser englobados
nos meios para prevenc¸a˜o de faltas. Ja´ a TI, tenta usar os mecanismos e conceitos da toleraˆncia
a faltas no domı´nio da seguranc¸a. A supressa˜o de faltas e a previsa˜o de faltas sa˜o ortogonais
aos outros meios e na˜o va˜o ser mais considerados.
2.2 Toleraˆncia a intruso˜es
Depois do que foi dito sobre confiabilidade conclui-se facilmente em que consiste aplicar
o paradigma da toleraˆncia a faltas no domı´nio da seguranc¸a – a toleraˆncia a intruso˜es
[Verı´ssimo et al., 2003, Adelsbach et al., 2002]:
• assumir e aceitar que o sistema permanece sempre mais ou menos vulnera´vel;
• assumir e aceitar que os componentes do sistema podem ser atacados e que alguns desses
ataques tera˜o sucesso;
• garantir que o sistema como um todo permanece seguro e operacional, ou seja, que na˜o
falha.
O nome toleraˆncia a intruso˜es da´ a entender que intruso˜es sa˜o faltas. Na realidade, na˜o
so´ as intruso˜es mas tambe´m as vulnerabilidades e os ataques sa˜o faltas. Uma vulnerabilidade
e´ uma falta de projecto ou de configurac¸a˜o, geralmente acidental (i.e., na˜o intencional), que
pode ser explorada com fins maliciosos. Um ataque e´ uma falta intencional, maliciosa, que
visa explorar uma ou mais vulnerabilidades. Uma intrusa˜o e´ o resultado de um ataque que tem
sucesso em explorar uma ou mais vulnerabilidades.
Como ja´ foi dito, no domı´nio da confiabilidade geralmente sa˜o consideradas apenas faltas
acidentais. Muitas vezes sa˜o tratadas apenas as mais simples entre essas faltas, as faltas por
paragem (p. ex. o crash de processos ou ma´quinas). No domı´nio da seguranc¸a geralmente e´
irrealista, logo perigoso, fazer hipo´teses sobre o modo como um componente falha. Por isso, as
faltas maliciosas sa˜o geralmente consideradas como podendo ser de qualquer tipo, logo sendo
englobadas na categoria de faltas mais geral: as faltas arbitra´rias, tambe´m denominadas de
faltas bizantinas4. Em toleraˆncia a intruso˜es os termos intrusa˜o e falta bizantina sa˜o usados
geralmente como sino´nimos.
4A denominac¸a˜o faltas bizantinas vem de um artigo cla´ssico que apresenta um protocolo tolerante a faltas




















Figura 2: O modelo AVI e os mecanismos para evitar a falha [Verı´ssimo et al., 2003].
Esta relac¸a˜o entre as noc¸o˜es de ataque-vulnerabilidade-intrusa˜o e falta na˜o deve ser descar-
tada como uma questa˜o de nomenclatura. Pelo contra´rio, serve para entender o processo de
falha de um sistema e, consequentemente, os mecanismos que se podem usar para evitar que
isso acontec¸a. Essa relac¸a˜o e´ ilustrada pela figura 2, que e´ auto-explicativa.
Em seguranc¸a, a noc¸a˜o de trustworthiness diz a que ponto um componente ou sistema sat-
isfaz um conjunto de propriedades (de seguranc¸a). Se generalizarmos esta noc¸a˜o para incluir
os outros atributos da figura 1, enta˜o trustworthiness torna-se um sino´nimo de confiabilidade
(dependability). Outra noc¸a˜o relacionada e´ a de confianc¸a (trust): a dependeˆncia de um compo-
nente em relac¸a˜o a`s propriedades de seguranc¸a de outro componente. Tambe´m esta noc¸a˜o pode
ser extendida para incluir as outras propriedades de confiabilidade.
Na secc¸a˜o anterior fala´mos dos meios para obter confiabilidade. O projecto de servic¸os
distribuı´dos tolerantes a intruso˜es baseia-se numa conjugac¸a˜o dos quatro meios. Em relac¸a˜o a`
toleraˆncia a faltas, a maior parte das soluc¸o˜es que veremos no texto sa˜o baseadas em mascara-
mento de faltas. Os servic¸os baseados nesses tipo de mecanismos mascaram, ou escondem, a
existeˆncia de faltas. Para isso, usam-se na˜o um mas va´rios servidores – redundaˆncia – em con-
junto com protocolos de comunicac¸a˜o que permitam fazer esse mascaramento (v. fig. 3). Esses
protocolos (ou algoritmos distribuı´dos) teˆm tambe´m de ser tolerantes a intruso˜es. Os servic¸os
TI podem tambe´m usar o outro tipo de mecanismos de toleraˆncia a faltas, o processamento de
erros, para remover as intruso˜es que ocorram e assim evitar que o sistema falhe.
2.3 Sistemas distribuı´dos
Como o tema do texto e´ a TI em sistemas distribuı´dos, e´ importante fazer uma breve introduc¸a˜o
a este tema. A definic¸a˜o cla´ssica de Lamport diz que um sistema distribuı´do e´ aquele que na˜o o
deixa trabalhar por causa da falha de um computador do qual nunca ouviu falar. Considerando






Figura 3: Arquitectura gene´rica de um sistema com um servic¸o distribuı´do tolerante a intruso˜es.
comportamento dos sistemas distribuı´dos e´ complexo, logo para raciocinar sobre esses sistemas
sa˜o usados modelos, como em qualquer outro ramo da cieˆncia.
O modelo topolo´gico diz como as ma´quinas sa˜o interligadas por uma rede. Todos os trabal-
hos que vamos abordar usam um modelo topolo´gico simples com conectividade total: todas as
ma´quinas teˆm uma canal de comunicac¸a˜o com todas as outras5.
O modelo de falhas define hipo´teses sobre como podem falhar os componentes do sistema.
Nos trabalhos que vamos analisar geralmente consideram-se faltas bizantinas, como ja´ apon-
tado, embora por vezes sejam usados determinados mecanismos para excluir a priori certos
tipos de faltas (p. ex. usando canais SSL/TLS podem-se excluir as faltas na rede, excepto a
quebra total de comunicac¸a˜o). Os modelos hı´bridos consideram diferentes hipo´teses de faltas
sobre diferentes partes do sistema, assumindo por exemplo a existeˆncia de certos componentes
simples seguros [Verı´ssimo et al., 2000, Correia et al., 2002a].
O modelo temporal consiste num conjunto de hipo´teses sobre o comportamento do sis-
tema em termos de tempo. Os trabalhos que vamos estudar geralmente consideram o mod-
elo assı´ncrono, que na˜o assume qualquer hipo´tese sobre os tempos de processamento e de
comunicac¸a˜o no sistema6. Este modelo e´ escolhido por prudeˆncia, digamos assim, pois muitas
hipo´teses temporais podem ser quebradas atrave´s de certos ataques (p. ex. uma hipo´tese so-
bre o atraso de comunicac¸a˜o pode ser quebrada atrave´s de um ataque de negac¸a˜o de servic¸o).
No entanto, esta questa˜o e´ algo mais complicada. Um problema importante em sistemas
5Na realidade algumas arquitecturas mais complexas que veremos na secc¸a˜o 6 dividem a rede em segmentos
independentes e filtram o tra´fego que passa entre eles. No entanto os algoritmos distribuı´dos sa˜o executados
separadamente em cada segmento, logo o modelo de conectividade total continua a aplicar-se.
6No outro extremo do espectro dos modelos temporais esta´ o modelo sı´ncrono, que assume limites de tempo
de processamento e comunicac¸a˜o. Entre os dois extremos ha´ diversos modelos interme´dios, geralmente chamados
de modelos de sincronia parcial [Dwork et al., 1988].
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distribuı´dos e´ chamado de consenso. O problema pode ser formulado informalmente da
seguinte forma: dado um conjunto de processos7 cada um com um valor inicial; como fazer
com que todos os processos correctos (ou seja, que na˜o falhem) cheguem a acordo sobre
um u´nico valor? O problema parece simples, mas na realidade foi provado que na˜o tem
soluc¸a˜o determinista num sistema assı´ncrono nem que apenas um processo possa falhar por
paragem [Fischer et al., 1985]. Esse resultado (FLP) tem consequeˆncias em inu´meros prob-
lemas de sistemas distribuı´dos que sa˜o equivalentes ao consenso, por exemplo, a entrega de
mensagens com ordem total ou a comunicac¸a˜o em grupo com sincronia de vistas. Para con-
tornar este resultado e´ preciso usar protocolos aleato´rios [Ben-Or, 1983, Rabin, 1983], detec-
tores de falhas [Chandra and Toueg, 1996] ou outras te´cnicas. Algumas destas te´cnicas escon-
dem hipo´teses temporais que podem introduzir vulnerabilidades.
2.4 Criptografia de limiar
O termo criptografia de limiar denomina um conjunto de algoritmos tipicamente de toleraˆncia
a faltas/intruso˜es mas que surgiram no aˆmbito da seguranc¸a8. Esses algoritmos por vezes con-
stituem componentes importantes dos trabalhos que vamos apresentar mais a` frente, logo e´
importante introduzi-los desde ja´. A bibliografia sobre o tema e´ extensa, mas um bom resumo
encontra-se em [Gemmell, 1997].
A criptografia de limiar assume duas formas ba´sicas. Sejam dados N processos, cada um
detendo uma determinada parte secreta. O objectivo de um algoritmo de partilha de segredos e´
permitir que k processos combinem as suas partes e revelem determinado segredo s, garantindo
simultaneamente que um conluio de ate´ k − 1 processos maliciosos na˜o consegue fazer outro
tanto, nem sequer obter qualquer informac¸a˜o relevante sobre s. Um algoritmo de partilha de
func¸o˜es permite que k processos apliquem determinada func¸a˜o F , na˜o sendo possı´vel ate´ k− 1
processos fazerem o mesmo. Um tipo especialmente importante de algoritmos deste u´ltimo tipo
sa˜o os algoritmos de assinatura de limiar, que permitem a um conjunto de processos criar uma
assinatura criptogra´fica sem revelar a chave privada. No entanto, conve´m notar que um algo-
ritmo de criptografia de limiar pode ser substituı´do por vectores com assinaturas, p. ex. RSA,
uma por cada processo, inclusive com melhor desempenho [Cachin, 2002].
O algoritmo original de partilha de segredos de Shamir pode ajudar a entender como fun-
ciona a criptografia de limiar [Shamir, 1979] (este resultado foi desenvolvido ao mesmo tempo
7Ao longo de todo o texto vamos usar o termo processo para significar uma entidade que participa num algo-
ritmo ou protocolo. Alguns termos usados com o mesmo significado sa˜o: processador, participante, parte, jogador.
Um processo no qual tenha ocorrido uma intrusa˜o e se desvie do comportamento especificado diz-se malicioso.
Caso contra´rio diz-se correcto.
8Nesta secc¸a˜o, como em todo o texto, vamos assumir que o adversa´rio ou atacante – a entidade que procura
quebrar o funcionamento de um servic¸o ou protocolo – e´ limitado computacionalmente, ou seja, que na˜o consegue
quebrar as primitivas criptogra´ficas usadas.
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que outro semelhante de Blakley [Blakley, 1979]). O esquema e´ baseado em duas propriedades
dos polino´mios:
• dados quaisquer d + 1 pontos distintos da curva definida pelo polino´mio, e´ possı´vel de-
terminar qualquer outro ponto do polino´mio;
• se os ı´ndices ai do polino´mio forem todos desconhecidos, o conhecimento de ate´ d pontos
da curva na˜o revela nenhuma informac¸a˜o sobre outros pontos.
Seja dado um polino´mio de grau d:
p(x) = a0 + a1x+ a2x
2 + ...+ adx
d (1)
O algoritmo de Shamir considera a existeˆncia de um processo que pretende guardar o seg-
redo s. Esse processo define um polino´mio de grau d = k − 1 de ı´ndices ai aleato´rios, excepto
a0 = p(0) = s. Depois, calcula p(x) para N valores diferentes e aleato´rios de x e distribui cada
uma dessas partes por um dos N processos. Atendendo a`s duas propriedades dos polino´mios
acima, o segredo pode ser reconstituı´do por k processos mas na˜o por k − 1. A reconstituic¸a˜o e´








xi − xj ) (2)
Esta e´ a ideia ba´sica do funcionamento do algoritmo de Shamir. A u´nica simplificac¸a˜o
feita e´ a de que na pra´tica na˜o se podem usar valores arbitrariamente grandes, logo o algoritmo
considera um nu´mero primo grande e faz todos os ca´lculos mo´dulo esse nu´mero (ou seja, usa
sempre o resto da divisa˜o do resultado por esse nu´mero).
O algoritmo de Shamir tem duas limitac¸o˜es. A primeira e´ a de que um processo na˜o tem
como saber se a sua parte e´ “boa”, ou seja, se combinada com outras k − 1 partes boas recon-
stro´i o segredo. Essa lacuna foi preenchida mais tarde por algoritmos de partilha de segredos
verifica´vel. A segunda limitac¸a˜o e´ que se uma das partes usadas para reconstituir o segredo
estiver corrompida, p. ex. por ser fornecida por um processo malicioso, na˜o e´ reconstituı´do o
verdadeiro segredo e pode nem sequer ser possı´vel compreender que este esta´ errado. Para
resolver este problema foram desenvolvidos algoritmos robustos, baseados em provas de con-
hecimento zero. Existem ainda algoritmos de criptografia de limiar proactivos mas isso e´ um
tema para a secc¸a˜o 5.
3 Replicac¸a˜o: garantindo disponibilidade e integridade
A ideia ba´sica da replicac¸a˜o consiste em distribuir co´pias do co´digo e dos dados de determinado
servic¸o por um conjunto de servidores. A replicac¸a˜o tem sido amplamente usada em toleraˆncia
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a faltas para garantir a disponibilidade e a fiabilidade de servic¸os distribuı´dos. Muitos dos
trabalhos em servic¸os distribuı´dos TI sa˜o tambe´m baseado em replicac¸a˜o. Este tipo de soluc¸o˜es
permite garantir a disponibilidade e a integridade do servic¸o se houver intruso˜es num nu´mero
limitado de re´plicas, geralmente menos de um terc¸o.
Voltando a` nossa histo´ria do pirata, a ideia consiste em ter diversos torreo˜es. O tesouro na˜o
e´ propriamente moneta´rio (ouro, jo´ias . . . ) mas um servic¸o fornecido pelo sistema de fortalezas,
digamos um servic¸o de vigia da entrada no u´nico porto daquele paı´s. O objectivo do pirata e´
interromper o servic¸o de informac¸o˜es, ou fazeˆ-lo dar informac¸a˜o errada de modo a que os navios
embandeirados pelo craˆnio e as tı´bias possam entrar no porto. Para isso tera´ de invadir va´rios
torreo˜es, caso contra´rio o servic¸o fornecido pelo sistema de fortalezas permanecera´ ı´ntegro e
disponı´vel.
Os principais trabalhos nesta a´rea podem ser classificados como os que fazem replicac¸a˜o
de ma´quinas de estados [Lamport, 1978, Schneider, 1990] e os que usam quoruns bizantinos
[Malkhi and Reiter, 1998a].
3.1 Replicac¸a˜o de ma´quinas de estados
A replicac¸a˜o de ma´quinas de estados (RME) e´ uma soluc¸a˜o gene´rica para a concretizac¸a˜o de
servic¸os tolerantes a faltas [Schneider, 1990]. Um servic¸o oferece um conjunto de operac¸o˜es
aos seus clientes, que os invocam atrave´s de pedidos. Um servic¸o e´ concretizado atrave´s de um
conjunto de N servidores si ∈ U (tambe´m chamados de re´plicas neste contexto)9. A figura 3
ilustra estes conceitos.
Cada servidor e´ uma ma´quina de estados, definida por varia´veis de estado que definem o
seu estado, e por comandos que modificam esse estado. Os comandos teˆm de ser ato´micos, ou
seja, na˜o podem interferir uns com os outros. Todos os servidores seguem a mesma sequeˆncia
de estados, para o que e´ suficiente satisfazer quatro propriedades:
• Estado inicial. Todos os servidores comec¸am no mesmo estado.
• Acordo. Todos os servidores executam os mesmos comandos.
• Ordem total. Todos os servidores executam os comandos pela mesma ordem.
• Determinismo. O mesmo comando executado no mesmo estado inicial gera o mesmo
estado final.
A primeira propriedade e´ geralmente simples de garantir. A segunda e a terceira podem ser
forc¸adas usando um protocolo de difusa˜o ato´mica (ou de difusa˜o com ordem total). Quanto a`
quarta propriedade, vamos considera´-a uma premissa por ora mas voltaremos a ela na secc¸a˜o 7.
9A nomenclatura usada nos diversos trabalhos varia bastante. Neste texto usaremos uma nomenclatura coerente.
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Um paraˆmetro importante quando de fala de um servic¸o tolerante a faltas/intruso˜es e´ a re-
sisteˆncia (resilience), o nu´mero ma´ximo de servidores que podem falhar para o servic¸o se man-
ter correcto. Em sistemas assı´ncronos TI baseados em replicac¸a˜o de ma´quinas de estado este
limite e´ imposto pelo protocolo de difusa˜o ato´mica, cuja resisteˆncia ma´xima e´ de f = bN−1
3
c
em N servidores [Bracha and Toueg, 1985, Hadzilacos and Toueg, 1994, Cachin et al., 2001].
Uma forma mais clara de dizer o mesmo, que por isso e´ a que vamos usar ao
longo do texto, e´ a de que sa˜o necessa´rios (pelo menos) 3f + 1 servidores para
tolerar f servidores que falham. O problema da difusa˜o ato´mica e´, como ja´ foi
referido, equivalente ao do consenso [Cachin et al., 2001]. Diversas soluc¸o˜es teˆm
sido apresentadas na bibliografia para resolver consenso tolerante a faltas bizanti-
nas [Ben-Or, 1983, Rabin, 1983, Bracha and Toueg, 1985, Malkhi and Reiter, 1997b,
Doudou and Schiper, 1997, Cachin et al., 2000, Baldoni et al., 2000, Doudou et al., 2002,
Kihlstrom et al., 2003, Correia et al., 2005a, Neves et al., 2005], como alia´s tambe´m para
difusa˜o ato´mica [Reiter, 1994, Moser and Melliar-Smith, 1999, Kihlstrom et al., 2001,
Castro and Liskov, 2002, Cachin and Poritz, 2002].
3.1.1 BFT
Um algoritmo ideal para aprofundar o tema da RME tolerante a intruso˜es e´ o BFT (Byzantine
Fault Tolerance), um dos mais citados trabalhos de TI [Castro and Liskov, 2002]. Este algo-
ritmo tem a resisteˆncia ma´xima possı´vel em sistemas assı´ncronos: N ≥ 3f + 1. Na discussa˜o
que se segue vamos considerar o caso mais restrito: N = 3f + 110.
O grande objectivo visado no BFT foi ter um protocolo correcto e com bom desempenho.
Em relac¸a˜o a` correcc¸a˜o, o BFT satisfaz sempre as suas propriedades de seguranc¸a mas o pro-
gresso do algoritmo, nomeadamente quando ha´ mudanc¸a de vistas, depende de uma hipo´tese
temporal fraca: o atraso na rede na˜o cresce exponencialmente. Quanto ao desempenho, um
sistema de ficheiros distribuı´do NFS TI baseado na biblioteca BFT teve um desempenho entre
2% melhor e 24% pior do que soluc¸o˜es na˜o seguras nem replicadas.
A principal opc¸a˜o que tornou o bom desempenho possı´vel foi evitar o uso de criptografia de
chave pu´blica [Diffie and Hellman, 1976, Rivest et al., 1978] durante o funcionamento normal
do sistema, ou seja, quando na˜o ha´ intruso˜es. As mensagens sa˜o assinadas usando message
authentication codes, MACs [Menezes et al., 1997]. Cada par cliente-servidor partilha uma
chave secreta. Cada mensagem ponto-a-ponto leva um MAC calculado com a chave partilhada
pelo emissor/destinata´rio e cada mensagem por difusa˜o leva um vector com um MAC calculado
com a chave partilhada pelo emissor e cada destinata´rio. Com os servidores passa-se o mesmo,
mas cada par de servidores partilha duas chaves secretas, uma para a comunicac¸a˜o em cada
direcc¸a˜o.
10Este e´ o caso mais restrito pois podia-se tambe´m ter N = 3f + 2, N = 3f + 3, etc.
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Quando um cliente pretende enviar um pedido ao servic¸o, difunde uma mensagem com o
comando, uma estampilha temporal (timestamp) e um vector de MACs para todos os servidores.
A estampilha serve para garantir que cada pedido de um cliente e´ executado precisamente uma
vez. Cada servidor processa a mensagem (alia´s, qualquer mensagem) apenas se o MAC que lhe
corresponde estiver correcto. Tambe´m um cliente so´ processa mensagens com MAC correcto.
O cliente aceita a resposta ao seu pedido quando recebe f + 1 co´pias vindas de diferentes
servidores, o que garante que pelo menos uma das co´pias vem de um servidor correcto (parte-
se da hipo´tese de que no ma´ximo f sofrem intruso˜es). Se a resposta na˜o chega, o cliente
retransmite o pedido.
O algoritmo e´ baseado numa mistura de replicac¸a˜o passiva (ou prima´rio-secunda´rio) e
replicac¸a˜o activa. As re´plicas va˜o mudando de configurac¸a˜o, sendo cada uma das configurac¸o˜es
denominada uma vista. Em cada vista um servidor e´ o prima´rio e os restantes sa˜o os se-
cunda´rios. A ordem de execuc¸a˜o dos pedidos e´ definida pelo prima´rio, atribuindo-lhe o pro´ximo
nu´mero de sequeˆncia a cada pedido recebido e reenviando-o para os secunda´rios. Se o prima´rio
for malicioso, pode dar o mesmo nu´mero a dois pedidos, parar de atribuir nu´meros, ou deixar
intervalos entre os nu´meros. Por isso, os secunda´rios verificam os nu´meros de sequeˆncia
atribuı´dos pelo prima´rio e marcam o tempo para ver se ele pa´ra. Quando os secunda´rios sus-
peitam que o prima´rio falhou, mudam de vista, logo de prima´rio.
O protocolo de difusa˜o ato´mica em operac¸a˜o normal tem treˆs fases: pre-prepare, prepare e
commit (v. fig. 4). As duas primeiras servem para ordenar pedidos enviados numa mesma vista,







m pre-prepare prepare commit reply
Figura 4: Algoritmo BFT em funcionamento normal [Castro and Liskov, 2002].
Na fase pre-prepare o prima´rio (servidor 0 na figura) difunde o pedido recebido, com um
nu´mero de sequeˆncia n e o nu´mero da vista v, para todos os secunda´rios. Um secunda´rio
aceita esta mensagem se estiver na vista v e na˜o tiver aceitado outra mensagem pre-prepare
com os mesmos v e n. Caso aceite a mensagem e tenha recebido esse mesmo pedido do cliente,
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difunde uma mensagem prepare com um resumo criptogra´fico (hash [Menezes et al., 1997]) da
mensagem para todas as re´plicas (caso contra´rio na˜o faz nada). Desta forma a re´plica aceita
atribuir o nu´mero de sequeˆncia n a esse pedido. Quando um servidor receber 2f mensagens
prepare de outras re´plicas, o pedido diz-se preparado.
Este esquema forc¸a diversas propriedades importantes numa mesma vista. Primeiro, um
prima´rio malicioso na˜o pode “criar” um pedido do nada pois as re´plicas correctas so´ proces-
sam pedidos que tenham recebido de um cliente. Segundo, um cliente ou um prima´rio ma-
liciosos na˜o podem provocar a execuc¸a˜o de dois comandos diferentes pela mesma ordem em
duas re´plicas correctas diferentes. A justificac¸a˜o e´ a seguinte. Uma re´plica correcta so´ exe-
cuta o comando se receber 2f + 1 mensagens prepare (contando com a sua), logo pelo menos
f + 1 dessas mensagens veˆm de re´plicas correctas. Mesmo que todas as re´plicas maliciosas –
no ma´ximo f – enviem mensagens diferentes com o mesmo nu´mero a re´plicas diferentes, isso
na˜o e´ suficiente para fazer dois quoruns de 2f + 1 mensagens: 2(2f + 1) > 3f + 1.
Este esquema garante a ordem dentro de uma vista mas na˜o quando ha´ mudanc¸a de vista. A
fase de commit resolve esse problema. Quando uma re´plica tem um pedido preparado, difunde
uma mensagem commit para as outras re´plicas. Quando uma re´plica tem 2f+1mensagens com-
mit enta˜o o pedido diz-se confirmado e pode ser executado. Se a vista mudar o novo prima´rio
teˆm de propagar os pedidos confirmados para a vista seguinte. Uma re´plica executa um co-
mando num pedido quando este tiver sido confirmado e todos os comandos em pedidos com
nu´mero de ordem inferior tiverem sido executados. Quando o comando termina e´ enviada uma
mensagem reply ao cliente que o solicitou.
Como ja´ vimos, para garantir que o servic¸o continua a funcionar se o prima´rio falhar e´
preciso mudar de vista. Vimos acima que os secunda´rios podem suspeitar que o prima´rio falhou.
Fala-se em suspeitar em lugar de detectar pois em sistemas assı´ncronos pode existir incerteza
em relac¸a˜o a essa falha. O modelo assı´ncrono na˜o impo˜e limites temporais para a comunicac¸a˜o
e processamento, logo o facto de o prima´rio na˜o responder durante algum tempo, na˜o significa
que falhou: ele ou a comunicac¸a˜o podem estar simplesmente lentos. Esse, alia´s, e´ o ponto fraco
do BFT: um atacante pode atrasar o sistema atrasando a comunicac¸a˜o e forc¸ando a mudanc¸a
constante de prima´rio. O protocolo de mudanc¸a de vista e´ apresentado esquematicamente na
figura 5. A questa˜o crucial e´ garantir que os pedidos ja´ confirmados sa˜o processados na nova
vista.
O bom desempenho do BFT deve-se na˜o apenas ao uso de criptografia sime´trica mas
tambe´m a diversas optimizac¸o˜es. Duas delas merecem ser mencionadas. Para garantir a pro-
priedade de ordem total da RME e´ essencial ordenar as escritas mas na˜o as leituras. Assim, o
protocolo de leitura pode ser simplificado: o cliente envia um pedido de leitura para todas as
re´plicas e estas devolvem-lhe o valor pedido. Depois o cliente tenta recolher f + 1 respostas
ideˆnticas. Se isso acontecer, a operac¸a˜o terminou. Caso haja escritas concorrentes e na˜o seja
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servidor 0 = primário v




Figura 5: Mudanc¸a de vista no BFT [Castro and Liskov, 2002].
possı´vel recolher respostas ideˆnticas, o cliente volta a fazer o pedido usando o protocolo que
vimos atra´s. No entanto, e´ fa´cil compreender que a probabilidade deste segundo caso acontecer
e´ muito baixa.
A segunda optimizac¸a˜o consiste em fazer processamento em pacotes de pedidos (batching).
Em lugar de o prima´rio enviar cada pedido recebido usando o protocolo explicado acima, tenta
juntar diversos pedidos num so´ e envia´-lo.
Muito mais poderia ser dito sobre o BFT. As re´plicas teˆm de guardar diversos registos
(logs) que teˆm de ser limpos para evitar que cresc¸am indefinidamente. O BFT resolve a questa˜o
com uma espe´cie de garbage collection baseada em provas de que a informac¸a˜o sobre uma
mensagem pode ser descartada. Uma versa˜o do BFT, BFT-PR, utiliza recuperac¸a˜o proactiva
para processar as intruso˜es em servidores, uma questa˜o para a secc¸a˜o 5.
Um artigo recente apresenta uma soluc¸a˜o para RME TI com menor nu´mero de passos do
que o BFT [Martin and Alvisi, 2005]. No entanto, isso e´ feito a` custa de piorar a resisteˆncia
para N ≥ 5f + 1.
3.1.2 Rampart
O sistema Rampart e´ um sistema que suporta RME TI que surgiu antes do BFT [Reiter, 1995,
Reiter, 1994]. Na realidade o Rampart e´ mais gene´rico do que o BFT, pois e´ um sistema de
comunicac¸a˜o em grupo que oferece primitivas de comunicac¸a˜o como difusa˜o fia´vel e difusa˜o
ato´mica com sincronia de vistas. Tem um protocolo de filiac¸a˜o (membership) que permite a
entrada e a saı´da de membros num grupo e a remoc¸a˜o de membros maliciosos, logo o conjunto
de servidores que concretizam um servic¸o na˜o e´ fixo. Neste contexto a vista e´ o conjunto de
membros do grupo num determinado momento. No aˆmbito do projecto ITUA do programa
OASIS foi feita uma concretizac¸a˜o completa do sistema [Ramasamy et al., 2002]. A resisteˆncia
e´ a mesma do BFT: N ≥ 3f + 1.
O protocolo de difusa˜o ato´mica do Rampart e´ semelhante ao do BFT. No Rampart, o papel
do prima´rio e´ desempenhado pelo sequenciador, que pode ser definido em cada vista, por ex-
emplo, como o servidor com menor identificador. O Rampart tem muito pior desempenho do
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que o BFT pois usa mensagens assinadas com criptografia de chave pu´blica, em vez de MACs.
No entanto, a maior fraqueza do Rampart, que alia´s e´ partilhada com os demais sistemas de
comunicac¸a˜o em grupo, e´ a de que as suspeitas de falha levam a` remoc¸a˜o dos suspeitos do
grupo. Assim, um atacante pode tentar obter uma maioria de processos maliciosos no grupo
atrasando os processos correctos e causando a sua expulsa˜o. Pelo contra´rio, no BFT se ha´ sus-
peitas sobre o prima´rio, este passa a secunda´rio, mas nunca e´ expulso, logo o problema na˜o
existe.
Um ponto interessante do Rampart e´ que pode votar os outputs das re´plicas de duas formas
diferentes [Reiter, 1995]. A primeira usa um esquema de assinatura de limiar-(k,N): o cliente
aceita a resposta se esta estiver assinada usando esse esquema. No entanto, este esquema ap-
resentou um desempenho fraco de forma a que na pra´tica e´ usado um esquema de votac¸a˜o
semelhante ao BFT.
3.1.3 SINTRA, SecureRing, SecureGroup, Worm-IT
Antes de vermos alguns sistemas que melhoram a resisteˆncia do BFT e do Rampart, vamos
referir quatro sistemas: SINTRA, SecureRing, SecureGroup e Worm-IT. Os quatro teˆm em
comum oferecerem uma primitiva de difusa˜o ato´mica TI. Na˜o constituem uma soluc¸a˜o completa
para fazer RME TI, mas o que lhes falta e´ apenas a comunicac¸a˜o com os clientes. Todos teˆm
resisteˆncia N ≥ 3f + 1.
O sistema SINTRA oferece um conjunto de primitivas de difusa˜o (fia´vel, ato´mica, causal),
considerando um conjunto esta´tico de ma´quinas, como o BFT [Cachin and Poritz, 2002]. Ao
contra´rio do BFT e do Rampart que usam detecc¸a˜o de falhas/intruso˜es para garantir o progresso
do sistema, o SINTRA contorna o FLP mediante um protocolo de consenso bina´rio baseado
em aleatoridade [Cachin et al., 2000]. O protocolo usa criptografia de limiar e criptografia de
chave pu´blica, logo o seu desempenho e´ fraco quando o tempo de comunicac¸a˜o e´ “pequeno”,
como numa LAN; numa WAN o tempo de processamento pode ser negligencia´vel face ao de
comunicac¸a˜o, logo o desempenho pode ser aceita´vel.
O SecureRing e´ um sistema de comunicac¸a˜o em grupo especialmente voca-
cionado para redes de pequena dimensa˜o, ja´ que e´ baseado num anel lo´gico de
ma´quinas [Kihlstrom et al., 2001]. O protocolo de ordenac¸a˜o e´ baseado num token que cir-
cula no anel, so´ podendo enviar mensagens quem tiver esse token. O sistema usa assinaturas
baseadas em criptografia de chave pu´blica, mas em menor quantidade do que o Rampart. Por
exemplo, em vez das mensagens serem todas assinadas, e´ assinado o token que transporta um
resumo criptogra´fico das mensagens ja´ enviadas mas ainda na˜o entregues. Ma´quinas mali-
ciosas sa˜o removidas com base em informac¸a˜o fornecida por um detector de falhas bizanti-
nas [Kihlstrom et al., 2003].
O SecureGroup usa um protocolo de difusa˜o ato´mica baseado em aleatori-
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dade [Moser et al., 2000, Moser and Melliar-Smith, 1999]. Sendo um sistema de comunicac¸a˜o
em grupo como o SecureRing, tem o inconveniente de a resisteˆncia ser menos de um terc¸o de
todas as ma´quinas do universo das que podem teoricamente entrar no grupo, na˜o das que fazem
parte do grupo num determinado instante. Assim, na pra´tica a resisteˆncia e´ menor do que a dos
outros sistemas.
O Worm-IT e´ um sistema de comunicac¸a˜o em grupo baseado na noc¸a˜o de wormhole se-
guro [Correia et al., 2005b, Verı´ssimo, 2003]. O sistema e´ baseado num modelo de falhas
hı´brido: a maior parte do sistema pode sofrer intruso˜es mas cada no´ e´ extendido com um
componente seguro, a TTCB [Correia et al., 2002b]. Sobre este tipo de componentes e mod-
elos veremos mais na pro´xima secc¸a˜o. O que e´ relevante neste ponto e´ referir que o protocolo
de difusa˜o ato´mica tem a vantagem de ser eficiente (na˜o usa criptografia de chave pu´blica) e
totalmente distribuı´do (na˜o tem um prima´rio/sequenciador), o que lhe permite evitar os ataques
referidos atra´s a propo´sito do BFT.
3.1.4 Optimizac¸a˜o da resisteˆncia
Todos os sistemas mencionados ate´ agora teˆm um ponto em comum: toleram menos de 1/3
de re´plicas maliciosas, ou seja, N ≥ 3f + 1. Essa proporc¸a˜o pode parecer ta˜o boa como
outra qualquer mas, se fizermos as contas, significa que para tolerar intruso˜es num servidor
sa˜o precisos N = 4, para tolerar intruso˜es em 2 sa˜o precisos N = 7 e assim por diante. Estes
nu´meros sa˜o consideravelmente altos, ja´ que cada servidor tem um custo em termos de hardware
e software. Mais, para garantir que as re´plicas na˜o teˆm vulnerabilidades, um problema de que
falaremos mais tarde, pode ser necessa´rio desenvolver software especı´fico para cada re´plica, o
que implica um custo significativo. Por tudo isto, reduzir o nu´mero de re´plicas necessa´rias para
tolerar f intruso˜es na˜o e´ uma questa˜o menor.
Uma contribuic¸a˜o engenhosa para esta questa˜o foi proposta em [Yin et al., 2003]. A ideia
consiste em separar o acordo sobre a ordenac¸a˜o de mensagens da execuc¸a˜o do servic¸o. Porque
e´ que todos os sistemas acima precisavam de pelo menos 3f + 1 re´plicas? Porque em sistemas
assı´ncronos a difusa˜o ato´mica – o acordo sobre a ordenac¸a˜o das mensagens – e´ impossı´vel com
menos re´plicas. Uma vez ordenados os pedidos/comandos, quantas re´plicas sa˜o necessa´rias para
executar o servic¸o? Bastam 2f + 1 para se fazer uma votac¸a˜o simples (conta o que disser a
maioria, i.e., f + 1).
O esquema apresentado nesse artigo e´ arquitectural: o servic¸o passa a ter 3f+1 re´plicas que
fazem acordo sobre a ordenac¸a˜o e 2f + 1 re´plicas que executam o servic¸o. Esta arquitectura e´
apresentada na figura 6. A grande vantagem desta soluc¸a˜o e´ que reduz o nu´mero de re´plicas que
executam o servic¸o que, em geral, sera˜o mais complexas e caras do que as que fazem acordo
(a execuc¸a˜o do servic¸o pode envolver por exemplo um base de dados de grande dimensa˜o). ´E







Figura 6: Separac¸a˜o acordo-execuc¸a˜o. (a) Arquitectura tı´pica. (b) Arquitectura com
separac¸a˜o [Yin et al., 2003].
de uma firewall, mas isso ficara´ para mais tarde (secc¸a˜o 6).
Um sistema que permite realmente diminuir o nu´mero de re´plicas para N ≥ 2f + 1 e´ ap-
resentado em [Correia et al., 2004]. A soluc¸a˜o consiste em usar um modelo de falhas hı´brido
baseado num wormhole seguro para ordenar as mensagens11. Este wormhole, chamado TTCB, e´
um componente distribuı´do e seguro. A arquitectura do sistema esta´ representada na figura 7. A
TTCB e´ um nu´cleo de seguranc¸a distribuı´do, que e´ suficientemente simples para ser construı´da
de forma a que seja segura, ou seja, para que na˜o seja possı´vel que aı´ ocorram intruso˜es. Na re-
alidade, para suportar este servic¸o o componente precisa de ter apenas um servic¸o de ordenac¸a˜o
de mensagens: o TMO (Trusted Multicast Ordering). Como esse servic¸o e´ executado num
componente seguro, sa˜o precisos apenas 2f + 1 servidores para o executar.
O algoritmo funciona esquematicamente da seguinte forma. Um cliente envia um pedido
para um dos servidores a` sua escolha. Um servidor malicioso pode tentar na˜o processar o
pedido, logo ao fim de um certo tempo o cliente reenvia o pedido para outros f servidores, o
que garante que pelo menos um servidor correcto o recebe. O pedido vai assinado com um
vector de MACs de forma a evitar que um servidor malicioso modifique o pedido.
Quando um servidor correcto recebe o pedido, difunde-o por todos os outros servidores
e passa um resumo criptogra´fico desse mesmo pedido ao TMO. Quando outro servidor recebe
11A meta´fora do wormhole vem de um conceito da astrofı´sica que alguma fic¸a˜o cientı´fica tem apresentado como
atalhos que permitiram viajar em pouco tempo entre pontos afastados do universo. Uma introduc¸a˜o ao tema esta´ em
http://en.wikipedia.org/wiki/Wormhole. A ideia explorada neste trabalho consiste em usar um componente seguro
por onde a informac¸a˜o pode “viajar” em seguranc¸a. Os wormholes teˆm sido usados tambe´m para aplicac¸o˜es com
requisitos temporais [Verı´ssimo and Casimiro, 2002].
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Figura 7: Replicac¸a˜o de ma´quinas de estados com um wormhole [Correia et al., 2004].
esse pedido, passa tambe´m uma sı´ntese ao TMO. Quando o TMO descobre que f+1 servidores
teˆm o mesmo pedido, atribui-lhe um nu´mero de ordem e entrega esse nu´mero a todos os servi-
dores. O TMO espera por f + 1 servidores para garantir que pelo menos um e´ correcto e tem
mesmo a mensagem. Como o TMO e´ seguro, na˜o pode “mentir”, todos os servidores recebem
o mesmo nu´mero de ordem para o pedido. Quando um servidor na˜o tem pedidos com nu´mero
menor por executar, executa o comando nesse pedido e envia a resposta ao cliente. Quando o
cliente recebe f + 1 co´pias da mesma resposta vindas de servidores diferentes tem a certeza de
que essa e´ a resposta correcta pois pelo menos um dos servidores e´ correcto. Logo, aceita essa
resposta.
O algoritmo tem muito mais detalhes que na˜o podem ser aqui explicados. Conve´m apenas
dizer que na˜o usa criptografia de chave pu´blica em tempo de execuc¸a˜o (pode ser necessa´ria para
distribuir inicialmente as chaves secretas).
3.2 Quoruns
Um sistema de quoruns Q e´ um conjunto de subconjuntos de servidores denominados quoruns
tal que ∀Q1, Q2 ∈ Q, Q1 ∩ Q2 6= ∅. Esta definic¸a˜o, apesar de comum, tem tanto de precisa
quanto de obscura. Para que servira´ definir um conjunto de subconjuntos de servidores?
Dado um conjunto de servidores U , um sistema de quoruns permite raciocinar sobre esses
servidores e definir objectos distribuı´dos com diferentes semaˆnticas, por exemplo, varia´veis
partilhadas, objectos de exclusa˜o mu´tua e objectos de consenso. Esta explicac¸a˜o na˜o exclui os
algoritmos de RME, que no fundo concretizam um tipo de varia´veis partilhadas com semaˆntica
forte (leituras e escritas ordenadas). A diferenc¸a e´ que enquanto que a RME e´ uma soluc¸a˜o
gene´rica para concretizar servic¸os tolerantes a faltas/intruso˜es, os quoruns geralmente sa˜o us-
ados para construir reposito´rios de dados tolerantes a faltas/intruso˜es, o que constitui um caso
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particular dos referidos servic¸os (v. figura 8.
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Figura 8: Reposito´rio de dados baseado em quoruns.
Ao servirem para concretizar algo de mais simples do que RME, muitas vezes os trabal-
hos com quoruns evitam a necessidade de realizar consenso e, como tal, na˜o sa˜o circunscritos
pelo FLP podendo os algoritmos ser totalmente assı´ncronos. No entanto, a principal diferenc¸a
entre a RME e os sistemas de quoruns e´ que as operac¸o˜es na RME envolvem sempre todos os
servidores, enquanto que nos sistemas de quoruns as operac¸o˜es sa˜o geralmente feitas sobre um
quorum – um subconjunto dos servidores – o que torna os algoritmos mais escala´veis.
Nesta secc¸a˜o vamos considerar o uso de sistemas de quoruns para concretizar reposito´rios
de dados. Uma forma de caracterizar um reposito´rio e´ pensando nele como concretizando um
conjunto de varia´veis de memo´ria partilhada (shared-memory), ou seja, de memo´ria que pode
ser lida e escrita por diversos processos (clientes). Em sistemas distribuı´dos ha´ um trabalho
vasto em algoritmos sobre memo´ria partilhada, desenvolvido em paralelo com todo o trabalho
em algoritmos com comunicac¸a˜o por mensagens (message passing)12. No entanto, apesar de
serem duas linhas de investigac¸a˜o paralelas, num sistema distribuı´do as varia´veis de memo´ria
partilhada teˆm necessariamente de ser concretizadas usando clientes e servidores que comuni-
cam por mensagens. Os sistemas de quoruns fornecem uma forma conveniente de raciocinar
sobre os conjuntos de servidores com vista a` definic¸a˜o de algoritmos que implementem os
reposito´rios.
Lamport apresentou uma classificac¸a˜o de varia´veis de memo´ria partilhada que continua
a ser amplamente utilizada [Lamport, 1986]. Um primeiro ponto dessa classificac¸a˜o e´ o de
quantos processos podem aceder a uma varia´vel para leitura e escrita. Na discussa˜o que se
segue vamos considerar sempre varia´veis com mu´ltiplos-escritores/mu´ltiplos-leitores (multi-
writer/multi-reader), embora existam muitos trabalhos em varia´veis para um-escritor/mu´ltiplos-
leitores (single-writer/multi-reader).
12Os algoritmos mencionados neste texto sa˜o todos baseados em comunicac¸a˜o por mensagens.
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O segundo ponto da classificac¸a˜o e´ a semaˆntica de consisteˆncia da varia´vel, que pode
ser, por exemplo, uma de treˆs: segura (safe), regular e ato´mica. Diz-se que a operac¸a˜o
o1 acontece antes da operac¸a˜o o2 se o1 termina antes de o2 comec¸ar. Duas operac¸o˜es
o1 e o2 dizem-se concorrentes se nem o1 acontece antes de o2 nem o2 acontece antes de
o1. Estas treˆs semaˆnticas de consisteˆncia podem ser definidas informalmente da seguinte
forma [Lamport, 1986, Martin et al., 2002a]:
• segura: uma leitura que na˜o seja concorrente com nenhuma escrita retorna o u´ltimo valor
escrito; uma leitura concorrente com uma ou mais escritas retorna qualquer valor;
• regular: garante a semaˆntica segura e tambe´m que se uma leitura e´ concorrente com
va´rias escritas, o valor retornado e´ um dos valores dessas operac¸o˜es de escrita ou o valor
escrito pela u´ltima escrita que tenha terminado antes da leitura;
• ato´mica: garante a semaˆntica regular e tambe´m que as escritas e leituras retornam valores
como se tivessem sido feitas de acordo com uma ordem definida; uma varia´vel com esta
semaˆntica tambe´m se diz lineariza´vel [Herlihy and Wing, 1990]13.
Estas definic¸o˜es seguem as originais de [Lamport, 1986] que na˜o consideram o caso
de mu´ltiplos escritores, apenas mu´ltiplos leitores. Alguns trabalhos mais recentes,
como [Martin et al., 2002a], consideram tambe´m este caso. A especificac¸a˜o da semaˆntica no
caso de escritas concorrentes depende de cada algoritmo. ´E interessante notar que se fosse us-
ada replicac¸a˜o de ma´quinas de estados para concretizar um reposito´rio de dados, p. ex. o BFT,
a semaˆntica obtida seria a mais forte, a ato´mica, incluindo ordem nas escritas concorrentes.
Muitas outras semaˆnticas de consisteˆncia foram definidas [Adve and Gharachorloo, 1996].
Os trabalhos em quoruns para toleraˆncia a faltas acidentais tem va´rios anos e e´ ate´ anterior
a` replicac¸a˜o de ma´quinas de estados [Gifford, 1979]. Muito mais recentemente surgiu um inter-
esse considera´vel no estudo de sistemas de quoruns tolerantes a faltas bizantinas, ou tolerantes a
intruso˜es, comec¸ando em [Malkhi and Reiter, 1997a, Malkhi et al., 1997]14. Estes sistemas sa˜o
chamados de sistemas de quoruns de mascaramento, ja´ que o objectivo e´ mascarar a ocorreˆncia
de faltas em alguns servidores.
3.2.1 Varia´veis partilhadas com quoruns
O tipo de objecto distribuı´do mais o´bvio e´ a varia´vel partilhada. O trabalho em sis-
temas de quoruns e´ fe´rtil em algoritmos para a concretizac¸a˜o deste tipo de varia´veis.
13Na realidade o conceito de lineariza´vel e´ uma generalizac¸a˜o da semaˆntica ato´mica de varia´veis partilhadas
para objectos gene´ricos.
14Ha´ um trabalho anterior que combina quoruns e faltas bizantinas mas que considera apenas clientes mali-
ciosos [Naor and Wool, 1996].
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Vamos ilustrar este tipo de algoritmos com variantes das varia´veis partilhadas definidas
em [Malkhi and Reiter, 1998a, Malkhi and Reiter, 1998b]15.
Para cada varia´vel partilhada x existe em cada servidor u uma co´pia da varia´vel xu e uma
estampilha temporal tx,u. No sistema existe um conjunto de escritores Wx que conte´m os iden-
tificadores dos clientes que podem escrever em x. O valor de Wx e´ conhecido por todos os
clientes e servidores (pode estar codificado no nome da varia´vel ou ser guardado em outra
varia´vel partilhada). A estampilha temporal indica quando a varia´vel foi escrita pela u´ltima
vez e os conjuntos de estampilhas temporais usadas pelos clientes na˜o se intersectam (p. ex. as
pro´prias estampilhas incluem o identificador do cliente nos bits menos significativos).
Os clientes comunicam com os servidores usando uma chamada a procedimento remoto
quorum. A chamada Q-RPC(m) envia o pedido m a um subconjunto dos servidores e recolhe
respostas de um quorum. A operac¸a˜o pode implicar reenviar o pedido e excluir servidores ma-
liciosos, ja´ que estes podem tentar boicotar o funcionamento do sistema de diferentes modos.
Nem os clientes e nem os servidores comunicam directamente entre si, o que e´ uma carac-
terı´stica comum a` maioria dos trabalhos de quoruns publicados, que traz benefı´cios em termos
de escalabilidade [Malkhi and Reiter, 2000].
Os sistemas de quoruns podem ser divididos em va´rias classes, das quais veremos duas.
Comec¸aremos pela classe que conduz a algoritmos mais simples, os sistemas de quoruns de
disseminac¸a˜o-f. A principal caracterı´stica destes sistemas e´ que os dados armazenados sa˜o
assinados pelo cliente que os escreve – dados auto-verifica´veis – logo os servidores na˜o podem
forjar ou modificar esses dados. Nos algoritmos de escrita e leitura que vamos ver, o sistema de
quoruns tem de obedecer a duas propriedades:
• Consisteˆncia. ∀Q1, Q2 ∈ Q, |Q1 ∩Q2| ≥ f + 1
• Disponibilidade. ∀Q ∈ Q, |Q| ≤ n− f
A primeira propriedade diz essencialmente que a intersecc¸a˜o de dois quoruns na˜o pode con-
ter apenas servidores maliciosos. A segunda diz que teˆm de existir quoruns que na˜o contenham
servidores maliciosos.
Comecemos por assumir que os escritores sa˜o correctos16, que N ≥ 3f + 1 (consequeˆncia
das duas propriedades acima) e que o tamanho dos quoruns e´ ∀Q ∈ Q, |Q| = dN+f+1
2
e. O
algoritmo que permite escrever o valor v na varia´vel partilhada x com semaˆntica regular e´
bastante simples:
15O trabalho original usa a noc¸a˜o de fail-prone system para generalizar a ideia de que no ma´ximo f servidores
podem falhar [Malkhi and Reiter, 1998a]. Na pra´tica tal generalizac¸a˜o conduz a algoritmos mais difı´ceis de com-
preender, logo na˜o vamos usa´-la.
16Podı´amos falar de clientes correctos, mas sob o ponto de vista do algoritmo e´ irrelevante os leitores serem
correctos ou maliciosos ja´ que na˜o alteram o estado dos servidores.
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1. fazer Q-RPC para obter o conjunto de estampilhas temporais {tx,u}u∈Q1 do quorum Q1
de servidores;
2. escolher uma estampilha t maior do que todas as obtidas e fazer Q-RPC para enviar o par
〈v, t〉 para um quorum Q2.
´E fa´cil compreender que f servidores maliciosos na˜o podem interferir com o funcionamento
do algoritmo pois os valores que na˜o estiverem correctamente assinados por um escritor de Wx
sa˜o descartados pelos leitores que os recebam, e assumiu-se que os escritores sa˜o correctos,
logo os valores sera˜o assinados correctamente. O algoritmo que leˆ o conteu´do de x e´ igualmente
simples:
1. fazer Q-RPC para obter o conjunto de pares assinados valor/estampilha {〈vu, tu〉wu}u∈Q1
no quorum Q1 de servidores;
2. retornar o valor com a maior estampilha escrito por um escritor de Wx.
Consideremos agora a possibilidade de existirem escritores maliciosos. O problema e´ com-
plicado pois um escritor malicioso pode facilmente deixar o sistema num estado inconsistente,
p. ex. escrevendo um par 〈vi, ti〉 diferente em cada servidor. A primeira parte da soluc¸a˜o con-
siste em usar o protocolo echo [Reiter, 1994] para garantir que todos os servidores que aceitem
a escrita de um valor, aceitem o mesmo par 〈v, t〉. O protocolo funciona assim: (1) o escritor
envia o par para os servidores e obte´m ecos assinados vindos de um quorum inteiro; (2) o es-
critor envia o par e as assinaturas para os servidores do mesmo quorum. Como todos os quoruns
se intersectam e´ impossı´vel o servidor escrever em dois quoruns dois valores diferentes com a
mesma estampilha, ou seja, dois pares 〈v, t〉 e 〈v′, t〉 com v 6= v′.
Consideremos agora o caso gene´rico em que na˜o temos dados assinados pelos escritores,
ou seja, em que os dados na˜o sa˜o auto-verifica´veis. Uma justificac¸a˜o para esta generalizac¸a˜o
e´ a de que para verificar as assinaturas seria preciso distribuir as chaves pu´blicas dos clientes
pelos outros clientes, o que pode na˜o ser conveniente.
Neste caso gene´rico e´ necessa´rio que a intersecc¸a˜o de dois quoruns tenha sempre uma
maioria de servidores correctos:
• Consisteˆncia. ∀Q1, Q2 ∈ Q, |Q1 ∩Q2| ≥ 2f + 1
Assim, e´ necessa´rio aumentar a redundaˆncia de servidores: N ≥ 4f + 1 e ∀Q ∈ Q, |Q| =
dN+2f+1
2
e. Este tipo de sistema de quoruns e´ denominado de mascaramento-f.
Um algoritmo que permite a um escritor w ∈ Wx escrever o valor v na varia´vel partilhada
x com semaˆntica segura e´:
1. fazer Q-RPC para obter o conjunto de estampilhas temporais {tx,u}u∈Q1 do quorum Q1
de servidores;
25
2. escolher uma estampilha t maior do que todas as obtidas;
3. fazer Q-RPC para enviar 〈v, t〉 e receber ecos assinados de um quorum Q2;
4. fazer Q-RPC para enviar os ecos para Q2, escrevendo 〈v, t〉 nesse quorum.
O protocolo que permite a um cliente ler a varia´vel x e´:
1. fazer Q-RPC para obter o conjunto de pares valor/estampilha {〈vu, tx,u〉wu}u∈Q1 no quo-
rum Q1 de servidores, cada par assinado pelo servidor onde se encontra;
2. retornar o valor v do par 〈v, t〉 com maior estampilha que aparec¸a em pelo menos f + 1
respostas (ou ⊥ se na˜o houver nenhum).
Caso uma leitura na˜o seja concorrente com uma ou mais escritas, o valor retornado e´ o
u´ltimo escrito. Caso contra´rio, a varia´vel pode retornar um valor qualquer dos que esta˜o a ser
escritos ou ⊥. Essa e´ a raza˜o pela qual a semaˆntica e´ a mais fraca, a semaˆntica segura.
Os algoritmos apresentados teˆm em comum a forma como os quoruns aı´ aparecem explici-
tamente (p. ex. Q1, Q2). Esta forma de especificac¸a˜o torna os algoritmos muito gene´ricos ja´
que na˜o dependem do conteu´do dos quoruns. Uma forma menos gene´rica mas mais simples de
especificar quoruns e´ a que referimos atra´s a propo´sito do BFT, por exemplo, “um quorum de
(quaisquer) f + 1 servidores”, “um quorum de 2f + 1 servidores” [Castro and Liskov, 2002,
Martin et al., 2002a, Martin and Alvisi, 2004].
Em relac¸a˜o a`s varia´veis partilhadas vale a pena dizer ainda que alguns algoritmos mais
eficientes dos que aqui apresentados encontram-se em [Martin et al., 2002a]. A tabela 3.1 ap-
resenta uma comparac¸a˜o de alguns algoritmos. Um protocolo na˜o-confirma´vel difere dos que
vimos em que na˜o e´ possı´vel determinar quando uma escrita termina.
disseminac¸a˜o-f mascaramento-f disseminac¸a˜o-f mascaramento-f
refereˆncia confirma´vel confirma´vel na˜o-confirma´vel na˜o-confirma´vel
[Malkhi and Reiter, 1998a] regular, 3f+1 segura, 4f+1
[Malkhi and Reiter, 1998b] ato´mica, 3f+1 segura, 4f+1
[Martin et al., 2002a] ato´mica, 3f+1 ato´mica, 3f+1 regular, 2f+1 regular, 2f+1
[Martin et al., 2002b] regular, 3f+1 segura, 4f+1 regular, 2f+1 segura, 3f+1
Tabela 1: Comparac¸a˜o das semaˆnticas e resisteˆncias de varia´veis partilhadas com
quoruns [Martin et al., 2002a].
3.2.2 Outros objectos de memo´ria partilhada com quoruns
Va´rios outros objectos de memo´ria partilhada teˆm sido concretizados usando quoruns. Uma
primitiva importante quando se fala de programac¸a˜o concorrente e´ a exclusa˜o mu´tua. No tipo
26
de sistemas que estamos a ver, o objectivo e´ permitir a um cliente reservar recursos (p. ex. ob-
jectos) para seu uso exclusivo enquanto realiza determinada operac¸a˜o. Um algoritmo que
na˜o garante que o recurso seja reservado caso haja va´rios clientes a concorrer e´ apresentado
em [Malkhi and Reiter, 1998b]. Um algoritmo de exclusa˜o mu´tua sem esta restric¸a˜o baseado
no algoritmo do confeiteiro de Lamport encontra-se em [Bessani et al., 2005]. Apesar de os al-
goritmos com quoruns tentarem geralmente evitar o consenso, por vezes e´ mesmo necessa´rio ter
um objecto que realize essa operac¸a˜o. Um objecto de consenso aleato´rio baseado em quoruns
encontra-se em [Malkhi and Reiter, 2000].
Por u´ltimo, vale a pena referir um trabalho recente que modifica uma premissa que
todos os sistemas de quoruns ate´ enta˜o assumiam: f e N serem constantes. Martin
e Alvisi introduziram uma metodologia gene´rica que permite transformar protocolos de
quoruns como os dados acima em protocolos dinaˆmicos, nos quais f e N podem crescer ou
diminuir [Martin and Alvisi, 2004]. A ideia ba´sica consiste em substituir a primitiva Q-RPC
por uma primitiva DQ-RPC que lida com as variac¸o˜es desses paraˆmetros.
4 Fragmentac¸a˜o: garantindo disponibilidade, integridade e
confidencialidade
Voltemos a` nossa histo´ria do pirata. As soluc¸o˜es de replicac¸a˜o que foram apresentadas resolvem
o problema da disponibilidade e da integridade de um servic¸o se um ma´ximo de f torreo˜es
forem invadidos pelo pirata. Imaginemos agora que o que o pirata procura e´ informac¸a˜o, por
exemplo, um mapa do tesouro. Nesse caso, replicar informac¸a˜o em todos os torreo˜es, em lugar
de aumentar a seguranc¸a acaba por diminuı´-la, ja´ que basta ao pirata tomar um dos torreo˜es para
o obter o mapa! Para garantir tambe´m a confidencialidade – ale´m da disponibilidade e integri-
dade – os dados tera˜o de ser fragmentados ou disseminados pelos diversos servidores/torreo˜es,
podendo ser reconstruı´dos apenas por quem tiver autorizac¸a˜o para o fazer. Se o pirata invadir
um torrea˜o obtera´ apenas um pedac¸o de mapa sem significado.
A fragmentac¸a˜o de dados para obter disponibilidade, integridade e confidencialidade e´ o
tema desta secc¸a˜o. Conve´m referir que alguns trabalhos que veremos teˆm outra motivac¸a˜o:
fragmentar os dados pelos servidores para diminuir o espac¸o de armazenamento total, evitando
ter uma re´plica de todos os dados em todos os servidores. Em qualquer dos casos, nesta linha
de trabalho o objectivo e´ o armazenamento de dados, como vimos a propo´sito dos sistemas
de quoruns, na˜o a concretizac¸a˜o de servic¸os gene´ricos, como na replicac¸a˜o de ma´quinas de
estados.
O trabalho seminal na a´rea e´ de Fraga e Powell, que cunharam originalmente o termo
toleraˆncia a intruso˜es [Fraga and Powell, 1985]. Esse trabalho tratou de muitos dos proble-
mas que os trabalhos seguintes tambe´m trataram, logo e´ por ele que vamos comec¸ar.
27
...
F R A G M E N T A Ç Ã O        R E P L I C A Ç Ã O            D I S P E R S Ã O
S E R V I D O R E S
F I C H E I R O          F R A G M E N T O S
Figura 9: Fragmentac¸a˜o-redundaˆncia-dispersa˜o [Deswarte et al., 1991].
Esse trabalho apresenta um sistema de ficheiros TI e introduz uma te´cnica chamada
fragmentac¸a˜o-redundaˆncia-dispersa˜o (FRS, fragmentation-redundancy-scattering). A ideia
ba´sica e´ fa´cil de compreender. Um sistema de ficheiros e´ concretizado atrave´s de um conjunto
de servidores. Cada ficheiro F , antes de ser armazenado, e´ fragmentado em m fragmentos,
que depois sa˜o espalhados pelos N servidores, de tal modo que cada fragmento fique guardado
em va´rios servidores (para garantir a disponibilidade) e nenhum servidor tenha fragmentos su-
ficientes para que um intruso possa reconstruir F (para contribuir para a confidencialidade) –
v. fig. 917. Desta breve explicac¸a˜o percebe-se imediatamente que o sistema na˜o fornece propri-
amente confidencialidade em sentido estrito, ja´ que um intruso pode obter alguma informac¸a˜o
atacando um servidor, embora para reconstruir o ficheiro completo sejam necessa´rios m frag-
mentos. Para usar as palavras do artigo, este esquema “reduz o significado da informac¸a˜o
disponı´vel a um intruso”. Em relac¸a˜o a` integridade, sa˜o sugeridas duas soluc¸o˜es alternativas
para detectar fragmentos corrompidos: (1) quando e´ feita a leitura sa˜o lidas diversas co´pias de
cada fragmento e faz-se uma votac¸a˜o; (2) junta-se um MAC a cada fragmento.
A informac¸a˜o sobre a localizac¸a˜o dos ficheiros esta´ armazenada num servic¸o que e´ tambe´m
distribuı´do para tolerar intruso˜es. Um ponto importante gerido por esse servic¸o e´ o da
autorizac¸a˜o de acesso a um ficheiro. A soluc¸a˜o, que e´ apenas esboc¸ada, usa um esquema de
partilha de segredos para construir a chave necessa´ria para aceder ao ficheiro. O sistema tem a
limitac¸a˜o de na˜o tolerar clientes maliciosos.
17Nos trabalhos desta a´rea e´ usual falar-se de fragmentac¸a˜o, ou dispersa˜o, de um ficheiro F , em vez de acesso a
uma varia´vel partilhada x, como nos trabalhos sobre quoruns. Nesta secc¸a˜o vamos seguir essa nomenclatura.
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4.1 Co´digos de apagamento
Pouco depois de [Fraga and Powell, 1985], Rabin publicou uma soluc¸a˜o para fragmentac¸a˜o –
a que chama um algoritmo de dispersa˜o de informac¸a˜o – que optimiza o espac¸o ocupado com
base em co´digos de apagamento (erasure codes) [Rabin, 1989]. Estes co´digos sa˜o semelhantes
aos co´digos de correcc¸a˜o de erros usados em telecomunicac¸o˜es, mas enquanto nos primeiros a
informac¸a˜o pode apenas ser apagada, nos segundos pode tambe´m ser modificada.
A ideia consiste em dividir um ficheiro em N fragmentos de forma a que seja suficiente ter
k fragmentos para reconstruı´-lo, mas k − 1 fragmentos na˜o cheguem para o fazer. Para o efeito
usa-se um co´digo de apagamento-(k,N). Esse trabalho na˜o fornece propriamente um protocolo
para concretizar o esquema num sistema distribuı´do. Esse passo foi dado em outros trabal-
hos que dele derivam [Krawczyk, 1993, Alon et al., 2000, Garay et al., 2000]. Mais tarde, no
aˆmbito do projecto PASIS (programa OASIS) foi definido um sistema eficiente para dispersa˜o
de informac¸a˜o com semaˆntica ato´mica, que tolera clientes maliciosos [Goodson et al., 2004].
Nenhum destes trabalhos aborda a questa˜o da confidencialidade, sendo os co´digos de apaga-
mento usados unicamente para optimizar o espac¸o ocupado pelos dados.
O u´nico trabalho dessa linha que considera o problema da confidencialidade dos dados e´
bastante recente [Cachin and Tessaro, 2004, Cachin and Tessaro, 2005]. O primeiro dos dois
artigos na˜o permite acessos concorrentes, e cada ficheiro so´ pode ser escrito uma vez (na˜o lida
com verso˜es). Mesmo assim, esse trabalho vai servir para ilustrar este tipo de soluc¸o˜es.
O primeiro mecanismo apresentado em [Cachin and Tessaro, 2004] e´ denominado AVID
(asynchronous verifiable information dispersal) e na˜o fornece confidencialidade, apenas inte-
gridade e disponibilidade. Os clientes podem ser maliciosos.
Um cliente que quer armazenar um ficheiro F comec¸a por o codificar como um vector
[F1, ..., FN ] usando um co´digo de apagamento-(k,N). Ale´m disso obte´m um conjunto de im-
presso˜es digitais [Krawczyk, 1993] calculando um vector com sı´nteses criptogra´ficas (hashes)
de cada Fi: D = [D1, ..., DN ]. Depois, toda essa informac¸a˜o e´ enviada para os servi-
dores usando um protocolo de difusa˜o fia´vel, que e´ uma variante do protocolo cla´ssico de
Bracha [Bracha, 1984]. Um protocolo de difusa˜o fia´vel garante duas propriedades: (1) todos os
servidores entregam os mesmos pedidos; (2) se o cliente e´ correcto, o pedido e´ entregue (se for
malicioso, pode na˜o ser entregue). Este protocolo na˜o e´ usado ipsis verbis mas modificado para
diminuir a quantidade de dados enviados: o cliente envia apenas Fi para o servidor si, mas de-
pois estes servidores trocam entre si os Fi para garantirem que todos teˆm o seu fragmento. Se o
cliente for malicioso e alguns dos fragmentos estiverem corrompidos ha´ duas possibilidades: o
nu´mero de fragmentos disponı´veis permite reconstruir os fragmentos omitidos, o que e´ feito; ou
na˜o e´ possı´vel reconstruir esses fragmentos e o ficheiro na˜o e´ armazenado. Quando a operac¸a˜o
e´ terminada os servidores apagam todos os fragmentos que na˜o lhe pertencem.
A operac¸a˜o de leitura consiste simplesmente em pedir fragmentos aos servidores ate´ se
29
obterem os k necessa´rios para reconstruir F . O paraˆmetro k tem de verificar a condic¸a˜o: f+1 ≤
k ≤ N − 2f . A melhor resisteˆncia e´ obtida quando N = 3f + 1, logo k = f + 1.
O mesmo artigo apresenta o esquema cAVID que garante tambe´m a confidencialidade dos
dados armazenados. Para garantir a confidencialidade e´ necessa´rio haver controle de acesso ao
ficheiro. Para o efeito junto do ficheiro e´ guardada uma lista de controle de acesso L com os
identificadores dos clientes que a ele podem aceder.
A forma como e´ conseguida a confidencialidade e´ simples: o ficheiro e´ cifrado usando
criptografia sime´trica antes de ser armazenado usando o esquema AVID. O problema e´ o que se
faz da chave. Se o cliente ficasse com a chave para si, so´ ele poderia recuperar o ficheiro, o que
em geral na˜o e´ o objectivo. Para resolver este problema usa-se um esquema de criptografia de
limiar. Este esquema fornece essencialmente:
• um algoritmo para cifrar dados usando uma chave pu´blica PK;
• um algoritmo para decifrar dados que usa uma chave privada SKi para obter um frag-
mento σ dos dados cifrados;
• um algoritmo que permite verificar se um fragmento σ e´ va´lido usando uma chave de
verificac¸a˜o V K;
• um algoritmo que permite obter os dados iniciais combinando k fragmentos decifrados
usando V K.
Cada servidor tem uma chave privada SKi e todos os clientes teˆm a chave pu´blica PK.
Para armazenar o ficheiro F , o cliente gera uma chave secreta K, cifra o ficheiro com essa
chave (usando criptografia sime´trica), e cifra K com PK. Depois, usa o algoritmo de dispersa˜o
AVID para armazenar o ficheiro, a chave K cifrada e a lista de controle de acesso L. Para ler o
ficheiro, e´ necessa´rio obter fragmentos σ de k servidores para reconstruir K.
Note que este esquema e´ ortogonal a` fragmentac¸a˜o, podendo ser adicionado a um servic¸o
baseado em replicac¸a˜o de ma´quinas de estados ou quoruns para garantir a confidencialidade dos
dados armazenados. No entanto, se o servic¸o for baseado em fragmentac¸a˜o, apo´s o processo
de armazenamento do ficheiro e´ necessa´rio penetrar em k servidores para poder executar um
ataque com o objectivo de quebrar a cifra de K, enquanto que com RME ou quoruns basta
penetrar em um, logo a seguranc¸a oferecida e´ ligeiramente superior.
Este esquema e´ extendido para concretizar uma varia´vel partilhada para mu´ltiplos escritores
e mu´ltiplos leitores e com semaˆntica ato´mica em [Cachin and Tessaro, 2005]. A soluc¸a˜o e´
baseada em estampilhas temporais de forma semelhante ao usado em sistemas de quoruns.
Por exemplo, para fazer uma escrita o cliente comec¸a por obter a maior estampilha armazenada
e depois escreve o ficheiro com uma estampilha superior. Para evitar ataques de negac¸a˜o de
servic¸o atrave´s da utilizac¸a˜o de estampilhas muito grandes, e´ usado o esquema de non-skipping
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timestamps que na˜o permite que estas tomem um valor superior ao nu´mero de escritas ja´ real-
izadas [Bazzi and Ding, 2004].
4.2 Partilha de segredos
Uma soluc¸a˜o bastante evidente para garantir a confidencialidade dos dados seria usar um es-
quema de partilha de segredos, como os de Shamir ou Blakley [Shamir, 1979, Blakley, 1979].
No entanto, so´ foi encontrado um trabalho que usa essa te´cnica para tolerar intruso˜es em servi-
dores, a secure store [Lakshmanan et al., 2003].
A raza˜o pela qual na˜o surgiram mais sistemas deste tipo e´ fa´cil de conjecturar: dificil-
mente o desempenho de um esquema de partilha de segredos e´ compatı´vel com um sistema de
armazenamento de dados de tamanho arbitra´rio. Para resolver esse problema, o trabalho que
vamos estudar combina essa te´cnica com replicac¸a˜o, necessitando assim de mais servidores do
que os sistemas que vimos ate´ agora. Os servidores formam uma matriz com c colunas e r




















































Figura 10: Arquitectura da secure store [Lakshmanan et al., 2003].
Quando um cliente pretende armazenar um ficheiro, divide-o em c fragmentos usando um
mecanismo de partilha de segredos (k,c), sendo k o nu´mero de fragmentos necessa´rio para
reconstruir o segredo (os mı´nimos sa˜o k = f + 1 e c = 2f + 1). Depois, cada fragmento e´
replicado por uma coluna de servidores (v. figura). Para recuperar um ficheiro e´ preciso obter k
fragmentos de diferentes colunas.
O sistema oferece um mecanismo inge´nuo de recuperac¸a˜o proactiva, o tipo de mecanismo
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que veremos na pro´xima secc¸a˜o. Em vez de simplesmente assumir que o nu´mero ma´ximo
de intruso˜es e´ f , o sistema considera que esse e´ o nu´mero ma´ximo de intruso˜es durante um
intervalo de tempo Tv. Para garantir essa hipo´tese, os fragmentos sa˜o renovados cada T < Tv,
ou seja, sa˜o novamente cifrados usando um protocolo de renovac¸a˜o de fragmentos. Obviamente
isso na˜o e´ particularmente u´til pois no mı´nimo e´ tambe´m necessa´rio remover a intrusa˜o ou o
nu´mero de servidores corrompidos ira´ sempre aumentando.
A secure store na˜o considera clientes maliciosos, que podem deixar os servidores num
estado inconsistente. As semaˆnticas de consisteˆncia oferecidas sa˜o fracas.
Um comenta´rio final sobre a relac¸a˜o de todas estas soluc¸o˜es para TI com confidenciali-
dade. Alguns dos artigos discutidos falam de quoruns. De facto, faz todo o sentido falar de
sistemas de quoruns tambe´m neste contexto, embora com a diferenc¸a de que agora os dados
na˜o sa˜o replicados pelos servidores mas fragmentados. Na realidade, a utilizac¸a˜o de sistemas
de quoruns e´ ortogonal a todos os esquemas que temos visto, embora por vezes surjam apenas
implicitamente.
5 Recuperac¸a˜o proactiva
O mascaramento de intruso˜es atrave´s de replicac¸a˜o (secc¸a˜o 3) ou fragmentac¸a˜o (secc¸a˜o 4) per-
mite tolerar um nu´mero ma´ximo de f intruso˜es em servidores durante o tempo de vida de um
servic¸o. Esse tempo normalmente sera´ longo, p. ex. de meses, tornando essa premissa de existir
um nu´mero ma´ximo de intruso˜es difı´cil de substanciar. Lembremo-nos do nosso pirata: se lhe
for dado tempo suficiente ele pode acabar por invadir muitos torreo˜es!
Para ultrapassar essa limitac¸a˜o e´ necessa´rio utilizar uma te´cnica de toleraˆncia a faltas que
referimos na secc¸a˜o 2.1: o processamento de erros. No contexto da TI, a ideia consiste em
remover as intruso˜es que va˜o ocorrendo de tal forma a que o nu´mero de servidores corrompidos
nunca ultrapasse f . Apesar de alguns trabalhos sugerirem a utilizac¸a˜o de detectores de intruso˜es
para descobrir quando e´ necessa´rio remover uma intrusa˜o, os sistemas desse tipo actualmente
disponı´veis dificilmente podera˜o ser usados para fazer remoc¸a˜o automa´tica de intruso˜es dado o
nu´mero elevado de falsos positivos e falsos negativos que produzem [Lippmann et al., 2000].
Na pra´tica, na TI tem sido usado um mecanismo de processamento de erros denominado
recuperac¸a˜o proactiva. A ideia consiste em fazer periodicamente uma renovac¸a˜o de cada servi-
dor de forma a deixa´-lo num estado correcto. Por outras palavras, periodicamente sa˜o removidas
quaisquer alterac¸o˜es ao estado ou co´digo de um servidor no qual tenha ocorrido uma intrusa˜o;
esta renovac¸a˜o e´ feita mesmo que na˜o tenham acontecido intruso˜es. Esta te´cnica na˜o faz o
sistema ficar invulnera´vel, mas o pirata teria de ser muito ra´pido para conseguir violar a sua
seguranc¸a. Na pra´tica o risco de serem corrompidos mais do que f servidores fica circunscrito
a uma janela de vulnerabilidade que depende do perı´odo de recuperac¸a˜o.
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Um atacante que realiza este tipo de ataques que procura corromper sucessivos
servidores e´ por vezes chamado de adversa´rio mo´vel, seguindo o primeiro trabalho na
a´rea [Ostrovsky and Yung, 1991]. Um interessante resumo dos trabalhos mais antigos nesta
linha encontra-se em [Canetti et al., 1997]. Os trabalhos que veremos em seguida sa˜o mais
recentes.
5.1 BFT-PR
O sistema BFT (secc¸a˜o 3.1.1) foi extendido para fazer recuperac¸a˜o proactiva, passando a
chamar-se BFT-PR [Castro and Liskov, 2002]. A ideia ba´sica desta recuperac¸a˜o e´ a que
acaba´mos de ver. As soluc¸o˜es de recuperac¸a˜o proactiva anteriores ao BFT-PR, comec¸ando
em [Ostrovsky and Yung, 1991], exigiam que o co´digo da re´plica estivesse em memo´ria so´ de
leitura. O BFT-PR precisa apenas de um pequeno monitor em memo´ria deste tipo. No BFT-PR
a recuperac¸a˜o consiste em realizar treˆs operac¸o˜es:
1. renovar as chaves secretas usadas para a comunicac¸a˜o cliente-servidor e servidor-servidor
(usadas para obter os MACs);
2. repor o co´digo do sistema caso tenha sido corrompido;
3. repor o estado do sistema caso tenha sido corrompido.
O artigo em questa˜o aponta diversas premissas para este tipo de recuperac¸a˜o ser possı´vel.
Em cada re´plica tem de existir:
• um coprocessador criptogra´fico que armazene a chave privada da re´plica e assine e decifre
mensagens sem expor essa chave;
• uma memo´ria na˜o vola´til so´ de leitura onde sejam guardadas as chaves pu´blicas de cada
uma das outras re´plicas e o monitor de recuperac¸a˜o (p. ex. a BIOS);
• um temporizador seguro para disparar a recuperac¸a˜o (existem temporizadores em hard-
ware que podem ser usados com esse fim).
Todos estes mecanismos exigem a hipo´tese adicional de que o atacante na˜o tem acesso
fı´sico ao servidor. O BFT-PR exige ainda uma hipo´tese temporal mais forte do que o BFT:
existe um instante desconhecido a partir do qual o atraso da comunicac¸a˜o e´ inferior a um dado
∆ (ou seja, um modelo de sincronia parcial [Dwork et al., 1988]).
A primeira operac¸a˜o de recuperac¸a˜o referida acima e´ a renovac¸a˜o das chaves secretas. O
protocolo usado e´ extremamente simples pois consiste no envio perio´dico (p. ex. cada minuto)
de uma u´nica mensagem com a nova chave. A mensagem enviada pelo servidor si ao servidor
sj tem a forma: 〈NEW-KEY, i, ..., {kj,i}²j , ..., t〉σi . A chave {kj,i} e´ a que sera´ usada por sj para
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calcular os MACs enviados a si. A chave e´ cifrada com a chave pu´blica de sj (²j) de forma a
que so´ sj a possa decifrar. A mensagem inclui um contador t que evita ataques de repetic¸a˜o de
mensagens antigas. A mensagem e´ assinada com a chave privada de si (σi). Estas chaves sa˜o
usadas para proteger a comunicac¸a˜o numa u´nica direcc¸a˜o. Ja´ a comunicac¸a˜o com o cliente e´
protegida nas duas direcc¸o˜es usando uma u´nica chave, que lhe e´ enviada pelo servidor usando
uma mensagem do mesmo tipo.
A segunda operac¸a˜o de recuperac¸a˜o consiste em repor o co´digo do servidor. Esta
recuperac¸a˜o e´ feita de forma proactiva sempre que o temporizador dispara. Quando isso acon-
tece, o monitor cria uma imagem do co´digo e do estado da re´plica em disco. Depois, forc¸a
o reinı´cio da ma´quina (reboot). Para verificar se o sistema operativo ou o co´digo do servic¸o
foram corrompidos o monitor usa as suas sı´nteses criptogra´ficas que se encontram guardadas
na memo´ria so´ de leitura. Se tiverem sido corrompidos, o monitor obte´m uma co´pia de outros
servidores.
A terceira operac¸a˜o comec¸a por executar um protocolo com os outros servidores para de-
terminar se o estado da re´plica foi corrompido. Se tiver sido corrompido, o estado e´ transferido
de outras re´plicas correctas.
A janela de vulnerabilidade do BFT-PR e´ Tv = 2Tk + Tr, sendo Tk o perı´odo ma´ximo de
renovac¸a˜o das chaves e Tr o perı´odo de recuperac¸a˜o do servidor.
5.2 COCA
O sistema COCA (Cornell On-line Certification Authority) e´ uma autoridade de certificac¸a˜o
on-line TI desenvolvida no aˆmbito do programa OASIS [Zhou et al., 2002a]. Esse sistema e´
bastante mais simples do que o BFT-PR mas tem o interesse de ser um dos primeiros a usar
recuperac¸a˜o proactiva e de o fazer de uma forma diferente da que vimos.
O objectivo do COCA e´ fornecer certificados com associac¸o˜es entre nomes e chaves
pu´blicas. O sistema oferece apenas duas operac¸o˜es:
• Update: criar, actualizar ou invalidar certificados.
• Query: obter o certificado correspondente a um nome.
O COCA na˜o usa RME mas um sistema de quoruns de disseminac¸a˜o. O nu´mero de servi-
dores e´ de N ≥ 3f + 1 e o tamanho do quorum e´ |Q| = 2f + 1. O sistema usa um esquema de
assinatura de limiar-(k,N) com k = f + 1. Todos os clientes e servidores teˆm a chave pu´blica
do servic¸o. A chave privada esta´ repartida por todos os servidores e e´ necessa´rio um quorum de
k para assinar um resultado do servic¸o, ou seja, um certificado.
O funcionamento ba´sico do sistema e´ ilustrado pela figura 11. Um cliente envia um pedido
para um dos servidores (o delegado) que o envia para outros 2f , perfazendo 2f + 1, ou seja,
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um quorum. Cada servidor obte´m de alguma forma o certificado e assina-o com a sua parte
da chave privada. Se ao fim de algum tempo o servidor na˜o responder, o pedido e´ reenviado
para outros f + 1 servidores de forma a que pelo menos um servidor correcto o receba. Como
cada quorum tem 2f + 1 servidores, pelo menos f + 1 = k deles ira˜o devolver o certificado
correctamente assinado, o que e´ suficiente para o cliente verificar a assinatura usando o esquema





QUORUM DE 2f+1 SERVIDORES
Figura 11: Funcionamento ba´sico do COCA [Zhou et al., 2002a].
O esquema de recuperac¸a˜o proactiva do COCA consiste em realizar periodicamente treˆs
operac¸o˜es:
1. renovar as partes das chaves privadas de cada servidor;
2. repor o co´digo do servidor caso tenha sido corrompido;
3. repor o estado do servidor caso tenha sido corrompido.
Destas operac¸o˜es, a segunda e a terceira sa˜o semelhantes a`s do BFT-PR, sendo mais inter-
essante explicar a primeira. A informac¸a˜o crı´tica que um atacante pode capturar se penetrar
num servidor e´ a sua parte da chave privada, ja´ que o COCA na˜o assume que esta esta´ em
local seguro (ao contra´rio do BFT). Se o adversa´rio mo´vel conseguisse capturar f + 1 partes
conseguiria personificar o servic¸o, logo a recuperac¸a˜o proactiva tem de renovar essas partes.
Essa renovac¸a˜o das partes e´ baseada num protocolo de partilha de segredos proactiva de-
nominado APSS [Zhou et al., 2002b], que alia´s e´ o primeiro protocolo assı´ncrono desse tipo. O
protocolo e´ executado periodicamente, gerando de cada vez novas partes da chave privada. A
chave privada, que se mante´m sempre a mesma, nunca e´ materializada em nenhum dos servi-
dores, tomando estes conhecimento apenas da sua parte. Um protocolo assı´ncrono de partilha
de segredos proactiva mais eficiente do que o APSS foi proposto em [Cachin et al., 2002].
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Por fim, vale a pena referir que na sequeˆncia do COCA surgiu o sistema CODEX, uma
evoluc¸a˜o do COCA para armazenamento de dados [Marsh and Schneider, 2004]. A recuperac¸a˜o
proactiva usada no CODEX e´ semelhante a` do COCA. Os dois sistemas teˆm um problema de
modelo que fica claro atrave´s de duas afirmac¸o˜es contradito´rias em [Zhou et al., 2002a]. Em di-
versos lugares do artigo e´ afirmado que o sistema e´ assı´ncrono mas, na secc¸a˜o 2.2, e´ tambe´m dito
que “na pra´tica, esperamos que possam ser feitas hipo´teses temporais sobre partes do sistema
que na˜o tenham sido comprometidas” (pg. 334). Esta ambiguidade causa uma vulnerabilidade
subtil que analisaremos de seguida.
5.3 Recuperac¸a˜o proactiva em sistemas assı´ncronos?
Quando na secc¸a˜o 2.3 fala´mos de modelos temporais, referimos que o modelo assı´ncrono tinha
a vantagem de na˜o fazer hipo´teses temporais, logo assumi-lo evita criar vulnerabilidades desse
tipo. No entanto, recentemente foi mostrado que na˜o e´ possı´vel fazer recuperac¸a˜o proactiva de
forma segura (safe) em sistemas assı´ncronos [Sousa et al., 2005a, Sousa et al., 2005b].
A demonstrac¸a˜o e´ elegante e vale a pena resumi-la.
Um protocolo ou algoritmo distribuı´do e´ sempre definido com base num conjunto de pre-
missas. Exemplos de premissas incluem as que sa˜o feitos sobre o tipo e quantidade de faltas que
podem ocorrer (p. ex. bizantinas e na˜o mais do que f ) e a sincronia da execuc¸a˜o (p. ex. mod-
elo assı´ncrono). Estas hipo´teses sa˜o de facto uma abstracc¸a˜o dos recursos de que o protocolo
necessita para a sua execuc¸a˜o. Por exemplo, quando se assume que na˜o mais do que f servi-
dores podem falhar, isso significa que o protocolo precisa de N − f servidores correctos para
funcionar correctamente.
O tipo de hipo´teses que nos interessam sa˜o precisamente as deste tipo, as hipo´teses quanti-
tativas de seguranc¸a sobre recursos. Interessam-nos as hipo´teses de seguranc¸a (safety), na˜o as
de progresso, pois e´ delas que depende a correcc¸a˜o de um protocolo.
Dado um recurso qualquer r, esse recurso esta´ exausto se tiver sido violada uma hipo´tese
quantitativa de seguranc¸a sobre r. Um sistema diz-se seguro-de-exausta˜o-r (r-exhaustion-safe)
se for capaz de garantir que o recurso r na˜o sera´ exausto.
Dado um sistema A, definimos Atstart como o instante de inı´cio da sua execuc¸a˜o, Atend o
instante de terminac¸a˜o e Atexaust o instante no qual determinado recurso r e´ exausto. Todos estes
instantes sa˜o instantes de tempo real. O sistema A e´ seguro-de-exausta˜o-r sse Atend < Atexaust .
Consideremos um sistema composto por um servic¸o com va´rios servidores e clientes, como
os que vimos acima. Esse sistema e´ seguro-de-exausta˜o-servidor se o nu´mero de servidores que
podem falhar – no ma´ximo f – na˜o for exausto. Podemos dizer que existe um valor para o in-
stante Atexaust desse sistema, apesar de ser desconhecido e depender do “poder” do atacante.
Como num sistema assı´ncrono os relo´gios podem derivar (drift) de forma ilimitada, e os tem-
pos de processamento e comunicac¸a˜o sa˜o tambe´m ilimitados, na˜o e´ possı´vel garantir que o
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sistema terminara´ em determinado intervalo de tempo, ou seja, Atend podera´ tomar valores arbi-
trariamente grandes. Sendo assim, na˜o e´ possı´vel garantir que Atend < Atexaust e o sistema na˜o
e´ seguro-de-exausta˜o-servidor.
O objectivo da recuperac¸a˜o proactiva e´ garantir que nunca se atinge Atexaust atrave´s da
remoc¸a˜o das intruso˜es que possam ter ocorrido. Isso exige que a recuperac¸a˜o seja realizada
periodicamente e que essa recuperac¸a˜o na˜o demore mais do que um tempo determinado. Ob-
viamente que para que isso seja possı´vel e´ preciso fazer hipo´teses temporais sobre o funciona-
mento do sistema, hipo´teses essas que podem sempre ser violadas num sistema assı´ncrono.
Na pra´tica estas hipo´teses podem ainda ser mais facilmente violadas se existirem ataques.
Um atacante pode violar essas hipo´teses, por exemplo, atrasando os relo´gios do sistema, ou
atrasando a comunicac¸a˜o na rede (um ataque deste estilo ao sistema CODEX e´ explicado
em [Sousa et al., 2005a]). Assim temos a impossibilidade de recuperac¸a˜o proactiva em sistemas
estritamente assı´ncronos.
Uma soluc¸a˜o para este problema consiste em usar um modelo de falhas hı´brido baseado
num wormhole, uma abordagem que ja´ introduzimos atra´s (v. secc¸a˜o 3.1.4). Ao contra´rio do
resto do sistema, este componente deve ser sı´ncrono de forma a que a recuperac¸a˜o possa ser
executada a tempo. Como este componente e´ construı´do de forma a que seja seguro, as hipo´teses
de sincronia feitas em relac¸a˜o a ele na˜o podem ser violadas devido a ataques. Conve´m notar
que se continua a assumir que as intruso˜es nos servidores na˜o ocorrem instantaneamente (no
tempo real), mas de forma progressiva. O que esta soluc¸a˜o permite garantir e´ que se na˜o for
possı´vel num perı´odo Trejuvenation (tempo real) corromper f + 1 servidores, enta˜o nunca sera˜o
corrompidos f + 1 servidores e o sistema sera´ seguro-de-exausta˜o-servidor.
6 Arquitecturas e sistemas
Apresenta´mos acima quatro tipos de soluc¸o˜es para tolerar intruso˜es: replicac¸a˜o de ma´quinas
de estados, sistemas de quoruns, fragmentac¸a˜o e recuperac¸a˜o proactiva. Como vimos, estes
quatro tipos de mecanismos podem ser combinados de va´rias formas para concretizar servic¸os
distribuı´dos tolerantes a intruso˜es, de que alia´s vimos alguns exemplos. No entanto, existem
outras te´cnicas que podemos considerar como sendo de toleraˆncia a intruso˜es e que podem
ser usadas para construir servic¸os distribuı´dos TI. Exemplos sa˜o a detecc¸a˜o de intruso˜es, a
remoc¸a˜o dessas intruso˜es (quando ocorrem, na˜o de forma proactiva) e a reconfigurac¸a˜o. Outras
te´cnicas de prevenc¸a˜o podem tambe´m ser usadas, como as firewalls. Nesta secc¸a˜o vamos ver
diversas arquitecturas e sistemas da bibliografia que combinam diversos desses mecanismos
para concretizar servic¸os TI. Voltando a` nossa histo´ria do pirata: o sistema pode ser bem mais
complicado do que ter apenas um conjunto de torreo˜es! Podem existir vigias para detectar
intruso˜es, artilharia para disparar contra os piratas, etc.
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A arquitectura comum a quase todos os sistemas que vimos ate´ agora e´ a apresentada na
figura 3. Duas excepc¸o˜es foram as arquitecturas da secure store (fig. 10) e a de separac¸a˜o de
execuc¸a˜o e acordo (fig. 6). Vimos ainda o modelo de falhas hı´brido baseado numa arquitectura
com um wormhole (secc¸o˜es 3.1.3 e 3.1.4).
6.1 Treˆs variantes da arquitectura geral
Treˆs arquitecturas ligeiramente mais complicadas do que a da figura 3 sa˜o comparadas
em [Gupta et al., 2003].
A primeira arquitectura e´ chamada de encaminhamento centralizado / gesta˜o centralizada
e e´ apresentada na figura 12. O objectivo consiste em proteger um conjunto de servidores us-
ando um pequeno nu´mero de componentes de confianc¸a (trusted). Os pedidos recebidos sa˜o
filtrados por uma firewall. Depois, chegam a uma gateway de confianc¸a que os encaminha
aleatoriamente para um dos servidores activos. Cada servidor inclui um CMDaemon (con-
figuration management daemon) encarregue de fazer detecc¸a˜o de intruso˜es localmente. Estes
componentes informam um gestor de configurac¸a˜o centralizado e de confianc¸a sobre o estado








Figura 12: Arquitectura encaminhamento centralizado / gesta˜o central-
izada [Gupta et al., 2003].
A segunda arquitectura e´ denominada encaminhamento por difusa˜o / gesta˜o centralizada e
tem muito em comum com a primeira. As principais diferenc¸as sa˜o que na˜o existe a gateway
e que a firewall a` entrada e´ substituı´da por uma firewall em cada servidor (figura 13). Nesta
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arquitectura cada servidor decide quais os pedidos que processa, p. ex. de acordo com uma
polı´tica de balanceamento de carga.
Estas duas primeiras arquitecturas teˆm o inconveniente de poderem perder pedidos devido
ao encaminhamento de mensagens para servidores com intruso˜es ainda na˜o detectadas e re-
movidas. No entanto, so´ sa˜o necessa´rios f + 1 servidores e os pedidos sa˜o processados em







Figura 13: Arquitectura encaminhamento por difusa˜o / gesta˜o centralizada [Gupta et al., 2003].
A terceira arquitectura e´ chamada de encaminhamento por difusa˜o / gesta˜o descentralizada
e difere da anterior pela na˜o existeˆncia de um gestor de configurac¸a˜o (fig. 14). Esta arquitec-
tura procura combinar o bom desempenho das duas anteriores com redundaˆncia de todos os
componentes. Cada pedido e´ processado por apenas um dos servidores, mas os CMDaemons
detectam intruso˜es e chegam a acordo sobre as reconfigurac¸o˜es que seja necessa´rio realizar. A
base desse mecanismo pode ser um sistema de comunicac¸a˜o em grupo, como o Rampart, sendo
necessa´rios 3f + 1 servidores.
6.2 Arquitectura com firewall de privacidade
Voltemos a` arquitectura que faz a separac¸a˜o entre servidores de execuc¸a˜o e servidores de acordo.
O artigo desta u´ltima arquitectura, apresenta uma versa˜o mais complicada que na˜o apresenta´mos
na secc¸a˜o 6 por ser ortogonal ao tema aı´ discutido [Yin et al., 2003]. Esta outra arquitectura,
que inclui uma firewall de privacidade, e´ apresentada na figura 15.
Como vimos atra´s, um servic¸o baseado em replicac¸a˜o de ma´quinas de estados como o BFT
na˜o garante a confidencialidade da informac¸a˜o nos servidores pois um servidor no qual tenha
ocorrido uma intrusa˜o pode difundir informac¸a˜o que aı´ se encontre. A firewall de privacidade
pretende resolver este problema. Caso haja uma intrusa˜o num servidor de execuc¸a˜o, o com-






Figura 14: Arquitectura encaminhamento por difusa˜o / gesta˜o descentral-
izada [Gupta et al., 2003].
caso se trate de informac¸a˜o pessoal. So´ respostas bem formadas sa˜o deixadas passar por esse
filtro. A ideia consiste em que a firewall tenha h+1 nı´veis, cada um com h+1 re´plicas. Assim,
e´ possı´vel tolerar h intruso˜es nessas re´plicas mantendo a disponibilidade, integridade e confi-
dencialidade. Por outras palavras, sa˜o necessa´rias intruso˜es em h+1 dessas re´plicas (e uma nos
servidores de execuc¸a˜o) para que o atacante possa obter informac¸a˜o confidencial.
6.3 Arquitectura SITAR
No aˆmbito do programa OASIS foi desenvolvida uma arquitectura abstracta denominada SITAR
(Scalable Intrusion-Tolerant Architecture for Distributed Systems) com o objectivo de servir de
base a servic¸os distribuı´dos TI [Wang et al., 2001]. A arquitectura pretende ser passı´vel de ser
introduzida entre clientes e servidores COTS (commercial of-the-shelf ) sem que estes sejam
modificados (v. fig. 16).
A arquitectura SITAR define um conjunto de mo´dulos que podem ser instanciados de difer-
entes formas. O objectivo do servidor proxy e´ o de representar os servidores COTS perante os
clientes COTS quando estes fazem pedidos. O monitor de aceitac¸a˜o e o monitor de votac¸a˜o, pelo
contra´rio, actuam quando o servidores COTS respondem a um cliente. O monitor de aceitac¸a˜o
faz algumas verificac¸o˜es de validade a`s respostas usando regras dependentes de cada servic¸o
e faz detecc¸a˜o de intruso˜es nos servidores COTS. O monitor de votac¸a˜o recebe as respostas
vindas do monitor de aceitac¸a˜o e faz votac¸a˜o para mascarar intruso˜es. As respostas escolhidas









Figura 15: Arquitectura com separac¸a˜o execuc¸a˜o-acordo e firewall de privaci-
dade [Yin et al., 2003].
6.4 Arquitectura DPASA
Quando o programa OASIS terminou, o DARPA criou um novo programa chamado OASIS
Dem/Val para demonstrar e avaliar algumas das tecnologias aı´ investigadas. Nesse programa foi
desenvolvida a arquitectura DPASA (Designing Protection and Adaptation into a Survivability
Architecture) com o objectivo de demonstrar a TI num sistema real. A arquitectura DPASA e´
provavelmente a arquitectura de TI mais complexa e interessante desenvolvida ate´ agora.
Os textos disponı´veis sobre a arquitectura DPASA na˜o descrevem propriamente a arqui-
tectura mas antes a sua utilizac¸a˜o numa aplicac¸a˜o que esta´ a ser desenvolvida pela forc¸a ae´rea
americana, a Joint Battlespace Infosphere (JBI) [Stevens et al., 2004, Atighetchi et al., 2005].
O objectivo de uma JBI e´ fornecer servic¸os de publicac¸a˜o-subscric¸a˜o-interrogac¸a˜o (publish-
subscribe-query, PSQ) a clientes de forma a que estes possam trocar informac¸a˜o sob a forma de
objectos de informac¸a˜o (OIs).
O sistema IT-JBI – a versa˜o TI da JBI – consiste num nu´cleo central que fornece servic¸os
de comunicac¸a˜o a um conjunto de clientes. Uma versa˜o simplificada da arquitectura do sistema
encontra-se na figura 17.
O nu´cleo e´ replicado em quatro quadrantes (quad 1 a quad 4). As ma´quinas dos quatro
quadrantes correm sistemas operativos diferentes: SELinux, Solaris e Windows XP e 2000. Os
adaptadores de rede das ma´quinas teˆm uma firewall embebida [Markham et al., 2003] que faz

















Figura 16: A arquitectura SITAR [Wang et al., 2001].
O nu´cleo esta´ tambe´m dividido em treˆs zonas (v. figura). A zona de embate e´ a zona onde
se da´ o primeiro impacto de um potencial ataque. A zona de operac¸o˜es e´ onde se encontra
a concretizac¸a˜o do servic¸o de publicac¸a˜o-subscric¸a˜o-interrogac¸a˜o. A zona de gesta˜o conte´m
func¸o˜es de gesta˜o e controle do servic¸o. A comunicac¸a˜o entre zonas e´ controlada atrave´s de
switches geridos e atrave´s de VPNs suportadas pelos adaptadores de rede.
A zona de embate conte´m um proxy de acesso (AP). O seu papel e´ fundamentalmente fazer
de interface entre os protocolos e middleware de comunicac¸a˜o usados pelos clientes (p. ex. RMI,
CORBA) e o JBI. A comunicac¸a˜o entre os clientes e os APs e´ feita atrave´s de VPNs de forma
a evitar que o tra´fego seja escutado na rede. Os APs teˆm dois adaptadores de rede. O adaptador
exterior so´ recebe ligac¸o˜es vindas de clientes legı´timos atrave´s de uma VPN e limita os portos
de comunicac¸a˜o UDP e TCP. O adaptador interior serve para comunicar com os servidores da
zona de operac¸o˜es.
A zona de operac¸o˜es conte´m os componentes que desempenham as principais func¸o˜es do
nu´cleo: os servic¸os de PSQ e a supervisa˜o da seguranc¸a do nu´cleo e dos clientes a ele ligados.
O processamento dos OIs e´ feito por treˆs componentes desta zona: o servidor PSQ, o contro-
lador do sentido descendente e o guardia˜o. O papel do primeiro e´ evidente. O objectivo do
segundo e´ verificar as assinaturas dos pedidos enviados pelos clientes para garantir a integri-
dade desses mesmos pedidos. O guardia˜o usa informac¸a˜o especı´fica da aplicac¸a˜o para detectar
OIs corrompidos.
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Figura 17: O sistema IT-JBI baseado na arquitectura DPASA [Stevens et al., 2004].
A zona de gesta˜o conte´m um componente que correlaciona a informac¸a˜o sobre intruso˜es
obtida por sensores colocados nos clientes e nas zonas de tampa˜o e operac¸o˜es. Essa informac¸a˜o
e´ filtrada de forma a serem descartados alarmes falsos ou redundantes com base no contexto do
sistema. Os alarmes importantes sa˜o enviados para outro componente da mesma zona denom-
inada gestor de sistemas, SM. Este componente gera respostas a`s intruso˜es. O funcionamento
do IT-JBI e´ supervisionado por gestores humanos (v. topo da figura).
O sistema IT-JBI foi testado no aˆmbito do programa OASIS Dem/Val por duas red teams
com conhecimento total do sistema. O sistema resistiu bem aos ataques infligidos, excepto dois
ataques de negac¸a˜o de servic¸o que o conseguiram bloquear temporariamente.
7 Problemas abertos
Depois do que tudo o que foi dito ate´ agora, fica claro que a toleraˆncia a intruso˜es ja´ atingiu
uma certa maturidade. Dos inu´meros exemplos que vimos e´ o´bvio que ja´ e´ possı´vel construir
sistemas distribuı´dos tolerantes a intruso˜es que oferec¸am diversas propriedades e graus de
seguranc¸a. Se aquilo que se pretende proteger for suficientemente valioso, ja´ e´ possı´vel criar
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um sistema de torreo˜es dificilmente controla´vel pelo nosso pirata!
Apesar disso, a a´rea da toleraˆncia a intruso˜es esta´ longe de estar fechada. Ha´ ainda um
conjunto de problemas na˜o triviais com os quais o arquitecto de sistemas tem de se defrontar.
Esta secc¸a˜o ira´ listar os principais, dando pistas sobre a investigac¸a˜o que precisa de ser feita
para resolver cada um deles.
7.1 Independeˆncia de faltas e diversidade
Todas as soluc¸o˜es de replicac¸a˜o e de fragmentac¸a˜o que vimos ao longo do texto partem sempre
da mesma hipo´tese: e´ significativamente mais difı´cil penetrar em m servidores do que em
um. Se o grau de dificuldade fosse ideˆntico, na˜o valia a pena replicar ou fragmentar pois o
atacante poderia tomar todos os servidores em vez de um so´. Em outras palavras, tem de existir
independeˆncia de faltas.
Quando se fala de intruso˜es o problema de garantir independeˆncia de faltas na˜o e´ simples.
Como vimos no modelo AVI, que caracteriza as faltas no domı´nio da seguranc¸a (fig. 2), uma
intrusa˜o e´ causada por um ou mais ataques que exploram com sucesso uma ou mais vulnerabili-
dades. Claramente a independeˆncia de faltas tem de ser garantida do lado das vulnerabilidades,
ja´ que e´ arriscado fazer hipo´teses sobre os ataques. No entanto, se ha´ algo que caracteriza
as vulnerabilidades e´ que elas sa˜o problemas desconhecidos de um sistema informa´tico (salvo
raras e desonrosas excepc¸o˜es). Logo, como vamos garantir que N servidores na˜o sofrem do
mesmo problema se nem sabemos do que e´ que sofre cada um deles?
Uma soluc¸a˜o intuitiva e´ o recurso a` diversidade. ´E evidente que os servidores devem ter
sistemas operativos diferentes, concretizac¸o˜es diferentes do co´digo do sistema, etc. Este tipo
de abordagens e´ usada em toleraˆncia a faltas, p. ex. atrave´s do recurso a` programac¸a˜o com
n verso˜es [Avizienis, 1985]. Tambe´m em seguranc¸a ha´ algum debate sobre o tema, p. ex. em
relac¸a˜o a` monocultura MS-Windows na Internet e como esta favorece a difusa˜o de co´digo no-
civo.
Diversos nı´veis de diversidade sa˜o sugeridos em [Deswarte et al., 1998,
Castro and Liskov, 2002] e num estudo mais aprofundado sobre o tema apresentado em
[Obelheiro et al., 2005]:
• diversidade de software da aplicac¸a˜o;
• diversidade de software de suporte a` execuc¸a˜o (sistema operativo, middleware, bases de
dados, . . . );
• diversidade de hardware;
• diversidade de administradores dos servidores;
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• diversidade de localizac¸a˜o.
O significado dos diferentes nı´veis e´ bastante evidente. A diversidade do software da
aplicac¸a˜o pode ser conseguida usando a ja´ referida programac¸a˜o com n verso˜es. A ideia con-
siste em terN equipes de programadores que desenvolvem em paralelo verso˜es de software com
a mesma funcionalidade, uma para cada um dos servidores. Apesar do custo elevado que isso
representa, em geral o custo de cada versa˜o pode rondar apenas 0,7 a 0,85 o custo de uma versa˜o
de software normal, devido aos custos que na˜o se multiplicam (estabelecimento de requisitos,
modelac¸a˜o do sistema) [Deswarte et al., 1998].
A conjugac¸a˜o de todos estes nı´veis de diversidade com te´cnicas de ana´lise esta´tica de
co´digo [Viega and McGraw, 2002] podem levar a nı´veis de confianc¸a elevados mas qual e´ a
independeˆncia de faltas que essa combinac¸a˜o realmente da´? Como garantir essa independeˆncia
com determinado nı´vel de confianc¸a?
Outro tema interessante que merece ser investigado e´ a criac¸a˜o automa´tica de diversidade.
Sera´ que e´ possı´vel criar automaticamente diversas verso˜es de software, possivelmente para
diversos sistemas operativos, com independeˆncia de vulnerabilidades?
Esta forma de diversidade entre as diversas re´plicas apesar de tudo e´ simples quando com-
parada com outro tipo de diversidade deseja´vel para a recuperac¸a˜o proactiva: a diversidade
num mesmo servidor apo´s cada recuperac¸a˜o. A recuperac¸a˜o proactiva parte do princı´pio que
atacar cada servidor toma um determinado tempo mas isso na˜o e´ bem verdade. O trabalho de-
morado e´ descobrir como se pode atacar um servidor; o processo de ataque em si geralmente e´
ra´pido se forem usado ferramentas automa´ticas (p. ex. um ataque buffer overflow demora . . . ).
Se um atacante ao fim de alguns dias descobrir como atacar f+1 servidores e o ataque demorar
alguns milisegundos, a recuperac¸a˜o proactiva e´ inu´til (o perı´odo tı´pico de recuperac¸a˜o ronda
um minuto). Uma soluc¸a˜o seria que cada recuperac¸a˜o modificasse o servidor de tal forma que
o atacante tivesse que recomec¸ar o processo de compreender como ataca´-lo. Como conseguir
isso?
7.2 Determinismo
A diversidade das re´plicas no caso da replicac¸a˜o de ma´quinas de estados conduz a um problema
complexo: o seu determinismo. Na secc¸a˜o 3.1 referimos a necessidade de que os servidores
fossem determinı´sticos, ou seja, que o mesmo comando executado no mesmo estado inicial
gerasse o mesmo estado final independentemente do servidor onde fosse executado. O problema
e´ mais simples no caso dos sistemas de quoruns ou da fragmentac¸a˜o ja´ que os servidores na˜o
executam comandos gene´ricos mas sobretudo armazenam dados em varia´veis.
Uma experieˆncia de concretizac¸a˜o de um servic¸o distribuı´do TI relativamente simples
mostrou como o problema do determinismo e´ particularmente relevante [Ferraz et al., 2004].
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A ideia era concretizar um servidor de web TI usando replicac¸a˜o de ma´quinas de estados. As
pa´ginas consideradas estavam em HTML (na˜o foi usado PHP ou ASPs) e na˜o foi considerado o
uso de HTTP-S, apenas HTTP. As re´plicas eram ideˆnticas (Linux e Apache). Mesmo com todas
estas restric¸o˜es o cabec¸alho do HTTP tem diversos campos que na˜o sa˜o determinı´sticos. Treˆs
campos geraram problemas: uma estampilha temporal com a data e a hora em que a pa´gina
e´ retornada; um campo Etag que identifica univocamente a resposta ao pedido HTML; e um
identificador do servidor. Muitos outros paraˆmetros podem gerar falta de determinismo, desde
a representac¸a˜o de nu´meros reais a`s respostas a erros, passando por todo o tipo de operac¸o˜es
que dependam do tempo.
Um sistema que pretende resolver este problema e´ uma evoluc¸a˜o do BFT chamada BASE
(BFT with Abstract Specification Encapsulation) [Castro et al., 2003]. O BASE permite o
uso de re´plicas diferentes ou que na˜o sejam deterministas. A soluc¸a˜o consiste em fazer uma
especificac¸a˜o abstracta do servic¸o, com um estado abstracto e um conjunto de operac¸o˜es que
manipulam esse estado. Depois, concretiza-se um wrapper de conformidade que esconde cada
re´plica atra´s de uma interface conforme com a especificac¸a˜o abstracta do servic¸o. Finalmente,
caso seja necessa´rio fazer transfereˆncia de estado entre re´plicas, como no BFT, define-se uma
func¸a˜o de abstracc¸a˜o que traduz o estado de uma concretizac¸a˜o para o estado abstracto e vice-
versa.
O BASE resolve parte do problema mas deixa em aberto diversas questo˜es. Como e´ que se
lida com dados com estrutura complexa? E com dados comprimidos? E a principal questa˜o:
dado que em sistemas seguros muitas vezes e´ preciso cifrar a comunicac¸a˜o, como e´ que se lida
com dados cifrados?
7.3 Detecc¸a˜o e remoc¸a˜o de intruso˜es
A detecc¸a˜o de intruso˜es pode ser considerada como fazendo parte da TI, ja´ que e´ uma forma
de detecc¸a˜o de faltas (secc¸a˜o 2.1). No entanto, a investigac¸a˜o em sistemas de detecc¸a˜o de
intruso˜es e´ uma a´rea com me´rito reconhecido e que seria injusto reduzir a uma parte da TI.
Diversos sistemas TI teˆm englobado detecc¸a˜o de intruso˜es em soluc¸o˜es baseadas
em replicac¸a˜o ou fragmentac¸a˜o, por exemplo, [Knight et al., 2001, Keromytis et al., 2003,
Atighetchi et al., 2005]. No entanto os sistemas de detecc¸a˜o de intruso˜es continuam a ter uma
elevada taxa de falsos positivos e falsos negativos o que na pra´tica impede a resposta automa´tica
a intruso˜es. Mas se reduzirmos as intruso˜es que se pretendem detectar a`s que podem ocorrer
num determinado tipo especı´fico de servic¸o TI, na˜o sera´ possı´vel fazer essa detecc¸a˜o com pre-
cisa˜o suficiente para fazer resposta automa´tica?
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7.4 Avaliac¸a˜o
Em sistemas distribuı´dos existem diversas me´tricas que permitem comparar dois algoritmos que
resolvem o mesmo problema. As me´tricas mais usadas sa˜o o nu´mero (ou a complexidade) de ci-
clos de comunicac¸a˜o e o nu´mero (ou a complexidade) de mensagens trocadas. As comparac¸o˜es
podem ser matizadas (o algoritmo X e´ melhor do que o Y no caso Z mas na˜o no caso W) mas
em geral essas me´tricas permitem avaliar algoritmos sem ambiguidade.
Em confiabilidade foram tambe´m desenvolvidos diversos me´todos para avaliar a toleraˆncia
a faltas de sistemas e algoritmos. Um exemplo sa˜o os me´todos estoca´sticos que permitem
determinar a probabilidade de um sistema falhar dada a probabilidade de ocorrerem faltas em
certos componentes e dessas faltas se propagarem [Nicol et al., 2004].
Em toleraˆncia a intruso˜es e´ igualmente importante avaliar a seguranc¸a de sis-
temas e algoritmos. Alguns trabalhos recentes teˆm feito esse tipo de ana´lise usando
me´todos estoca´sticos [Gupta et al., 2003, Singh et al., 2003, Stevens et al., 2004] e redes de
Petri [Wang et al., 2003]. No entanto, essas avaliac¸o˜es assumem comportamentos proba-
bilı´sticos dos ataques e intruso˜es o que na˜o parece ser realista. O ideal seria existirem me´tricas
simples que permitissem avaliar esses sistemas como e´ feito com os algoritmos distribuı´dos.
7.5 Negac¸a˜o de servic¸o e privacidade
Os ataques de negac¸a˜o de servic¸o (DoS) e as questo˜es de privacidade em sistemas TI teˆm sido
pouco tratadas na bibliografia e sa˜o geralmente importantes em sistemas reais.
Os ataques DoS ganharam fama mundial com o grande ataque de Fevereiro de 2000 que
deixou servic¸os como o Yahoo, CNN e eBay inoperacionais durante horas. Estes ataques con-
sistiram em usar aquilo que hoje se chamaria uma botnet para bombardear esses servic¸os com
tra´fego. O problema e´ tanto mais grave quanto maior for o processamento feito por cada pedido.
No caso dos servic¸os TI e´ evidente que cada pedido exige algum processamento: os pedidos
sa˜o executados por va´rios servidores, sa˜o feitas diversas operac¸o˜es criptogra´ficas, . . .
Como lidar com ataques DoS em servic¸os TI? Uma soluc¸a˜o baseada numa rede overlay e´ us-
ada no sistema SABER [Keromytis et al., 2003]. A ideia consiste em usar a porc¸a˜o da rede que
cerca o servidor para filtrar agressivamente o tra´fego que lhe e´ dirigido com base no enderec¸o de
origem. Em cada momento existe um nu´mero limitado de enderec¸os de origem aceites, de que
so´ os clientes va´lidos devem ter conhecimento. A ideia e´ interessante mas parece necessitar de
um nu´mero elevado de no´s na rede overlay. Tambe´m o sistema COCA procura lidar com este
tipo de ataque usando um conjunto de mecanismos bastante simples [Zhou et al., 2002a]. O
que nenhum desses trabalhos considera e´ a relac¸a˜o entre servic¸os que teˆm por objectivo garan-
tir, entre outras propriedades, a disponibilidade, e ataques realizados precisamente contra essa
disponibilidade, que e´ o que constituem os ataques DoS. Sera´ que na˜o seria possı´vel aproveitar
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as pro´prias caracterı´sticas dos servic¸os distribuı´dos TI para combater esses ataques? Qual a
arquitectura adequada a esse fim?
A questa˜o da privacidade na˜o tem sido tratada nos trabalhos sobre servic¸os TI com a
excepc¸a˜o de [Yin et al., 2003]. ´E evidente que as soluc¸o˜es que permitem obter confidencial-
idade (secc¸a˜o 4) tambe´m contribuem para a privacidade de dados pessoais aı´ armazenados. No
entanto, a privacidade face ao pro´prio administrador do servic¸o na˜o e´ garantida. Soluc¸o˜es?
8 Conclusa˜o
Uma vez terminada a exposic¸a˜o sobre servic¸os distribuı´dos tolerantes a intruso˜es – conceitos
ba´sicos, mecanismos, arquitecturas, problemas abertos – e´ interessante opinar sobre a utilizac¸a˜o
que sera´ dada a estes resultados de va´rios anos de investigac¸a˜o. A questa˜o na˜o e´ certamente a
necessidade de servic¸os seguros, que e´ evidente. O que nos podemos perguntar e´ se (1) a TI
permite obter essa seguranc¸a, (2) a TI esta´ pronta para ser usada ja´ hoje, e (3) em que tipo de
aplicac¸o˜es sera´ realmente usada.
A resposta a` primeira questa˜o e´ positiva. Obviamente, como ta˜o bem ilustra o sistema IT-
JBI, uma arquitectura TI completa inclui numerosos componentes e mecanismos que veˆm da
seguranc¸a cla´ssica, na˜o sa˜o nenhuma novidade da TI. No entanto a possibilidade de multiplicar
por N (ou f+1 ou . . . ) a dificuldade de atacar e controlar um servic¸o traz claramente seguranc¸a
acrescida.
Quanto a` segunda questa˜o, a resposta e´ tambe´m positiva. Existem lacunas que podem ser
investigadas e a TI tornada muito mais pra´tica, mas as soluc¸o˜es que vimos sa˜o reais e utiliza´veis
ja´ hoje.
Algumas pistas sobre a terceira questa˜o podem vir da forma como a toleraˆncia a fal-
tas e´ usada hoje em dia. Muitas soluc¸o˜es complexas e caras sa˜o usadas em aplicac¸o˜es que
justificam o seu custo, p. ex. por envolverem risco de vidas humanas. Exemplos incluem a
aviac¸a˜o, a indu´stria espacial e centrais de produc¸a˜o de energia. No entanto, algumas soluc¸o˜es
tolerantes a faltas mais simples esta˜o disponı´veis um pouco por toda a parte: desde cabos de
telecomunicac¸o˜es replicados a soluc¸o˜es tolerantes a faltas em discos rı´gidos (RAID), passando
pela detecc¸a˜o de erros na memo´ria dos PCs comuns.
Em relac¸a˜o a` toleraˆncia a intruso˜es podemos esperar que algo de semelhante acontec¸a. Al-
gumas soluc¸o˜es complexas e caras sera˜o certamente usadas em aplicac¸o˜es crı´ticas, nem que o
sejam so´ sob o ponto de vista financeiro. Exemplos que ocorrem sa˜o a rede SWIFT, que in-
terliga mais de 7000 bancos de todo o mundo e que movimenta trilio˜es de euros todos os dias,
ou aplicac¸o˜es militares como o IT-JBI. Na realidade, ja´ ha´ alguns anos que a chave de raiz do
sistema SET da MasterCard/VISA se encontrava distribuı´da por diversas empresas diferentes
usando criptografia de limiar [Frankel and Yung, 1998]. Ale´m disso, muitas soluc¸o˜es simples
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podera˜o ser usadas para tornar mais seguros componentes de sistemas de menor custo. Por ex-
emplo, com o sucesso das soluc¸o˜es de armazenamento de dados em rede (NAS, SAN) podera˜o
surgir produtos comerciais que fornec¸am disponibilidade, integridade e confidencialidade sem
grande desperdı´cio de espac¸o de disco grac¸as ao uso de co´digos de apagamento.
A toleraˆncia a intruso˜es na˜o e´ certamente a panaceia para todos os problemas de seguranc¸a
dos sistemas computacionais do nosso tempo. No entanto fornece um conjunto de soluc¸o˜es
va´lidas que podem certamente contribuir para a seguranc¸a de algumas fortalezas nesse mundo
dominado por piratas em que se tornou a Internet.
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