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Abstract
Active narrow band vibration isolation of machinery noise
from resonant substructures is investigated experimentally. Data
was collected from an apparatus which included an aluminum plate
as the substructure, piezo-ceramic material as the actuator, and a
shaker as the disturbance source. Force transmitted to the plate was
filtered through a compensator and fed back to the piezo actuator.
The effects of modal overlap in the plant on stability and
performance were analyzed. Classical narrow band compensation
was implemented to determine the effect of compensator damping
on performance. Compensator damping set to that of the resonant
substructure was found to yield best performance where little
information of the plant is available. A self tuning second order pole
was tested for its ability to track, given sinusoidal disturbances of
varying frequency. Rate of change of frequency did not significantly
affect performance.
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Chapter 1
Introduction
1.1 Applications
Vibration is a problem in many applications. Safety and
performance requirements often dictate that helicopter
transmissions are "hard-mounted" to the airframe, meaning that
little or no vibration isolation techniques are employed [1]. Gear-
mesh disturbances are transmitted well through these hard-mounts
to the fuselage, exciting audible structural resonances. The result is
an uncomfortable and possibly dangerously noisy operating
environment.
Submarine engine disturbances are transmitted into the hull
via the mounts [2]. The hull filters and transmits the disturbances
into the sea. Resonances in the hull have the effect of amplifying the
vibrations. The result is a submarine that broadcasts its position to
potentially unfriendly forces.
Large spacecraft structural resonances are excited by
momentum wheels and the like. Because of the lack of atmospheric
damping, these resonances are of very high Q. Scientific equipment
such as space-borne chemical laboratories and observation
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equipment (both interferometric and conventional) mounted to the
spacecraft are shaken, reducing performance [3].
1.2 Similarities
These and other potential applications of active vibration
isolation have in common three basic features that one must consider
in the design of an isolation system: disturbance spectrum,
characteristic structural dynamics, and machinery mounting. The
following describes some of these similarities.
In these and other examples, a piece of machinery can be
identified as the disturbance source. Although the mechanisms
creating the disturbances (ie. impact, imbalances in reciprocating or
rotating parts, gear mesh noise, and combustion) differ, they are
similar in the frequency domain. The spectrum of the disturbance is
typically broadband with "spikes" at some characteristic frequency
and harmonics [4, 5, 6]. This characteristic frequency is usually the
shaft frequency of the machine. A typical measurement of this
spectrum is shown in Figure 1.1 [5]. Here, the spectral spikes are
identified as resulting from either imbalances (check) or from rattle
(cross). If the system is sufficiently linear, the spectrum can be
normalized to the spike at the lowest frequency. This is useful
because it enables the determination of all spike locations in
frequency with only the measurement of the shaft frequency.
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Figure 1.1
Typical Machinery Spectrum
A second feature these examples have in common is the
structure to which the machine is mounted. In comparison with the
machine, the structure is flexible, as it has its initial eigen-
frequencies well below those of the machinery itself [4]. Below the
initial eigen-frequency of the machine, we can consider the system
as shown in Figure 1.2. Here, the motor is modeled as a rigid mass
with an imbalanced shaft creating a disturbance. It is mounted to a
resonant structure by a mount with properties that are discussed
below. This model breaks down above frequencies that the motor no
longer behaves as a rigid mass (above its first eigen frequency).
However, including the flexibility of the machine may not pose a
major problem.
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Figure 1.2
Model of System
The final commonality of these examples is in the mounting of
the machinery to the structure. Machinery mounts act as a "bottle
neck" in the disturbance transmission path. These mounts become
attractive locations to place devices that limit the amount of
disturbance that reaches the structure to which the motor is
mounted. Also, the machine can be considered to be point-mounted
below frequencies at which the wave length of the vibrating
structure is on the order of the length of the mount footprint.
Because the structure is usually the more flexible element, it will be
the determining factor in where this assumption breaks down. In
any case, the mount is a logical element to modify in order to reduce
the transmission of disturbances to or from the structure.
1.3 Vibration Isolation
One of the basic problems of designing a vibration isolation
system is in the choice of a mount. The ideal mount would provide
stiffness to support the machine at frequencies below some
performance bandwidth so that low frequency loads are transmitted.
At frequencies above the bandwidth, it would be totally compliant
with the assumption that vibrations at these higher frequencies are
noise and should not be transmitted to (or from) the structure. This
ideal stiffness function is shown in Figure 1.3. Attempts to develop
mounts whose stiffness functions offer a compromise to that of the
ideal mount are categorized as either active or passive.
C~
Disturbancest- --
Vehicle Frequency
Maneuvering
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Figure 1.3
Ideal Mount
1.3.1 Passive Techniques
Traditionally, solutions to the problem of reducing the
transmission of vibrations have been attempted using passive
devices. These devices are separated into two categories: "soft
springs" and "tuned" isolators. In this section, these mounts are
considered with respect to their stiffness functions.
The use of soft springs whose stiffness varies with frequency
(visco-elastic) or with relative deflection (non-linear) is typical. If
the disturbance is thought of as a displacement source, it is easy to
see that a soft spring will reduce transmitted vibration. How stiff the
12
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spring must be is dictated by performance requirements and
clearance specifications. The primary consideration is the
performance bandwidth of the structure. This requirement is
illustrated in the case of an automobile in which the motor mount
must be stiff enough to move the motor with the car frame to
maintain clearance specifications when, say, driving at high speed
over rolling hills.
However, to decrease vibration transmission at a given
frequency, the mount must be more compliant than the structure at
that frequency. If at some frequency, the spring is stiffer than the
structure, no performance gain will be realized. For highly resonant
structures, this will be difficult because at certain frequencies, the
mount will be at a vibrational anti-node, which is characterized by a
low driving point impedance So, there exists a trade off between low
frequency stiffness requirements and high frequency compliance
requirements.
"Tuned" passive isolation techniques are employed when
attenuation in some band of frequencies is attractive, weight is not
critical, and additional space is available. These are isolators which
contain internal resonances. They usually have an intermediate
mass connected to the structure and machine by springs, as shown in
Figure 1.4.
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Figure 1.4
Machinery Raft
This particular mount is characterized by a minimum (zero) in
the equivalent stiffness at wmin:
k 1 +k 2
min m m.
m (1.1)
where:
cmin is the frequency of minimum equivalent stiffness,
k l is the spring between the machine and the intermediate mass
k2 is the spring between the intermediate mass and the structure
mi is the intermediate mass
This result is for a system of zero damping. The amount of
damping to be engineered into the mount will depend on how much
stiffness can be tolerated at higher frequencies where mount
resonances occur. The depth of the notch (zero) will be similar to the
height peak (pole) in the "tuned" stiffness function of Figure 1.5.
Thus for a decrease in stiffness in one band of frequency, one must
pay a penalty of increased stiffness at a higher band. Nevertheless,
this technique is commonly applied to ship-borne motors and
machinery.
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Equivalent Stiffness of Passive Mounts
Tuned passive isolators are limited by complexity. Every notch
in the stiffness curve requires an additional degree of freedom in the
mount. An n-degree of freedom mount adds on the order of n-times
more mass and occupied volume to the mount. Furthermore, mounts
with internal resonances will be stiffer at other frequencies.
In general, passive techniques appear to be limited by physical
constraints and complexity. In the case of the soft spring, physical
constraints prevent the use of an adequately compliant material in
many applications. These will be limited in this respect until more
exotic materials or mount designs with stiffness functions that "roll
off" decisively with frequency become available.
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1.3.2 Active Techniques
These limitations make active control of the mount properties
an attractive alternative. An actuator in parallel or series with the
load path from the machine to the structure offers a number of
advantages. A feedback system may be designed to make the mount
behave like the tuned or soft spring passive isolator. Additionally,
more complex feedback systems can be employed with little mass or
volume penalty. However, the introduction of feedback systems
introduces an external energy source and therefore the possibility of
unstable control-structure interaction. The development of robustly
stable, high performance control algorithms and hardware is the
basic challenge of active vibration isolation.
An active algorithm is usually categorized as either narrow or
broad band. These can be thought of as parallels to the passive
counterparts. Interestingly, the relative difficulty in implementation
is the opposite to that of the passive family.
The active counterpart to the soft spring is broad band
isolation. Broad band in this context does not mean making an
actuator behave as a soft spring. It refers to an algorithm that gives
the mount the stiffness function like that of the ideal mount. This is
a particularly difficult task in that a detailed knowledge of the
dynamic characteristics of the structure (plant) may be required to
avoid the risk of unstable control-structure interaction [7].
Unfortunately, modeling errors and time-varying plants prevent
certain knowledge of the plant. In the case of the passive soft spring,
however, the implementation is relatively straight forward.
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The active counterpart to the tuned passive system is the
narrow band approach. Here, only information of the disturbance
and of general characteristics of the plant dynamics are required.
Where in the passive situation the addition of a notch to the stiffness
function requires an additional intermediate mass, the same process
in an active system requires only the addition of minor electronics.
Also, the stiffness penalty at higher frequencies may not be required
in a narrow band active mount. This mount is characterized by the
stiffness function in Figure 1.6. The "notches" in this stiffness
function can be controlled to occur at the machine operating
frequency and harmonic, which may vary slowly in time.
u,
u,
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Frequency
Figure 1.6
Active Narrow Band Stiffness Function
A large number of mounts may complicate the active approach
significantly. If an input at one mount is easily observed by a sensor
associated with another mount, the system of mounts is considered
to be coupled. However, if the observations at the response mount
are not correlated with the inputs at the actuation mount, the system
is considered loosely coupled or un-coupled. Coupling must be
considered in the design of the controller. The added complexity of
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off-diagonal terms in the system matrix of a coupled system forces
the use of a multi-input-multi-output (MIMO) controller.
Furthermore, and possibly more importantly, a more detailed
knowledge of the plant may be required to implement even a
narrow-band controller, much less a broad-band controller.
Given that active control has been chosen as a solution or to
supplement a passive system, one must decide where to place the
actuator. Two basic possibilities exist: in series with the load path
and in parallel with the load path (Figure 1.7). If the actuator is
placed parallel to some other force carrying member, it must
overcome the stiffness of the force carrier to actuate. However, it
does not have to bear the entire brunt of the machine. If the
actuator is placed directly in the load path, it must bear the load of
the machine, but only has to overcome its own stiffness in actuation.
Thus, stiffness and actuation authority are traded off against each
other.
Ac
El(
Parallel Configuration Series Configuration
Figure 1.7
Parallel and Series Mount Enhancement
Narrow band active vibration isolation is investigated in this
thesis first by by a discussion of theory. Here, the compensator is
presented and plant damping is shown to ease the problem of
stability. Chapter 3 is an analysis of two implementations of the
compensator, one of which is self tuning. Next, the experimental
apparatus is presented. Then, results from both compensator
implementations are reported. Finally, conclusions are summarized
and recommendations for further research suggested.
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Chapter 2
Theory
The purpose of this chapter is to develop the theory behind
narrow band active isolation. After the actuator and sensor are
discussed, the compensator and plant are presented. Next, the
effects of changes in compensator and plant parameters on
performance and stability are discussed. Finally, a brief discussion of
multi-harmonic narrow-band isolation schemes is presented.
2.1 Preliminary Decisions
One must know certain facts about the system before
considering a compensator. Actuator and sensor characteristics are
the initial elements to define. With these tools, the plant can be
determined and a compensator designed. In the case of this uni-
axial experiment, the actuator was chosen first.
2.1.1 Actuator
Because acoustic-band disturbances are the target of this
investigation, relatively high bandwidth is an actuator requirement.
This inherently eases the requirements on actuation amplitude.
Because all physical devices are of finite energy, as the frequency of
20
vibration increases, amplitude tends to decrease proportional to
1/c02 . In the case of machinery noise, amplitudes on the order of
fractional milli-inches can be expected in the audible bandwidth. So,
the actuator requirements boil down to high bandwidth, low
amplitude.
An additional factor in the choice is where the actuator will be
implemented with respect to the load path. As stated in the
introduction, placed in series with the load path, the actuator must
have adequate stiffness; placed in parallel with the load path, it must
have adequate actuation authority. With the requirements defined,
an actuator can be considered.
These factors point to the use of piezo-ceramic material. Often
used in applications requiring bandwidths on the order of MHz,
piezo-electric crystals more than meet the bandwidth criterion.
Displacement in this type of device is limited by a maximum strain
(about 10-4 e). Equation 2.1 characterizes the electro-mechanical
property of a one-dimensional piezo-electric material. Here, the
piezo mass is ignored, since it is small compared to that of the
machine. Refer also to Figure 2.1 for a graphical illustration.
f + gVAx- k (2.1)
where:
Ax is the relative displacement
f is an applied external force
k is the stiffness of the material
g is the electro-mechanical coupling coefficient
V is the applied voltage
21
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Figure 2.1
Piezo-Ceramic Electro-Mechanical Coupling
The piezo-electric stacks used for this project are rated at a
load-free displacement of 0.5 milli-inches, which meets the
amplitude requirement. Also, with a stiffness comparable to that of
aluminum, placement in series with the load path presents no major
problems, although tensional loads must be avoided.
One question that often arises with the application of piezo-
electric material is linearity. When driven by a voltage source, the
material exhibits up to 10% non-linearity. This would be an issue in
a precision position control application. For vibration isolation,
however, this does not pose a problem. In a steady state condition,
the actuator must simply "get out of the way" of the machine.
Accuracy is not a requirement to accomplish this task. Although
non-linearities will affect performance, the degradation is considered
negligible.
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2.1.2 Sensor
With the actuator chosen, the sensor requirements can be
defined. The possibilities that arise are force, acceleration, velocity,
and displacement measurements. The question of a relative
measurement between the machine and the structure or absolute
measurement of machine or structure with respect to some inertial
coordinate also arises.
Consideration of closed loop conditions is useful in the choice of
what type of sensor to choose. Ideally, the signal from the sensor is
zero under closed loop conditions. Also under these conditions, the
machine vibrates, whereas the structure does not. Given these
insights, relative displacement, velocity, and acceleration
measurement can be eliminated, as they would be non-zero under
the closed loop situation. Complexity of implementation also rules
out absolute displacement and velocity sensing. Thus the choice is
narrowed down to absolute acceleration (of the structure only) and
the force transmitted to the structure.
These remaining sensors can be used to describe the dynamics
of the structure. The relationship between the transfer function
from acceleration to force and the associated modal characteristics of
the structure offers some interesting information. Consider the
closed loop condition where acceleration is zero. Is the structure in a
state of vibration isolation? The answer depends on whether the
position of the sensor (in space and frequency) coincides with a
structural node. Figure 2.2 shows the structure estimated as a one-
dimensional beam or string. Note that if the sensor is located at a
23
modal anti node, the acceleration measured at that point in space and
frequency is zero, whereas force measured at the same point is at a
maximum (pole). Although a force at this point is theoretically
incapable of exciting the structure, if it is not exactly on this point,
energy will be transmitted. Nevertheless, it is clear that vibration is
not isolated from the structure.
s.
AA
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X(s) = minimum
Figure 2.2
Spatial Relationship of Force (maximum) to Acceleration (minimum)
Conversely, consider Figure 2.3, where the sensor pair is
located at a modal anti-node. Here, for the same displacement
amplitude, the force is at a minimum and the measured acceleration
is at a maximum.
24
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Figure 2.3
Spatial Relationship of Force (minimum) to Acceleration (maximum)
The result of this is that perfect performance is not possible
with only one measurement and limited knowledge of the plant. If
the plant is not known exactly, measurement of both acceleration
and force may be ideal. However, in the case of this single-input-
single-output (SISO) project, a choice must be made.
A look at the direction of isolation offers an argument to sense
force. Sievers [4] states that if the control loop acts to drive force
between the machine and structure to zero, vibration is isolated in
both directions. Thi5 is to say that machine vibrations are not
transmitted to the structure and structural vibrations are not
transmitted to the machine. This bi-directional isolation is
particularly applicapable to space structures, where a single
algorithm could be used to isolate a noisy momentum wheel from the
structure or a noisy structure from sensitive scientific equipment.
If control is applied to drive acceleration to zero, isolation takes
place in one direction only. With the accelerometer attached to the
structure, machine disturbances are not transmitted. With the
25
accelerometer attached to the machine, structural disturbances are
not transmitted. Structural disturbances, however, are suppressed at
the mount point at the expense of increased machine vibration. In
other words, control will be applied to keep a point of a shaking
structure inertial by using the machine as a reaction mass.
Force sensing is selected for this project because bi-directional
isolation is considered more desirable.
2.2 Control Design
With a piezo-electric stack chosen as the actuator and the force
transducer chosen as the sensor, compensator design is possible.
Figure 2.4 illustrates the physical placement of the actuator-sensor
pair.
Figure 2.4
System Model
2.2.1 Plant
An important issue is the determination of the plant. The
frequencies of interest are well above the plant's first eigen-
frequency. This is a direct result of the assumption that the plant is
26
flexible. Determination of the exact dynamic characteristics of the
plant are difficult analytically for at least two reasons. First, the
structure is likely to be physically complex and a multi degree of
freedom finite element model would be necessary to determine the
locations of poles at high frequencies of interest. Second, as
frequency increases, many assumptions that would be made in such
an analysis would break down. Thus, the expected error would
increase with frequency.
An alternate approach is to make assumptions about the
dynamic characteristics of the plant. Sievers and von Flotow [4]
proved that for the situation of a rigid mass on a flexible structure,
the transfer function between voltage applied to a piezo-ceramic
actuator and the signal from a collocated force transducer is
characterized by a guaranteed alternating pole-zero pattern, with a
double zero at the origin. Although the assumptions that yield the
alternating pole-zero pattern break down at frequencies that mount
dynamics is no longer rigid, they are valid over the bandwidth of
most applications. The pole-zero pattern is an important result as it
bounds the phase of the plant between +180 deg and 0 deg. The
magnitude of the ideal plant, however, is unbounded. This can be
described by physical intuition by considering the inverse of the
plant, voltage/force. For any system with mass, displacement rolls
off with oC2 as compared to force; therefore, force/voltage increases
with 0 2 .
The unbounded magnitude curve of the plant transfer function
is just as easily described by the Bode Gain-Phase relationship.
Given that the phase is positive for all o, and the absence of non-
27
minimum phase zeros, the magnitude must increase with an average
slope of:
d[20Log (mag)]
d[Log (co)]
20dB [AvgPhase
Decade 900
Avg.
The resulting average slope of 20dB/Decade is seen in the measured
plant transfer function (Figure 2.5).
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Figure 2.5
Plant Transfer Function
Figure 2.6 shows a block diagram of the closed loop system.
Here, the plant, G(s), converts voltage applied to the piezo-actuator
28
(2.2)
- ................. ......................................... .............. ......
S.............................................. ............ ..... ... .......
-
-
,1 v 1(
into voltage as output by the force transducer, Y(s). Structural
dynamics are primarily responsible for this conversion. The
compensator, C(s) is fed the output of the force transducer and
provides the input to the piezo-actuator. Note that the input, X(s), to
the control loop is zero, as this is the desired amount of force
transmitted to the structure. Also shown is a disturbance signal, D(s)
which models the vibrating machine as a disturbance force acting on
a rigid mass.
D(s)
Y(s)
Figure 2.6
Control Block Diagram
The relationship between D(s) and Y(s) is:
1Y(s) = D(s)
1 + G(s)C(s) (2.3)
In order for D(s) to have a negligible influence on Y(s), the
magnitude of G(s)C(s) must be large compared to one at frequencies
of interest. The loop must also be stable.
29
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2.2.2 Disturbance
The disturbance spectrum is important in the design of the
compensator. As this is a narrow band approach, it is natural to
choose the band of compensator influence to be that band of greatest
disturbance-structure interaction, or vibration. However, because it
is assumed that a detailed knowledge of the plant is not available,
the logical compromise is to place the compensator authority at those
frequencies at which the disturbance is the greatest as illustrated by
the "spikes" of Figure 1.1. Thus the compensator requirements are
that it must produce large loop gain in a small band, as compared to
the plant, and the closed loop transfer function must be stable.
2.2.3 Compensator
A compensator consisting of a second order pole with damping
ratio ýc, and natural frequency oc satisfies these requirements. A
sketch of the resulting loop function for a plant of very little
damping is shown in Figure 2.7. At frequencies below oc, the phase
of the loop function is the same as the uncompensated plant,
bounded by +180 and zero degrees. That the phase is so close to 180
degrees is not a pressing problem because phase lead errors are
rarely encountered.
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Figure 2.7
Bode Plot of Loop Transfer Function
The compensator is to bring the phase down by 180 deg such
that at frequencies above coc, the phase is ideally bounded between
zero and -180 degrees. Here, the phase is dangerously close to -180
degrees. Factor in lags due to non-idealities in components such as
amplifiers and the like, and instability becomes probable for this
worst-case lightly damped plant. However, for a more heavily
damped plant, this problem becomes solvable.
Magnitude is perhaps a more interesting problem. The second-
order pole compensator causes the loop function to roll off with a
maximum slope of -20dB/decade. Plant pole-zero spacing will
31
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determine the average phase and, as a result of the Bode gain-phase
relationship, the average roll off slope of the loop function.
Physical limitations of the sensor provide additional roll off. At
high frequencies, the wave length of the structure approaches the
length of the machinery mount footprint. Above these frequencies,
the force transducer can no longer be considered a point
measurement device. Instead, it acts as a distributed sensor,
physically averaging load which varies over its surface. The net
effect is that the transducer is incapable of passing on high
frequency load measurements. This manifests itself in the
magnitude of the plant function (Figure 2.5) as an abrupt roll-off.
Thus, the magnitude of the plant function does not increase without
bound. This phenomenon suggests that the the size of the mount be
designed as part of the control problem, and suggests the use of a
distributed sensor.
2.3 Control-Structure Interaction
In this section, a plant characterized by high pole-zero overlap
is shown to yield a closed loop system with good stability robustness
boundaries. First, modal and pole-zero overlap are introduced. Next,
their effect on stability is discussed. Finally, the effect of
compensator damping on performance is discussed.
2.3.1 Modal/Pole-Zero Overlap
The similarities of the following two situations introduce the
quantification of modal and pole-zero overlap. First, consider a plant
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with modes very close to one another as compared with a plant of
equal damping, but with modes further apart in frequency. The
modally dense plant is described by a bode plot in which the zeros
have a dampening effect on the poles, pulling down the peaks, as
compared to a plot describing the modally sparse plant. The poles
have a similar rounding effect on the depth of the zeros. This is
further realized in the phase plot which will be bounded by 180-8
and 0+8 deg.
The same effects are exhibited by this second comparison of
two plants with equal modal spacing, but with un-equal damping.
Here again, the modal peaks and valleys of the more heavily damped
plant are not as extreme as those of the lightly damped plant. The
phase is also similar with more rounded transitions between less
extreme limits.
Two parameters that quantify these two complementary
concepts is modal overlap, M, [5], and pole-zero overlap, R, [4].
Equation 2.2, which defines modal overlap, may be more familiar to
acousticians. This is identical to tan(4), where 0 is shown in Figure
2.8.
M- PP (2.4)
where
ý is the damping ratio of the pole or zero in question
co is the frequency of the pole of interest
ACOpp is the distance in frequency between adjacent poles
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s-Plane
T.
Figure 2.8
S-Plane Diagram Illustrating Overlap
Where modal overlap provides a proximity value of pole-pole
spacing, the location of the intermediate zero, and thus its effect on
neighboring poles, is not accurately specified by M. A more direct
quantification of the effect of neighboring poles and zeros on each
other is pole-zero overlap, R, as shown in equation 2.3 [4]. This is
useful because it provides a value of the proximity of neighboring
pole-zero pairs. Because the mutual rounding effect is related to this
proximity, pole-zero overlap provides a more accurate measurement
of this phenomenon.
R- (2.5)
pz (2.5)
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where
Acopz is the distance in frequency between a pole-zero
pair
Pole-zero overlap also provides a measurement of the ratio of
machine mass to plant modal mass [8]. If the mass of the machine is
insignificant as compared to the plant modal mass, pole-zero
frequency separation will approach zero. In this case a voltage
applied to the piezo is incapable of exciting any force because it has
nothing to react against. On the other hand, as the mass of the
machine becomes much greater than the plant modal mass, plant
poles and zeros tend towards maximum separation. In the extreme
of infinite machine mass, the plant transfer function becomes a
measure of unloaded structural resonances. In this case, plant poles
occur at unloaded driving point zeros, and plant zeros occur at
unloaded structural resonances. Pole-zero overlap is at a minimum
in this case.
2.3.2 Stability Robustness
With these parameters defined, discussion of their affect on
stability robustness can commence. This is considered first from a
bode plot perspective, considering phase and gain margin as stability
parameters. Next, the effect of overlap on the locus of roots of the
characteristic equation of the closed loop transfer function is
discussed.
Phase is a useful parameter in the consideration of stability.
The phase margin of the closed loop system is broken down into the
phase margin contributed by the compensator, PMc, and the phase
margin contributed by the plant, PMp.
PM = PM + PM (2.6)
The phase margin provided by the plant, PMp, is the minimum
bound of the phase plot and increases with pole zero overlap. This is
because a nearby zero provides lead that prevents phase from
reaching 0 deg, as it would in a lightly damped plant. Although
nearby poles prevent phase from reaching +180, this effect is not as
important because phase errors are more likely to be in the form of
lags. Sievers and von Flotow [4] showed that the additional phase
margin gained, over the undamped plant is:
no
n= PMRM + M I - +-M(n + n2) (2.7)
Where the effects of overlap on phase margin is seen at
frequencies between the poles and zeros of the loop function, its
effect on magnitude is seen at the poles. As mentioned above, a
plant characterized by high overlap exhibits a more rounded
magnitude function. For a given gain, the loop function magnitude
curve is lower near poles for a plant with high pole zero overlap. If
instability occurs near a pole, a higher loop gain is required to drive
closed loop system of high overlap unstable.
Root locus provides a graphical visualization of how overlap
provides stability robustness. It also sets the stage for considering
the choice of compensator damping. Two systems are shown in
Figure 2.9: one with low overlap (system A), and one with higher
overlap (system B). In this comparison, overlap is increased by
damping (hysteretic) only. In both systems, a high-frequency pole is
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placed on the real axis to model lags due to amplifiers. Also shown
in Figure 2.9 is a locus of the roots of the system characteristic
equation.
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Figure 2.9
Root Locus Comparison of Overlap
Because the difference in damping between the two systems
does not appreciably change the shape of the locus, the approximate
radius, r, the locus takes on its way to a zero is virtually the same for
both systems. Also, the gain required to move the closed loop poles
to a given position on the locus, say 1/4 of the way around the
circular feature defined by r, is the same for both systems. However,
system A has poles closer to the jo axis than system B. Thus, the
gain required to drive system A unstable is less than that required to
drive system B unstable. Because more effort is required to drive
system B unstable, it is considered more robust.
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If the plant is assumed in this discussion to have consistent
damping, a stray pole with much lower damping is dangerous from a
stability viewpoint.. So, system B, with higher overlap, is more
robust than system A.
2.4 Compensator Parameters
With these insights, compensator natural frequency, damping,
and gain are considered. Because no knowledge of exact frequency
locations of plant poles or zeros is assumed, plant interaction with
the disturbance cannot be a factor in compensator tuning. Logically,
then, the natural frequency of the compensator should be tuned to
the frequency of the disturbance.
Compensator damping, ýc, and gain, K, then are the only
parameters in question. At the disturbance frequency, higher gain
implies better performance (equation 2.3). Compensator gain at oc
being,
CompGain 2 C (2.8)
immediately suggests that for a given loop gain, K, best performance
is realized for ýc as small as possible. Stability, however, limits K.
Let us assume zero damping for the compensator pole. For a plant
with light damping as well, the departure angle of a loop function
pole at co will be approximately:
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[complex complex o 9d zeros -#poles 180 - 90 -
Below wc (2.9)
Where 4 is the angle contribution from unmodeled lags
If the compensator pole is above a plant pole, its departure
angle will be 90-4 deg. If it's damping is zero, then, any finite gain
will send it into the right half plane. If, on the other hand, the
compensator pole is below a plant pole, its departure angle is -90-4
deg. In this case, the plant pole will cause instability and will do so
as a result of some finite gain. In the limit as the plant becomes well
damped, and plant phase approaches 900-4, the compensator pole
departure angle approaches -1800-4, and the system is always
stable. This is the simplest plant to control.
Recall that the compensator pole is tuned to some pre-
determined disturbance frequency. Thus, the location of the
compensator pole with respect to the plant poles is unknown. For
this reason, maximum stable performance is realized with the
compensator damping set to that of the plant. In this case, the pole
that goes unstable can not be distinguished as either compensator or
plant, resulting in a kind of performance-stability compromise.
2.5 Multi-Harmonic Narrow-Band Compensation
In application a mount which has multiple notches in its
stiffness function may be desirable. These notches would be tuned
to suppress vibration transmission at a number of spikes (Figure
1.1). If two of the above compensators are cascaded, the phase of
the loop function passes through -180 deg, causing instability.
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Placement of a second-order zero before the added second-order
pole brings the phase back to being bounded by +180 and 0 deg. In
a sense, this "un-does" the phase lag caused by the first conjugate
pole. Thus for a plant exhibiting an alternating pole-zero pattern a
multi-harmonic controller should also exhibit an alternating pole zero
pattern.
The multi-harmonic system can be achieved using a parallel or
serial architecture. The parallel architecture is the simple solution.
Applying the input to a number of conjugate pole filters, and
summing the outputs, produces the desired alternating pole-zero
transfer function. The location of the zeros is a function of the pole
locations.
Cascaded compensators trade simplicity for adjustability. The
first filter (in frequency) of the cascade is a single second order pole.
Subsequent filters are characterized by a conjugate zero and
conjugate pole. In this case, locations of all poles and zeros can
independently be specified.
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Chapter 3
Compensator Implementation
In this chapter, two implementations of the second-order pole
compensator are reported. First, a classical circuit, which includes
the second order zero required for serial implementation of a multi-
harmonic narrow band controller, is briefly discussed. Then, an
interesting frequency following second order pole which takes a
unique form is reported and analyzed.
3.1 Classical Circuit
The desired input output relationship of this classical circuit is:
Vo s2 + 2 zco zs + co 20- 2
Vi s2 +2•2pOs + P (3.1)
This function was written in control-canonical form which simplified
the task of proto-boarding the circuit. Using operational amplifiers,
capacitors, and resistors, the transfer function was implemented
using three basic elements: an integrator, amplifier (both non-
inverting and inverting), and summing amplifier. These are seen in
the complete circuit shown in Figure 3.1.
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Figure 3.1
Classical Implementation
This is the general pole-zero compensation module discussed at
the end of chapter 2. Because the goal of implementation is a single
notch in force transmissibility, only the conjugate pole was required.
Thus, the feed forward signal paths shown in the upper part of
Figure 3.1, were "cut" so that the implemented transfer function was
equation 3.2. A measured transfer function is shown in Figure 3.2.
Vo 1
Vi s2 + 2 ps+ p~ (3.2)
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Frequency (Hz) 1000 1300
Frequency (Hz) 1000 1300
Figure 3.2
Measured Transfer Function of Classical Compensator
3.2 Frequency Following Circuit
The frequency following circuit design [9, 10, 11, 12] is unique
in that its transfer function is that of a second order pole whose
imaginary part is set by the frequency of a reference signal pair,
cos(cot) and sin(cot). After a time-domain analysis is presented, some
subtleties are discussed, then its implementation will be reported.
Figure 3.3 is a block diagram of this analog algorithm.
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Figure 3.3
Frequency Following Compensator
The following general description provides a brief overview of
the algorithm. The input on the left is multiplied by sin(ct) and
cos(ot). Next, the signals are low-pass filtered by a pole at s=-a. If
a=O, the process becomes a sine and cosine Fourier transform at a
single point in frequency space. Next, the now virtually DC signals
are multiplied by a 2X2 rotation matrix, T(8). Equation 3.3 shows
this orthonormal matrix in terms of 0, the angle by which T(6)
rotates the vector:
) cos (0) -sin (0)
T sin (6) cos(0)J (3.3)
After the signals have been "rotated" in phase, they are converted
back into the time domain by re-multiplication by sin(cot) and cos(ot)
and summed, creating the output signal.
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3.2.1 Time Domain Analysis (Invariant Reference)
A time domain analysis offers a more rigorous and revealing
description of this algorithm. The transfer function is derived using
the property that the transfer function of any linear, time invariant
system is the Laplace transform of the impulse response. Consider,
then, application of an impulse at time t=r:
x(t)=8(t-t) (3.4)
After multiplication by sin(cot) and cos(ct), the signal is
represented by the vector:
[cos (c t) 8(t - t)] [cos (t)]
sin (ot)8(t - r) sin (ot) (3.5)
Next, the signal is passed through the low-pass filter, becoming:
rcos (OZ) 1 -a(t-r)sin (ot) (3.6)
and is multiplied by T(0) which simply rotates the vector by 0:
[cos (WO + 0)1 -a(t-t)
sin (ot + 0)J (3.7)
Finally, the signal components are re-multiplied by sin(ot) and
cos(cot) and summed to become:
y(t) = [cos(8+ wt)cos (ot) + sin (0+ ot)sin (cot)]e - a (t- r) (3.8)
which can be re-written as:
y(t) = cos [o(t - 0)- 0]e - a( t- ) (3.9)
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Next, we set r = 0 and take the Laplace transform of this
response to a unit impulse to obtain the transfer function:
Y(s) (s + a)cos() + co sin (0)
X(s) - (s + a) 2 + o 2
which has poles and a zero at:
Poles at s=-a jco
Zero at s =- [a+ cwtan(0)]
(3.10)
(3.11)
The pole locations can also be expressed in terms of damping
ratio and natural frequency:
0n = a2 2 (3.12)
a
s- lan
s-plane
--U tlanik •a
(3.13)
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0)·
Figure 3.4
Frequency Following Compensator Poles and Zero
A measured transfer function of the implemented controller is
shown in Figure 3.5. Here c is 700 Hz, and 0 is 900.
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Measured Transfer Function of
Frequency Following Compensator
Some of the questions in the application of this algorithm are
phase, performance, tracking response, and implications of tracking
and are discussed below.
The location of the zero is important in that it determines the
phase and thus stability of the closed loop system. The phase of the
compensator at co is approximately -0 for small damping ratio, Cc.
One might be tempted to choose 0 based only on the plant phase (if
known) at the disturbance frequency. Consider a plant that rotates
an applied voltage to the actuator by 4 to form force. The phase of
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the compensator, -0, might be chosen as -4 + 180 deg. This produces
the desired effect at the disturbance frequency, but is likely to cause
instability at other frequencies. Just as in the design of any other
compensator, the entire plant must be considered in the choice of 0.
A design stable regardless of compensator tuning is required. For a
plant with a double zero at the origin and an alternating pole zero
pattern, and with no knowledge of pole or zero locations, the
discussion of chapter 2 applies. Thus, the second order pole
discussed in chapter 2 is desirable. For 8 = 90 deg, the zero location
is infinity and the compensator is virtually identical to a classical
second order pole, with the exception that nearly perfect tuning is
guaranteed for small ýc.
Performance is determined by the loop gain of the compensator
at the disturbance frequency. For 0=90 deg and small Cc, the gain at
1
the disturbance frequency is 24. The further assumption that
changes in frequency are slow compared to co yields a frequency
invariant damping ratio, dependent only on a. Thus, selection of a
nearly independently determines performance.
3.2.2 Tracking Analysis
The ability of this compensator to track in frequency presents
an additional facet to discuss. Tracking is very attractive in
applications where the disturbance frequency changes. Even motors
designed to operate at some nominal frequency will vary somewhat.
Although major transient changes in frequency are not likely to
occur in such motors, they can be expected in a variety of
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applications. Because the band width of significant gain produced by
a lightly damped second order pole is small, a slightly mistuned
compensator can be detrimental to performance. Therefore, tracking
response is an important factor in these applications.
Interestingly, this compensator exhibits instantaneous response
to changes in reference frequency. To demonstrate this, consider the
steady state response to x(t)=sin(colt). The question is, given this
steady state condition, what happens when a step in frequency is
applied to both the imput signal and reference signal at, say, t=T? A
step change in frequency moves the poles of the compensator, so the
transfer function of equation 3.10 cannot be used. To ensure rigor
and because initial conditions internal to the compensator are
required, the signal is again be tracked in the time domain through
the block diagram of Figure 3.3.
sin(Col ) O< t < T
x)= sin(O 2) T < <t (3.14)
The response to a sinusoid is determined by first determining
the signal vector, q(t), to be multiplied by T(O). This is calculated via
the convolution integral. Here, the exponential term independent of
the integration variable, t, has been factored out of the integral.
aq(t)= e-r Sin (ot)Cos(co)i atdt
t (Sin 215) )C=O (3.15)
~
The solution to this integral is separated into steady state and
transient parts:
aSin(20ot) - oCos(2cot)
a2 + 4 2
q(t) = a2 +
ss oSin(2wt) - aCos(2• t)1+ 2
2a a2 + 4m 2
a 2 + 4o 2
q(t) - 4 2 +
2a(a2 + 402a-
(3.16)
(3.17)
Multiplied by T(-900), remodulated and summed, the steady state
and transient time responses to sin(ct) are:
1 - Cos( ot) - oSin(cot)
y ss C os(ot) + 22a a2 + 4o 2 (3.18)
Ytr =-21 os1 )°(r - 4 -Sin( e -a(t-T)
where 11=o2(t-2T) -
Eq. 3.19
Here, q(T)ss is used as the initial conditions, ql and q2 and
small C has been used to simplify the transient result. The
requirement that the input signal and modulation signals be
continuous restricts 02 T = ol T + 2nir resulting that 01=42. Note
that the frequency of the transient response is o2, indicating that the
signal updates instantaneously in frequency. This is due to the fact
that the frequency of the output is derived primarily from the
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modulation signals, whose frequency is stepped with that of the
input. Another way to look at it is that the compensator dynamics
step with the reference signal, negating frequency transients. No
amplitude effects are seen because of the restriction that the input
function be continuous. The normalized sum of equations 3.19 and
3.18 is plotted in Figure 3.6. Here, frequency is stepped from 1 Hz to
10 Hz, and a=.01 Hz.
Amplitude1I
0. 5
-0. 5.
-1.
- Time0. 5 0.5 075
Figure 3.6
Normalized Response to Step in Frequency
Rapid changes in frequency negatively affect performance if
the plant has significant dynamics, delaying the input signal relative
to the reference signal. Such a plant is characterized by non-zero
phase. Consider a change in frequency occurring in a forcing function
applied to the plant. Where the compensator demonstrates inertia-
like effects to amplitude changes only, the plant has inertia with
respect to amplitude as well as frequency changes. The more lightly
damped the plant, the more time it will take for it to reach steady
state conditions after a change in the forcing function. When the
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change is in frequency, the compensator immediately applies the
signal that might be ideal for steady state conditions. However, it is
unlikely that this application of steady state control is ideal for a
plant undergoing transients.
The issue of frequency transients needs to be addressed only
when "fast" changes in frequency are expected. A fast change takes
place in a time on the order of the exponential decay time of nearby
1
plant poles, i.
This compensator behaves exactly as a second order pole for
changes in amplitude. If the signal applied above had not been
constrained to be continuous, the response to the resulting amplitude
step would have been seen superposed with the response of
equations 3.18 and 3.19. As expected, this more significant transient
would have exponentially decayed with a time constant -a.
Compensator steady state conditions are altered in situations
where 0 is not +-90 deg. In such cases, the zero of the compensator
is not at infinity. Therefore, as co changes, the phase of the
compensator at the disturbance frequency also changes. This is
because the compensator poles change locations with respect to the
zero defined in equation 3.11. This effect is significant only for large
changes in frequency as compared to the frequency separation
between the compensator zero and reference frequency, co.
3.2.3 Implementation
The major problem of implementing the frequency following
compensator is generating the sine and cosine signals from a periodic
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input signal. The difficulty arises from the requirement that these
modulation/demodulation signals be constant in phase separation
(90 deg) and amplitude over wide ranges of frequency. Options
were: 1) to digitally generate the signals using a look-up table, 2)
phase shift a sinusoid with a low pass filter and then controlling the
amplitude of the output, 3) convert to a square wave, phase shift,
and convert back to sinusoids using a filter whose corner frequency
is set by the square wave itself. This final option was implemented
and is illustrated as a block diagram in Figure 3.7.
rV
Figure 3.7
Modulation Signal Generation
The initial phase locked loop (PLL) is included to "clean up" the
input signal. The RCA CD4046 PLL chip was used for this. This chip
features two types (type 1 and type 2) of phase comparators. The
type 1 comparator results in an output whose phase varies with
changes in frequency whereas the type 2 comparator does not. The
PLL's used in the circuit set the frequency limits. They are capable
of locking to a signal in a band centered at a tunable nominal
frequency, op with a bandwidth also of cop. They were configured
such that the frequency following compensator was effective from
400 Hz to 1200 Hz.
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Phase splitting was done using National Semiconductor
DM74107 flip flop chips. National Semiconductor's LTC-1064 8th
order low pass filters were used to obtain the first harmonic of the
phase splitter outputs. These required a reference signal with a
frequency 150 times that of the corner frequency. A PLL with a
divide-by-n counter in the feedback loop was used to multiply the
frequency of the square waves, providing this reference (feed
forward portion of Figure 3.7).
The remainder of the implementation is relatively straight
forward (Figure 3.3). Multiplications were performed using Analog
Devices AD534 analog multiplier chips. Low pass filtering was
implemented with operational amplifiers, resistors, and capacitors.
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Chapter 4
Apparatus
The experimental apparatus is presented in this chapter. First,
the hardware elements of the experiment are discussed. Next,
instrumentation is discussed, and and the complete configuration is
presented. Last, the equipment used for data acquisition is reported.
4.1 Hardware
Hardware components were selected for the structure, actuator,
and disturbance based on their similarities to full-scale
implementation of this study. In each case, modeled characteristics
were identified and used for comparison.
4.1.1 Structure
The structural model was selected for its modal complexity. A
large, flexible structure has many modes, closely spaced in the range
of expected disturbance frequencies. A plate also exhibits these
qualities. The plate size was determined by considering the
materials of the experiment and is discussed below. The first mode
of the plate was selected to occur at 100 Hz. After a variety of
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dimensional proportions and materials were considered, a 14 x 14 x
0.160 in. sheet of 2024-T3 aluminum was chosen.
4.1.2 Actuator
The high bandwidth of piezo-electric crystals make them a
likely actuator choice for full-scale application. Piezo stacks were
chosen over continuous crystal because of amplifier constraints and
safety. Piezo crystals are limited by a voltage/thickness specification
(typically 15 V/mil). Maximum voltage required to operate a crystal
at maximum strain is proportional to crystal thickness. To achieve a
given displacement, a stack of individually wired wafers requires a
lower voltage than does a continuous crystal. Pre-made piezo
actuator stacks of approx. 140 wafers were chosen. These 0.39 x
0.39 x 0.79 in. stacks have an operating voltage from 0 to 100 V, a
maximum displacement of 0.5 mils at 100 V, and a capacitance of 7.4
.tF. Due to amplification constraints, the actuator was designed to
operate at half of the maximum displacement ( 0.25 mils). The
stacks were designed into an actuator assembly which is described in
detail below.
4.2.3 Disturbance Source
A rotating-mass and a shaker were considered for the
disturbance model. Introduction of side-loads to the actuator is a
draw-back of the rotating-mass model. Use of this would require the
additional design complexity of a laterally stiff actuator assembly.
As this is a single-axis experiment, this complexity was deemed
unnecessary and the shaker was chosen. A benefit of the shaker is
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versatility. Where the disturbance frequency content of the
rotating-mass is limited to multiples of the rotation frequency, the
shaker is not. Various wave forms, including white-noise, can be
introduced with the shaker as well. Bandwidth was a basis for
shaker selection. A model 404 Ling shaker, effective from DC to 3
kHz was selected. A strong factor in this decision was that the
existing test-bed was already fitted for this shaker.
4.2 Instrumentation
Because development of control algorithms paralleled the
hardware side of this study, a complete set of required
measurements for control was not. defined at the design phase.
During the design phase, it was unknown that the only required
measurement would be transmitted force. Thus, as versatile an
experiment as possible was designed. The apparatus was over-
instrumented to provide expected requirements which included:
- acceleration of structure at isolation point
- relative actuator displacement
- force applied to the actuator
- force transmitted to the plate
Columbia model 3029 accelerometers were selected for
acceleration measurement below and above the actuator. They have
a mass of 32 g and a resonant frequency of 30 kHz. This resonance
causes a measurement error of +5% at 6 kHz. The initial design
included only one accelerometer, fastened to the plate directly
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beneath the actuator assembly. An additional accelerometer was
later mounted to the top of the actuator.
Strain gauges were designed into the actuator assembly to
measure relative displacement of the actuator. This method was
chosen over double-integration of the relative acceleration because
the use of strain gauges fit naturally into the actuator design.
Increased complexity and assembly/disassembly difficulty were
reasons not to incorporate linearly-variable-displacement-
transducers into the actuator.
A Kistler model 9301A in-line piezo-electric force transducer
was chosen to measure disturbance-force input. It has a range of
±675 lbs with resolution of 0.06 lbs.. Four Kistler model 9011A
washer type force transducers were used to measure force
transmitted to the structure. The footprint of the transducer array is
1 3/8" on a side. This results in the footprint roll-off discussed in
chapter 2 occuring at about 7 KHz (Figure 2.5).
4.3 Apparatus
A cross-section of the apparatus is shown in Figure 4.1.
Although not shown to scale, it represents the features of the
experiment. At the top is the shaker which is supported by an
aluminum bracket attached to an I-beam support structure. The
support structure is bolted to a cinder-block wall. The shaker is
connected to the load cell via threaded rod. The load cell is fastened
to the actuator assembly, which is fastened to the flexible plate. This
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is bolted at the corners to a 15 x 15 x 0.5 in. aluminum base plate.
The base plate is bolted to the same I-beam structure as the shaker.
Shaker
Accelerometer Threaded rod
Load Cell Load Cell Actuator assen
Strain Gauge
Flexible Plat
Load Cell
ibly
I IW - __ý 16P a ý-elll .11
Accelerometer "Rigid" Base Plate
Figure 4.1
Apparatus
A detail of the actuator assembly is shown in Figure 4.2. It
consists of four piezo stacks sandwiched by two 1.4 x 1.4 x 0.5 in.
steel blocks, into which a variety of holes are drilled and tapped.
Four holes are drilled into the top block and contain one allen set-
screw each. These screws tighten down onto load-spreaders which
are attached to the crystals with double-sided tape. Two 2.0 x 0.5 x
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0.01 in. strips of steel feeler-gauge stock are fastened to opposite
sides of the assembly by screws and load-spreaders to act as
"tensile-strips." So, as the set screws are tightened down on the
load-spreaders, the stacks go into compression and the tensile-strips
go into tension, holding the actuator together.
Load-cell mount screw (1)
t'~Ll 1L
Steel
load
spreaders (2)
Strain
gages (8)
:zo stacks
Steel
base block
Figure 4.2
Actuator Detail
Strain gauges are glued to the tensile-strips. As stated above,
these provide relative displacement data. They also allow
measurement of average force exerted on the stacks due to
tightening. The two gauges on each tensile-strip are wired as
opposite legs of a wheatstone bridge. This allows measurement of
extensional strains only (bending is canceled). Inactive gauges glued
to unused tensile-strips act as the remaining two "dummy" legs of
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the bridge. They are affixed to the same material as the active
gauges to provide temperature compensation.
A hole for a load-cell mount screw is drilled into the center of
the top block. This is where disturbance forces are introduced to the
actuator. Four holes are drilled and tapped into the bottom block
near the corners (not shown). Screws from beneath the flexible plate
thread into these holes, attaching the actuator to the plate.
4.4 Data Acquisition
Accelerometer and load-cell data is amplified by Endevco
model 2721B Charge amplifiers. A Tektronix model 2630 Fourier
Analyzer and IBM compatible PC are the workhorses of acquisition,
used to collect time data, and calculate transfer and coherence
functions. The signal output feature of the 2630 is used to create a
"white" disturbance sigal. When needed, strain gauge data is
amplified by Measurements Group model 2130 Strain Gauge
Conditioners. A Nicolet Digital Oscilloscope, equipped with a floppy
disk drive is used for signal monitoring and limited data collection.
Figure 4.3 shows a block diagram of the entire apparatus.
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Figure 4.3
Apparatus Block Diagram
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Chapter 5
Experimental Results
Results of experimental measurements are presented in this
chapter. The report begins with a discussion of performance
determination. Next data collected using the classical controller is
presented and discussed. Finally, results taken with the frequency
follower as the compensator are shown.
5.1 Performance Measurement
Before any data can be collected, a performance metric must be
chosen. Because the goal of control in this application is to reject
disturbances, so that no force is transmitted to the structure by a
vibrating machine, the command signal in the block diagram of
Figure 2.6 is zero. Comparison of transmitted force with zero
conveys little information, so a transmissibility function measured
under open and closed loop conditions is used to determine
performance. Although the numerator of this transfer function
should obviously be transmitted force, the denominator is not quite
as obvious. It certainly should be a measurement of applied
disturbance, either force or acceleration, so that the transfer function
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provides a measure of the transmitted load resulting from an
application of a force or acceleration.
The choice of which metric to use depends on whether the
disturbance is best modeled by a displacement or acceleration
source. Of course, no physical mechanism can be considered a
perfect source (or sink), but generalizing the disturbance in this way
provides a simpler medium for discussion than if all the dynamic
intricacies are considered.
The machine disturbance model used in the design of the
controller is a force source acting on a rigid mass. This model
predicts that under open loop conditions, the machine and structure
vibrate through amplitudes which are strongly affected by structural
dynamics. However, under ideal closed loop conditions, no force is
transmitted to the structure and the force source applied to the
machine results in the machine moving through different amplitudes
with the control loop closed.
If, on the other hand, the disturbance is an acceleration, the
machine maintains a constant amplitude under closed loop
conditions. However, under open loop conditions, structural
resonances result in small forces, as opposed to the more intuitive
large accelerations.
This comparison between disturbance sources is summarized in
terms of driving point impedance of the structure at the mounting
location. If the structural driving point impedance is significant
compared to that of the machine, (ie the effective modal mass of the
structure is significant compared the mass of the machine, M) a force
source results in a model that resembles physical reality. Otherwise,
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an acceleration source yields a more accurate model. The assumption
of a non-trivial plant implies that the driving point impedance of the
structure is significant and a force source be used. However, under
closed loop conditions, an active mount has the effect of reducing this
impedance to the point that an acceleration source would be ideal.
The solution chosen in this study is to measure both possible
performance functions. Performance is determined by measuring
the transfer functions between 1) transmitted force and acceleration
measured above the mount, Pfa, and 2) transmitted force and applied
force (measured above the mount, Pff. These frequency response
functions are measured under open and closed loop conditions, with
a spectrally white signal sent to the shaker (Figure 5.3). Finally a
quantitative measurement of performance is obtained by calculating
the difference between the open and closed loop magnitudes of the
respective functions.
One unavoidable draw back of using these functions is that pole
locations are different between Pfa, Pff, and the plant transfer
function. Redeemingly, however, these are ideal functions for
performance measurement. A plot of the plant in the bandwidth of
tests is shown in Figure 5.1. This view of the plant is included to
convey the information which is not in the performance transfer
functions.
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Figure 5.1
Plant in Testing Bandwidth
5.2 Classical Compensator Results
The classical compensator was implemented tuned to three
different frequencies: below, at and above the plant pole at 877 Hz.
Compensator damping ratio was varied at each tuning to observe
changes in maximum gain and performance with respect to
compensator damping.
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5.2.1 Compensator Tuned Below Plant Pole
First, the compensator was tuned to about 845 Hz. Typical
open and closed loop performance functions for this tuning are
plotted in Figures 5.2 and 5.3.
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Figure 5.2
Typical Force Performance Function (oc < cop)
Here, the compensator natural frequency is 846 Hz with a
damping ratio of 0.54% and the plant pole is at 877 Hz. The closed
loop data was collected with the loop gain increased so that the
closed loop system was on the edge of instability. We can see from
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Figure 5.2 that using Pff as the performance metric, a maximum
performance of 25 dB is achieved at the compensator natural
frequency. Using Pfa as a performance metric (Figure 5.3), a
maximum performance of 22 dB is realized at the same frequency.
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Typical Acceleration Performance Function (mc < )op)
Maximum performance is plotted against compensator damping
ratio in Figure 5.5. Note the trend toward infinite performance for a
compensator damping ratio of zero. This is because loop gain at the
frequency of interest tends toward infinity for zero compensator
damping. As compensator damping is increased, peak performance
drops. This decrease is rapid for low damping because the rate at
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which the maximum gain of a second order pole decreases with
respect to damping ratio is:
d(PeakGain) 1
d(jc) 222c (5.1)
Because performance is proportional to gain, it behaves similarly
such that as damping ratio is increased, the decrease in performance
becomes more gradual.
Compensator Pole: 846 Hz Plant Pole: 877 Hz
0.5 2.5
Compensator Damping Ratio (%)
Figure 5.4
Performance vs Damping Ratio (coc < cop)
The gain at which instability occurs is plotted in Figure 5.5.
This plot has two distinct regions. For low compensator damping, the
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adjacent plant pole causes instability. As compensator damping is
increased, pole zero overlap is also increased. This is realized by the
plant pole as added gain margin and appears in Figure 5.5 as a
greater gain required to cause instability. As the compensator pole
moved further to the left in the s-plane, it provides enough phase
margin at the neighboring plant pole to prevent its instability and a
new higher frequency plant pole becomes responsible for instability.
The curve flattens because the incremental increase in phase margin
is smaller at this higher frequency pole (Equation 2.7).
0
0
Maximum Gain
Maximum Gain
I I
I I I I
0.5 1 1.5 2 2.5
Compensator Damping Ratio (%)
Figure 5.5
vs. Compensator Damping Ratio (oc < cop)
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5.2.2 Compensator Tuned Near Plant Pole
Figures 5.6 and 5.7 show typical performance transfer
functions for the compensator tuned to roughly the same frequency
as the plant pole (877 Hz). Here, performance measured by Pff is
25.66 dB where performance measured by Pfa is 20.64 dB. Both are
measured at 874 Hz.
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Typical Force Performance Functions (coc=ýp)
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Typical Acceleration Performance Functions (wc=Cp)
Performance vs compensator damping for the compensator
tuned near the plant pole is shown in Figure 5.8. We can conclude
that the compensator pole is actually tuned slightly below the plant
pole from the similarity between these results and those discussed
above. In both cases, the plant pole causes instability. This
manifests itself in Figure 5.8 as high performance for low
compensator damping. If the compensator pole were tuned above
that of the plant, its departure angle would be slightly less than 900
and any non-zero gain would cause instability for low damping.
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Performance vs Damping Ratio (0cc = COp)
The maximum gain plot (Figure 5.9) is also similar to that
discussed above. Here the same regions are seen where for low
damping, instability is caused by the neighboring plant pole and is
characterized by a higher slope. Then, as compensator damping is
increased, a higher frequency plant pole causes instability.
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Maximum Gain vs. Compensator Damping Ratio (wc = cop)
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5.2.3 Compensator Tuned Above Plant Pole
Figures 5.10 and 5.11 show typical performance functions for
the compensator pole tuned above the plant pole. Here, compensator
damping is 0.54% with a natural frequency of 901 Hz. Performance
as measured with Pff is 15.5 dB and as measured by Pfa is 15.62 dB.
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Typical Force Performance Functions (Oc > cop)
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Typical Acceleration Performance Functions (oc > cop)
Performance vs compensator damping for the compensator
tuned to a plant pole is shown in Figure 5.12. With the lightly
damped compensator tuned above the plant pole, performance is
low. This is because here, the compensator pole causes instability.
When it is close to the jco axis, it takes only very slight loop gain to
push it into the right half plane. As compensator damping is
increased, more gain is tolerated by the closed loop system. This is
realized as increasing performance in Figure 5.12. When the
damping is increased enough that a plant pole causes instability, the
curve takes on the characteristic of decreasing performance with
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increasing damping ratio, similar to the curves of Figures 5.4 and 5.8.
This transition takes place at a compensator damping ratio of 0.2%,
which is also the plant damping ratio. At this point, plant poles and
compensator poles are equally far from the jco axis and require
approximately the same amount of gain to move into the right half
plane. As compensator damping is increased, the plant pole becomes
decisively responsible for instability.
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Performance vs Damping Ratio (coc > cOp)
The maximum gain plot (Figure 5.13) also shows the instability
pole transition at 0.2%. As compensator damping ratio increases,
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roughly the same gain is required to drive the higher frequency
plant pole unstable.
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Figure 5.13
Maximum Gain vs. Compensator Damping Ratio (wck > COp)
5.3 Frequency Following Compensator Results
The self tuning compensator was tested for tracking
performance. The real part of the conjugate poles, a, of the
compensator was kept constant at 9 Hz. Recall that the imaginary
part of these poles is set by the frequency of a reference signal.
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sinusoidal disturbance was used. The same signal was used as the
reference for the compensator.
A sinusoid with frequency varied quasi-statically was first
used applied as the reference/disturbance signal. The Tektronix
signal analyzer was used to vary the frequency discretely from 600
to 1200 Hz (which is the locking bandwidth of the compensator) over
about an hour. Magnitude and phase were measured by the analyzer
at each frequency, constructing a transfer function. This was done
both open and closed loop. The closed loop transfer function is that
which results for the compensator tuned perfectly and operating in
steady state at every frequency. This should not be confused with
broad band performance as the compensator can only be tuned to
one frequency at a time. These functions are shown in Figure 5.14
and 5.15.
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Open and Closed Loop Pff for Quasi-Static Freq. Follower
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Open and Closed Loop Pfa for Quasi-Static Frequency Follower
Next, a disturbance sinusoid with more rapidly varying
"ramped frequency" was applied. In this test frequency was
increased from 800 to 1000 Hz at a rate of about 250 Hz/sec, and
again the real part of the compenator poles was kept constant at 9
Hz. Here, the frequency is increased 25% in about 1 sec, the
exponential decay period of the plant poles.
Open and closed loop time measurements of transmitted load
are shown in Figures 5.16 and 5.17. At t=0.8 sec., where the
disturbance frequency is about 877 Hz, the plant resonance at 877 Hz
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is clearly visible in the open loop time response. The absence of this
resonance in the closed loop response indicates good performance.
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Closed Loop Load Measurement
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The performance functions in Figures 5.16 and 5.17 were
obtained by computing Pff and Pfa using the ramped-frequency
signal as a disturbance. Although the closed loop responses are not as
clean, performance is clearly comparable to the quasi-static case.
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Open and Closed Loop Pff for Ramped Frequency
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Open and Closed Loop Pfa for Ramped Frequency
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Because the difference in performance between a slow
frequency rate and one on the order oi the plant exponential decay
factor are not significantly different, sweep rate is not a problem for
performance here.
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Chapter 6
Conclusions and Recommendations
6.1 Conclusions
Given the problem of isolating a noisy machine from a flexible
structure, the mount must be more compliant than the structure. An
ideal mount would be infinitely compliant above some bandwidth
determined by the application. The machinery noise spectrum is
identified as containing spikes at a characteristic frequency and
harmonics. A mount which is compliant at these spike frequencies
offers an attractive compromise.
Consideration of an active, uniaxial, SISO approach to this
problem results in the decision to use a high band width, low
amplitude piezo electric mount as an actuator, and a force transducer
to provide an error signal. The resulting plant takes the form of two
zeros at the origin and a guaranteed alternating pole-zero pattern
which bounds the plant phase between 00 and 1800.
The plant plays an important role in robustness. A lightly
damped plant, which is characterized by little modal overlap, results
in a closed loop system sensitive to errors. A more massive machine
as compared to the driving point impedance of the structure at the
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mount increases pole zero overlap, and thus stability robustness.
Modal overlap was shown analytically and experimentally to provide
gain and phase margin to the closed loop system. Thus, modal
overlap should be designed into a machinery-structure system
where possible.
A compensator which produces the required high gain at the
disturbance frequency takes the form of a second-order pole. If the
location of the compensator pole with respect to those of the plant is
unknown, compensator damping should be set to that of the plant.
This results in a stability-performance compromise.
The frequency following controller of Chapter 3 is shown to
behave exactly like a second order pole. Its ability to track makes it
attractive for practical application. Frequency changes are shown to
move the plant poles instantaneously. Experimental results show
that performance is similar for quasi-static frequency changes and
faster changes.
6.2 Recommendations
From a hardware standpoint, further investigation of the
frequency response of distributed sensors would be useful. From a
design standpoint, further consideration of a multi input-single
output (MISO) system would be interesting. Perhaps a compensator
which utilizes measurement of both transmitted force and structure
acceleration would provide better performance.
Multi-harmonic narrow band characteristics are likely to be
required in application. Further experimental work would be useful.
I
Of course, who could ignore broad band isolation as a possible
direction in which to proceed? Finally, if none of these suggestions
are interesting enough, the addition of several mounts and many
harmonics should keep even the most ambitious busy for a while.
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