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Abstract. We classify solvable groups of diffeomorphisms of 
C,O,  and prove topological rigidity theorems for the various 
groups of diffeomorphisms and apply to the diagrams of analytic 
correspondences (germs of algebraic functions). We define also 
the separatrix for group actions and discuss the structure of 
orbits of non-solvable groups and correspondences. 
I n t r o d u c t i o n .  The topology of conformal transformation groups of 
the germ of C at the origin is regarded from many different points 
of view, cf. the monodromy groups of differential equations, the 
projective holonomy of singular 1-forms C5,111 and the non 
isolated singularities of map germs 1141. Recently i t  is pointed 
out that the actions of solvable groups possess special 
topological properties by Il'yashenko and Shcherbakov [8,161. In 
this paper we first classify these actions. Using i t  we prove 
the topological rigidity of parametrized families of groups, and 
apply to that of the diagrams of correspondences (multi-valued 
functions). 
The rigidity was first regarded by Il'yashenko C81. He 
considered the monodromy groups of algebraic differential 
equations of the complex projective plane along the line at 
infinity which is a special compact solution distinguished from 
the others. He then observed that under a certain condition 
there exist at least n-1 distinguished topological invariants for 
the groups generated by n germs of diffeomorphisms of c,O, 
topological conjugacy imp1 ies analytic conjugacy, and he 
interpreted these results in terms of algebraic differential 
equations . However many details of the theory were left open. 
Later some of those problems were proved by Shcherbakov C161 for 
non solvable groups. 
A similar but completely independent study was carried on by 
Cerveau and Sad C51 from the view point of the 1-forms of c2 .  
Namely they considered the blow up on e2 (reduced) of a 1-form o 
2 
on Q: ,O. The pro.ject~ve hoLonomv of w is the holonomy of along 
1 1 .  P -sing (here we assume the exceptional curve P I S  a leaf). 
They proved that the projective holonomy is a topological 
invariant under a certain condition. Recently i t  is shown that 
most finitely generated groups acting on C,O are realized as the 
projective monodromy by Lins Neto Elll. 
3 2 For open (flat) morphisms f of C ,O to C ,O of a certain 
- 1 
special form singular along the fibers f (01, the author ~ 1 4 1  
defined commutative groups G(f) acting on the fibers, and proved 
that the group is invariant under topological conjugacy and 
presented some invariants explicitly. This method will be 
generalized further in a coming paper. 
These individual studies are based on the topology of groups 
of diffeomorphisms of C,O. In this paper we consider the various 
topological rigidity theorems for the groups and the diagrams of 
correspondences. First we prove a rigidity theorem for groups 
generated by holomorphic families of diffeomorphisms of C.0 
(Theorem 4.1). 
A correspondence 0-f C, 0 to C, 0 is a germ of an analytic curve 
~ C C X C .  This notion generalizes the germs of algebraic 
functions. The group G(T) is generated by the monodrorny 
actions of the compositions of the normalization + r with the 
projections onto the first and the second C .  We apply the rigidity 
theorem to the G(r) acting on P and prove a rigidity theorem for 
the diagrams of famllies of correspondences (Theorems 5 . 1 , 5 . 3 ) .  
The geometry of diffeomorphisms of C,O has been long studied. 
However the complete account of fundamental results is not seen in 
a systematic text. In Section 1 we revise those results 
including the method due to Fatou, Kimura and Ecalle, etc quickly 
in a form involving the residue invariant m(f). The residue 
invariant mif) for diffeomorphism f of C,O seems to be firstly 
defined geometrically in this paper. The residue presents a 
geometric interpretation of formal equivalence. We enjoy some 
multiplicative formulae for the residue. In Section 2 we 
classify commutative as well as solvable groups (Theorems 2.1, 
2.2) involving the residue. In Section 4 we prove the rigidity 
theorem for the groups (Theorem 4.11, and in Section 5 we apply 
the rigidity to that of the diagrams of analytic correspondences 
of C , O  (Theorems 5.1,5.3). Here the explicit classification of 
the groups in Section 2 is used. These results are all to be 
interpreted in a coming paper to classify flat morphisms of C",O 
2 to C ,O with the singular locus f-l(0) r7 Z(f1 of dimension one. 
Finally in Section 6 we discuss some problems on the orbit 
structure of group actions as well as global correspondences of 
Riemannian surfaces. 
The author is informed that Cerveau and Moussu C41 obtained 
analogous resul ts for sl ovabl e groups. 
The author should like to express gratitude to Professor J. 
Martinet for inspiring conversation, to Dr M. Rees for giving some 
fundamental knowledge on the dynamics of C , O ,  and to colleagues in 
the university of Strasbourg for hospitality while the author was 
visiting the university. And also my gratitude is to the 
department of Pure Mathematics in Liverpool University for giving 
a research position for long period while this work was carried 
out. 
1. Preliminaries 
We begin by introducing the method due to Fatou, Kimura, 
Ecalle, Voronin and Malgrange etc [6,7,9,171. On the k-sheet 
covering Ck of C - 0 a k-flat diffeomorphism f(z) = z + ak+lz k+ 1 
+ ... lifts to a diffeomorphism F, which is presented with the 
coordinate 5 = z -k 
- - --l/k + 
F(z) = z - ak+l k + a'z . . . 
from which we have 
IF('?> - (2 - a k)l L clzl - 1  /k k+ 1 
for 121 sufficiently large with a positive constant c. This 
- 
shows that if arg z is close to arg(-a k+l k) and I ?  is 
- 
sufficiently large, the orbit of z under F is contained in an 
arbitrary thin cone 
and 
- IF"(?) - zl = (lakrl kl + o ( E ; ) )  n 
from which we obtain 
- 
O(log n) k = 2 
~"(5) = z - n a k+ 1 + { 2-k From now on we O(n 1 k > 2  
normalize -a k+ 1 k = 2 n R .  By the above form of F the quotient 
+ 
space P. (pi) of the end of the upper (lower) half plane H: (H;) 
1 
of the i-th sheet of Ck by the l i f t  F is homeomorphic to the 
two-sphere. These quotient spaces are quasi conformal ly 
homeomorphic hence conformally isomorphic to the doubly punctured 
Riemann sphere P - 0 U endowed wi t h  a coordinate z (unique up  to 
+ + 
scalar multiple). A fundamental domain DT in a half plane HT is 
1 1 
rcctanyulgx if the boundary projects to a real line in P? joining 
1 
0 and a. 
* * + * Later on we use the notations P. l+k = P i  and Df+k = D i e  The 
translation by an iteration of F of a large number of times 
+ + 
carries both ends of D: at 0, into H. 
l+l '  
H. respectively, hence 
1 1 
induces germs of diffeomorphisms 
---, P. 
'i,~: 'i,0 i+l,O ' ,m: Pi ,m - Pi ,m 9 
by transposing 0 and if necessary. These diffeomorphisms cp = 
1 are displayed by the diagram ('i,j i=l, . . . ,  k, j=OYm 
* 
We define the equivalence relation: q - q' if there exist c. f 0 
1 
- + - + 
such that q f  -(ciz) = c.q (2) and q! (c.2) = c. 
Y 1 i,03 1,0 1 1+lqi+l,0 
(2) for 
i = l ,  . . . ,  k. I t  is easy to see that the equivalence class of (J is 
independent of the choice of the fundamental domains. 
2 We now identify the union D: U F(D;) U F (D:) U... with the 
1 
+ 
upper half plane Hi and the union D; U F-'(DT) U F - ~ ( D ~ )  U.. . 
1 
- 
with the lower half plane Hi on which F is the translation by 
2 n , / q .  With a sufficiently large n define the numbers L i  
,o' Li 
Then we see that 
'i,j log ~ f , ~ ( j )  mod 2n,/T. 
Clearly these numbers depend on the choice of D? and the 
1 
* 
coordinates on P: and Hi. We now introduce the equivalence 
* 
relation: L = (Li . - L' = (Lf . if there exist c. f 0 such 
, J , J  1 
that 
+ - 
- 
+ - 
+ c - c and L f -  - L f , ~  - L i , ~  i+l i p - Li,m i i + C  - c  
I t  is an easy exercise to show that the equivalence class of the 
tuple of the numbers L(f) = ( L  corresponds to the invariant i,j 
m(f) = 1127tfi Z(L~ , - 
, L i , ~ )  
( A Z(l0g q: _(O) - log q;,O(-)) mod Z ) .  
> 
we call m(f) the rnonodrom?~ 0-f f or F. In particular L(f) is 
equivalent to an L' such that L' = (2rrm(f)+rn')fi and LiY0 - k,O 
L; ,a = 2nm'fi otherwise. In other words we may normalize 
'l.j (0) = 1 , (i,j) f (k,O) by translating the fundamental domains 
DS and also q' (0) = 1 by dividing q 
1 k,O k,O by %,0 (0). Respecting 
* this normal form, the equivalence with (c. = c f 0): 
1 
rp = " 
q' = q . if q. .(cz) = cqf .(z) is allowed. 
9 J 1 , J  9 J 
Remark that by a calculation similar to that after Theorem 
1.5, we see that a k-flat diffeomorphism is conjugate with a g(z) 
k+l+ 
= z + z  bz2k+1+ . . .  and formally conjugate with the z + z k+ 1 
+ bz 2k+l By a straight forward argument with the form of the 
lift G of g, we see that the coefficient b determines the 
asymptotic behavior of G of order zi, i = 0, *1 at infinity, and 
m(g) & 9 function of b (more precisely m(g) = b - k+1/2 , cf. 
the formal conjugacy class is Theorem 1.9) U conversely 
determined the residue. Thus the residue of holomorphic 
fami 1 ies of di ffeomorphisms is holomorphic with respect to the 
parameter. 
Conversely for given germs of diffeomorphisms cp i,O of P at 0 
and cp. of P at - , i = 1 , .  and a number m(f) such that 
1 t W  
27tJ2 m(f) = Z(log p; _(O) - log cp;,o(-)) + 2 a m ' J T  (log takes the 
9 
principal value), we reconstruct the diffeomorphism f as follows. 
Define the space U by glueing the half spaces with handles 
Rr = H- u {IRe zl 2 M I ,  
1 
R ; =  H + U  {IRe zl 2 M )  
by the relations z E R i  - a ' E  R: if @ .  (z) = z' and z E - z ' E  
1 ,=' 
TI+ - - i + l  if = 2 ' .  Here @ i , ~  ' 'pi,.. are representatives of 
the germs of diffeomorphisms log (pk,o exp + 2rrm1fi,  log'^^,^ exp 
, i # k and log (pi exp covering (pi,, , (pi respectively and M 
9 
is a sufficiently large positive number such that both ends of the 
* handles of Hi are glued entirely with the opposite half planes. 
By Voronin C171 the germs of the resulting surface ST at infinity 
is quasi conformally homeomorphic and hence conformally isomorphic 
to the germ of the k-sheet covering Ck at infinity. The 
translations of Rf , R +  by 2ni are compatible with the i 
identifications and define a germ of a diffeomorphism F of TT, and 
hence a germ of diffeomorphism f of C at the origin. 
I t  is known by Camacho C21 that k-flat diffeomorphisms f(z> = 
z + az  k+ 1 + . . .  are all topologically conjugate. I t  is then 
easy to see that the above constructed non linear translation F of 
the k-sheet covering is topologically conjugate with the 
translation by 2 which is induced from the diffeomorphism 
f2Jrfi(~) = ( Z  - l i k  + ?J~JT)-~ of C.0. Therefore the resulting 
diffeomorphism f has the form f(z) = z + az k+l + . . .  , and by 
construction f has the given data v and m(f). The equivalence of 
* f data v by c i  i = 1 ,  . . . ,  k induces the translations of Hi by log ci 
1 
, which induces a diffeomorphism of the surfaces K .  Theref ore 
the diffeomorphism f is unique up to holomorphic conjugacy. 
For a diffeomorphism f with the data q .  .(f) and m(f), choose 
1 , J  
the normal form r(r! . such that $ 1  .(0) = 1 for (i,j) f (k,O> and 
1 , J  1 ,  J 
Put TI  = r('k,ll$i,l (0). We define the germ of diffeomorphism 0 
with m(f ) associated to f by the germs 0 , , i ,  0 and 
. Conversely using $ , (i,j) f (k,O), r )  and m(f), we can i,j 
recover the initial data $ k , O  ' from which f is reconstructed. 
Thus we obtain the following refinement of the well known theorem 
Theorem 1 . 1  (Fatou, Kimura, Ecalle, Shcherbakov, Voronin, etc) 
There e x i s t  one-to-one correspondences & the fol louing s e t s .  
(1) The & 0-f hoLomorphic con.iu.sac?~ cLasses 0-f e m s  a f  
k-f7,at diffeomorphisms 0-f C,O. 
( 2  -- The se t  o f  equivaLence classes o f  pairs (cp,m): (cp,m) - 
* - + ( q '  , m y )  i-f there e x i s t s  c i  # 0 such that ~ ~ , ~ t c ~ z )  = c i+lcpi, 0") 
- + 
, p; _(ciz) = c . q  z i = 1 , k  m = m', 
7 1 1,'" 
( 3 )  The & o f  equivaLence cLasses a f  p a i r s  (cp,m) w i t h  
"I,j (0) = 1: tcp,m) - (cpf , m f )  if there e x i s t s  a c # 0 such that 
.(cz) = ~cp~,~(z) i = 1 ,  . . . ,  k , j = 0, & m = m'. 
'Pf ,., 
(4 The se t  0-f equiva1,ence classes 0-f & pairs (f ,m) o f  
k - f l a t  dl;ffeomorphisms f i t  m(f) = 0 & numbers m: (f,m> - 
(f',mt) i-f f, f' are conjugate & m = m'. 
Note that the above residu determines the formal conjugacy 
classes. 
We apply the theorem to the d-iteration of f. Choose the 
d * d * fundamental domains ~;(f ) = D i  (f) U F(D*(~)) U . . . U F (D. ( f ) )  , 1 1 
i = 1 ,  . . . ,  k. F induces a diffeomoruhism of the quotient spaces 
d P:(F) = D?(F~)/F~ of order d, and the germs rp .  .(f cover the 
1 1 , J  
* d d germs q .  ( f )  via the quotients Pi(f + pf(f ) I F  = qr(f), given 
1 Y . i  1 
h y z + z  in a sujtable coordinates by Lemma 1.4. Identifying 
d 
~?(f with the set of those z E H: with 0 i * Im z 
1 
7 ZA& we 
d d 
obtain Li ( f  = L i  .(f)ld hence d m(f 1 = m(f). Thus we obtain 
9 J 9 J 
P r o p o s i t i o n  1 . 2  d 
'i,j (f induced from vipj(f) via the map 
d d 
z + z , & d m(f 1 = m(f). 
P r o p o s i t i o n  1 . 3  Assume that f(z> = z + az k+ 1 + . .  . & g(z> = 
Z + bz  k+l + . . . commute. Then a m(f 1 = b m(g). h genzeraL 3.f 
a fb = g then a mtf) = b m(g). 
Proof. The second statement is proved above. If a, b are 
linearly dependent over Z ,  the statement reduces to the second. 
The rest is the case where f, g embeds to a complexif ied one 
parameter family exp tx by Theorem 1.8. Then the statement 
follows from the fact t m(exp tx) = m(exp X) = m for the x in 
Theorem 1.8. 
Lemma 1 . 4  C121 Germs o-f diffeomorphisms 0-f C , O  w i t h  order d 
are ho LomorphicaLLy con,jugate w?,th the Linear rotat Lon o z ,  o d d 
being the pri,mitive root 0-f 1 & order d. 
Next we consider the centralizers C(f) of diffeomorphisms f. 
Consider the commutativity relation fog = gOf of diffeomorphisms 
k+l + 3 f(z) = z + az . . .  and g(z) = Alz + A zL + . . . of C , 0 .  A 2 
direct calculation shows that the lowest order terms of the 
difference fog - gof with the letter A. in coefficient is 
1 
where R is a polynomial of ai,. . . ,a-i+k and A1,...,Ai-l. The 
commutativity implies that A: = 1 and hence (k+l-i)ak+lAi + Rk+i - - 
0. This tells that the coefficients A. are uniquely solved in 1 
terms of the proceeding terms except for the case i = k+l , and in 
particular i f  A1 = 1 then A i  = 0 for 2 < i I k. To achieve the 
formal commutativity the condition R 2k+l = 0 is required, and then 
the coefficient A k+ 1 can be arbitrary. The set of those A for 1 
which R2k+l = 0 form a cyclic subgroup c Zk. A coefficient A 
n 1 
E Zn and an Ak+l f d: determine a formal diffeomorphism denoted 
and the composition raw of these diffeomorphisms induces a 
f ~ l ~ k + l  
group structure on the set Z n  x C , which is denoted c(f). 
Denote the subgroup of (A1,Ak+l) E c(f) for which the formal 
diffeomorphism converges by C(f). We denote the kernels of the 
0 projections L of c(f). C(f) to the linear terms by c (f), c0(f) 
respectively. 
By easy algebra we have 
Proposition 1.5 0 0 The centralizers (f), C (f) are commutative. 
Proposition 1.6 Let f be k-fLat. Then C(f) = c0(f) x Z n  
with a divisor n c& k a and onLy i-f f is conjugate with a?2 f', 
n 
which is factored & g~ f" via the map z + zn: ft(zIn = fV(z ) ,  n 
being the Largest 0-f such numbers. -- And then Zn( f ' & generated 
0 Linear rotation z -, o z a.nd C (f') consists of g(z) = z + 
n 
bz k+l + . . .  with b in. a cZosed subgroup A c C, which are  factored 
throu,* zn. 
Theorem 1 . 7  
-. Let f & k-ftat and c(f)ic0(f) = Zn. Lf f admits 
the k-flat hoLomorphic dr;ffeomorphism f 111-1 n l i n  c& C.0: tf , = f, 
0 t h ~ n  C(f) = C (f) x Zn. 
The following theorem is known. 
Theorem 1.8 (Baker 11,611 0 C (f1 is e i ther  a sequence cZ, c 
rationat or C .  If c0(f 1 = C, there e x i s t s  g germ 0-f 
diffeomorphism q 0-f C,O such that q flb q-' = exp bx, uhere x is 
the vector fieLd & Theorem 1.9. 
Theorem 1.9 (see cf. C10,1311 A k-fLat holomorphic vector f i e l d  
X' 072 C,O coniugate v i t h  the foLLouing normal form 
We define the monodromy m(x' 1 of X' by the above m. In 
other words m(xtl is defined by (exp 2nkJT1X')(z) = 
(exp m(x' 1 2 n f i  X' (z). I t  is easy to see that m(exp tx) = m(tx1 
= m(x)lt = mlt 
2. Commutative groups and Solvable groups 
Assume that a commutator [G,GI of a group G of 
diffeomorphisms of C , O  is commutative and consisting of k-flat 
diffeomorphisms. For a k-flat f f CG,GI and an i-flat g E G an 
-1 -1 
easy calculation shows that f g fg is j-flat, i ,  k f j. Since 
the diffeomorphisms of the commutative group CG,GI are determined 
by their k+l-th order terms, (see Section 1) we have fg = gf, and 
g(z) = z i f  i # k. This observation tells that the subgroup G 0 
consisting of those f E G with the linear term z is commutative 
and k+l-flat, and the k-jets of f E G are determined b y  their 
linear terms and the following higher terms are determined only 
with the k+l-th order terms. In particular G is solvable i f  and 
only if meta-Abelian, that is, CG,GI is commutative, and then the 
Lk+l projections L, of GIG* , Go to the linear and the k+l-th 
order terms are injective homomorphisms into C ,  C* respectively. 
We denote those images by L(G) C C and h(G) c C* respectively. 
Now assume that G is solvable. Since GO is commutative, G 0 
embeds to a complexified one parameter family of formal 
-0 h diffeomorphisms( = C (hO), hOE G consisting of h = h ( 2 )  = z + 0 0 
+ . . .  + 0 + hbz k+l + . . . ,  h € C by a result in 51 (where hh is 0 
convergent for some A). The action of G/GO on GO well defined by 
p(g,h) = g-'hg, g E G/G', is then represented as 
k 
* p(g,h) = hC , c = g'(0) . 
This equation admits unique formal solution g for given linear and 
k+l-th order terms and an h. By a suitable coordinate 
transformation we may assume that a diffeomorphism g E G has the 
form g(z) = az + 0 + . . .  + 0 + bz k+l + . . .  . We show that the 
other diffeomorphisms in G have then the same form. The above g 
is formally linearized to the map ga(z) = az, which admits the 
P I-I complex iteration ga(z) = a z , p E C. Therefore the g admits 
the formal complex iteration gP with which the compositions h'gfl 
with the k-flat formal diffeomorphisms h t  E ~*(f) produce all 
formal solutions of the equation , h being fixed. In 
particular we see that all diffeomorphisms g E G have the required 
form. Then a direct calculation shows that G embeds, the 
projections to the linear k+l-th order terms, to the 
:P k 
semi-direct product of 4: a d  C with the action y(a,b) = a b, a E 
c", b E C .  
By definition G is a central extension of L(G) by ker L if 
and only i f  the action p is trivial if and only if L(G) = Z nc Z 
k if and only if G is commutative. 
Theorem 2 . 1  (Solvable groups) Let G a soLvabLe group o-f 
germs o f  diffeomorphisms d C,O. Then G embeds to the 
semi-d i rec t  product 
k C* x C v i t h  the action p(a,b) = a b, a E c*, b E C . 
(0) G i s  commutative if and o n L ~  i-f & action fi i s  t r i v i a l  
(1) 0 .  If & action p d G/G0 rn G a rn tr iviaL & A(G) c C 
i s  non degenerate (A(G) spans C over R) , then the action 0-f G is 
--
conjugate w i t h  the foLLowing: 
G O =  { exp t x ,  t EA(G) 1,  X ( Z )  = z a l a ~  , 
and GIGo consists  o f  classes o f  
g ( z )  = b . exp c(b)x , b E L(G) . 
If bk = 1 then gk = exp kc(b)x E Go so kc(b) E A(G). (lf bi = 1, 
i # k then gi (2) = 2.1 
(1)' lf GO embeds to a fLou exp t!: , then m(5) = 0 G & 
commutative. 
(2) Assume AtG) = cZ , c f 0. Then L(G) = Zn , k = ni?, n, 
2n, 3n, . . .  . If k = n, 2n, 3n,. . . , then G 2s commutative. Sf n 
= 2k, G generated b_y a k - f l a t  f & a g u i t h  the ?,i,near term 
- 1 
w i t h  the re1,atLon g-'fg = f . W2k --- -- -- And then m(f) = 0, qio(f) = 
o fPiq, where f 2k 'Iq & k - f l a t  and ( f p i q l q  = f P .  
In Case (1) and 1 ,  we call an g = exp C X ,  c E A(G) a 
generator o-f GO and denote exp dx = g for d E A(G). 
Proof o f  (1) and (1)'. I f  A(G) is non degenerate, GO embeds 
to a flow exp tx by Theorem 1.8. Let f = exp ax be a generator 
-1 
of G O  and g fg = fa. Since the residue is invariant under 
- 1 
coordinate transformations we have m(g fg) = m(f), while we have 
m(fa) = m(f)ia by Proposition 1.3. If a = 1 for all g E G, G is 
commutative. Otherwise we have m(f) = m(x)la = 0 and hence x(z) 
= z k+l a l a ~ .  Let g'(o) = b. k Since b-'f(bz) = exp ab xtz) = 
k 
- 1 f(b ' ( 2 )  = g fg(z), we see that b-'g commutes with f and hence 
-1 C C b g = f hence g = bf = b exp cax. 
Proof 0-f (2). 0 Assume the action of L(G) on G is non-trivial. 
- 1 - 1 Then clearly n = 2k and g fg = f . Here f is the generator of 
GO and g has the linear term o 2k' Wi th rectangular fundamental 
* + + domains Di(f) such that g ( ~ i )  = Di+l , ~ ( D T )  = D i + l  , g(t) = llt, 
- 1 
we have qiO(f) = qi+l ( f )  = 'Pi+l () f for i = l , , k  The rest 
follows from the same argument as the other case. 
Theorem 2 . 2  (Cornmutat i ve  g r o u p s )  G be a commutative group 
of germs of hoLomorphic diffeomorphisms 0-f C , O .  
(1) the Linear term L(G) c C* contains either a a, la1 # 1 
or a = exp 2n:afl, a a Br.juno number ( [21), then the 
homomorphism L is injective & G is LinearisabLe. 
(2 (f L(G) = z a& GO # Z ,  then GO & n j - f l a t ,  G is 
n 
~ - 7 ~ g a t e  7 A h  group geneaated b~ exp ax, a E h(G) c C and wnexp 
cx , where x a a hoLomorphic vector field. 
(2) ' 0 I-f G embeds to a f Lou exp tx, the same as ( 2 )  holds. 
( 3 )  Assume L ( G )  = Z n ,  ker L = Z and Let f ,  g be generators 
0 
0-f Go, GIG . nlm hf gn admits a g , n/m E Z, then f is 
factored through covering z + zm. If gn = fQ & Q/n is ~223 
Lnteger, then L(G) & a e r a t e d  gf -- uhich is Linearized. 
Proof 0-f (1). B y  the Poincare linearization theorem, a 
diffeomorphism with a linear term a, la1 # 1 is conjugate with the 
linear function a z .  Then the commutativity of G implies that the 
other members are all linear. If exp 2 n a f i  and a is a Brjuno 
number , f is linearized (C21) and then the same as above holds. 
Proof d ( 2 )  & ( 2 )  ' . By Theorem 1.8, after a coordinate 
transformation, GO embeds to a complexified flow exp tx. If g 
i commutes with exp ax, g has the linear term ok. Clearly the 
i - i 0 linear rotation by o commutes with exp tx, and w g = exp cx E G . k k 
i Thus g = o exp cx. Denote the smallest of such i by j. Then k k 
= nj and L(G) = Zn. 
( 3 )  follows from Lemma 1.4. 
3 Construction of vector fields by commutators and 
preliminaries for the rigidity theorem 
Lemma 3.1 && Xiu , Yiu , U E C ~ ,  i =  1,2 & holomorphic 
fami,Li,es o-f germs 46. non-singular vector f i e l d s  o-f C,O. Assume 
that there e x i s t s  a continvous famitg o-f germs o-f homaomorphisms 
--
hU 
o-f C,O such that hU exp tXiu = exp tY. lu hU . 0 [X ,x 1 luo 2u0 
is not raaL constant, then hll Q * ho1,omorphic w i t h  raspect z 
--
& u at 0 x u o .  And there ex i s t  on7,y f i n i t e l y  many conjugactas_ 
hU- 
Proof. First we assume that r = 0, [X ,X,I (0) is non-real and 1 ,  
X1(0), X,(O) are independent over R .  I t  is easy to see that h is 
L 
C~ smooth. So we have only to show the analyticity. The 
mapping (s,t) + exp sXl0exp tX2(0) of R~ to C is by assumption non 
singular, so for small (s,t) there exists an (s',tt) = (s,t) + 
3 
0" (s, t) such that 
exp sXIOexp tX2(0) = exp t'XIOexp stX2(0) and 
D = d ( exp -s'X1 exp -t'X2 o exp sX exp tXg 1 (0) 1 
3 
= id + st [X1,X21 (0) + 0 (s,t) 
Define D' similarly with Yl, Y2 ' Since CXl,X21 (0) is non-real, D 
is so for small s, t ,  and dh(O1.D = D'odh(0) implies that dh(0) is 
homothetic. The set of those z where CXl,X I is non-real is 2 
dense at the origin, on which this argument applies to say that h 
is * holomorphic if Xl(z), X tz) are independent over R. 2 
Secondly we consider those z where X 1 ' X2 are dependent over 
R .  The conjugacy exp tY. -h = hoexp tXi tells that h is uniformly 
1 
rt holomorphic along the trajectories of Xi if h is so at some 
point on i t .  The rest is the case where XI, X2 are dependent 
over R along the common trajectory C passing through the origin. 
Now we have only to show the smoothness of h at the origin by 
choosing suitable coordinates. Let S be a smooth real curve 
transversal to C and define the diffeomorphism q of ( S , O )  by t 
~ ~ ( e x p  tXIIS) with the projection of C onto S along the 
trajectories of X . Since the ratio of the linear terms of XI, 2 
*2 with z is not constant along C (otherwise XI' X2 are 
!?-dependent on a neighboorhood of the origin), we see p l ( 0 )  # 1 
for t f 0. Clearly h makes q t  conjugate with the diffeomorphism 
cp; of (h(S),O) similarly constructed with Y i .  Here Proposi tion 
3.2 applies to say that the restriction hl.7 is a real analytic 
diffeomorphism. The smoothness of h follows from those of h l ~  
and his. This completes the proof of the analyticity of h . 
u 
By the hypothesis, XIU, X2u and YIU, YZu are linearly 
i ndependen t and Xlu1X2u' Ylu1Y2u are non-zero non-cons tant 
holomorphic functions. Since hU is * holomorphic, we have 
- 
Ylu'Y2u0hu - Xlu1X2u or its complex conjugate, from which i t  
follows hu is * holomorphic. This equality admits only finitely 
many (at most the branching degree of Y1U/Y2u at 0) solutions hu. 
P r o p o s i t i o n  3.2 (C51) Let f i ,  gi , i = 1,2 be g e ~ m s  cr 
diffeomorphisms of R , o  (r = 2,3,...,co, w && h be a germ 0-f 
homeomorphism 0-f R ,  0 such that h f = gi h for i = 1 , 2 .  Assume 
b that f;(~)~fi(~) , a, b = 0, tl, *2,. . . are dense & R. Then h 
a germ of cr diffeomorphism. 
Let Gu, G; , u E C' be groups generated by holomorphic 
families of diffeomorphisms of C,O. If Go is non-solvable, G 
i + l  
contains two diffeomorphisms of the forms fU(z) = z + az + . . .  
, gU(z) = z + bz j+l + . . .  , i f j, a(O), b(0) f 0. 
Then Cfu,gul(z) = z + cz k+l + . j 5 ,  0 0 Let fE(z) , n 
= O , l ,  be an orbit in the domain of the definition of fU 
convergent to the origin. We will show that the dynamics finguf; 
convergent to the identity but a sui table scalar mu1 tiple 
-n n 
Xn(fu gufu - id) is convergent to an analytic vector field X ,  
which is well defined up to scalar multiplication. 
--- This vector 
field does not extend to a neighbourhood of the origin as f:tz) f, 
-1 . 0 in general. (For such z ,  we use f ~n place of f . )  Using 
u u 
and [fU,g 1 we define another dynamics < and prove that x and < 
u 
satisfy the condition of Lemma 3.1. 
- i Using the coordinate 2 = z on the i-sheet covering c .  of 
1 
the punctured neighbourhood of C at i0 , fU is written as 
- 
where z takes the branch of SO and the Fu is defined at infinity. 
On the covering space the second diffeomorphism lifts to a very 
slow dynamics 
Our dynamics X on is defined by  i 
xu(?) = lim X~(F;"G~F: - id) 8 / 3 2  9 
n+- 
with a sequence of real numbers 0 I An + -. 
By the form of FU, we have 
First we show that dF: is convergent to an analytic function. 
We begin with 
n-1 n-2 log d ~ ;  = log dFU(FU + log dFU(FU + . . . + log dFu 
n-1 
= C j -(i+l)/i log ( 1 - A  i (FU) - 2 A  i (FU) j -(2i+l)li - . . .  ) 
j = O  
where FA denotes the j-fold iteration of FU. Since 
a, j 1 -k-1 (k+l)(Fu) is locally uniformly convergent, is 
j , k=O 
convergent to the d~:, which is holomorphic. 
Lemma 3 . 3  d ~ ;  - i s g h o L o m o r p h i c  f u n c t i o n  & 
- 
d~:(?) + id as z -+ 
w 
P r o o f .  1 log dFUl 
w 
j - 1 l i  -1 I I: K I  iA(FU) 1 ,  
j = O  
and since F'(?) = 2 - a n  i + O(n i-lli ) (or '? - a n i + O(log n);, 
U 
I K' 121 - l l i  9 
j - for 5 such that IFU(z) 1 ,  j = 0, ... are sufficiently large. 
Let hn = n j l i  . Then we have 
1 im 'n (F;"G u Fn u - id) = lim Xn(dF;"(GU-  id)^: + o(F:)) 
n + O 0  n + O 0  
= lim n jli d~;"(-b i inlFU) and by (* I  = dJ?;OD( -bi 
n + c o  
by which we define the vector field X. We may assume that 
n 
g (zO) + 0 (otherwise use g - ' ) .  Similarly we have 
klj -n n --a lim n (GU CFU,GUIGU - id) = dGu ( -cj (-ail klj) 
n + r n  
on the covering space by which we define another dynamics p. i ' 
Lemma 3.4 X, p are nowhere zero hoLomorphic vector f ieLds and 
Linearlv independent over R .  
Proof.  We assume that r = 0 and p = ax with a constant a f 0 .  
Since p is invariant under dG, x is also invariant. On the other 
hand we see that dG tends to 0 since g lifts to G' on the j-sheet 
w 
covering C; for which d ~ ' "  converges to the linear map dG' . 
This contradicts that dGn(x) = x(G") + 0 while x(Gn) = 
~F-=(G~>( -bi (-ai) jli 1 is convergent to a non-zero constant by 
Lemma 3.3. 
Lemma 3.5 [x, y I & Ltnearjd. independent o-f x, f i  & 1 .  
Proof.  We assume that r = 0 and Cx,yI = a + bx + cy, with 
constants a, b and c. Since ~F-~(G") + id, dGn -+ 0 and X, fi are 
invariant under dF, dG, respectively, we see that a = b = 0. We 
then solve the equation Cx,pI = cp as y = d X exp DSIIX . Since 
jli x converges to -bi (-ail aldz, p has the order of exp D?. On 
the other hand y is convergent to a non-zero constant vector on 
the j sheet covering space c .  at infinity so has the order of 
J 
- i - j  
z . This is a contradiction. 
Proposition 3 . 6  -- The t e a l  v e c t o r  f i e l d s  x, p are i n v a r i a n t  
u n d e r  t o p o L o g i c a L  c o n i w g a c y .  
Proof. Let G, G' be non-solvable groups acting on C , O  and h be a 
topolo.gica1 conjugacy: there exists a group isomorphism cp:G + G' 
such that goh = hocp(g) for g E G. Construct the vector fields 
x', p' similarly with f' = ~ ( f )  and g' = cp(g). ~ef;ne the vector 
fields xn by xn(?) = nj/i (F-"GFn - id) 8/82 . Since xn , X, = X 
are smooth and Xn + .,x as n + -, the real trajectories exp t~,(?~), 
- 
t E R passing though z0 are arbitrary well approximated by the 
- - 
sequence z Q.+ 1 = tpXn(zQ), fi = 0.1 ,..., m-1 with sufficiently small 
- 
tQ, Z tQ = t. Then the difference I exp tx (SO) - z I for Z0 in 
n m 
a compact set in , 0 l t 2 a, n = l,2,...,m, has a uniform i 
upper bound C(6) depending only on 6 = max{tQl such that C(S) + 0 
-j/i Q -j/i 
as 6 + 0. Let tQ = n and t = Q n with a sufficiently 
large n. Then by definition we have 
- 
- 
- -j/i ,., -n n - 
z 
~ + 1  - z~ + xn(zQ) = F G F izQ) = F - ~  GI ~ " ( 2 ~ )  for Q 
= 0,1, . . .  and the above argument says that 
Q -n Q n - j / i  I exp t x (IO) - F G F  ti0) i < C t n  
n 
for 0 5 t% a. On the other hand the real trajectory exp 
tx ( ? , , I ,  t E R converges to exp t~ t ' ? ~ ) .  Any t ,  0 t 5 a i s  
n 
12. 
n -j/i Q 
approximated by a t = Q .  n 
n 
, for which F-"G n ~ n i - i O )  + exp 
Q 
n - t Xn(z0) + exp txi? 1 as n tends to infinity. 0 The conjugacy h 
- 
lifts to a homeomorphism h of the i-sheeted covering , which 
-n !?. n 
maps the orbits F G P (Io) to the orbi ts defined with f' and g'. 
Thus the maps the real trajectories of x to those of x'. The 
same argument holds for p and p'. 
4 The topological rigidity theorem 
Let GU, G; u E V C C1 be groups generated by holomorphic 
families of germs of diffeomorphisms of C,O with the parameter u 
in an open neighbourhood V of the origin in Cr. We say GU, G; 
are topoLogicalL~ con.jugate if there exists a continuous family of 
germs of homeomorphism hU of C,O and isomorphisms pU: GU + G; 
such that qU(fU) is a holomorphic family in GA for generators f E 
U 
GU 
and hf = q(f)h holds, that is, the following diagram commutes 
for fU E G .  Then there exists a homeomorphism E :  U + u o f  
neighbourhoods of 0 x V in C x V representing h such that Gfu = 
p(fU)E holds on an neighbourhood of the origin in U (depending on 
fU) We call E as well as h a Linking homeolp,orphtsm. 
Theorem 4 . 1  (TopologicaP rigidity theorem) - A L ~ n k  ~ n g  
homeomorph ism t s  k holomorphic v i t h  respect &Q z & u a t  t h e  
hU - 
origin  tf one 0-f Conditions ( 1 ) - ( 3 )  holds. 
(1) i s  m-sol ,vabLe,  that  &, [GO,GoI is cornmu%ative. Go - 
( 2 )  i s  m-commutat ive  b& so1,vabLe. [GO,GOl = A(Go) c C & Go - 
dense and t h e  act ion & L(GO) c C* A(Go) contatns a non-real 
muLtipL ication.  
(3) is --commutative && soLvabLe and the action 0-f L(GO1 Go - 
on i\(Go) contains the Linear rotation & Zn, n 2,3,4, or a 
non-~eriodic action. 
( 4  1 There exists a. germ 0-f ho Lomorphic diffeomorphism Linking 
G ~d G '  Go & ?ion commutative @ solvable and the action o-f 
L(GO) on A(G) is not antipodaL. 
( 5 )  There exists g germ o-f real analytic diffeomorphism 
li72ki71.9 G & G '  if L ( G >  = 1, G is k-flat and A(G1 c C is ?zon. 
degenerate. 
Proof o-f (11. For u sufficiently close to the origin G U  is 
non- solvable. First we consider the case r = 0. By the 
classification of solvable group (Theorem 2 . 1 ,  the commutator 
subgroup CG,GI contains non-commutative f, g. Let X, A be the 
holomorphic vector fields constructed in Section 3. The 
construction uses the diffeomorphisms f, g and the commutator 
Cf ,gl, so we assume there exists a homeomorphism G :  U + u of 
open neighbourhoods U, cp(U) of the origin 0 E C ,  on which f, g and 
c p ( f ) ,  cp(g) are defined respectively and cp(f)K = sf and cp(g)E = 
- 
hg hold as long as these maps are defined. From now on we denote 
- 
h simply by h. Define vector fields x', A '  on an open subset of 
w(U) with cp(g), ~ ( g ) .  By Proposition 3.6, v exp tx = exp tx' cp 
and y, exp t~ = exp t X '  cp. By Lemmas 3 . 1 , 3 . 4  and 3.5 h is * 
holomorphic at those points z E U where X, A are defined and such 
that x', A '  are defined at fi(z). For z sufficiently close to the 
origin, the forward or backward orbits of f, g converge to the 
origin, with which the vector fields are defined. Thus h is * 
holomorphic on a punctured neighbourhood of the origin in U, and 
by Riemann's extension theorem, * holomorphic at the origin. 
When r f 0 ,  hU is * holomorphic with respect to u by Lemmas 3 . 1  
and 3.4. 
Proof 0-f ( 2 ) .  First we assume r = 0 .  We use the notations in 
Section 1. 0 By Theorem 1 . 3 ,  G consists of the diffeomorphisms 
exp tx, t E A(G) with the holomorphic vector ~ ( z )  = z ktl a / a z  , 
which l i f t  to the translations by t on the k-sheet covering space 
%k The lift h' of the topological equivalence h is a conjugacy 
of the translations of cK by h(G) and h(G'), and hence real linear 
isomorphism and induces the isomorphism q of A(G) and A(G'). 
k Let g ( z )  = bz + . . . E G such that b is non-real. Then the 
- 1  - 1 
actions f + g fg, f' + cp(g) f'cp(g) induce the linear 
multiplications by bk, b t k  on A ( G 1 ,  A(Gf), which are conjugate by 
c p  Thus q~ is homothetic, and hence the h is so. 
We consider the case r f 0 .  The commutativity of CG,GI 
reduces to that of the commutators of the generators. So GU is 
solvable for all u, or the subset K of u for which gU is solvable 
is contained in an analytic variety of C 1 .  By ( 1 )  of the 
theorem, h is holomorphic at 0 x u', u' B K. Theref ore i f the 
solvability does not hold in general, h is holomorphic by the 
Hartogs' continuous extension theorem. So we assume that gu is 
solvable for 3 1 1  U. Then the densi ty of A(GU) holds for a1 1 u 
and h induces a continuous family of real linear conjugacies of 
the translations of ck by /((GU) and A(G;). Since cp maps 
holomorphic families in G to those in G', h is holomorphic with 
respect to u. 
Proof o-f ( 3 ) .  Assume that G o  is non-commutative but solvable. 
Then the subgroup G: is isomorphic to h(Go) c C ,  which is 
invariant under the action of L(G). If the action contains the 
linear rotation 
'n* 
n f 2,3,4 or a non-periodic action, then 
h(Go) is dense Therefore the proof reduces to Case (2). 
Proof of ( 4 ) .  Assume that G: consists of exp tx, t E A(Go) C C 
0 
and GO/GO is generated by b exp c(b)x, b E L(GO), where x is the 
normal form in Theorem 1.9. If h(Go) c C is dense, the rigidity 
holds by ( 2 ) .  Since the action of L(GO) is not antipodal, if 
/\(Go) is not discrete, i t  is dense. So assume that A(Go) is 
discrete, that is, a non-degenerate lattice ~2 + p Z ,  on which 
L(GO) acts through the complex multiplication. By Theorem 2.1, 
0 the quotient GO/GO is generated by a g = co exp cx, which is 
n 
linearized by exp dx, d = (bk-1)-l: exp -dX(o exp dx) = onexp cX. 
n 
And then the subgroup G: remains the same form. Assume that Go, 
G; are topologically conjugate. Then G;' is also k-flat and the 
0 
actions of Go, G;)' on Ck are topologically conjugate. So A(Gi)) 
is also non-degenerate. The conjugacy tells also that the linear 
0 terms of Go, G;) coincide and their actions on G /Go , G;)/GO 0 O are 
algebraically conjugate. Since the actions are not antipodal, 
A(Go) and A(G;) are isomorphic. Theref ore Go, G;) are 
holomorphically conjugate. I f  GU satisfies one of Conditions 
( 1 ) - ( 3 )  for generic u ,  the rigidity holds by the Hartogs' 
continuous extension theorem. Otherwise Condition 4 holds for 
all u close to the origin. Then GU is holomorphically trivial. 
Proof of ( 5 ) .  Assume that G consists of exp tx, t E A c C ,  where 
A is a non degenerate subgroup and x is a k-flat vector field of 
the normal form in Theorem 1.9. Then the residue m(x) is given 
by [fn,gnlk = exp m(x)x with an anti-clockwise k-fold rotation by 
f ,  e; E G. Let G' consists of exp tx', t E A' and assume that G, 
G' are topologically conjugate. Then the conjugacy induces an 
isomorphism of A and A' which extends to C real linearly and 
corresponds m(x) to m(x'). The extension lifts to the k-sheet 
covering d:,0 and then induces a germ of real analytic 
diffeomorphism of c,O, by which G, G' 
are conjugate. The case r f 0 follows those in Case (1)-(4). 
The rigidity theorem for analytic correspondences 
Let Ti c X C, i = 1,2, ... be germs of analytic 
correspondences of type p i , q i :  germs of analytic curves with 
the intersection multiplicity P i  , qi with 0 x C, x 0 
respectively. 
We say that rl, r2 are equivalent if there exist germs of 
holomorphic diffeomorphisms hl, h2 of C,O such that h X hq(T1) = 1 
r2. We say that T1, I- are topoLogLcaLLy equival.ent if the above 2 
h. are germs of homeomorphisms. 
1 
Let p:Pi -t r. be the normalizations. The composi t ion n . = 
1 J 
P.P with the j-th projection of C X C are branched coverings with 
3 
P I ,  q i  sheets. The groups G(r.1 are generated by the residue 1 
actions of orders p. and q i  acting on P . .  We are interested in 
1 1 
the classification of correspondences via that of the groups 
A diagram a correspondences is a collection of 
correspondences r .  i = 1, . . . ,  k, which we display as follows 
1 ' 
r: rl:c 2  1 
/c 
rk:c 
We say two diagrams r = {Ti), T' = { T f )  are equivalent 
- 26 - 
(topolo~icall~ equivalent) if there exist germs of diffeomorphisms 
(homeomorphisms) h of C,O for i = 0,. . . ,k such that (hi x ho) (Ti) i 
= T f  for i = 0, . . . ,  k. For a given diagram we define the 
diagram of germs of holomorphic maps 
n 11 n C -  
A 
TC: 
2 1 Tl< c t-------- r,- 4: 
by the compositions 
'ij = P.P of the projections and the 3 
normalizations P : P + . The classification of the diagrams r i 
reduces to the classification of the diagrams of map germs n by 
the natural conjugacy. The projection g of the fibre product iU 
of the xi2 , i = 1 ,  ..., k onto the right C has the sheet number L = 
the least common multiple (LCM) of qi and the compositions fi of 
the projections of T onto Ti with n il have the sheet numbers p. X 
1 
Llqi. We display these projection as follows 
We define the group G(r) acting on P to be generated by the 
monodromy actions of the above projections. 
Conversely let f i ,  g be germs of diffeomorphisms of C.0 with 
order p! and L. Then the image T of the quotient maps C +  C / f i  X 
1 
Clg = C x C is a germ of an analytic curve (Lemma 1.4). Then the 
first projection of l- has pi sheets and the quotient map (f , g )  is i 
a pIlp.-sheet branched covering of the image. Here pi is the 
1 1  
least number such that f = gq with a q. Therefore (f ,g) is 
the normalization if and only if fP' = gq' implies fP' = id. The 
generators f i ,  g of the group G(T) have the orders p x Llqi, L i 
i 
and the relation f. = g which reconstruct the correspondences 
1 
1 For a pair of correspondences T: C - 6: , the above 
r 2  
argument gives the diagram 
Then the composition h = fifi "actst' on T,  by which the actions 
q ,  $ by fi, fi are semi-conjugate: h fi = f,j h (h is not a 
single-valued diffeomorphism). We denote by e(T) the "group" 
generated by G(T) and the "di f feomorphi sml' - 1 f i  fi . 
- 1 Conversely by the f g  fi we identify the quotient spaces 
Clfl, Clf and we reconstruct the diagram T. 2 
We summarize the above relations of the diagrams and the 
groups by the dictionary: 
(-----=$ G(T) finitely generated 
Source spaces of f C==3 generators of finite order 
identify the sources of f,g # semi-conjugacy of generators 
Let Tu = (Tni), r; = ( T i i ) ,  u E c', i = 1 , . . . ,  k be diagrams 
of k holomorphic families of germs of analytic correspondences as 
above. We say TU and r;l are e q u z u a L &  (respectively 
t opoLog i , ca l ,  L?L eq7~iuaLent) i f  there exist holomorphic fami 1 ies of 
germs of diffeomorphisms (continuous family of  germs of 
homeomorphisms) h 
ui ' h; of c,O such that hui x h; (rU) = r; for u 
€ cr. 
By the historical study initiated by Zarisky, etc, i t  is 
known that topologically trivial families of irreducible curves 
r admit simultaneous resolutions JT : r 
ui ui ui -t rui. If Tui is of 
constant type (p,q), then the monodromy actions of the 
compositions P . n  . are holomorphic with respect to u with order 
1 u1 
independent of u, which lift to the fibre product rU to generate 
the holomorphic family of groups G(r of diffeomorphisms of P at 
U U 
0. 
Theorem 5.1 ( T o p o l o g i c a l  rigidity theorem for analytic 
correspondences) rU, r; c C x C, u E cr b, unions d 
ho Lomorphic fami L tes of irraducib Le correspondenc~ 0-f constant 
type uhich ~opoLogi,caLLy triuial, _ a _ ~  famiLies o-f germs of 
c7~rues. -- Assume -- that Td ' are topo Logica L 1,y equi.uaLenL. 
u -  
(1 --p T h e  group G(r,,) commutatiue for irreducibLe rU Lf 
a . ~ ~ d  only i-f TU a eaLuaLent to a r = txq=yP), p, q bei,ng copri,mg. 
T h n  GcTU) L. LJneartzabLe a& 
'-u' 
r ' are ho LomopphtcaLLy 
u -
euutvalent . 
A 
( 2 )  Lf r,, r;, g~ ~f type ( 1 , ~ )  1 ,  then T. T' a r e  
hoLomorphical,l,y m?~i,ual,~&. 
f - o n d n s  - 7  holds, then the equiualences h 
u ' 
h; i hoc',omorph~,c f(~mi7,i~es o-f diffe~morphism~y. 
( 3 )  G(T) & non-soLuabLe far irreduclbLe component T of TO. 
( 4 )  r O  ---- has -- an - irreducible component r of type (p,q>, p ,  q # 1, 
( p , q )  # ( 2 , 2 ) ,  (2,4), ( 4 , 2 ) ,  (3,3), ( 4 , 4 ) ,  for uhich GG(T)  is 
non-commutative. 
--  - - -. --- 
( 5 )  r0 has two irreducible components Tl, r2 0-f t y p ~ s  
i , ( j j )  with 3 i + j, 1 i,j 5 4, svch that the tangent 
Lines satisf~ - a certain generic condition & G(Tk) 
non-commutative for k = 1 or 2. 
( 6 )  ro three components 0-f tvpe 1 ,  , which satisf~ - a
certain generic condition. 
( 7 )  rn I , . C . M .  0-f p i ,  qi those i for which G(Ti) & 
non-commutative is equal or greater than 5. 
( 8 )  fi r has an. irreducible component r 0-f type ( 2 , 4 ) ,  ( 4 , 2 ) ,  0 -  
(3,3), (4,4) for which G(T) & u-commutative, then rU, r; are 
ho Lomorphica L Ly equiua Lent. 
Proof _of (1). Let r be irreducible of type (p,q) for 
simplicity. Then the group G(T) is generated by two 
diffeomorphisms f,  g with linear terms w , o and L(G(l-1) = Z 
P 9 ~ q l n *  
n being the greatest common measure (GCM) of p, q. I f  f ,  g 
commute, then ker L = QI and hence L is an isomorphism. By Lemma 
1.4, f ,  g are linearized and the quotient map by f, g is (zp,zq) 
oln = and the image is the curve x- sln . Therefore we have n = 1. 
Proof 0-f ( 2 ) .  I f  r0 is of type (l,p), then is a graph of 
holomorphic function 
U 
of C,0 with multiplicity p. I t  is then 
easy to see that f is hol~morphically equivalent to the trivial 
u 
P family of the function z . 
Proof 0-f ( 3 ) .  Let TU be irreducible and defined by a Puiseux 
expansion 
and define 
where the coefficients are holomorphic functions of u. Then 
P (zq,fU(z) normalizes the curve TU, and Pu is identified with the 
second coordinate axis. Put 
i 
fij (z) = o f(Wj 2) P 4 
for i = 1,. . . ,P, j = 1,. . . ,q, where w w are the primitive roots 
P' q 
of order p, q. 
The group G(TU)is generated by 
i,a = 1, ...,p, j,R = 1 ,  ...,q. 
- 
The homeomorph i sms h 
u y  lift to those GU , h; of the p-sheet, 
q-sheet coverings of C.0, by which the functions fU, f;  are 
conjugate, and in particular the groups G(TU), G(T') are conjugate 
u 
by Ku. So if G(T is non-solvable, and E; are * holomorphic 0 u 
with respect to 5 and u and hence hu, h; are also * holomorphic. 
P r o o f  of ( 4 ) .  We assume that To = r is irreducible, G(rO) is 
solvable, and analyse the commutator group by using the 
coefficients of the expansion of the above f. 
Before we begin the detailed argument we recall some results 
on solvable groups of diffeomorphisms in general from Section 2. 
By Theorem 2.1, the action of a solvable group G is conjugate with 
Go is generated by an f = exp ax, x.(z) = z k + l  the following: 
ai2z or a k-flat diffeomorphism with m(f) = 0, GIG' is generated 
by onfPiq, n being a factor of k (for the detail, see Section ? j .  
The conjugacy of G to the the above normal form induces that of 
the quotient spaces of C by the generators of G(l-1, and deforms l- 
to a T' for which G(r') has the form. So we may assume G(T) has 
the above normal form. The generators o f 
n 
'Iq then has the form 
o fpiq(z) = wnz + piq a on z k+l + . . . 
n 
and the k+l-th order term of GO does not vanish. 
By a direct calculation, we have 
k I f  w  = 1, the k+l-th order terms vanish and CG,GI = 0 and hence G 
q 
is commutative by the above assumption. So we assume wk # 1. 
4 
A 
We claim that o j R k  1 if w 1. So assume that the 
9 9 
equality holds. Assume that o (j-B>k = 1. Then we have 
4 
from which with the assumption 
BY Lemma 1.4 we may assume 
from which we have 
hance 
This shows that 
k' being the least number with w  ( j-B>kt = 1. If a 
9 p+ikf (0) f 0 
for an i ,  this shows that the normalization of is factored 
k' k' through the covering (x,y> + (x ,y 1 .  Therefore we have k t  = 1 
and hence w j - 0  = 1. This completes the proof of the claim. The 
9 
claim says that the action of the subgroup Z c L ( G )  is 
4 
effective. The argument goes the same way for p by using f'l and 
transposing the roles of p and q. Therefore the action fl is 
effective. If p ,  q satisfy Condition ( 4 1 ,  then L(G) = Z n  , 5 I n 
and Theorem 4.1 ( 3 )  applies to say that , are + holomorphic 
with respect to z and u. This completes the proof of (4). 
P r o o f  0-f ( 5 ) .  For simplicity we prove only for the case where 
r = 0 and r0 is a union of an irreducible curve r of type (2,2) 
and a graph of a non singular function g. Let = {y=f(x)} be an 
- 1 2 2 irreducible component of P (I-), P ( x , y )  = (x , y  ) and let g r  be a 
2 2 function such that gt(z) = g(z ) .  By the definition in the 
begining of this section, the group G(T ) is generated by the 0 
diffeomorphisms *z, f (-f") and gV(f"). Assume that G is 
solvable. 0 By (11, G(T) is commutative if and only if G = { z l  
and then r is not irreducible as (2,2) are not coprime. So 
assume that GO {z) consists of k-flat diffeomorphisms. The 
k linear term b of gf(f-'1 acts on a E A(G(To)) c C to give b a. 
So if b is neither w 
nk' k = 1,2,3,4 nor c w 2k' c E R, then 
A(G(TO)) c C is dense. Thus Theorem 4.1 (2) applies and the 
rigidity holds. 
P r o o f  & ( 6 ) .  Let TU be a union of graphs of functions 
f . : C,O -+ C,O, i = 1,2,3. Then the group G ( r  is generated by 
U 1 u 
I f  the functions are generic, the group 
non solvable and then the rigidity holds. 
P r o o f  of ( 7 ) .  This is the same as Theorem 5.2 ( 3 ) .  
P r o o f  o-f ( 8 ) .  Assume that r = 0 , T is irreducible of type 
( 3 . 3 )  for simplicity and the group G(T) is non commutative but 
solvable. We have seen in the proof of (2) that the linear term 
L t G )  = Z 3  acts on AiG) effectively. If A(G1 c C is dense, the 
rigidity holds by Theorem 4.1 ( 2 ) .  If A(G) is not dense, then i t  
is a triangular lattice and ker L embeds to exp tx, x ( z )  = z k+ 1 
8/82 by Theorem 2.1 (1). We may assume that G/G* is generated by 
w z by Lemma 1.4. 4 If , r' are topologically equivalent, the 
same condition holds also for T '  and hence G(T>, G ( T ' )  are 
holomorphically conjugate. The case where T is not irreducible 
needs a detailed argument using explicit forms of other components. 
The proof will appear elsewhere. 
The author does not know for which irreducible T the group is 
solvable even in the case r is of type (2,2). 
Coro l lary  5 . 2 .  Let TU, r; & irreducible 0-f type (p,q) t ( 2 . 2 )  
and topoLogicaLLy tr iv iaL Q famiLies 0-f curves. Then rU, r; are 
+ hoLomorphicaL L?/ equivaLent &f & only t-f topoLogicaL L Y  
equiua Lent. 
Theorem 5 . 3  M TU, r;, u E cr & diagrams irreducible 
correspondences r . Tki c C x C, i = 1 ,  t y p e  ( p i , q i )  
u 1 '  
topo1,ogica L Ly t r i u  ial as famt L i e s  o-f curves. 
ru: c C ~ c  
4: 2 uk 
(1) G(TU) & comm~~tati,ve a and onlii i-f ru & equt~aLen~f ,  $A a 
Q i  p i ,  
diagram c7_onsisti,ng of_ rili = { X  =y 1 ,  i = 1 , . . . ,  k. 
Assme that TU & I-; are topoLogicaLLy equ~71aLont. ii rn 
0-f the foL1,owing conditions hoLds, then the esuivaLence is * 
hoLomorphic w i t h  respect to z & u. 
( 2 )  G ( T  is non-solvable 0 -- 
(3) & L.C.M. 0-f p i ,  qi for i vhich G(ri) & 
non-commutative equaL 0-f greater than 5 .  
(4 - A rOi - is of type either (2,4), (4,2) or (4,4) for which 
1 is non-commutative. G(Toi -
Proof. We assume r = 0 and prove only for Case ( 3 ) .  The other 
cases follows from Theorem 5.1. Assume that G(Ti) are 
non-commutative and G(T) is solvable but non-commutative. The 
group G(T) is generated by the lifts the action of G(Ti) to the 
covering r .  The projection of r to pi has Llqi sheets and the 
- 
monodromy of order L/qi generates the l i f t  G(r. with the 
1 
pull-backs of elements of G(Ti) with the linear term z .  The 
subgroup &ril0 c c(r. ) is generated by these pull-backs. 
1 
In the 
proof of Theorem 5.1 ( 4 1 ,  we have proven that the action of 
L(G(Ti)) on A(G(Ti)) is effective. Therefore the diffeomorphisms 
,., 
in G(T.) with non trivial linear terms act on the subgroup G(r) 0 
1 
effectively. The linear term L(G(r)) is generated by those of 
the lifts. Thus its action on G is effective. Clearly 
L(G(l-1) = Zn , n is the L.C.M. of p. l ,  q i s  i = 1 , .  .k The proof 
then follows that of Theorem 5.1 ( 4 ) .  
6 Separatrix of .groups of diffeomorphisms 
For solvable group G of holomorphic diffeomorphisms of C . 0  
the orbit structure is less complicated as being classified in 
Theorem 2.1 except for the case where the linear terms of the 
elements of G are Brjuno numbers. Assume that the 
diffeomorphisms f generating G are defined on neighbourhoods Uf of 
the origin. The orbit of z f3 C under G is the set of images W ( z )  
by words W of the generators defined at z. The separatrix C(G) 
of G is a finite union of disjoint Jordan arcs Ci: 1.0 + C,O real 
analytic off the origin invariant under G such that any orbit of G 
is dense or empty in each chamber of C-C at the origin and any 
sub-union of the arcs does not possesses the property. The 
existence was proved by Shcherbakov C151 in a weak sense. The 
following theorem and the proof show the existence and the 
uniqueness of the separatrix. 
Theorem 6 . 1  -- For non-soLvabLe Gu, & separatrix X ( G U )  ex i s t s  
for any domain 0-f d e f i n i t i o n  Uf, o-f which the germ & the origin 
& independent 0-f the choice & suff?;cientL?/ smaLL U f' 
The separatrix C(G) is a union of jordan arcs which have 
tangent lines at the origin. The linear term L ( G )  c C acts on 
the tangent cone T O Z ( G ) .  
Proof. Let X, fl  be the vector fields on the i-sheeted covering 
constructed in Section 3. The x defines the germ of vector i 
field X' on C,0 defined on the angular domain D of those z for 
X 
n -OD 
which f (z) -t 0 as n 4 a- By the form X(z) = dF (-bi (-ai) j / i 
a/a';:> and the estimate I ~ F - ~ I  I K'l ' ; : l  - l / i  i n  the proof of Lemma 
3.3, we obtain 
X'(z) = ( - b  (-ail j/i z i + l  + 0!Zi+2 H a/az 
Similarly we see that f l  defines the vector field 11' defined on the 
angular domain D of t'he form p'(z) = ( - c  (-ai) j / i  z i+l + 
f l  
a/az . 
By the argument in the proof of Proposition 3.6 the trajectories 
of x', y 1  passing through z are arbitrary well approximated by the 
-n m n -n m n 
orbits of type f g f (21, g Cf,gl g (z) with sufficiently large 
m, n. So if X'(z), ~ ' ( 2 )  are linearly independent over R, then 
any orbit of G is dense or empty in a neighbourhood of z .  The 
set C(f,g) of those z where X' , p are independent is a smooth 
curve defined by R which is real analytic off the 
origin. By the above forms of X', p' we see that C(f , g )  is a 
finite union of disjoint jordan arcs in D n D which have unique 
X IJ 
tangent directions at the origin. For any small z E C either 
forward or backward orbit by f, g tend to the origin as n tends to 
infinity. So a neighbourhood of the origin is covered with the 
intersections of the angular domains D II D 9 whereXkl , pkl 
X*l 
*l are respectively defined similarly to X, p with the pairs (f ,g), 
(f,gfl). Define the subsets Z(f *l ,gkl) of DX f l  D similarly 
*l fl* 1 
to the case of C(f ,g). Let C'(G) be the set of those z E 
i j i ' X(f , g  1 ,  i ,  j = *1 where all other C(f ,gj') coincide with 
i j C < f  , g  1 .  By the real analyticity of the components of 
f * , * ' ,  we see that Z'(G) is a finite union of the components 
of C(f'l,g*l), and the local density of the orbits off ~(f*',g*l) 
implies that the orbits are dense or empty in each chamber of C - 
C'(G) at the origin. Secondly define C"(G) by dele tin^ arcs L of 
C'(G) such that the orbit G(L) is not contained in Ct(G) at the 
origin. Finally define the separatrix C(G) by deleting arcs L of 
C"(G) facing two chambers on both of which .an orbit is dense at 
the origin. Then the resulting set C ( G )  is invariant under G and 
any orhit is dense or empty in each chamber of 4: - C(G) at the 
origin. 
The set Z"(G) is defined by the local properties of the 
orbits nearby the origin, so the germ is independent of  the choice 
of U f  . We consider the final step of the construction of the 
-37- 
separatrix. Assume that for any U there exists an orbit dense f 
at the origin in two chambers with a common face L, in other words 
the chambers are joined by an arbitrary small orbit nearby the 
origin. Then L is deleted in constructing C(G) from C"(G) for 
any U f' Thus the germ of the separatrix is independent of the 
choice of small U f' The uniqueness follows from the definition. 
Problem 1. Study the bifurcation of the separatrices. 
Finally we propose a problem on global rigidity of algebraic 
correspondences. Let Ti c C i  X C f  , i = 1,2 be algebraic curves 
in products of Riemannian surfaces. We say rl, l-2 are 
t o p o l o g i c a l l y  eq? l i? la l sn t  if there exist homeomorphisms h: 
+ C2 
and h': C; + C; such that h x h t ( T 1 )  = I- 2 ' If the germ of rl at 
x >( yo satisfies the condition in Theorem 5.1, h and h' are + 0 
holomorphic at xO, yo respectively. The natural question is 
whether the holomorphicity extends to the total space. The 
equivalence relations of x E C, y E C' and (x,y) E l- associated 
with r are generated by the relations 
y - y f E C ' -  y, y t E r n x x C '  f o r a n x E C .  
(x,y) - (xf,y') E r x - x' or y - y'. 
We seek the geometry of the equivalence classes (orbits) OC(x) c C 
, OC,(y) c C' and Or(x,y) c r .  The fundamental problems for the 
rigidity are 
Problem 2. Determine the condition that there exists global 
separatrices ZC(T) c C A C f  (TI c C' and Zr c l-, on each component 
of which the orbits are dense or empty. 
Problem 3 .  Consider the orbits in r of multiple points (x,y) E 
r ,  where the r is not of type (1,1). 
More in general the topological structure of portraits of 
orbits of correspondences seems to possess complete analytic 
information. For the case where C, C' are Riemann spheres P ,  the 
first and the second projections of define two pencils of 
divisors on the normalization i*. Then the problem is closely 
related to the geometry of divisors in linear systems of complex 
manifolds. From this point of view we finally refer to the 
following theorem. 
Theorem 6.2 (The r i g i d i - t y  theorem of d i v i s o r s  1151)  Let C ,  C' 
be Riemannian surfaces 0-f genus 2 2 .  Assume that there e x i s t s  a 
-- 
homeomorphis_m_ h : C + C' such that h(D) is Q canonical divisor OJ 
- 
C '  for a x  canonicaL diuisor D & C. Then h & holomorph-tc .ox 
anti-hoLomorphic diffeomorphism respectiueLy 
- - -- whether h - t s
orientatto2 preseruing .or no t .  
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This note aims at giving a generalization of classical Morse inequalities for Betti num- 
bers of compact manifolds (cf. [MI). In this paper, we worlc with R-constructible sheaves 
instead and encounter the tight relation between Morse t hcory and Microlocal Analysis 
of Sheaves. See Witten[W] and Hellfer-Sjostrand[H-Sj 1,2] for another approach to Morse 
inequalities via microlocal analysis and also Goresky-MacPherson[G-McP] who introduced 
the "stratified Morse theory". This paper may be considered as a small variation on 
I<ashiwara7s index theorem [K], and in fact our proof is a slight modification of his. 
1. Classical Morse inequalities 
First of all, we recall what the classical Morse inequalities are. 
Let X be a compact Cm manifold, and q5 : X ---+ R a C" function with the 
properties: 
x j  is a non-degenerate critical point of q5 for any j ,  i.e. 
(1-2) 
H ess (4) (x j )  is non-degenerat e. 
We set 
n1; = #{x j; the number of negative eigenvalues of Hess(d)(x j) = F), 
and 
Moreover we set 
and 
bk(X) = dim H ~ X ;  R), 
Then we have 
Theorem 1.1 (cf. [MI.) We have for any k E Z, 
2. Preliminaries 
Let X  be a Cm manifold, and n- : T * X  --+ X  its cotangent bundle. Let k be a com- 
mutative field. We denote by D b ( x )  the derived category with bounded cohomologies of 
sheaves of k-vector spaces on X .  
2.1. Micro-supports of sheaves. Let F  E o b ( D b ( x ) ) ,  and p = ( x o ;  J - dx)  E T * X .  Then 
p 6 S S ( F )  if and only if 
there exists a neighborhood U of p in T * X  such that 
for any x1 E X  and for any Coo function f with f ( x l )  = 0, d f ( x l )  E U ,  
we have 
Rr{z; f (x)yo)(F)x,  = 0. 
S S ( F )  is called the micro-supporrt of F ,  and is a closed R+-conic set in T * X .  Refer to 
[K-S] for details. 
2.2. R-constructible sheaves. Now let X  be a real analytic manifold. Then a sheaf F  on 
X  is called R-constructible if there exists a subanalytic stratification 
such that 
1 %  is locally const ant. 
Moreover DL-,(XI denotes the sub-category of D b ( x )  consisting of objects with R- 
constructible cohomologies. (cf. [K-S].) We remak that if F  E o b ( ~ k - , ( X ) ) ,  S S ( F )  
-44- 
is a Lagrangean subanalytic subset in T * X .  
2.3. P u r e  sheaves.  Let X be a C" manifold, and p E T * X .  Then we set 
h ( p )  = ~'r-'(p). 
For a Lagrangean submanifold A passing through p, we put 
X A  = T,A. 
Now let $ be a real C2 function on X .  Thcn we set 
Ad = { ( x ;  d$(x));  x E X ) .  
Moreover for p E A4, X+(p) denotes the tangent space to A4 at p: 
X + ( P )  = TpA4- 
We will assume the condition 
(2.1) Ad and A intersect transversally at p. 
Under the above notation, we give 
Definition 2.1. Let F E o ~ ( D ~ ( x ) ) ,  and assume S S ( F )  c A in a neighborl~ood of 
p. If for any real C2 function q5 satisfying the condition (2.1) we have 
with 
F is called pure with shift d and multiplicity m. Here T(., -, 0 )  denotes the Maslov index. 
(Refer to [K-S] .) 
Consider in particular the case that A satisfies 
A = TGX in a neighborhood of p. 
Let z  = ~ ( p ) ,  and let s i (z)  denote the number of positive or negative eigenvalues of 
Hess(4 Iy)(x) .  Then we have 
3. Statement of the Main Theorem 
Let k  be a commutative field of characteristic 0. We denote by Modf (k )  the category of 
finite dimensional k-vector spaces and by Db(Modf  ( k ) )  its derived category with bounded 
cohomologies. 
Let b = {bl)rEz be a sequence of integers with bl = 0 for 11) >> 0. We define 
If V E o b ( ~ ~ ( M o d f ( k ) ) ) ,  we set 
bl(V) = dim H ' (v )  
(and we define bf ( V )  and x(V)  = bk(V) as in (3.1).) 
Now let F E ob(Db(X)) ,  and let 4 : X - R be a real valued C2 function on X. 
We set 
Ad = { ( x ,  dd (x ) )  E T r X ;  x E X ) 
We shall assume: 
(H-1 )  4-I  (1 - m, t ] )  n supp(F) is compact for any t E R, 
(in   articular 4 is proper on supp(F)) ,  
(H-2 )  Ad n A is finite, 
and setting A+ n A = { p l ,  - - 0 - , p N ) ,  xj = r ( p j ) :  
P . 3 )  def 1: = (Rrlx; m ( . ) > m ( ~ , )  )(F)), belongs to DU(Modf ( k ) ) .  
Set 
nr = d i m  ~ ' ( x ) .  
j 
Then we have 
Theorem 3 .I (generalized Morse inequalities). 
Assume  ( H . l ) ,  (H.2) and (H.3). Then:  
(ii) setting bl(X,  F )  = b r ( R r ( X ;  F ) ) ,  we have the  inequalities 
Remark 3.2. The conclusion (i) is already obtained in [K]. Moreover since br(X,  F) = 
nr = 0  for I >> 0,  we have 
x ( X ;  F )  = n*,. 
Here X ( X ;  F) is the Euler-Poincari: index of F  on X .  This is an obious version of Kashi- 
wara's index theorem (cf. [K]). 
4. Proof of the Main Theorem 
In order to prove the theorem, we note 
Lemma 4.1. Consider a distinguished triangle in ~ ~ ( ~ o d f  (k)) 
T h e n  we have for any  1 E Z 
bT (V) 5 bT(Vt) + bT(V"). 
(proof)  We may assume that V, V1 and V" are concentrated in degree > 0. Then we 
have a long exact sequence 
where 
B'(v") = I ~ ( H ' ( v )  i H'(v")). 
Then setting 
&(v") = d i m  B'(v") ( j  = 1)  
and 
we get: 
- 
bj(V") = bj(Vtt) ( j  < Z), 
b;(V) = b;(Vt) + (-1' x ( - ) " ~ z r ( V t t ) -  
1'51 
Since %[(v") 5 d i m  H'(Vtt), the proof follows. (Q.E.D.) 
[proof of Theorem 3.1.1 We shall reduce the problem to the 1-dimensional case. To 
this purpose, we put 
G = R4,F 
and write 
4 ( { ~ 1 1 - - - 1 ~ ~ ) )  = { t l , - -  - 1 t L )  
with t j  < tj+l. We set 
A, = { ( t ; d t )  E T * R ;  t E R ). 
First we remark that the hypothesis (H.l)  is trivially satisfied by (R, t ,  G):  
(HI -1) ] - m, t ]  fl supp(G) is compact for any t E R .  
Next, applying Proposition 4.1 of [K-S] we get 
(H1.2) SS(G) n A, c { ( t i ;d t )  E T * R ;  i = 1, .  . . , L}. 
Finally we have 
In fact 
by the definition of the micro-support . Thus the triple (R, t ,  G )  satisfies the same hypothe- 
ses as ( X ,  4 ,  F ) .  Since 
R r ( X ;  F )  = RI'(R; G ) ,  
we have 
b1(X, F )  = b z ( R ,  G) ,  
and it is enough to prove the theorem for X = R, 4( t )  = t .  
We set X = R .  Put to = -m, tL+l = +a, and define 
Introduce: 
bT(Zj, F )  = bT(Rr(Zj ;  F ) ) ,  
b;(Ij, F )  = b; (Rr ( I j ;  F ) ) .  
Then by Theorem 1.4.3 of [I<-S] , we have the isomorphism 
By taking the inductive limit of the right hand side, we derive 
(4.1) ~ ' ( I j + l ;  F )  E H k ( Z j ;  F ) .  
Consider the distinguished triangle 
Since R r ( I 1 ;  F )  = 0, we find by induction from (4.1) that both R r ( Z j ;  F )  and R r ( I j ;  F )  
belong to Db(Modf  (k)). 
Moreover (4.1) gives 
dim H*(x ;  F) = {dim ~ ~ ( 2 7 ~ ;  F) - dim H k ( I j ;  F ) } .  
l< j<L  
Hence 
b f ( X , F )  = C {b;(Zj ,F)  - b;( I j ,F)}-  
l<j<L 
On the other hand, we get by Lemma 4.1 from (4.2) 
Hence we have 
This is the desired result. ( Q. E. D. ) 
5. Application to pure sheaves 
Let X be a real analytic manifold, and let F E ob(~&-,(X)). Then A  = SS(F) is a 
Lagrangean subanalytic subset of T * X .  Take a real valued C2 function 4 on X and 
suppose 
(5.1) 4-l(] - m, t ] )  fl supp(F) is compact for any t  E R, 
A4 n A  = A 4  fl Areg = { p ~ ; - - - , p ~ ) ,  
A, and Areg intersect transversally at each point p; , 
(5.4) 
F is pure at each pi with multiplicity m; and shift d; along A  in the sense of [K-S]. 
Recall that (5.4) is equivalent to 
where 2; = ~ ( p ; ) ,  and 
1 1 
(5.6) iji = d; - -dim 2 X - - T ( X ~ ( ~ ~ ) ,  2 XA(p;), X+(P;)). 
See Chapter 7 of [K-S] for the definition of Maslov index T(., ., -). Under the above condi- 
tions, we get by Theorem 1.1 
(5.7) 
We set 
RI'(X; F )  E o b ( ~ ~ ( ~ o d f  (k))). 
Then we have, by applying Theorem 1.1 : 
Theorem 5.1.  For a n y  I E Z, w e  have  t he  inequali ty  
Remark 5.2.  Assume moreover: 
(5.10) A = T;;X in a neighborhood of pi, 
where Si is a real analytic submanifold of X. By (5.3), q5 IS i  is a Morse function at 
xi = n ( p i ) .  Let sf (xi) be the number of positive or negative eigenvalues of the Hessian of 
4 Is; at x;. Then under the notation (5.6), we have 
Remak moreover that if X is a complex manifold, F has @-constructible cohomologies, 
and F is perverse, then we have 
d; = 0 for all i .  
Hence in this situation, we can deduce the Morse inequalities from the multiplicity of F 
at generic points of A. 
6. An example of application to perverse sheaves 
Let X be C N  (N > 2) with coordinates z = (zl , . .  . , zN) and set 
We take F E o~(D&-,(x)) (i.e. F has C-constructible cohomologies) satisfying 
(6-2) F is perverse. 
Recall that the perversity of F is equivalent to saying that F is pure with shift 0 at generic 
point of A (cf. Theorem 9.5.2 of [K-S]). 
We put 
and assume that for any j 
(6.4) F has multiplicity mj along Aj 
We set 
$ ( z )  = 1 %  - aI2 with a = (1, 2 G ,  0,.  . . ,0). 
Then we have 
with 
and 
n AO = {po = ( a ;  0 ) ) .  
An easy calculation and the fornula (2.2) gives: 
Hence we have 
no = mo, nl = m l ,  n ~ - 1  = ml, nN = m N ,  
nj = O  ( j  @ { O , l , N - l , N } ) .  
This gives the inequalities: 
bT(X, F )  5 n*. 
Remark that in this example F  is conic for the action of R+ on Cn.  Hence R r ( X ;  F )  .Y 
Fo, the stalk of F  at 0. 
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M-determinacy of Smooth Map-germs 
see3k %ttl&RBY%&Y& 
1 .  R e s u l t s  
The n o t i o n s  and n o t a t i o n s  a r e  g iven  i n  & 3 3 or L 2 10 
Theorem 1. L o t  f :  ( N 9  xo) --B( p.  yo)  be an FST 
Then f 1s 1 *'+' -Ak-determined . 
C o r o l l a r y  2. If f :  (N.xo) --- ( p I y o )  is  an FST g e r m 9  
Then f i s  oo - Ak-determined. 
Note. When kXOp t h i s  is  t h e  main resul t  of  WilsonC 5 3 .  
Theorem 3 .  If f is M-Ak-doterminod (w.r . t .  f y l e o a y p J ) v  
then  1 +I M C TAkf  + mN b' k ? o  
Theorem 4. L e t  f :  ( N 9  xo) -- (p .yo)  be an FST germw 
X P  fY c C, . a submoduloo If t h e r e  is  8 CN - module K s o t e  
f o r  Borne s - I :  ( i m  1 .  . . . 3  s + l )  
k+18 - k+1& 
a )  CN-modules N i  C mN N wi th  N, - mN &I *s+l -[ol 
k b) t f ( ~ )  + wf (mp  0 2 A ( a s  R-subapacos) w i t h  
k' 
Al j- = tf ( K )  + wf (m 6' ) 9 As+l P j= Lo) s j ~ ~ ~ o O m s I ?  P P 
P P 
C) L e t  T f , i  = t f ( N i  ) + 
,. Z f* yj0 A; j 9 R. = N: . M+ Z MjA; 
J = I  1 1  j = r  
R i c  Tf, i+l + Xi Tf.i + R;+1 +Ej x b R ~  where 
A i j  is an ( IR + Xi ) - module X .  is  a aubring of 
C 
Then f l a  M-Ak-determined- 
Note. Whon k = O ,  Thoosoms 1 3 and 4 are tho  main r e s u l t s  
of L 3  1 .  
2 -  Proofa  
Lemma 1. The f o l l o w i n g  a r e  e q u i v a l e n t :  
( 1  ) f is of FST 
( 2 )  3 r 9  mg 8f c T K ~ ~  
SC 
( 3 )  3 .st  m! t J ( f ) +  f mpeCN 
Proof  ( I )  W ( 3 1 9  800 r 3 J P a 1 4 4  
( 1  ) * (2 ) ,  From 1: 3 a ( 1  - 2 0 ) ~  3 3 
(2) =? ( 1 )  mi of C TKkf  C TKf, so f is o f  FST by 
C 3 1  (1.20) 
Lemma 2 0  L e t  f be an .FST germ, and suppose 
Tbsn a i s  of FSTe 
Proof .  f is o f  FST, t h e n  l e m m a  1 i u p l i e s  t h a t  t he re  Fa 
ar~ i n t e g e r  8 ,  a 8 c TK$ 
='I? f 
Multiplying by CN, 
9 
C TKQ. Thon G is of PST hy leinma 1. :. 3 r9 m N x s  
Proof of Tk. 1 Let g be an I 2r+1 -approximation to f 
a E L o,l 9 , wo denote Fa, G~ by F9 G for convenience. 
Me have J(f) CNy g( = J(F) 9 J ( F )  ?kF C tF( lLNL R )  0 ~ y [ 3 1 ( 1 - 2 2 )  
and 
r +t 
.C j~ c TAkF ( , )  1Ir'YF= 1 CCN * of= 1'f J(f)CNxR+ I' C p x  R N 
f 
It is a finitely-generated CNX -module. It follows from (4) 
By the  Wakayama lemmae E = 0 ,  and 90 
TKkF C TKkG 
Substli t u t i n g  i n  ( 2 )  
Theref  o r e  
* 
TAkG C TAkF C TAkG + G mp. TAkF 
L e t  El  = TAhP / TAgG, t hen :  
SC ( a )  El is a  G C p x  R-module: 
* 
. * r 
, TAKF i s  an  F Cpx B- module, and I CN, TAkF 
c IrcN, q F  C TAkF 
I t  moans t h a t  TAkF is a n  ( F ~ G ) ~ C ( ~ : ,  a )  ( p r  1 ~ )  -module and 
* 
then is a G C p r  m - m u d ~ l e ,  s o  R, also is- 
I 
( 5 )  L1 i8 f i n i t e l y - g e n e r a t e d  : 
Ly ( 5 )  and lommn 2 ,  G ia o f  FST. Hence (lemma I ) 3 8 < me 
)C 
t h e n  C N X  IR i mkcl  '('1 +G m p ~  ( R - C ~ X  a  f i n i t e -  
dimenoional  r e a l  apace and C NX IR / mr" J ( G )  is a finitely- 
g e n e r a t e d  C tR - modulo. 
k+l J(a)  By t h e  M a l p e n g e  P r e p a r a t i o n  Theorem, CN / mN 
* 
i a  a  f i n i t e l y - g e n e r a t e d  G C p x  IR -module. Lot h, t 0 . 0  P hq E 
'NX IR p r o j e c t  t o  a  spanning s o t .  Le t  
-59- 
0 i t  i s  eaay t o  ahow t h a t  E2 is  a f i n i t e ly -gene ra t ed  (F&) 
'(PX E! * (PX R )  -moduleo By means of t h o  Malgrango Pre- 
p a r a t i o n  Th., we can know t h a t  R2 is a f i n i t e l y  -gonerates 
it 
C ~ x  LR -module9 ao is  El ( El is the  quo t i en t  m o d d s  
of 3 ) 2 
9 
(c) From ( 2 )  r we have El = G mp, El By &he 
Aekawma Lemma and ( a )  - ( b )  El = 0 9  80 T A ~ ~  = TA&-, &en 
1 ~ 3 ~  = Ir YF C TAkG By C 39 141 7 2 G c rAko 
Recall that G =  G~~ a C L 0 9  1 1 .  ~ y C 2 3 ~ ~ 1 2 2 ~  G i a  
Ak- t r l v i a l  0 Hence f = g is A equ iva l en t  t o  g=gl 9 8nd 
0 k- 
f is I 2 ~ + 4  - Ak-determinod. 
Tho p roo f io f  Tho 3 and 4 a r o  omitted.  
30 Example 
Example 5. ~ o t  (N1 xo) = ( R'. 01, (P ,  yo) = 
( 9 019 and l e t  f :  (N9 xo) -- ( P 9  yo) be thomap 
g e r m  g i v e n  by 
f ( x9y )  = (x9y 2 3 9 Y 
( 3 . 7 ) .  f ie M-A-determined. But f does no t  M-A2-determined. 
I n  f a c t ,  i f  f is M-A2-deterruined, then from The39 we have 
This example shows that "M-A-det." may bo not 
"M-Ak-det.". But Pleasis [ 2 3 (2.8) shows that for 
finitely-determinacy, $his is true i . o o  "f is finitely- 
A-det." iff "f is finitely-Ak-det. for all k 3 Ol1. Then 
M-aetermin8cy is different from finitely-determinacy- 
References 
1 0  J. Matterp Stability of C -mappings : I11 : Finitely- 
dotemined germsp Publ. Math* IHES 3 5 9  127-1 56 (9969) 
2. A. du pleasis9 On tho determinacy of Smooth map-geme 
Invent. Math. 58, 107-160 (1980) 
3 .  T. Gaffney. A du Pleasias More on tho Determinacy of 
Smooth Map-Germs. Invent. Math. 66 1 37-1 63 (1 982) 
4 .  , On the Estimates of the Order of Finitely-Ak 
-determined Map-Germs. Acta Math. Sinica~ New seriea~ 
19889 Vole 49 NO- l p  28-38 
5. L.  C. Wi:Lson. Map-Germs infinitely-determined w i t h  
respoct to right-left equivalence. Pacific J -  Math. 
On the topology of singular sets of smooth mappings 
Kazuhiro SAKUMA ( - 5% ) 
51. Introduction 
Given any smooth mapping f: PIn+ N', the structure, mainly the 
topology, of singular sets of the mapping f seems generally 
intractable. Even if we restrict ourselves to stable mappings, the 
similar difficulties follow. For this reason, we will investigate 
the behavior of the singular sets by considering the case which 
the smooth rmppings have only simple singularities. Some of our 
main results are the following, 
Theorem 3.1 
For an A, (n.p)-type f: PIn+ R~ (p>2), if the Euler number o_f PIn is 
odd, then the singular sets S(f) rarust k unorientable. 
If we consider specific'dimensions of source and target manifolds, 
we can formulate the topological structure of S(f). 
Theorem 4.5 
k t  FI4 g closed, oriented 4-dimensional manifold with vanishinq 
first intqral homoloqy group. A2(4,3)-type f : M9+ R~ such 
that S(f) is connected, & holds, 
6 ( M 4  ) r - S  ( f  ) * S  ( f )  m o d 4 .  
Here 6(P14) denotes t& sicrnature of M4, which the number of 
positive eiqenvalues minus the necrative eiqenvalues when the cup 
product form is defined on the middle dimensional cohorr#>loqy, and 
the dot is self intersection number of S(f) in M'. 
Theorem 4 -7 
Let PI4 and f be as above and k' stand for the number of connected 
- --  -
characteristic surfaces in S(f). 
i )  # S O d d  ( f )  : e v e n  
- - ( k ' - 2 ) 6 ( M 4 ) 3 S ( f ) - S ( f )  m o d 4  
i i )  #SOdd ( f )  : o d d  
- - ( k ' - 2 ) 6 ( M 4 ) - - S ( f ) - S ( f ) + 2  m o d 4  
The most part of this paper is devoted to detailed formulations 
and discussion of the statements mentioned above. All manifolds 
and mappings considered are smooth of class Cm. 
§ 2 .  Morin singularities and key results 
Let M" be a closed, oriented n-dimensional manifold and N' be a p- 
dimensional manifold with n>p. - If we can choose coordinates (x,,x, 
,..,x,) centered at x of M and (yl,y2,..,yp) centered at f(x) of 
N so that f has equations; 
Y I  = xi ( 1 5 i l p - 1 )  
Y P  = X, k + '  +EX, X p  k - '  f x p + ,  - :. rtx, 2 ,  
thenapoint x of M" is called a Morin singularity of type A h  of f. 
In other words, let si (f.) stand for the set of all points of M" 
which the rank of ker(dfx) equals i, then S1(f) is a submanifold 
- .  
of M" for an appropriate mapping f and we can define s'J~(~) as 
~'(f 1 si (f ) ) . Let I, be the r-sequence ( i , 1 , . . . . 1 ) , i= max{l, n-p+l) 
then we can define sLr (f) as S' (f 1 ~'"'(f) ) inductively. Then a 
point of sljO(f) or sir (f) respectively ia a Morin singularity of 
symbol (i.0) or Ir. We call a mapping f: ~ " - 3  N' an Ak(n,p)-type if 
f has no other singularities than Morin ones of type A i  (lli<k). 
In particular for k=l it is usually called a fold point, which is 
the simplest singularity of all, and for an A2-type a cusp point. 
We denote the set of singular points of a mapping f by S(f). 
According to Morin [4], the following properties are given for an 
~~(n,p)-type f: M"-+ R ' .  
Lemma 2.1 ( B.Morin [4]) 
Let Ak(f) denote the set of Ak-type singular points of f &-(f) 
- --
be the topological closure of Ak(f). 
-- 
1) Ak(f) and Ak(f) are both p-k dimensional submanifoldsof PIn. 
2) %(f) = .U A;(f). 
l ? k  
3) The restricted mappings flAk(f) 3 RP are immersions. 
These facts give several applications and play a fundamental role 
as we will see later. Moreover, the following results have been 
recently shown concerning the geometrical structure of Ak(f). 
Lemma 2.2 (Fukuda[l]) 
Let M" be --  a compact manifold and - f: $3 RP - an Ak(n.p)-type,then we 
--  
have the congruence involving the Euler number, 
-- -- 
x ( M n  ) = E X  (Ak ( f )  ) m o d 2 .  
For 3 Al(np~)-type, wn-i+l - ( M " ) ~ o  implies W,,_~(S(£))*O for any i with 
l<i<p-1, - - where wj( ) denetes t& j-th Stiefel-Whitney class- 
This lemma may be of independent interest and besides, it suggests 
various applications. For example, it is easy to see that if S(f) 
is orientable for an Al(n,n)-type then M" must must be spin. 
Remark 2 -3 
It is likely that we might be able to replace R' p-dimensional 
Euclidean space by a parallelizable manifold in lemma 2.2. However 
the author does not know whether it is true or not. 
Our goal in next section is based on the following two examples. 
Suppose the Euler number of M" is odd, then there does not exist 
Al(n,2)-type mappings, that is, such a mapping necessarily has 
cusp points. Because the singular set is disjoint union of circles 
in this case hence the Euler number is zero lemma 2.2 says that it 
is not be able to happen. 
Example 2.5  
Suppose the Euler number of M~ is odd for an Al (n, 3 )-type f : M ~  + RP 
then S(f) is unorientable. Note that by lemma 2.1 S(f) is a two 
dimensional manifold. This is because the Euler number of every 
orientable surface is even by well known classification of closed 
2-manifolds, after all we can only take surfaces with odd genus as 
S(f) which are unorientable. 
§ 3 .  Characteristic classes 
As stated in the previous section, S(f) of Al(n,p)-type f is on 
the geometrically conspicuous location so that S(f) is immersible 
in one dimension higher Euclidean space R P .  We will generalize the 
above example which states the nonorientability of S(f), using the 
fundamental properties of characteristic classes. 
Theorem 3.1 
k t  f: ~ ' i ,  R' -- be an Al(n,p)-type with -p>3. - - -  If the Euler number of 
-
M" is odd, then S(f) must -- be unorientable. 
Before the proof of Theorem 3.1, we need a lemma. 
Lemma 3.2 
Let - M and f -- be as in theorem 3.1. Then we can caluculate the total 
Stiefel-Whitney class of S(f) - as follows, 
W(S(f)) = 1+ d + h2 + ...  + hP-l, where d = wl(S(f)). 
proof) At first we consider the following diagram, 
F*T(RP) - T(Rp) 
L 1 
S(f) ____1 R~ 
f ls(f)=F 
where T(RP) denotes the tangent bundle of RP and f*T(RP) the pull 
- 4 
back. As usual define v(f), the normal bundle of the immersion f 
by the exactness; 
o -t T(s(-F)) -+ ~*T(R~) 3 v(F) + 0. 
Then it holds, 
T(s(~)) e ~(fc) = F*T(R~ 1.  
This bundle isomorphism gives the following identity of the total 
Stiefel-Whitney classes by the parallelizability of R'. 
w(~(f)).w(v(fc)) = 1. 
- 
Since v(f) is a line bundle, we can set w(v(f)) = l+d, where a is 
an element of first cohomology group of S ( f )  over the coefficient 
Z/2. Hence, 
w(S(f)) = 1 + 2 + d2 + ... + dP-1 I 
where Sk means SII . . US, cup product and d 6 H1 ( S (f ) ; Z/2 ) . 
k-rimes 
We have an immediate corollary from this lemma. 
Corollary 3.3 
Let M" be an oriented manifold and f: PIn+ R" an A,(n,n)-type. If 
S(f) is orientable, all the Stiefel-Whitney numbers of M" vanish. 
proof) Since S(f) is orientable, 2 = 0 and wj(S(f)) = 0 (l<j<p-1) - - 
from lerrana 3.2. Then, using lemma 2.2, we have wk(PIn) =O (2<k<n). - - 
Hence the conclusion follows. 
proof of theorem 3.1) Assume the normal bundle v(F) of the 
immersion fc is trivial, that is, d ia a zero element. Thus we have 
w (S(f))=O for p>2. This implies w,(IYn)=O by lemma 2.2. Then the P- 1 
top dimensional Stiefel-Whitney class is equal to the Z/2-Euler 
class &(M")GH"(M";Z/~).(S~~ [ 3 ] )  Therefore we obtain 
x ( M n  ) = < E  ( M n  ) ,  [ M n  l 2  > m o d 2 ,  
-<wn ( M n  ) ,  [ M n  l 2  > m o d 2 ,  
r 0 m o d 2 .  
This contradicts our assumption. Hence we have shown that wl(S(f)) 
is a nonzero element. This completes a proof. 
Remark 3.4 
In case p=2 we see there does not exist an Al(n,2)-type f with Mn 
having odd Euler number, using the same argument as in the proof 
of theorem 3.1. It is of specific interest to compare our results 
with Levine's wcrk [ 2 ] .  
54. Embedding phenomena of S(f) 
One of the basic problem of geometry lies in the characterization 
of manifolds by means of algebraic invariants. Characterizing the 
structure of manifolds, we have known that topology of 4-manifolds 
is particularly facinating object. As stated in the introduction 
we will investigate an A2(4, 3)-type f : M4-3 R~ i .e. a mapping which 
admits only fold and cusp singularities. In this case S(f) is a 2- 
dimensional submanifold of PI4. Though S(f) is smoothly embedded in 
M ~ ,  the realization may not be generally trivial. Then it arises 
the question how the realization of S(f) in PI4 is related to the 
mapping and topology of PI4. In the rarefied realm of differential 
topology and singularity'theory, we mainly concern ourselves with 
relations between the signature of M4 and the self intersection 
number of S(f) determined by the mapping. 
Definition 4.1 
Let be a closed, oriented 4-manifold and F~ be a closed surface 
properly embedded in M ~ ,  which is not necessarily orientable. or is 
called a characteristic surface of M4 if the intersection number 
mod 2 F - x  is equal to the self intersection number x.x for any x 
of H~(M~;z/~) ; otherwise it is called ordinary surface. It is 
equivalent to saying that the homology class [F~]E H2(M4;z/2) is 
dual to the 2-nd Stiefel-Whitney class w2(M4). 
Lemma 4.2 
For an A2(4,3)-type f: M ~ - ?  R~ with S(f) being connected, S(f) is a 
--
- -  
-67- 
4 characteristic surface of M . 
This lemma is a special case of the following proposition proven 
by R-Thom. We use the following sign. 
2, = { j '  g ( x )  E J 1  ( M n  , R P  ) ; r a n k d g ,  = i }  
where J ~ ( M ~ , R ~ )  is the jet space from M n  to RP. 
Lemma 4.3 (R-Thom [ 5 ] )  
Let f:Mn+ RP (n>p) be a smooth mapping such that l-jet extension 
- - - -  --
jlf :PIn+ J ~ ( M " , R ~  ) - is transeversal to x i  (l<i<p-1) - - . Then S(f) - is
dual to the n-p+l-st Stiefel-Whitney class W , , - ~ + ~ ( M ~ ) E H ~ - ~ + ~ ( M " ; Z / ~ )  - 
p--
This lemma 4.2 enables us to evaluate the self intersection number 
of S(f), making use of geometrical structures in four dimensional 
topology, as we will see later. 
To begin with, we recall the " generalized Whitney's congruence" 
indicated by Rochlin . 
Proposition 4.4 ( Rochlin [ 6 ]  ) 
Let M4 be a closed, oriented 4-dimensional manifold with H1(M;Z)=O 
- - -  
and ~~a characteristic surface of M4. Then we have, 
- - -
a ( M 4  ) f F 2 . F 2  + 2 x  ( F 2  ) m o d 4 .  
Cobining lemma 4.2 and proposition 4.4, we obtain our congruence 
formula in singularity theory under the assumption which S(f) is 
connected. 
Theorem 4.5 
With the notations above, it holds 
--
o ( M 4  ) r - S  ( f  ) .S ( f )  m o d 4 .  
proof) In our case since A,(f) is disjoint union of circles, its 
Euler number vanishes. Thus we have o(M~) 7C(M4) ~x(S(f)) mod2. 
Then the conclusion follows. 
We should essentially know the relation between the topology of PI4 
and the number of connected components simultaneously, because in 
general S(f) has several connected components. To deal with the 
general case, we need to provide the following notations. 
#sodd (f ) : the number of connected, unorientable ordinary 
surfaces with odd genus in S(f). 
7 
Si(f) : a connected characteristic surface in S(f). 
ST) : the set of characteristic surfaces in S(f). 
We assume S(f) has k connected components. 
Lemma 4.6 
For an A2(4,3)-type f: PI4+ R ~ ,  
--
If #sodd(f) is even, 
- -- 
d (M4 ) E X  (S ( f )  ) m o d 2 .  
~f #sodd (f) is odd, 
- -- 
a (M4 )'EX ( S  ( f ) )  + l  m o d 2 .  
proof) Let k'<k - and k"<k be natural numbers. We assume S(f) has k' 
connected characteristic surfaces and k" connected ordinary ones. 
S(f) has the following decomposition, 
- - 
S(f) = Sl(f) u . .  .u Sy(f) v Sl(f) u . .  . u  SK(f)- 
Thus we have, 
- 
x ( S  ( f )  ) E X  (S ( f ) )  + e  m o d 2 ,  
where 
r 1  # S O d d  ( f )  : o d d  
& = I  # s o d d  ( f )  : e v e n  
Note that u ( M ~ )  r X(S(f)) mod2 as in the proof of theorem 4.5 .  
Hence we have the required results. 
We are in a position to prove the main theorem in this section. 
Theorem 4.7 
For an A (4,3)-type f we have the following congruence formulas 
-- --- 
respectively in that case. 
--- 
# S O d d  ( f )  : e v e n  
- - ( k '  - 2 )  6 ( M 4  ) - - S  ( f  ) . S  ( f )  m o d 4 .  
# S O d d  ( f )  : o d d  
CU - ( k '  - 2 )  G ( M 4  ) E S  ( f  ) - S  ( f )  + 2  m o d 4 .  
proof) Using proposition 4.4, we have 
for l<i<k' . 
- - 
Applying lemma 4.6 to this congruences, the conclusions follow. 
Remark 4.8 
Our evaluation works in nothing but modulo four. Accordingly,it is 
preferable to work in modulo sixteen, extracting the essence of 4- 
dimensional topology. 
From the different point of view, A2(4,2)-type f: R~ has been 
recently investigated and interesting observations have been given 
by Kobayashi 12). 
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Holonomy of FoEations with Singularit ies  
Department of Mathematics 
Hokkaido University, Sapporo 060, Japan 
We mean by a generalized foliation, a foliation with singular leaves in the sense of B. 
Stefan [St] and B.Dazord [Dl, and in the present paper we establish a notion of a holonomy 
groupoid of this generalized foliation. In order to keep similarities to  the case of regular 
foliations, we set a limitation on singular leaves, however our result is applicable t o  some 
foliations of Poisson structures and to  some foliations which are not locally simple (cf. [El). 
In many cases, we call a generalized foliation simply a foliation. 
According to  [Dl, along a leaf F of a foliation D on a Cm-manifold M there is a unique 
germ AF of transverse structure. A singular leaf F is called t ~ a c t a b j e  if F has a saturated 
neighborhood N in M with following properties: 
(i) N is isomorphic to a fibre bundle over F, ? r ~  : N -4 F having a fibre V with a 
foliation Av which is a representative of AF. 
(ii) The structural group of the bundle is the group of isomorphisms of Av and the 
foliation of N determined by a local product of the one leaf foliation of F and Av is 
the restriction DN of D to N. 
We will show that if each singular leaf of ZJ is tractable, then a holonomy groupoid G(D) 
of D is constructed in a similar way to  to that of a regular foliation. 
The part of G(D) outside singular leaves is a (non-Mausdorff) Cm-manifold by the 
usual theory of regular foliations (see, e-g., [Wi]), but G(D) itself is not a manifold in 
general. We take examples of the foliations from those of symplectic leaves of Poisson 
structures and from some constructions of fibre bundles. In his construction of a singular 
foliation C*-algebra, A. Sheu [Sh] uses the notion of holonomy of a locally simple foliation 
due to  C. Ehresmann [El, but there are some foliations which are not locally simple. Our 
definition of holonomy can be applied to these. 
The author thanks Prof. A. Weinstein for his valuable comments on the definition of 
holonomy and examples. 
Here we review basic facts about foliations with singularities from P.Dazord's work 
[Dl. Let M be a paracompact Hausdorff C"-manifold and T,M the tangent space of M 
at  a point a: E M. Let CDO(M) be the algebra of real valued Coo-functions on M. 
A distribution D of tangent subspaces of M is a collection of subspaces: 
D = {D, c T,Mlz E M}. 
Let p(z)  denote the dimension of D, and Coo (D) denote the C" (M)-module of Coo-vector 
fields on M ,  the value of which belongs to D, for each a: E M .  
D is called a Coo-distribution, if for each z E M one can find a finite number of 
elements of Cm(D),  
such that D, is generated by { X i  (z) 11 5 i 5 k) where k = k(z) depends on z (equivalently, 
each element of ZJ is a value of a local section). An integral manifold F of D is a connected 
immersed submanifold of M such that for each z E F, 
T,F = D,. 
A Coo-foliation of M (in a generalized sense) is a CDO-distribution D on M with the 
condition that for each point z E M, there exists an integral manifold through z. 
If f : M -+ N is a diffeomorphism of Coo-manifolds M and N, and X a Coo-vector 
field on N, then a CDO-vector field f,X on M is defined by 
The integrability conditions are stated as follows in the formulation by P.Dazord [Dl. 
THEOREM 1.1. [Su], [Dl. Let D be a G"-distrubution on a manifold M .  The  following 
properties are equivalent. 
(i) For each point z E M ,  there exists an integral manifold through z. 
(G) For each point a: E M ,  there exists a unique maximal integral manifold through z . 
(iii) D is invariant by the Aow o f  each vector field o f  C m ( D ) .  
(iv) There is a Lie subalgebra 3-1 contained in the Lie algebra o f  C"-vector fields o f  M 
such that 
a) at each point z, D, is equal to the values at a: o f  the fields in 'H. 
b) for each X E 7-1 with a Aow germ yt and for each Y E 7-1, (p t ) ,Y  is  a germ o f  
vector field o f  'H. 
Let D be a GD"-foliation of M .  By THEOREM 1.1, (ii), for each point z E M ,  there 
exists a unique maximal integral manifold through z, which we call a leaf of D. Local 
structures of D are examined on the basis of THEOREM 1.1. 
THEOREM 1.2. [Dl. For every point m o f  M with a CD"-foliation Dl there is  an open 
neighborhood U of  z and a local coordinate map 111 : U 5 W x V as follows: W and V 
are neighborhoods of  origins in H%P and RQ respectively for 
and 111 carries the foliation induced on U to the product foliation, 
where Av i s  a foliation on V with a point leaf at the origin o f  RQ and R P  is  the one leaf 
foliation. 
We call U a foliation coordinate neighborhood and $ a local foliation coordinate sys- 
t e m  (or chart) .  Also we call a leaf of Du a plaque. Foliation coordinate neighborhoods of 
a point form a fundamental system of neighborhoods. Du is the pullback of Av by the 
submersion TU = T - $ : U -+ V. 
In general, plaques other than the leaf of m are not (locally closed) submanifolds of 
M .  This is a difference from the regular case. From THEOREM 1.2, it follows that each 
plaque of U is diffeomorphic to the product of the plaque of m and a leaf of Av.  In  
particular, p = dim D is lower semi-continuous. 
Let M i  be an immersed submanifold of M transverse to  the foliation D and U an open 
foliation coordinate neighborhood of m E Mi .  The submersion TU : U + V associated 
with a local foliation chart $ induces a submersion n; of the neighborhood M b  = U n M i  
of m in V and the restriction DIM& is the pullback T;'AV. This shows from the definition 
of foliation that the restriction DM, is a foliation. 
COROLLARY 1.3. [Dl. Let MI and M2 be two submanifolds of M passing through m and 
being transverse to V a t  m. If we have 
dim M2 = dim MI + P (P > O), 
then the foliation VMa of M2 is locally isomorpllic, on a neighborhood of m to the product 
foliation It' x DM,, of R' x M I .  
In particular, if T = 0, then DM, and DMa are locally isomorphic. If M i  is the image 
of V in the local foliation chart $, then DM, is isomorphic to  Av.  This yields that the 
germ a t  the origin 0, defined by Av depends, up to a diffeomorphism, on the point m and 
it is called the g e r m  of transverse s tructure of D at  m. If p(m) = 0, then Av defines just 
the germ of D at  m. 
Let M be a manifold with a Cm-foliation D. Since every point of the leaf F of 
m E M is attained starting from m by a product of flows tangent to V, germs of transverse 
structures a t  all points of F are isomorphic, and therefore there is a unique germ AF of 
transverse structure. I t  is called the g e r m  of transverse s tructure of t he  leaf F .  
A leaf F is called regular if its germ of transverse structure is trivial, and i t  is called 
singular otherwise. A leaf is regular if and only if it has a neighborhood on which 2) induces 
a regular foliation, or equivalently, p is constant. A point is called regular if it belongs to a 
regular leaf. We say that a singular leaf F is tractable if F has a saturated neighborhood 
N in M with following properties: 
(i) N is isomorphic to a fibre bundle over F, . x ~  : N + F having a fibre V with a 
foliation Av which is a representative of AF. 
(ii) The structural group of the bundle is the group of isomorphisms of Av  and the 
foliation of N determined by a local product of one leaf foliation of F and hv is the 
restriction DN of 2) to  N. 
In the following, we consider a foliation 2) whose singular leaves are all tractable. 
A tractable singular leaf F of a foliation 2) has a saturated tubular neighborhood which 
is isomorphic to a bundle with a fibre which is a foliated disk V. We take the associated 
VIAv-bundle. Then any continuous curve of F obviously determines an isomorphism from 
the leaf space of fibre of the source point to that of the target point. Hence one can define 
the h o l o n o m y  m a p  with respect to  the germ of VIAV, associated with a curve on F by 
that isomorphism. By the elementary theory of fibre bundles this map is determined up 
to  homotopy of the curves fixing end points. Under the assumption that each singular leaf 
of Gm-foliation 2) is tractable, one can construct a holonomy groupoid G ( D )  by quite a 
similar way to the regular case. 
For a leaf L of 27, let 
be a continuous curve with end points X(0) = z and X(1) = y. Let V, denote a sufficiently 
small manifold of dimension dim M - dim L transverse to L at  m t L and H:,, : 
V,/Avm + &/Avy the holonomy map germ associated with A, which depends only on the 
homotopy class 1 relative to (0, 1). 
Let p : [O, 11 -') L be another curve with p(0) = a: and p(1) = y, and p-' its inverse 
curve. We define a relation X p by the equation, 
H;;E-' = i d .  
This is an equivalence relation; the equivalence class of X is denoted by [A]. 
Let G(V) be the set of triples, 
where z, y E L, L is a leaf of Dl  and X : [O, 11 4 L is a continuous curve with X(0) = a: and 
X(1) = y. The maps s ,  T : G(D) + M are defined by 
and are called source and target map respectively. G(D) is a groupoid over M by the usual 
composition and inverse operations obtained from those of curves: 
where X - I  is the inverse curve of A. 
We will introduce a topology in G(D) by defining fundamental systems of neighbor- 
hoods of points. For a point belonging to  a regular leaf, its neighborhoods are the same 
as in the case of a regular foliation: For g = (s, y, [A]), there exist a sequence of foliation 
coordinate neighborhoods {UijO 5 i 5 k }  and a partition of [ O , l ] ,  0 = to < - - - < tk+l = 1 
such that if Ui n Uj # 4 then U; U Uj is contained in a foliation coordinate neighborhood 
and X([ti,ti+l]) c Ui for all 0 5 i < k + 1. We call the sequence {UiIO < i < k} a chain 
subordinated to  A.  A neighborhood of g is the set Ug,x of (z', y', [v]) such that Z' E Uo, 
y' E Uk and {UiIO 5 i < k }  is a chain subordinated to v. 
Let a = (a ,  v,  [XI) be a point of G(D) such that X([O, I]) is contained in a singular leaf 
F, which is, of course, tractable by our assumption. Let {U;IIO < i < k} be a sequence 
of open sets in F, which is a chain subordinated to X for one leaf foliation. Let Av be 
a representative of AF in a transverse submanifold V of dimension, dim M - dim F in 
M .  We note that ni l(ui))  " Ui) x V and the sequence {ni1(77i))/0 < i < k} is a chain 
subordinated to X for D in a generalized sense. We define a neighborhood of a in G(D) by 
the set U,J of (ul ,vl ,  [v]) such that u1 E ni1(77;), v1 E n i l ( ~ L )  and {nil(~;I)IO < i 5 k) 
is a chain subordinated to u. 
THEOREM 2.1. I f D  is a Gm-foliation of M and each singular leaf of D is tractable, then 
G(D) is a topological groupoid. 
Important examples of generalized foliations are theose of symplectic leaves in Poisson 
manifolds. Let M be a 6"-manifold and Cm(M)  an algebra of real valued C"-function 
on M .  A Poisson structure on M is defined as a Lie algebra structure { , } on Cm(M) 
satisfying the Leibnit z identity, 
The manifold M equipped with such a structure is called a Poisson manifold. 
Let G be a Lie group with Lie algebra and g* the dual of 0. For f ,  g E Cm (g* , R), 
we set 
This gives a Poisson structure on g*, which was defined by S. Lie and F. A. Berezin. Each 
leaf of the 6"-foliation of g* associated with this Poisson structure is a coadjoint orbit of 
G. (See, e.g., [K2], [KO] and [So].) 
We will examine our holonomy groupoids of foliations of gf by coadjoint orbits of G for 
some Lie groups mentioned in A.Weinstein [We]. I t  is noted that the holonomy groupoid 
of the foliation outside singular leaves is a (non-Hausdorff) manifold. 
Let {Xi 115 i 5 n} be a basis of g with n = dim g and 21, . . . , 2, the linear functions 
corresponding to  these basis elements. 
EXAMPLE 3.1  : G = SO(3). One can take a basis {XI, X2 ,  X3) of the Lie algebra g = 
sc(3) such that Poisson brackets of z; are given by 
The manifold M is 543)" E R3. Leaves of V are coadjoint orbits of SO(3) in sc(3)* which 
are concentric spheres: 
The origin 0 = (0,0,O) E R3 is the only singular leaf which is obviously tractable and all 
holonomy maps are trivial. 
The holonomy groupoid G(V) of the foliation V is described as follows: The holonomy 
groupoid of the regular part of V is 
s2 x s2 x (a, \{o}) 
and hence G(D)  is the cone over S2 x S2, 
EXAMPLE 3.2: G = SL(2 ,  a). One can take a basis {X1,X2, X3} of the Lie algebra 
g = 542, R) such that Poisson brackets of z; are given by 
The manifold M is 542,R) '  E JR3. Leaves of 2) are coadjoint orbits of SL(2, R) in 
542, R)* which are the origin, one sheet hyperboloids, two sheet hyperboloids and circular 
cones: 
The origin 0 = (0,0,0) is the only singular leaf, which is obviously tractable, and all 
holonomy maps are trivial. 
The holonomy groupoid 6 ( D )  of the foliation V is described as follows: The holonomy 
groupoid of the regular part of V is the disjoint union with an appropriate topology, 
where B2 is the open 2-disk and R* = R*\{O}. The holonomy groupoid G(D) is the 
disjoint union with an appropriate topology, 
where * is the only element of G(D) obtained from the leaf 0. 
4. VARIOUS EXAMPLES 
First of all, we mention one more example of a generalized foliation with trivial holon- 
omy maps, which is not locally simple. 
EXAMPLE 4.1 : Let SAP,, be a circle in R': 
The set {SA,,, \ A ,  p E R) defines a generalized foliation '27 of R2 with Do = (0). D has the 
only singular leaf ( 0 ) .  
A foliation of a manifold M is locally simple by definition (see [El), if each point a: of M 
has an open neighborhood V such that for the fundamental system of open neighborhoods 
U of z in V,  the maps of the leaf spaces i? to the leaf space e of V, induced by inclusion 
maps, are homeomorphisms onto open sets of e. In our foliation D,  it is obvious that 
the origin 0 E R2 = M does not satisfy the condition of local simplicity. In fact, for any 
fundamental system of neighborhoods of 0 contains open sets U, V such that U $ V and 
the map 0 -+ ? is not injective. 
The holonomy groupoid G(DIR~\(ol)  of the regular part of D is diffeomorphic to  the 
manifold 
where S1 is the unit circle and q = ( 0 , l )  E S1. In the quotient space Q = (S2  x S1 x 
S1)/((S1 x S1 x {q)) U ({q) x {q) x S1)), we denote the point [{q} x f q )  x {q)] by *. Then 
G(D) is the disjoint union 
and * is the element represented by the point leaf {O}. 
Examples in Section 3 obtained from foliations of coadjoint orbits of Lie groups in 
the dual of its Lie algebra, have all trivial holonomy maps. However, some generalized 
foliations with nontrivial holonomy maps are constructed as follows: 
EXAMPLE 4.2: Let V be the same foliations of as in EXAMPLES 3.1 and 3.2. We 
cd 
define a Cm-diffeomorphism f : E t 3  -t3 by 
where e > 1. We identify points of R3 x (0) in EL3 x [O,1] to points of EL3 x (1) by the 
diffeomerphism 
Since f preserves the foliation D,  one obtains a foliation Vs on S = EL3 x S1 from D 
by taking a local product with the one leaf foliation of B. The identification image Fs of 
{0} x [O,1] is the only singular leaf of Ds . The asociated R3/V-bundle over Fs is flat and 
its holonomy group is Z which is again nontrivial. 
We define a homomorphism hs : rl(S1 x S1) --+ Z by 
Let K be the set of continuous curves y : [O,1] -, S1. For yl, y2 E K, we define a relation 
yl N 72 if we have 
and 
where 7;' is the inverse curve of yz , - r;l is the composition of curves and [yl - -y;'] is 
the homotopy class of yl - y,'. This relation is an equivalence relation and we denote the 
quotient space of K by l?S = K/ - which is diffeomorphic to  an open cylinder. 
Since Z is a group of diffe~mor~hisms of Et3 preserving the foliation Ds, it acts on 
the manifold G(DIRa\{ol) and hence 7rl(S1 x S1) E Z2 acts on G(Z)lR3\(Ol) through 
the homomorphism hs, the holonomy groupoid of the regular part DIS\Fs is the bundle 
associated with the standard covering map It2 + S1 x S1: 
The holonomy groupoid G(Ds) is of the form of disjoint union 
with an appropriate topology. 
A similar construction is made with the foliation D of EXAMPLE 4.1 and a holonomy 
groupoid of a locally nonsimple foliation is obtained. 
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On Hypersurface Simple # 3  Singularities 
Takashi Yonemura (& 1% ) 
Introduction 
In the theory of 2-dimensional singularities, simple elliptic 
singularities and cusp singularities are considered as the next most 
reasonable class of singularities after rational singularities. 
Cusp singularities appear on the Satake compactification of Hilbert 
modular surfaces, and have a loop of rational curves as the 
exceptional set of the minimal resolution. Simple elliptic 
singularities are investigated by K. Saito[ll] in detail. By 
definition, they have a non-singular elliptic curve as the 
exceptional set of the minimal resolution. Here we are interested 
especially in a hypersurface simple elliptic singularity (X,x). In 
this case, the defining equation of (X,x) is given by one of the 
z around x. followings in some coordinates zl, z2, 
The parameter A corresponds to the moduli of the elliptic curve 
E which appears as the exceptional set. 
l~his is a preliminary version. 
The purpose of this paper is to study similar properties for a 
simple K3 singularity which we regard as a natural generalization of 
a simple elliptic singularity in 3-dimensional case. 
The notion of a simple K3 singularity is defined by K. 
Watanabe[4] as a 3-dimensional Gorenstein purely elliptic 
singularity of (0,2)-type. (Note that a simple elliptic singularity 
is a 2-dimensional purely elliptic singularity of (0.1)-type.) 
S. Ishii[4] pointed out that simple K3 singularities are 
characterized as quasi-Gorenstein singularities whose exceptional set 
of any minimal resolution is a normal K3 surface. Let 
~ E F [ Z ~ , Z ~ , Z ~ . Z ~ I  be a polynomial which is non-degenerate with 
respect to its Newton boundary T(f) in the sence of [14], and whose 
zero locus X = {f=O} in F4 has an isolated singular point at the 
origin 0 E c4. Then the condition for (X.0) to be a simple K3 
singularity is given by a property of the Newton boundary r(f) of 
f (cf. Proposition 1.6.). M. Tomari[l2] showed that the minimal 
resolution 71: ( 2 , ~ )  ---4 (X.0) of a simple K3 singularity is also 
obtained from r(f) . In this paper, we classify non-degenerate 
hypersurface simple K3 singularities and study the singularities on 
the K3 surface E through the minimal resolution A .  
Now we will explain the content of each section. 
In 52, we classify non-degenerate hypersurface simple K3 
singularities into 95 classes in terms of the "weight" of f. 
In g3, we construct the minimal resolution n using the method 
of torus embeddings, and study the singularities on the weighted 
projective space P(p ,p ,p ,p ) for the next section. 1 2 3 4  
In 54, we prove that the singularities on the normal K3 surface 
E are determined by the "weight" of f , and show the relation 
between the rank of singularities on E and the number of 
"parameters" in f. 
Nota t  i o n  
We denote by RO (resp. R+ ) the set of all positive (resp. 
non-negative) real numbers. Similarly we define QO . Q+ , ZO , 
Z etc. + 
51 .  Preliminaries 
In this section, we recall some definitions and results from 
121,[41,1151 and [161.  
First we define the plurigenera 
'm 
( r n ~ l  ) for normal isolated 
singularities and define purely elliptic singularities. Let 
(X,x) be a normal isolated singularity in the n-dimensional 
analytic space X , and : ( ~ ( x )  a good resolution. In the 
following, if necessary, we assume that X is a sufficiently small 
Stein neighbourhood of x . 
Definition l.l(K. Watanaberl51). Let (X,x) be a normal 
isolated singularity. For any positive integer m , 
15 (X. x) : = dimcT (X-{x) . 0 ( m ~ )  /L~'~(x-{x} ) 
m 
where K is the canonical line bundle on X-{x} , and L~'~(X-{X} ) 
is the set of all L 'Irn-integrable holomorghic m-ple n-forms on 
X-1x1 . 
Then 6m is finite and does not depend on the choice of Stein 
neighbourhood X . 
Definition 1.2(K. WatanabeIl51). A singularity (X,x) is called 
purely elliptic if am=l for any r n ~ N  . 
When X is a 2-dimensional analytic space, purely elliptic 
singularities are quasi-Gorenstein, i.e., there exists a 
non-vanishing holomorphic 2-form on X-{x) [3]. But in higher 
dimensional case, purely elliptic singularities are not always 
quasi-Gorenstein. In the following, we assume that (X,x) is 
quasi-Gorenstein. Let E = VEi be the decomposition of the 
exceptional set E into irreducible components, and write 
8 
Kx = f KX+ C miEi - C m .E , where m. 20, m .>O . S. Ishii defined 
~ E I  JEJ j 1 3 
in [2] the essential part of the exceptional set E as EJ= Z m E 
jEJ j j '  
and showed that if (X,x) is purely elliptic, then m.=l for all 
J 
Definition 1.3(S. Ishii [Z]). A quasi-Gorenstein purely elliptic 
singularity (X,x) is of (0.i)-type if H"-'(E~.O~) consists of 
(0,i)-Hodge component i (EJ) . where 
Definition-Proposition 1.4(K. Watanabe-S. Ishii [4]). 
A 3-dimensional singularity (X,x) is a simple K3 singularity 
the following two equivalent conditions are satisfied: 
(1) (X,x) is Gorenstein purely elliptic of (0.2)-type. 
(2) (X,x) is quasi-Gorenstein and exceptional divisor E is a 
normal K3 surface for any minimal resolution 71: (%,E)+(x,~) 
Remark 1.5. A minimal resolution JK:(~,E)+(X.X) is a proper 
morphism with %-E - X-1x1 where % has only terminal singularities 
and KX is numerically effective with respect to n . 
Next we consider the case that (X,x) is a hypersurface 
singularity which is defined by a non-degenerate polynomial 
Y 
---,zn] , and x=OEC n+l f = Ca z ~ C [ z ~ , z ~  . Recall that the 
Y 
Newton boundary T(f) of f is the union of the compact faces of 
n+l) p + l  T+(f) , where T+(f) is the convex hull of V (y+RO in 
ayfO 
For any face A of T+(f) , set Y fA:= C ayz . We say f is 
YGA 
non-degenerate if, 
has no solution in (E*)"+' for any face A . When f is 
non-degenerate, the condition for (X,x) to be a purely elliptic 
singularity is given as follows. 
Theorem 1.6(K. Watanabe [16]). Let f be a non-degenerate 
n+l polynomial and X={f=O) has an isolated singularity at x = O ~ c  . 
(1) (X,x) is purely elliptic if and only if (l,l,---,l)~T(f). 
(2) Let n=3 and A0 be the face of T(f) which contains (l,l,l,l) 
in the relative interior of A0 , then (X,x) is simple K3 
singularity if and only if dim A =3. R 0 
So if f is non-degenerate and defines a simple K3 singularity, 
then f is quasi-homogeneous polynomial whose weight a is 
A. 
uniquely determined. In this case, we call a the weight of f 
4 4 and write a(f) . i-e., a=(al,a2,a3,a4)~(Q+ and deg CI (u):= 1 a . v . = l  
i=l 1 1  
for any v E A o  . In particular, (1.1.1.1) is always contained in 
A~ and S ai=l. 
i=l 
52. W e i g h t s  of  h y p e r s u r f a c e  s i m p l e  K3 s i n g n l a r i t i e s  
In this section, we calculate weights of hypersurface simple K3 
singularities defined by non-degenerate polynomials. 
4 Let W' :={a= (al, a2. a3 ,a4) EQ+ Ial+a2+a3+a4=1} and for an element 
4 
u of W' , set T(a):={v€Eola-v=l} and 
<T(u)>:={ C 4 t .VER ltv~Ro}. Then the set <T(a)> is a closed 
VET(~) V 
cone in El4 spanned by T(a) . 
Let W4:={a€~'I(1,1,1,1)EInt<T(a)>, alz a21 ag2 a4}. 
By Theorem 1.6., W4 is the set of weights of simple K3 
singularities. 
Proposition 2.1. # W, = 95 . 
Before proving this proposition, we give the complete list of 
weights acW4 and examples of f= ayzv which is 
y€T(Do 
quasi-homogeneous and {f=0}c~~ has a simple K3 singularity at the 
origin 04X4 . The polynomials f in Table 2.2. are chosen to 
satisfy the condition that av#O if and only if v is a extremal 
point of the convex hull of T(u) in IR4 , in particular T(f)=AO is 
the convex hull of T(a) - 
Table 2.2. 
I No. 1 weight a f I #T(a) 
1 1 1 1  I x4+y4+z4+w4 
1 1 1 1  1 x3+y4+z4+w6 1 35 
1 1  1 1  I x3+y3+z6+w6 
1 1 1  1 I x3+y3+Z4+w12 1 30 1 4 1 ( B P B v Z P B  ) 
1 1  1 1  1 5 1 ( H p T 9 T 9 T  ) I x2+y6+Z6+w6 
1 1 1  1 I x2+y5+z5+w10 1 39 
1 1 1 1  1 x2+y4+z8+w8 1 28 1 7 1 ( 3949393 ) 
1 1 1  1 
1 35 
1 8 1 ( 2,4,6,12 ) 
1 1 1  1 1 x2+y4+z5+wZ0 1 27 1 23 
1 1  1 1  
1 39 
1 l8 
1 1 1  1 1 X2+y3+z8+w24 1 30 1 13 1 ( 5'3vgva ) 1 x2+y3+z7+w42 1 27 1 24 I x3+y3z+y3w+z5-w5 
1 7 1 1  1 x3+y3w+z4+w18 I l2 1 16 1 ( 3 9 2 4 9 4 ' 8  ) 
3 3 5  5 5 6 
1 
I X +y +z +XW +yw +zw 
1 1  2 1 3 4  9 I x3+y3+xz3+yz +z w+w 
3 1 1 1  2 2 2 2 4+z4+w8 
1 23 
I X y+x z+x w +y 
2 2 6 3 4+w24 
1 24 
X Z+X W +y +z 
2 1 1 1  I X2y+X2z+X2W+y5+z5+W 5 
2 1 1  1 122 1 ( - - - - )  2 2 3 3 5 1 5  X z+x W +y +z -w 1 34 5'3'5'15 
5 1 1 1  
I 
5 1 1  1 
I x2z+x2w+y3+z9-w9 1 24 1 33 

3  3  2 2  3  3 2  6  
X +y w+y z +XZ +z w +w 
3 3  3 3 2  7 
X +y w+yz +z w -w 
2  2 3 3  4 1 0  
X y+x W +y w+z -w 
2  3 5 6  
X y+y z+z  +w 
2  4  3 4  6  
X y+y +XZ +z w+w 
2  2 4  2 3  4 1 6  
X z+x W +xy +y w+z +w 
2  2 5 3 4  21  
X z+x W +y +z w-w 
2  2 4  3 3 4 2  18  
X z+x W +y +yz +z  w +w 
2  4 4  7 
X z+y +z  w+w 
2  4 4  5 5 2 4  
X z+xw +y +yw +z  +z  w 
2  2 2  2  2 2  3  5  10 
X z+x W +xy +y z +y w+z +w 
2  2 3  6 8  
X z+xy +y w+z +w 
2  3 6  11 
X z+y +z  w+w 
2  2  2 3  3 7 7  
X Z + X  w+xy +y z+y w+z +w 
2 6 3  7 7  9 
X z+xw +y +yw +z  +zw 
2  3 5 6 2 1 0  
X z+y +yz +z  w +w 
P P P P  
4 ,  where We express a weight ct in W4 as or=( - - - - 
P 'P 'P ' P  
p , p i  are positive integers with g.c.d.(p p p p ) = 1. 1' 2' 3' 4 
Lemma 2.3. 
(1) For any i=1,2.3,4, one of the followings is satisfied: 
( b )  pil(p-pj) for some jfi. 
(2) g.c.d.(p.,p.,p ) = 1 for all distinct i,j,k. 
1 J k  
(3) Let aij:=g.c.d.(pi.p.) (i#j), then a lp 
J ij 
(4) If P ~ ~ P  and pi1(p-pj) . then aij= pi , aik= aiC= 1. Where 
we set {i.j,k.C) = {1,2,3,4). 
Proof. 
(1) See Table 2.2. 
(2) Since g.c.d.(pl,p ,p ,p )=I, if g.c.d.(ai.a ,ak)=d>l, then 2 3 4  j 
g.c.d.(a d)=l, g.c.d.(p.d)=l. Thus for every vET(a), ve21 and C ' 
this contradicts to the condition (l.l,l,l)EInt<T(a)>. 
(3) If pilp or pil (p-pj) , then the assertion is clear. Thus by 
(1). we may consider the case pil(p-pk) . Then piI(p +pC) and j 
hence, we have a =1 by (2). ij 
(4) From the condition pil(p-pj) , we have pil(pk+pC), and hence 
aik' aiC' 1 by (2). The other assertion aij' follows from 
the fact pilpj . 
Q . E . D .  
Proof of Proposition 2.1. 
Let a=(ul,a2,a3,a4) be a weight in W4, and let Ho be the 
hyperplane in R~ which contains T(a). We denote by 8 the point 
1,1,1,1 in T(a). 
First, we explain the outline of the proof. By definition, 
there exist v,j~ET(a) with vlt 2, p22 2. Let H be the plane in 
Ho through 8,v, and p .  Then by definition again, there exists a 
point XET(~) not contained in H. Conversely, for fixed v,p, and 
X ,  we can calculate the weight a Thus we may classify all the 
possible triples of points {y,p,x} as above and check the condition 
&~Int<T(a)>. We proceed in 4 steps. 
Step 1. We classify points Y in T(a) with vlr 2. Since 
I a 2 - , we have 2 < vl< 4 .  1 4  
Case 1. vl= 3 or 4. 
Since 3a +a 21 (j=1,2,3,4), only possible cases are 
1 j 
1 
~=(3,0,0,0), al= 5 . 
Case 3. Y = 2 and v2# 0. 1 
Since %a + a + a.21 (j=2,3.4), we have 
1 2 J  
1 1  1 1  
~=(2,2,0,0),(2,l,l,O). a=( 4,4,4,4 ) 0' 
v=(2,1,0,1), cx = a = a or 1 2  3 
Y=(2,1,0,0), %a1+ u2=1. 
Case 4. Y = 2, Y = 0 and v3f 0. 1 2 
Since %al + a + a.21 (j=3,4), 
v=(2,0.2,0), al= a a = a or 2' 3 4 
v=(2,0.1,1), al= a or 2 
~=(2,0,1,0), 2al+ a3=l. 
Case 5. v=(2,0,0,n), 2 9 +  nu. =1 (n20). 4 
So if aEW4 , then a satisfies one of the following conditions: 
(A) crl= rx2 (i.e., v(2,O,l,l)ET(a)). 
I ( B )  crl= (i.e., v(3,0,0,0)€T(a)). 
(C) 2al+ a2=1 (i.e., v(Z,l,O,O)€T(a)). 
( D l  2al+ a3=l (i-e.. v(2,0,1,O)~T(a))- 
( E )  2al+ na =1 (i.e., v(2,0,0,n)€T(a)), (n2O). 4 
Step 2 and 3. Next we classify points p€T(a) with p22 2 and 
determine weights by searching another point x . 
Step 2 of the case (A) al= a2 ( i . e . ,  v(2,0,1,1)ET(a)). 
There exists pET(a) such that 0 and 2dp2L4. If p =2 , 2 
then v,pP6~{x1+x2=2), so we may assume 31p2. 
(A-1) Assume that p2=4. 
Then a = a = 1 1 1 1 1 )  1 2 4  and a = ( - - - -  4'4'4'4 ' 
(A-2) Assume that p2=3. 
Since 3a2+ a.21 (j=3,4), we have 
J 
p=(0,3,1,0) and a=(- 1 1 1 1 )  - - - or 4'4'4'4 
p=(0,3,0,1) or 
p=(0,3.0,0). 
Step 3 of the case (A). If p=(0,3,0,1), then al= %= a3 and 
v,fl,&~{x =I). SO there exists (n.O,0,0)~T(a) with nr4. Thus n=4 4 
1 1 1 1 )  
and a = ( - - - -  4'4'4'4 ' If p=(0,3,0,0), then a = a = a + a and 1 2 3 4  
v.fl,bEIX =x4). SO there exists (O,O,rn,n)~T(a) with m > n .  Since 3 
(0,0,3,3)~T(a), we have 
1 1 1 1  
a = a  and a = ( - - - -  or 3 4 3'3'6'6 
1 1 1  2 2a = 3a and a=(- - - -) or 3 4 3'3'5'15 
a = 2a4 1 1 2 1  3 and a -  - - - )  or 3'3'9'9 
1 1 1  1) 
a3= 3a and a=(- - - -  4 3'3'4'12 ' 
I Step 2 of the case ( B )  ul= (i.e.. v(3,0,0,0)ET(a)). 
Since a + a + a = 1 , we have S a2i , so there exists 2 3 4 3  9 
fiET(C0 such that 2<fi254. 
(B-1) Assume fi2= 4. 
3 Since 1= - (  a 2+ a3+ a4 ) 4a2+ ;a4 , 
(B-i) 1 fl=(0,4,0,0) and a = - 1 a = -  1 3 '  2 4 '  
(B-2) Assume fi = 3. 2 
3 Since 1= - (  a + a3+ a4) I 3 a  + 3 2 2 2 za4 ' 
(B-ii) 1 2 2 2  or p=(1,3,0.0) and a=(- - - - )  3'9'9'9 
(B-iii) = 0 3 1 , 0  and 3a2+ a3= 1 or 
(B-iv) ~=(0,3,0,1) and 3a2+ a4= 1 or 
(B-v) I y=(0,3,0,0) and a = a = - 1 2 3 '  
(B-3) Assume p2= 2. 
3 Since 1= - (  a + a3+ a4) I 2a2+ a + and i a + 2a21 1 , 2 2 3 za4 9 1 
2, (This is the case (B-ii).) p=(1,2,1,0) and a=(- - - - 3 ' 9 ' 9 ' 9 
(B-vi) p=(1,201) and a = a or 2 3 
p=(1,2,0,0) and a = a = (This is the case (B-v) . )  or 1 2 3  
(B-vii) p=(0,2,2 0) and a + a = or 2 3 2  
I 
=(0,2,11) and a = a = - (This is the case (B-v).) or 1 2 3  
(B-viii) y=(0,2,0,n) and 2a2+ na4= 1 (nr2). 
Step 3 of the case (B). We study the above 8 cases in more detail. 
1 1 Case (B-i). Assume al= 3 . a2= 4 , u=(3,0,0,0) and p=(0.4,0,0). 
5 1 5 Then a = - -  a and - a - If x€T(a), then 3 12 4 6 4 24 
and since v9p,8~{-x3+x4= 01, there exists A€T(a) with - A ~ + A ~ <  0. 
For this A, we have 
1 5 5 1 1 1 $ + - l + - X + - A  < l I - X + - X + - A + A A  3 1  4 2  2 4 3  2 4 4  3 1  4 2  4 3  6 4 '  and thus 
X = ( 0 , 0 , 4 , 0 ~ , ( 0 , 1 , 3 , 0 ~ , ~ 0 , 2 , 2 , 0 ~ , ~ 1 , 0 , 3 , 0 ~ . ~ ~ ' ~ ' ~ ' ~ ~ ' ~ 1 ' ~ ' ~ . ~ ~ ,  
Similarly, from the cases (B-iii);--,(B-vii), we obtain the following 
weights. 
Case (B-iii). 1 4 1 1  1 1 1 1  1 7 2  5 a=(,,,,,,,,),(-,-,-,-),(-,- 3 4 4 6  327'5'~). 
Case (B-iv). 1 4 1 1  1 7 1 1  1 2  5 1  1 5 2 1  a=(----) 3,15V5,5 9 ( - - - - )  3'24,498 9 ( - - -  39792197)9(-7-9-9-)- 3 1 8 9 6  
Case (B-v). 1 1 2 1  1 1 1  1 1 1 1 1  1 1 1 1 )  ( - - - - I  ( - - - - )  a=(----) ( -  3'3'6'6 ' 3'3'5'15 ' 3'3'9'9 ' 3'3'4'12 ' 
Case (B-vi). 1 1 1 1  1 2 2 2  a=(-- 3'4'4'6 - - -),(~,5,s,s). 
case (B-vii). 1 1 1 1  1 1 1 1  1 5 2 1  a=(- 394,496 - - -) P (- 3*5,8,8)*(- 3918p59$  a 
1 Case (B-viii). Assume a = - 2a2+na4= 1 (n22), ~=(3,0,0,0), 1 3 '  
1 1 1  1 1  
~=(0,2,0,n). If n=2, then a +a = - and a=(:j,,.~,~). 2 4 2  So we 
1 n 1 n-2 
consider the case n>2. By a = - - - *  and a = - + -  2 2 2 4  3 6 2 4' we 
have 
for any xET(a). 
n n-2 Since &,v,ME{- -x - x + x = O), there exists xET(a) with 2 2  2 3 4 
1 By the condition al= - , we may assume 1 But in this case, 
x2 is greater than 1, and the case(B-viii) is reduced to the cases 
Step 2 of the case (C) 2 5 + 5 =  1 (i.e., v(2,1,0,0)~T(a)). 
There exists  MET(^) such that ~ ~ 2 2 .  Since a +2a3+2a = 1, 2 4 
1 
we have - < a2 5 and 2 & M~ < 5. As in the Step 2 of the case (B), 
we have the following cases. 
(C-i) ~=(0,5,0.0),(0,4,1,0) etc, and a=(- 2 1 1 1 )  - - - 5'5'5'5 - 
(C-ii) 3 1 p=(0,4,0,0) and al= 8 , a = -. 2 4 
(C-iii) u=(0,3,0,2),(1,2,0,1),(0,2,1,2) and a =a or 2 3 
(C-iv) ~=(0,3,1,0) and 3a2+a3= 1 or 
(C-V) u=(0,3,0,1) and 3a2+u4= 1 or 
(C-vi) 1 ~=(0,3,0,0),(1,2,0,0),(0,2,1,1) and a =a = - . 1 2  3 
(C-vii) I u=(0,2,2,0) and a +a = - or 2 3 2  
(C-viii) u=(O,Z,O,n) and 2a2+na4= 1. 
Step 3 of the case (C). Next, we determine weights a for the 
above 8 cases. By the same calculation stated in the case (B-i), 
we have the following weights a from the cases (C-ii);--,(C-vii). 
Case (C-ii). 3 1 1  7 3 1  5 1  3 1 1 1  3 1  3 3 ~ = ( E ~ ~ p ~ ~ ~ ) ~ ( ~ 7 ~ ~ ~ ~ ~ ) * ( ~ v ~ 9 ~ ~ ~ ) ~ ( ~ 9 ~ v ~ v ~ ) -  
Case (C-iii). 2 1 1 1  3 1 1 1  a=(g,~,g,5). (g,z,;i.s). 
Case (C-iv). 11 4 1 1  a=(-- - 7 5 4 3 3 1 1 1  4 3 2 2  30'15'5'g)'(~.~'~.19)'(g'4'4'g)'(- -- 11rll~ll~ii)- 
Case (C-v). 9 7 1  4 a=(- - 5 2  3 1  7 3 1  1 25925959~)9(np79~97)9 (- 20'10'4'10) - ' 
4 3 2 2  (- 119119119~)9(-'- - 6 5 4 2  - 17 17'17'11). 
Case(C-vi). This case is already appeared in the case (B). 
Case (C-vii). 1 1  1 1  a=(- - - 7 3 1  3 5 2  3 1  3 1 1 1  3r3,6~~),(E9~p59m)9(~97v~v7)9(-~-,-p-)- 8 4 4 8  
Case(C-viii). Assume 2al+a2= 1 , 2u2+naq= 1 (1122). v=(2.1,0,0). 
1 
2 4 2  "'), s owe and ~=(0,2,0,n). If n=2, then a +a = - and a=(- - - - 3'3'6'6 
1 n 
consider the case n>2. Since al= 4 1 1  + -p4 , a2= 5 - --a 2 4 '  
1 n-4 
cx3= q + -a for any *ET(a) 4 4 '  
n n n-4 
4 1 A + 0), there exists ,x~T(a) with Since 6 ,  V. pE{-A - p2+ 4
nx -2nx2+(n-4)x3+4x4 < 0 ..... 1 (a) - 
BY the assumption, we have 2al= %+ "a4 9 so we may assume x1< 1. 
But in this case, one can easily check that there are no AET(~) 
2 1 1 1  1 1 2 1  
with rZ%l. or ~=(~,5,5,~),(~,~,~,9). Thus  case(C-viii) is 
reduced to the cases (C-i),...,(C-vii) . 
Step 2 of the case (D) 2al+a3= 1 (i.e.. Y(2,0,1,O)~T(a))- 
There exists flET(a) such that f1222. Since 2a2+a3+2aqZ 1 
1 1 1 
and al< 3 , we have - 5 a2 5 5 and 2 < p2 9 5. We may assume 5 
f l I=  0 for a = a + a 1 2 4 -  Then only posibilities are the following 
10 cases. 
( D - 1 )  2 1 1 1  ~=(0,5.0.0).(0,4,1,0) etc, and a=(g,g,g9s). 
(D-ii) 1 ~=(0.4,0,0) and a = - 2 4 '  
(D-iii) fi=(0.3,0,2) and a2= a or 3 
(D-iv) ~=(0,3,1,0) and 3a2+ u3= 1 or 
(D-v) 0=(0.3,0,1) and 3a2+ a4= 1 or 
(D-vi) I ~=(0,3,0,0) and a2= . 
(D-vii) ~=(0,2,3,0),(0.2,2,1),(0,2,0,3) and a = a or 3 4 
(D-viii) y=(0,2,1,2) (This y is always in T(a).) or 
(D-ix) fi=(0,2,2,0),(0,2.0,4) and u = 2a or 3 4 
(D-X) y=(0,2,0,n) (n23) and 2a2+na4= 1. 
Step 3 of the case (D). Each cases are investigated more precisely 
in the followings. From the cases (D-ii);.-,(D-vi), we obtain the 
following weights. 
Case(D-iii). Assume 2a +a = 1 , a =a 1 3  2 . 3 '  v=(2,0,1.0), and 
fi=(0,3,0,2). Then (2,1,0,0) is contained in T(a), and this case 
is considered in (C). 
Case (D-iv). 3 2 1 1  5 5 1 5  1 2 8 5 4  a=(- 7.7~79~ - - -) 9 (- 12918'8',76)9( - - - 9 3 2 3  29 ' 29 ' 29 '29) ' (~'11'11'~) ' 
2 4 1  2 3 1 1 1  9 6 5 3  (5,Ev~,E)9(g9~,~,g),(-.-,-,-). 23 23 23 23 
Case (D-v). 3 2 1 1  5 7 1 1  7 5 3 2  2 3 1 1  ( - - ) (- - - -) (- - - -) (- - 7'7'7'7 ' 12'24'6'8 ' 17'17'17'17 ' 5'10'5'10)' 
5 4 3 1  3 5 1 1  ( - - - - )  ( - - - - )  
13'13'13'13 ' 8'16'4'16 ' 
Case (D-vi). 4 1 1 1  2 1 1 1  5 1 7 1  5 4 1 3 1  2 1 a=(-- ) ( - - - - )  ( - - - - )  (- 9 9 3 ' ~ * n  48'3'8'48 39'3'39'39 30*3*i3910)9 
3 1 1  2 5 1 1  1 1 4 1  5 1 2 1 1  1 (Tp39~.B) ( E , ~ , ~ . ~ ) ' ( - ' - ' - ' - ) '  33 3 33 11 (5,3.5,7-5) ' 
1 1 1  5 2 7 1 2  1 8 1  5 1 3 1 1  1 ( - - - - )  ( - - - - )  ( - - - - )  (- 
27'3'27'27 ' 18'3'8'18 ' 21'3'21'21 ' 8'3'4'24). 
Case(D-vii) and Case(D-ix) will be studied in Case(D-x), for they 
are the special cases of Case(D-x). 
Case(D-viii). Since 6.v,pE{x1+3x2-2x -2x = 0)= H, 3 4 
and {(2,0,1,0),(1,1.1,1),(0,2,1,2)) c H n T(a), there exists xeT(a) 
such that x=(2,1,0,0) or ~ ~ 2 2 ,  xfp. 
Case (D-x). Assume 2al+a3= 1 , 2a2+na4= 1 (n23) , v=(2,0,1,0), and 
1 n-2 y=(0,2,0,n). Then a = - - 4 1 n 1 2  a = - - p4 .a3=(n-2)aq , and 2 4 '  2 2 
for any xeT(a) 
n-2 n Since 6,v,p~{- x - -x +(n-2)x +x 0)= H, there exists x~T(a) 2 1 2 2  3 4= 
with 
2(n-2)13+ 2x4 < (n-2)x1+ nX2 . 
Then, H n T(a) = ~(2,0,0,n-2),(2,0,1,0),(1,1,0,n-l),(l,l.l,l~. 
Then. H n T(a) = ~(2,0.0.n-2),(2.0.1,0~,~1,1,0,n-1),~1,1~1~l~, 
(0,2,0,n),(0,2,1,2),-- 
and thus ~=(2,0,1,0) or x2>2. So the cases (D-vii),(D-ix),(D-x) 
are reduced to the cases (D-i),... , (D-vi) . 
(E) 2al+ nct - 1 (n20). (i-e., v(2.O.O.n)~T(a).) 4- 
(E-0) First we consider the case n=O. 
1 Step 2 of the case (E-0). Since a =a +a +a = - , there exists 1 2 3 4 2  
p ~ ~ ( a )  with pl=O, 3sp216. Thus we have the following cases. 
(E-0-i) 1 1 1 1  IJ-=(0,0,6,0),(0,5,1,0) etc, and a=(- 2'6'6'6 - - - ) -  
(E-0-iii) p=(0,4,0,2),(0,3,1,2) and a = a or 2 3 
(E-0-iv) ~=(0,4,1,0) and 4a2+a3= 1 or 
(E-0-v) p=(0,4,0,1) and 4a2+a4= 1 or 
1 (E-0-vi) ~=(0,4,0,0),(0,3,1,1) and a = - 2 4 '  
(E-0-vii) p=(0,3,2,0) and a2= 2a or  4 
(E-0-viii) ~=(0,3,1,0) and 3a2+a3= 1 or  
1 (E-0-ix) ~=(0,3,0.0) and a = - or  2 3 
(E-0-x) p=(0,3,0,n) (rill) and 3a2+ nu4= 1. 
Step 3 of the case (E-0). We study the above 10 cases in more 
detail. From the cases (E-0-ii);.-,(E-0-ix). we obtain the 
following weights. 
Case(E-0-vii). 1 1 1 1  1 5 1  5 1 4  5 2 1 3  2 3 a=(----) (-- --) (-- --) (-- -2'4'8'8 2'21'7'42 2'17'34'17 ' 2'13'13'~)' 
1 2 1 1  1 1 1  1 1 3 5 3 ( - - - - )  ( - - - - )  ( - - - - )  
2'9'6'9 ' 2'5'5'10 ' 2'14'28'28 ' 
1 3 1 1  1 8 1 4  1 1 3 5 1  1 5 2 3  Case(E-0-viii). a=(- - - -) (- - - -1 (- - - -1 (- - - -1 2'10'10'10 ' 2'27'9'54 ' 2'44'44'11 ' 2'17'17'34 ' 
1 7 1 1  1 2 1  1 1 1 1  5 3 1 3  2 1 (I.~,~,12).(29~,~,14),(2.~,~,~),(-,-,-.-). 2 11 11 22 
1 5 1 1  -1 ( - - - - )  1 7 5 1  ( - - - - )  1 4 1 1  
(5'18'6'18 ' 2'26'26'26 ' 2'15'5'30 ' 
Case(E-0-ix). 1 1 1 1  1 1 1  5 1 1  5 2 1 1  2 1 a=(~.~.B.E)'(- - - -1 (- - - -1 (- - - -1 2'3'11'66 ' 2'3'54'27 ' 2'3'21'14 ' 
1 1 1 1  1 1 1 1  1 1  5 1 1 1 1 1  ( - - - - )  ( - - - - )  ( - - - - )  ( - - - - )  
2'3'10'15 ' 2'3'9'18 ' 2'3'48'16 ' 2'3'8'24 ' 
1 1  ) 5 1 ( - - - - )  1 1  2 1 ( - - - - )  1 1  5 1 ( - - - - )  1 1 1  1 
(1'3'42'21 ' 2'3'15'30 ' 2'3'36'36 ' 2'3'7'42 . 
1 Case(E-0-x). Assume 
al= 2 , 3a +na = 1 , v=(2.0.0.0), and 2 4 
1 n 
~=(0,3,0,n). Then a = - - --a 1 n-3 2 3 3 4 q a 3 = 6 + "  3 4 , and for any 
x€T(a), 
1 1 1 n n-3 
-A +-1 +-I +(--I +-I +I )a = 1. 2 1  3 2  6 3  3 2  3 3 4 4  
First, assume n=l. Then we have 
n n-3 Next,we assume n22. Let H = { -  -x x +x = 0). 3 1 + 3 2  4 
Since S,Y,MEH, and (0,3.0,n),(O92,2,2)EH f3 {x1= 0). there exists 
xET(a) with (n-3)13+314< nx2. ~ ~ 2 3 ,  and thus Case(E-0-x) (n22) 
is reduced to the cases (E-0-i),---(E-0-ix). 
(E-1) Next, we assume n=l. 
Step 2 of the case (E-1). Since 2a2+2a3+2a4= 1, there exists 
pET(a) with 2<u2<5. The possibilities are the 9 cases below. 
(E-1-i) 2 1 1 1 )  p=(0,0,5,0),(0,4,1,0) etc, and a=(- - - - 5'5'5'5 ' 
( E - 1 -  ~=(0,4,0,1),(0,3,1,1),(1,2,0,1) and a = a or 2 3 
1 
- 1  p=(0,4,0,0) and a = - . 2 4 
E - 1 -  y=(0,3,1,0),(1,2,0,0) and 3a2+ a3= 1 or 
(E-1-v) p=(0,3,0,n) (n2O) and 3a2+ na4= 1 or 
E - 1  ~=(0.2,3,0) and a = a or 3 4 
E - 1 - v  p=(0,2,2,1) (This p is always in T(a).) or 
(E-1-viii) fl=(0,2,l,n) (nr2) and 2a + a + na = 1 or 2 3 4 
( E - 1 -  p=(0,2,0,n) (mr3) and 2 3 +  nu4= 1 -  
Step 3 of the case (E-1). We will study the above 9 cases in more 
detail. 
Case(E-1-ii). Assume 2al+a4= 1 , a = a 2 3 '  u=(2,0,0,1), and 
1 1  p=(0,4,0,1). Then a = - - --a 1 1  a = a = - - - , - J  1 1 2  2 4 '  2 3 4 4 4 '  0 < a* 5 -, 5 
and for any xET(a), 
1 1 1 Since &,u,pE{- -A - -A - -A +A = 0)= 1-1, there exists AET(~) with 2 1  4 2  4 3  4 
But one can easily check that H n T(a) c {x4=1), and thus 
Case(E-1-iii). By the same procedure as in the case (B-i), we have 
Case(E-1-iv). Similarly, 
3 2 1 1  4 5 1 1  5 3 2 1  
a=(----) 7 9 7 9 7 9 7  9 ( - - - - )  99189699 9 ( - - -  l1911,119fl)9(-- 7 4 1  - -1'  115'15'5'15 
Case(E-1-v). Assume 212 +a = 1 , 3a2+na4= 1 , v=(2,0,0,1), and 1 4  
1 1  
~=(0,3,0,n). Then a = - - -a 1 n a = - - - c I  1 2n-3 1 2  2 4 '  2 3 3 4 ~ ~ = - + -  3 6 6 '4 ' 
and for any kET(a), 
1 n Since &,v'DE{- -1 - -1 2n-3 2 1  3 2 + -  k +A = 01, there exists x€T(a) with 6 3 4  
First, we consider the case n=O. Then we have 
Next, assume n=l. Then H n T(a) c{x4= 11, and thus 
And if nr2, then one can find xET(a) such that x222 and 
~f(0,3,0,n),(0,2,0,m) (m23),(0,2,2,1), and this case is reduced to 
the cases (E-1-i);.. ,(E-1-iv). 
Case(E-1-vi). In this case, the point (2,0,1,0) is in T(a), so we 
already considered this case in ( D ) .  
Case(E-1-vii). In this case, one can easily check that there exists 
another w~T(a) with ~ ~ 2 2 .  
Case(E-1-viii). Assume 2a1+a4= 1 , 2a2+a3+na4= 1 (nr2) . Then 
a =(n-l)a4 and (0,2,0,2n-l)ET(a), so this case is reduced to the 3 
next case (E-1-ix). 
Case(E-1-ix). Assume 2a +a = 1 , 2a2+na = 1 (n13). 1 4  4 
1 1  1 n n-l Then a = - - -a a = - - *  ,and a=---* 1 2  2 4 '  2 2 2 4  3 2 4 '  
1 n n-1 Let H = { -  -x - -x + x + x =  0). Then 6,v,bEH and 2 1  2 2  2 3 4 
H n T(a) n {xl= 0) c{x2= 2) , H n T(a) n {xl= 1) c{x2= 1). 
1 n n-1 Thus, if x~{- -x - -x + -x +x < 0) n T(a), then x222, and hence 2 1  2 2  2 3 4 
this case is reduced to the cases (E-1-i);..,(E-1-v). 
(E-2) Let n22. 
Step 2 of the case (E-2). There exists u€T(a) such that u1>u4. 
(This condition for is different from the above cases.) 
By cases ( A ) ; . . , ( D ) ,  we may assume that = 1 and fl = 0. 4 
(E-2-i) fl=(1,3,0,0),(1,2,1,0) and a =a =a 2 3 4' 
2 - i  =(1,1,2,0) and a =a 3 4- 
(E-2-iii) fi=(1,2,0,0) and a +2a = 1. 1 2  
(E-2-iv) y=(l,O,m,O) (m23) and a +ma = 1. 1 3  
Step 3 of the case (E-2). We determine weights for the above 4 
cases. 
Case(E-2-i) and (E-2-ii). In these cases, (2,0,n,O)~T(a). 
Then n=2, and a =a 1 2' This is the case (A). 
Case(E-2-iii). Assume 2al+na4= 1 (n22) , a +2a = 1 , u=(2,0,0,n), 1 2  
1 n 1 n 
and ~~=(1,2,0,0). Then al= 3 - p4 , ct = - + 1 n-4 2  4 4 4 ' c t = - + "  3 4 4 4 '  
and for any XET(~). 
1 1 1 n n n-4 
-1 + -X + -X + ( -  -1 + -A + -A +A )a = 1. 2 1  4 2  4 3  2 1  4 2  4 3 4 4 
n n n-4 Since 8,v,uE{- -x + -x + -x +x = 0)= H, there exists xET(a) with 2 1  4 2  4 3 4 
If n=2, then {(0,2.2.0),(0,1,3,1),(0,0,4,2)1 = H n T(a) n {xl= 01 
and {(1,2,0,0).(1,1,1.1),(1,0,2,2)~ = H n T(a) n {xl= 1). So if 
r141, then a =a or a = Z a  , and thus 3 4 3 4 
If n23, then . H  n T(a) n {xl=O) = {(1.0,4.1)) or @ ,  and 
{(l.2,0.0),(l,l,l,l),(l,0,2,2~1= H n T(a) n {xl=l). So ~ ~ 2 2 .  and 
this case is reduced to the cases ( A ) ; - * . ( D ) .  
Case(E-2-iv). Assume 2al+na4= 1 (n22) , al+mu = 1 (m23) , 
3 
1 n v=(2,0,0,n), and fi=(l,O,m,O). Then a = - - --a 1 2  2 4 '  
m-1 + mn-n-2m a = -  1 n 
2 2m 2m a q , a = - + u  3 2m 2m 4 , and for any x~T(a) 
n mn-n-2m Since S,v,fif{- T X~+ n 2m x + -x +x =O)= H, there exists XET(~) 2 2 m 3  4 
with 
(mn-n-2m)r +nr +2mx4 2 3 < mnXl . 
We can assume that {u)=T(a)n{x222} , if not, this case is reduced to 
the cases ( A ) ; . . , ( D ) .  In particular, we obtain a > a4. But then. 3 
one can easily check that A = 1 , k3= 0 , and k22 2. Hence 1 
~=(1,2,0,0) and this case is reduced to the case (E-2-iii). 
Step 4. In conclusion, we check the condition (l.l,l,l)fInt<T(a)> 
for a's obtained by the calculation in (A); -.,(E), and we obtain 
95 weights listed in Table 2. 2. 
Q.E .D .  
Remark 2.4. The set of weights W4 coinsides with the set A; 
in M. Reid[lOl, while the inclusion A' c W4 is clear. For the 4 
list of ~q , see [I]. 
5 3 .  Minimal resolution 
Here we study the minimal resolution of a hypersurface simple K3 
singularity (X,x) which is defined by a non-degenerate polynomial 
f. The next theorem was proved by M. Tomari[l2],[13] in terms of 
the filtered rings without the assumption that f is non-degenerate. 
Theorem 3.1(M. Tomari[l2],[13]). Let (X,x) be as above (here, 
p1 P2 P3 P4 
we assume that f is non-degenerate with ct(f)=(-,-,- ,-I ) .  
P P P P  
If : E x is the filtered blow-up with weight 
(p ,p ,p ,p ) , then K is a minimal resolution of (X,x). 1 2 3 4  
Moreover, if f is semi quasi-homogeneous, i.e., {f = 0) has 
A0 
the isolated singularity (which is also simple K3 singularity) at the 
origin O E C ~ ,  then n is the only minimal resolution for (X,x) . 
To investigate the above filtered blow-up 71, we begin with the 
filtered blow-up of c4 at the origin O E F ~ .  Let ~ = ( P ~ , P ~ , P ~ . P ~ )  
be the 4-ple of positive integers with g.c.d.(p.,p.,p ) =  1 for all 
1 J k  
distinct i, j k .  Then the filtered blow-up of c4 with weight p, 
n: (v ,F )  (c4,0) , 
is constructed as follows by using the method of torus embeddings. 
First we introduce the notations (c.f. [ 6 ] ,  [ 8 ] ) .  Let N : = z ~  and 
M:=Hom (N,Z) be the dual Z-module of N. A subset a of N =N@ IR Z IR Z 
is called a cone if there exists nl,---,nsEN such that a is 
S 
written by a = { 2 t.n.lti~Ro}, in this case, we write a=<n - - a  
1 1  1 ' , ns> i=1 
and call nl;-- 
'"s 
the generators of a. For a cone a in NIR ' 
v 
we define the dual cone of u by a = {mEM Im(u)20 for any UEU), and IR 
associate a normal variety Xa with the cone a: 
m 
where @[~n81 is a @-algebra generated by e (rncMn8). 
Remark 3.2. In this paper, we assume that the generators 
n 1 ' 'ns of a cone a consist of primitive elements of N, i-e., 
each n satisfies niR n N = n i Z  We define a determinant of a i 
cone a, det a , by the greatest common divisor of all (s,s) minors of 
the matrix (nij), where n.=(n - - -  1 i19 n 4  (c.f.[gI.) 
Let a c NR=LR4 be the first quadrant of IR4, i-e., 
u=<e1,e2,e3,e4> where e =(l,O,O,O),-..,e4=(0,0,0,1). We divide the 1 
cone a into 4 cones by adding the point p=(p1,PZ.P3.P4) in 0. 
By the inclusions u.c a , natural morphisms 
1 
are obtained. Let V be the union of Vi(i=l.2,3.4) which is 
glued along the images of 
mi. Then we have a morphism 
4 
and one can easily check that V - 0 - 0  and fl(0) 
is the weighted projective space P(p1,p2,p3,p4). We set 
Remark 3.3. The normal variety V is a torus embedding 
associated to the fan rQ(f) which is called the dual Newton 
boundary of f in [ S ]  , and denoted by V = TNemb(rs(f) ) . (See [ 6 1 ,  
The filtered blow-up of (X,x) is obtained by means of the above 
P P P P  
morphism T l .  Write a(f)=(--,p,- as in 51 and construct 
P' P 
n for the weight p=(p1,p2,p3,p4) Let 2 be the proper transform 
-1 
of X by n, and set n = nl- E = n (0). Then n:(X,E) -+ (X,x) X ' 
is the filtered blow-up with weight p .  
Next we study the structure of V for a general weight 
P=(P,.P,.P,.P,) with g.c.d.(p.,p.,p ) =  1 for all distinct i,j,k. 
1 .J k 
-(pj/a. . )  (pi/aij) 
Let a = g.c.d.(pi,p.) and set lJ ., i j 'ij= 'i j . We J 
can take zi,zij,zik,zil as a parameter system on Vi . 
, , 
If we use the base {e.,ek,e;} of N,= ~orn(~,,Z) such that 
J 
, , 
es(mt)=8s,t, then by this coordinate, rij is written by 
r i j = <(O,l,O),(O.O.l),(aij,~k,PC)>- 
(2) We have {zij= O} in Ui 1 
So the assertion is obvious. 
P1 Corollary 3.5. If (- - - -) G W 4 * then P *  P* P *  P 
3 (1) specc[Tijn Z 1 has a terminal singularity at worst, and 
3 (2) If pi 1 (p-pj) , then ~pec@[X. .n Z 1 has a terminal singularity 
1 3  
at worst. 
The above corollary follows directly from Lemma 3.6. below. 
First we recall the notion of cyclic quotient singularities for the 
case of dimension 3. Let < be a primitive n-th root of unity 1, 
and let p,q be integers with g.c.d.(n.p,q)= 1. We define a 
equivalent relation on C3 by (x1,x2, x ) - ( E X ~ , < ~ X ~ , E ~ ~ ~ ) .  Then 
3 X=@ /- is expressed in terms of torus embeddings as 
3 X = specC[; n Z I ,  where IT = <(n,-p,-q) , (O,l,O) ,(0,0,1)>. 
In particular, X has an isolated singularity if and only if 
g.c.d.(n,p)=g.c.d.(n,q)= 1. 
Lemma 3.6(Terminal lemma[5],[7]). In the above situation, X 
has a terminal singularity if and only if X has an isolated 
singularity and one of the following conditions are satisfied; 
(1) -p I (mod n) or 
(2) -q 1 (mod n) or 
(3) p+q 0 (mod n). 
Next, we prepare some facts about the weighted projective space 
P(p1.p2,p3,p4). Let ai be an integer defined by p.=aiaijaikaiL. 1 
Proposition 3.7. 
(1) There exist a cone u in lR2 with det(uij)= aij such that i j 
2 
moreover, ~ p e c ~ [ $ ~ ~ n  Z I has an Aa singularity if and only 
ij 
(2) Let D.= F - U i Then the followings are equivalent to each 1 
other. 
(a) Di- D has a singularity of type A. j 
( b )  Di- Dj has an Aa.a singularity, 
J ij 
In particular, if P1 P2 P3 -) E W4 and pjl(p - pi), then '~'p'p' 
Proposition 3.4. 
where r i j =<(O.l,O),(O.O.l).(aij.PkIPe)>. 
where 
"i j = < ( o s l ~ o ) ~ ( ~ , ~ ~ ~ ) ~ ( ~ i ~ ~ k ~ ~ ~ ~ ~ ~  
Proof. (1) Let ml,m2,mg,m4 be generators of M such that 
v 
mi("-)=a Then the cone ai is expressed as J i,j' 
Since g.c.d.(p.,p.)= a , there exist integers a,R such that 
1 J ij 
-pj.a +pi-%= a Then, by the base change of M defined by ij' 
v the cone o is expressed as i 
I Since U . n  U . =  U . - { z  = 0) and z 
~ j i i j  ij= * 
, , ,  
where M' is a free Z-module generated by m.,mk,ml and 
.I 
Di-D hasan A singularity. j p *-I J 
The next lemma is well-known. 
v Lemma 3.8. Let s=<ml,m2> be a 2-dimensional cone in M~~ . 
Then the singularity of ~pec@[YnM] is of type A if and only if 
v (ml+m2)/det r is a element of M. 
Proof of Proposition 3.7. (1) The affine torus embedding F n Ui  
is written as 
F n ui= ~peck18i n M I  
V M  Pj 
where 0 = <- -* pi I.+ -* m Dl.+ -' me>. Pk - -- Pi mi+ -- B. - -. mk ' a i a 1 a j '  a ik a ik it 1 a i j i j it 
By the base change of M defined in the proof of Proposotion 3.4., 
, 
Since F n Uin U = ( F n Ui) - {zij= O }  , and 
zij=z .i 
v -  , , 
where oij , = i -pk.mj+ aij 'mk ' -'tSmj+ a i j '"t >.  
Thus the assertion follows from Lemma 3.8. 
(2) Similarly, D.- D is written as 
1 j 
where v -  - < - -. Pk Ill.+ -- Pt - -. 'i Ti j a i a "k ' a i a m.+ -- mc >. ik ik it i t 
v -  Since g.c.d.(p..p ,p ) =  1, we have det rij= a.a 
J k t  J ij . This shows 
the equivalence between (a) and (b). By Lemma 3 . 8 . ,  the conditions 
(a) and (c) are also equivalent to each other. 
Q . E . D .  
54. Singularities on E 
z ] be a non-degenerate polynomial which Let f'~C[z~.z~,z~,
defines a simple K3 singularity at the origin OE C ~ .  We set 
4 X={f=O)ck . x - 0 ~ ~ ~  and let : E + X ,  be the minimal 
resolution of (X,x) constructed in 53. In this section, we 
investigate the singularities on the normal K3 surface E. 
In the following, we assume that f satisfy the condition ( 9 )  
below. 
n ( * )  For any i, fo contains a term of the form zi or 
n 
z z with a non-zero coefficient. (We say f contains i j 
zV if f = I a  zV and a f 0.) 
V Y Y 
By Lemma 2.3.(1)., there exists f which satisfies ( a )  for any 
weight a of W4. If f is semi-quasihomogeneous, then the 
condition (9) is satisfied, in particular, the polynomials in 
Table 2.2. satisfy (a). 
Lemma 4.1. 
(1) E has yij singular points of type Aa . 
i j 
where 
(2) If fo contains z m z  and doesnot zi n i j , then E has a 
singular point of type A p.-1 - 
1 
(3) Any singular point on E belongs to (1) or (2). 
Proof. Here we use the notation introduced in 53. Let 
Lij= Dkn e ( = { z  = z = 0 )  inF). Then Lij k e is a projective line 
P C )  on E and any singular point on E is in Li j for some 
i,j. We divide Lij into two points P.= L..n D P.= L. .n D 
i j '  J ij i 
and one dimensional complex torus 
Tij= 'i5 - P ~ P ~ c * .  Since 
f is non-degenerate, there is an embedded resolution p:(Y,M) --+ 
(X,x) such that Y is a torus embedding associated with a 
simplicia1 subdivision Z* of r*(f), i.e., C* is a fan of cones 
generated by a part of basis of N and for any cone DEC* there 
exists a cone t€rg(f) with a c t. The resolution p dominates 
the minimal resolution 71 , so there exists a resolution q:(Y,M) ---+ 
(2,~) with p = nOq. 
Choose a sufficiently small neighbourhood Eij of Tij in E, and 
-1 let p ij' (q , C i j  4 Eij,SinEij) be the resolution of 
1 J 
Ei j obtained by restricting p to p-'(~~~). Then, by M. Oka 
([9],Lemma 4.8. and its proof.), qij is locally yij copies of the 
3 
resolution of spec~[Xijn Z 1 , where 
aij is a cone in Proposition 
3 . 7 1  By Lemma 2.3.(3), aij((pk+pt) and hence assertion (1) is 
m n proved. If fo contains z z and does not zi i j , then PIE E. 
Let Ei be a sufficiently small neighbourhood of Pi in E, and 
-1 
: (Ei),Ci) - E . ,  be the resolution as above. Then qi 
1 1  
is locally isomorphic to the resolution of D . -  D 
J i .  Thus the 
assertion (2) follows from Proposition 3.7.(2). 
Q . E . D .  
Theorem 4.2. Let f be a non-degenerate polynomial which 
defines a simple K3 singularity, and assume that f satisfies the 
condition ( * ) .  Let E - x be the minimal resolution. 
Then the type and the number of singularities on E are determined 
by the weight a(f) and not depend on the choice of f. In 
particular, E has tij singular points of type Aa and cr 
i j 1 
singular points of type Ap.-l , where 
1 
ti j = #{v~~(a)l vk= vt= 01 - 1, and 
0 if  PIP^ 
..= { 
1 1 otherwise. 
Proof. By Lemma 4.1., The singularities on E are determined 
by the Newton boundary of fo . Let a be a weight in W4 and let 
f be a polynomial with a(f)= a and T(fo) = the convex hull of 
T(a) . Then the singularities on E are coinside with those 
stated in this theorem. Thus we may show that if g is a 
polynomial with a(g) = a , E, is the exceptional set of the 
resolution of {g = 0). then the singularities on E and on E, 
same. By the condition ( * ) ,  one of the following cases occurs 
for each i=1,2,3,4. Let i l k , }  be the set of indices 
{1,2,3,4). 
case(l) pil(p-pj) . and pil(p-pk) - 
case(2) pi! (P-P~) , pil(p-pk) , and piI(p-pL) . 
Case(3) P ~ ~ P  . pi4(p-pj) . P ~ ~ ( P - P ~ )  . and ~ ~ 4 1 p - p ~ )  . 
For each case, we study singularities on E n Vi and on 
~ ' n  Vi using Lemma 3.2. and Propositon 3.6. Recall that the 
singularities on E n Vl are contained in {PI} u T. u TikU 
lj 
Tit , here we use the same notation in the proof of lemma 4.1. 
Case(1) In this case, Both E n Vi and E'n Vi are non-singular 
Case(2) In this case, E (resp. E, ) has no singular points on 
Vi- Tij (resp. Vi- Lij ) ,  and the type of singularities on 
Ti j and of a singularity Pi are same. Now we consider the 
singularities on E n V and on ~ ' n  V . By the condition ( 9 )  j j 
again, we have the following 3 cases. 
Case(2-1) Assume pjl(p-pk) or pjl(p-pe) . Then E and E, 
have no singular points on Tij , and hence E n Vi and ~~n Vi 
are 
are non-singular. 
case(2-2) Assume p j  l(p-pi) , pjl(p-pk) . and pjl(p-pL) . Then 
E and E' have no singular points on T jk and on T j ~  . 
Since the type of the singularities on {Pi) u T . . u  {P.} are 1 J  J 
same, both E n (Viu V.) and ~ ' n  (Viu V.) have tij singular 
J J 
points of type Aa . 
i j 
Case(2-3) Assume pj1(p-pi) , pj{(p-pk) . and pj1(p-pC) . Then 
the point P is not contained in E 'and E' , and thus both 
.i 
E n Vi and ~ ' n  Vi have tij singular points of type Aa . 
i j 
Case(3) In this case, the point Pi is not on E and E' . So 
we have Sing(E) = Sing( E n ( ViU VkU Vt)) and ~ing(~') = 
Sing( E n ( Vju Vku Vt) ) . If Case(3) occurs for i and j , 
then both E and E' have tij singular points of type Aa 
i j 
By the above discussion, we obtain the assertion. 
Q . E . D .  
Remark 4.3. The condition ( a )  is essential for Theorem 4.2. 
For example, consider the polynomials: 
4 2 2 2 2  5 f = x + y 4 + z 4 +  ( x + ~ + ~  l w r W  
4 2 2 5 g = x + y4+ z4+ ( X  W + y W + Z3)W + W . 
Then we have a(f) = a(g) = a = but the K3 surface E for 
f (resp. g ) has A1-singularity (resp. A2-singularity ) at the 
point P4 while E for a polynomial h which satisfies ( a )  and 
a(h) = a is non-singular. 
By Theorem 4.2., the singularities on the normal K3 surface 
E are determined by the weight a=a(f). SO we denote by r(a) 
the rank of Sing(E) , i.e., 
Let t(a) = #T(a) . Then the polynomial f with a(f) = a has 
t(a) terms in general, in other words, f is of the form 
f = avz Y , a v f  0 for all v .  
y~T(a) 
For general f , there is a coordinate change which preserves the 
weight a , 
such that f(w) has t(a)-n(a)+4 terms , of which 4 terms have 
coefficients 1, where 
Then we obtain the following relation. 
Corollary 4.4. For any weight a E W4 , we have 
t(a) - n(a) + r(a) = 19. 
Remark 4.5. We may consider that the number t(a)-n(a) is 
the number of parameters in a polynomial f with a(f) = a. Then 
Corollary 4.4. suggests us that t(a)-n(a) parameters associate to 
the moduli of K3 surface E with fixed singularities of rank r(a). 
Table 4 . 6 .  
non-singular 
3A1+ 4A2 
3A1 
3A3 
non-singular 
5A1 
2A1 
2A1+ 2A2 
A1+ 2A4 
A1 
3A1+ 2A + A4 2 
3A1+ A2 
2A2+ A3 
Al+ A + A6 2 
5A2+ A3 
A1+ 4A2+ A6 
A1+ 3A4 
A1+ 3A2 
4A1+ A2 
A1+ A2+ A8 
A1 
2A2+ A5 
6A1+ A4 
3A1+ A4 
N o .  ( P ~ , P ~ , P ~ . P ~ : P )  t(ff) n(a) Sing(E) ~ ( 0 ~ 1  
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Ibarahi, 305, Japan 
Dedicated to Professor Yukihiro Kodama on his 60th birthday 
50. Introduction 
In this paper we show that the analogous formul-a of 
Riemann-Roch also holds for normal isolated singularities of 
arbitrary dimensions. This is an answer to the paper of Kato 
[Ka]. Kato proved that the theorem of Riemann-Roch type holds 
for strongly pseudoconvex manifolds of dimension 2. It has 
been expected that there exists the formula which holds for 
strongly pseudoconvex manifolds of arbitrary dimensions. 
On the latter half of this article three typical applications 
of generalized Kato's Riemann-Roch theorem are summarized. The 
first application of the theorem is to study the geometric genus 
of normal isolated singularities of odd dimensions. For 
example, the threefol-d case, the following theorem folds: 
Theorem. Let IT : Y + X be a good resolution of normal 
three dimensional isolated singularity (X,x). Denote by Ai 
(i = 1, r )  the irreducible component of the exceptional 
-1 
set E = n ( 1 x 1 ) .  Suppose that (X,x) is Go'renstein. Then 
the canonical divisor Ky is given by 
for some integers xi's. Let pg(X,x) be the geometric genus 
of (X,x). Then 
where N~ is the normal bundle of Ai in Y. i 
2 The second uses of the theorem is to calculate L -plurigenera 
{ am 1 of normal isolated singularities. a1 is the geometric 
genus of a singularity. The third uses of the theorem is to 
calculate other plurigenera { dm 1 of normal isolated 
singularities, which was introduced by Ishii [I]. dl is the 
geometric genus of the exceptional set of a resolution. 
The author would like to thank Masataka Tomari for several 
helpful suggestions in connection with this work. 
1 .  Preliminaries 
Let (X,x) be a germ of an n-dimensional normal isolated 
singularity. By a theorem of Artin [A], ( X, x ) can be 
realized as a Zariski open subset of a projective variety Y 
with x as its only singularity. Let n : M .--, X be a 
good resolution of the singular point. Then, in a natural 
manner, we get a desingularization p : N + Y of Y by 
-1 letting N to be ( Y - {x) ) LJ M. Let E = n ({x}) and 
denote by Di ( 1 ,  r )  the irreducible componets of E. 
These notations are used throghout the paper. 
Note that M is a strongly pseudoconvex manifold and N is 
a non-singular compactification of M. We may also assume that 
N - M consists of non-singular divisors in normal crossings. 
Let D be a non-singular divisor of M c N, and let d E 
H~(N,z) be the cohomology class represented by the oriented 
(2ri-2)-cycle D. Denote by [Dl the line bundle defin-ed by the 
integral divi-sor D. Then cl([D]) = d. 
The natural orientation of N defi-nes an element of the 
2n-dimensional. integral homology group E12n(N, % )  called the 
fundamental cycle of N. 
n 
In general, following the notation in [Hi], for a = 2 ak k=O 
E II*(N,F) with ak E H~~(N.c), we put 
~ ~ [ a l  = aZn, 
~,(a) = a2n[N1 = <a2n9[N1>, 
[N] denoting the fundamental 2n-cycle of N. 
Let j : D - N be the embedding of D in N, and ci E 
"2i ( N , Z )  be the Chern classes of N. Every product 
c c . - - c  of weight n-s = jl + j2 + --• + jr defines an j, j, jr 
integer c c -c ds[N] , which is equal to j, j, jr 
Denote the complex analytic tangent bundles of N, D by TN, 
TD. There is an exact sequence 
0 - TD 
- T ~  I D --t [DIID 3 0. 
so we have 
(multiplicity of the total Chern class) 
9 
Then any j cj(N) can be represented by the Chern classes of D 
and j*d. Thus (C c - - . C  dS) EN] is independent of the j, j, jr 
choice of affine models of (X,x) and their non-singular 
compactifications if s 2 1. 
Let f be a two dimensional cohomology class of llZ(~, Z) . 
Define T(N,f) by 
This formula is to be understood as follows: There is a formal 
factorization 
l+c x + n 1 + c x = (l+y,x)---(l+ynx). n 
Zi 
, where c .  E H (N,Z) are the Chern classes of N. Consider 
t 
the term of degree n in f and the yi of the expression in 
square brackets. It is a symmetric function in the i and is 
therefore a polynomial in f and the ci with rational 
coefficients. If the multiplication is interpreted as the cup 
product in 1 1  N Z) , this polynomial defines as an element of 
H~"(N.Z)@O. The value of thj s clement on the Zn-dimensional 
cycle of N determined by the natural orientation is denoted by 
T(N,f) . 
The relative cohomology H~(N,M;R) = Hn(N,M) carries a mixed 
Hodge structure such that the exact sequence 
is an exact sequence of the ~nixed I-Iodge structures. The mixed 
Hedge structure H"(N,M) is called the Deligne mixed Hodge 
structure. We denote by I ~ ~ ' ~ ( N , M )  the spaces of 
n 
hP'q(~) = dimc(~-~:'q(~)) (the Hodge ~r' (H"(N,M)) and let 
P+9 
numbers). 
Lemma 1.1. Let the notation be as above. Then 
is surjective. 
Proof. M - N consists of finite number of irreducible 
s 
non-singular divisors Bi (i = 1, s N - M =  U B i .  
i=l 
Consider the following exact sequence of cohomologies with 
coefficient 2: 
where 1 L k L s and in the case k = 1, N-BIU--.UBk-l = N. 
Then one obtains an exact sequence: 
-+ H~(B B u. - U B ~ - ~ )  (-1) k 1 
as in [Dl. 
Since B -B U - . - U B ~ - ~  k 1 is non-singular, 
Hence the morphism 
is surjective. Thus 
is also surjective. 
Lemma 1.2. Let F be a line bundle on M. Then there 
- H - 
exists an element f E I-12(~,C) such that jk (f) = c ~ ( F I ~ ~ ) ~  
for any k ,  where is the image of the canonical map 
Proof. Consider the following commutative diagram: 
Then kk(cS(F ) = i ( ) ) ) .  As is well-known, I 'k 
* ) )  is of type 1 1 )  The canonical morphism ik is 
a morphism of mixed Hodge structures, so it preserves the type 
of cohomology. Let f E H~(M,c) be a (1 ,1)-component of 
9 9 
Then ik(f) = ik(l*(61(F))). From the above lemma 
- it - 
there is an element f E I-I;?~(N) such that j (f) = f. Hence 
+ - X * -  jk(f) = i k oj ( f )  = xk(cl(FIDk)). 
Let E = 2 Dk be the decomposition of the exceptional set E 
into its irreducible components. Let jk . 
- Dk - N be the 
natural map. Because of the exact sequence 
O*TD - T  
- IDk - 0 k V I D ~  
we have 
* * j,c(V) = c(Dk).(l + jkdk) 
in H* (N, 2 )  , where 2 dk = cl([Dk]) E II ( N , Z ) .  Let 
be a formal factrization of the total Chern classes of N. 
Then 
* jk((l + Y ~ X ) - ~ - ( ~  + Y,x)I 
* n 
= jk{l + cl(N)x + + cn(N)x ) 
= (1 + c (D )x + . - .  1 k  + c n-1 ( D ~ ) X " - ~ I ( ~  + jidkx) 
gives a formal factorization of j;c(N). 
Lemma 1.3. Let D = 2 lkDk ( lk E Z ) be an integral 
divisor with the first Chern class d on N. Then 
- 
is independent of the choice of f. 
Proof. 
Following Laufer [L], we consider the sheaf cohomology 
with support at infinity. Let F be a line bundle on M. 
The sequence 
is exact. By Siu [Si], p. 374, any section of F defined 
near the boundary of M has an analytic continuation to M 
- E. Therefore there is a natural isomorphism Tm(M,O(F)) - 
T(M-E,O(F)). By Hartshorne [HI, p. 225, there exists an 
isomorphism: 
1 1 
H*(M,O(F)) - H (M,O(K-F)) 
where K denote the 1-ine bundle determined by canonical 
divisors. Since M is strongly pseudoconvex, H'(M,o(K-F) ) is 
finite dimendional. Hence by the inequality 
dim T(M-E,O(F))/r(M,O(F)) i dim IJ~(M,B(F)) 
1 
= dim H (M,O(K-F), 
we have dim r(M-E,O(F))/T(M,O(F)) I +m. We define the 
~uler-~oincare characteristic x(M,O(F)) by 
x(M,O(F)) = dim T(M-E,Q(F))/T(M,O(F)) 
Now we shall prove the following. 
Theorem 1.4 (Riemann-Roch theorem for integral divisors). 
Let F be any I.i.ne bundle on M. Then, for any integral 
divisor D with the first Chern class d on M ,  the equality 
x(M,O(F+[D])) - x(M,O(F)) = T ( N , T )  - T ( N , l ' + d )  ( * 1 
- 
holds, where f is an extension of the (1.1)-Hodge component 
Proof. We borrow the argument of Kato [Ka], p . 2 4 5 .  Let A 
be any non-singular divisor in M , i.e., A is an 
irreducible component of the exceptional set E . 
We consider the exact sequence 
0 4 O(F-[A]) --4 O(F) + OA(F) + 0 on M. 
Then we get the exact sequence 
+ - * .  + 
n-1 n-l 
+ H  (M,O(F-[A])) +H"-'(M,o(F))+H (A,OA(F)) 
-4 I-I~(M,o(F-[AI)) -+ I-I~(M,o(F)) j 0 . 
Hence dim T(M,O(F))/qlT(M,O(F-[All) dim r(A,OA(F)) < . 
Moreover 
dim r(M,O(F))/qlT(M,O(F-[A])) - dim T(A,OA(F)) + 
1 1 
+ dim H'(M,O(F-[A])) - dim 13 (M,O(F)) + dim R (A,O~(F)) 
- . . .  + . . .  - " '  
n-1 + (-llndim" (M,O(F-[A])) - (-l)"dim~"-~(~.~(~)) 
n-l + (-1)"dirn H (A,OA(F)) 
+ (-1)"'ldirn Hn(~,0(F-[A]) ) - (-l)"+'dim Hn(~.O(F) ) = 0 .  (1 
Let s E T(M,O([A]) be the section of which the zero locus 
coinsides with A. Then we have the following commutative 
- 142- 
diagram 
where r 's are restriction mapping and s are mapping i 
defined by tensoring with the section s. It is easy to 
see that r r and cpl are injections. Since s never 1' 2 
vanishes on M - E , q2 is an isomorphism. Hence 
are exact. Therefore 
dim r(M,O(F))/qlT(M,O(F-[Al)) 
= dim r(M-E,O(F-[A]))/T(M,O(F-[A])) 
- dim T(M-E,O(F))/T(M,O(F)). 
By (1) and (2) we obtain 
- 
Let f be the topological "extension" of f to N as in 
Lemma 1.2. Then 
This shows that 
for any integral divisor D on M . 
Therefore we obtain 
Remark. U - f  = D-f. 
Corollary 1.5. 
Proof. Since T(M-E,O)/T(M,Q) = 0 ,  we have x(M,Q) = 
n-1 
2 (-l)q-ldim H~(M,B). Hence we obtain the corollary by 
q=l 
( * I  - 
Remark. If D is irreducible, then 
n-1 
x(M.B([DI)) = - T(D, [Dl ID )  - 2 (-1lqdim 1iq(M,0). 
q=1 
The explicit formulae on generalized Kato's Riemann-Roch 
theorem for surface singularities and three-fold singularities 
are summarised. 
1. The dimension two case. 
Corollary 1.6 ( Kato [Ka] ) .  If (X,x) is a surface 
singularity, then 
1 2 
x(M,B(F+lDl)) - x(M,O(F)) = 2.(KD - D ) - FD, ( * * I  
2 1 
x(M,B([DI ) ) =  ~ ( K D  - D ) + dim I I  (M,O). 
2. The dimension three case. 
Lemma 1.7. Let D = 1 xiDi be the decomposition of D into 
its irreducible components. Denote by ND the normal bundle 
i 
of Di in M c N. Assume moreover that dim (X,x) = 3. Then c 
i-e., D-c2(N) is independent of the compactification N of M. 
Proof. Because of the exact sequence 
we have 
Hence we obtain the desired result by linearlity of the 
intersection pairing. 
Corollary 1.8. Let the notation be as above. If (X,x) is 
a normal isolated singularity of dimension 3, then 
1 
-FD(K - F - D), (*a*) 2 
and 
1 2  1 2 1 
~ ( M , ( n ( [ l l I ) )  = - $D3 + zD K - -D(c + K ) + dim 11 (M,O) - 12 2 
2 dim II (M,O), 
where c is the second Chern class of a compactification 2 
of an affine model of (X,x). 
8 2. Geometric genus pg(X,x) 
Let (X,x) be a normal n-dimensional isolated singularity. 
The geometric genus pg(X,x) is defined to be the dimension of 
dimc (R"-'~*o~) where n : M + X is a resolution of the 
singularity. This pg(X,x) can be expressed in terms of 
meromorphic n-forms on M. 
Theorem 2.1 (Yau [ Y l l ) .  Let (X,x) be a normal n-dimensional 
isolated singularity. Suppose that x is the only singularity 
of X and X is a Stein space. Let n : M + X be a 
resolution of the singularity. Then 
n-l dim H (M,O) = dim T(M - E,O(K))/T(M,O(K)) 
-1 
where E = n ({XI). 
Definition 2.2. Let (X,x) be a normal isolated singularity. 
We say (X,x) is a quasi-Gorenstein if there exists a 
holomorphic n-form w defined on a deleted neighborhood of x, 
which is nowhere vanishing on this neighborhood. 
Remark. Let (X,x) be a normal isolated singularity whose 
local ring Ox,x is Cohen-Macaulay. If the singularity (X,x) 
is quasi-Gorenstein, then the local ring Ox,x is Gorenstein. 
Assume that (X,x) is a quasi-Gorenstein singularity. Then 
there exists a nowhere vanishing holomorphic n-form w defined 
* 
on X - {x). Let Km be the part of the divisor of n w on N 
which is supported on N - M. Then (a) * K + K m .  Let k, k E 
m 
H~(N,z) be the cohomology class represented by the cycle K, Km 
respectively. 
Let ( Tk(cl, . . . ,  ck) } be the multiplicative sequence with 
-1 
characteristic power series Q(x) = x(1 - ePX) ( [Hi] ) .  The 
polynomial Tk are called Todd pol-ynomial. For small n ,  
Lemma 2.3. Let n be a positive interger, then 
n-k 
n-1 (-cl) 
n 
(n-k)! Tk(cl, . . . ,  ck) = ((-1) -l}Tn(cl..--.c,)- k=O 
Proof. 
Corollary 2.4 ([Hi], Remark 1, p.14). Tk(c ly...,~k) is 
divisible by c for k odd. 1 
n Lemma 2.5. T ( N )  - T(N,k) = (1-(-1) ITn(-k,c2?...,cn). 
Proof. T(N) - T(N,k) = 'rn(c l,...,cn) - 'n [ek 
- 
'i 
i=l 1 - e Yi I 
n kn-j 
= Tn(c ,cn) - 2 T .  (cl, . . . , c.) 
j = O  (n-j 1 ! J J 
From this lemma, applying our theorem to the case D = K 
and F = 0 ,  we have the following: 
Corollary 2.6. Let (X,x) be a normal isolated singularty of 
dimension n. If (X,x) is quasi-Gorenstein, then 
i i 
where h (0 ) = dim A (M,OM). M 
Proof. x(M,O(K)) - x(M) = 
1 2 n n-l 
= pg(X.x) - { h (OM) - h (OM) + --• + (-1) h (OM) 1 
= {l-(-l)"}~~(x,x) 
1 2 n-lhn-2 
- 1 h (OM) - h (OM) + . - a  + (-1) (OM) ) -  
On the other hand, from Lemma 2.5 
T(N) - T(N,k) = {l-(-l)"}~~(-k,c~, . . . ,cn) 
Hence we obtain the corollary by Theorem 1.4. 
Corollary 2.7. Let (X,x) be a normal isolated singularty of 
odd dimension. If (X,x) is Gorenstein, then 
i Proof. As is well known, h (OM) = 0 for 1 L i < n-1; 
CY2,Theorem 2.6, p.4341. So the conclusion now follows 
immediate]-y. 
Corollary 2.8. Let (X,x) be a normal isolated singularity 
of dimesnion 3. If (X,x) is quasi-Gorenstein, then 
i-e., the dirnension of the second local cohomology group of 
Ox.x is even. 
Corollary 2.9. Let (X,x) be a normal isolated singularity 
of dimesnion 4. If ( X , x )  is quasi-Gorenstein, then 
Remark. A quasi-homogeneous cone over a three di-rnensional 
abelian vari-ety satisfies the comdition of this Corollary. 
We now give a formula for the invariant, which is denoted by 
6(X,x) in [ K ] ,  of a Q-quasi-Gorenstein singularity (X,x) of 
dirnension 3. 
Definition 2.10. (X,x) is said to be Q-quasi-Gorenstein if 
mKX - 0 [i-e., O(mKX) = OX ] for some positive integer m. We 
define the index of a Q-quasi-Gorenstein singularity (X,x) by 
r(X,x) = min { rn E IN I mKX - 0 ) .  
Let (X,x) be a normal isolated singularity and TI : M - X be 
a resolution. Then (X,x) is said to be canonical if KM - 
n * ~ ~  is effective. 
Let (X,x) be a germ of a normal isolated singularity of 
dimension 3. Suppose that (X,x) is Q-quasi-Gorenstein. Let 
n : M + X be a good resolution of the singularity. We write 
* 
KM = n KX + A and A = 2 a.D where the D are exceptional 
j J j j 
divisors of n. Let r be the index of the singularity (X,x). 
Then 
It is well known that (A.c2(M)) does not depend on the choice 
of the resolution n. This was proved by [K. Lemma 2.1, p.5411 
under the condition that (X,x) is terminal. 
We now apply Corollary 1.8 to the case of Q-quasi-Gorenstein 
singularities. Let r be the index of the singularity (X,x). 
Substituting rKM for D in the formula of Corollary 1.8, we 
obtain 
Theorem 2.11. Let (X,x) be a normal 3-dimensional isolated 
singularity, and let n : M - X be a resolution. Suppose 
that (X,x) is Q-quasi-Gorenstein with index r. Then 
K M -c 2(M) = x(M,O(rKM)) + &(2r3 - 3r2 + r)KM 3 
1 
- dim H (M,O) + dim H (M,O) . I 
Corollary 2.12. Let the notation be as above. Assume 
moreover that (X,x) is canonical. Then 
K ~ . C ~ ( M )  = (2r2 - 3r + 1 ) ~ ~  3 
12 1 2 
+ -{ dim B M r K M  - dim H (M,O(rKM)) l .  
r 
Example 2.13. Let G act on c3 with coordinates 
{zl, z2, z3I by g(z k ) = z k '  where g is a generator of G. 
Consider the quotient singularity (c~/G, 0) . Then, by the 
result of Kawamata [K, Lemma 2.2, p.5421 
1 6 = 2 - - .  2 
On the other hand, we have the resolution of the singualrty as 
follows: M is the total space of the line bundle over lP2 
associated to the -2H, where H is a hyperplane in p2. 
Therefore 2KM - IF2, where lP2 is identified with the 
2 
zero section. Thus K: = L because ( P ~ ) ~  = (-2H) = 4. 2 ' 
For all k 2 0, (2k-2)I-I > K Then Hi(M,O(2KM)) = 0 for i 
p2 ' 
= 1, 2 by the Kodaira vanishing theorem. 
5 3. Examples 
In this section we give a few examples of normal isolated 
singularities, whose plurigenera will be calculated in the next 
sections. 
Example 3.1. Let (X,x) be a normal surface singularity 
8 defined by the polynomial x + y8 + z8 + ( x y ~ ) ~ .  We first 
describe the minimal resolution n : M X of the 
-1 
singularity. One obtains E = n (0) = A U B U C ,  a union of 3 
2 2 
curves of genus 3. Moreover = B = C = E2 = - 6 ,  AB = BC = 
CA = 2 and. KM * -5E. 
Example 3.2. Let S be a nonsingular projective surface and 
let F be an ample line bundle on S. Then 
m 
X : =  Spec @ T(S,O(kF)) 
k=O 
is a quasi-homogeneous cone of dimension 3 which is smooth 
- 1 
outside its vertex. If M denotes the total space of F , 
then the natural map n : M ---, X is a resolution of X whose 
exceptional locus is just the zero section of M. If we 
identify the zero section with S, then its normal bundle in M 
-1 
equals F . 
Assume moreover KS = rF for some positive integer r. Then 
KM = - r + l S ,  e .  (X,x) is quasi-Gorenstein. Our theorem 
turns into 
On the other hand, 
The canonical line bundel Ks i-s ample. Then hi(s,O(k~) = 0 
for k 2 r + 1 and i 2 1 by the Kodaira vanishing theorem and 
hence 
hl(~,O) = hl(0) + hl(F) + a -  + hl(rF), 
The Serre duality says 
Thus 
This is proved easily by the Riemann-Roch Theorem for surfecs: 
Example 3.3. Consider the hypersurface singularity (X,x) 
10 
X + ylo + z 2 lo + W1O - (xyzw) = 0 .  
Let B be the algebraic surface in IP3- by the equation 
lo + 5:' + 5;' + 5;' = 0. In particular, we denote the zero 50 
set of' C i  by H i ,  for i = 0 ,  I., 2, 3.  Let TI : V -  IP3 be 
the double covering of lP3 with branch locus B. Let R = 
-1 -1 
IT (B), S. = n  ( 1 3 . )  for j = O  , 1, 2 and 3. Then S is a 
J J j 
double covering of p2 with branch locus B n Hi. Blow up V 
at each point of Sin S.n R for all i and j. We denote the 
J 
blowing-up by oO : Vo ---+ V .  
Let kEil (O) be the exceptional sets, which are isomorphic to 
p2. We denote the proper transforms of (0) 
'i and R by Si 
and R"). Set r i  
( 0 )  r s  We denote the monoidal transformation of V0 along ri 
by fll : V1 -4 V O .  Let S!'),  R( ' )  E(')  be the proper 
I ' k ij 
transform of ( 0 )  ( 0 ) ,  R ( ' ) ,  . Let I?:') be the 
'i 
( 1 )  exceptoional set. Set ri = ~ 1 l ) n  s j l )  and h!?) = E ( l ) n  k I J  k i j  
R ( l )  
( 1 )  T S  We denote the monoidal transformation of V1 along khij 
by a, : V, -- V  , ( Z )  1 ' ( 2 )  be the proper Let s i Z ) ,  ~ ( ~ 1 ,  ij , F~ 
transform of s j l ) ,  R( ' )  , kEij ( 1 )  , Fi ( 1 )  
k ij be the Let G ( ~ )  be the exceptional sets. Let ri  
inverse image of r ( 1 )  i e ,  r i i 
0 
4;4,484, 
1 0  1 0  1 0  can be considered as a meromorphic function 
~f ; '+f ,  + t2  +t 
( 2 )  on V2 and is holomorphic off R . 
The following functions on M = V  - R ( 2 )  2 
( 2 ) *  1 0  shows that E = 2 Si 2 2 ( 2 )  is excptional in M . 
i = O  O < i <  jX3 k = l  
p = ( p O ,  q l .  q,, q 3 )  : M -4 c4 is biholomorphic off E. 
p maps M to 
1 0  
where f ( x )  = x0 + x1° + x 1 0  1. 2 + x i 0  - ( x ~ x ~ x ~ x ~ ) ~  . Then 
is a nowhere vanishing holomorphic 3-form on X - ( 0 ) .  (a) 
extends to a meromorphic 3-form on M with po1.e set contained 
in E = p-"(~). KM, the divisor of w and also called the 
canonical divisor, is described as follows: 
n is the double covering of IP3 with branch locus R n H i ,  so 
the Euler number of Si is 76 and KV z n * ~  + R. Hence 
IP3 
c2(s1')) = 106 and 
Using the adjunction formula, we have 
% - 
- fib - fiy + r (2) + (2) icl i 
'i 
(2) + 
kei8,i keiy,i 
k=l 
For a meormorphic function f, we denote by (f) the divisor 
of f .  Then 
10 
+ 
1 0  ( 2  (i!2) + G!2) + G ( 2 ) )  on M = Y - 
. 
k=l k I. B k iy 2  
Thus 
- where a, R .  y, i 1 = { 1, 2 .  3 ,  4 } and E ( 2 ) n ~ ; 2 )  k ij 
(2) Since fij 2 = -8. (2)}2 
keij, i. 'i~ ‘f j k  = 2 and {ri = 20, 
Therefore 
s(~)'s are isomorphic one another. So from ( * I ,  i 
Thus 
We now calculate plurigenera { ) of certain hypersurfec 
singularities by means of generalized Kato's Riernann-Roch 
Theorem. 
We need to recall a few preliminaries related to the 
concept of plurigenera of normal isolated singularities. 
Let (X,x) be a normal isolated singularity of an 
n-dimensional anal-ytic space X. Let V be a (sufficient1.y 
small) Stein neighborhood of x and let K be the canonical 
1-ine bundle of V - 1x1. An elment of T(X-{x},Q(mK)) is 
considered as a holomorphic m-ple n-form. Let w be a 
holomorpic rn-ple n-form on X - {x). We write o as 
using local coordinates (zl,z2, . . . ,  Zn). We associate with 
w the continuous local (n, n) -form (ah;) 'Im given by 
Definition 4.1. w is called integrable (~~/~-j.ntegrable) if 
for any sufficiently small relatively compact neighborhood 
W of x in X. 
Let L ~ / ~ ( v  - {x)) be the set of all integrable 
holomorphic m-ple n-form on V - {x), which is a linear 
subspace of T(V - {x) , O(mK) ) . Then T(v-{x) ,B(~K) )/L~'~(v-{x)) 
is a finite dimensional vector space. 
Definition 4.2. The m-th plurigenus , m being a positive 
integer, of a normal isolated singularity (X,x) is 
am(X,x) = dim T(V-{x) , O(mK) )/L~/~(V-{X)) .
These integers (6,) are determined independently of 
the choice of the Stein neighborhood. 
Let n : M - X be a resolution of (X,x) and U = 
-1 -1 
n (V) and E = n ({x)). By Sakai [S, Theorem 2.1, 
p.2431, 
L ~ / ~ (  V - {x) ) 2 L ~ / ~ ( u  - E )  = T(U,O(mK + (m-1)E)) 
if the exceptional set is a divisor which has at most normal 
crossings. Thus 
This formula provides a practical means to compute dm in 
many cases. Further details can be found in [Wal. 
The following theorem due to Kawamata and Viehweg [KMM] is 
very useful. 
Vanishing Theorem. Let F be a line bundle on M which 
satisfies F - C  2 0 for any curve in the exceptional set. 
Then I-I~(M.B(K+F)) = 0 for i 2 1. 
There is an interesting case in which the can be 
calculated by means of generalized Kato's Riemann-Roch theorem 
and Vanishing Theorem: 
Suppose that (X,x) is quasi-Gorenstein and K + E is nef. 
Then 
x(M,O(mK+(m-1)E)) = dm(X,x) for m 2 1. 
- lim - - - ( K + E ) ~  
n n! # 0 .  
m j W m  
The above hypothesis is for instance satisfied if (X,x) is 
8 
a hypersurface singularities defined by the equation x + y8 + 
2 10 10 2 
z8 - (xyz) = o or x + y10 + z lo + w - (xyzw) = 0. 
Corol-lary 4.3. Let (X,x) be a quasi-Gorenstein singularity 
of dimension 2. If K + E is nef, then 
- 
 
1 1 I 
- -(K+E) 2rn2 + L(K+E) (K+2E)m - 2 ( ~ 2 + ~ ~ )  + dim H ( M ,  0) . 2 2 
By Corollary 4.3 we have the following: 
Proposition 4.4. Let (x,x) be a normal surface singularity 
8 8 2 defined by the polynomial x + y8 + z - (xyz) . Then, from 
the data of Example 3.1 
Zi (X,x) = 48m2 - 36m + 20. 
m 
Corollary 4.5. Let (X,x) be a quasi-Gorenstein singularity 
of dimension 3. If K + E is nef, then 
2 1 2 + {iE3+ LE2K+ ~ E ( C  + K ) + dim I1 (M,B) - dim H (M,B). 4 12 2 
Hence we obtain the following proposition. 
Proposition 4.6. If' (X,x) is defined by the polynomial 
1 0  10 10 2 
x + y + z1° + w - (xyzw) = 0, then, from the date of 
Example 3.3, 
s (X,x) = - 2 670 
m 
500rn3 - 200111 + m - 68. 3 3 
5 5 .  dm 
The following integer is defined by Ishii [I]: 
dm(X,x) : =  dim T(M,O(mK+mE)) C T(M,O(mK+(m-1)E))) (m 2 1). 
This integer is determined independently of the choice of the 
strongly pseudoconvex neighborhoods. Hence dm can be seen as 
an invariant attached to the singularity. Ishii considered the 
asymptotic behvior of dm when m + +m.  We calculate the 
value 
for certain singularities. 
Let 
E~(X,X) : = dim T(M-E.O(mK)) ( for ) C T(M,O(mK+mE)) 
be the third plurigenera of normal isolated singularities. 
We consider the following exact sequence: 
Then we have - - dm - 'm 
Lemma 5.1. If K + E and K + 2E are ne:P, then 
x(M,O(mK+mE)) = dim T(M-E,O(mK)) - c T(M,o(~K+~E)) - 'm for m 2 2 .  
Proof. K + (m - 2)(K + E )  + (K + 2E) is nef, so the 
conclusion now follows immediately from Vanishing Theorem. 
Consider the following exact sequence: 
0 -  O(K) - O(K+E) -+ OE(K) -+ 0. 
Then, by Grauert-Riemenschneider vanishing theorem, the 
sequence 
0 - r(M,O(K)) - r(M,O(K+E)) - r(E,OE(K)) -+ 0 
is exact. Then 
d (X,x) = dim T ( E , O  ( K ) )  = geometric genus of E. 1 E 
We now give an interesting case in which the dm can be 
calculated by means oP general-ized Kato's Riemann-Roch theorem 
and Vanishing Theorem: 
Suppose K + E and K + 2E are nef. Then 
x(M,O(mK+(m-1)E)) - x(M,O(mK+mE)) = dm for m 2 2. 
x(M,O(mK+(m-1)E)) - x(M,O(rnK+mE)) 
lim dm - (K+E)"-'E O .  
n-1 
m + + m  m 
(n-1) ! 
We concl-ude this paper with explicit dm-formulae for the 
singularities of surfaces and three-folds. 
Lemma 5.2. Let the notaion be as above. Then 
x(E,O(K~)) = x(M,O(K)) - x(M,O(K+E)). 
Suppose that K + E and K + 2E are nef. Then, in the 
three-fold case, the above formula ( * * * )  and Serre duality 
give 
1 
+ {;IZ3+ &E~K + -E(c + K~)} for m Z 2. 4 12 2 
Example 5.3. Consider the normal isolated singularity 
10 10 2 defined by the equation x + y1° + z1° + w - (xyzw) = 0. 
We already know that E~ = 8 , K = -6E , Ec2 = 488 and 
1 h (E,O) = 0, because (X,x) is Cohen-Macaulay. Since -E is 
nef. K + E and K + 2E are also nef. Therefore 
dl = 54 - 1 = 53. 
dm = 100m2 - 100m + 54 for m 2 2. 
Remark. In our case O(-E) is locally principal, so E~ 
is equal to the multiplicity of the singularity (c.f. [W, 
3 Theorem 5. 1, p.4441). Therefore E = 8. This was pointd out 
to the auther by Tomari. 
Next consider the 2 dimensional case. Then Formula ( * + )  and 
Serre duality give 
I dm(X,x) = (K+E)Em - Z(K+E)E for m 2 2. 
Example 5.4. Consider the singularity defined by the 
8 2 
equation x + y8 + z8 + (xyz) = 0. We already know that E2 = 
-6 and K = -5E. Therefore 
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1.1 The setup of this paper 
Let V be an l-dimensional vector space over a field K. .We assume that the 
characteristic of K is zero. (For the positive characteristic case, see 4.6.) 
Let A be a generic arrangement of n hyperplanes: A is a finite family of 
one-codimensional subspaces of V satisfying 
2. every l hyperplanes of A intersect only at the origin. 
Let S denote the symmetric algebra S(V*) of the dual space V* of V. 
Then S is considered as the M-algebra of all polynomial functions on V. Let 
0 q 5 l .  Let 0 4  = 0: denote the module of all regular q-forms on V. Then 
each Rq is a free S-module of rank ( ) For each 1 A choose C Y  E V* 
such that ker(cuH) = N. Let 
Define 
RYA) = {w I w is a (global) rational q-form on V such that 
both Qw and Q(dw) lie in Rg), 
which is called the module of .logarithmic q-forms with  pole along A. 
Introduce a grading into P ( A )  as usual: for example 
where j is a homogeneous element in S and y; E V* (1 5 i 5 q). Then 
@(A)  is a finitely generated graded S-module. 
1.2 The aim 
Let 
J = J(Q) := ( a Q / d ~ ~ ,  . . . dQlaze)S 
be the Jacobian ideal of Q. At the NSF-CBMS regional meeting research 
conference on " Arrangements of hyperplanes" in 1988, Yuzvinsky posed the 
conjecture that the depth (as an S-module) of the factor ring SIJ is equal 
to zero: 
depthsS/ J = 0. 
This conjecture is equivalent to the conjecture that the homological dimen- 
sion of Re-l(A) is equal to l - 2. In this paper we prove this conjecture. 
Actually we shall prove: 
Moreover we shall construct an explicit minimal free resolution of RqA)  for 
0 5 q 5 1. En particular the free resolution of fie-'(A) gives a minimal free 
resolution of the module D(A) of logarithmic derivations along A studied in 
[4] and others. A minimal free resolution of the factor ring S/ J is also given. 
Fix a hyperplane HI E A for a moment. Let 
A'= A \  {HI), A" = {W n HI I H E  A'). 
(Then A" is an arrangement in the (4 - 1)-dimensional vector spce HI.) 
First in Section 2 we shall prove that there exists a short exact sequence 
in 2.3.6. We also show (2.3.4) that W(A) is generated as an S-algebra by 
{da la  I a! E V*, ker a E A) 
f o r O < q < l - 2 .  
In Section 3, we shall first show that the Fitting ideal of R1(A) has the 
maximal height 4 in 3.2.3 . Combining with a result of [I], we can show that 
9 
/\ nl(A) - Rq (A) 
for 0 5 q 5 4 - 2 in 3.3.2. Using this, we shall construct an explicit minimal 
free resolution of W(A) for 0 5 q 5 1 - 2. The resolution is composed 
of symmetric powers and exterior powers. The resolution of this type was 
studied by Lebelt in [2], which we actually use. The homological dimension 
of W(A) turns out to be equal to q for 0 5 q < 4 - 2. 
In Section 4 we shall construct a minimal free resolution of RqA) for 
q = 4-1, which is the only remaining case. Fix al E V* with ker a1 = Hl E A 
for a moment. First in 4.2.4 we get an exact sequence 
where d is defined by 
for 0 5 q 5 l .  Combining this exact sequence with the free resolutions 
of R4(A) (0 5 q 5 4 - 2) in Section 3, we shall construct a minimal free 
resolution of 0'-l(A) in 4.3.7. Its homological dimension turns out to be 
equal to l - 2. The resolution yields a minimal free resolution 4.5.3 of the 
factor ring SIJ of S by the Jacobian ideal J = J(Q).  The length of the 
resolution is l ,  so we have 
as conjectured by Yuzvinsky. 
Let D(A) be the module of logarithmic deriva1,ions along A (defined in 
4.4). Since 
fie-' (A) 21 D (A) 
as S-modules, we have a minimal free resolution of D(A) in 4.4.2. The 
characteristic sequence in [6] of a generic arrangement A is proved to be: 
2 A short exact sequence and generators for 
a q ( 4  
Let V,l, K, A, n, S, 0 4 ,  Q, W(A) be as in 1.1. Fix H I  E A in this section. 
Let 
A'=A\{Hl) ,  A N = { H n f I 1  I B E A ' ) .  
Then A' is an arrangement in V and is called the deletion of A. Note 
that A' is also generic if #A = n > l +  1. The arrangement A", callcd the 
restrictioil of A to H I ,  is always a generic arrangement in ITl unless l = 3. 
Choose al E V* with lter crl = HI. Let Q' = &/al. Then Q' defines A'. Let 
xl, . . . , xe be a basis for V*. 
2.2 The residue map 
The results in this subsection are true for any nonempty (may not be generic) 
arrangement A. 
Lemma 2.2.1 For any w E @(A), there exist a rational ( q  - 1)-form w' 
and a rational q-form w" such that 
1. w = w' A (dal/al)  + w", 
2. Q'w' and Q'w" are both regular (no pole). 
Proof. We can assume that al = xl. One may (unicluely) choose w' and 
w" such that 
2. neither w' nor w" contains dxl. 
Then it is easy to see that both Q'w' and Qw" are regular. 
One computes 
Since w E Rq(A), d(Qw) and &(dm) are both regular. Therefore Q'(wN A dxl) 
has no pole along xl = 0. Thus it is regular on V. Because w" contains no 
dxl, Q'w" is regular. H 
Definition 2.2.2 For w E R4(A), the restriction of w' in 2.2.1 to HI is called 
the residue of w and is denoted by res(w). 
The well-definedness of the residue of a logarithmic form is in [3, 2.41. 
2.3 A short exact sequence 
Let A be a generic arrangement described in 1.1. 
Lemma 2.3.1 For any w E R4(A), res(w) E Rq-l(AU). In other words, one 
can define a K-linear map 
Proof. Write 
w = W' A (dal/al)  + W" 
as in 2.2.1. Since dw E R4+l(A), write 
where both Q'q' and Q'q" are regular. Then one has 
Since both Qt(dw') and Qf(dw") are regular, 
q' I N 1  = res(dw) = dw' IN, = d(res(w)) 
because of the well-definedness of res(dw). Since A is generic, d(res(w)) has 
at most a simple pole along At'. Also it is obvious that res(w) = w' 1% has 
at most a simple pole along A". Therefore res(w) E Rq-'(A"). 
Denote the inclusion map R4 (A") -+ Rq(A) by i. 
Lemma 2.3.2 The sequence 
is exact for q > 1 
Proof. For w E R4(A1), we can choose w' = 0 and w" = w in 2.2.1. Thus 
res(w) = 0. 
We can assume that al = XI. Write 
as in the proof of 2.2.1; neither w' nor w" contains dxl. Suppose 
Then every coefficient of w' is divisible by XI. So Q1w is regular. Also dw has 
no pole along HI either. Therefore w E Rq(A1). 
Definition 2.3.3 An arrangement A in V is called Boolean if 1) #A = 
n = l, and 2) the intersection of all hyperplanes in A consists only of the 
origin. (In this case the intersection lattice L(A) is a Boolean lattice.) 
Theorem 2.3.4 Let  0 5 q 5 & - 2. Let  A be a Boolean o r  generic  arrange- 
m e n t .  T h e n  Rq(A) i s  generated (as  a n  S-algebra) by  
{dala  I a E V*, lcer a E A). 
Proof. When A is Boolean it is easy to see (e. g., see [3, 2.91) that the 
S-module R1(A) is free with a basis daI/crl,. . . , dae/a!, where A = {ler a; I 
i = 1,. . . ,&). By [3, p. 270, TI-IEOREM], we have 
Suppose that A is generic. Define 
Fq(A) := the submodule of RYA) generated by {dalcr I leer a E A). 
We shall show 
Rq(A) = Fq(A) 
by an induction on n = #A. Note that 
Since 
# A 1 = # A - 1  and # A U L # A - 1 ,  
we have a commutative diagram 
by induction assumption. Let be the algebra of all polynomial functions on 
HI. Identify with S/alS. For each E A", there exists a unique N E A' 
such that 
H n HI = g. 
Let an E V* with H = ler a ~ .  Let 5~ be the residue class of a H  in 3. Then 
- 
H = ker (orH). 
Since 
r e s ( ( d ~ ~ / ~ ~ )  A (dal/al)) = ~%/EIT,  
we have 
RqP1 (A1') ) resRq(A) ) resFq (A) = Fq-l(A1') = R9-1(A'1). 
Therefore the sequence 
is exact. 
Let w E Rq(A). Choose 7 E F 4  (A) such that 
Then 
w - 7 E ler(res) = Rq(A') = Fq(A') Fq(A). 
Therefore 
w E Fq(A). 
Thus 
nq(A> = F ~ A )  
and the induction proceeds. I 
Remark 2.3.5 Theorem 2.3.4 was proved by Ziegler in [7, 6.4.31 [8, 7.51 by 
a different method. 
In the course of the proof of 2.3.4, we have already proved the following 
Theorem 2.3.6 Let  A be generic  and  1 < q < .Q - 2.  T h e n  the  sequence 
i s  exact .  B 
We keep the setup of the previous section. Let A = { H I ,  H2, . . . , H,) be a 
generic arrangement in V. Define 
be a free S-module with a basis el, e2,. . . , en. The grading of Fa is introduced 
so that 
deg(e;) = 0 (I 5 i 5 n). 
Let XI , .  . . , xj be a basis for V*. Choose a; E V* with ker(a;) = Hi. Let 
w; = da;/a; for 1 5 i 5 n. Define an S-linear map 
by 
'p(e;) = w; (1 5 i 5 n). 
Note that cp is homogeneous of degree zero. Define 
Fl = F1 (A) = lter cp. 
3.2 The Fitting ideal of @(A) 
Restrict 
. : F, R ~ ( A )  
to a subspace @;=$wei t;o get 
Then 
$(a;e;) = da; (1 5 i 5 n)  
Since A is generic, darl,. . . , da, span T*V. Denote ker($) by B, which 
is a vector subspace of dimension n - l. Note that every element of B is 
homogeneous of degree one in Fo. Then the following theorem is due to 
Ziegler [7, 6.4.71 [8, 7.71: 
Theorem 3.2.1 The sequence 
is a minimal free resolution of R1(A). Here Fo is free of rank n and IT;; is 
free of rank n - l. In fact I;; is naturally isomorphic to  S @K B. 
The natural grading of 2;; is introduced so that Fl may have a, basis 
consisting of elements of degree zero. Then the inclusion map Fl L, Fo is 
homogeneous of degree $1. The Fitting ideal of R1(A) is, by delinition, 
generated by all (n - &)-minors of the matrix presenting the inclusion map 
Fl L) Fo: All entries of the matrix are elemenets of degree one in S. Denote 
the Fitting ideal by F. 
Lemma 3.2.2 Every product of n - l elements i n  {al,. . ,a,} lies in  the 
Fitting ideal F. 
Proof. We can assume that a; = x; (1 < i 5 l). Let 
with cij E K for l < i 5 n,  1 < j 5 l. Then 
lies in ker(cp) = 1T;. Considering . . , Pn, one deduces that 
Since this is true for any numbering of a l ,  . . . , a,, one gets the result. I 
Theorem 3.2.3 The Fitting ideal F is of height l. 
Proof. If necessary, by extending the field K, one can assume that K is 
algebraically closed. It is, by Hilbert's Nullstellensatz, enough to prove that 
the zero set Z = Z(.F of the Fitting ideal F consists only of the origin. Let 
v E Z. Suppose that 
= o  1 5 i L t )  
Then 
n 
By 3.2.2, one has n - t < n, - l. Thus t > l. So 
By applying the result of Lebelt [I, p. 191, Folgerung 1 a), b)], from 3.2.3 
we obtain 
Theorem 3.3.1 Aq R1(A) is torsion-free for 0 < q < ! - 1. 
Theorem 3.3.2 For 0 < q < ! - 2,  there exists a natural isom,orphism 
Proof. By 2.3.4 the natural map 
is surjective. Let ( be the map of multiplying Qq, where & = nT=l a;. Then 
we have a commutative diagram 
because QR1(A) C 0;. Here p' is also the natural ma.p. Since J is injective 
by 3.3.1 and p' is isomorphic, one knows that p is also injective. 
3.4 Free resolution of W(A) (0 5 q 5 k' - 2) 
In [I, p.191, Folgerung 1 b)] and [2, p. 345, Beispiele (ii)], Lebelt constructed 
a free resolution of the exterior power of a module of homological dimension 
one. Let S P  denote the p-th symmetric power. (Note that the symmetric 
power is isomorphic to the divided power in [2, p. 3431 because the field 
K is of characteristic zero.) Since we have 3.2.3 and 3.3.2, we have a free 
resolution (C'(RY(A)), d) of RY(A) for 0 < q < l - 2: 
for 0 < p < q. Here the tensor product is over S. The boundary map 
is defined by the S-linear map satisfying 
where y; E Fl and p E l\q-P Fo for 0 < p < q. This map d is homogeneous of 
degree $1. Also we define the augmented map 
by the S-linear map satisfying 
for 1 < il < . . . < iq < n. Then this map E is homogeneous of degree zero. 
Thanlcs to 3.3.2 we have 
Theorem 3.4.1 T h e  complex (C'(Rq(A)), d) is  a minimal  resolution oJRq(A) 
f o r o s q < e - a .  H 
Since Fo F! Sn and Fl II s"-' (3.2. I ) ,  the rank of a free module Cp(Rq (A)) 
is equal to ( " P " )  ( q : p ) .  Let i anddbeintegers.  Define the 
graded S-module S ( i )  by: 
S ( Z ) ~  = Si+d. 
Then we have 
Corollary 3.4.2 Let 0 5 q 5 t - 2.  There exists an  exact sequence 
and all maps  are homogeneous of degree zero. El 
Corollary 3.4.3 T h e  homological dimension of Rq(A) is equal t o  q for 0 5 
< e - 2 .  - 1 
4.1 The setup 
We keep the setup of the previous section. Let 
FA = FL(A) = $;="=,~e;. 
Then FA is a free S-module of rank n - 1. 
4.2 Exact sequence (Q(A),  a) 
Definition 4.2.1 Let OE : S + S be the Euler derivation: 
For w E Rq(A), define a (q - 1)-form < w ,  BE > such that 
1. the correspondence w H <  w ,  OE > is S-linear, 
2. 
This definition is independent of the choice of a basis X I , .  . . , ze for V*. 
Lemma 4.2.2 For a n y  w E @((A)  and a E V*, 
Proof. We can assume that 
a = x1 and w = dx;, A - - - A dxiq 
for 1 L i l  < i 2  < - . - < i q  it. 
case 1. ( 1  < i l )  
L H S  = < dxl A dx;, A . . - A dxiq, OE > 
= X ~ ~ X ; ,  A - - - A dxiq - d x l A  < dx;,  A .  - .  A dxiq1 O E  >= R H S .  
case 2. ( 1  = i l )  
R H S  = xldx; ,  A - - - A dxiq - dxl A (x ldx i ,  A . . . A dxiq)  = O = LHS.  
Lemma 4.2.3 For a n y  w E @(A), < w,OE >E @-' (A) .  
Proof. Let a E V* with W = kera CE A. B y  4.2.2, we know 
d a A  < wlOE >= aw-  < d a  Aw,OE > . 
This has no pole along fI. So < w ,  OE >E KF1(A). I 
Let wl = d a l / a l .  Define 
a : aq (A) -+ W1(a)  
for w E R q ( A ) .  
Theorem 4.2.4 T h e  sequnce 
i s  exact .  
Proof. If w E Qq(A)  satisfies wl A w = aw = 0, then we have 
by4.2.2.  S i n c e < ~ , d ~ > l i e s i n R ~ - ~ ( A )  by4.2.3 ,  thesequenceisexact. 
4.3 Free resolution of 0'-'(A) 
Recall the free module I;b' = $;="=,e;. Let 0 5 q 5 1 - 2. Then 
and 
Deline 
by the first projection: 
aq(x + (el A Y)) = x, 
where z E Aq Fi and y E Aq-' F;. 
Define 
k k + l  
a k :  AFb+ /\ Fo (0 5 k < q) 
by ak(x) = el A x. Then the following lemma is easy: 
Lemma 4.3.1 T h e  sequence 
i s  exact.  
Let p = l - 2 - q. By tensoring (over S) the (-1)P-multiplication of the 
p-th symmetric power SPFl to ak , we obtain 
Also by tensoring the identity map of S P F l  to 8, , we obtain 
For simplicity denote all these maps by a: 
Then we have 
Theorem 4.3.2 Let  0 < p < k' - 2 and q = .l - 2 - p. Then the sequence 
is  exact. I 
For simplicity we write 
Then by 4.3.2 the sequence 
is exact for 0 < p 5 l - 2. Integrating these exact sequences with those in 
3.4.1 and 4.2.4 we obtain a big diagram 
0 0 
T T 
o + s 2 nl(a) 
& T  & l -  
0 + C0,O 3 C0'1 
T dl- 
0 -+ CIJ 
T 
0 
T 
0 
I-Iere all the columns and the rows are exact. 
Lemma 4.3.3 T h e  big diagram above is  commutative.  
Proof. Let 
q-P 
YI . - yp  63 z E CPtq = SPFl 8 /\ I;b 
for 1 L p L q < . l - 2 .  Then 
Next let 
for 0 5 q 5 4 - 2. Then 
We shall fill the column of the Dp's of the big diagram with S-linear maps: 
satisfying 
w 
for y; E Fl, z E l\e-2-p IT;. Here 
is the restriction of the first projection map 
to Fl. Then all of these maps d are homogeneous of degree $1. Also let 
be the S-linear map satisfying 
where 1 < il < . . . < it-2 5 n. Then this map E is homogeneous of degree 
zero. Then we have 
Lemma 4.3.4 The sequence 
gives a minimal resolution of the S-module wl A fle-2(A). 
Proof. Since all of these maps d are homogeneous of degree $1, the 
minimadity of the resolution is obtained by applying a well-known rninimality 
criterion (e. g., [5 ,  Lemma 4.41). So it is enough to show that the insertion 
of the maps d and E to the big diagram keeps its commutativity. First we 
shall prove the diagram 
is commutative. Let 
for y; E Fl and z E AeL2-p F o. Write 
with zl E F' a nd Z2 E A e-3-p Fi. Then 
Next we shall prove that the diagram 
is commutative. Let 
for 15 il < ...  < iea2 5 n. Then 
Definition 4.3.5 Define 
Then w~ E Re-' (A). 
Note that WE is independent of the choice of a basis XI,. . . , xe and that the 
degree of W E  is equal to C - n. 
Lemma 4.3.6 
ne1 (A)  = (wl A nP-' (A)) @ SUE. 
Proof. Recall the sequence 4.2.4 
Since 
a(,,) = w, A W E  = (axl A - - .  A dxe)/Q 
and 
nE(A) = S(dxl A . - A dze)/Q (free of rank one), 
we have a short exact sequence 
which splits. Thus we have the desired result. I 
Define E' : S -+ flecl(A) by E'( f )  = fwE for f E S. Then E' is homoge- 
neous of degree l - n. Combining the free resolution 4.3.4 of w l  A 0e-2(A) 
and 4.3.6, we finally have 
Theorem 4.3.7 The sequence 
gives a minimal  free resolution 4 the S-module 0'-'(A). 
Since FA .u Sn-' and Fl e Sn-', the rank of a free module Dp = 
- 
S P F l  @ r\'-'-~ F; is equal to ( n p l  ) (i:i!2). Considering 
the degrees of the maps d and dl, we have 
Corollary 4.3.8 There exists an  exact sequence 
where w ( ~ )  = ( n e i p ' )  (&:z2) (0 < p i - - 2 )  and all the 
maps  are h,omogeneous of degree zero. I 
Corollary 4.3.9 The homological dimension o j  the S-module 0'-'(A) is 
equal t o  & - 2. 1 
4.4 Remark on D ( A )  
Let Der = DerK(S) denote the module of all K-derivations on S: 
Der = (0 I 0 : S -+ S is K-linear and 
Q(f9) = fO(g) +gO(f) for all S1g E S ) .  
An element 6 E Der is called to be homogeneous of degree d if O(x) E Sd+l 
for all x E V*. Then it is easy to see that Der is naturally a graded free 
S-module of rank l. 
Define 
D ( A )  = ( 9  E Der I O(Q) E QS} 
for Q  = &(A). Then D ( A )  is a graded submodule of Der. The S-module 
D ( A )  is called the module of logarithmic derivations along A. It has been 
studied in [4] and others. Recall the Euler derivation 
in 4.2.1 and 
in 4.3.5. Then deg OE = 0 and deg W E  = l - n. 
The following lemma is easy: 
Lemma 4.4.1 There is an isomorphism 
defined b y  
for 6  E D ( A ) .  Also ~ ( 6 ~ )  = W E .  H 
By 4.3.7, we have: 
Theorem 4.4.2 There exists a minimal free resolution 
of the S-module D ( A ) .  I 
Since the map y is homogeneous of degree l - n, we also have 
Corollary 4.4.3 There  exists a n  exact sequence 
where w ( p )  = ( ' ; P ' )  ( l y r ! 2 )  ( O < p < L - 2 )  a n d a l l t h e  
m a p s  are homogeneous of degree zero. I 
Corollary 4.4.4 T h e  characteristic sequence (see [6, p. 3151) of a generic 
arrangement  (wi th  n hyperplanes i n  a n  &-dimensional  vector space) is: 
Corollary 4.4.5 T h e  homological d imens ion  of t he  S-module  D(A) is  equal 
t o  L - 2 .  1 
4.5 Remark on the factor ring S /J  
Consider 
Ann(A) = {O E D(A) I @ ( & )  = 0). 
Then Ann(A) is a graded submodule of D(A). Let J = J(Q) be the Jacobian 
ideal of Q: 
J = (dQ/dzl, . . . , aQ/dxe)S. 
Define an S-linear map 
p : Der + S 
by p(O) = 8(Q) for I3 E Der. Then it is easy to see 
Lemma 4.5.1 T h e  sequence 
0 -, Ann(A) -t Der 2 S + S/ J + 0 
is  exact. I 
Lemma 4.5.2 (1) D(A) = Ann(A) $ SOE, and (2) there exists a n  S-l inear 
isomorphism 
7 : wl A 0" (A) 7: Ann(A). 
Proof. 
(1) Let 6 E D(A). Note that n = deg Q. Then 
If f BE E Ann(A) il S o E ,  then 
Thus f = 0. 
(2) Recall the isomorphism 
in 4.4.1. Since y ( B E )  = WE, one has 
oe-'(A) = y(Ann(A)) $ SWE 
by (1). Recall 4.3.6: 
0'-'(~) = (wl A R'-~(A)) $ SWE. 
Thus we have (2). 1 
From 4.3.4, 4.5.2 (2), and 4.5.1, one has 
Theorem 4.5.3 There exists a minimal  free resolution 
0 -, D'-' 5 D'-' 5 . - .  5 Do i Der 3 S i S/J i 0 
of the  S-module S /  J .  I 
Considering the degrees of the maps, one obtains 
Corollary 4.5.4 There exists an exact sequence 
where w ( p )  = ( ) ( )  (0  < p < l - 2 )  anda l l t he  
maps are homogeneous of degree zero. 
Corollary 4.5.5 The homological dimension of the S-module S/J is equal 
to  l .  Therefore the depth of S I J  is equal to zero. I 
Example 4.5.6 Let Q = ( x  + y + z ) x y z .  Then Q defines a generic arrange- 
ment with 1 = 3 and n = 4. Then the Jacobian ideal J is defined by 
Let a] = x + y + z ,  a2 = x ,  a3 = y, a4 = Z ,  and w; = d a i / a ;  (i = 1 ,2 ,3 ,4 ) .  
Then 
As in 4.3.4, a minimal free resolution of the S-module wl A R 1 ( A )  is given 
by: 
0 -+ Fl 4 Fh 5 w, A f l l ( A )  + 0. 
Here 
d(xe2 + yes + ze4 - ( x  + y + z ) e l )  = xe2 + yes + ze41 
The isomorphism (4.5.2 (2)) 
in this case satisfies 
The map 
p : Der + S  
is defined by p(0) = O(Q). Then the minimal free resolution of S / J  in 4.5.3 
1 T O E  0 -  Fl 3 F, + Der 5 S i  S / J +  0.  
So we get an exact sequence 
where all the maps are homogeneous of degree zero. This is the exact se- 
quence in Corollary 4.5.4. 
4.6 Remark on positive characteristic 
When K has a positive characteristic, the symmetric power so far should be 
replaced by the divided power as in [2]. Then all the results up to 4.4 hold 
true after a suitable change of the definition of the boundary map d [2, p. 
345, Beispiele (ii)]. Unless n is a multiple of the characteristic, the results 
in 4.5 are still true. (When n is a multiple of the characteristic, 4.5.2 is not 
true: OE E Ann(A).) 
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Deformation theory of isolated singularities from the point 
of view of CR-structures ( the deformation theory of pseudo 
hermitian CR-structures which preserve the Webstergs scalar 
curvature ) 
BY 
Takao Akahori (% ZE Tf? % ) 
This work is supported by Sonderforschungb~reich 170 ,, Geometric 
und Analysis" in Gottingen University . 
Abstract Recently , for compact projective manifolds , as a 
generalization of the Teichmuler space to the higher dimensional 
case , the global moduli theory has been developed by sevzral 
authors ( Siu , Fujiki and Schumacher ( ~ i )  , (Sch) ) . On the 
other hand , for open manifolds , nothing has been known . 
And last thirty years , several similarities between project 
algebraic spaces and strongly pseudo convex spaces have been 
shown . Therefore it seems natural to try to construct a 
global moduli theory for strongly pseudo convex spaces . 
Let X be a strongly pseudo convex space and let r be 
00 
a C strictly pluri-subharmonic function except a compact 
subset . Let 
= E X :  x ~ X  , r(x)<O 1 
and let bfi be its boundary . Then over bfl , a CR- 
structureLis induced from X Namely let 
Then the pair (M,OT") is called a CR-structure . I should 
expain why we consider such an abstract object . Because , 
our might have singularities . And furthermore fi 
is open ( not compact ) , so these facts cause aeveral troubles 
in using analysis . However very fortunately , the CR- 
structure (M,*T") determines -hL , almostly ( for example 
see Rossi9s theorem ) . And furthermore (M,'TII) and 12 
with the boundary b_R have the simlar property in analysis 
( if JJ- has no singularity ) And techni~ally 
( M , O T I I )  can be handeled much easier than Of course 
CR-szructure itself is interesting . But from our stand 
point , we are always considering fi in mind . 
As you know , for a strongly pseudo convex space , as for 
local theory , for the first time , a versal family in a sense 
of Kuranishi is constructed by (Akl),(Ak2) under several 
assumptions fr3m the point of view of CR-structures . Later , 
by a complete different method , without any assumptions , by 
(~i-KO) , the existence of the versal family is shown . There- 
fore nowadays , it is not necessary to use CR-structures in the 
local moduli theory . However , in the global moduli theory 
for a compact case , a real analysis method is essentially used 
and indispensable . Therefore we might hope that the CR- 
structure method could revive in the global theory . 
The first difficulty for constructing a global moduli space 
is that : the parameter space of the local versal family may not 
be the local moduli space . Of course this phenomenon appears 
in the compact complex manifold case . But for a compact 
complex ,anifold X , if we assume : 
where OX means the holomorphic tangent bundle , then the 
local versal family must be the moduli family . Contrast to 
the compact complex manifold case , we can9t expect such a 
theorem in the CR-ease . Namely , o w  stand point is : 
we are always considering open complex spaces , In this sense , 
if we are given a family of CR-structures (M, 
and tl , t2C T , satisfying 
as a germ of singularities 
where (vt17Atl) is a normal stein space determined by 
0, *tl)T1l) and ( ,At2) is a normal stein space determined 
9(t2)T11) 2 by (My , we should regard 
(M,Rtl)T1l) and (M, &t2)T!l) 
as the same point in the moduli space . However , this 
equivalence is hardly handled . Because even if 
(vtl ,A ) 3- (Vt 'At ) as a germ of singularities , we can't 
2 2 
say anything about CR-structures . For example , let Ma,b be 
Obviously , for any a =(al9 .. ..an) , b=(b ly-..., bn) 9 
('a,b7 " ~ 1 1 )  defines the same stein space as the germ of the 
origin ( non-singular point ) . However , by Webster ( see (w) ) , 
if and only if a = b a 
We would like to avoid this difficulty . In the above 
example , we note that Webster9s scalar curvature changes if 
a # b . Hence we would like to propose a deformation theory 
of pseudo hermitian CR-structureswhich preserves the 
Webster's scalar curvature . must explain what the 
Webster's scalar curvature is like . Let 8 be a 
real 1 - forn satisfying : 
We call this triple (M,OTI', 9 )  a pseudo hermitian structure . 
By Chern - Moser and Tanaka , we have a connection and 
curvature forms over the coframe bundle of (M,OT~~, )
like in the case of Riemann geometry , and so we have the 
Webster9s scalar curvature over (M,OT~~, 0 ) . W e  write R 
for this Webster9s scalar curvature . Let (PI,lbTt1 0 ) 
be a deformation of the pseudo hermitian structure of 
( M , ~ T ~ ~ ,  8 ) . Namely , $ is an element of r ( ~ ,  'Tlf@ (O Tvr)*) 
and here we always u ~ e  the same as above . Let R($) 
be the Webster9 s scalar curvature defined by (PIPTI!, 0 ) a 
We consider 
where R($) means the Websterpscallar curvature defined 
by (M,PT", 0 ) Immediately , we have the following 
queation . Namely this family has enough deformations 
or not . 
We see this . Let g be a real valued C* function on M 
- 
And let X be a O TI1 - valued vector field defined by : 
g 
- o (  kg,y]) = Yg for any Y in ~-(M,oT~I) 
For any family of deformations L V , ~ ,  S ) , a family of deformations 
of complex manifold N , where M is a real hypersurface of 
N , we would like to get a real valued function g(s) 
satisfying : 
there is a C- embedding f : M C-PTL-~(S) 
where 
X~(s) 
f = idenkity 
satisfying 
*do) 
++ ~M((s)of ) = R  . 
Xs(s) 
Obviously * is a non-linear partial differential equation , 
where unknown function is g(s) For this equation , 
let Ljys) be a linear term with respect to g Then , 
Proposition 1. The principal term of 
L%s) is sub-elliptic , 
whivh doesn't depend ony(s) . 
Theorem 2, If 
1 g : g is a real valued C- function satisfying Log = 0 3 
=  constant functions 3. 
then 
Here Y ( s )  means the corresponding element of ~ ( M , T ' @ ( * T ~ ~ ) + )  
to ( q 9  TL, S 
Details will appear soon in another paper . 
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PROPAGATION OF C O N V E R G E N C E  ALONG A MOISEZON SUBSPACE 
Shuzo IZUMI (B l@S) 
Dept. Math., Kinki Univ., Kowakae, Higashi-Osaka, 577 Japan 
I . Formal complex spaces (cf .  [B], [A-TI). 
Let (X,Ox) be  a complex space and S i t s  subspace def ined by ideal  
sheaf ICOx. Then Ox,  S:  = l i m  Ox/I 1 1 1 is a sheaf of r i n g s  on I SI. 
f- 
C-ringed space WEX 1 : = ( I S 1 ,  O x ,  s )  i s  c a l l e d  t h e  completion of X along S. 
Let  J be a coherent  i d e a l  sheaf of Ox,  and put A:  = s p t .  Ox. s/JC 1x1. A 
C-ringed space l o c a l l y  isomorphic t o  such (A, Ox ,  s / J )  is c a l l e d  a formal 
complex space. I t s  s t r u c t u r e  sheaf is coherent. I t s  s e c t i o n s  a r e  ca l l ed  
formal funct ions .  Formal complex spaces and t h e i r  morphisms a s  C-ringed 
spaces form t h e  ca tegory of formal complex spaces. 
I f  SCX, we can canonical ly  de f ine  a morphism i s :X l s  d X = K l x .  I f  
I :X--*Y is a morphism of complex spaces with I (I S I ) C IT I ,  t h e r e  e x i s t s  a 
- 
unique morphism $:XI S ~ P ( T  such t h a t  i 7 . 0 1 = 1 0  i s .  We c a l l  5 t h e  completion 
of I. A morphism of formal complex spaces i s  c a l l e d  convergent i f  it is a 
completion of a morphism of complex spaces. 
II. Results .  
Lemma 1 ([I]). Suppose t h a t  S c X  is except ional  and t h a t  X is i r r educ ib le  
around S. I f  g loba l  s e c t i o n  f t r(S, Ox .  s )  i s  convergent a t  [ E S ,  f is 
convergent a long whole S i. e. f t r(S, Ox). 
This follows from a c o r o l l a r y  of Gabrielov' s theorem [GI (cf. [I], [TI). 
Theorem 2. Suppose t h a t  SCX is a (compact i r reduc ib le )  Moisezon subspace 
and t h a t  X is i r r e d u c i b l e  around S. I f  g lobal  s e c t i o n  f€I'(S, Ox ,  s )  is 
convergent a t  [ t S, f is  convergent along whole S i. e. f € I' (S, Ox). 
This follows from Lemma 1 and t h e  theory of p o s i t i v e  l i n e  bundles and 
t h e  complex tubu la r  neighbourhood theorem of Grauert  [Gra]. 
Corol lary  3. ([TI). Suppose t h a t  S is a compact i r r e d u c i b l e  Moisezon 
subspace and DCS is a C a r t i e r  d iv i sor .  I f  A, B C  1 S 1 - 1 D l  a r e  compact s e t s  
wi th  i n t e r i o r ,  then t h e r e  e x i s t s  M>O such t h a t  I l  f  / I  s l M d  11 f I /  A f o r  any 
f €L(dD), where 11 I l  : = ( t h e  maximum norm) and 
L(dD) : = {f : meromorphic on S, ( f )  +dD is  e f fec t ive ) .  
Theorem 4. Suppose t h a t  
(1) SCX is a (compact i r reduc ib le )  Moisezon subspace such t h a t  X is 
i r r e d u c i b l e  around S; 
(2) TCY is a complex subspce; 
(3) There e x i s t s  a f i n i t e  success ion II:Y-Z of f i n i t e  s u r j e c t i v e  
morphisms and modifications of complex spaces such t h a t  II( IT I ) is one 
po in t ;  
(4) @:XI s--*PI is a morphism of formal complex spaces. 
Then, i f  8 is convergent a t  [ E S ,  O i s  convergent along whole S. 
This follows from Theorem 2 and Lemma 6 below. 
Lemma 5. Let II:Y--+Z be a f i n i t e  success ion of f i n i t e  s u r j e c t i v e  morphisms 
and modifications of complex spaces such t h a t  II( 1 S 1 ) C 1 T 1 .  Then the re  
e x i s t s  a t h i n  subspace WCZ depending only on II such t h a t  t h e  following 
holds. 
(1) I f  K:Cl ( o )  -ZIT is  a formal curve which is  not  contained i n  W, it has 
only a f i n i t e  number of l i f t i n g s  A:CI c o )  -->PI,. 
(2) I f  K is convergent, A a r e  a l s o  so. 
(2) follows from (1) and A r t i n ' s  theorem LAJ on a n a l y t i c  equations. 
Lemma 6. Let  XI s ,  TIT,  Z I R  be completions of complex spaces along 
subspaces. Suppose t h a t  O:Els--*PIT is a formal morphism and t h a t  
fi:EIT+Zl is t h e  completion of a f i n i t e  succession n : Y  I-r-ZIR of 
f i n i t e  s u r j e c t i v e  morphisms and modif ica t ions  wi th  n(lT 1 )  C l R  I ) .  I f  f i n @  is 
convergent, s o  is 8. 
This follows from Lemma 5 and a theorem of [L-MI on convergence along 
l ines  through 0 t C n .  
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Some remarks on the construction of regular algebraic surfaces 
of general type. 
Tadashi ASHIKAGA % &'-! L)  
(Miyagi National College of Technology) 
1 Motivation 
Let S be a minimal algebraic surface of general type defined 
over the complex number field C . Denote by pg(S), c12(s) the 
geometric genus and the square of the first Chern class of S 
respectively. By Noelher and Miyaoka's inequality, we have 2pg(S) 
- 4 I c12(s) I 9pg(S) + 9 , pg(S) 2 0 and c12(s) > 0 .  Now we 
consider the "type" of the canonical mapping OK of S. The 
following proposition is easily proved by the same argument as in 
Beauville CBI. 
( 1 .  I )  P r o p o s i t i o n .  Let S be a minimal algebraic surface of 
general type. 
( 1 )  Assume that @ is generically finite. 1f there exists an 
integer i such that c12(s) I (i + 1) (p (S) - 2) , then the mapping g 
degree of Q K  does not greater than i . 
(2) Assume that OK gives a pencil of curves of genus g . And 
assume that there exist integers j and k with 0 I k 2 j such 
L that c S < j + l p g S  - 1 and p S > ( ( k +  + I .  Let 
g 
I L I  be the variable part of the canonical system I K ~ /  Then the 
number of the base points of ( L I  is not greater than k , and 
g I  [(1/2)(j + k)l + 1 (where 1 2  + I is the greatest 
integer not exceeding (1/2)(j + k)). 
By the above proposition, for any algebraic surface of general 
type, the number of the type of (IIK is finite. For instance: 
/ 1 2 ( 1 . 2 )  CoroLLary. Assume that c (S) < 6pg(S) - 6 and pg(S) > 6. 1 
Then one of the following two conditions is satisfied. 
(1) O K  is generically finite and deg (IIK I 5. 
(2) O K  is a holomorphic map and O K  gives a pencil of curves of 
genus 2 01- 3 . 
Proposition (1.1) is not a deep result, because i t  does not 
imply the following well-known facts. 
1 1 .  3) Facts. L (1) (Beauville CB1) If cl (S) < 3pg(S) - 7, then OK 
is a generically finite 2 : 1 mapping. 
(2) (I-Iorikawa [H2, 511) If c 2 ( ~ )  I 4pg(S) - 7 , pg(S) 2 5 and 1 
q(S) = 0 ,  then Q K  does not give a pencil. 
Now we prepare the following definition, and consider the next 
problem: 
i i . 4 1  Definition. We call that S is of type I (1-esp. of type 
1 1 )  when O K  is a birational map tresp. a gererically finite 2 : i 
map). We call that S is of type when S is neither of type 
I nor of type 11. 
1 1 . 5 )  ProbLem o f  t h e  g e o g r a p h y  o f  surfaces of " f i x e d  t y p e "  . 
Construct "many" examples of surfaces of type I (resp. of type I 1  
01- of type 1 .  
The geography of surfaces of type I 1  is studied by Persson 
[PI, Xiao [XI and Chen CCI etc. They used the double covering method 
and the obtained surfaces have pencils of hyperelliptic curves. On 
the other hand, "a little" examples of surfaces of type are known 
( C B ,  521,CP, §31,[H2, 541 etc.). 
Now our aim in this note is to study the geography of regular 
surfaces of type I . ("regular" means that the irregularity 
1 
vanishes.) In 5 2 ,  we study divisors on P -bundles over a Hirzebruch 
surface. In 53, we study singularities on surfaces. In 54, we 
construct some examples of surfaces of type I . The obtained 
surfaces have pencils of nonhyperelliptic curves of genus 3 . 
The basic idea in this note was born in usual discussion with 
Kazuhiro Konno. And also the s-esults in 53 are in the joint work 
with him CAK21. The author would like to express hearty thanks to 
him. 
1 §2. Divisors on P -bundles over a Hirzehruch surface 
12. 1 )  Let Ze be a Hirzebruch surface of degree e , and let C0 ' f 
be a 0-section ( C  = e) and a fiber on Ze respectively. For 0 
integers a and 4 , let n :  X = R ( O z  @ O z  taco + Of))+Z be 
e 
e e 
l the F -bunble associated with the locally free sheaf Oz @ oZ taco 
e e 
+ Of). * * Set T = 0 (li,  Do = n Co and F = a f. Then the Picard X 
group of X is generated by T , Do and F. 
Let x, y, z be integers with x 2 2. We consider an 
irreducible divisor V on X which is linearly equivalent to xT + 
yDo + zF.  The restriction map : V  - Ze is a generically 
finite x : 1 mapping. And the general fiber V t  of the 
- 
composition map a : V -+ Ze -+ P' is a curve of ari thmetic genus 
g(Vt) = (1/2)(x - l)(xa + 2(y - 1)). Let xtoy) , w v  be the 
Eule1.-Poincare characteristic of OV and the self-intersection 
number of the dualizing sheaf w  of V .  Then ; v 
(2. 2) Proposition. Put N = (1/24)x(x - l)(x - 2)a(ae + 2R) , H = 
(1/2)g(((g/(x-l)) + 1)e + xR + 22) , pN = 6(x - 2)/(x - 1) and - 
- 
(2(3~-4)/(x-l)) - (2x/g). Then we have 
(2.3) Remark. - (1) Put x = 2. Then we have It = pN = 0 and pH - 
- 
4 - 1 The general fiber of a : V  --+ PI is a hyperelliptic 
curve. On the other hand, for any surface S of general type which 
has a linear pencil of hyperelliptic curves of genus g, we have 
(See Horikawa CH31). For this 
reason, we call P~ the hypereLLiptic coefficient of V .  
( 2 )  Let E be a rank 3 vector bundle on a nonsingular curve C, 
2 
and let n' : Y = k'(E) - C be the -bundle associated with E. 
Set T' = Qy(l). For x' 2 4 and a divisor A on C , let V' be 
an irreducible divisor on Y which is linearly equivalent to x'T' + 
* 
K A .  The general fiber of n' I v '  : V' * C is a nonhyperelliptic 
curve of arithmetic genus g = (1/2)(x1 - l)(x' - 2). Then by a 
formula of Takahashi CTal, we have 
W V ' = (6txt-3)/tx'-2))x(OV, + (x' (x'-3) (xt+l)/(x'-2)) (g - 1). 
The coefficient 6(x'-3)/(xt-2) is similar to P~ ' So we call 
P~ the nonhypereLLiptic coefficient of V . 
I (2. 4) L e m m a .  L e t  V be as in 2 . 1  Set q(V) = h (8, O V ) .  
(1) I f  a + y 2 1 and e + 0 + 2 2 1 , then q(V) vanishes. 
(2) Assume x 2 3 , y + (x - 2)a 2 2 and z + (x - 210 + e 2 2. 
Then the rational map associated with the dualizing system IuV1 of 
V is a birational map. 
( 2 . 5 )  L e m m a .  For a divisor D = xT + yDo + zF  on X , the 
following are equivalent: 
( 1 )  D is ample. 
(2) D is very ample. 
( 3 ) x > O , y > O ,  z > O  and B x + z > O .  
Thus by Lemma (2.4),(2.5) and Bertini's theorem, we can give 
some examples of surfaces of type I. The invarients of these 
surfaces are calculated by Proposition (2.2). 
53. Contribution of singularities. 
(3.1) In this section, let S be a normal Gorenstein surface. For 
an isolated singularity 5 on S , let T : S S be the minimal 
q resolution of f. By the spectral sequence H'(s, R r*Os, = > 
H ~ + ~ ( S ' ,  OSll, we have x(OSI) = x(O S 1 - pg(f) where pg(f) = 
0 1 h ( S T ,  R t*OS,) is the geometric genus of f. Moreover there 
exists a divisor Z on S' supported by T such that oS, - 4  
* 
t w @ OSl(- Z,). (See e.g.CR1). Thus we have w 2 = 0 2 2 S S ' S + zt . 5 
We call (pg(f) : - zf2) the type of singuLarity f. 
The explicite formulae for calculating the type of singularities 
in some special situations are required. For instance, TomariCTol 
obtained a certain formula. On the other hand, in case of double 
points, HorikawaCHI, 521 obtained another formula. His method - 
the canonical resolution for double coverings - is useful not only 
for calculating the local contribution of singularities but also 
controlling all the singularities on a surface globally. 
Now we extend this method for cyclic triple coverings. (See 
CAK2, 5311. Let W be a nonsingular surface, and let L be a line 
bundle on W. 1 Set rr : X = P(EW @ Ow(L)) ---+ W the P -bundle, and 
set T = OX(l). I f  we fix a system of fiber coordinate (Yo : Y1)  
of rr : X i  W, then any section p E HO(X, F(3T)) can be written as 
where 
'i~ E H'(w, O(iL)), 1 i i i 3. We set 
3 3 1 3 ~ 1 ~  = i (($1 E 1 3 ~ 1  ; p = Yo + q3LY1 1 ,  
where p is the divisor determined by . We call i t  the cycLic 
subsystem of 1 3 ~  I . (This situation is natural in the sence of 
Wavrik CW, Theorem 1.21). We call the divisor Bp = ('PBL ) the 
branch locus of ( q ) .  
For amember S = S of 13Tlg, we candefine acommutative 0 
diagram (3.1.1) inductively which satisfies the following properties: 
( 1 )  For each i ,  1 i 5 n, r : Wi - Wi-l i is the blow up of 
at a singular point Pj of the branch locus of K. 
'i-1 Bi-l 1-1 
'i-1 - w. 1-1- 
* ( 2 )  Set L i  = r i Li-l @ O( -[mi/31Ei) where m is the multplicity i 
- 1 
Of Bpi at Pi and Ei = r i (Pi). Put Xi = p( @ 0 (Li)) 
'i 'i 
and Ti = 0 (1). Then Si is a member of 1 3 ~ ~  l y  on Xi. x i  : 
X i  
Si - Wi is the restriction of the natural projection Xi - Wi. 
(3) A natural birational morphism yi : Si - S. exists. 1-1 
( 4 )  The reduced part of Bn is nonsingular, and the singular locus 
3 
of Sn is of the form f 3  + x -  = 0 .  We call i t  thecompoundcusp. 
- * 
Let y :  S - Sn be the normalization of 
'n 
. Then S* is 
'-d - * 
nonsingular. We call p = y - f l n - - - - f i l  : S - S the cunor~ical 
resolution. In general, this is not the minimal resolution. Thus 
'-d 
we get the minimal resolution S of S by contracting all (possibly 
* infinitely near) (-llcurves on S . 
We give the fomrula for calculating the difference between 
2 ( ~ ( 0 ~ 1 ,  as2) and (x(OS*), as* 1 .  
( 3 .  2) Proposition. Let S* + S be the canonical resolution as 
above. Then, 
where m. is the multiplicity of 
1 Bi-l at the center of the blow up 
r. : Wi - W i - l  
I 
, g ( C . 1  and C . 2  are respectively the genus and 
J J 
the self-intersection numbel. in S* of the nonsingular curve C. 
J 
which is a reduced component of the pull-back by y of the singular. 
locus of 
'n - 
(3.3) ExampLes. B y  means of our canonical resolution, we resolve 
some isolated singularities P on a surface S, whose local 
equations are of the form t 3  + f (x, y) = 0. For the convenience of 
the reader, we explain by drawing figures. The type of the 
singularity is also indicated. 
We use the following notations in the figures: The number near 
the line is the self-intersection number of the curve. 
On Wi : the line is a component of the reduced branch locus; 
the double line = is a component of the double branch locus and 
the dotted line ---- is an exceptional curve which is not a 
component of the branch locus. 
% 
On S* and S :  the line - is an exceptional rational curve; 
the double line = is an exceptional elliptic curve and the 
dotted line ---- is the inverse image of the branch locus. 
3  Example I :  E + xy = 0 (a RDP of type A 2 ) ;  Type (0: 0 ) .  
(See Fig. 1) 
3  ExaapLe 2 :  t 3  + x + y3 = 0 ( a  simple elliptic singularity of type 
Fig. i .  
4------- 
blow down 
- - - -  ----  -- - 3  
Fig. 2 .  
Fig. 3.  
blow down 
Fig. Lf-. 
% 
E6 , see CSI); Type (1: 3 ) .  
(Fig. 2 )  
ExanpLe 3:  f 3  + x2 + y6 = @ !a simple elliptic singularity of type 
-u 
E8 , see Cloc. citl); Type (1: 1 ) .  
(Fig. 3) 
5 5 
ExaapLe 4: f 3  + x + y = 0  ; Type (3: 10). Compare this with 
Tomari [ T o ,  (2.911. 
(Fig. 4 )  
(3.4)ProbLem. Extend the method of canonical resolution to more 
general case. 
We remark that the canonical resolution for cyclic quadruple 
covering in some special case is used in the next section. 
s 4 .  C o n s t r u c t i o n  o f  s u r f a c e s  o f  t y p e  H . 
In this section, we construct some examples of regular algebraic 
surfaces of type I. 
(4. 1 )  Let Q, m, n be integers satisfying 
4 1 . 1  O < Q < m , Q + m + n > 2 ,  4 Q + n > O , m + n > O ,  
(Q, m, n) f ( 0 ,  0, 2 ) .  
Let X = F'(0 @ 0 (Co + Qf)) be the P'-bundle over the 
'm-Q =m-Q 
Hirzebruch surface 
'm-Q of degree m - Q By (4.1.1), there 
exists an irreducible normal member S1 of the complete linear 
system 1 4 ~  + nFI from the argument in CAK1, s 2 1 .  Then we have 
by Proposition (2.2). I t  is easy to see that S1 has n 
exceptional curves of first kind. Let S1 --+ SO be the 
contraction of these curves. Then we have 
A calculation show that q(So) = 0. If So is nonsingular, So is 
called a CasteLnuouo sur face  of type (Q, m, n). (See CAKl, s 4 1 ) .  
NOW we construct a normal member S1 of / 4 ~  + nF( such that 
any isolated singula1,ity of Sl is either simple e l l i p t i c  
'-u 
singularity of type E7 (see CSI) or R.D.P. o f  type A 3 .  
Let (Yo: Y1)  be a fiber coordinate of X ---t ZmWe and fix it. 
We define the good cycLic system / 4 ~  + nFIgg of 1 4 ~  + n ~ 1  by the 
following: 
( 1 )  Any member o f  1 4 ~  + ~ F I ~ ~  is written as 
where 
'nf and ' 4 ~ ~ + ( 4 ~ ~ + n ) f  al'e members of the 1 inear system 
lnfl and 14co + (4Q + n)fl on Zmwe I-espectively. 
( 2 )  The branch locus ( '4Cg+(4~+n)f ) is reduced. 
1 .- ( 3 )  The divisor R' .- (qnf) is reduced and does not meet the 
singular l o c u s  a f  B 
cp ' We call i t  the a s s i s t a n t  branch Locus of ( q ) .  
We construct a member Sl  of 1 4 ~ +  nFlWB by the folloxing; 
Let 0, kg, km be nonnegative integers satisfying 
(4.1.2) k o < 2 ( m - Q )  + A  , k m < B  , 4 e +  n -  2 f i z O .  
Denote by Cm the a-section of 
"m-Q . We fix kg general points 
P1 ' 
. . . . 
, p on Co , and fix km general points Pkg+l, . . . .  , f'
ko+ka, 
on Ca . Then by ( 4 . 1 . 2 1 ,  we can choose members B~ (i = 1, 2) of 
Persson's subsystem 12C0 + B f  1 (see [AKl, 5 6 1 )  such that Bi (i = 9 
1 ,  2) pass through P1, ..... 9Pkg+ka . We put 
B :  = B' + B2 + (4Q + n - 2B)f. 
B is linearly equivalent to 4C0 + (4Q + n)f. Put k = ko + km . 
Then we have k 5 2(m - 4,) + 2R I 4(m + n) + n. We assume that B 
is a reduced divisor such that (1) B has k infinitely close 
double pojnts, and (2) other singularities of B are at most 
ordinary double points. Let R '  be n distinct fibers which does 
not pass through 
' 
. . . . 
'pkO+km . Then we can define a member SI 
of 1 4 ~  + nFlpg whose branch and assistant branch respectively are 
B and B'. S1 has k % -singulai7i ties and other singulari ties 7 
are R.D.P. of type 
% 
*3 - 
Let S - S1 be the minimal resolution of singularities of 
% 
S1. Since E7 is of type (1:  2) in the sence of (3.11, we have 
Now we have the following lemma: 
% (4.21 Lemma. If k 5 211 + m + n - 2 , then S is a minimal regular 
surface of type I . 
For the proof of this lemma, the method of canonical resolution 
of cyclic quadruple covering is applied. From the above argument, 
we have the following proposition: 
( 4 . 3 1  Proposition. Let x, y be any integers satisfying 
3x - 7 I y I (18/5)x - (281'5) and x 2 4 . Then there exists a 
minimal algebraic surface S of general type such that 
(1) p (S) = x , c12(s) = y and q(S) = 0 , 
g 
( 2 )  the canonical map OK of S induces a bii-ational map, 
(3) S has a linear pencil of nonhyperelliptic curves of genus 3. 
(4. 41 Remarks. (1) Let S be a surface such that OK of S is 
bil-ational. Then by the Castelnuovo's second inequality (CBPV,p2281) 
3 2 
we have clL(S) Z 3pg(S) - 7. The surfaces with cl = 3pg - 7 are 
studied in CAK11. 
(2) We consider surfaces which have pencils of nonhyperelliptic 
curves of genus 2 4. By Proposition ( 2 . 2 )  and the similar method as 
in 54, i t  seems that one can obtain "many" regular surfaces of type I. 
( 3 )  Let C be a geometrically ruled surface of genus 2 1. Let X 
1 be a -bundle over C. Then by the similar method as in this 
note, one can obtain irrugular surfaces of type I. The obtained 
surfaces in this method cover "very wide area" in the domain 2X - 6 
The detail will be published in oui- forthcoming paper. 
References. 
CAKll T. Ashikaga and K. Konno: Algebraic surfaces of general type 
with cl 2 - - 3pg - 7, preprin t. 
CAK21 T. Ashikaga and K. Konno: Examples of degenei.ations of 
Castelnuovo surfaces, preprint. 
CBI A. Beauville: L'application canonique pour les surfaces de type 
gen&ral, Invent. Math. 55 (19791, 121-140. 
[BPVI W. Bai-th, C. Peters and A. van de Ven: Compact CompLea 
Surfaces, Ergeb. Math. Grenzeb. (31 Band 4, Springer-Verlag, 1984 
CCI Z. Chen: On the geography of surfaces, Math. Ann. 277 (19871, 
C H11 E. Horikawa: On deformation of quintic surfaces, Invent. Math. 
CH21 E. Morikawa: Algebraic surfaces of general type with small c 2 1 ' 
1 1 1 ,  Invent. Math. 47 (19781, 209-248. 
CH31 E. Horikawa: Algebraic surfaces of general type with small c 2 1 ' 
V, Journ. of Fac. Soci. Univ. of Tokyo 28 (19811, 745-755. 
[PI U. Persson: On Chern invarient of surfaces of general type, 
Compositio Math. 43 (19811, 3-58. 
CR1 M .  Reid: Elliptic Gorenstein singularities of surfaces, preprint. 
CS1 K. Saito: Einfach-elliptishe singularitaten, Invent. Math. 23 
CTal T. Takahashi: On certain algebraic surfaces of general type with 
A irrugularity one, a Master's thesis in Tohoku Univ., 1989 (in 
Japanese). 
CTal M. Tomari: A p -formula and elliptic singularities, Publ. RIMS, 
g 
Kyoto Univ. 21 (19851, 297-354. 
CWI J. Wavrik: Deformations branch coverings of complex manifolds, 
Amer. J. Math. 90 (19681, 926-960. 
[XI G. Xiao: Hyperelliptic surfaces of general type with K~ < 4X, 
M a n u s c i . i p t a  M a t h .  5 7  ( 1 9 8 7 1 ,  1 2 5 - 1 4 8 .  
T a d a s h i  A s h i k a g a  
M i y a g i  N a t i o n a l  C o l l e g e  o f  T e c h n o l o g y ,  N a t o l - i  9 8 1 - 1 2 ,  J a p a n .  
Hypersurface sections of toric singularities 
Hiroyasu Tsuchihashi (* 2 &) 
Introduct i on. We can obtain much information about 
hypersurface singularities { f = 0 } in an+' by the Newton 
polyhedra T+ (f) c R"+' of the defining equations f. ( For 
instance, see [5] and [Ill. ) Also for hypersurface sections 
(X, x) of a toric singularity (Y, y) , we can define the Newton 
polyhedra and almost all of the r.esults in [5] and [Ill are 
valid. On the other hand, we obtain as (x, x) many 
singularities, a part of which are not complete intersection, 
such as 2-dimensional cusp singularities with multiplicities 
greater than 4 and a 3-dimensional singularity with a 
resolution whose exceptional set is an Enriques surface. 
Moreover, we easily see what singularities appear in small 
deformations of X which are still hypersurface sections of 
Y. For instance, if the ambient space Y has only an isolated 
singularity, then these singularities (X, x) are smoothable. 
Hence we can obtain examples of smoothable cusp singularities. 
In this paper, we are mainly concerned about singularities 
(X,x) with the plurigenera Sm(X,x) which are not greater 
than 1 and at least one of which is equal to 1. ( For the 
definition of plur igenera, see [ll]. ) We call such 
singularities, pertodtcaLLy eLLtpttc stnguLartttes, following 
Ishii [ 2 ] .  
In Section 1, we recall some facts about toric 
singularities, necessary in this paper. 
In Section 2, we show a sufficient condition on the Newton 
polyhedra of defining equations f of X, under which (X, x) 
are periodically el liptic singularities and give some 
examples. 
In Section 3, we show a sufficient condition on a 
3-dimensional non-terminal Gorenstein toric singularity (Y,y), 
under which hyperplane sections (X, x) of (Y, y) are simple 
elliptic singularities or cusp singularities. We can determine 
the multiplicities of these singularities. 
In Section 4, we show that if H' (X \ {x}, i"ey) = 0 and 
dim X 2 3, then we can concretely construct a locally 
semiuniversal family of deformations of (X, x) and that any 
small deformation of (X, x) is also a hypersurface section of 
Y, where i : X 9 Y is the inclusion map and By is the 
tangent sheaf of Y. The above condition is satisfied, if Y 
is a quotient of cn+l, by torus actions. 
We use the notation and the terminology in [4] freely. 
I would like to thank Professor M. Tomari who pointed out 
me the facts that hypersurface sections (X,x) of toric 
singularities (Y, y) are Cohen-Macaulay and that (X, x) are 
smoothable, if (Y, y) is an isolated singularity. 
51 T o r i c  s i n g u l a r i t i e s  
Le t  N be a  f r e e  Z-module of r a n k  n + l  and l e t  - N~ - 
N@zR. Let  M = Hom(N,Z) be t h e  Z-module d u a l  t o  N w i t h  t h e  
c a n o n i c a l  p a i r i n g  < , > : M x N -+ Z. Let  a = R , O ~ l  - + Rz0u2 + 
d 
. . .  + R20Us be a n  ( n + l ) - d i m e n s i o n a l  s t r o n g l y  convex r a t i o n a l  
p o l y h e d r a l  cone i n  NR. Le t  Y be t h e  complex s p a c e  
a s s o c i a t e d  t o  Spec  (E[M fl a* ] )  and  l e t  e ( v )  : Y + E  be t h e  
n a t u r a l  e x t e n s i o n  t o  Y of t h e  c h a r a c t e r  v  l a x  : T N  -+ cX  
i n  M n o*, where o  * f o r  e a c h  v  i s  t h e  d u a l  cone of o  
x n + l  and  TN = Spec(E[M]) ( 5 ( E )  1 - Then a n y  holomorphic  
f u n c t i o n  f  on a  ne ighborhood U of y  = o r b ( o )  ( = { x  E 
Y I e ( v ) ( x )  = 0  f o r  any  v  E (oX\{0})  n M }  ) i s  e x p r e s s e d  a s  
t h e  s e r i e s :  
c  e ( v ) .  f = l v E a * n M  v  
Hence we c a n  d e f i n e  t h e  Newton po lyhedron  T+ ( f )  and t h e  
Newton boundary T ( f )  of f  i n  t h e  same way a s  i n  t h e  c a s e  
of Y =  En+ 1  Namely, r+ ( f )  i s  t h e  convex h u l l  of 
* 
U c Y ~ o  v  + a and T ( f )  i s  t h e  u n i o n  of t h e  compact f a c e s  of 
r+ ( f )  Le t  D = D l  + D 2  + . . .  + D,, where D i  i s  t h e  c l o s u r e  
% 
of ~ r b ( I R , ~ u ~ )  ( =  { X  E Y  I e ( v ) ( x )  = O  f o r  a n y  v  E 0 f l M  
- 
w i t h  < v , u i >  > 0  } ) Here we n o t e  t h a t  Y \ D = TN and t h a t  
Y i s  a  Cohen-Macaulay s p a c e  by [4,  C o r o l l a r y  3 . 9 1 .  Le t  
{ v l , v 2 ,  . .  . , v , + ~ }  be a  b a s i s  of M and l e t  wi = e ( v i )  f o r  
i = 1  t h r o u g h  n + l .  Then (wl, w2, . . . , w , + ~ )  i s  a  g l o b a l  
c o o r d i n a t e  of T ~ '  Le t  u = (dwl/wl) /\(dw2/w2) A . . . 
A (dwn+ 1 /wn+ 1 ) • Then v is a nowhere vanishing holomorphic 
(n+l)-form on TN whose natural extension to Y has poles of 
order 1 along D. 
Definition 1. 1. (Y, y) is said to be r-Gorenstein, if 
there exists a nowhere vanishing holomorphic r-ple (n+l)-form 
on U \ Sing (U) for an open neighborhood U of y, where 
Sing(U) is the singular locus of U. 
Since (Y, y) is a Cohen-Macaulay singularity, (Y, y) is 
Gorenstein, if it is 1-Gorenstein. 
Proposition 1.2. (Y,y) is r-Gorenstein, if and only if 
there exists an element vo in MQ such that rvo E M and 
that <vO,ui> = 1 for i = 1 through s ,  where we assume that 
ul, u Z ,  . . . and us are primitive elements in N. 
( Here we note that the above vo is uniquely determined by 
a, if it exists. ) 
Proof. Let vo be an element in MQ satisfying the above 
condition. Then 0 : =  e(rvo) vr is a nowhere vanishing 
holomorphic r-ple (n+l)-form on Y \ Sing(Y), because e(rvo) 
has zeros of order <rvo,ui> = r only along D. Conversely, 
assume that (Y, y) is r-Gorenstein, i.e., there exists a 
nowhere vanishing holomorphic r-ple (n+l)-form 0 on 
U \ Sing  (U) f o r  a n  open neighborhood U of y. Then f  := 
@ / u r  i s  a  holomorphic f u n c t i o n  on U \ Sing(U) which does no t  
van i sh  on T N  fl U and whose v a n i s h i n g  o rde r  a t  D i  i s  equa l  
t o  r .  S ince  t h e  codimension of Sing(Y) i s  g r e a t e r  t h a n  1 ,  
f  i s  extended t o  U, by [ I ,  Chapter  11, C o r o l l a r y  3 .  121. 
Hence f  i s  expressed  a s  t h e  s e r i e s  rvE(a*\{O}) fl M c v e ( v ) '  
Suppose t h a t  T+ ( f )  has  a  compact f a c e  A wi th  dim A 2 1. 
Then t h e r e  e x i s t  a  p r i m i t i v e  element uo i n  I n t ( a )  fl N and a  
p o s i t i v e  i n t e g e r  t such  t h a t  <v, uo> = t ( r e s p .  > t ) f o r  
any element v  i n  A ( r e s p .  r+ ( f )  \ A ) .  Let Yo be t h e  
* 
complex space  a s s o c i a t e d  t o  Spec (C[ (R20~O)  fl MI) and l e t  Do 
= o r b  (R>ouO). - Then we have a  holomorphic map X : Yo + Y such  
- 
t h a t  n: - 1 = i d  and t h a t  (y) = Do, because  R>Ouo c 
I T~ 
I n t  ( 0 ) .  Take a  b a s i s  { v ~ , v ; ,  . . . , ~ l ; + ~ }  of M S O  t h a t  
< v i , u o >  = 1  and t h a t  < v i , u o >  = 0  f o r  i = 2 th rough  n + l .  
Let  z i  = e(v;)  f o r  i = 1  through n + l .  Then Do = { z l  - 
t t+ i  0  } and f  = zlgO + z t t l g l  + . . . + z l  gi + . . . on U fl TN, 
- where gi - Iv  EL^ c V e ( v - ( t + i ) v i )  and Li = { v  E r + ( f )  M I 
<v ,uO> = t + i } Here we n o t e  t h a t  gi a r e  polynomials  w i t h  
v a r i a b l e s  z Z ,  . . .  , - Zn+ 1  and that  go - r v t A n M  c v e ( v - t v i )  i s  
no t  a  monomial, because t h e  c a r d i n a l  number of { v  E A n M I 
cv # 0  } i s  g r e a t e r  t h a n  1. Hence { y '  E U fl TN I (go + z l g l  
+ . . .  )(Y') = 0  1 # , because Y \ D o  = TN. Then f  must 
van i sh  a t  a p o i n t  of U fl TN, a  c o n t r a d i c t i o n .  The re fo r e ,  any 
compact f a c e  of r + ( f )  i s  a  p o i n t .  This  imp l i e s  t h a t  T ( f )  
* 
consists of only one point vh. Hence r+(f) = vb + 0 .  
Therefore, <vb, ui> 5 <v, ui> for any element v in T+ (f) fl M 
and for i = 1 through n+l. Since the vanishing order of f 
at Di is - r, we have <v;, ui> = r. Hence the point vo - 
1 
~ v b  satisfies the condition of the proposition. q. e. d. 
R e m a r k .  If N = pf' and o = (W20)nt1, then Y is 
- 
isomorphic to an+' and the point y corresponds to the 
origin. Clearly vo = ( 1 1  . . . , 1) satisfies the condition 
of the above proposition, if we identify M with N, by the 
canonical inner product. 
52 Hypersuface sections 
Let f be an element of the maximal ideal my,y of Y 
at y, let X = ( f = 0 ) and let x = y. Throughout the rest 
of this paper, we assume that X is irreducible reduced, that 
(X,x) is an isolated singularity and that X fl Sing(Y) = (x}. 
By [I, Chapter I, Proposition 1.6 (ii) and Corollary 4.41, we 
have : 
Propos i t i on 2. 1 (X,x) is a Cohen-Macaulay and normal 
singularity. 
Assume that f = 1 v E  (O*\{O1) ,, cve(v) is non-degenerate, 
i. e., 
afA/awl = afA/aw2 = . . . = afA/a~n+l = o 
has no solutions in TN = Y \ D ( I (ax)"+' ) ,  for each face 
A of - T(f), where f A  - ZvEnnMcve(v) and (wl,w2, 
. . .  ,w,+~) is a global coordinate of TN. 
Theorem 2. 2. Assume that (Y, y) is r-Gorenstein, ( 
that (Y, y) is not r'-Gorenstein for 1 5 r' < r ) and let vo 
be the element satisfying the condition of Proposition 1.2. 
Then (X,x) is r-Gorenstein. Moreover, if vo i s o n  r(f), 
then 
1 for m S O  mod r 
Sm(X, x) = { 
0 for m $ O  mod r. 
( See [ll] , for the definition of Sm(X, x) . ) 
For the proof, we need some preparations. For u E o, let 
d(u) = min { <v,u> I v E T+(f) } and let A(u) = { v E T+(f) I 
<v,u> = d(u) } For a face A of T+(f), let A* = { u t a I 
A(u) 3 A 1. Then T*(f) : =  { A* I A is a face of 
T+ (f) } U (0) is an r. p. p. decomposition of NR with lT*(f)l 
( :=  u A* ) = a. Let C* be a subdivision of r* (f) 
A* ET* (f) 
consisting of non-singular cones and let ? = TNemb (c*) . Then 
we have a resolution fl : ? -+ Y of Y. Let 2 be the proper 
- 1 t r a n s f o r m a t i o n  of X under  r[ and l e t  E = 2 n (x ) .  Then 
x ( : =  n12  ) : ? -+ X i s  a  r e s o l u t i o n  of X whose e x c e p t i o n a l  
s e t  i s  E. Assume t h a t  u  i s  a  p r i m i t i v e  e lement  i n  N and 
t h a t  WLou i s  a  1-d imens ional  cone i n  E* w i t h  d i m A ( u )  L 
1. Then we d e n o t e  by E(u )  t h e  c l o s u r e  of orb(RrOu) fl E ( f  
- 
1 .  R e c a l l  t h a t  6 = e ( r v o ) u l .  i s  a  nowhere v a n i s h i n g  r - p l e  
(n+-1)-form on  Y \ S i n g ( Y ) .  Let  w = R e s ( 6 / f r ) ,  i . e . ,  w = 
g l X n u ( d w l A  . . . Adw,)' on X fl U,  i f  6 i s  e x p r e s s e d  a s  
g(dfAdwlA . . . Adw,)' on a n  open s e t  U of Y.  
Lemma2.3. x*wQ h a s  z e r o s  of o r d e r  Q r ( < v 0 , u >  - 1  - 
d ( u ) )  a l o n g  E ( u ) .  
Proof .  The lemma f o l l o w s  from t h e  f a c t  t h a t  e ( r v o ) ,  
ur and f r  have z e r o s  of o r d e r  r < v o ,  u>,  -r and r d ( u ) ,  
r e s p e c t i v e l y ,  a l o n g  o r b  (W,ou). - q. e.  d .  
- 
Proof  of  Theorem 2.2.  S i n c e  w i s  a  nowhere v a n i s h i n g  
holomorphic  r - p l e n - f o r m o n  X \ {x) ,  we s e e  t h a t  (X,x) i s  
r-Gorens t e i n .  Assume t h a t  vo i s  on T ( f ) .  Then <vo,  u> 2 
d ( u )  f o r  a n y  u  i n  I n t ( a )  n N. Hence t h e  nowhere v a n i s h i n g  
holomorphic  Q r - p l e  n-form x*wQ has  p o l e s  of o r d e r  a t  most 
Qr a l o n g  e a c h  i r r e d u c i b l e  component of t h e  e x c e p t i o n a l  s e t  E ,  
by Lemma 2. 3 .  On t h e  o t h e r  hand, I-+ ( f )  has  a  compact f a c e  
A, c o n t a i n i n g  vO w i t h  dim A0 2 1. Othe rwise ,  I-+ ( f )  = vo + 
'4: 
(5 and hence f  = e ( v o ) g  f o r  a h o l o m o r p h i c  f u n c t i o n  g  on 
Y.  Then s i n c e  [ e ( v o ) ]  = r D ,  we g e t  a  c o n t r a d i c t i o n  t o  t h e  
assumpt ion t h a t  X i s  i r r e d u c i b l e .  Hence we can t a k e  a 
s u b d i v i s i o n  T* of ~ * ( f )  s o  t h a t  A(u0) = A0 f o r  a 
I-dimensional  cone A* = RhOuO i n  I*. Then uo t I n t  (o) ,  
o r b  (A*) fl 2 f g4 and <vo,  uo> = d  (u0) .  Hence x*oQ has  p o l e s  
of o rde r  Qr a l o n g  t h e  i r r e d u c i b l e  component E (uo) of E. 
There fore ,  SQr(X,x)  = 1. Next, assume t h a t  m f  0  mod r and 
l e t  ri be a n  element i n  H O ( X  \ {x),OX(mKX)). I n  t h e  
fo l l owing ,  we show t h a t  T/ i s  i n  L ~ / ~ ( x  \ {x)). Take n  
e lements  v l ,  v2,  . . . and vn i n  M s o  t h a t  { r v o , v l ,  
- 
. . . ,vn} i s  a b a s i s  of M. Let wo = e ( rvC) )  and l e t  wi - 
e ( v i )  f o r  i = 1  th rough  n. Then ( w o , w l ,  . . .  ,  i s  a  
g l o b a l  c o o r d i n a t e  of TN. Let  M '  = M + Zvo and l e t  N '  = { U 
E N I < v ' , u >  E Z f o r  any v '  E M '  ) ( = { u  E N I <vo ,u>  E 2 7 )  
) Then t h e  i n c l u s i o n  N' -+ N induces  a  holomorphic map V : 
Y '  + Y, where Y '  i s  t h e  complex space  a s s o c i a t e d  t o  
Spec(a![M5 fl o*] ) .  Since  {vo, v l ,  . . . , vn} i s  a  b a s i s  of M', 
(z0 ,z1 ,  . .  . z i s  a  g l o b a l  c o o r d i n a t e  of TN, = Spec (C[M'] ) ,  
where z i  = e ( v i )  f o r  i = 0  th rough  n. C l e a r l y ,  y*wo = 
* ( z ~ ) ~  and r p w -  = z -  f o r  i = 1 th rough  n. Hence rp i s  t h e  
1 1 
q u o t i e n t  map under t h e  group <t> g e n e r a t e d  by t h e  element t 
= ( 1  . . . , 1 )  i n  TN, ,  where i s  a  p r i m i t i v e  r - t h  r o o t  
of 1. Moreover, cp i s  unramif i e d  over  Y \ Sing(Y) ,  because  
e := WO ( (dwo/wO) "(dwl/wl) A • . . A (dwn/wn) 1 ( r e sp .  0 ,  : =  
z0 (dz0/zO) A (dzl/zl) A . . . A (dzn/zn) ) is a nowhere vanishing 
holomorphic r-ple (n+l)-form on Y \ Sing(Y) ( resp. 
(n+l)-form on Y' \ Sing(Y3) ) and ~ " 0  = (r~')~. Hence the 
set of the singularities of X' := cp-I (X) consists of only one 
point x' : =  c p  (x ) .  Let a' = Res (0'/cpXf). Then a' is a 
nowhere vanishing holomorphic n-form on X' \ {x} with tXw' 
* 
= Ew', because tXzO = Ezo and t (dzi/zi) = dzi/zi for i = 
0 through n. Hence cpXQ = g(oy)" for a holomorphic function 
g on X'. Since t"(cpXQ) = c p * ~  and tX(g(o')m) = t*g~~(o')~, 
we have t'g = Eymg. Since F. -m # 1, we have g(x') = 0. 
Hence cp*U = g ( ~ ' ) ~  E L'/~(X' \ {x'}), because (Tt9)*w' E 
H'(?', @ ( K ~ , + E ' ) ) ,  for any resolution X' : ( 2 ' ' ~ ' )  + (X9,x') 
of ( X X ) .  Therefore, U E L ~ / ~ ( x  \ (x)). Thus we conclude 
that S,(X,x) = 0. q. e. d. 
We can obtain a system of defining equations of X from 
those of Y and f. 
2 Proposition2.4. If f f my,y ( resp. f E my, 2 y), then 
dim mX, 
7 Y 1 .  = dim my m - 1 ( resP- dim my, y/my, /mx, x 
Proof. We have the following exact sequence. 
2 We easily see that dim f .By, y/(f -By, yllmy, y) = 1 or 0, 
2 according as f j? my, 2 or f E my, y. q. e. d. 
Assume that o* flM is generated by m elements vl, v2, 
. . .  , Vm and let zi = e(vi), for i = 1 through m. Then we 
have the embedding i : Y 3 p b (zl (p), z2(p), . . . , zm(p)) E 
cm. Assume that i (Y) is defined by gl (z) = g2 (z) = . . . - - 
2 gt(z) = 0, where z = (zl,z2, . . .  ,zm). If f E my,y, then X 
= { f = 0 } is isomorphic to the subvariety in ern defined 
by ? ( z )  = gl ( z )  = . . . = gt(z) = 0, where ?(z) is a 
holomorphic function on cm with i*? = f. Next, assume that 
,. 
we can express f (2) = zl - h(z2, . . .  ,zm). Hence f )? n~:,~. 
Then X is isomorphic to the subvariety in cm-l defined by 
gi (w) = gi (w) = . . . = g; (w) = 0, where w = (z2, . . . , zm) and 
gj (w) = gi (h (w) z2, . . 9 z,) 
Example 1. Let n = 2, let {ul,u2,u3} be a basis of N 
and let {vl,v2, v3} be the basis of M dual to {ul, u2,u3}. 
Let a = R20 (ul 
- + u3) + R20(u1 - + u2 + u3) + 20(u2 + u3) + 
bO - (-1 + u3) + R>O - (-u1 - u2 + u3) + K20 - (-u2 + u3). Then 
- (Y,y) is Gorenstein and vo - v3 satisfies the condition of 
% 
- Proposition 1.2. We see that cr n M is generated by Qo - 
- - - 
v3' Q1 = v1 + v3, Q2 - v2 + v3, Q3 - -vl + v2 + v3, Q4 - -vl + 
- v3, Q5 - -v2 + v3 and Q6 = vl - v2 + v3. ( See Figure 1. ) 
Hence Y is isomorphic to the subvariety in c7 defined by 
- - - the equations (1) zOzl - z6z2 - z0z2 - z1z3 - z0z3 - z2z4 - 
- 2 
- zO - z3z6 = 0 ,  where z- = e(Qi), for i = 0 through 6. 1 Let 
f = ZO 2 2 - . . . 2 
- z1 - z2 - z6' Then (X,x) is a cusp 
singularity with a resolution n: : (g, E) + (X, x) such that the 
exceptional set E is a cycle of six rational curves whose 
2 
self-intersection numbers are all -3. Since f )Z my, y, we see 
that X is isomorphic to the subvariety in c6 defined by the 
equations obtained from the above equations (I), replacing z0 
Example  2. Let n, {ul, u2, u3} and {vl, v2, v3} be the 
same as in Example 1. Let a = R,O(ul - + Zu3) + R,0(u2 + Zu3) + 
- 
- 
R 2 ~  - (U 1 + 2u2 + 2u3) + IR>0(2ul - + u2 + Zu3). Then (Y,y) is 
- 1 2-Gorenstein and vo - 2v3 satisfies the condition of 
* Proposition 1. 2. - We see that a fl M is generated by Q1 - 
- - 
-2vl - 2v2 + 3v3, Q2 - -vl + v3, Q3 = -2vl + 2v2 + V39 Q4 - V29 
- - Q5 = 2vl + 2v2 - V3, Q6 - V1, R7 = 2vl - 2v2 + V3 and Q8 - 
-v2 + v3. ( See Figure 2. ) Let zi = e(Qi) for i = 1 
through 8 and let f = z2 - z4 + z6 + z8. Then f is 
non-degenerat e, (x, x) is an isolated singularity and 
X fl Sing(Y) = {x). Moreover, (X, x) is a quotient of a simple 
elliptic singularity. 
Example 3. Let n = 3, let {ul,u2,u3,u4} be a basis of 
N and let (vl,v2,v3,v4} be the basis of M dual to 
{ul, U2, u3, u4} Let o = W,O(~l - + u2 + 2u4) + R,O(~l - + u3 + 
2 ~ 4 )  + b0 - (uz + UCJ + 2u4) + R>O(~l - + U2 + 2u3 + 2u4) + RrO - (ul + 
2u2 + u3 + Zu4) + R,O - (2u1 + uZ + u3 + 2u4). Then (Y, y) js 
- 
2-Gorenstein and vo = $v4 satisfies the condition of 
X 
Proposition 1.2. - We see that o n M is generated by Q1 - vl 
- v2 - V3 + V4, - - Q2 - v1 - v2 + v3, R3 = ~1 + v2 + v3 v4, Q4 - 
- 
- 
V1 + V2 v3, Q5 - -vl - v2 - v3 + 2v4, Q6 = -vl - v2 + v3 + 
- - - - v4, Q7 - -vl + v2 + v3, Q8 - -vl + V2 - V3 + V4, Q9 - V1' Q1O - 
- - - 
-v2 + v4, Q1l - ~ 3 ,  Q12 - v2, Q13 - -V3 + V4 and Q14 = - v l  + 
v4. ( See Figure 3. ) Let zi = e(Qi), for i = 1 through 14 
and let f = 115is14 Zi. Then f is non-degenerate, (X, x) is 
an isolated singularity and X n Sing(Y) = 1x1. Let C =  { 
faces of WrO (ul + u2 + u3 + 2u4) + T I T are 3-dimensional 
- 
faces of o } and let ? = TNemb (I). Then C = T* (f) and ? 
is the blowing up of Y along y = orb(o). Although ? has 
singularities, ? Il sing(?) = , where 2 is the proper 
transformation of X under the blowing up : ? + Y. 
Moreover, n-l (y) n ? = E (u1+u2+u3+2u4) is an Enriques 
surface. Each of small deformations XE = { f = E } of X 
has eight isolated quotient singularities. 

53 Hyperplane sections of Gorenstein toric singularities 
We keep the notations of the previous section and 
throughout this section, we assume that (Y, y) is an 
isolated ( , i. e., each n-dimensional face of o is 
non-singular ) non-terminal and Gorenstein singularity. 
Hence (Y, y) is a canonical singularity of index 1 and the 
set L : =  { u E Int (a) fl N I <vo,u> = 1 } is non-empty, by 
[6, p2941. Moreover, we assume that X = { f = 0 } is a 
generic hyperplane section, i.e., f = cve(v) with cv f 0 ,  
for the generators v of o* fl M. 
P r o p o s i t i o n  3 .  1. Under the above assumptions, (X, x) is a 
purely elliptic singularity, i. e., Sm(X,x) = I for each 
positive integer m. 
Proof. Let ug be an element in L. Then <vo, u0> = 1 
and { v E o* I <v, uo> 2 1 } 3 the convex hull of (6\{0}) n M
* 
= T+(f) 3 vo. Hence the set { v  E o I <v,uo> = 1 )  n T+(f) 
- is a compact face of T+ (f) and contains vo. Therefore, 6 ,  - 
1 for each positive integer m, by Theorem 2. 2. q. e. d. 
Remark. If (Y, y) is non-terminal and canonical of index 
r > 1, then vo E o* \ Int(T+(f)). There are examples with vo 
)? T+(f), as well as examples with vo E ~(f). Hence (X, x) 
may not be a periodically elliptic singularity in contrast with 
the above proposition. 
Ishii [3] and Koyama independently showed that a 
2-dimensional purely elliptic singularity is a simple elliptic 
singularity or a cusp singularity. 
P r o p o s i t i o n  3.2. When n = 2, (X,x) is a simple elliptic 
singularity ( resp. a cusp singularity ) ,  if the cardinal 
number of L is equal to ( resp. greater than ) 1. 
Proof.  First, we consider the case that L consists of 
one e 1 ement uo. For each 2-dimensional face 7 = R,ou' + 
- 
R20~'f ( {u', u"} c {ul, u2, . . . , us) ) of o, {uO, U' , u"} is a 
basis of N, because <vO, uO> = <vO, u'> = <vO, ul'> = 1 and the 
triangle spanned by uo, u '  and u" contains no elements in 
N except uO, U' and u". Let {vT,v',v") be the basis of 
M dual to {uo,u',u"). Then <v7, uO> = 1 and <vT, u'> - 
<v7,uW> = 0. Hence 6 is generated by vT and r(f) 
consists of one face which is the polygon spanned by v T' for 
all 2-dimensional faces T of o. Therefore, r" (f) = { faces 
of RZOuO + T I T are 2-dimensional faces of o } and the 
exceptional set E = E(uO) of the resolution of (X, x) 
obtained from ~'(f) is a non-singular curve. It should be 
elliptic, because Sm(X, x) = 1. 
When the cardinal number of L is greater than 1, we easily 
see that there exist at least two 2-dimensional compact faces 
of T+(f) containing vo, which we denote by Al and A2. 
Then AT = R,u; and A; = R,,u~ for primitive elements ui 
- 
and ui in Int (a) n N such that <vo,  ui> = d(ui) and that 
<vo, u p  = d (u;). Hence the exceptional set E of the 
resolution 4 : ( E  + (X, x) of (X, x) obtained from any 
subdivision of T* (f) contains two irreducible components 
E(u~) and E(u5) along which 4*0 has poles of order 1, by 
Lemma 2.3, where o - Res (e (vo) ( (dwl/wl) A . . .  - 
A(d~,+~/w~+~))/f). Therefore, (X, x) should not be a simple 
elliptic singularity. q. e. d. 
Since (y, Y) is an isolated singularity, (X,x) is 
smoothable. On the other hand, Wahl [9, 101 showed that if a 
simple elliptic singularity ( resp. a cusp singularity ) 
(X,x) is smoothable, then m(X) 5 9, ( resp. m(X) - Q(X) 5 
9 ) ,  where Q ( X )  is the number of the irreducible components 
of the exceptional set E of the minimal resolution of 
(X,x)  and m(X) is the multiplicity of ( X , x ) ,  which is equal 
2 2 to -E , if -E 2 3. 
P r o p o s i t i o n  3. 3. Assume that the cardinal number of L is 
equal to 1. If o is an s-gonal cone, then -E' = 12 - s. 
2 (Therefore, -E 5 9 .  ) 
Proof.  Let L = {uO}. Then I-* (f) = { faces of RLOuO + 
T I r are 2-dimensional faces of a } consists of 
non-singular cones, by the proof of Proposition 3.2. Hence we 
obtain resolutions : (?, F) -- (Y, y) and X = nla : (2,~) + 
(X, x) , where ? = TNemb (T* (f) ) , F is the closure of 
orb(R20uo), 2 is the proper transformation of X under n 
- 
and E = 2-F. Let ci be the proper transformation of Di 
" 
under Jt and let E -  = F - D -  Since F + % = [n*f] and F + 1 1 ' 
6, + c 2 +  . . .  + ss = [n*e(vo)] are principal divisors, we 
2 " "2 ?r have -E:~ = - F - x  = ~ - 5 ~  = F - D -  .D. = T l ~ i < s ~ . ~ i  + 2El<i<jss 1 j 
E~ ) + 2s = 3(4 - s) + 2s = 12 - s, because F is a (T16i~s ilF 
non-singular toric variety whose 1-dimensional orbits are El, 
E2, . . .  and Es. q. e. d. 
P r o p o s i t i o n  3.4. Assume that the convex hull of L is a 
po 1 ygon. If a is an s-gonal cone, then - E ~  - Q(X) = 12 - 
s. (Therefore, - E ~  - Q(X) 9. 
Proof.  Let P ( resp. Q ) be the convex hull of L ( 
resp. { u E o 17 N I <vo, u> = 1 } ) .  Then Q = { u E a I <vo, u> 
= 1 } and Int (Q) 3 P. Take a triangulation A ( resp. A' ) 
of P ( resp. Q \ Int (P) ) so that the set of the vertices of 
A ( resp. A' ) agrees with P fl N = L ( resp. (Q \ Int (P)) fl N 
1 Let eo, el and e2 ( resp. eb, ei and ei ) be the 
numbers of the vertices, edges and faces, respectively, of A ( 
resp. A' ) .  Then eo - el + e2 = 1 and eb - ei + e; = 0, 
because P and Q are polygons. Let Q be the number of the 
vertices on the boundary aP of P. Then eh = Q + s and 
3e5 = 2ei - (Q + s), because the number of the vertices ( resp. 
edges ) on the boundary of Q \ Int (P) is equal to Q + s. 
Hence by an easy calculation, we have ei = 2(Q + s). Since El 
: =  A IJ A' is a triangulation of Q,  we see that 1" :=  ( R b O ~  
I T are simplexes of Cl } U (0) is a subdivision of T" (f) 
and consists of non-singular cones. Hence we have a 
resolution n : ( Y 5 ,  F) -, (Y, y), where YS = ~ ~ e m b ( ~ * ) .  ~ e t  Si 
"v 2r 
be the proper transformation of Di under and let D = Dl 
+ DS2 + . . .  + CS. Then A and O are the dual graphs of F = 
F1 + F2 + . . .  + F and F + 6, respectively. Since 2 + F = 
eo 
[n*f] and 5 + F = [nxe(v0)] are principal divisors, we 
2 have 0 = Fi -F - - (6 + F) = F -  -F - + Fi -F: + 2, if Fi n Fj f @ J 1 J  
and - -E$% - -F 2 -  .X = F . C ~  - Il'ie0 (Il<j<s F .  1-52 J + 
2r 2r 
F..D..Dk) = 2Llgj<kds I J F.-62 + 2s, where 2 is the l i e o  1 s  J 
proper transformation of X under and E = 2 . ~ .  On the 
other hand, since each irreducible component Fi of F is a 
non-singular toric variety with Fi \ (F + 5 - Fi ) as the 
2 algebraic torus, we have 1- - F -  -F. + 1 l # J  1 J F - 5  = 3 (4 - di), 1 i k 
where di is the number of the double curves on Fi. Hence by 
taking the sum of the self-intersection numbers of the double 
curves Fi-F and F i - ~ k  on the irreducible components Fi j 
of F , we have -2el -2 - 
+ Il'ise0, l<j2sFieDj - Il'ie 0 3 (4 - di) = 
12e0 - 3 ( 2 e l  + Q + s )  = 12e0 - 6 e l  - 3 9  - 3s .  Theref  o r e ,  - E $ ~  
- 12e l  + 12e2 + Q -  s = 12 + Q -  s ,  because  3e2  = 2 e l  - Q. 
Thus we o b t a i n  - E ~  - Q = 12 - s .  Here we n o t e  t h a t  Q i s  
e q u a l  t o  t h e  number of t h e  i r r e d u c i b l e  components of E ,  
b e c a u s e  ? n Fi # , i f  and o n l y  i f  6 fl Fi # # and t h e n  
? fl Fi i s  i r r e d u c i b l e .  Also we n o t e  t h a t  a l t h o u g h  ( 2 , ~ )  i s  
n o t  a  minimal r e s o l u t i o n ,  t h e  c o n t r a c t i o n  of a  r a t i o n a l  c u r v e  
Ei w i t h  E: = -1 does  n o t  change t h e  number - E ~  - Q, 
b e c a u s e  E i s  a  c y c l e  of c u r v e s .  Thus we comple te  t h e  p r o o f .  
Examples.  I n  t h e  f o l l o w i n g  t a b l e ,  E = E l  + E2 + . . .  
+ E~ 
i s  t h e  e x c e p t i o n a l  s e t  of t h e  minimal r e s o l u t i o n o f  ( X , x )  
s u c h  t h a t  E i  - E i + l  = 1  f o r  e a c h  i E Z/QZ. 
g e n e r a t o r s  of o I I 2  2  2  -E1,-E2' . . .  9 - E Q  
54 D e f  o ~ m a t  i ons 
We assume t h a t  n  = dim X 2 3, throughout  t h i s  s e c t i o n .  
Let  U = X \ {x} and l e t  W = Y \ {y}. Thenwe have t h e  
1  1  isomorphism TX r H (U, Q U ) ,  by P r o p o s i t i o n  2. 1  and [7, Theorem 
21, where T; = HO (X, 8;) i s  t h e  t angen t  space  t o  t h e  formal  
moduli space  of X and QU i s  t h e  t angen t  sheaf  of U. 
Consider  t h e  long e x a c t  sequence a r i s i n g  from t h e  s h o r t  exac t  
sequence of sheaves :  
where i : U - W i s  t h e  i n c l u s i o n  map. Here we n o t e  t h a t  t h e  
normal sheaf  N r BU(U) i s  isomorphic t o  t h e  s t r u c t u r e  sheaf  
OU, because X i s  a  p r i n c i p a l  d i v i s o r  on Y. Let  { e l ,  82, 
. . .  , BQ} be a b a s i s  of t h e  image of t h e  map 6  : H0 (U, N) + 
H ' ( U , B ~ )  and l e t  g i  be a n e l e m e n t  of H O ( Y , O ~ )  whose image 
i s  0  ' i under t h e  composite  of t h e  s u r j e c t i v e  maps H (Y, Oy) = 
HO(W,O~) + HO(U,O~)  5 HO(U,N) and H0(U,N) + Im(6).  Let  X = 
{ ( z , t )  E Y x A I f ( z )  + t l g l ( z )  + t Z g 2 ( z )  + . . .  + t,Q,gR(z) = 
0  } and l e t  X be t h e  r e s t r i c t i o n  t o  X of t h e  p r o j e c t i o n  
Y x A  + A, where A = { ( t l , t 2 ,  . . .  , t Q )  E cQ I I t - I  < E } .  J 
Then X i s  f l a t ,  by [ I ,  Chapter  V ,  C o r o l l a r y  1.51. Let  21 be 
t h e  open s e t  of X on which 71 i s  smooth. Then we o b t a i n  a  
f a m i l y  X I U  : U + A of de format ions  of t h e  complex manifold  
u. a Moreover, by a n  ea sy  c a l c u l a t i o n ,  we have ( -  = B j  
at  J 
for j = I through Q, where 13 : To(A) + H~(U,@") is the 
infinitesimal deformation map. Hence p is injective and if 
1 H (u, i*6lW) = 0, then i )  is surjective. 
Theorern4.1. If H'(U,~*@~) = 0, then X : X + A is a 
locally semiuniversal family of X. 
Proof .  Recall that T& is defined by the exact sequence 
d 1 obtained by the exact sequence of sheaves: I / I ~  + j*Q1 - QX + 
aN 
0, for an inclusion j : X c-, (EN with the ideal sheaf I. On 
the other hand, we have the exact sequence 
1 * 1 0 + Horn (BX, OX) 
-+ Hom (j Q *, OX) -+ Hom (Im (d) , OX) 
a: 
+ 9; by the short exact sequence of sheaves: 0 + Im(d) + j Q 
a: 
- 0. Since the support of ker (d) is {x), we have 
2 Hom(Im(d), OX) = Hom(I/I , OX). Thus we have the canonical 
isomorphism 1 ~ x t ~ ~ ( ~ ~ , @ ~ )  = T;. Hence the infinitesimal 
1 1  deformation map To ( A )  - ExtOx(RX, OX) for the family I[ : X -+ 
A is bijective. Then by [8, Theorem 6. 11, I[ : X + A is 
locally semiuniversal. q. e. d. 
Covol lary 4, 2. If H' (U, i*oW) = 0, then any small 
deformation of X is also a hypersurface section of Y. 
Pvoposition4.3. If o is a simplicia1 cone ( hence Y 
an+ 1 1 * is a quotient of ) ,  then H (U, i OW) = 0. 
Proof. Let Q1, Q2, . . '  and h + 1  be the generators of 
o and let N' = ZQ1 + ZQ2 + . . .  +ZQn+l. Here we may assume 
that Q1, Q2, . . . and %+ 1 are primitive elements in N. 
Then the inclusion N' c, N induces a holomorphic map cP : Y' 
- Y, where Y' = TN,emb({ faces of o}) Let U' = 
- I  u Then Y I  U, : U' -+ U is unramified, by the assumption 
X fl Sing(Y) = {x}. Hence H1(U,i*oW) = H ~ ( u ' , ~ * o ~ , ) ~  = 0, 
where h : U' - Y' is the inclusion map and G is the 
covering transformat ion group of y. q. e. d. 
Examp 1 e. Let X' be the hypersurface of a4 defined by 
2 6 6 
z1 + z2 + z3 + zz  = 0 and let X = X9/G be the quotient of 
X' under the group G generated by 1 , where E is a 
primitive cube root of 1. Then X is a hypersurface section 
4 of Y = ([: /G, which is a toric singularity, and whose singular 
locus Sing(Y) is 1-dimensional. We easily see that X has an 
isolated singularity obtained by contracting a K3 surface. By 
Corollary 4. 2 and Proposition 4.3, any small deformation of X 
is also a hypersurface section Xt = II-' (t) of Y. Since Xt 
intersect Sing (Y) at finitely many points, Xt has 
singularities, i. e., X is not smoothable. 
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On R i g l ~ t  Equiva lence  of' fi!zp-germc: 
L i Y a n g c h e n g  [F  8 % )  
( Departnlont of '  Mathematics,  Hunan Normal Univr r : ; i t , y ,  Chino ) 
The s t u d y  of' G -equiva lence  o f  map-germs i s  t h e  banill of' s i r ~ f i ~ u l a r i t y  
t heo ry .  I n  t h e  c a s e s  G = , 9 and  , a  number o f  i n t e r e s t i n g  
c r i t e r i a  f o r  G -equiva lence  of  germs a.re known ( c f .  ( k l ]  , [ PI2 1 , [ B-G-PI  
and ( G )  ) . 2 - e q u i v a l e n c e  of map-germs h a s  been s t u d i e d  by nany mathema ti- 
c i a n s  f o r  more t h a n  twenty y e a r s .  And i t  seems t o  s t i l l  be concerned w i t h  
t h i s  problem t i l l  now. 
1,l The problem o f  r i g h t  e a u i v a l e n c e  f o r  funct ion-germs can be reduced  
t o  a problem o f  c o n t a c t  equ iva l ence  i n  s y m p l e c t i c  geomet r j ,  I n  1968' Touge- 
r o n  had  a l r e a d y  d e s c r i b e d  i n  s y m p l e c t i c  form a theorem nbout  rig111 equiva-  
l e n c e  ( s e e  (To, p.2091 o r  [G-G,  p.384 1 ) . Using t h i ~  r e s l r l t ,  Go lub i t sky  
and Gui l lemin  g e t  t h e  f o l l o w i n g  
P r o p o s i t i o n  ( ( G - G I  ) . Suppose t h a t  function-ge~.mrr f ,  g :  ( N ,  r, )- , 
0 
( R , o )  s a t i s f y  t h e  Mi lnor  c o n d i t i o n  ( i .  e .  t h e y  have f i n i t v  ig --co~llmennion)  
w i t h  df (xo)=dg(xo)=O.  Then f and g a r e  P -equiva lence  i f f  
7 2 (1) There i s  a n  isomorphism Y : c$J(E)--B-c~/J(~) B .  t .  Y ( T ) = ~ ,  where 
- 
~ ( f )  and ~ ( g )  d e n o t e  t h e  J a c o b i a n  i d e a l s  of' f and g i n  C and 7, g  a r e  t h e  N' 
p r o j e c t i 3 n s  of  f ,  g  r e s p e c t i v e l y .  
(2) The r ank  and  s i g n a t u r e  of t h e  Hess i ans  ~ ( f )  and  H(~) a r e  e q u a l .  
Remark 1. The c o n d i t i o n  t h a t  f and g havr  f i n i t e  9 -codimension j s  
s t r o n g e r ,  because  i t  means t h a t  f  and  g a r e  a l l  f l n i t e l y  2 -determined.  
2.  d u ' p l e s s i s  a.nd Wilson p o i n t e d  o u t  tha . t  t h e  s t a t e m e n t  a l s o  ho1d.s t r u e  
i n  t h e  r ea .1 -ana ly t i c  o r  complex-analyt ic  c a s e s  and t h e  c o n d i t i o n  ( '3)  can be  
d e l e t e d  i n  complex-ana ly t ic  case .  And t h e y  c i v e  a n o t h e r  proof  o f  i t  as one 
o f  t h e i r  s i m p l e r  a p p l i c a t i o n s  ( s e e  f P-bi, p -1712  ) . 
l . 2  By  v i r t u e  o f  b a s i c  i d e a  o f  t h e  s u f f i c i e n c y  p a r t  o f  Blatherf s theorem 
on f i n i t e l y  r ie ;ht-determined map-germs, -ion Grudzinslci found s u f f i c i e n t  con- 
d i t i o n s  f o r  two funct ion-germs t o  be r i g h t  e q u i v a l e n t  ( s e e  [ G r )  ).  
F i r s t  l e t  ua  i n t r o d u c e  some n o t a t i o n s .  L e t  (Y(n,rn) deno te  l.lle s e t  o f  
n m 
a l l  C *  map-germs ( R ,  0 )  --,R and ~ ( n )  t h e  group o f  a l l  i n v e r t i b l e  cCO rnap- 
germs ( R n 9  0 )  - , (Rn9 0 )  (? (n )=  8 ( n ,  1). I t  hnn n m n x j  11la.1 id r r l l  .A'/ ( n )  
n  
c o n s i s t i n g  o f  a l l  germs ( R  0 )  ---P ( R ~  0 ) .  Fo r  a n  arbi t r .nr .y  nubnr t I o f  
e ( n ) ,  i1 (n)  i s  t h e  subgroup o f  ~ ( n )  g e n e r a t e d  b y  { @ 1,(n) t ( ,/) - i d  n ) i  
R 
t I f o r  e v e r y  l g i < n  ) ,  Now w e  s t a t e  some r e s u l t s  of' Clr.u,lai~~ski.  
Theorem. L e t  f, g E 8 ( n ) ,  and l e t  I be a f i n i t e l y  g e n e r a t e d  p r o p e r  
i d e a l  i n  B ( n )  such  t h a t  
g - f t  I . J ( ~ )  and  163(g - f )  c & ( n ) ~ o J ( f ) ,  
Then f and g  a r e  r i g h t  e q u i v a l e n t  by a n  equ iva l enoe  b e l ~ n g i n g  t o  l j I (n ) .  
C o r o l l a r y ,  L e t  f', p c  N, f €A (n) '  and g g  (z ( n )  such t h a t  
g - f (n)'+'J(f) a n d  ( g  - f) A? (n)r'l. C C (n)r+4-1 ' ,T(f)20 
Then f and g  are r i g h t  e q u i v a l e n t  by a n  equ iva l ence  Q, l,(n) suoll t h a t  
jr($ - i d .  ) = 0 .  
R~ 
Remark, The c o r o l l a r y  c o n t a i n s  t h e  f o l l o w i n g  r e n u l  t o r  Thorn ~ F J  i t s  spe- 
c ia l  c a s e  ( s e e  lf T, p.60) ) : 
L e t  f, g  (5 8 ( n )  . If t h e r e  i s  l< p< 3 such t h n t  f ( ./i (nip anil g  - f ( 
2 ( I I ) ~ - ' J ( ~ )  , t h e n  f and  g a r e  r i g h t  e q u i v a l e n t  ( b y  nn nqu~Lvalnnce @ 6 
I 
~ ( n )  s a t i s f y i n g  j ( rb - i d  ) = 0 )  
R~ 
1.3 A s s o c i a t e d  w i t h  de fo rma t ion  theo ry ,  I o b t a i n e d  t h e  f o l l o w i n g  
P ¶ P r o p o s i t i o n .  ( ( L ,  p.6 I ) . Le t  f ,  g: ( R  XR , o)-->(R, 0 )  be P-Para- 
me te r  u n i v e r s a l  de fo rma t ions  o f  fo and g  where f = f l { b ) x  R~ and g 0 = g ) { ~ ) ~ ~ q 9  0 0 
and p=codim f E codim g If f  and go a r e  r i g h t  e q u i v a l e n t ,  s o  a r e  f and g. 0 0 ' 0 
1.4 S. S.-T, Yau had  a l r e a d y  c h a r a c t e r i s e d  r i g h t  equ iva l ence  of holomor- 
ph i c  funct ion-germs.  We w i l l  d e s c r i b e  h i s  g3od r e s u l t  a s  fo l lows .  
L e t  Q n+l n+ 1 d e n o t e  t h e  r i n g  o f  a l l  holomorphic  funct ion-germs ( C  , 0)- 
( c ,  0 ) .  For  g i v e n  f E 
n+l '  we s e t  
where A ( f )  i s  t h e  i d e a l  o f  f i n  O g e n e r a t e d  by a l l  first p a r t i a l  d e r i -  
n+ 1 
v a t i v e s  b f  f .  Q(f )  has a n a t u r a l  C { t ) / ( t  n + l )  a l g e b r a  s t r u c t u r e .  
Theorem ( Y,  p.292)).  L e t  f ,  g: (cn+', 0)--P ( c ,  0 )  Ile ge~.m~f a t  t h e  o r i -  
g i n  of holomorphic  f u n c t i o n s .  Then f i s  r i g h t  e q u i v n l e n t  to g i f f  ~(f) is  i s o -  
morphic t o  ~ ( g )  as a C { t } / ( t  n+ 1) a l g e b r a ,  
2. Right Equiva lence  o f  Map-gerrnc 
We w i l l  r e s t r i c t  o u r  a t t e n t i o n  t o  c a s e s  where s o u r c e  dimension z t a r g e t  
dimension-  F i r s t  we d i s c u s s  n e c e s s a r y  c o n d i t i o n s  f o r  two ma.p-gerrns t o  be 
* 
2.1  L e t  f r  ( N ~ X ~ ) - ~ ( M ~ ~ ~ )  be a C m  map-germ. 3upposo t h a t  b de- 
( ' 9 ~ ~ )  
n o t e  t h e  C -module of a l l  germs o f  d i f f e r e n t i a l  forrno a t  x i n  N. I t  i s  a N 0 
: y 
graded  a l g e b r a  o v e r  R .  We d e f i n e  6 f :  cF (M,Y~)- - '  h , X O )  by 
where 6 f  i s  the  t r a n s p o s i t i o n  of  t h e  d i f f e r e n t i a l  r l l ' # .  6 f is nn al-gebra 
X 
homomorphism. 
Let  n and x deno te  t h e  n a t u r a l  p r o  j e c t i o n n  o €  (NXM, ( x ~ , ~ ~ , ) )  on (hr9 x ~ )  
an& (lVJ,y0) r e s p e c t i v e l y .  L e t  { 1 m } be a b n s i o  f'or a l l  Eermn of' d i -  
f f e r e n t i a l  1-forms on (iV,y0). 
P r o p o s i t i o n  ( C  L, p . 2 1  ) .  Suppose t h a t  f9 gr ( ~ l , r  ) - ( R , Y ~ , )  a r e  9 -  0 
e q u i v a l e n t .  Then 
* * * 
(i) 6 f (  8 ) and 6 g(  8 ) cons ide red  n s  s u b a l g e b r n s  i n  8 ( 1 9 ~ ~ 1  ( ' 9  yo) ( W O )  
a r e  e q u i v a l e n t .  
( i i )  g-raph(f) and graph(g)  c o n s i d e r e d  as subset-germs i n  ( I JYM,  ( ~ 0 9 ~ ~ ) )  
X 
a r e  i n t e g r a l  man i fo ld  germs o f  i d e a l s  A f  and h i n  8 which 
e (ltxh:, ( X ~ ~ Y ~ ) )  ' 
a r e  g e n e r a t e d  by 
{ c n l  a f ( o  i ) -  83 2 ( e  i ) l i = l , - * - 3 m  ) 
and 
{ 8a O B ( ~  i)- Rn i ) l i = l , * o o y m )  
r e s p e c t i v e l y ,  
( i i i )  Moreover, g r a p h ( f )  and g r a p h ( e )  s a t i s f y  tlic f o l l o w i n g  r e l a t i o n  
g r a p h ( f )  = ( h * l m ) ( g r a p h ( g ) )  
00 - 1 
where h: (N x )->(N x ) is  a n  i n v e r t i b l e  C map-germ such  t h a t  f=g, l l  , 0 0 
and lM d e n o t e s  t h e  i d e n t i t y  map-germ on ( ~ , y ~ ) .  
3.2 The s t u d y  o f  3 -equiva lence  o f  map-gerrno i n  r n  111 tetl 1.0 t .hr~t  o f  Thorn- 
Boardman s i n g u l a r i t i e s .  We w i l l  show i t  below. 
ot, 
F i r s t  w e  d e f i n e  j: &(n)&+& (n)/,l'l ( n )  as f o l l o w s r  I f u (_ r'? ( n ) ,  t hen  
A j( a ) = a i s  t h e  w - j e t  o f  a a t  t h e  o r i g i n .  Accordll.ng to  Aorele  s theorem, 
C (n)/ (n) -  = R ([ x19 9xn) ]  ( a b b r e v i a t e d  as A , ) ,  ~ I l i c h  i n  t h e  Formal 
power s e r i e s  a l g e b r a  on n c o o r d i n a t e  f u n c t i o n s  x ' " *  1 ? x n  ove r  R .  Now we de- 
f i n e  two o p e r a t o r s  6 and f3 on t h e  s e t  o f  p rope r  i d e a l s  i n  A n "  1 ,e t  3- be 
such  a n  i d e a l .  S e t  
( i )  o g  n? A r+l .9- , which i s  a J a c o b i a n  ex tcnn ion  o f  .'Y n t ~ d  r = r a n k  
9 - 9  
3 2 k- 1 Ic 
(ii) p~ = i i r  + ( B : Y ) - + ( h  + +  .Y )c0. 
( s e e  IP13, p.2361 ).  
F o r  any  f  E 6 ( n , m ) ,  f  c an  be i n d i c a t e d  as f = ( f l y  a n - 7 f m ) ,  where f i  
6 8' ( n )  i s  t h e  i t h  component of  f f o r  i=l, - - * , m .  Hence we d e f i n e  ~ ( f )  
A A 
t o  be  t h e  i d e a l  i n  A g e n e r a t e d  by f  9 , fm .  
n 1 ' 
By t h e  Boardman symbol o f  f ,  we mean t h e  sequcnce n f  integctUrl  ~ ( f )  - 
( i l ,  n o -  i • ) where i =corank  :l ( f )  , i2 -corank  0 .'I ( f )  , 0 ,  1 =cornnk 1 Ic 
k- 1 B Y ( f ) , - - * .  
P r o p o s i t i o ~ ~  ( (  L, p.43 ) . L e t  f ,  g C G (n,rn). I f f atiti e; aT1c r i g h t  
e q u i v a l e n t ,  t hen  
( i )  ~ ( f )  - I ( ~ )  and  
( i i )  P ( ."/ ( f ) )  i s  e q u i v a l e n t  t o  f3 ( 9- ( g - ) ) .  
Remark. I n  L J  t h e r e  i s  a n  example showing t h a t  t h o  i n v e r s e  o f  t h e  
p r o p o s i t i o n  i s  f a l s e .  
2 .3  F o r  t h e  convenience of d i s c u s s i o n  below, we i n t r o d u c e  t h e  concept  
o f  9 J -eguiva lence .  
L e t  f :  (N,x0)---.(P, y  ) be  a C '  map-germ, h e r e  .r may be a n y  o f  C- a 0 
("complex-ana ly t ic" ) ,  R- o ( " r e a l - a n a l y t i c " )  o r  m .  L e t  S CI  c i P  be a  C - hT 
submodule and ( y19 m * o , y p }  a cho ice  o f  c l o r d i n a t e s  f o r  ( p , y O ) .  
T D e f i n i t i o n .  A C map-germ g: (N x ) - - - -P (P ,~  ) i s  a n  S-approximation t o  0 0 
f ( w . r . t .  { y l , ~ * ~ 9 y p )  ) i f  
( ~ ~ 1 .  f-y10 g, . . * , ypo f-yp0 g )  E S 
..* ( a b b r e v i a t e d  a:) f - g E  S (w.r. t. { yl,  , y p )  ) ) .  
Remark. ( 1 )  S i n c e  @ can be i d e n t i f i e  i wi th  c X P  we mag have  t h e  no- P b1 ' 
t i o r l  o f  St-apl)r*oxirnation t o  f ,  where 3' c @ i s  n (: -nilb~l~c>dule. f  N 
( 2 )  I n  p a r t i c u l a r ,  i f  S = I ' ~  ( o r  S t  = Q .) I .nr -  nornll i ( lea l  I c _ C f PI ' 
t hen  we w i l l .  w r i t e  I-approxima.tion i n s t e a d  of  S-nppr.oxirnrl t i on .  
D e f i n i t i o n  ( i )  L e t  J c C  be an i d e a l .  j.s I.llc: cutigroup 01' .q con- r\J J 
s i s t i n g  of diffeomorphisms of  (N x ) which a r e  ,T-a.l,proxim~tions t o  t h e  0 
i d e n t i t y .  
( i i )  L e t  f, g: ( N , X ~ ) - + ( P , ~ )  be map-germs. Yr rxny I' i f f  R,,-equivil- 0 
l e n t  t o  g i f  t h e r e  i s  h  E -1 'R such t h a t  f = p h  . 
Now we d e s c r i b e  a n e c e y s a r y  c o n d i t i o n  0-1 -eclliivalerlce wtlich i s  4ue J 
t o  du P l e s s i s  and  Wilson. 
P r o p o s i t i o n  ( P-Y, p. 105  ) ) . L e t  f :  ( x 0 ) -  ( P , )  br a c T  map-germ. 
L e t  J c J ( f )  be  a n  i d e a l  i n  C where , ~ ( f )  i s  t h e  idcrtJ gc.ne~.ated by t h e  N 9  
d e t e r m i n a n t s  o f  t h e  pxp minors  of' t h e  m a t r i x  f o r  d f  ob t a ine t l  v in  any  choi- 
c e s  o f  c n ~ r d i n n t e s  f o r  ( P , X  ) ,  ( P , Y ~ )  I f  g: (N,x0) F ( P ~ . ~ ~ )  i n  3 J-equi- 
'I 
v a l e n t  t o  g, t h e n  
2 - 4  There Rre s e v e r a l  s u f f i c i e n t  c o n d i t i o n s  f'or ri gh l equ j  vrl Lence o f  
map-germs which a r e  s i g n i f i c a n t .  
P r o p o s i t i o n  ( [ W i ,  p.238 ). L e t  fo ,  fl: ( en9  0 )  ( 0) b r  holomor- 
p h i c  map-germs such  t h a t  
(i) s ( f 0 )  * = ( f l )  = C I  where C ( f 9 )  and ~ ( f  ) d e n n t e  t h e  c r i -  1 
n 
t i c a l  s e t s  o f  f  and f i n  C r e s p e c t i v e l y ,  0  1 
(ii) f O I C  = f l l C ,  
(iii) TfOl C = Tfll C 9  
2 ( i v )  fl-fo E J ( fo )  O J . ~  xp i f  r a n k f O  = p-1. 
n  
Then t h e r e  i s  a n  autornsrphisrn h of  (Cn90)  such  t h a t  f l oh  = f 0 ' 
C. T. C. Wall proved t h e  f o l l o w i n g  s p l i t t i n g  theorem u s i n g  ?.he r e s u l t  
above. 
S 2 t > Theorem. L e t  f i :  ( E  ,o)--(E 0  gi: (E ,oh- t ( f3 ' - ,O) ( i= l ,P ;  F= R o r  C )  
be  map-germs of coke rne l  r ank  .? whose ( ? - j e t s  d e f i n e  n o n - d e g e n e ~ n t e  p e n c i l s  
of q u a d r a t i c  f'orrns. Le t  e  ( r e s p e c t i v e l y  e  ) ( i = l ,  2 ) ,  be t h e  s e t  of e i -  f '  
2 i 2 g i genva lues  o f  ,j f .  ( r e s p e c t i v e l y  j g ) .  
1 
Suppose ef  ef  and e  = e  , b u t  e  n e  = 4. 
1. 2 g l  g2 f i  gi 
t 2 L e t  F .=f .@gi :  E'BE - rE  - Suppose t h a t  f l ,  el have r lon -dege~ le ra t e  c r i -  
1 1  
t i c a l  s e t s .  
Then F1 and F2 a r e  .g - equ iva l en t  if and o n l y  i f  f  f2  a r e  .q -equiva- 1 ' 
l e n t  and  g  19 g2 a r e  13 - equ iva l en t .  
Remark. The argument i s  due t o  Wall i n  t h e  C-analy t io  cnse,  end t h e  
p roo f  i s  g i v e n  by du P l e s s i s  and Wilson i n  t h e  C-arinly t i o ,  Il-ann l . y t i c  and 
00 
C c a s e s .  One may r e f e r  t o  ( W, p.447 3 ( f o r  t h e  former)  nnd P-ll, p.172 3 
( f o r  t h e  l a t e r ) .  
2.5 F i n a l l y  we s t a t e  two deepe r  r e s u l t s  i n  [P-WJ. 
Theorem. L e t  f, gr (N,X ) - - + ( P , ~ ~ )  b e  map-germs. L e t  J . c : J ( ~ )  be a n  i d e a l  0 .  
i n  C Suppose t h a t  N ° 
2 (i) If J c: .L! t hen  f and g  a r e  9 - equ iva l en t .  N J 
(ii) ~f J A i: 
A .  Suppose t h a t  f  i s  a submersion. Then f ,  g  a r c  .%? - e q u i v a l e n t  i f f  g J 
i s  a submersion. 
B e  Suppose t h a t  f h a s  coke rne l  r ank  one and non-zero f u l l  second in-  
t r i n s i c  d e r i v a t i v e .  Then t h e  f o l l o w i n g  a r e  equ iva l en t :  
(a) f ,  g  a r e  :1 J -equiva len t ,  
2 2 ( b )  j f ,  j g  a r e  ?2 - e q u i v a l e n t ,  
OC3 ( c )  ~ ( f ) = ~ ( g )  and, i n  t h e  C and R-ana ly t i c  c a s e s ,  t h e  Hess i ans  H( f ) ,  
~ ( g )  have  t h e  same index ,  
( d )  g h a s  coke rne l  r ank  one and t h e  Hess i ans  ~ ( f ) ,  ~ ( g )  have  t h e  same 
r ank  a,n?, i n  t h e  trn and  R-ana ly t i c  c a s e s ,  t h e  same index .  
The n e x t  theorem i s  t h e  main r e s u l t  i n  [P-W], 
Theorem. L e t  fs ( N  x ) - - + ( ~ , y  ) be a map-germ w i t h  non-degenerate  cri- 0 0 
t i c a l  s e t .  
L e t  gr ( N X ) - ( P  ) be  a map-germ s a t i s f y i n g  0 
( a > X(f) >I(g)  
( P  ) f lZ(f) = gl)'l(g) 
( Y ) I r n T ~ c  ImTfx f o r  x i n  some r -dense s u b s e t  o f  \ ( f )  . 
(i) Suppose t h a t  f h a s  coke rne l  r ank  > 1, o r  t h a t  f  l inn aoker.rie1 r ank  1 
a n d  z e r o  full second i n t r i n s i c  d e r i v a t i v e .  Then f, g a r e  (1 
J( f) - equ iva l en t .  
(ii) Suppose t h a t  f h a s  coke rne l  r a n k  1 and non-zero f u l l  second i n t r i n -  
s i c  d e r i v a t i v e .  Then t h e  f o l l o w i n g  a r e  e q u i v a l e n t :  
- equ iva l en t .  
2 2 ( b )  j f, j g are .%' - equ iva l en t ,  
00 ( c )  ~ ( f )  = J ( ~ )  and,  i n  t h e  C and R-analy t io  onnerr, Lhe I l e r ~ r ~ i a n s  H ( f ) ,  
~ ( g )  have  t h e  same Index. 
( C Q  ) C ( f )  * ,: ( g ) ,  g  ha8  non-degenerate  c r i t i c a l  sn t ,  a n d p  i n  t h e  C-' 
and R-analy t ic  c a s e s ,  t h e  Hess i ans  ~ ( f ) ,  ~ ( g )  have the same indc"x. 
( d )  g  h a s  ookerne l  r ank  1 and t h e  H e s s i a n s  H( f )  , l i ( ~ )  have the same 
00 
rank ,  and, i n  t h e  C and  R-ana ly t i c  c a s e s ,  t h e  snrrle f n l len,  
Remark 1. T'hat f h a s  non-degenerate c r i t i c a . 1  sc  t rotBnnrt 1.11ul. 
( 1 )  I ( ~ F  ( f ) )  = ~(f), where 1 ( = ( f ) )  i s  t h e  ide8.L o f  C' Puncl,ion-germs 
on (N,X ) v a n i s h i n g  on t h e  subset-germ ( x ( f ) , x o ) ,  0  
( 2 )  dim 25 ( f )  = p-1. 
2 .  If  map-germs f ,  I g  a r e  
" I(I= (f)) - e q u i v a l e n t ,  t hen  t h e y  must s l t i s -  
fy ( u ) ,  ( 0  ) and ( Y ) ( i n d e e d  w i t h  e q u a l i t y  i n  ( a  ) ,  (I' ) ) .  I n  f a c t ,  we 
have t h e  f o l l o w i n g  
P r o p o s i t i o n  (( P-G, p.168 1) .  L e t  f ,  g: ( M , X ~ ) - - ~ ( P , ~ ~ )  be map-germs. 
Suppose t h a t  f h a s  non-degenerate  c r i t i c a l  set. Then 
f - g t ~ ( f ) o t f ( @  ,) 
if and o n l y  i f  ( a  ) ,  ( P  ) and ( Y  ) h o l d  t r u e .  
I t  i s  n o t  e a s y  t o  f i n d  t h e  c o n d i t i o n s  f o r  two map-germs t o  be r i g h t  equi -  
v a l e n t .  HOW does  one ought  t o  c h a r a . c t e r i s e  r i g h t  equ iva l ence  i n  Keneral?  I t  
seems t o  be a n  open problem. 
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Wave propagation and the theory of singularities 
Mikio TSUJI [ & @ ~ g )  
$1. Introduction. 
The subject we will consider here is linear and nonlinear wave propa- 
gation. The equations which represent the phenomena of wave propagation 
are generally hyperbolic and the waves are mathematically translated as the 
singularities of solutions. The aim of this talk is to explain how the above 
problems may have connection with the theory of singularites, real and 
complex both. The subjects treated here are restricted to those which the 
author is now interested in. In $2, we will treat linear hyperbolic equations 
with constant coefficients. In 93, we will explain the passage from linear 
hyperbolic equations to nonlinear partial differential equations of first 
order. In the last section, we will sketch how to apply the theory of 
singularities of smooth mappings to construct the singularities of generalized 
solutions of first order partial differential equations. 
$2. Linear hyperbolic equations with constant coefficients. 
Let P(Dx) be a hyperbolic partial differential operator of order m with 
respect to 9 € R"/{OI where x E Rn and Dx= -i(a/axl,. . . ,a/ax,), i.e., its 
characteristic polynomial P(<) satisfies the following two properties: 
i) ) zo where Pm(<) is the principal part of P (E) , and ii) There 
exists a constant yo>O such that p(<-iy $)#o for all EeRn and y2yo>0. 
The notion of hyperbolicity was formulated by L. G3rding 151. 
The operator P(Dx) has the elementary solution E(P)(x) 
whose support is contained in {x €Rn; <x,#> 20). For a distribution u(x), 
Su is the support of u and SSu is the singular support of u which is 
the smallest and closed subset such that u(x) E cco(Rn-SSU) . The problem of 
this section is concerned with the complete description of SS E(P) for any 
hyperbolic operator P(Dx). This is one of the classical and well studied 
problems. Here we assume always that P(Dx) is homogeneous differential 
operator. We put A={ < E R~/{o); P (<)=O). Roughly speaking, one can say that 
the singularities of E(P) are caused by the singularities of the kernel of 
the representation (2.1). In this case, the kernel has the p6les on the 
algebraic surface A. At first, we consider the case where A has no singular 
0 0 0 0 0 0 point, i.e., if P(< )=0 (<  #0), then (grad P ) ( <  )#O. Let < = (<  ) E A .  
n 
0 
Then the first approximation of P(<) at <=< is given by 
If we replace P(i) by P<o(<) in ( 2 . 1 ) ,  we can easily calculate it, 
i.e., we get the exact representation of E(P<o)(x). Next we sum up the 
support of E(PC0) with respect to c0 , then we get the classical and well 
known theorem as follows: 
Theorem 1. Suppose that A has no singular point, then we get 
1 SS E(P) = "" {x=k(grad P) (to) ; k€R } U {x; <x,b> 201. 5 EA 
1 {x=k(grad P) (5'); k e R  } is the real dual algebraic 
surface of A. 
The problem is to treat the case where A has the singularities, i.e., 
there exists a point <"#0 such that p(c0)=0 and (grad P) (tO)=O. 
Concerning this subject, Atiyah-Bott-G3rding [I], [2] have developed the 
profound and elegant theory. We explain here one of their results. We develop 
- 1 
smp(s 5+<) in ascending power of s: 
where P5(<)#0. The number p=m5(P) is the multiplicity of 5 relative to P 
and the polynomial P5(i) is called the localization of P at 5. Then one 
can prove that P (5) is also hyperbolic with respect to 4. (2.2) means 5 
that P5(<) is the best approximation of P(5) at a point 5. If A has 
no singular point, P5(c) is a polynomial of at most first degree as stated 
in the above. Atiyah-Bott-G8rding have proved the following 
m-p .-is<x, 5' 
Theorem 2. lim s 
s +m 
E(P) (x) = E(P5) (x) 
in the space of distributions, and 
[where c.h.A is the convex hull of a set A. 
One of their conjectures is 
But this is not true (M. Tsuji [14]). We must amend the above formula a 
little in the following way. We develop sm-p P(S<+~)-' in the formal power 
series of l/s, 
Here we put E (P ) = E(P ) and 
0 5 5 
Theorem 3. Suppose that the multiplicity of P(5) is at most double, 
then we get 
Though the right hand side of (2.3) is abstract, we can exactly 
calculate it (M. Tsuji [14], [15]). As the calculation is long, we omit here 
the proof. In this case, though the description is concrete, it is a little 
complicated. Therefore we would like to give clear algebraic meaning to the 
formula (2.3). Taking care of the Remark of Theorem 1, we would like to use 
the notion of dual algebraic surface to express (2.3). Then we need to define 
We quote here the definition of S. K. Kleiman [a]. 
Let Z be an algebraic variety and x E Z  be a singular point of Z. 
A hypersurface is considered to be tangent at x if it is a limit of hyper- 
surfaces tangent at smooth points approaching x. Then the dual variety of Z 
is defined as the closed envelope of tangent hypersurfaces. 
If we accept this definition, the formula (2.3) is different of the dual 
algebraic surface of A. Therefore we would like t see whether or not it is 
possible to define a dual algebraic surface so that (2.3) coincides with the 
dual algebraic surface of A, or we would like to give some algebraic meaning 
to (2.3). 
For the detailed surveys on the subject of this section, refer to 
G. F. D. Duff [4], L. G8rding [6] and L. HBrmander [7]. 
53. Phase functions. 
We put 4=(1,0 ,..., 0) and assume that P(Dx) is strictly hyperbolic 
with respect to &, i.e., 
where A )  # A )  if i#j and <'#O. In this case, E(P)(x) is 
1 
written down as 
n 
where $.(x,t1) = x A.(E1) + <xl,t'> and <x',S1> = C x.S . The function 
J 1 J  j = 2  J j 
mj(x,E1) is called "~hase function" and it satisfies the partial differential 
equation of first order as follows: 
The equation (3.1) is called "eikonal equation". For strictly hyperbolic 
operator P(x,Dx) with variable coefficients, the elementary solution can be 
locally written down in the similar form. Let 
then it holds 
im. (x,S1) 
(3.3) E(P)  (x) = c J d< ' modulo cm-f unctions 
j=l 
where I$.(x,t1) is the solution of 
J 
The reason why the representation (3.3) is local is that the Cauchy problem 
(3.4)-(3.5) can not admit a global smooth solution as a function of x= 
(xl, ... ,xn). But (3.3) shows that the phase function $.(x,<') can be 
J 
regarded as a function defined on the cotangent space. Moreover, as the 
equation (3.4) is of Hamilton-Jacobi type, the solution surface is composed 
of the family of hamiltonian flows. Therefore we can discuss the global 
construction of phase functions in the framework of symplectic geometry. 
This is the theory of Fourier integral operators and also Maslov's theory. 
For this subject, refer to L. HGrmander [7] and V. P. Maslov [ll]. In [ 7 ] ,  
one can find the detailed bibliography. 
In the mathematical physics, we meet very often the equation of Hamilton- 
Jacobi type. In the applied problems, the solutions must generally be single 
valued functions defined on the base space, not on the cotangent space. To 
get the solutions of this kind, the above discussions suggest us to take the 
projection of Lagrangean manifold onto the base space. This is the subject 
treated in the next section. 
$4. General partial differential equations of first order. 
We consider the Cauchy problem for partial differential equation of 
first order as follows: 
1 n 
where f EC~(R'~R~XR XR ) and @ E Cw(~"). It is well known that the Cauchy 
problem (4.1) - (4.2) has uniquely a cm-solution in a neighborhood of t=O, and 
1 
also that the problem (4.1)-(4.2) can not have, in general, global C -solution. 
This means that, when one prolongs the smooth solutions for large time, the 
singularities may appear. Therefore we consider the generalized solutions 
which contains the singularities. Our interest is to see the structure of 
singularities of generalized solutions. 
On the other hand, the global existence of generalized solutions has been 
well studied from the various points of view. For the detailed bibliography, 
refer to P. D. Lax [ 9 ] ,  P.L. Lions [lo] and J. Smoller [13]. The most well- 
known method to prove the existence of solutions is the viscosity method. 
At first one consider the Cauchy problem for nonlinear parabolic equation: 
Using the estimates for linear parabolic equation, one can get the global 
solution uE(t,x) of (4.3) which is smooth on the whole space. Next we make 
E go to 0, then {u (t,x)) converges to u(t,x) which is a generalized 
E 
solution of (4.1)-(4.21. We must pay attention to the fact that, though uE(t,x) 
is smooth, the limit u(t,x) may contain the singularities. This means that 
it is a little difficult to get the informations on the singularities of u(t,x) 
by the analysis of {uE(t,x)}. Therefore we try to solve the Cauchy problem 
(4.1)-(4.2) exactly by the characteristic method. Then the characteristic 
equations are written as follows: 
We assume here the following hypothesis: 
(H) The Cauchy problem (4.4)-(4.5) has a global solution x=x(t,y), v=v(t,y) 
and p=p(t,y) with respect to t for all y e ~ n .  
As Dx/Dy (0, y) = 1 for all y E R ~  where Dx/~y (t, y) is the Jacobian 
of cW-mapping x=x(t, y) , there exists an open neighborhood R of t=O where 
Dx/Dy(t,y) # 0. By the theorem of inverse functions, we can uniquely solve 
the equation x=x(t,y) with respect to y in R and write it by y=y(t,x). 
Put u(t,x) = v(t,y(t,x)), then u(t,x) satisfies the equation (4.1)-(4.2) 
in a neighborhood of t=O. This is the classical theorem on the local 
existence of smooth solution for (4.1)-(4.2). But it is natural that the 
Jacobian vanishes at some points. If we solve the equation ~=x(t,~) with 
respect to y in a neighborhood of a point where the Jacobian vanishes, we 
see that the inverse function becomes many-valued. We write it by y=g.(t,x) 
1 
(i=1,2,..,k), then the solution of (4.1) takes several values {u.(t,x);i=l,.,k} 
1 
where ui(t,x)=v(t,gi(t,x)). When the space dimension n=2, we benefit here 
very much the results of H. Whitney [18] .  
As we are generally asked to get single valued solutions in the applied 
mathematics, we must choose only one value from {ui(t,x)I SO that it 
satisfies some additional conditions. These conditions depend on the type of 
equations. For example, see M. Tsuji [ 1 6 ]  for Hamilton-Jacobi equation and 
S. Nakane [ 1 2 ]  for the equation of conservation law. The generalized solu- 
tions for Hamilton-Jacobi equation are generally Lipschitz continuous, and 
the weak solutions for the equations of conservation law are piecewise smooth. 
For the reason why such a difference may happen, see Tsuji [ 1 7 ] .  If we choose 
only one appropriate value from {u.(t,x)), we see that the solution contains 
1 
necessarily the singularities. 
Summing up the above discussion, we can say that our proof is principally 
divided into two parts. The first one is to solve the equation x=x(t,y) 
with respect to y in a neighborhood of a singular point. This is the appli- 
cation of the theory of the singularities of smooth mappings. The second part 
is to choose only one value so that the solution becomes a single valued 
function. This is the problem of analysis. 
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0. This is a summary of recent results obtained by the author. 
w 1 .  Let g :  Rm,O--,Rn,O b e a  C map-germ. Denoteby 
+? 
g : En + Em the induced R-algebra homomorphism, where 
En = (h : Rn,o - R cW function-germs). 
Define g * ~  -subalgebra H of Em by 
n g 
where d means the exterior differential. 
In the case m > n, the algebra H is studied by Moussu, 
g 
Tougeron [ 6 1  and Malgrange [5], related to the characterization of 
composite differentiable functions and the structure of relative de 
Rham cohomologies of map-germs. 
On the other hand, the algebra H naturally appears in the 
g 
singularity theory in symplectic geometry, especially in the case 
m I n. In this paper, we restrict ourselves to the most important 
case m = n and we will characterize Lagrangian stability in a 
restricted class, utilizing 
"g 
or its analogue. 
We set H (-1 - 
- En, and inductively g 
i = 0 2 . . . ) . Then we have a sequence of g * ~  -subalgebras : n 
2. In classical machanics, the canonical one-form 0 and the 
sympleetic two-form w = d0 on the cotangent bundle over a 
configuration space play basic roles [I]. Notice that, for a 
canonical coordinate PI, - . . ,P,, ql,. . .  4, on the cotangent bundle 
T*IR~ of I R ~ ,  
* n Definition 2.1. A crn map-germ f : IRn,0 -+ T R is called 
H 
Lagrangian if f o = 0. We denote by Ln the set of all Lagrangian 
* n 
map-germs lRn,O - T lR . 
Let f E Ln. Then the one-form ffO is closed and therefore 
exact. Hence, there is unique e E En up to constant addition such 
that de = f * ~ ,  which is called a generating function of f. 
Remark that is equal to the set of generating functions of 
Lagrangian liftings of g. 
* 2 Example 2.2. (1) Define f : B2,0 + T IR by 
Then f is a Lagrangian immersion. e = (3/4)y4 + (1/2)xy2 is a 
generating function of f. 
* 2 (2) Define f : k2,0 -+ T L by 
Then f is a Lagrangian map-germ and its image is called 
the open swallowtail, which is introduced by Arnol'd [ 3 1 .  We call 
also f by the same name. 
* 2 (3) Define f : IR2,0 + T IR by 
f = (x, y 2 3 , (2/3)y , XY). 
Then f is a Lagrangian map-germ and f is called 
the open Whitney umbrella (Givental' [ 4 ] ) .  
Let n : T*B" --t IRn be the projection, that is, n ( p , q )  = q. 
Definition 2.3.(Arnol'd [2]). (1) Two Lagrangian map-germs f 
* n 
and f '  : R",O ---t T B are called Lagrange equivalent if there 
exist diffeomorphism-germs $ : Ln, 0 + kn, 0, 
* n * n @ : T IR ,f(O) ---+ T IR ,fV(O) and q : IRn,n(f(0)) 4 ~~,n(f'(o)) 
t 
such t h a t  @ w = w ,  n o @  = qon and t h a t  @of = f ' o $ .  
( 2 )  Le t  S c Ln be a s u b s e t .  A Lagrangian map-germ f  E S 
i s  c a l l e d  Lagrange s t a b l e  i n  S i f  any un fo ld ing  
n n  F : lRnx l R r , O  - T lR x lRr of f  by Lagrangian map-germs i n  S i s  
t r i v i a l i z e d  wi th  r e s p e c t  t o  Lagrangian equiva lence .  An f  E Ln i s  
c a l l e d  Lagrange s t a b l e  i f  f  i s  Lagrange s t a b l e  i n  Ln. 
We f i x  a crn map-germ g  : lRn, 0  -, lRn,  0  and cons ide r  t h e  
fo l lowing  c l a s s e s  of Lagrangian map-germs r e l a t e d  t o  H ( ~ ) .  We s e t  
g  
Remark 2 . 4 .  (1) I f  f  E L ( ~ )  and e  i s  a g e n e r a t i n g  f u n c t i o n  g  
( i )  of f ,  t hen  e  E H . 
g 
( 0  ( 2 )  I f  g  i s  s t a b l e  i n  t h e  sense  of Thom-Mather and f E Lg 
i s  Lagrange s t a b l e  i n  L ( ' ) ,  t hen  f  i s  Lagrange s t a b l e .  
g  
To s t a t e  our r e s u l t ,  we r e c a l l  t h e  fo l lowing  n o t i o n .  
A p a i r  ( S , n )  of germs of v e c t o r - f i e l d s  over (IRn,0) i s  c a l l e d  
g-compatible if Tg.5 = qog. I n  t h i s  case  ( r e s p .  q )  i s  c a l l e d  
g-lowerable ( r e s p .  g - l i f t a b l e ) .  
Now we have 
n Theorem A. Let g : LRn,O - LR 0 be a finite analytic 
map-germ, f E L(i) and e E H (i) be a generating function of f, 
g g 
i = 0 1 2  . Then the following conditions are equivalent: 
(I) f is Lagrange stable in L:". 
(11) Hii) = {Ee + hog I e is g-lowerable, h E En). 
n 
6 En. (O~jgn), zj=l nj(8/8qj) is g-liftable}. 
Remark 2.5. A g-lowerable vector field E : En - En maps 
H ( ~ )  into H'~', (i = 0,1,2,.  . ) .  
g g 
Definition 2.6. An elernemt e of H ( ~ )  is called 
g 
stable in I1 (i) if the condition (11) of Theorem A is satisfied. 
g 
3. The case of kernel rank one. 
Let g : IRn,0 - IRn,0 be of form g = (x' . ~ ( x '  ,xn)), where 
Lemma 3.1. Let J E H(~) , (i = -l,O,l...). Then there 
g 
(i+l) 
exists f E Lg J , which is unique up to Lagrangian equivalence, 
such that pnofJ = J. Precisely, we can take 
In this case, = Cn x n d x  n is a generating function of f $ ' 
Theorem B. Assume g = (x',q(x',xn)) : I R ~ , O  + kn,O is 
analytic and finite. If $ is stable in (i 1 Hg , (i = -1,0,1,...), 
then f, is Lagrange stable in L (i+l) . Especially, if $ is 
g 
stable in H'~), then cn $(@/axn)dxn is stable in 
g 
Corollary 3.2. The open Whitney umbrella is Lagrange stable. 
The open swallowtail is Lagrange stable in L:'), where 
2 Remark 3.3. (1) Let g = (x, y ) .  Then Hg is generated by 
Q 
1 and y3 as E -module via g . 2 
3 (2) Let g = (x, y + xy). Then H is generated by 1 , 
g 
6 (3/4)y4 + (1/2)xy2 and (3/5)y5 + (1/3)xy3 as E -module via g . 2 
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90. Introduction 
In this note we will announce some results about 
singularities of solutions of a first order partial differential 
equation. The singular point of a solution means that the 
solution has many valued near the point. In the classical 
theory, a first order partial differential equation (or, 
briefly, an equation) is written in the form 
( * )  F k ( ~ l q . . . q ~ n , ~ , p l , . . . ~ n )  = 0 (k = 1, . . .  .2n+l-r, r 2 n ) .  
A (classical) solution sf the equation ( * )  is a smooth 
function z = f(xl,....xn) and pi = (af/axi)(x). We assume that 
Fk are (2n+l)-variable smooth functions and 
n Define D = {(x.z)lthere exists p t R such that Fl(x,z,p) 
- - 
- . . .  - 
F ~ n + ~ - r  (x,z,p) = 0 and rank(aFk/ap.) (x.z,p) < J 
min(n,2n+l-r)}. We call D a discriminant set of the equation 
( 1 .  We also define C = {(x.z,p)~~~(x,z,p) = = Fk(x,z.p) = 
0 and rank(aFk/ap.)(x,z,p) < min(n,2n+l-r)}. We say that E is 
J 
a singular solution of the equation (9) if D is a "graph" of a 
solution. But D is generally a hypersurface in R ~ X R  with 
singularities. Hence, we need a generalization of the notion of 
solutions. By the method of Lie, we consider the following 
system of equations : 
Namely we treat the distribution which is given by the 1- 
n 2n+l-r -1 form dz - Ii=lpidxi on nkzl Fk ( 0 ) .  The (abstract) solution 
is defined to be a maximal integrable submanifold of such a 
distribution. For details, see Definition 1.3. We also 
consider the fibre structure of the projection n(x,z,p) = (x,z). 
Even if we add this structure to our theory, there is an 
existence theorem of complete solutions. 
DEFINITION 0.1. We say that an (r-n)-parameter family of 
(classical) solutions z = f(xl, . . . ,  xn,tl, . . . ,  t ) of the 
r-n 
equation ( * )  is a (classical) complete solution if 
The following theorem is one of the highest result in the 
classical theory. 
THEOREM 0.2. (Classical existence theorem). If the 
equation ( * )  is involutory near a point (x09z0,pO) and 
(x09z0,pO) B C, then there exists a (classical) complete 
solution of ( * )  near ( X ~ , Z ~ . ~ ~ ) .  
We say that the equation ( * )  is involutory if [F ,Fk] = 0 j 
(1 5 j,k 5 2n+l-r), where 
[F,GI = F . ~ G / ~ z  - G . ~ F / ~ z  + 1" i=l (a~/ax,-a~/ap~ - a ~ / a p ~ . a ~ / a x ~ )  
+ ~Y=,p~-(a~/a~.a~/ap, - aG/az-aF/api). 
This result leads us to ask : What happens at a point of 
C? 
In 131, we have studied the case where r = 2n (i-e. the 
single equation case). We have shown that almost all single 
equation F = 0 has no singular solution and C consists of 
singular points of solutions. As the Clairaut type equation, 
there exist examples that there is a (classical) complete 
solution near C and C is a singular solution. Our theorem in 
[31 asserts that the Clairaut type equation is not generic in 
the space of all single equations. But the Clairaut type 
equation has been well-known from old time. 
On the other hand, if we try to study the case where r < 
2n, the involutory condition is very important as in 
Theorem 0.2. And involutory equations are not generic in the 
space of all equations. 
According to these facts, we will restrict our attention 
to the category of equations with (abstract) complete solution. 
See Definition 1.7. Our results assert that the Clairaut type 
equation becomes to be generic in this category. The key result 
of our theory is Theorem 2.7 in 32. This theorem asserts that 
the space of equations with (abstract) complete solution is 
homeomorphic to an open subspace in the space of Legendrian 
immersions (i.e. the space of Legendrian unfoldings). By this 
theorem, we can translate generic properties of equations with 
(abstract) complete solution into corresponding generic 
properties of Legendrian unfoldings. By Arnol'd-Zakalyukin's 
theory ([1],[4]), we can study Legendrian unfoldings in terms of 
generating families. 
In 33 we will introduce natural equivalence relations 
among equations with (abstract) complete solution. These 
equivalence relations describe bifurcations of singularities of 
(abstract) complete solutions and discriminant sets of 
equations. We will give lists of classifications of equations 
by these equivalence relations. 
All maps considered here are differentiable of class c ~ ,  
unless stated otherwise. 
Detailed version will appear elsewhere. 
The author would like to thank Professors Keizo Yamaguchi 
and Goo Ishikawa for useful discussions. 
51- Geometry of first order differential equations 
The aim of this section is to describe the geometric 
structure connected with first order differential equations. 
1 n Let J (R ,W) be the 1-jet bundle of functions of 
n-variables. Since we only consider local situations, the jet 
1 n bundle J (W .R) may be considered as R 2n*1 with natural 
coordinates given by ( ~ ~ , . . . , ~ ~ , z , p ~ , . . . , p ~ ) .  We have a natural 
projection 
1 n 
n : J (R ,R) 4 RnxW 
which is defined by n(x,z,p) = (x.2). 
1 n Let I3 be the canonical contact form on J (W .W) which is 
n given by I3 = dz - Eiz1pidxi. Throughout the remainder of this 
1 n paper, we shall consider J (R ,R) as a contact manifold whose 
contact structure is given by the contact form 0 .  Using this 
approach, a first order partial differential equation is most 
1 n 
naturally interpreted as being a closed subset of J (iR , R ) .  
Unless the contrary is specifically stated, we use the following 
definition. 
DEFINITION 1.1. A system of first order partial 
differential equations (or, briefly an equation) is an 
1 n 
r-dimensional submanifold E C J (W ,R ) ,  where n S r S2n. 
In order to define the notion of solutions of equations, 
we introduce the following notion. 
1 n DEFINITION 1.2. A submanifold i : L C J (R ,R) is said 
to be a Legendrian submanifold if dim L = n and iZO = 0. The 
image of noi is said to be a wave front set of i. It is denoted 
by W(i). 
By the philosophy of Lie, we may define the notion of 
solutions as follows. 
1 n DEFINITION 1.3. Let E C J (R .R) be an equation. An 
(abstract) solution of E is a Legendrian submanifold 
1 n i : L C J (R ,R) such that i(L) c E. 
Let f : Rn+ IR be a smooth function. Then 
jlf : Rn --t J'(R~,R) is a Legendrian embedding. Hence, in our 
terminology, the (classical) solution of E is a smooth function 
f such that jlf(F?") c E. On the other hand, we can show that an 
I n (abstract) solution i : L c J ( R  ,R) is given by (at least 
1 locally) an jet extension j f of a smooth function f if and only 
if noi is a non-singular map. We now define the notion of 
"geometric" singularities of solutions. 
1 n DEFINITION 1.4. Let i : L c J (R ,R) be a Legendrian 
submanifold. We say that q E L is a Legendrian singular point 
if rank d(n0i) < n. 
9 
We also define the notion of singularities of equations. 
1 n DEFINITION 1.5. Le E~ c J (R ,R) be an equation. Then q 
E E is 
(1) a contact singular point if B(T E) = 0 
9 
and 
(2) a n-singular point if rank d(nlE) < min(r,n+l). 
9 
Let ~ ( n l ~ )  be the set of n-singular points. We say that 
DE = n(x(nIE)) is the discriminant set of the equation E. the 
notion of singular solution is as follows. 
DEFINITION 1.6. If the n-singular set c ( ~ I E )  is a 
Legendrian submanifold, then we call it an (abstract) singular 
solution of the equation E. In this case, the discriminant set 
DE is the graph of the (abstract) singular solution. 
In the classical theory (cf S O ) ,  the notion of complete 
solutions is very important. Let z = f(x l,...,Xn,tl,... 9tr-n) 
be the (classical) complete solution of E, then we have a jet 
extension 
1 1 
whi-ch is defined by j*f(x,t) = j ft(x), where f,(x) = f(x,t). 
1 Then j*f is an immersion if and only if 
Since dim E = r ,  then the above immersion gives (at least 
1 locally) a parametrization of E and jSf(lRnxt) is a (classical) 
r-n 
solution of E for ant t E R . Hence, there exists a foliation 
on E whose leaves are classical solutions. Then the following 
definition is reasonable. 
1 n DEFINITION 1.7. Let E c J (R ,R) be an equation. We 
say that E is complete integrable ( or E has an (abstract) 
complete solution) if there exists an n-dimensional complete 
integrable distribution D on E such that 9 ( D  ) = 0 for any q E 
9 9 
E. 
By the Frobenius' theorem, we have the following 
proposition. 
1 n PROPOSITION 1.8. Let E' c J (R ,R) be an equation. Then 
the following conditions are equivalent. 
(1) E is complete integrable. 
( 2 )  For any q E E, there exist a neighbourhood U of q in 
E and smooth functions pl,..., on U such that pr-n - 
dul" • A ;r 0 on U and 
> 00 <dul, - - - .  d ~ ~ - ~  C (U) 3 <f31~>c"(u) 
as cm(u)-modules, where c~(u) denotes the ring of smooth 
functions on U. 
(3) For any q E E, there exist a neighbourhood VxW of 0 
in RnxR r-n 1 n and an embedding f : VxW -+ J (IF? ,R) such that f(0) = 
1 n q, f(VxW) c E and fl~xt : Vxt --+ J (R ,R) are Legendrian 
embedding for any t E W. 
9 2 .  Complete integrable first order partial differential 
equations 
In this section we will determine the framework of the 
class of equations which will be studied in the remainder of 
this paper. Since we will only study local properties, an 
equation is defined to be an immersion f : U --+ J~(R",IR) where U 
n is an open subset of R . By Proposition 1.8, we may adopt the 
following definition. 
1 n D E F I N I T I O N  2.1. Let f : U + J (I? ,R) be an equation. 
We say that f is complete integrable if there exists a 
r-n 
submersion ' = (uI,. . . , 
'r -n 
) : U -+ [R such that 
> 00 <dIJl. - - - . dur-n C (U) 3 <f*0> c 00 (U). 
We call D = ( L I ~ ,  . . . , ur-n ) a complete integral of f and the pair 
1 n (f,') : u 4 J (R , R ) x R ~ - ~  is called a first order partial 
differential equation with complete integral (or briefly, an 
equation with complete integral). 
REMARK. We can also define the above notions in terms of 
map germs : An equation germ is defined to be an immersi-on germ 
1 n f : I R r O  4 J (IR I R )  . We say that f is complete integrable if 
there exists a submersion germ 
D = ( D ~ . . . . .  'r-n ) : ( I R ~ , o )  4 dPn 
such that 
Then y is called a complete integral of f and the pair 
1 n (f, p) : (Rr,O) + J (R ,R) is called an equation germ with 
complete integral. 
By the above definition, we have the following simple 
lemma. 
1 n LEMMA 2.2. Let (f, y) : U -+ J (R ,R)xR r-n be an equation 
with complete integral. Then there exist unique elements 
hl,. . . ,h 
r-n 
E c~(u) such that 
* r-n 
f e = Zi.lhid~i 
1 n r-n We now consider the l-jet space J (R xR ,IR)and the canonical 
1-form @ on the space. Let (X l,...,~n,tl, ...,tr-n) be canonical 
coordinate systems on RnxR r-n and 
(x~,.. .,X n,tl...,tr-n,z,P 1,...9Pnpql,-..,qr-n ) be the 
1 n r-n 
corresponding coordinate systems on J (R xR R .  Then the 
canonical l-form is given by 
n n-r O = dz - Iiz1pidxi - Xiz1qidti = 8 - a, 
n-r 
where a = zizlqidti. 
We define three natural projections. Namely, 
1 n r-n 1 n Ill : J (R xR .IF?) --+ J (R ,IR)xIRr-", Il(x,t,z,p,q) = (x,z,p,t), 
1 n 112 : J (R ,R)xR r-n I R n  T2(x,z,p,t) = (x,z). 
1 n r-n r-n 
n v  : J (R xR , R n  , nV(x,t,z,p,q) = (x,z,t) - 
Then we have the following proposition. 
1 n PROPOSITION 2.3. (1) Let ( f , ~ )  : U J (R ,R)xR r-n be 
an equation with complete integral. Then there exists an unique 
1 n Legendrian immersion R : U -4 J (R xRrdn ,R) such that BlOR = 
(f.ll> - 
1 n r-n (2) Let 9 : U +  J (R xR ,R) be a Legendrian immersion 
such that if Bl0R = (f.~) then f is an immersion and LI is a 
submersion. Then (f,y) is an equation with complete integral. 
We denote R (f .ll) the Legendrian immersion which is 
constructed in the above proposition. We have two corollaries 
of the above proposition. 
1 n COROLLARY 2.4. Let (f,p) : U - J (R ,F!)xRr-n be an 
equation with complete integral. Then 9 
( f s l l )  is Legendrian 
non-singular if and only if ll-'(t) is a (classical)solution for 
r-n 
a n y t E R  . 
1 n COROLLARY 2.5. ( f , ~ )  : U --t J (R , R ) x R ~ - ~  be an 
equation with complete integral. For any u E U, we denote 
P(f. ll) = (xl-f(u) , . . - .  xnof(u),)11(~)9....~r-n (u) . 
zof (u) .p1of (u) . ,P, ~f(u).h~(u)..,h~-,(u)) by the local 
1 n r-n coordinate system of J (R xR R .  Then f is contact singular 
u E U if and only if h (u ) = - - .  = h (u0). 0 1 0  r-n 
Our purpose is to study the genericity for some 
properties of equations with complete integrals. Let U C R~ be 
1 n r -n 
an open set. We denote by Int(U,J (IR ,IR)xR ) the set of 
equations with complete integrals. We also define 
1 n r-n L(U,J (R xIR ,R)) to be the set of Legendrian immersion germs 
1 n r-n 9 : U --, J (R xIR ,R) such that Kl09 = (f, D), where 
1 n f : U - J (IT? .R) is an immersion and p : U --+ R r-n is a 
submersion. These sets are topological spaces equipped with the 
1 n r-n Whitney cm-topology. A subset of Int(U, J (R ,W)xF? ) (resp.  
I nxRr-n L(u,J (R .R))) is generic if it is an open and dense subset 
1 n r-n 1 n in Int(U,J (R ,F!)xR ) (resp. L(U, J (R XR~-~,R))). 
D E F I N I T I O N  2.6. Let P be a property of equation germs 
1 n with complete integral (f ,p) : (IRr,O) 4 J (R ,F!)XR~-~ (resp. 
1 n r-n Legendrian immersion germs 9 : (Rr,O) 4 J (R xR R .  The 
property P is generic if, for some neighbourhood U of 0 in Rr, 
1 n r-n the set P(U) is generic subset in Int(U,J (R ,IR)xIR ) (resp. 
L ( u , J ~ ( R ~ x R ~ - ~ . R )  1 ) .  
By Proposition 2.3, we have a well-defined continuous 
mapplng 
1 n r-n 1 n TI++ : L ( U , - J  (R XU? ,R)) --+ Int(U,J (IR .R)xIR~-~) 
defined by 
Kl*(Q) = K109. 
We can state the following theorem which is the key of 
our theory. 
THEOREM 2.7. The continuous map 
1 n 11* : L(U, J (R XIJ?~-~,IR) ) -+ 1nt(u, J ~(IR~.R)xR~-~) 
is a homeomorphism. 
This theorem asserts that the genericity of a property of 
equations with complete integral can be interepreted by the 
genericity of the corresponding property of Legendrian 
1 n r-n immersions into J (I? XI? , The Legendrian immersion R (f , P >  
is called a Legnedrian unfolding. 
On the other hand, by Arnol'd-Zakalyukin's theory ([I], 
1411, we can study generic properties of Legendrian unfoldings 
in terms of generating families. These situation is described 
by the following diagram and figures : 

9 3 .  Some classifications 
In this section we introduce three natural equivalence 
relations among equations with complete integrals. 
1 n 
Let ( f , ~ )  : (R~.o) 4 J (IR ,IR)XIR r-n be an equation with 
complete integral. Our purpose is to study the discriminant set 
of nof and the bifurcation of Legendrian singularities of p-l(t) 
n-r 
along the parameter t E ( R  0 )  This situation leads us to 
the following definition. 
DEFINITION 3.1. Let (g,y) be a pair of a map-germ 
n g : (IRr,O) * ( R  xlR,O) and a submersion germ 
r-n 
: (lRr,O) 4 (lR 0 Then the diagram 
D g 
( I R ~ - ~ , o )  +- (IR~,o) -+ (IR~xIR,~), 
(or briefly (g,~)), is called an integral diagram if there 
exists an equation f : (lRr,O) 4 J ~ ( R ~ . R )  such that ( f , ~ )  is an 
equation with complete integral and nof = g. 
r-n Let nD : ((lRnxiR)xlR , O )  + (lRnxiR,O) and 
r -n 
n - ((IRnxIR)x ,0) 4 (R'-~.O) be canonical projections. We B - 
now introduce the following equivalence relations. 
DEFINITION 3.2. Let ( g , p )  and (g',~') be integral 
diagrams. Then 
(1) (g,y) and (g',~') are bifurcation equivalent (or, 
briefly B-equivalent) if the diagram 
(IRr,o) r-n (g, ,ir.f ((R"XIR)XR ,o) 7 ( I R ~ - ~ . o )  
B 
commutes for some diffeomorphism germs 4, Y and +. 
( 2 )  (g, p) and (g' , p' ) are discriminant equivalent (or, 
briefly D-equivalent) if the diagram 
(g* ir) r-n n~ (IR~,O>-((R~XIR)XIR . O ) ~ ( I R ~ X I R , O )  
commutes for some diffeomorphism germs 4, Y and dJ. 
( 3 )  ( g , ~ )  and (g',~') are equivalent if the diagram 
U g 
(IR~-~.O) + ( R ~ , o )  - (R~XIR,O) 
commutes for some diffeomorphism germs K ,  $ and 4 .  
What do these equivalence relations say? If ( g , ~ )  and 
(g',~') are B-equivalent, then g~p-'(t) and g'lu-l(dJ(t)) are 
A-equivalent in the sense of Mather. Hence, the B-equivalence 
preserves bifurcations of Legendrian singularities of complete 
integrals along parameters. If (g,p) and (g',pl) are 
D-equivalent, then g and g' are A-equivalent. Thus the 
D-equivalence preserves discriminant sets of equations. If 
( g , ~ )  and (g',~') are equivalent, then these are B-equivalent 
and D-equivalent. Hence, the equivalence is the finest 
equivalence relation but it is hard to carry out the complete 
listing of the normal forms. 
We will classify integral diagrams which are induced by 
generic equations with complete integrals by the above three 
equivalence relations. For our purpose, we can translate these 
equivalence into corresponding equivalence among Legendrian 
unfoldings. Especially B and D-equivalence are successfully 
classified in terms of generating families of Legendrian 
unfoldings. These caluculation will appear elsewhere. Our 
generic classifications are given in the following list 
CANONICAL FORMS 
I n = 1, r = 2. The ordinary differential equations case. 
(Hayakawa, Ishikawa, Izumiya, Yamaguchi [21) 
3) equivalence 
1) 
2) 
3) 
4) 
5 )  
6) 
g 
(u.~) 
(u2,v) 
2 (U,V 
(u3 + uv.v) 
(u,v3 + uv) 
2 (u,v3 + uv ) 
1-I 
v 
v - (1/3)u 3 
v - (1/2)u 
2 (3/4)u4 + (1/2)u v + v 
v 
(1/2)v2 + u 
contact singular? 
regular 
regular 
singular 
regular 
singular 
singular 
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1) 
2) 
3) 
4) 
5) 
6 )  
3) equivalence 
? 
1) 
2) 
3) 
4 )  
5 )  
6 )  
7 )  
8 )  
9 )  
10) 
11) 
12) 
-I 
P (t) 
2 2 (u+t,v,u +v ) 
3 2 (3u2+t.v.2u *v ) 
3 4 2 (4u -4uv+t,v,-3u +v(2u +v)) 
4 2 5 3 2 (5u -4uv+t(3u +l),v,4u +2u t-v(2u +v)) 
2 3 3 (3u2+t(v+1).3v +tu,2u +2v +tuv) 
2 3 2 2 (3u -v2+t(2u+l). -2uv+2tv. -2u +2uv2-t(u +v ) ) 
type 
Az 
A2 
A3 
144 
'D," 
%- 
a 
(u,v,w) 
2 
(U .v,w) 
2 ( u . v . ~  
(u3+vu,v,w) 
3 (u,v,w +uw) 
3 2 (u,v,w +w v) 
4 2 (u +u w+uv,v,w) 
2 tu2+vw,v +uw,w) 
2 2 ((3/4)u -v +uw.uv+vw.w) 
2 3 (3u +vw,v. tw2-2u +vw) 
4 2 (u,v,w +vw +uw) 
4 3  2 (u,v,w +w v+w u )  
type 
A\  
A2 
AI 
As 
A2 
A4 
D: 
D4 
A x  
A \  
A3 
p4 contact 
w 
w- (1/3)u3+v 
w-(1/2)u+v 
(3/4)u4+(1/2)u 2 v+w 
w 
(1/2)w2+v 
2 (4/5)u5+ (1/2)u (v+w) +w 
u 3 +v 3 +uvw+w 
3 2 2 2  
u -uv +(u +v )w+w 
w 
w 
2 (4/3)w3+ (2/3)w v+u(2w+l) 
sing? 
reg 
reg 
sing 
reg 
sing 
sing 
reg 
reg 
reg 
sing 
sing 
sing 









-I 
d- 
3 
N < X 
I I  I1 II 
n m 
--I I1  
+ " I  "Is 
* 
U 0 
0 
2 >> 
,-I- 
m s 9 3  a i-. ; 
~n o --. ., ; * $23 Xc 
'k Hllss : Cn rt / ----\. rt * * 
" $1 1%. > cn I
\-. -- N 0 
.- I * 
. < cn r+ 
n 
N 
> > 
U 
N N 
r3cB i , i \ i -  ;-\,- i > ---- 
W '- 
'--. 
8 8  
V 
" dl 
'4 
-\ 
'\ 
k. - 
--\. -% 
+ \ 
U 1. ,' 
7-+; - 5 z uls 1, i a I a I 
6 n, V i m .  
'k. i -P w 
N 3 --- -- i 0 0 
e.~ r "-., 
" 
3 sl 
-"., IIA IN 
g g r n + m +  
< NsQ&lIAIIA 
,. m. . m  DX nE ,aLL 
g g # E E P P  
0 0 0  CFI C 
2 - 0 0  
- -, W_Y-Y 
L " " ' x  3 



2) D-equivalence 
? 
3) equivalence 
? 
References 
1. V. I. Arnol'd, S. M. Gsein-Zade and A. N. Varchenko, 
Singularities of differential maps, vol. 1, Monographs in math. 
82, Birkhauser, (1985) 
2. A. Hayakawa, G. Ishikawa, S. Izumiya and K. Yamaguchi, 
Classification of generic integral diagrams and first order 
ordinary differential equations, Preprint. 
3. S. Izumiya, First order partial differential equations and 
singularities, Preprint. 
4. V. M. Zakalyukin, Lagrangian and Legendrian singularities, 
funct. Annl. Appl. 10 (1976), 37-45. 
