Abstract. We consider semi-infinite Jacobi matrices corresponding to a point interaction for the discrete Schrödinger operator. Our goal is to find explicit expressions for the spectral measure, the resolvent and other spectral characteristics of such Jacobi matrices. It turns out that the spectral analysis of this toy problem leads to a new class of orthogonal polynomials generalizing the classical Chebyshev polynomials.
1. Introduction
1.1.
As is well known, the theories of Jacobi operators given by three-diagonal matrices (see Subsection 2.1, for the precise definitions) and of differential operators Da(x)D + b(x), D = −id/dx, are to a large extent similar. This is true for Jacobi operators acting in the space ℓ 2 (Z) and differential operators acting in the space L 2 (R) as well as for the corresponding operators acting in the spaces ℓ 2 (Z + ) and L 2 (R + ), respectively. We refer to the book [15] where this analogy is described in a very detailed way. Both classes of the operators are very important in applications. For example, Jacobi operators play a substantial role in solid state physics (see, e.g., §1.5 of [15] ) while the Schrödinger operator is the basic object of quantum mechanics. Moreover, Jacobi operators in the space ℓ 2 (Z + ) are intimately related (see, e.g., the classical book [1] ) to the theory of orthogonal polynomials. We refer to the books [11, 14] for all necessary information on orthogonal polynomials.
We study Jacobi operators given in the space ℓ 2 (Z + ) by matrices The parameter a here is an arbitrary positive number. The operator H 1 plays the role of the "free" differential operator D 2 in the space L 2 (R + ) with the boundary condition f (0) = 0. We consider H a as a perturbation of the operator H 1 which is easy to analyze directly. Clearly, the perturbation H a − H 1 has rank two that allows us to find the resolvent of the operator H a . The operator H a is a rare example where all spectral quantities, such as the spectral measure, eigenfunctions (of the continuous spectrum), the wave operators, the scattering matrix, the spectral shift function, etc., can be calculated explicitly.
We show that eigenfunctions of the operator H a are constructed in terms of a class of orthogonal polynomials Ch n (z; a), n = 0, 1, . . ., generalizing the classical Chebyshev polynomials. It is very well-known that Ch n (z; 1) are the Chebyshev polynomials of the second kind. It was also noted in the book [2] that Ch n (z; √ 2) are the Chebyshev polynomials of the first kind. We are studing Jacobi matrices H a for all a > 0. This naturally leads to a class of polynomials Ch n (z; a) parametrized by an arbitrary a > 0.
The relation between Jacobi matrices and orthogonal polynomials is the classical fact. In principle, it can be used in both ways. Let us mention the paper [9] devoted to the inverse problem (of reconstruction of the Jacobi matrix by its spectral measure) where this is thoroughly discussed. The paper [9] contains also numerous references to earlier works on this subject.
We proceed from the spectral analysis of the Jacobi operator H a which can be performed in a very explicit way. This leads to some formulas for the polynomials Ch n (z; a). A part of these formulas is perhaps new even for the classical Chebyshev polynomials.
1.2.
Compared to the continuous case, the operator H a plays the role of the selfadjoint realization A α of the differential operator D 2 in the space L 2 (R + ) with a boundary condition f ′ (0) = αf (0) where α ∈ R or of the operator A (0) with the boundary condition f (0) = 0. The operator A (0) is usually taken for the "free" operator, and the operators A α are interpreted as Hamiltonians of a point interaction of two quantum particles. Of course the essential spectra of the operators A α and A (0) coincide with the half-axis [0, ∞), and they coincide with the interval [−1, 1] for all operators H a . The study of the operators H a is more difficult and the formulas obtained are less trivial than for the operators A α . Actually, the operators H a are more close to self-adjoint realizations of the operator D 2 in the space C ⊕ L 2 (R + ) (see the paper [17] or §4.7 of the book [19] ).
Let us discuss the analogy between the operators A α and H a in more details. The role of x ∈ R + is played by the variable n ∈ Z + , and the role of a function f (x) is played by a sequence f = (f 0 , f 1 , . . .). The operator H 1 acts by the formula (H 1 f ) n = 2 −1 (f n−1 + f n+1 ) for all n ∈ Z + if one imposes an artificial "boundary condition" f −1 = 0. So, the operator H 1 plays the role of A (0) . The operators A α ≥ 0 for α ≥ 0, and they have the eigenvalues −α 2 for all α < 0. The case α = 0 is critical: the operator A 0 ≥ 0, but its resolvent (A 0 − zI) −1 has a singularity at the bottom of its spectrum (one says that the operator A 0 has a zero-energy resonance). The operators H a have discrete eigenvalues (one below −1 and another one above 1) if and only if a > √ 2. The resolvent (H √ 2 − zI) −1 of H √ 2 has singularities at both edge points ±1 of its spectrum. Thus the operator H √ 2 plays the role of A 0 , and the values a < √ 2 (resp. a > √ 2) correspond to the values α > 0 (resp. α < 0). To a some extent, this paper was motivated by looking for a discrete analogue of the point interaction very well studied in the continuous case. However, at a technical level, the analogy between the discrete and continuous Schrödinger operators is not used in this paper. Our approach relies on a direct calculation of the resolvent of the operator H a .
In principle, our method applies to arbitrary finite rank perturbations of the operator H 1 , but, for high ranks, the formulas become less explicit. In this context, we mention the operator H a,b which is obtained from (1.1) if the first row of the matrix H a is replaced by (b, a, 0, · · · ). The operator H a,b is also a natural candidate for a description of the point interaction in the discrete case. Note that self-adjoint realizations of the operator D 2 in the space C ⊕ L 2 (R + ) are also parametrized by several numbers. The operator H a,b − H 1 has, in general, rank three so that the operator H a,b can be easily studied. However, to keep formulas as simple as possible, we restrict our attention to the operator H a = H a,0 . Note that the operator H 1,b (and general diagonal rank one perturbations of H 1 ) was already well studied before (see, e.g., paper [10] ). The methods of the orthogonal polynomials theory were used in this setting in [4] .
1.3.
The paper is organized as follows. Section 2 is of a preliminary nature. First, we briefly recall necessary facts about Jacobi matrices and their link to orthogonal polynomials. Then we study the operator H 1 . The results presented here are wellknown, but, to motivate our study of the operator H a , we use somewhat different approach compared, for example, to paper [12] . We explicitly relate the operator H 1 to an auxiliary operator H acting in the space ℓ 2 (Z) by the formula (Hf ) n = 2 −1 (f n−1 + f n+1 ). The operator H can be easily diagonalized by the discrete Fourier transform.
Section 3 plays the central role. Here we find the resolvent R a (z) = (H a − zI) −1 of the operator H a and its spectral family. We develop scattering theory for the pair H 1 , H a in Section 4. In particular, we calculate the corresponding scattering matrix S a (λ) and the spectral shift function ξ a (λ). We also establish a link between eigenfunctions of the operator H a and the wave operators for the pair H 1 , H a . The traces Tr H a − H 1 and the moments of the spectral measure of the operator H a are calculated in Section 5. In Section 6, we discuss a relation of our results on the operators H a with results on the corresponding Hankel operators. We also study the limits a → 0 and a → ∞. These limits turn out to be very singular. The operator H a,b is briefly discussed in Section 7. Finally, we prove two simple, but general, results for arbitrary Jacobi operators in the Appendix.
The author is grateful to L. Golinskii for a useful correspondence and to the referee for the pertinent report.
2. Jacobi matrices. The discrete Schrödinger operator 2.1. Let us briefly recall some basic facts about Jacobi operators in the space ℓ 2 (Z + ). We denote by e n , n ∈ Z + , the canonical basis in this space, that is, all components of the vector e n are zeros, except the n-th component which equals 1. Let a 0 , a 1 , . . ., b 0 , b 1 , . . . be some real sequences and a n > 0 for all n = 0, 1, . . .. Then the Jacobi operator H is defined by the formula He n = a n−1 e n−1 + b n e n + a n e n+1 , n ∈ Z + , (2.1)
where we accept that e −1 = 0. The operator H is obviously symmetric. We assume that the sequences {a n } and {b n } are bounded, and hence H is a bounded operator in the space ℓ 2 (Z + ). Let us denote by dE(λ) its spectral measure and put dρ(λ) = d(E(λ)e 0 , e 0 ). Since the support of the measure dρ is bounded, the set of all polynomials is dense in the space L 2 (R; dρ). Let us define polynomials P n (z) by the recurrent relations zP n (z) = a n−1 P n−1 (z) + b n P n (z) + a n P n+1 (z), n ∈ Z + , z ∈ C.
(2.2)
We accept that P −1 (z) = 0 and put P 0 (z) = 1. Then P n (z) is a polynomial of degree n and its coefficient at z n equals (a 0 a 1 · · · a n−1 ) −1 . Clearly, the linear sets spanned by {1, z, . . . , z n } and by {P 0 (z), P 1 (z), . . . , P n (z)} coincide. Comparing relations (2.1) and (2.2) and using recursion arguments, we see that
for all n ∈ Z + . Thus the set of all vectors H n e 0 , n ∈ Z + , is dense in ℓ 2 (Z + ), and hence the spectrum of the operator H is simple with e 0 being the generating vector. It also follows from (2.3) that
where δ n,n = 1 and δ n,m = 0 for n = m. Of course {P 0 (λ), P 1 (λ), . . . , P n (λ)} are obtained by the Gram-Schmidt orthogonalization of the set {1, λ, . . . , λ n } in the space L 2 (R + ; dρ).
Let us now define a mapping U :
It is isometric according to (2.5) . It is also unitary because the set of all polynomials P n (λ), n ∈ Z + , is dense in L 2 (R; dρ). Finally, the intertwining property
holds. Indeed, it suffices to check it for f = e n when according to definition (2.1) (UHe n )(λ) coincides with the right-hand side of (2.1) while λ(Ue n )(λ) equals its lefthand side.
We note also that (2.4) ensures the formula
which yields an expression for the integrals in the left-hand side provided the resolvent R(z) = (H − zI) −1 is known. Here and below I is the identity operator. Thus, for all sequence {a n }, {b n }, one can construct the measure dρ(λ) such that the polynomials P n (λ) defined by (2.2) are orthogonal in L 2 (R; dρ). This assertion is known as the Favard theorem. Its standard proof presented here relies on the spectral theorem for self-adjoint operators and does not of course give an explicit expression for the measure dρ(λ). On the contrary, given a probability measure dρ(λ), one can reconstruct {a n }, {b n }, that is, the Jacobi matrix (2.1) with the spectral measure dρ(λ). The solution of this (inverse) problem is discussed from various points of view in the article [9] .
In this paper we study the case when a 0 = a/2, a n = 1/2 for n ≥ 1 and b n = 0 for all n ≥ 0.
2.2.
Let us first consider the "free" discrete Schrödinger operator (the infinite Jacobi matrix) H in the space ℓ 2 (Z) given by the formula
where e n , n ∈ Z, is the canonical basis in the space ℓ 2 (Z). We do not distinguish in notation the scalar products in ℓ 2 (Z) and ℓ 2 (Z + ). Evidently, the operator H can be explicitly diagonalized. Indeed, let F , 10) be the discrete Fourier transform. Let the unit circle T be endowed with the normalized Lebesgue measure
Then the operator F :
12) the spectrum of the operator H is absolutely continuous, has multiplicity 2 and coincides with the interval [−1, 1]. Now it is easy to calculate the resolvent R(z) = (H−zI) −1 of the operator H. Below we fix the branch of the analytic function
Lemma 2.1. For all n, m ∈ Z, we have
Proof. It follows from (2.10) -(2.12) that (R(z)e n , e m ) = (2πi)
14)
The equation µ 2 − 2zµ + 1 = 0 has the roots
By the proof of (2.13), we may suppose that z > 1. Then µ + > 1 and µ + µ − = 1. Since H commutes with the complex conjugation, we have (R(z)e n , e m ) = (R(z)e m , e n ), so that we can suppose n ≥ m in (2.14). Then µ − in the only singular point of the integrand in (2.14) inside the unit circle. Calculating the residue at this point, we find that
. Substituting here expressions (2.15), we arrive at (2.13).
2.3. Now we are in a position to study the discrete "free" Schrödinger operator (the semi-infinite Jacobi matrix) H + in the space ℓ 2 (Z + ) with elements f = (f 0 , f 1 , . . . ). It is defined by the formula
Of course the operator H + is given by matrix (1.1) where a = 1. Our first goal is to calculate the resolvent R + (z) = (H + − zI) −1 of the operator H + . To that end, we introduce an auxiliary operator H − in the space ℓ 2 (Z − ) where Z − = Z \ Z + by the formula
The operators H + and H − are of course unitarily equivalent, but we do not need this fact. Let us consider H = H + ⊕H − as an operator in the space ℓ 2 (Z) = ℓ 2 (Z + )⊕ℓ 2 (Z − ). Comparing formulas (2.9), (2.16) and (2.17), we see that the difference
is an operator in ℓ 2 (Z) of rank 2. This allows us to easily obtain an explicit expression for the resolvent R(z) = (H − zI) −1 of the operator H.
Let us set
In terms of the operator T (z), the resolvent equation for the pair H, H can be written as
(2.20) Below we often use the obvious identities:
) is given by the formula
Proof. In view of expression (2.18), equation (2.19) implies that
where f n = (f, e n ) for all f ∈ ℓ 2 (Z). Let us take the scalar products of this equation with R(z)e −1 and R(z)e 0 . This leads to a system of two equations for
To solve system (2.24), we take into account expression (2.13). Then (2.24) can be rewritten as (2
Therefore the representation (2.22) is a direct consequence of equation (2.23).
Now we are in a position to calculate matrix elements of the resolvent
(2.25) Proposition 2.3. Let the operator H + be defined in the space ℓ 2 (Z + ) by relations (2.16). Then the matrix elements of its resolvent R + (z) = (H + − zI) −1 are given by the formula
for all n, m ∈ Z + . In particular,
Proof. It follows from formula (2.13) and Lemma 2.2 that, for all n, m ≥ 0,
According to (2.22 ) and the first identity (2.21), we have
and therefore (2.28) implies
Let us now take into account representation (2.25) and observe that (R + (z)e n , e m ) = (R(z)e n , e m ) if n ≥ 0 and m ≥ 0. Thus formula (2.26) is an immediate corollary of (2.13) and (2.29).
The following result is a direct consequence of the standard relation
between the spectral measure dE + (λ) of the self-adjoint operator H + and its resolvent.
Corollary 2.4. For all λ ∈ (−1, 1), we have
3. Point interaction. The spectral measure 3.1. Here we consider a generalization H a of the operator (2.16) given in the space ℓ 2 (Z + ) by the matrix (1.1). To put it differently, this operator is defined by the formulas
where a > 0. Obviously, H 1 = H + . Of course, the operators H a are particular cases of the Jacobi operators discussed in Subsection 2.1 corresponding to the case a 0 = a/2, a n = 1/2 for n ≥ 1 and b n = 0 for all n ≥ 0. So, all the results exposed there are automatically true now. Our first goal here is to give explicit expressions for the objects introduced in Subsection 2.1. For the operator H a , they will be denoted
Let us start with the polynomials P n (z). For the case of the operator H a , they will be denoted Ch n (z; a). To be precise, we accept the following Definition 3.1. The polynomials Ch n (z; a) are defined by the recurrent relations:
and
Note that Ch n (z; 1) = U n (z) (the Chebyshev polynomials of the second kind) and Ch n (z; √ 2) = T n (z) (the Chebyshev polynomials of the first kind) for all n ∈ Z + . For an arbitrary a > 0, we use the term "generalized Chebyshev polynomials" for Ch n (z; a). It is possible to give an explicit expression for these polynomials.
Therefore their arbitrary linear combination (3.5) solves equations (3.3). To find the constants γ + (z; a) and γ − (z; a), it remains to satisfy the equations Ch 1 (z; a) = 2a −1 z and (3.2) where Ch 0 (z; a) = 1. This yields the system
It is easy to see that its solution is given by formula (3.4). only. Nevertheless their combination in the right-hand side of (3.5) is a polynomial.
Remark 3.4. Representation (3.5) remains true for z = ±1. In this case
Since γ + (z; a) + γ − (z; a) = a, formula (3.6) follows from (3.5) in the limit z → ±1.
Let us now use (3.5) for z = λ + i0, λ ∈ (−1, 1), and observe that according to (2.20) and (3.4) ω
) and
Proposition 3.2 implies the following assertion.
Corollary 3.5. Let λ ∈ (−1, 1). Put λ = cos θ where θ = θ(λ) ∈ (0, π) and
Proof. With definitions (3.9), we have
Therefore (3.10) is a direct consequence of (3.5) for z = λ + i0.
Representation (3.10) extends the well-known formula (10.11.2) in the book [7] for the classical Chebyshev polynomials to arbitrary a > 0.
Of course passing in (3.10) to the limit λ → ±1, we recover relation (3.6).
3.2. Now we perform an explicit spectral analysis of the operators H a for all a > 0. In particular, we find the orthogonality measure dρ a (λ) = d(E a (λ)e 0 , e 0 ) for the polynomials Ch n (λ; a). Let us consider the operator H a as a perturbation of H 1 . Obviously, the perturbation
has rank 2. Of course, the essential spectrum of H a is the same as that of H 1 , i.e., it coincides with the interval [−1, 1].
We need a particular case of Proposition 2.3. It can be easily deduced from formula (2.26) if the identities (2.21) are taken into account. Lemma 3.6. Let the function ω(z) be defined by relation (2.20) , and let r n,m (z) = (R 1 (z)e n , e m ).
(3.12)
Our first goal is to calculate the perturbation determinant
for the pair H 1 , H a .
Proposition 3.7. For all a > 0, the perturbation determinant is given by the formula
In particular,
Proof. It follows from definitions (3.11) and (3.12) that
Substituting here expressions (3.13), we get (3.15).
Note that formulas more general than (3.15) were obtained earlier in [10] . Next, we calculate eigenvalues of the operator H a .
consists of regular points of the operator H a . If a > √ 2, then the operator H a has exactly two isolated eigenvalues
The points 1 and −1 are not eigenvalues of the operators H a .
Proof. Suppose first that |λ| > 1. Recall that λ is an eigenvalue of H a if and only if D a (λ) = 0. In view of relation (3.15) and the second identity (2.21) this equation is equivalent to 2λ = a 2 ω(λ) or, by definition (2.20),
Obviously, this equation has solutions if and only if a 2 > 2. In this case these solutions are given by formula (3.16) .
Let now λ = 1 or λ = −1 and (
It follows from formula (3.11) that ϕ = −αψ 0 e 1 − αψ 1 e 0 and hence ψ = R 1 (λ)ϕ = −αψ 0 R 1 (λ)e 1 − αψ 1 R 1 (λ)e 0 . Using formulas (3.13) where ω(λ) = λ, we find that
Comparing these two equations for n = 0 and n = 1, we see that ψ 1 = λψ 0 whence ψ n = 6αλ n ψ 0 . Since λ = ±1, the sequence ψ ∈ ℓ 2 (Z + ) for ψ = 0 only.
3.3. Now we are in a position to calculate the resolvent R a (z) = (H a − zI) −1 of the operator H a . Similarly to Subsection 2.3, it is more convenient to work with the operator
) and the resolvent equation for the pair H 1 , H a can be written as
Proposition 3.9. Let the operator H a be defined by formulas (3.1). Then for all f ∈ ℓ 2 (Z + ), we have
where the perturbation determinant D a (z) is given by formula (3.15), f n = (f, e n ) and
Proof. In view of expression (3.11) for V a , equation (3.19) can be rewritten as
Let us take the scalar products of this equation with R 1 (z)e 0 and R 1 (z)e 1 . This leads to a system of two equations for u 0 (z) = (R 1 (z)T a (z)f, e 0 ) and u 1 (z) = (R 1 (z)T a (z)f, e 1 ):
Let us solve this system. Using notation (2.26), we can rewrite it as
It can be easily checked that the solution of system (3.23) is given by the formulas
According to (3.22) we have
which in view of (3.24) yields the representation (3.20), (3.21).
To find the spectral measure of the operator H a , we calculate the matrix element (R a (z)e 0 , e 0 ) of the resolvent; it is also known as the Weyl m-function. Other matrix elements of R a (z) will be found in Subsection 5.1.
holds.
Proof. In view of the identity (2.21), it follows from formula (2.26) that (R 1 (z)e 0 , e 0 ) = −2ω(z) and (R 1 (z)e 0 , e 1 ) = −2ω(z) 2 . Therefore representation (3.20) implies that
Substituting here expressions (3.21), we see that
In view of (3.18), this yields the representation
Using also equalities (2.27) for (R 1 (z)e 0 , e 0 ) and (3.15) for D a (z), we get the first equality (3.25). To get other equalities, we use again (3.15) and (2.20) .
Observe now that the denominator in (3.25) is a continuous function of z ∈ C\[−1, 1] (up to the cut along [−1, 1]), and it is not 0 for z = λ ± i0, λ ∈ (−1, 1). Applying the formula
we find the spectral measure d(E a (λ)e 0 , e 0 ) of the self-adjoint operator H a for λ ∈ (−1, 1). Finally, calculating the residues of function (3.25) at the points λ ± (a), we obtain the spectral measure at these points.
Theorem 3.11. Let the Jacobi operator H a in the space ℓ 2 (Z + ) be defined by formula (1.1). Then:
(i) The spectrum of the operator H a is absolutely continuous on [−1, 1] and
for all λ ∈ (−1, 1).
(ii) If a ≤ √ 2, then the set (−∞, −1)∩(1, ∞) consists of regular points of the operator H a . If a > √ 2, then the operator H a has two simple eigenvalues λ ± (a) given by formula (3.16) . [7] or §2.6 of the book [14] ) for all a ∈ (0, √ 2 ] (but not for a > √ 2). In view of general formula (2.4), Theorem 3.11 implies the next result.
Corollary 3.12. For all n, m ∈ Z + , the following representations
are true.
The following identity is an obvious consequence of Corollary 3.12:
where I a (n, m) = 0 if a ≤ √ 2 and
3.4. Following Subsection 2.1 (cf. definition (2.6)), we introduce the operators U a :
by the formula (U a e n )(λ) = Ch n (λ; a), but it will be convenient to remove the point part of dρ a (which is non-trivial for a > √ 2 only). Moreover, making a change of variables we replace L 2 ((−1, 1); dρ a ) by L 2 (−1, 1) (L 2 with the Lebesgue measure). Thus we set 1 ) is unitary and introduce the operator F a :
where χ (−1,1) is the multiplication operator by the characteristic function of the interval (−1, 1). To put it differently, we set
The operator F * a :
According to (3.29) it follows from the unitarity of the operator U a that
where E a (−1, 1) is the spectral projection of the operator H a corresponding to the interval (−1, 1); of course, E a (−1, 1) = I if a ≤ √ 2.
3.5. Finally, we note that ω(z) and D a (z) are analytic functions on a two sheets Riemann surface. The second sheet is distinguished by the condition √ z 2 − 1 < 0 for z > 1. With this convention, formula (3.15) for the perturbation determinant D a (z) remains true on the second sheet. Its zeros are usually interpreted as resonances (also called anti-bound states). In our case these zeros are simple.
Quite similarly to Proposition 3.8, one proves the following result. Compared to the operator A α in the space L 2 (R + ) the picture is of course essentially more complicated. Note that the operator H 0 has a simple eigenvalue at the point λ = 0 (the corresponding ω = ±i). As a increases, it splits into two resonances lying on the imaginary axis and tending to ±i∞ as a → 1−0. If a ∈ (1, √ 2], these resonances belong to the real axis and tend from ±∞ to ±1 as a increases from 1 to √ 2. For a > √ 2, the resonances become the eigenvalues. To define the corresponding scattering matrix, we use the diagonalization of H 1 by the operator F 1 . Since the scattering operator S a commutes with H 1 and the operator H 1 has simple spectrum, we have
where S a (λ) ∈ C and |S a (λ)| = 1. The function S a (λ) is known as the scattering matrix for the pair H 1 , H a and the value λ of the spectral parameter. Note that the scattering matrix does not depend on the diagonalization of H 1 since all its diagonalizations have the form θ(λ)F 1 where θ(λ) ∈ C and |θ(λ)| = 1. The simplest way to calculate the scattering matrix is to use its abstract expression (this is a particular case of the general Birman-Kreȋn formula; see, e.g., §8.4 of [18] ) via the corresponding perturbation determinant D a (z):
It follows from formula (3.7) and the representation (3.15) that the limits
exist, are continuous functions of λ ∈ (−1, 1) and D a (λ ± i0) = 0. It is also easy to see that |D a (λ ± i0)| = a 4 + 4(1 − a 2 )λ 2 and
Let us state the result obtained.
Theorem 4.1. The scattering matrix S a (λ) for the pair of the operators H 1 , H a is given by the formula
In particular, S a (−λ) = S a (λ) and S a (0) = 1. Moreover, S a (λ) → 1 as λ → ±1 unless a = √ 2.
Corollary 4.2. Let a = √ 2. Then, for all λ ∈ (−1, 1),
In particular, S a (λ) → −1 as λ → ±1.
4.2.
Let us now discuss the Kreȋn spectral shift function ξ a (λ) for the pair of the operators H 1 and H a (see, for example, Chapter 8 of the book [18] , for all necessary definitions). In terms of the perturbation determinant (3.14), this function can be introduced by the formula
Recall that the perturbation determinant D a (z) is given by the explicit formula (3.15). Since D a (z) → 1 as |z| → ∞ and D a (z) = 0 for Im z = 0, the branch of arg D a (z) is correctly fixed for Im z > 0 by the condition arg D a (z) → 0 as |z| → ∞. In the framework of abstract scattering theory, the limits in (4.6) exist for almost all λ ∈ R, but in our particular case they exist for all λ ∈ R except eventually the points ±1 and λ ± (a). If a ≤ √ 2, then ξ(λ) = 0 for all |λ| > 1. In the case a > √ 2, the function ξ a (λ) = 0 for |λ| > |λ ± (a)|, ξ a (λ) = 1 for λ ∈ (1, λ + (a)) and ξ a (λ) = −1 for λ ∈ (λ − (a), −1).
Let us now consider the function ξ a (λ) for λ ∈ (−1, 1). Since D a (λ + i0) is a continuous function of λ ∈ (−1, 1) and D a (λ + i0) = 0, the spectral shift function ξ a (λ) depends also continuously on λ ∈ (−1, 1). By (2.21), (3.15) , Im D a (iy) = 0 and thus D a (iy) > 0 for all y ≥ 0 so that ξ a (0) = 0. It also follows from (4.4) that D a (−λ + i0) = D a (λ + i0) whence ξ a (−λ) = −ξ a (λ). So it suffices to study ξ a (λ) for λ ∈ (0, 1).
Putting together formulas (4.4) and (4.6), we see that
Let us now consider separately the cases a < √ 2, a > √ 2 and a = √ 2. In the first case the denominator in (4.7) does not equal zero for λ ∈ (0, 1), and hence formula (4.7) can be rewritten as
Obviously, ξ a (λ) → 0 as λ → 1. It is also easy to see that ξ a (λ) < 0 for a ∈ (0, 1) and ξ a (λ) > 0 for a ∈ (1, √ 2). Moreover, ξ a (λ) has one extremum at the point λ = a/ √ 2 where
This point is the minimum of ξ a (λ) for a ∈ (0, 1) and its maximum for a ∈ (1, √ 2). If a > √ 2, then the denominator in (4.7) equals zero at the point a2 −1/2 (a 2 −1) −1/2 ∈ (0, 1). In this case it follows from (4.7) that
In particular, we see that ξ (i) Let a ∈ (0, √ 2). Then ξ a (λ) is given by formula (4.8) for λ ∈ [0, 1) and ξ a (λ) = 0 for λ ≥ 1.
(ii) Let a > √ 2. Then ξ a (λ) is given by formula (4.9) for λ ∈ [0, 1), ξ a (λ) = 1 for λ ∈ [1, λ + (a)) and ξ a (λ) = 0 for λ ≥ λ + (a). (iii) In the intermediary case a = √ 2, we have
Note that the perturbation determinant (3.14) can be recovered from the spectral shift function by the formula
Substituting here expression (3.15) for D a (z)and the expressions of Theorem 4.3 for ξ a (λ), we obtain identities parametrized by a ∈ R + which do not look quite obvious.
4.3.
The wave operators and the scattering matrix can be expressed via eigenfunctions (of the continuous spectrum) of the operator H a . These eigenfunctions can be constructed in terms of the generalized Chebyshev polynomials. It is convenient to introduce the operator A of multiplication by λ in the space L 2 (−1, 1). Let the operators F a be defined by formula (3.29) . According to the equation (2.7) the intertwining property H a F * a = F * a A (4.10) holds.
Next, we find a relation between the operators F a and the wave operators W ± (H a , H 1 ) . We use the following elementary result.
Lemma 4.4. Let the function ω(λ ± i0) be given by formula (3.7), and let g ∈ C ∞ 0 (−1, 1) . Then, for an arbitrary p ∈ Z + and t → ∓∞, we have
with some constant C p depending on p only.
Proof. Let us integrate by parts in (4.11) and observe that
If ∓t > 0, the modulus of this expression is bounded from below by n + |t| which yields estimate (4.11) for p = 1. Similarly, integrating in (4.11) p times by parts, we obtain estimate (4.11) for the same value of p.
Let us now set
Clearly, |σ ± (λ; a)| = 1 so that the operator Σ ± (λ; a) of multiplication by σ ± (λ; a) is unitary in the space L 2 (−1, 1).
Proof. It suffices to check (4.13) for g ∈ C ∞ 0 (−1, 1). Let us proceed from definition (3.30) where the polynomial Ch n (λ; a) is given by formula (3.5) with z = λ + i0 and the numbers ω(λ ± i0) and γ ± (λ + i0; a) are given by formulas (3.7) and (3.8), respectively:
(4.14) In particular, for a = 1, we have
Lemma 4.4 implies that relation (4.13) is satisfied if the coefficient at ω(λ ± i0) n in the expression ψ n (λ; a)σ ± (λ; a) − ψ n (λ; 1) is zero. According to (4.14), (4.15) this yields the equation a a 4 − 4(a 2 − 1)λ 2 γ ± (λ + i0; a)σ ± (λ; a) = γ ± (λ + i0; 1)
for σ ± (λ; a). Its solution is given by formula (4.12).
Proposition 4.6. For all a > 0, the strong limits (4.1) exist and
Proof. We have to check that
In view of the intertwining property (4.10) this relation can be rewritten as lim
Set now g = F 1 f . Then again in view of the intertwining property (4.10) for a = 1, we see that relations (4.13) and (4.17) are equivalent.
It follows from relations (3.32) and (4.16) that the scattering operator (4.2) is given by the equality
Putting together this relation with the definition (4.3) of the scattering matrix, we see that
Thus according to formula (4.12) for σ ± (λ; a), we recover the representation (4.5) for S a (λ). Still another proof of (4.5) will be given in Subsection 6.3.
Trace identities and moment problems
5.1. Let us first find matrix elements (R a (z)e n , e m ) for all n, m ∈ Z + . Recall that for a = 1 they are given by formula (2.26) and denoted r n,m (z). As usual, ω(z) and D a (z) are the functions (2.20) and (3.15), respectively.
for m ≥ 1 and
Proof. We follow the scheme of the proof of Theorem 3.10. If n ≥ 1 and m ≥ 1, then Lemma 3.6 and Proposition 3.9 imply that
Substituting here expressions (3.21), we obtain that
If n ≥ 1, but m = 0, then instead of (5.3) we have the formula
In view of formula (3.18) relations (5.1) and (5.2) follow from (5.4) and (5.5), respectively.
5.2.
The following result is a direct consequence of relation (2.8) and Theorem 3.11.
Proposition 5.3. Let the coefficients (R a (z)e n , e m ) be defined by formulas (3.25), (5.1) and (5.2), and let the numbers λ ± (a) be given by equality (3.16). Then for all a > 0 and all n, m ∈ Z + , the generalized Chebyshev polynomials Ch n (λ; a) satisfy the identity
where I a (z; n, m) = 0 if a ≤ √ 2 and
Let us state a consequence of this result for a = 1 and a = √ 2 when Ch n (λ; 1) = U n (λ) and Ch n (λ; √ 2) = T n (λ) are the classical Chebyshev polynomials. The first assertion follows, actually, from Proposition 2.3.
Corollary 5.4. For all n, m ≥ 0, we have
The second assertion requires Corollary 5.2 only.
Corollary 5.5. The integral
The identities of Corollaries 5.4 and 5.5 are probably well-known although we were unable to find them in the literature.
Of course taking the limit z → ∞ in (5.6) and equating the coefficients at z −1 , we recover identity (3.28).
To calculate the trace
it is convenient to use a link between the trace and the perturbation determinant (3.14):
Differentiating expression (3.15), we see that
where, by definition (2.20),
Substituting these expressions into (5.7), we obtain the following result.
It is now easy to obtain a generating function for the sequence Tr H n a −H n 1 . Indeed, the left-hand side of (5.8) has the asymptotic expansion as z → ∞ (for example, along the positive half-line):
Putting now ζ = z −1 and accepting that the function 1 − ζ 2 = 1 at ζ = 0, we can state a consequence of Proposition 5.6.
where the series in the left-hand side converges for |ζ| < 1 if a ≤ √ 2 and for |ζ| < 2a
We note the paper [5] where the expressions for Tr H n a − H n 1 were obtained for general Jacobi operators H. Of course these expressions are less explicit than for the particular case of the operators H = H a .
Finally, we consider the moments
of the measure dρ a (λ) = d(E a (λ)e 0 , e 0 ). By Theorem 3.11, this measure is absolutely continuous on the interval [−1, 1] and has two atoms at the points λ ± (a) if a > √ 2. We recall that the points λ ± (a) and the measures ρ a ({λ ± (a)}) are given by formulas (3.16) and (3.27), respectively. Of course κ n (a) = 0 for n odd because the measure dρ a (λ) is even.
We will find an explicit expression for a generating function of the sequence κ n (a). It follows from Theorem 3.10 that
Using the same arguments as those used for the proof of Corollary 5.7, we arrive at the next result.
Proposition 5.8. We have
Of course, Proposition 5.8 is consistent with the well-known expressions
for the classical Chebyshev polynomials. It follows from the Stirling formula (see, e.g., formula (1.18.4) in [7] ) that
as m → ∞. Since the asymptotics as m → ∞ of the integral (5.9) is determined by neighborhoods of the points λ = ±1, it is easy to deduce from expression (3.26) for dρ a (λ) and the first relation (5.10) that for all a < √ 2
If a > √ 2, then relations (3.16) and (3.27) imply that κ 2m (a) tend to infinity exponentially:
6. Miscellaneous 6.1. Let us now briefly discuss the connection of the moment problem with Hankel operators. We denote by D ⊂ ℓ 2 (Z + ) the set of vectors f = (f 0 , f 1 , . . .) with only a finite number of non-zero components f n . The Hankel operator K corresponding to a sequence κ n is formally defined by the relation
The classical Hamburger theorem (see, e.g., the book [1] ) states that the Hankel quadratic form
if and only if
with some nonnegative measure dρ(λ).
If the form κ[f, f ] is closable in ℓ 2 (Z + ), then using the Friedrichs construction (see, e.g., the book [3] ) one can standardly associate with it a nonnegative operator K = K(κ) in this space. The necessary and sufficient condition obtained in [20] for the form determined by sequence (6.1) to be closable is that supp ρ ⊂ [−1, 1] and ρ({1}) = ρ({−1}) = 0. For the sequence κ n (a) defined by (6.1) with the measure dρ a (λ) given by (3.26), this condition is satisfied if and only if a ≤ √ 2. Let supp ρ ⊂ [−1, 1] and ρ({1}) = ρ({−1}) = 0. Then the Widom theorem [16] states that the operator K with matrix elements (6.1) is bounded (resp. compact) if and only if ρ(1 − ε, 1) = O(ε) and ρ(−1, −1 − ε) = O(ε) (resp, ρ(1 − ε, 1) = o(ε) and ρ(−1, −1 − ε) = o(ε)) as ε → 0. Therefore the Hankel operator K(a) with the matrix elements κ n (a) is unbounded if a = √ 2. On the contrary, the operators K(a) are compact if a < √ 2.
6.2. Let us now discuss the behavior of the spectral measure dρ a (λ), of the scattering matrix S a (λ) and of the spectral shift function ξ a (λ) in the limits a → ∞ and a → 0. Both these limits are very singular.
If a → ∞ (the "large coupling" limit), then according to (3.27)
and therefore ρ a (−1, 1) → 0. On the contrary, according to (4.5) the scattering matrix S a (λ) defined for λ ∈ (−1, 1) has a non-trivial limit:
Let now a → 0. By (1.1), the operator H 0 can be considered as the orthogonal sum of the operators acting in the space C ⊕ ℓ 2 (N) where N = (1, 2, . . .). The restriction of H 0 on C is zero, and its restriction on ℓ 2 (N) is again given by matrix (1.1) where a = 1. According to (3.26) for every ε ∈ (0, 1) we have
and therefore ρ a (−ε, ε) → 1 as a → 0. It follows from (4.5) that the scattering matrix S a (λ) has a non-trivial limit:
Similarly, it follows from (4.8) that
6.3. The expression for the scattering matrix can also be obtained in terms of the operator T a (z) defined by formula (3.17) . Let t a (λ, µ; z) be the integral kernel of the operator F 1 T a (z)F * 1 where F 1 is given by (3.31) with
(recall that U n (λ) = Ch n (λ; 1)). Then
This formula has been obtained in the paper [8] in the framework of the FriedrichsFaddeev model and discussed in the book [18] in a more general setting. It follows from formula (3.20) that
Let us now use formulas (3.21) and the second identity (2.21):
Substituting this expression into formula (6.3), we recover expression (4.5).
7. More general perturbations 7.1. Here we briefly consider arbitrary finite rank perturbations V of the free Jacobi operator H 1 . In principle, the scheme of the main part of the paper can be adjusted to handle the operator H = H 1 + V , but here we use another, also quite standard, approach relying on a study of the so called Jost function.
First we recall its definition. Let us consider a general Jacobi operator (2.1); we assume that a n = 1/2 and b n = 0 for n ≥ N. In this case, for all z ∈ C \ [−1, 1] and n ≥ N + 1, the equations a n−1 u n−1 (z) = (z − b n )u n (z) − a n u n+1 (z) (7.1) are satisfied if u m (z) = ω(z) m for m ≥ N. Here ω(z) is defined as usual by (2.20) and hence 2z = ω(z) + ω(z) −1 . Then equations (7.1) for n = N, n = N − 1, . . . , n = 1, define recurrently all u N −1 (z), u N −1 (z), . . . , u 0 (z). Since |ω(z)| < 1, the vector u(z) = (u 0 (z), u 1 (z), . . .) ∈ ℓ 2 (Z + ). It is called the Jost solution of the equation Hu(z) = zu(z). Finally, for n = 0, equation (7.1) determines a −1 u −1 (z); for definiteness, we put a −1 = 1. The function u −1 (z) is known as the Jost function. The recurrent procedure applied to equations (7.1) shows that
where the coefficients c k can, in principle, be calculated in terms of the coefficients
As is well-known, the Jost function is linked to the perturbation determinant D(z) for the pair H 1 , H by the relation
Comparing (7.2) and (7.3), we get the following result.
Proposition 7.1. Let a Jacobi operator H be given by formula (2.1) where a n = 1/2 and b n = 0 for n ≥ N. Then the perturbation determinant D(z) for the pair H 1 , H is a polynomial of ω = ω(z) of degree at most 2N and the coefficient at ω 2N is necessary strictly smaller than 1.
Note also that the constant term of D(z) equals 1, but this fact is trivial because D(z) → 1 as |z| → ∞ or equivalently ω → 0.
To construct the resolvent R(z) = (H − zI) −1 of the operator H, one introduces the solution ϕ n (z) of equations (7.1) satisfying the boundary conditions ϕ −1 (z) = 0, ϕ 0 (z) = 1. Clearly, ϕ n (z) is a polynomial of z of degree n. It is well-known that 4) and (R(z)e m , e n ) = (R(z)e n , e m ). Proofs of formulas (7.3) and (7.4) can be found in the book [15] where Jacobi operators were considered in the space ℓ 2 (Z); the case of the operators in ℓ 2 (Z + ) is quite similar. On the other hand, these formulas are basically the same as the corresponding formulas for second order differential operators on the half-axis with coefficients of compact support.
7.2.
Let us now discuss a particular case N = 1 when V = b 0 (·, e 0 )e 0 + (a 0 − 1/2) (·, e 0 )e 1 + (·, e 1 )e 0 .
In accordance with the notation of Section 1, we set a = 2a 0 , b = 2b 0 and V = V a,b . The operator V a,b has rank three so that the scheme of the main part of the paper can be easily adjusted to handle the operator H a,b = H 1 + V a,b . Similarly, given that we have already obtained the explicit formulas for all matrix elements (R a (z)e n , e m ), we can consider H a,b as a rank one perturbation of the operator H a .
The generalized Chebyshev polynomials Ch n (z; a, b) are defined by the relations Ch 0 (z; a, b) = 1, Ch 1 (z; a, b) = a −1 (2z − b) and (3.3). They coincide of course with the functions ϕ n (z). Formula (3.5) for Ch n (z; a, b) remains true if function (3.4) is replaced by a more general function
To calculate the perturbation determinant for the pair H 1 , H a,b , we here use the approach described in the previous subsection. The Jost solution is given by the equalities u n (z) = ω(z) n for n ≥ 1, u 0 = a −1 and 2u −1 (z) = (2z − b)u 0 − au 1 (z). Therefore relation (7.3) yields the formula D a,b (z) = (1 − a 2 )ω 2 − bω + 1.
Of course this formula reduces to (3.15) if b = 0. Thus we arrive at the following simple result.
Proposition 7.2. Let a Jacobi operator H be given by formula (2.1) where a n = 1/2 and b n = 0 for n ≥ 1. Then a polynomial
is the perturbation determinant for the pair H 1 , H if and only if l 2 < 1, l 0 = 1 (the coefficient l 1 remains arbitrary). In this case the coefficients of H can be recovered by the formulas a 0 = 2 Proposition 7.3. Let a Jacobi operator H be given by formula (2.1) where a n = 1/2 and b n = 0 for n ≥ 2. Then a polynomial L(z) = ℓ 4 ω 4 + ℓ 3 ω 3 + ℓ 2 ω 2 + ℓ 1 ω + ℓ 0 , ω = ω(z), is the perturbation determinant for the pair H 1 , H if and only if ℓ 4 < 1, ℓ 0 = 1, the coefficients ℓ 1 and ℓ 3 are arbitrary and
In this case the coefficients of H can be recovered by the formulas a 1 = 2 (1 − ℓ 2 + ℓ 4 )(1 − ℓ 4 ) 2 + (ℓ 3 − ℓ 1 )(ℓ 1 ℓ 4 − ℓ 3 ).
Unfortunately, for N ≥ 3, the results of this type become quite messy. Note that the perturbation determinants were described for all N in the paper [6] where however the results were stated in a less explicit form (not in terms of coefficients of polynomials).
Appendix A. Back to general Jacobi operators
Here we return to arbitrary bounded Jacobi operators (2.1) and discuss two general facts which we were unable to find in the literature.
A.1. In the paper [9] , the authors posed the problem of characterizing the spectral measures dρ(λ) such that, for the corresponding Jacobi operator H, all coefficients a n = 1, that is, H is a discrete Schrödinger operator. We will show that this problem admits a trivial solution in terms of moments (6.1) of the measure dρ(λ). Let us set h 0 = 1 and Proposition A.1. For a Jacobi operator (2.1), all coefficients a n = 1 if and only if h n = 1 for all n ∈ Z + .
Proof. Let us proceed from the well-known formula (see, e.g., Theorem A.2 in [13] )
. Thus a n = 1 if h n = 1 for all n. Conversely, if a n = 1 for all n, then
n . Since h 0 = h 1 = 1, we find successively that h n = 1 for all n.
A.2. Next, we consider the opposite situation and characterize the spectral measures dρ(λ) of Jacobi operators H with the coefficients b n = 0 for all n ∈ Z + . Proposition A.2. Let a Jacobi operator H be given by formula (2.1). Then coefficients b n = 0 for all n ∈ Z + if and only if the spectral measure dρ(λ) of H is even, i.e., ρ(X) = ρ(−X) for all Borelian sets X ⊂ R.
Proof. Let the operators J, B : ℓ 2 (Z + ) → ℓ 2 (Z + ) be defined by the formulas (Jf ) n = (−1) n f n and (Bf ) n = b n f n . Then (−JHJf ) n = a n−1 f n−1 − b n f n + a n f n+1 so that −JHJ is a Jacobi operator and the condition b n = 0 for all n ∈ Z + is equivalent to the relation − JHJ = H. (A.1)
