On a simple singular perturbation problem  by Yoshikawa, Atsushi
JOURNAL OF DIFFERENTIAL EQUATIONS 60, 363-380 (1985) 
On a Simple Singular Perturbation Problem 
ATSUSHI YOSHIKAWA* 
Department of Mathematics, 
Hokkaido University, Sapporo, 060 Japan 
Received June 19, 1984; revised October 12, 1984 
Let f be a real valued continuously differentiable function on the real line 
R, i.e., f E C’(R). We assume the zero set f - ’ (0) is not empty. We also dis- 
card the trivial case f-‘(O) = R. 
Consider the problem of finding a function U(X) which satisfies the scalar 
differential equation 
&U’(X) =f(u(x)), O<X<l, (1) 
with given mass m: 
s 
I 
u(x) dx = m. (2) 
0 
Here E is a positive parameter, and m a given real number. We will be 
interested in how u(x) behaves when E + 0. 
The above problem is to some extent related to the behaviors of the 
equilibrium solutions of certain nonlinear parabolic equations in 
divergence form with small diffusion coefficients (cf. [3]). This fact explains 
why here we rather prefer the problem (l), (2) to the following two-point 
boundary value problem for w(x) = 1;; u(y) dy: 
&W”(X) =f(w’(x)), O<x<l, (1’) 
w(0) = 0, w(l)=m. (2’) 
Actually, problems analogous to (l’), (2’) are investigated in the vast 
literature (see, e.g., [ 1,2] and their references) and further in some sense in 
a more general context. However, a merit of the problem (l), (2) lies in the 
fact that we can directly apply the quadrature and thus obtain a rather 
complete description of the solution. Moreover, as we will see, some of the 
results below are closely related to the interpretation of U(X) as a density 
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(measure) on the interval [0, l] which the requirement (2) already reveals 
partly. 
It will turn out that the results differ considerably according to the 
behavior off(u) on rW\f-‘(0) and the location of m. We illustrate these by 
typical examples collected in the next section. Our general results follow in 
subsequent sections, Sections 2-4. We are content here to indicate key 
ingredients which will be handled with particular care. 
Take a component (a, b) of IwLf-‘(O), -cc <a < b 6 +oo. We will have 
to deal separately with the cases when (a, b) is bounded or not. Further- 
more, two essentially different cases will arise if (a, b) is unbounded. Now 
let 
(3) 
U, c E (a, b). We may assume f(u) > 0 for a c u < 6. It is immediately seen 
that G, maps the interval (a, b) diffeomorphically onto the interval 
(A,, B,), A,=limUl,G,(u), B,=limUtbG,(u). Choosing K=K,(s,m) from 
we obtain a solution 
(4) 
of the problem (l), (2) for m E (a, b). Here the choice of c is not relevant, 
for G,(u) = G,(u) + G,(c’) so that &(E, m) = &(a, m) + sG,(c’). Thus, 
what we will have to do is first determine the range of the integral on the 
right-hand side of (4), and then discuss lim,,, &(E, m) or limzl, K,(E, m)/E. 
It is worth noting that integrations by parts implies the equality 
where a* = G;’ (K/E), b* = G;’ (( 1 + K)/E). In fact, the function 
(6) 
U, c E (a, b), will play another key role in some cases (see Sections 3 and 4). 
Thus, we will also have to study the behaviors of G;‘(K,(s, m)/c) and 
G;‘((l +K,(s,m))/s) as E+O. 
Finally, we note that uniqueness of locally bounded continuous (or even 
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measurable) solutions of the problem (1 ), (2) is obvious provided f is con- 
tinuously differentiable (or Lipschitz continuous). For if U(X) and u(x) are 
solutions of (l), (2), bounded on each closed subinterval of (0, l), then 
they must be smooth on (0, 1) by Eq. (1). Equation (2) implies then that 
U(X) and u(x) coincide at least at one point. Now the familiar connected- 
ness argument shows that U(X) = u(x) for all 0 < x < 1. In the last section 
we will discuss briefly what happens (or rather what does not happen) 
when this regularity requirement is relaxed. In fact, as far as existence of 
solutions is concerned, we need only that f be continuous although then 
the uniqueness question becomes very delicate and the argument we have 
just presented above fails to be applied. In this respect, we include two 
examples in Section 1 in which f are not differentiable at some points (i.e., 
at some Peano points). 
1. EXAMPLES 
Denote by u(x, E, m) the solution to the problem (1), (2). 
The following example may be considered typical (see Sections 2 and 3). 
EXAMPLE 1.1. Let 
j-(u) = (u - a)(b - u), 
Then 
u(x, E, m) = m, 
aP+bQ =- 
P+Q ’ 
Here 
aP-bQ 
=p-e’ 
p= e(m-a)la(e(b 
-co<a<b< +co. 
m=a or m=b, 
acm-cb, 
m<a or b-cm. 
m)b - l), - 
Q=e (b-a)*/& (e(-)lL 1). 
Now let E + 0. Then 
(i) If a<m<b, 
4x, E, m) + 4 x < (b - m)/(b -a), 
+ (a + bY2, x=(b-m)/(b-a), 
+ b, x > (b - m)/(b - a). 
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(ii) If m>b, 
x = 0, 
x > 0, 
and 
s 
1 
4x, E, m) g(x) dx + b s d g(x) dx + (m-b) g(0) (1.1) 0 
for any continuous function g(x). 
(iii) If m<a, 
4x, ,E, m) + a, x< 1, 
+ -al, x= 1, 
and 
J1 u(x, E, m) g(x) dx + a jd g(x) dx + (m - a) g( 1). 
0 
(1.2) 
Observe the differences between the case (i) and the cases (ii), (iii). m lies in 
a bounded component of R\f -l(O) in the case (i) while m lies in an 
unbounded component in the remaining cases. In (ii) and (iii), ( 1.1) and 
(1.2) mean that U(X, E, m) converges to a constant multiple of the Dirac 
density up to an additive constant. This phenomenon supports an inter- 
pretation of u(x, E, m) as a density on [0, 11. 
The following two examples also exhibit behaviors analogous to those of 
the cases (ii) and (iii) above as m lies in an unbounded component of 
Rv-‘(0) (see Section 3). 
EXAMPLE 1.2. Let 
Then 
f(u) = u. 
u(x, E, m) = 0, m = 0, 
meXIE = 
(e w - 1) E’ 
m # 0. 
Thus, when m # 0, as E --, 0, 
4x, e, m) -+ 0, x< 1, 
--, +oo, x=1 (m20), 
and (1.2) holds with a = 0. 
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EXAMPLE 1.3. Let 
f(u)=u2. 
Then 
u(x, E, m) = 0, m = 0, 
E(em” - 1) = 
em/&+(1 -em/&)x’ 
m#O. 
Let E + 0. 
(i) If m > 0, then 
4% 6 m) + 0, x< 1, 
+ +a, x= 1, 
and (1.2) holds with a = 0. 
(ii) If m<O, then 
u(x, ~,m)+ -co, x = 0, 
-+ 0, x > 0, 
and (1.1) holds with b = 0. 
The following example shows another kind of behavior of u(x, E, m) 
when m lies in an unbounded component of R\f-‘(0) (see Section 4). 
EXAMPLE 1.4. Let 
Then 
f(u)=u3. 
u(x, &,m)=O, m =O, 
2&m 
=J(2c+m2)2-8~m2x' 
m#O, 
satisfies Eq. (1). However, when m # 0, 
s 
1 
u(x,~,m)dx=m, 
0 
E 2 m2/2, 
= 2E/rn, m2/2 >E>O, 
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so that the solution is only valid for E 2 m*/2. Note 
u(x,m*/2, m)= 
1 
2JiY 
and u(x, E, m) + U(X, m*/2, m) in L’(0, 1) as E 1 m*/2. One might then be 
tempted to regard U(X, E, m) + (m - 2&/m) 6(x - 1) as a solution of (l), (2) 
for 0 <E < m*/2, and in fact this might be interpreted as showing the 
accumulation of the fugitive mass at one of the walls, say. But this example 
may be misleading and it does not seem that such a proposal of weak 
solutions is valid generally. The key fact in this example is the growth order 
of f(u) as u + f cc and not that f(u) has a triple zero at u = 0. 
The following two examples suggest that analogous results will still be 
valid for f not necessarily smooth. However, generally speaking, the uni- 
queness question of solutions seems to be delicate to settle. 
EXAMPLE 1.5. Let 
fW=JT;, u>o, 
= 0. u < 0. 
This function is not of class C’ and uniqueness of the Cauchy problem does 
not hold at u = 0. However, the problem (l), (2) admits a unique solution 
for E > 0, m E R. Namely, 
(i) u(x,~,m)=m, m<O, E>O. 
(ii) If c*m > l/12, then 
u(x,s,m)=x-i+$J16.s2m-). 
(iii) If .z*m < l/12, then 
u(x,.s,m)=O, x < X(E) = 1 - (12&2)“3, 
=(x-x(4)* 
4E2 ’ 
x > X(E). 
The limiting behavior is quite spectacular. For m > 0, 
u(x,~,m)=O, x<1,0<&<(1-x)*‘3/12, 
+ +a, X=1,&+0, 
and (1.2) holds with a = 0. 
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EXAMPLE 1.6. Let 
f(u)=O, u<OoruBl, 
FJJu(l -U), O<U< 1. 
Although the Cauchy problem associated to Eq. (1) has multiple solutions 
at u = 0 and u = 1, the problem (l), (2) admits a unique solution for E > 0, 
m l R. 
(i) u(x,e,m)=m,m<O orm>l. 
(ii) Let 
G(u)=B,(f,~)=j;V-‘“(l-u)-“~& O<u<l, 
be the incomplete Beta function of the first kind. Let 0 <m < 1. If 
O<s<2(1-m)/rr, l>m>f, or if O<e<2m/q i>m>O, then 
u(x,~,m)=O, xcl-m-&n/2, 
=G-’ 1-m-uc/2~x~l-mi-+E71/2, 
= 1, x> l- m+crc/2. 
(iii) If 1 >rn>$ and 1/7r>s>2(1 -m)/n, then 
u(x,c,m)=G-' x<l-m++n/2, 
= 1, x>l-m++7r/2. 
(iv) If f > m > 0 and l/rc > E 2 2m/n, then 
u(x,~,m)=O, x~1-m--.3c/2, 
=G-’ x-l+m x> l-m-w/2. 
& 
(v) If E 2 l/n, then 
u(x,.s,m)=G-' 
x-l+m ?I 
& +z * > 
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As for the behavior of U(X, E, m) as E + 0, 0 <m < 1, we have 
44 5 m) + 0, xcl-mm, 
+ G -‘(7c/2), x=1-m 7 
+ 1, x>l-m. 
Note G-‘(n) = 1, G-‘(O) =O. Also compare with Example 1.1(i). 
2. THE BOUNDED COMPONENT CASE 
Let (a, b) be a bounded component of RLf-‘(0), --co <a< b < +CCL 
We have the following generalization of Example 1.1(i). 
THEOREM 2.1. Assume a < m < b. For any E > 0, the problem (1 ), (2) has 
a unique solution u(x, E, m). If f (u) > 0, a < u < b, then as E + 0, 
4x, 4 m) + 4 xc(b-m)/(b-a), 
+ b, x > (b - m)/(b - a). 
(2.1) 
If f (u) < 0, u < u c b, then 
utx,~,m)-+b, x < (m - a)/(b - a), 
--+ a, x > (m - a)/(b - a). 
(2.2) 
Furthermore, assume that a and b are simple zeros of j Define y*, 
a< y*<b, by 
s 
b b-v yap& - 
L1 f(v) s Y* f(v) dv* 
Then 
ljEu(E,c,m)= y* 
when f(u) > 0, a < u < b, and 
(2.3) 
(2.4) 
when f(u)<O, a<u<b. 
In proving this theorem, we may assume f(u) > 0, a -c u < b. For 
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otherwise, we only need to consider the equation for V(X) = u( 1 - x) instead 
of the original (1). Recall G,(U) given by (3). As we require f to be of class 
Cl, we have 
A,=lj~G,(u)= -co, B, = l$G,(u) = +co. 
Thus, G, maps the interval (a, b) diffeomorphically onto the interval 
(-co, +a~). Let 
m,(K, E) = j; G;’ (+T dx. 
Since 
am,(K, ~)/aK=f~~ f(G;l (CT) dx (2.7) 
is positive, we see that the mapping K + m&K, a) is a strictly increasing 
homeomorphism from ( -co, + CD) onto (a, b) for each fixed E > 0. In fact, 
Lebesgue’s dominated convergence theorem implies that m,(K, E) -+ a, 
K-+-co, and m,(K, E) + 6, K--t + cc. Therefore, we can solve 
K= K,(E, m) uniquely from m =m,(K, E) or (4), and then (5) gives the 
solution of the problem (l), (2). Now we claim 
f;K,(c, m)/e = -co, u-8) 
f~(l+K,(~,m))/c= +a, (2.9) 
and 
- 1 d lim inf Kc(&, m) < lim sup K,(E, m) 6 0. (2.10) 
810 El0 
In fact, differentiating m = m,(K,(c, m), E) with respect to E, we have 
I ’ f(u(x, 8, ml) dx i (?) 0 
= $ Jb’ f(u(x, E, m)) xdx. (2.11) 
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Thus, lim,, 0 K,(E, m)/s = k*(m) exists. If k*(m) > -co, then Fatou’s lemma 
would imply 
a contradiction. Thus, (2.7) is shown. To show (2.8), note m,(K, E) can be 
written 
m,(K, E)= ill G,' ('+r+ ') dJ'* 
Then ~((K,(E, m) + 1)/a)/& < 0 and an argument similar to the above is 
applicable. Equation (2.9) now follows from (2.7) and (2.8). 
To prove (2.1), we only need to show 
b-m 
F: K,(E, m) = -=. (2.12) 
In fact, let -x* = lim inf K,(E, m). Then there is a sequence E, + 0 such 
that K=(E,, m) + -x*. Since a < u(x, en, m) <b, and 
.X* I 
m= 
s 
u(x, E,, m) dx + 
s 
4x, E,, m) dx, 
0 .X* 
we see x* = (b - m)/(b - a) by Lebesgue’s convergence theorem. The same 
argument shows lim sup K=(E, m) = - (b - m)/(b - a). Thus, (2.11) and a 
fortiori (2.1) have been shown. 
What remains to show is (2.4). Note (2.3) is well-defined since 
O-Ml4 and V-4!! v remain bounded as v -+ a and v + b, respec- ) 
tively. Integrating the equality 
m= 
x + GE, m) 
dx 
& 
by parts, we get 
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Therefore, if c = y* then as E + 0, 
b-m 
KJE, m) = -- bps +‘(‘h 
and 
u(b61~,c,m)=Gil((b-mV(b-Pi+K.(Eim)) 
= G,’ (o(l)). 
Hence, lim u((b - m)/(b -a), E, m) = G;‘(O) = c = y*, 
3. THE UNBOUNDED COMPONENT CASE (I) 
Let Z= (a, b) be an unbounded component of W\f-‘(0). Then either 
-co=a<b< +co, or --co < a < b = + co. The following theorem 
generalizes Example l.l(ii), (iii), Example 1.2, and Example 1.3. 
THEOREM 3.1. Suppose 
i 
I4 -du= +al 
I' If(u)I (3.1) 
for any unbounded closed subinterval Z’ of I. Let m E I. Then the problem (1 ), 
(2) has a unique solution U(X, E, m) for any E > 0. Zf Z= ( -co, b) and 
f(u)>0 on Z, then as E-PO, 
u(x, E, m) + -co, 
+ b, 
x = 0, 
x > 0, (3.2) 
s 
I 
s ’ 
u(x, E, m) g(x) dx + b g(x) dx + (m - 6) g(0) (3.3) 
0 0 
for any continuous function g(x) on the closed interval [0, 11. Zf Z= ( --co, b) 
andf(u)<O on Z, then as c-+0, 
4.~ E, m) + b, x< 1, 
(3.4) 
-+ --Co, x= 1, 
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I 
1 
u(x, E, m) g(x) dx + b I I g(x) dx + (m - 6) g( 1). (3.5) 0 0 
IfZ= (a, +OO) andf(u)>O on Z, then as E +O, 
44 E, m) + a, x-c 1, 
+ +a, x= 1, 
(3.6) 
and 
j1 u(x, E, m) g(x) dx + a 1’ g(x) dx + (m -a) g( 1). (3.7) 
0 0 
ZfZ= (a, +CO) andf(u)<O on Z, then as E -PO, 
u(x, E, m) + +a, x = 0, 
-+ a, x > 0, 
(3.8) 
s 
1 
l u(x, E, m) g(x) dx + a 5 g(x) dx + (m -a) g(0). (3.9) 0 0 
To prove this theorem, we only need to consider the case when 
Z= ( -co, b) and f(u) > 0 on I. For otherwise, we may consider the 
equations satisfied by u(x) = u( 1 -x), V(X) = - u( 1 -x), u(x) = -u(x) 
instead of the original (1) for U(X) with appropriate modifications of the 
condition (2). Then (3.4b(3.9) follow from (3.2), (3.3) by changing x to 
1 -x, or replacing b by - a, m by -m, etc. We have to discuss two cases 
separately. In the first case, we assume 
for any c c b. In this case, (3.1) in fact follows from (3.10). In the second 
case, we assume, in addition to (3.1), 
-L L’( -co, c) 
“f-(u) 
for any c < b. 
First suppose (3.10). Then G,(u) + -cc as u + --co. Since G,(u) + +co 
SIMPLE SINGULAR PERTURBATION 375 
as u + b because of our regularity requirement on f, G, maps dif- 
feomorphically the interval ( -00, b) onto ( -00, +co). Then by reasoning 
analogous to the proof of Theorem 2.1, we can solve K= KC(&, m) uniquely 
from m = m,(K, E) for any m E ( -co, b) and E > 0. Here m,(K, E) is defined 
by (2.5). In fact, for each s>O, K-+m,(K, E) maps ( --co, +co) onto 
( -co, b) since Lebesgue’s convergence theorem is applicable here. Thus, 
the formula (5) gives the solution of the problem (l), (2). Let us check the 
limiting behavior. We have (2.7), (2.8), (2.9) just as in the proof of 
Theorem 2.1. Now we claim 
lim K,(E, m) = 0. (3.12) 
El0 
In fact, let -x* = lim inf K,(E, m). Choose a sequence E, + 0 such that 
Kc(~,, 4 + -x*. Note U(X, E,, m) <b and 
.X* 1 
m= J u(x, E,, m) dx + J u(x, E,, m) dx. 0 x* 
If x* > 0, then 
m+liminf :*(-u(x,E,,m))dx J 
J 
x* 
< lim sup 4x, E,, m) dx, 
0 
or m + b(x* - 1) Q -co, a contradiction. Thus, x* = 0 and (3.12) follows in 
view of (2.9). Equation (3.2) is then a consequence of (3.12), for 
u(x, E, m) = G;’ (;++!!I) +G,‘( +oo)=b, x > 0, 
as E --f 0. 
+ G,‘(O) = -co, x = 0, 
In order to show (3.3), we need the following simple but crucial obser- 
vation. 
LEMMA 3.2. If u(x) < b < +co and jh u(x) dx = m < b, then 
IJ ’ 4x1 g(x) dxS(b - m + 14) sup Is(x)I 0 
for any continuous function g(x) on the closed interval [O, 11. 
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Proof: Since 
1; 4x1 g(x) dx = s,’ (u(x) - b) g(x) dx + b 1; g(x) dx, 
we have 
Mx)-4 dx+ PI) svI&)l. 
However, ju(x) - b) = b - u(x) and its integral is b - m. 
Now we return to a proof of (3.3). Let y(s) = max(s, I&(&, m)j). Then 
y(s) + 0 as E + 0. We claim 
s 
Y(E) 
lim x u(x, E, m) dx = 0. 
810 0 
(3.13) 
In fact, since b>u(x, E, m)> G;‘(O) on x3 y(s), we have 
lim EIO y(s) j&1 u(x, E, m) dx = 0 by Lebesgue’s dominated convergence 
theorem. Therefore, choosing g(x) = x for x 6 y(s) and g(x) = y(s) for 
x B y(s), we can apply Lemma 3.2 to deduce (3.13). Another application of 
Lemma 3.2 allows us to take g(x) of class C’ on [0, l] in the formula (3.3). 
Then 
1’ g(x) 4x, E, ml dx =w(O) + ce, (g(x) -g(O)) 4x, E,m) dx 
0 
+ /‘(‘) (g(x) - g(0)) u(x, E, m) dx. 
0 
The second term on the right-hand side converges to b JA g(x) dx - bg(0) 
by Lebesgue’s theorem and the last term tends to zero by (3.13). 
To complete the proof of Theorem 3.1, what remains to check is the 
second case, i.e., when (3.11) and (3.1) hold. Then A.=lim u--cc 
G,(u) > -cc so that G, maps diffeomorphically the interval ( -00, b) onto 
the interval (A,, +a~). For each E>O, K+m,(k, E) maps (EA,, +a~) onto 
(-co, b) by (3.1). In fact, take K=EA, in (6) and note a* = -co <b* < b 
then. Equation (6) diverges because of (3.1). It follows as before that m = 
m,(K, E) is solved uniquely by K= K,(E, m) 2 EA, for any E > 0, m <b, and 
that the formula (5) gives the solution of the problem (1 ), (2). Now (2.10) 
shows that lim,lo K,(E, m)/& = k*(m) 2 A, exists as before. If k*(m) > A, 
were to hold, then u(x, E, m) 2 G,‘(k*(m)) > --cx) so that as EJ 0 
b>m= 
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a contradiction. Therefore, 
f~ K,(E, m)/& = A,. 
Using this, (3.2) is verified as in the first case. Also (3.13) is valid if y(E) = E, 
for then b > u(x, E, m) > G;‘( 1 + A,) on x > E. Then (3.3) is proved in the 
same way as in the first case. 
4. THE UNBOUNDED COMPONENT CASE (II) 
Let I= (a, 6) be an unbounded component of lR\f-‘(0). Thus, either 
--oO=a<b< +oo, or --co < a -C b = + 00 holds. The following is a 
generalization of Example 1.4. 
THEOREM 4.1. Suppose 
s bl -du<co I’ If(u)1 (4.1) 
for any unbounded closed subinterval Z of I. Let E > 0. When I= ( -co, b), 
then define C*(E) and U(E) by 
s 
P(E) 
l=E - 
--a0 
C’(E) 
U(E) = E udv. 
-cc If(v)I 
(4.2) 
(4.3) 
When Z= (a, +oo), then define d*(E) and b(E) by 
l=& 
s 
+m 1 
- dv, 
d'(E) If( (4.4) 
(4.5) 
Then there is uniquely determined E(m) >O such that u(E(m)) =m if 
I=(-co,b) and m<b, or b(e(m))=m if Z=(a, +co) and m>a. The 
problem (l), (2) has a unique solution for E > E(m). u(x, E(m), m) is well- 
defined, is smooth in (0, l), and is a unique solution of(l), (2) with E = E(m), 
which is locally bounded and belongs to L’(0, 1). As for the singularity of 
u(x,&(m),m), u(x,~(m),m)+ --00 zfx+O, f(u)>0 on I=(-co,b), or zf 
x + 1, f(u) < 0 on I= ( --co, b), and u(x, E(m), m) -+ +co tf x + 1, f(u) > 0 
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on Z= (a, +a), or if x+0, f(u)<0 on Z= (a, +a). Furthermore, 
u(x, E, m) + u(x, c(m), m) pointwise for 0 <x < 1 and in L’(0, 1) as 
8 +.c(m). 
In proving Theorem 4.1, we can again assume I= ( -co, b) and f(u) > 0 
on Z as in the proof of Theorem 3.1. First note that (4.1) implies (3.11) so 
that G, maps diffeomorphically the interval ( -co, b) onto the interval 
(A,, +a), --co CA,. Then b > G;‘((x + K)/E) > G;l(x/.s + A,) for 
K> &A,. Since C*(E) = Gc-‘(A, + l/e), 
U(E) = & s G;‘(ac+ l/E) 1 G;‘(A,) -du= j; G;’ (;+A.:) dx f(v) (4.6) 
in view of (6) and this implies G,l(x/.s + A,)E L’(0, 1). It follows K-t 
m,(K, E) maps the interval [A,, +co) onto [U(E), b) by Lebesgue’s theorem 
for any E > 0. Now we show that the mapping E -+ U(E) is a strictly decreas- 
ing homeomorphism from the interval (0, +a) onto the interval ( -03, b). 
In fact, if s > &’ > 0, then GC-‘(x/a + A,) < GC-‘(x/s’ + A,) so that U(E) < a(&‘) 
by (4.6). Letting E + +cc and E’ + +O, we see U(E) + -cc and U(E)) --f b by 
Lebesgue’s theorem. Therefore, given m < b, m(E) is uniquely determined 
from u(c(m)) = m, and U(E) <m for E > c(m). Then (5) gives the solution of 
the problem (l), (2) for E > s(m). Also u(x, E(m), m) = G;‘(x/c(m)+ A,) 
solves the problem (I), (2) when E = c(m) in view of (4.6). That 
u(x,E(m),m)EL’(O, 1) and u(x,.+m),m)+ -co as x+0 is then 
immediate. 
What remains to show is that u(x, E, m) converges to u(x, s(m), m) in 
L’(0, 1) and pointwise as E + E(m). Since K,(m, E(m)) = E(m) A,, 
u(x, E, m) + u(x, c(m), m) as E + E(m) pointwise for 0 <x < 1. Now 
s II ( 0 ux,E,m)-u(x.E(m).m)ldx~~~~G~‘(~+A,) 
-G;’ (&+Ac)I dx+m-u-‘(E) 
since G,‘(x/E + A,) = u(x, E, u-l(c)). As E + E(m), the right-hand side tends 
to zero since U-‘(E) + m and G;‘(x/E + A,) + G;l(x/~(m) + A,) pointwise 
while u(x, .z(ml), m,) < G;‘(x/E + A,) < G;‘(x/&(m) + A,) for E(m) < 8 < 
c(ml) for some ml cm. 
5. CONCLUDING REMARKS 
5.1. A rather formal summary of Theorems 2.1 and 3.1 goes as 
follows. Let f be a continuously differentiable function on [w such that 
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f-‘(O)#@ d ‘f f an 1 or each unbounded component I of Iwv -l(O) the con- 
dition (3.1) holds. Let C’[O, 1 ] be the Banach space of the continuous 
functions on the closed interval [0, 11. Then there is a continuous mapping 
m --, u*(m) from IF! into the dual space of c”[O, l] with the simple con- 
vergence topology such that, for any m E R, 
g E C’[O, 11. Here ( , ) denotes the coupling between C’[O, l] and its 
dual. u*(m) depends only on f - ‘(0) and the sign off on each component 
of WJ-‘(0). Namely, all the other information is lost during the limiting 
procedure. Actually, u*(m) = u*(x, m) is given by the following rule: 
If me f -l(O), 24*(x, m) m; 
If m E (a, b), a bounded component of W\fP l(O), 
u*(x, m)=a+ (b-u) Y+ (X-E), f(u)>oon (a,b), 
=b+(u-b) Y+ (x+-J f(u)<Oon (a, b); 
If m E ( -co, 6), an unbounded component of Rlf-l(O), 
u*(x, m) = b + (m -b) 6(x), f(u)>oon(-m,b), 
=b+(m-b)d(x-l), f(u) -c 0 on ( --co, b); 
If m E (a, + co), an unbounded component of IRV- l(O), 
24*(x,m)=a+(m--)6(x-l), f(u)>oon(a, +a), 
a + (m - a) 6(x), f(u) -LO on (a, +cc). 
Here Y+(x - y) and 6(x-z) stand for the dual space elements: 
(g(x), Y+ (x - Y) > = j’ g(x) dx, 
Y 
(g(x), 6(x - z) > = g(z), gfz CO[O, 11. 
5.2. Most of the reasoning presented in the above about construc- 
tion of solutions is still valid even if we merely assume f continuous. 
However, we have not carried out our study in this direction since, as we 
mentioned in the Introduction, the uniqueness question then is delicate. 
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However, if a thorough analysis of the solution set of the Cauchy problem 
is done, then we can settle the uniqueness question. In fact, this is the case 
in Examples 1.5 and 1.6. We know the minimum solution, the maximum 
solution, and how intermediate solutions are parametrized. Then the con- 
dition (2) intervenes to assure uniqueness. 
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