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11 Introduction
Motivation and statement of results
It is assumed that the reader is familiar with stable homotopy theory and the theory of Bousfield
localizations. We start with the following
Problem 1. Is the set of string-orientations
pi0E∞(MString,KO)
empty and if not, how can we describe it?
In the article [AHR] Ando, Hopkins and Rezk gave a method to solve this problem. They
showed that pi0E∞(MString,KO) is non-empty, but with their description it is hard to decide
if this set has more than one element. This leads to the following
Problem 2. Is there more than one element in pi0E∞(MString,KO)?
The goal of this work is to describe three results which are potentially helpful to attack
Problem 2. These results are motivated by the strategy Ando-Hopkins-Rezk used to describe
pi0E∞(MString,KO). They used the Sullivan arithmetic square
KO

// ∏
pKO
∧
p

KO ⊗Q // ∏p(KO∧p ⊗Q)
to split Problem 1 up into the easier parts of determining
pi0E∞(MString,KO ⊗Q), pi0E∞(MString,KO∧p ⊗Q) and pi0E∞(MString,KO∧p )
for all primes p. It is rather easy to show that
pi0E∞(MString,KO ⊗Q) =
∏
k≥4
k even
Q and pi0E∞(MString,KO∧p ⊗Q) =
∏
k≥4
k even
Qp.
The hard part is to describe
pi0E∞(MString,KO∧p )
for every prime p. For this Ando-Hopkins-Rezk used p-adic measure theory. For a compact and
totally disconnected topological space X (in this work mainly Zp, Z×p and Z×p /{±1}) a p-adic
measure µ is a continuous Zp-module homomorphism
µ : cts(X,Zp)→ Zp
and we use the notation ∫
X
fdµ := µ(f)
where f : X → Zp is a continuous function. The set of such measures is denoted by M(X,Zp).
2 1 Introduction
In [AHS], for every c ∈ Z×p which projects to a topological generator of
G := Z×p /{±1}
the authors constructed an injective map
ahrc : pi0E∞(MString,KO∧p )→M(G,Zp).
Then they proved
Theorem ([AHR, Proposition 7.10 ]). The image (denoted AHRc) of the map
pi0E∞(MString,KO∧p )
ahrc−→M(G,Zp)
is given by the set of measures µ which satisfy the following properties:
i) There exists an unique sequence
(bk) ∈
∏
k≥4
k even
Qp
such that ∫
G
x¯kdµ(x¯) = (1− ck)(1− pk−1)bk
for all even k ≥ 4.
ii) For all even k ≥ 4 we have
bk ≡ −Bk
2k
mod Zp
where Bk is the k-th Bernoulli number.
Then Ando-Hopkins-Rezk showed that there exists at least one measure (called the Bernoulli
measure) which satisfies this conditions. But with this description it is not easy to decide if the
Bernoulli measure is the only element in AHRc. With Problem 2 in mind it is interesting to
find a description of pi0E∞(MString,KO∧p ) which shows how many elements are contained in
this set. This question will be answered in
Theorem A. Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. Let
q˜ :=
{
p− 1 if p odd
2 if p = 2
and q :=
{
p if p odd
4 if p = 2
.
We take an arbitrary element
(Fr)r∈I ∈
TZpJT K⊕ ⊕
I−{0}
ZpJT K

where I is the set of even elements in Z/q˜. Then there exists an unique measure µ ∈ AHRc
such that ∫
G
x¯kdµ(x¯) = Fk
(
(1 + q)k − 1)− (1− ck)(1− pk−1)Bk
2k
.
3Moreover the mapTZpJT K⊕ ⊕
I−{0}
ZpJT K
 ∼−→ AHRc ∼= pi0E∞(MString,KO∧p )
(Fr)r∈I 7→ µ
is a bijection.
In particular pi0E∞(MString,KO∧p ) contains uncountable many elements. Maybe this is not
really surprising because there exists a natural occurringG-action on the set pi0E∞(MString,KO∧p )
(which is given by the Adams operation ψg : KO
∧
p → KO∧p at g ∈ G) and there exists at least
one element αp ∈ pi0E∞(MString,KO∧p ) . It is not so hard to see that there are uncountable
many elements in the orbit Gαp of the G-action. Therefore it is interesting how many elements
are contained in
G \ pi0E∞(MString,KO∧p ).
This question will be answered in
Theorem B. The quotient set
G \ pi0E∞(MString,KO∧p )
contains uncountable many elements.
Another idea to attack Problem 2 is to give a description of
pi0E∞(MString,KO(p)) ⊆ pi0E∞(MString,KO∧p )
and then use arithmetic squares. Unfortunately pi0E∞(MString,KO(p)) is much harder to deter-
mine. But we can show that there exists an uncountable infinite subset of pi0E∞(MString,KO(p)).
With AHRlocc we denote the image of the map
pi0E∞(MString,KO(p))
⊆−→ pi0E∞(MString,KO∧p ) ahrc−→ AHRc.
With c0(Zp) we denote the set of zero sequences over Zp. Then we have
Theorem C. Let c ∈ Z(p) ⊆ Z×p be an element which projects to a generator of Z×p /{±1}.
With Y ⊆ c0(Zp) we denote the subset of elements (bn)n≥0 ∈ c0(Zp) which fulfil the following
properties:
i) For all n ≥ 0 we have bn ∈ Z(p).
ii) For all n ≥ 0 we have
bn
n!pn
∈ Zp.
Let
Y0 := {(bn)n≥0 ∈ Y | b0 = 0}.
and let pˆk := p
−1((1 + q)k − 1). We take an arbitrary element
(
(br,n)n≥0
)
r∈I
∈
Y0 ⊕ ⊕
r∈I−{0}
Y

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where I is the set of even elements in Z/q˜. Then there exists an unique measure µ ∈ AHRlocc
such that ∫
G
x¯kdµ(x¯) =
(
pˆk∑
n=0
bk,n
(
pˆk
n
))
− (1− ck)(1− pk−1)Bk
2k
.
Moreover the mapY0 ⊕ ⊕
r∈I−{0}
Y
 ↪→ AHRlocc ∼= pi0E∞(MString,KO(p))
(
(br,n)n≥0
)
r∈I
7→ µ
is an injection.
Strategy and organisation
This work is organized in Sections, Subsections and Paragraphs. The idea for reaching the goal
of describing pi0E∞(MString,KO∧p ) is to reduce this problem to the following
Problem 3. Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. What is
Γ−1(ConAc)
where
i)
Γ :
⊕
r∈Z/q˜
r even
ZpJT K→ ∏
k≥4
k even
Qp
is defined by
(Fr) 7→
(
Fk
(
(1 + q)k − 1)) .
ii) ConAc is the set of elements
(zk) ∈ Im(Γ)
which satisfy
zk ∈ (1− ck)Zp
for all even k ≥ 4 which fulfil the property that 1− ck ∈ pZp.
In Section 2 we solve this problem. In the first subsection 2.1 we collect some facts about
p-adic analysis and topological generators which are needed later. In Subsection 2.2 we show
that
Γ−1(ConAc) =
(Fr) ∈
⊕
r∈Z/q˜
r even
ZpJT K ∣∣∣ F0(0) = 0
 .
The goal of the Section 3 to construct an isomorphism
Φ1 : M(G,Zp)
∼−→
⊕
r∈Z/q˜
r even
ZpJT K
5such that the diagram
µ_

M(G,Zp)

∼ // ⊕
r∈Z/q˜
r even
ZpJT K
Γ
{{(∫
G
x¯kdµ(x¯)
) ∏
k≥4
k even
Qp
commutes. This construction is a special case of a construction which is made in [W]. In
Subsection 3.1 and 3.2 we recall some facts about p-adic continuous functions and p-adic measure
theory. In Subsection 3.3 and 3.4 we construct the isomorphism Φ1.
Remember that Ando-Hopkins-Rezk proved the existence of an element
αp ∈ pi0E∞(MString,KO∧p ).
With (FBerr ) ∈
⊕
r∈Z/q˜
r even
ZpJT K we denote the image of αp under the map
Φ : pi0E∞(MString,KO∧p )
ahrc−→M(G,Zp) ∼−→
⊕
r∈Z/q˜
r even
ZpJT K.
In the first paragraph of Subsection 3.5 we prove that the image of this map is given by the set
im(Φ) = (FBerr ) + Γ
−1(ConAc).
Then we show that this imply Theorem A. In the second and third paragraph of Subsection 3.5
we prove Theorem B and Theorem C. The proofs of this theorems uses mainly the following
observations:
O1) The set M(G,Zp) carries the structure of a G-set and the injective map
pi0E∞(MString,KO∧p )
ahrc−→M(G,Zp)
is G-equivariant.
O2) The bijection
M(G,Zp)
∼−→
⊕
r∈Z/q˜
r even
ZpJT K
endows the right hand side with the structure of a G-set. The quotient
G \
⊕
r∈Z/q˜
r even
ZpJT K
contains uncountable many elements.
O3) The image of the map
pi0E∞(MString,KO(p))
⊆−→ pi0E∞(MString,KO∧p ) Φ−→
⊕
r∈Z/q˜
r even
ZpJT K.
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is given by the set
Γ−1(ConBc)
where
ConBc :=
(
(FBerr ) + Γ
−1(ConAc)
)
∩
∏
k≥4
k even
Z(p).
Observation 1 is proven in Section 4. For this proof we repeat the construction of the map ahrc
made in [AHR] and show that every part is G-equivariant.
Observation 2 is proven during the construction of the map
M(G,Zp)
∼−→
⊕
r∈Z/q˜
r even
ZpJT K
made in the Subsections 3.3 and 3.4. To prove Theorem B in Subsection 3.5 we have only to
show that the quotient
G \
⊕
r∈Z/q˜
r even
ZpJT K
contains uncountable many elements.
The proof of Observation 3 uses arithmetic squares like in [AHR] and is found in Subsection
4.3. To deduce Theorem C out of Observation 3 we construct an isomorphism⊕
r∈Z/q˜
r even
ZpJT K ∼−→ ⊕
r∈Z/q˜
r even
X
where X is defined to be the set of zero sequences (bn)n≥0 ∈ c0(Zp) such that bnn!pn ∈ Zp for all
n ≥ 0. This is a slightly modified version of a Theorem found in [Laz]. During the constructions
made in Section 3 we show that the diagram
M(G,Zp)
∼ //⊕
r∈Z/q˜
r even
ZpJT K ∼ //
Γ

⊕
r∈Z/q˜
r even
X
Γ˜
yy∏
k≥4
k even
Qp
commutes, where Γ˜ maps an element
(
(br,n)n≥0
)
r
to the element(
pˆk∑
n=0
bk,n
(
pˆk
n
))
k≥4
k even
with pˆk := p
−1((1 + q)k − 1). The problem of determining
Γˆ−1(ConBc)
is easier then determining
Γ−1(ConBc)
but still open. But it is possible to describe an uncountable large subset of Γˆ−1(ConBc) which
is described in Theorem C.
The hope was, that Theorem A, Theorem B and Theorem C can help to solve Problem 2.
This problem is still unsolved.
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Notation
• Let R be a ring and n ≥ 0. The notation F (T ) = O(Tn) ∈ RJT K means that there exists
a polynomial P (T ) ∈ TnRJT K such that F (T ) = P (T ).
• If X,Y are topological spaces, we denote the set of continuous function between X and Y
with cts(X,Y ).
• The Symbol ∆ has two meanings. In some subsections it is the difference function
∆ : cts(Zp,Zp)→ (Zp,Zp)
f(x) 7→ f(x+ 1)− f(x),
in some others subsections it stands for the set (Z/qZ)×/{±1}. The two meanings never
appear in the same subsection. Since out of the context it is clear what meaning is meant,
I am convinced that there is no danger that there will be a confusion.
• For a given prime p we use always the following notations:
q :=
{
p if p odd
4 if p = 2
and
q˜ :=
{
p− 1 if p odd
2 if p = 2
.
• For an even positive integer q˜ and a ring R we write
∗⊕
r∈Z/q˜
R for
⊕
r∈Z/q˜
r even
R
and
(zr)
∗
r∈Z/q˜ for (zr)r∈Z/q˜
r even
.
Further we write ∗∏
k≥4
R for
∏
k≥4
k even
R
and
(zk)
∗
k≥4 for (zk) k≥4
k even
.
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2 p-adic analysis
For the rest of this section we fix a prime p.
2.1 Foundations of p-adic analysis
This section reviews the basics of p-adic analysis and topologically cyclic groups and we give
some preparation for the later parts of this work. The theory in this subsection can be found in
many books, e.g. [N], [W] or [Ko].
The p-adic numbers and their topology
The p-adic valuation is a function
vp : Q× → R
mapping a rational x = ab ∈ Q to the unique integer m such that
x = pm
a′
b′
with (a′, p) = (b′, p) = 1.
The p-adic norm is given by
|x|p = p−v(x).
Formally we set vp(0) = ∞ and |0|p = 0. This norm induces a non-complete metric on Q, i.e.
not every Cauchy sequence in (Q, |.|p) is convergent. The field of p-adic numbers Qp is defined
to be the completion of (Q, |.|p). The p-adic valuation and p-adic norm extend in a canonical
way to Qp. The p-adic integers are defined to be the set
Zp = {x ∈ Qp|vp(x) ≥ 0}.
The p-adic valuation gives Zp the structure of a discrete valuation ring with residue field Fp.
Thus
Z×p = {x ∈ Qp|vp(x) = 0}
and the unique maximal in Zp is given by
pZp = {x ∈ Qp|vp(x) > 0}.
Every p-adic number x ∈ Qp − {0} has a unique p-adic expansion, i.e. there exists a unique
formal infinite sum
x =
∞∑
i=−∞
aip
i ai ∈ {0, 1, . . . , p− 1}
such that there exists m ∈ Z such that ai = 0 for i < m and am 6= 0. It turns out that m = vp(x).
There exists a ring isomorphism
Zp → lim(· · · → Z/p3Z→ Z/p2Z→ Z/pZ) = limZ/pnZ
∞∑
i=0
aip
i 7→
(
n−1∑
i=0
aip
i
)
n≥1
and it turns out that there is an isomorphism
Z×p → lim(Z/pnZ)×.
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Note that |(Z/pnZ)×| = (p− 1)pn−1. For a p-adic unit c ∈ Z×p we have
c(p−1)p
n−1 ≡ 1 mod pn
for n ≥ 1.
We now collect some facts about the topology of Qp found for example in [W], [Ko] or [N].
i) Since Zp is a limit of finite sets it is compact.
ii) The set Zp is totally disconnected, i.e. the only connected components in Zp are the
one-point sets.
iii) The subset N0 ⊆ Zp is dense.
iv) The sets
a+ pnZp, a ∈ Qp, n ∈ Z
form a basis of the p-adic topology. Sets of this form are called intervals.
v) An open subset of Qp is compact if and only if it is a finite union of intervals.
vi) For all x, y ∈ Zp we have that
vp(x+ y) ≥ min{vp(x), vp(y)}
with equality if vp(x) 6= vp(y).
The p-adic logarithm
A important difference to real analysis is that over Qp a series
∑
αn converges if and only if
(αn) is a null sequence. This can be used to calculate the convergence radii of the logarithm and
exponential series
exp(x) =
∞∑
n=0
xn
n!
and
logp(1 + x) =
∞∑
n=1
(−1)n+1x
n
n
.
It turns out1 that the convergence radius for exp(x) is p−1/(p−1) and the convergence radius for
logp(1 + x) is 1. For fitting x, y ∈ Zp and n ∈ Z we have the usual properties:
exp(x+ y) = exp(x) exp(y) and logp(xy) = logp x+ logp y
and
n logp x = logp x
n.
In analogy to real analysis we want to define
ax = exp(x logp(a)), x ∈ Zp
and have to decide for which a ∈ Zp this makes sense. The answer we give in the corollary to
the following
1See for example [W, page 49-50 ]
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Proposition 4 ([W], Lemma 5.5, Proposition 5.7). If |x|p < p−1/(p−1) then
logp exp(x) = x, exp logp(1 + x) = 1 + x
and
| logp(1 + x)|p = |x|p.
We use the notation
q =
{
p, if p 6= 2
4, if p = 2.
Note that
|x|p < p−1/(p−1) ⇔ vp(x) > 1
p− 1 ⇔ vp(x) ≥
{
1, if p 6= 2
2, if p = 2
⇔ x ∈ qZp.
In other words, Proposition 4 states that we have an isomorphism of topological groups
exp : qZp
∼−→ 1 + qZp
with inverse given by
logp : 1 + qZp
∼−→ qZp.
Corollary 5. Let a ∈ 1 + qZp.
i) The assignment
x 7→ ax := exp(x logp(a))
gives a well defined continuous group homomorphism
a• : Zp → 1 + qZp.
For n ∈ Z the value an agrees with the usual definition.
ii) The assignment
x 7→ logp x
logp 1 + q
gives a well defined continuous group homomorphism
lp : 1 + qZp → Zp.
The maps (1 + q)• and lp are inverse group isomorphisms.
Proof. For i): We have a chain of implications
a ∈ 1 + qZp ⇒ log a ∈ qZp ⇒ x log a ∈ qZp ⇒ ax = exp(x logp(a)) ∈ 1 + qZp.
Thus a• is well defined. Since exp is continuous we know that a• is continuous. Further, a• is
obviously a group homomorphism. Since an in the usual definition is an element of 1 + qZp,
Proposition 4 states that the new definition of an agrees with the usual definition.
For ii): Proposition 4 states that | logp(1− q)|p = |q|p and since | logp x|p = |qy|p with y ∈ Zq
we have
|lpx|p =
∣∣∣∣ logp xlogp 1 + q
∣∣∣∣
p
=
|q|p|y|p
|q|p = |y|p ≤ 1,
2.1 Foundations of p-adic analysis 11
i.e. lp is well defined. Because logp is continuous we know that lp is continuous. Further, lp is
obviously a group homomorphism. It remains to show that (1 + q)• and lp are inverse group
isomorphisms. We have
(1 + q)lpx = exp
(
logp x
logp 1 + q
logp 1 + q
)
= x
and
lp((1 + q)
x) =
logp exp(x logp(1 + q))
logp 1 + q
= x.
Hensel’s lemma
In the following we need the fact that Z×p contains the (p − 1)st roots of unity. This is an easy
consequence of
Theorem 6 (Hensel’s Lemma ). Let F (T ) ∈ Zp[T ] and F ′(T ) the formal derivative of F . Let a
be a p-adic integer such that
F (a) ≡ 0 mod p and F ′(a) 6≡ 0 mod p.
Then there exists a p-adic integer b such that
F (b) = 0 and a ≡ b mod p.
A proof for the Theorem can be found for example in [Ko] (Chapter I, Theorem 3).
Example 7. The polynomial
T p−1 − 1 ∈ Zp[T ]
decomposes into linear factors modulo Zp/pZp = Fp. Thus Hensel’s lemma states that Z×p
contains the (p − 1)st roots of unity µp−1. Obviously µ2 ⊆ Z×2 . Let ϕ be Euler’s phi function,
i.e.
ϕ(q) =
{
p− 1, if p 6= 2
2, if p = 2.
If we restrict the canonical homomorphism
Z×p → (Z/qZ)×
to µϕ(q) ⊆ Z×p , Hensel’s lemma implies that we get a canonical isomorphism
σ : µϕ(q) → (Z/qZ)×
with
ζ 7→ ζ mod q.
This means that the exact sequence
0→ 1 + qZp → Z×p → (Z/qZ)× → 0
is split which implies the following
12 2 p-adic analysis
Corollary 8. There is a canonical splitting
(ω(.), 〈.〉) : Z×p ∼−→ µϕ(q) × (1 + qZp) ∼−→ (Z/qZ)× × (1 + qZp).
We define the Teichmu¨ller character to be the homomorphism
ω : Z×p
∼−→ µϕ(q) × (1 + qZp) pr1−→ µϕ(q) ⊆ Z×p ,
i.e. ω(x) is the unique ϕ(q)st root of unity such that x ≡ ω(x) mod q. Further, we define
〈.〉 : Z×p ∼−→ µϕ(q) × (1 + qZp) pr2−→ 1 + qZp,
i.e. x = ω(x)〈x〉.
Lemma 9. The homomorphisms ω : Z×p → µϕ(q) and 〈.〉 : Z×p → 1 + qZp are continuous.
Proof. Let (an) ⊆ Z×p be a sequence converging to a ∈ Z×p , i.e.
ω(an)〈an〉 → ω(a)〈a〉.
Let a = α0 + α1p + α2p
2 + . . . . Since α0 + qZp is an open neighbourhood of a we know that
an ∈ α0 + qZp for infinite many n. Thus ω(an) = ω(α0) = ω(a) and
ω(α0)〈an〉 → ω(α0)〈a〉.
This implies 〈an〉 → 〈a〉 and ω(an)→ ω(a).
We use the notation ∆ = (Z/qZ)×/{±1}. Remember that Hensel’s lemma gave us a canonical
isomorphism
σ : µϕ(q) → (Z/qZ)×.
We denote the induced isomorphism
σ : µϕ(q)/{±1} → ∆
also by σ.
Proposition 10. The map
(σ ◦ ω, lp ◦ 〈.〉) : Z×p ∼−→ (Z/qZ)× × (1 + qZp) ∼−→ (Z/qZ)× × Zp
x 7→ ((σ ◦ ω)(x), 〈x〉) 7→
(
(σ ◦ ω)(x), logp〈x〉
logp(1 + q)
)
is an isomorphism of topological groups. The inverse isomorphism (Z/qZ)××Zp ∼−→ Z×p is given
by (g, x) 7→ σ−1(g)(1 + q)x.
Proof. Corollary 8 together with Corollary 5.
Note that ω and 〈.〉 induces continuous group homomorphisms
ω : Z×p /{±1} ∼−→ µϕ(q)/{±1} × (1 + qZp) pr1−→ µϕ(q)/{±1} ⊆ Z×p /{±1},
and
〈.〉 : Z×p /{±1} ∼−→ µϕ(q)/{±1} × (1 + qZp) pr2−→ 1 + qZp.
2.1 Foundations of p-adic analysis 13
Corollary 11. The map
(σ ◦ ω, lp ◦ 〈.〉) : Z×p /{±1} ∼−→ ∆× (1 + qZp) ∼−→ ∆× Zp
given by
x 7→ ((σ ◦ ω)(x), 〈x〉) 7→
(
(σ ◦ ω)(x), logp〈x〉
logp(1 + q)
)
is an isomorphism of topological groups. The inverse isomorphism ∆×Zp ∼−→ Z×p /{±1} is given
by (g, x) 7→ σ−1(g)(1 + q)x.
Topological generators
Let X be a topological group. An element c ∈ X is called topological generator if cZ ⊆ X is
dense. From now on we call them only generators and say that X is topologically cyclic if there
exists a generator c ∈ X. In the later parts of this work X will always be one of the groups Zp,
Z×p , Z×p /{±1} or 1 + qZp. We start with an easy lemma.
Lemma 12. Let f : X → Y be a surjective homomorphism of topological groups and c ∈ X a
generator. Then f(c) is a generator of Y .
Proof. The image of cZ under f is dense in Y . Obviously f(c) is a generator of f(cZ)
Corollary 13. Let X,Y be topological groups and c = (c1, c2) ∈ X × Y a generator. Then c1
and c2 are generators of X and Y .
Proof. The maps pr1 : X × Y → X and pr2 : X × Y → Y are surjective.
Example 14. i) Assume the topology on X is discrete. Then an element c ∈ X is a generator
of X if and only if c is a generator of X as a group.
ii) Since Z ⊆ Zp is dense it is obvious that 1 ∈ Zp is a generator. Assume an element c ∈ Zp
satisfies vp(c) = vp(1). Then we have c ∈ Z×p and multiplication with c gives obviously an
isomorphism of topological groups
Zp
·c−→ Zp
with inverse given by
Zp
·c−1−→ Zp.
We get that c = c · 1 is a generator.
Assume vp(c) > vp(1). Then 1 − cm ∈ 1 + pZp for all m ∈ Z. This implies |1 − cm|p = 1
for all m ∈ Z, i.e. cZ is not dense in Zp.
All together we have that an element c ∈ Zp is a generator if and only if
vp(c) = vp(1) = 0.
iii) Note that there is a canonical isomorphism of topological groups
λ : qZp → Zp
where λ(x) is the unique element y ∈ Zp which satisfies x = qy. The inverse is given by
multiplication with q.
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Therefore an element c ∈ qZp is a generator if and only if λ(c) is a generator of Zp. This
is equivalent to vp(λ(c)) = 0 and this is equivalent to
vp(c) = vp(qλ(c)) = vp(q) + vp(λ(c)) = vp(q).
All together we have that an element c ∈ qZp is a generator if and only if
vp(c) = vp(q).
Lemma 15. An element c ∈ 1 + qZp is generator if and only if
vp(c− 1) = vp(q) =
{
1, if p 6= 2
2, if p = 2.
In particular 1 + q is a generator of 1 + qZp .
Proof. Remember that Proposition 4 gives us an isomorphism of topological groups
logp : 1 + qZp
∼−→ qZp
which satisfies | logp(1+x)|p = |x|p, i.e. vp(logp(1+x)) = vp(x). Therefore an element c ∈ 1+qZp
is a generator if and only if
logp(c) ∈ qZp
is a generator. Part iii of Example 14 states that this is equivalent to
vp(logp(c)) = vp(q)
and this is equivalent to
vp(c− 1) = vp(q).
The next goal is to give a description of the generators of the groups Z×p and Z×p /{±1}. Fist
of all note that Z×2 is obviously not topologically cyclic, because (Z/8Z)× is not cyclic. We begin
with a corollary to Lemma 15.
Corollary 16. Let l ∈ Z×p . If c is a generator of 1 + qZp then cl is also a generator of 1 + qZp.
Proof. The homomorphism of topological groups qZp
·l−→ qZp is an isomorphism with inverse
given by qZp
·l−1−→ qZp. Further we have a commutative diagram
1 + qZp
logp //
x 7→xl

qZp
x 7→lx

1 + qZp
logp
// qZp
Since the horizontal maps and the right vertical map are isomorphisms, this is also true for the
left vertical map. Therefore 1 + qZp
x 7→xl−→ 1 + qZp maps generators to generators.
Proposition 17. Let G be a finite group of order < p. Elements g ∈ G and c ∈ 1 + qZp are
generators if and only if (g, c) is a generator of G× (1 + qZp).
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Proof. Assume g ∈ G and c ∈ 1 + qZp are generators. We have
G× (1 + qZp) =
⋃
1≤l≤|G|
{gl} × (1 + qZp).
Corollary 16 states that cl is a generator of (1 + qZp) for all 1 ≤ l ≤ |G| < p. This imply that
(g, c)lZ is dense in {gl} × (1 + qZp) for all such l and this imply that⋃
1≤l≤|G|
(g, c)lZ ⊆ (g, c)Z
is dense in G× (1 + qZp).
Assume (g, c) is a generator. Corollary 13 states that g and c are generators.
Proposition 18. i) Except for Z×2 all of the groups Z×p and Z×p /{±1} are topologically cyclic.
ii) An element c ∈ Z×p /{±1} is a generator if and only if ω(c) ∈ ∆ and 〈c〉 ∈ (1 + qZp) are
generators.
iii) Let p be odd. An element c ∈ Z×p is a generator if and only if ω(c) ∈ (Z/pZ)× and
〈c〉 ∈ (1 + qZp) are generators.
Proof. We have isomorphisms of topological groups
(ω(.), 〈.〉) : Z×p ∼−→ (Z/qZ)× × (1 + qZp)
and
(ω(.), 〈.〉) : Z×p /{±1} ∼−→ ∆× (1 + qZp).
Note that |∆| < p for all primes and |(Z/qZ)×| < p for all odd primes.
An element c ∈ Z×p /{±1} is a generator if and only if (ω(c), 〈c〉) is a generator of ∆×(1+qZp).
Proposition 17 imply that is equivalent to the condition that ω(c) ∈ ∆ and 〈c〉 ∈ (1 + qZp) are
generators. This proves part ii). For p odd, the same argument proves part iii).
Obviously Z×2 is not topologically cyclic (because (Z/8Z)× is not cyclic). Since the groups
∆ , (Z/qZ)× and (1 + qZp) are topologically cyclic, part ii) and part iii) imply part i).
Interesting examples of topological generators
Now we bring examples of a generators of Z×p /{±1} which will become important later.
Lemma 19. There exists an element c ∈ Z×p which projects to a generator of Z×p /{±1} and
which satisfies c ∈ Z.
Proof. Assume p = 2. Remember that 1 + q = 5 is a generator of 1 + 4Z2. Therefore 5 projects
to a generator under the projection
Z×2  Z×2 /{±1} ∼−→ {0} × (1 + 4Z2)
Now assume p is odd. Remember that an element 1 + g ∈ 1 + pZp is a generator if and only
if vp(g) = 1 . Let
ξ = a0 + a1p+ · · · ∈ µp−1 ⊆ Zp
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be a (p− 1)-th root of unity which generates µp−1. If a1 6= 0 then
a0ξ
−1 = a0(a−10 − a1a−20 p+ . . . ) ∈ 1 + pZp
satisfies vp(a0ξ
−1 − 1) = 1 and is therefore generator of 1 + pZp. Proposition 18 Part iii) imply
that
ξ · a0ξ−1 = a0 ∈ Z
is a generator of Z×p and therefore projected to a generator of Z×p /{±1}. Thus we have to prove
that there exists a generator
ξ = a0 + a1p+ · · · ∈ µp−1 ⊆ Zp
of µp−1, which satisfies a1 6= 0. Now let
ξˆ = b0 + b1p+ · · · ∈ µp−1 ⊆ Zp
be a generator of µp−1. Assume b1 = 0 (else we can stop). Let ξ := −ξˆ. Since p− 1 is even, the
p-adic unit
ξ = p− b0 + (p− b1 − 1)p+ (p− b2 − 1)p2 + . . .
= (p− b0) + (p− 1)p+ . . .
is also a generator and satisfies the demanded condition p− 1 6= 0.
Lemma 20. There exists an element c ∈ Z×p which projects to a generator of Z×p /{±1} and
which satisfies
b0 =
1
2p2
logp c
p(p−1) = 1.
Proof. It is a known fact that
1
1− p = 1 + p+ p
2 + p3 + . . . .
Note that therefore we have∣∣∣∣ 2p2p(p− 1)
∣∣∣∣
p
=
∣∣∣∣ 2pp− 1
∣∣∣∣
p
=
∣∣∣∣ 2p1− p
∣∣∣∣
p
= |2p|p =
{
p−1, if p 6= 2
p−2, if p = 2 < p
−1/(p−1)
and since expp(x) = 1 + x+ . . . we have
vp
(
exp
(
2p
p− 1
)
− 1
)
= vp(2p+ . . . ) =
{
1, if p 6= 2
2, if p = 2.
Lemma 15 states that
cˆ := exp
2p
p− 1
is a generator of (1− qZp). Let g ∈ (Z/qZ)× be an element which projects to a generator of ∆.
We define
c := gcˆ.
Proposition 18 states that c projects to a generator of Z×p /{±1} and we have
1
2p2
logp(gcˆ)
p(p−1) =
1
2p2
logp(cˆ)
p(p−1) =
p(p− 1)
2p2
logp cˆ =
p− 1
2p
logp
(
exp
2p
p− 1
)
.
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Since
∣∣∣ 2p1−p ∣∣∣
p
< p−1/(p−1) we have
logp
(
exp
2p
p− 1
)
=
2p
p− 1 .
2.2 Applications
This is a good moment to present and prove some propositions which will be needed later. We
start with the formulation of some of the core problems this work is concerned with. Let
q˜ := ϕ(q) =
{
p− 1 if p a odd prime
2 if p = 2
.
Regard that q˜ is always even. In the later parts of this work it turns out, that for every c ∈ Z×p
which projects to a generator of Z×p /{±1}, there exists an injection
pi0E∞(MString,KO∧p ) ↪→
⊕
r∈Z/q˜
r even
ZpJT K =: ∗⊕
r∈Z/q˜
ZpJT K (21)
and one goal of this work is to determine the image of this map. The following definitions will
play a major part in the solution of this problem
Definition 22. i) Let
Γ :
∗⊕
r∈Z/q˜
ZpJT K→ ∏
k≥4
k even
Qp =:
∗∏
k≥4
Qp
be defined by
(Fr)
∗
r∈Z/q˜ 7→
(
Fk
(
(1 + q)k − 1))∗
k≥4
.
ii) Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. We say, an element
(zk)
∗
k≥4 ∈ Im(Γ)
satisfies Condition A for c if
zk ∈ (1− ck)Zp
for all even k ≥ 4 which fulfil the property that 1 − ck ∈ pZp. We denote the set of such
sequences by ConAc.
Later it turns out that Γ is injective and that there exists an element
FBerc = (F
Ber
c,r )
∗
r∈Z/q˜ ∈
∗⊕
r∈Z/q˜
ZpJT K
such that the image of map (21) is given by
FBerc + Γ
−1(ConAc).
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Let c ∈ Z×p ∩ Z be an element which projects to a generator of Z×p /{±1} (the existence of such
an element is proven in Lemma 19). Let
ConBc :=
(
Γ
(
FBerc
)
+ ConAc
)
∩
∗∏
k≥4
Z(p).
We will see that the image of the map
pi0E∞(MString,KO(p)) ↪→ pi0E∞(MString,KO∧p ) ↪→
∗⊕
r∈Z/q˜
ZpJT K
is given by Γ−1
(
ConBc
)
. Therefore we have the following
Problem 23. i) Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. What
is
Γ−1(ConAc)?
ii) Let c ∈ Z×p ∩ Z be an element which projects to a generator of Z×p /{±1}. What is
Γ−1(ConBc)?
Part i) of Problem 23 is the easier one and will be handled in the rest of this section. Part
ii) of Problem 23 is harder and still unsolved. There are only some information which will be
presented later.
Condition A and power series
The first step is to split up Γ in its components. We have a disjoint union
2Z =
⋃
r¯∈Z/q˜, r even
r + q˜Z
and therefore a canonical bijection
∗⊕
r∈Z/q˜
 ∏
k≥4
k ≡ r mod q˜
Qp
 ∼=−→ ∏
k≥4
k ≡ 0 mod 2
Qp =
∗∏
k≥4
Qp
(
(xr,k)k
)
r
7→
(∑
r
xr,k
)
k
.
Definition 24. For every class r ∈ Z/q˜ with r even we define the map
Γr : ZpJT K→ ∏
k≥4
k ≡ r mod q˜
Qp
by
F 7→
(
F
(
(1 + q)k − 1))
k≥4, k ≡ r mod q˜
.
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Now we can write
Γ :
∗⊕
r∈Z/q˜
ZpJT K ⊕Γr−→ ∗⊕
r∈Z/q˜
 ∏
k≥4
k ≡ r mod q˜
Qp
 ∼= ∗∏
k≥4
Qp.
Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. The definition of
Condition A leads to the following question.
For which even k ≥ 4 is 1− ck ∈ pZp?
The answer is given by the following
Proposition 25. Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. The
following conditions are equivalent:
i) The positive integer k is even and 1− ck ∈ pZp.
ii) The positive integer k is an element of q˜Z.
Proof. We defer the proof to the last paragraph of this subsection.
Proposition 25 and the definition of ConAc tells us, that
Γ
(
(Fr)
∗
r∈Z/q˜
)
=
(
Fk((1 + q)
k − 1)
)∗
k≥4
∈ ConAc
if and only if
Fk((1 + q)
k − 1) ∈ (1− ck)Zp
for all k ∈ q˜Z with k ≥ 4, i.e. if and only if
F0((1 + q)
k − 1) ∈ (1− ck)Zp.
for all k ∈ q˜Z with k ≥ 4. This lead to the following question.
Which
H ∈ ZpJT K
satisfy the condition
H((1 + q)k − 1) ∈ (1− ck)Zp
for all k ≥ 4 with k ∈ q˜Z?
For the answer we need to proof the following
Proposition 26. Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. For all
k ∈ q˜Z, there exists elements uk ∈ Z×p such that
(1 + q)k − 1 = uk(ck − 1).
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Proof. Let k ∈ q˜Z. We show that
ck − 1 ≡ 0 mod pn
if and only if
(1 + q)k − 1 ≡ 0 mod pn
for all positive integers n. This imply vp(1− ck) = vp((1 + q)k − 1) and this imply the existence
of an element uk ∈ Z×p which full fill the demanded condition. Remember that we have a
commutative diagram
Z×p
〈.〉 // //
pi

1 + qZp
id

Z×p /{±1}
〈.〉 // // 1 + qZp.
Since pic is a generator and 〈.〉 is a surjective map of topological groups, we have that 〈c〉 = 〈pic〉
is a generator of 1 + qZp. Since (1 + q) is also a generator of 1 + qZp we have that
〈c〉k − 1 ≡ 0 mod pn
if and only if
(1 + q)k − 1 ≡ 0 mod pn
for all positive integers n. Since k ∈ q˜Z we have 〈c〉k = ck.
Corollary 27. Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. A power
series
H(T ) =
∑
n≥0
αnT
n ∈ ZpJT K
satisfy the condition
H((1 + q)k − 1) ∈ (1− ck)Zp
for all k ∈ q˜Z with k ≥ 4, if and only if H(0) = 0.
Proof. Proposition 26 states that for every k ∈ q˜Z with k ≥ 4 there exits an unit uk ∈ Z×p such
that
H((1 + q)k − 1) = H(uk(ck − 1)) =
∑
n≥0
αnu
n
k (1− ck)n
= α0 + (1− ck)
∑
n≥1
αnu
n
k (1− ck)n−1.
Therefore
H((1 + q)k − 1) ≡ 0 mod (1− ck)
is equivalent to
α0 ≡ 0 mod (1− ck)
for all k ∈ q˜Z with k ≥ 4. This is equivalent to
α0 ∈
⋂
k∈q˜Z, k≥4
(1− ck)Zp ⊆
⋂
m∈N
(1− c(p−1)pm)Zp ⊆
⋂
m∈N
pm+1Zp = (0)
and this is equivalent to H(0) = 0.
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Now we can prove the main result of this subsection.
Proposition 28. Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. We have
Γ−1(ConAc) =
(Fr) ∈
∗⊕
r∈Z/q˜
ZpJT K ∣∣∣ F0(0) = 0
 = TZpJT K⊕
∗⊕
r∈(Z/q˜)−{0}
ZpJT K.
Proof. Remember that Proposition 25 and the definition of ConAc tells us, that
Γ
(
(Fr)
∗
r∈Z/q˜
)
=
(
Fk((1 + q)
k − 1)
)∗
k≥4
∈ ConAc
if and only if
Fk((1 + q)
k − 1) = F0((1 + q)k − 1) ∈ (1− ck)Zp
for all k ∈ q˜Z with k ≥ 4. Corollary 26 states that
F0((1 + q)
k − 1) ∈ (1− ck)Zp
for all k ∈ q˜Z with k ≥ 4 if and only if F0(0) = 0.
Proof of Proposition 25
We fix an element c which projects to a generator of Z×p /{±1}. Note that 1 − ck ∈ pZp is
equivalent to ck ≡ 1 mod p.
First we proof the proposition for p = 2. Since ϕ(4) = 2 it is obvious that condition i) implies
condition ii). Assume a positive integer k is an element of ϕ(4)Z. Because c is a unit we have
c ≡ 1 mod 2, thus ck ≡ 1 mod 2.
Now let p be odd. We first show that condition ii) imply condition i). Assume the positive
integer k is an element of (p−1)Z (this implies that k is even). Because c is a unit we know that
cp−1 ≡ 1 mod p. We know that
1− ck ∈ pZp ⇔ ck ≡ 1 mod p.
Thus ck ≡ 1 mod p.
Now we assume condition i) is true, i.e. the positive integer k is even and 1− ck ∈ pZp. We
have a commutative diagram
Z×p
pi3 //
pi1

(Z/pZ)×
pi4

Z×p /{±1}
pi2 // (Z/pZ)×/{±1}
Since pi1c is a generator we know that (pi2 ◦ pi1)(c) is a generator. Since
(pi2 ◦ pi1)(c)k = pi4(pi3ck) = 1
and (Z/pZ)×/{±1} is a cyclic group of order (p− 1)/2 we have k ∈ p−12 Z. We write
k = l
p− 1
2
with l ∈ Z.
Now we lead the assumption l /∈ 2Z to a contradiction, which proves k ∈ (p− 1)Z.
Assume l /∈ 2Z. Because k is even this implies that (p− 1)/2 is even. Since k /∈ (p− 1)Z and
pi3c
k = 1 we know that pi3c is not a generator of (Z/pZ)×. This is a contradiction to part i) of
the following
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Lemma 29. Assume p is odd. Let n be a positive integer. Let a ∈ (Z/pZ)× be an element which
maps to a generator under the canonical projection
(Z/pnZ)× → (Z/pnZ)×/{±1}.
i) Assume 4|(p− 1). Then a is a generator of (Z/pnZ)×.
ii) Assume 4 6 |(p− 1). Then either a or −a is a generator of (Z/pnZ)×.
Proof. The left hand side of the projection is a cyclic group of order pn−1(p− 1). Thus the right
hand side is a cyclic group of order pn−1 p−12 . Let E be the set of generators of (Z/pZ)
× and E¯
the set of generators of (Z/pZ)×/{±1}. Thus a ∈ pi−1E¯. Because every generator projects to a
generator we know that E ⊆ pi−1E¯. Remember that for all positive integers x we have
ϕ(2x) =
{
ϕ(x), if 2 6 |x
2ϕ(x), if 2|x
which imply
ϕ(p− 1) =
{
ϕ(p−12 ), if 2 6 |p−12
2ϕ(p−12 ), if 2|p−12 .
Assume 4|(p− 1). We now show that the E and pi−1E¯ have the same cardinality. This imply
a ∈ E. It obvious that |pi−1E¯| = 2|E¯|. Because 2|p−12 we have
|E| = ϕ(p− 1)ϕ(pn−1) = 2ϕ(p− 1
2
)ϕ(pn−1) = 2|E¯| = |pi−1E¯|.
Assume 4 6 |(p− 1). We have
|E| = ϕ(p− 1)ϕ(pn−1) = ϕ(p− 1
2
)ϕ(pn−1) = |E¯| = 1
2
|pi−1E¯|.
Assume both a and−a are in (pi−1E¯)−E. Because of the last equation there exists a b ∈ pi−1E¯
such that b and −b are in E. But we have (−b)pn−1(p−1)/2 = (−1)bpn−1(p−1)/2 = (−1)2 = 1 and
so −b is no generator. Thus either a or −a is in E. This proves the claim of the Lemma.
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3 Mahler expansions and p-adic measure theory
Let X be a compact and totally disconnected topological space. Important examples are Zp, Z×p
and Z×p /{±1}. The set cts(X,Zp) of continuous p-adic functions on X carries a metric given by
‖f‖ := sup
x∈X
|f(x)|p = max
x∈X
|f(x)|p.
A p-adic measures µ is a continuous Zp-module homomorphism
µ : cts(X,Zp)→ Zp.
The set of p-adic measures of X is denoted by M(X,Zp). For µ ∈M(X,Zp) and f ∈ cts(X,Zp)
we use the notation ∫
X
fdµ := µ(f).
The set M(X,Zp) carries in a canonically way the structure of a Zp-module. In the later parts
of this work X will mostly be Z×p or Z×p /{±1}.
Proposition 30. Every Zp-module homomorphism between cts(X,Zp) and Zp is continuous.
Proof. Let ϕ : cts(X,Zp)→ Zp be a Zp-linear map. Because of the linearity is enough to check
the continuity in 0 ∈ cts(X,Zp). Assume the sequence (fn)n≥0 ∈ cts(X,Zp) is a zero sequence,
i.e.
‖fn‖ = max
x∈X
|fn(x)|p → 0.
Let x˜ ∈ X be an element such that |f(x)|p = ‖fn‖. We use the notation Mn := vp(x˜). Then we
have
fn(x) ≡ 0 mod pMn
for all x ∈ X and the sequence (Mn) is unbounded. This imply the existence of a continuous
function gn ∈ cts(X,Zp) such that
fn = p
Mngn.
Since
(
pMn
)
n≥0 is a zero sequence we have that
(ϕ(fn))n≥0 =
(
pMnϕ(gn)
)
n≥0
is also a zero sequence.
One of the main goals of this section is to determine the structure of
M(Z×p /{±1},Zp).
Therefore we use the following
Lemma 31. Let X,Y be compact and totally disconnected topological spaces. Let h : X → Y be
a continuous map. We get a (module) homomorphism
h∗ : M(X,Zp)→M(Y,Zp)
µ 7→ ν
where ν is defined by ∫
Y
fdν =
∫
X
f ◦ h dµ.
This map is an isomorphism if h is a homeomorphism.
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Proof. The map
ν : cts(Y,Zp)
h∗−→ cts(X,Zp) µ−→ Zp
is obviously Zp-linear. Since h∗ is continuous we know that ν is continuous. If h is a homeomor-
phic then (h−1)∗ is obviously an inverse for h∗.
From the last section we know that there is an isomorphism of topological groups (see Corol-
lary 11)
Z×p /{±1} ∼−→ ∆× Zp.
Thus we have an module isomorphism
M(Z×p /{±1},Zp) ∼−→M(∆× Zp,Zp)
The right hand side of the isomorphism can be computed. Later we will see that
M(∆× Zp,Zp) =
|∆|⊕
n=1
M(Zp,Zp)
We know will investigate M(Zp,Zp). Therefore we need some facts about cts(Zp,Zp).
3.1 Continuous functions on the p-adic integers
Uniform convergence
Very important elements in the ring cts(Zp,Zp) are the following functions.
Lemma 32. For every integer n the assignment
x 7→
(
x
n
)
:=

1
n! x(x− 1) · · · (x− n+ 1) n > 0
1 n = 0
0 n < 0
gives an element in cts(Zp,Zp).
Proof. Obviously the assignment x 7→ (xn) gives an element in cts(Zp,Qp). We have to show that(
x
n
) ∈ Zp for all x ∈ Zp. Let x ∈ Zp. Since N0 ⊆ Zp is dense, there exists a sequence of positive
integers (ak) with ak → x. Since the assignment x 7→
(
x
n
)
is continuous we have that
(
ak
n
)→ (xn).
Because Zp is compact and
(
ak
n
) ∈ N0 ⊆ Zp we have that (xn) ∈ Zp.
Later we will see that these polynomials are some sort of generator of cts(Zp,Zp). Therefore
we need the following
Lemma 33. Let f0, f1, f2, · · · ∈ cts(Zp,Zp) be continuous functions and let (an)n≥0 ∈ c0(Zp) be
a zero sequence. The function f : Zp → Zp with
f(x) =
∞∑
n=0
anfn(x) for x ∈ Zp
is continuous. The series of continuous functions(
N∑
n=0
anfn
)
N≥0
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converges uniformly to f . In particular we have∫
Zp
∞∑
n=0
anfn(x)dµ(x) =
∞∑
n=0
an
∫
Zp
fn(x)dµ(x)
for all measures µ ∈M(Zp,Zp).
Proof. We only show that
lim
N→∞
N∑
n=0
anfn = f
in cts(Zp,Zp), i.e.
∑N
n=0 anfn converges uniformly to f . The uniform convergence theorem then
states that f is continuous. Regard that |f(x)|p ≤ 1 for all x ∈ Zp. We have∥∥∥∥∥f −
N∑
n=0
anfn
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
n=N+1
anfn
∥∥∥∥∥ = maxx∈Zp
∣∣∣∣∣
∞∑
n=N+1
anfn(x)
∣∣∣∣∣
p
≤
≤ max
x∈Zp
∞∑
n=N+1
|an|p|fn|p ≤ max
x∈Zp
∞∑
n=N+1
|an|p =
∞∑
n=N+1
|an|p
Since
∑
n≥0 |an|p is convergent we have that
lim
N→∞
∞∑
n=N+1
|an|p = 0.
Corollary 34. Let (an) ∈ c0(Zp) be a zero sequence. The maps f1, f2 : Zp → Zp given by
f1(x) =
∑
n≥0
anx
n
and
f2(x) =
∑
n≥0
an
(
x
n
)
for x ∈ Zp are continuous.
The difference operator
The operator
∆ : cts(Zp,Zp)→ cts(Zp,Zp)
with
∆h(x) = h(x+ 1)− h(x)
defines an endomorphism of Zp-modules. The map
%n := ∆
n(.)|x=0 : cts(Zp,Zp) ∆
n
−→ cts(Zp,Zp) f 7→f(0)−→ Zp
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is Zp-linear and therefore an element of
HomZp(cts(Zp,Zp),Zp) = M(Zp,Zp).
Later we will show that %0, %1, . . . generates M(Zp,Zp) as a Zp-module. We now collect some
technical facts about ∆.
Lemma 35. Let m,n be non-negative integers.
i) For every constant function f ∈ cts(Zp,Zp) we have ∆f = 0.
ii) If m > n then ∆mxn = 0.
iii) For all m ≥ 1 and for all f ∈ cts(Zp,Zp) we have
∆m(f(x)x) = x∆m(f(x)) +m∆m−1f(x+ 1).
iv) We have
1
m!
∫
Zp
xnd%m(x) =
∆mxn|x=0
m!
∈ Zp.
v) We have
∆m
(
x
n
)
=
(
x
n−m
)
.
In particular we have∫
Zp
(
x
n
)
d%m(x) = ∆
m
(
x
n
)∣∣∣
x=0
=
{
1 m = n
0 m 6= n .
Proof. i) This is obvious.
ii) We use an induction on n. Part i) tells us that the statement is true for n = 0. Assume
the statement holds for all non-negative integers ≤ n. Let m > n+ 1. Then
∆mxn+1 = ∆m−1((x+ 1)n+1 − xn+1)
= ∆m−1
n∑
k=0
(
n+ 1
k
)
xk =
n∑
k=0
(
n+ 1
k
)
∆m−1xk.
Since m − 1 > n ≥ k the induction hypothesis imply that ∆m−1xk = 0 for all m and
k ∈ {0, . . . , n} and therefore the right hand side of the equation is 0.
iii) We use an induction on m. Let m = 1. Then
∆(f(x)x) = f(x+ 1)(x+ 1)− f(x)x
= f(x+ 1)x− f(x)x+ f(x+ 1) = x∆f(x) + f(x+ 1).
Assume the statement holds for all positive integers ≤ m. Then we have
∆∆m(f(x)x) = ∆
(
x∆m(f(x)) +m∆m−1f(x+ 1)
)
= ∆
(
x∆m(f(x))
)
+m∆1f(x+ 1)
=
(
x∆m+1(f(x)) + ∆mf(x+ 1)
)
+m∆mf(x+ 1)
= x∆m+1(f(x)) + (m+ 1)∆mf(x+ 1).
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iv) If m = 0 the statement is obviously true. Assume m > 0. We use an induction on n. The
statement is obviously true for n = 0. Assume the statement holds for all non-negative
integers ≤ n. Then Part iii) imply
∆mxn+1|x=0 = ∆m(xnx)|x=0 = x∆m(xn)|x=0 +m∆m−1(x+ 1)n|x=0
= m
(
∆m−1
n∑
k=0
(
n
k
)
xk
)∣∣∣
x=0
= m
n∑
k=0
(
n
k
)
∆m−1xk|x=0.
The induction hypothesis states that ∆m−1xk|x=0 = (m − 1)!zk for an element zk ∈ Zp,
thus the right hand side of the equation equals
m(m− 1)!
n∑
k=0
(
n
k
)
zk ∈ Zp.
v) We use an induction on m. The statement is obviously true for m = 0. Assume the
statement holds for all non-negative integers ≤ m. Then
∆m+1
(
x
n
)
= ∆
(
x
n−m
)
=
(
x+ 1
n−m
)
−
(
x
n−m
)
=
(
x
n−m− 1
)
+
(
x
n−m
)
−
(
x
n−m
)
=
(
x
n− (m+ 1)
)
.
Lemma 36. For every function h ∈ cts(Zp,Zp) we have∫
Zp
h d%n = ∆
nh(0) =
n∑
i=0
(−1)n−i
(
n
i
)
h(i).
Proof. We use induction on n. For n = 0 the equation is obviously true. Assume the equation
is true for a non negative integer n and for all h ∈ cts(Zp,Zp). Then we have
∆n+1h(0) = ∆n+1h(x)|x=0 = ∆nh(x+ 1)|x=0 −∆nh(x)|x=0.
Using the induction hypothesis we have
∆nh(x+ 1)|x=0 −∆nh(x)|x=0 =
(
n∑
i=0
(−1)n−i
(
n
i
)
h(i+ 1)
)
−
(
n∑
i=0
(−1)n−i
(
n
i
)
h(i)
)
=
(
n+1∑
i=1
(−1)n−i−1
(
n
i− 1
)
h(i)
)
+
(
n∑
i=0
(−1)n−i+1
(
n
i
)
h(i)
)
= h(n+ 1) +
(
n∑
i=1
(−1)n−i+1
((
n
i− 1
)
+
(
n
i
))
h(i)
)
+ (−1)n+1h(0)
=
n+1∑
i=0
(−1)n−i+1
(
n+ 1
i
)
h(i).
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The Theorem of Mahler
Theorem 37 (Mahler). Let c0(Zp) be the group of zero-sequences in Zp. The map
c0(Zp)→ cts(Zp,Zp)
(an) 7→
∑
n≥0
an
(
x
n
)
is a Zp-module isomorphism. The inverse isomorphism is given by
f 7→ (∆nf(0))n≥0 =
(∫
Zp
f d%n
)
n≥0
.
Sketch of proof. For the complete proof see for example [Lan, Chapter 4, Theorem 1.3]. The
hard part is two show that (∆nf(0))n≥0 is a zero sequence. Then it has to been shown that
f(k) =
∑
n≥0
(∆nf(0))
(
k
n
)
for all non-negative integers k. Because of the density of N0 ⊆ Zp we then get
f(x) =
∑
n≥0
(∆nf(0))
(
x
n
)
by continuity. After that it has to be shown that
∆n
∑
m≥0
am
(
x
m
) (0) = an
for all n ≥ 0. It is obvious that the maps are Zp-module homomorphisms. Therefore the two
maps a inverse homomorphisms.
Example 38. Remember that ax is defined to be exp(x logp a) if a − 1 ∈ pZp. Let b = a − 1.
We show that
(1 + b)x =
∑
n≥0
(
x
n
)
bn
for all x ∈ Zp. Assume x is a non-negative integer. It is obvious that
(1 + b)x =
∑
n≥0
(
x
n
)
bn.
Because N0 is dense in Zp the equation is true for all x ∈ Zp.
Analytic functions on the p-adic integers I
This is a good opportunity to prepare some results needed later to prove Theorem C. The
following two paragraphs will help us to attack part ii) of Problem 23.
Let x, a0, a1, a2, · · · ∈ Zp. Remember that the series
∑
anx
n is absolute convergent if and
only if the sequence (anx
n) is a zero sequence and because |an|p ≤ 1 this is fulfilled if and only
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if (xn) is a zero sequence. Since (pn) is an zero sequence and |x|p ≤ 1 we have that (pnxn) is a
zero sequence. Therefore there is an well-defined injective map
κ1 : ZpJT K ↪→ cts(Zp,Zp) ∼−→ c0(Zp)
F =
∑
amT
m 7→ (x 7→ F (px)) 7→ (∫
Zp
F (px) d%n(x)
)
n≥0
=
∑
m≥0
amp
m
∫
Zp
xm d%n(x)

n≥0
.
The right hand map is an isomorphism given by the Theorem of Mahler. Let X1 be the image
of κ1. Now we have the following
Problem 39. What is the image X1 of κ1?
This problem can be solved. The next proposition is a modification of a result from Lazard
found in [Laz, page 79].
Proposition 40. A sequence (bn)n≥0 ∈ c0(Zp) is in the image of the map κ1 if and only if
bn
n! pn
∈ Zp
for all n ≥ 0.
Proof. Let (bn) be a sequence in c0(Zp) and f ∈ cts(Zp,Zp) be the corresponding function. The
Theorem of Mahler states that
f =
∑
n≥0
bn
(
x
n
)
.
For each n ≥ 1 there exists integers l1,n, . . . , ln,n such that
n!
(
x
n
)
= x(x− 1) . . . (x− n+ 1) =
n∑
k=1
lk,nx
k.
Assume bn = n!p
n bˆn, where bˆn ∈ Zp. This imply
f = b0 +
∑
n≥1
bn
(
x
n
)
= b0 +
∑
n≥1
(
bˆnp
n
n∑
k=1
lk,nx
k
)
.
Regard that ∑
n≥1
n∑
k=1
sn,k =
∑
(k,n)∈N2
k≤n
sn,k =
∑
k≥1
∑
n≥k
sn,k =
∑
n≥1
∑
k≥n
sk,n
if the sn,k ∈ Zp are chosen in such way that every thing is convergent. Thus
f = b0 +
∑
n≥1
n∑
k=1
(
bˆnp
nlk,n
)
xk = b0 +
∑
n≥1
∑
k≥n
(
bˆkp
kln,k
)
xn =
= b0 +
∑
n≥1
∑
k≥0
bˆk+np
k+nln,k+n
xn = b0 +∑
n≥1
anp
nxn
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where
an :=
∑
k≥0
ln,k+nbˆk+np
k
is a convergent series since pk is a zero sequence. Thus (bn) is the image of the power series
b0 +
∑
n≥1
anT
n ∈ ZpJT K
under the map κ1.
Assume in return that there exists a series
∑
m≥0 amT
m ∈ ZpJT K such that
f(x) =
∑
m≥0
amp
mxm.
Then bn is defined to be∫
Zp
f d%n =
∫
Zp
∑
m≥0
amp
mxm d%n(x) =
∑
m≥0
amp
m
∫
Zp
xm d%n(x).
With Part ii) and Part iv) of Lemma 35 we get∫
Zp
xm d%n =
{
n! sm,n, m ≥ n
0, m < n
where sm,n ∈ Zp. Thus we have
bn =
∑
m≥0
amp
m
∫
Zp
xm d%n(x) =
∑
m≥n
amp
mn!sm,n = n!p
n
∑
m≥0
am+np
msm+n,n
and this imply
bn
n!pn
∈ Zp.
Analytic functions on the p-adic integers II
Remember that
q˜ :=
{
p− 1 if p a odd prime
2 if p = 2
For a non-negative even integer u we define a continuous function
γu : Zp → Zp
x 7→ (1 + q)q˜x+u − 1.
Regard that vp(γu(x)) > 0 for all x ∈ Zp and therefore (γu(x)n)n≥0 is a zero sequence. Thus the
map
κ2 := κ2,u : ZpJT K→ cts(Zp,Zp) ∼−→ c0(Zp)
F =
∑
amT
m 7→ (x 7→ F (γr(x))) 7→ (∫
Zp
F (γu(x)) d%n(x)
)
n≥0
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=
∑
m≥0
am
∫
Zp
γmu (x) d%n(x)

n≥0
.
is well-defined. Let X2 := X2,u be the image of κ2. First prove that κ2 is injective, which is an
immediate consequence of the following
Lemma 41. Let u be a non-negative even integer.
i) The map
γu : Zp → qZp
x 7→ (1 + q)q˜x+u − 1.
is a well-defined isomorphism of topological spaces.
ii) The map
ZpJT K→ cts(Zp,Zp)
F 7→ F (γu(x))
is injective.
Proof. i) Regard that q˜ ∈ Zp is either a unit (for p odd) or 2 (for p=2). In each case the even
integer u is an element of q˜Zp. Regard that (1 + q)q˜ ∈ 1 + qZp and therefore the map
Zp
(1+q)q˜•−→ 1 + qZp
is an isomorphism of topological groups (see Corollary 5). Thus
q˜Zp
(1+q)•−→ 1 + qZp
is a topological isomorphism. Now the map γu can be described as a composition of
isomorphisms of topological groups
Zp
·q˜−→ q˜Zp +u−→ q˜Zp (1+q)
•
−→ 1 + qZp −1−→ qZp.
ii) Assume
F (γu(x)) = Fˆ (γu(x))
for all x ∈ Zp with F (T ), Fˆ (T ) power series. With Part i) we have
F (qy) = Fˆ (qy)
for all y ∈ Zp, i.e. F (qT ) = Fˆ (qT ) in ZpJT K and this imply F = Fˆ .
Again we have the following
Problem 42. What is the image X2 of κ2?
This time the problem is much harder and still open. For readers who are interested in solving
this problem we now collect some facts which are maybe helpful.
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Lemma 43. Let b ∈ qZp and n be a non-negative integer. Then∫
Zp
(1 + b)x d%n(x) = b
n.
Proof. Example 38 states that
(1 + b)x =
∑
i≥0
(
x
i
)
bi.
The claim is now implied by Part v) of Lemma 35, which states that∫
Zp
(
x
i
)
d%n(x) =
{
1 i = n
0 else
.
Proposition 44. Let u be a non-negative even integer. For all non-negative integers n,m we
have ∫
Zp
γmu (x) d%n(x) =
m∑
i=0
(
m
i
)
(−1)m−i(1 + q)iu
(
(1 + q)q˜i − 1
)n
.
Proof. We have
γmu (x) =
(
(1 + q)q˜x+u − 1
)m
=
m∑
i=0
(
m
i
)
(−1)m−i(1 + q)q˜ix+iu
and further
(1 + q)q˜ix =
1 + q˜i∑
j=1
(
q˜i
j
)
qj
x
for i = 0, . . . ,m. With the last Lemma we have∫
Zp
(1 + q)q˜ix+iu d%n(x) = (1 + q)
iu
∫
Zp
(1 + q)q˜ix d%n(x)
= (1 + q)iu
 q˜i∑
j=1
(
q˜i
j
)
qj
n = (1 + q)iu((1 + q)q˜i − 1)n.
All together we get∫
Zp
γmu (x) d%n(x) =
m∑
i=0
(
m
i
)
(−1)m−i(1 + q)iu
(
(1 + q)q˜i − 1
)n
.
Corollary 45. Let u be a non-negative even integer. Let n,m be non-negative integers.
i) We have ∫
Zp
γmu (x) d%n(x) =
∫
Zp
(1 + q)ux
(
(1 + q)q˜x − 1
)n
d%m(x)
=
∫
Zp
(1 + q)uxγn0 (x) d%m(x).
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ii) We have
1
qn
∫
Zp
γmu (x) d%n(x) ∈ Zp.
Proof. i) This is an immediate consequence of Lemma 36 which states that∫
h d%m =
m∑
i=0
(
m
i
)
(−1)m−ih(i)
for all continuous function h.
ii) This follows immediately from Part I) because vp(γ0(x)) ≥ vp(q), i.e.
γn0 (x)
qn
∈ Zp
for all x ∈ Zp.
3.2 Measures on Zp
We start by giving very important examples of measures in M(Zp,Zp).
Lemma 46. For every series H(T ) =
∑
n≥0 bnT
n ∈ ZpJT K the map
νH : cts(Zp,Zp)→ Zp
f 7→
∑
n≥0
bn
∫
Zp
f d%n.
defines a measure in M(Zp,Zp).
Proof. This is obvious since %n is Zp-linear for all n ≥ 0 and the Theorem of Mahler states that
(
∫
f d%n)n is a zero sequence.
For n ≥ 0 and a measure µ ∈M(Zp,Zp) we write
bn(µ) =
∫
Zp
(
x
n
)
dµ(x).
Proposition 47. There is a Zp-module isomorphism
F• : M(Zp,Zp)
∼−→ ZNp ∼= ZpJT K
µ 7→ Fµ(T ) :=
∑
n≥0
bn(µ)T
n
The assignment H 7→ νH described in Lemma 46 is the inverse module isomorphism of F•. The
Zp-algebra structure of ZpJT K induces via F• an Zp-algebra structure on M(Zp,Zp).
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Proof. It is obvious that F• and the map in iii) are Zp-module homomorphisms. We now show
that νFµ = µ and FνF = F. Using the Theorem of Mahler we get∫
Zp
fdµ(x) =
∫
Zp
∑
n≥0
(∫
Zp
f d%n
)(
x
n
)
dµ(x).
Lemma 33 states that we can change summation and integration, thus the right hand side equals∑
n≥0
(∫
Zp
f d%n
)(∫
Zp
(
x
n
)
dµ(x)
)
=
∑
n≥0
bn(µ)
∫
Zp
f d%n =
∫
Zp
fdνFµ(x)
where the last equation is implied by Lemma 46. Thus νFµ = µ.
Let F (t) =
∑
bnT
n. Using Lemma 46 again we get
bn(νF ) =
∫
Zp
(
x
n
)
dνF =
∑
m≥0
bm
∫
Zp
(
x
n
)
d%m(x).
Part v) of Lemma 35 states that∫
Zp
(
x
n
)
d%m(x) =
{
1 m = n
0 else
.
Therefore bn(νF ) = bn which implies
FνF = F.
We will describe now the multiplication on M(Zp,Zp) induced by F•. Let µ, ν ∈M(Zp,Zp).
Proposition 47 imply that the product
µ ∗ ν := (F•)−1(FµFν) = (F•)−1
∑
n≥0
 ∑
i+j=n
bi(µ)bj(ν)
Tn

defines a multiplication on M(Zp,Zp).
Lemma 48. For all x, t ∈ Zp and for all non-negative integers n we have(
x+ t
n
)
=
∑
i+j=n
(
x
i
)(
t
j
)
Proof. The maps
(x, t)→
(
x+ t
n
)
and
(x, t)→
∑
i+j=n
(
x
i
)(
t
j
)
are polynomial and therefore elements of cts(Zp × Zp,Zp). Remember that for all non-negative
integers r, s the equation (
r + s
n
)
=
∑
i+j=n
(
r
i
)(
s
j
)
is true. Because N0×N0 ⊆ Zp×Zp is dense the statement of the Lemma is true by continuity.
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Corollary 49. Let f ∈ cts(Zp,Zp) and µ ∈M(Zp,Zp) The assignment
x 7→
∫
Zp
f(x+ t)dµ(t)
defines a continuous function in cts(Zp,Zp).
Proof. Let n be a non-negative integer. Consider the map
ϕn : Zp → Zp
x 7→
∫
Zp
(
x+ t
n
)
dµ(t)
We have∫
Zp
(
x+ t
n
)
dt =
∫
Zp
∑
i+j=n
(
x
i
)(
t
j
)
dµ(t) =
∑
i+j=n
(
x
i
)∫
Zp
(
t
j
)
dµ(t) =
∑
i+j=n
(
x
i
)
bj(µ).
As sum of continuous functions, the map ϕn is also continuous. There is a zero sequence (an)
such that
f =
∑
n≥0
an
(
x
n
)
.
Using Lemma 33 all the way we get that the assignment
x 7→
∫
Zp
f(x+ t)dµ(t) =
∫
Zp
∑
n≥0
an
(
x+ t
n
)
dµ(t)
=
∑
n≥0
an
∫
Zp
(
x+ t
n
)
dµ(t) =
∑
n≥0
anϕn(x)
is continuous.
Proposition 50. For all measures µ, ν ∈M(Zp,Zp) and all continuous functions f ∈ cts(Zp,Zp)
we have ∫
Zp
f(x)d(µ ∗ ν)(x) =
∫
Zp
∫
Zp
f(x+ t)dµ(x)dν(t).
Proof. The value (µ ∗ ν)(f) is defined to be(F•)−1
∑
n≥0
 ∑
i+j=n
bi(µ)bj(ν)
Tn
 (f)
Lemma 46 imply that∫
Zp
f(x)d(µ ∗ ν)(x) =
∑
n≥0
∑
i+j=n
bi(µ)bj(ν)
∫
Zp
f d%n.
The Theorem of Mahler states that
f =
∑
n≥0
(
x
n
)∫
Zp
f d%n.
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Therefore ∫
Zp
∫
Zp
f(x+ t)dµ(x)dν(t) =
∑
n≥0
∫
Zp
∫
Zp
(
x+ t
n
)
dµ(x)dν(t)
∫
Zp
f d%n.
With Lemma 48 we have∫
Zp
∫
Zp
(
x+ t
n
)
dµ(x)dν(t) =
∑
i+j=n
∫
Zp
∫
Zp
(
x
i
)(
t
j
)
dµ(x)dν(t)
=
∑
i+j=n
∫
Zp
(
x
i
)
dµ(x)
∫
Zp
(
t
j
)
dν(t) =
∑
i+j=n
bi(µ)bj(ν).
This proves the proposition.
A Zp-group action
Now we have that M(Zp,Zp) carries the structure of a Zp-algebra. But there is additional
structure.
Lemma 51. The map
Zp ×M(Zp,Zp)→M(Zp,Zp)
(λ, µ) 7→ λ µ
where λ µ is defined by ∫
G
fdλ µ =
∫
G
f(λ+ x)dµ(x)
is a group action.
Proof. The map
λµ : cts(Zp,Zp)→ cts(Zp,Zp) µ−→ Zp
f 7→ f ◦ (+λ) 7→
∫
G
f(λ+ x)dµ(x)
is obviously Zp-linear. Since (+λ) and µ are continuous we have that λµ is a measure.
We can also give ZpJT K the structure of a Zp-set in such a way, that F• is Zp-equivariant.
Lemma 52. The map
Zp × ZpJT K→ ZpJT K
(λ, F (T )) 7→ λ F (T ) := (1 + T )λ · F (T )
is a group action. The isomorphism of Zp-algebras
F• : M(Zp,Zp)
∼−→ ZpJT K
is Zp-equivariant.
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Proof. Obviously we have 0 F (T ) = F (T ) and κ (λ F (T )) = (κ+ λ) F (T ). In Example
38 we showed that
(1 + T )λ =
∑
n≥0
(
λ
n
)
Tn ∈ ZpJT K.
Remember that together with Lemma 48 we have
bn(λ µ) =
∫
Zp
(
x
n
)
d(λ µ)(x) =
∫
Zp
(
x+ λ
n
)
dµ(x)
=
∫
Zp
∑
i+j=n
(
x
i
)(
λ
j
)
dµ(x) =
∑
i+j=n
(
λ
j
)
bi(µ).
for all n ≥ 0. This imply
Fλµ(T ) =
∑
n≥0
bn(λ µ)Tn =
∑
n≥0
 ∑
i+j=n
(
λ
j
)
bi(µ)
Tn
=
∑
n≥0
(
λ
n
)
Tn
∑
n≥0
bn(µ)T
n
 = (1 + T )λFµ = λ Fµ.
The Quotient of the action on ZpJT K
With ∼Zp we denote the equivalence relation on ZpJT K induced by the Zp-action, i.e. F ∼Zp F˜
if and only if there exists a λ ∈ Zp such that F = λ  F˜ = (1 + T )λF˜ . We now determine the
quotient set
ZpJT K/ ∼Zp
of the equivalence relation. Later this is needed to prove Theorem B.
Definition 53. Let
Q ⊆ Z≥0 ×
(
Zp − {0}
)× Z≥0 × ZpJT K
be the subset of elements (m, a, r, P (T )) which satisfy
0 ≤ r ≤ vp(a).
We now prove the existence of an isomorphism
ZpJT K/ ∼Zp ∼−→ {0} ∪Q.
We start with a trivial observation:
[0]∼ = {0}.
Further we need the following
Lemma 54. Let
F (T ) = a+ bT + T 2P (T 2)
an element of ZpJT K with a 6= 0.
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i) There exists an unique element rF ∈ {0, 1, . . . , pvp(a) − 1} such that
rF ≡ b mod aZp.
ii) There exists an unique element PF (T ) ∈ ZpJT K such that
F ∼Zp a+ rFT + T 2PF (T ).
iii) Assume b ∈ {0, 1, . . . , pvp(a) − 1}. Then rF = b and PF = P .
Proof. i) This is a immediate consequence of the following equation:
⋃˙pv(a)−1
r=0
(
r + cZp
)
=
⋃˙pv(a)−1
r=0
(
r + pv(a)Zp
)
= Zp.
ii) We start with the proof of the existence of PF :
Example 38 states that
(1 + T )λ = 1 + λT +O(T 2)
for all λ ∈ Zp. Let l ∈ Zp be the unique element such that rF = b+ la. Then
la F (T ) = (1 + T )laF (T ) = (1 + laT +O(T 2))(a+ bT +O(T 2))
= a+ (la+ b)T +O(T 2) = a+ rFT +O(T 2)
Let PF (T ) be the unique element in ZpJT K such that we can write
la F (T ) = a+ rFT + T 2PF (T ).
Now we prove the uniqueness:
Let PF (T ) and PˆF (T ) be two polynomials such that(
a+ rFT + T
2PˆF (T )
)
∼Zp F ∼Zp
(
a+ rFT + T
2PF (T )
)
Then there exists an p-adic integer λ such that(
a+ rFT + T
2PˆF (T )
)
= (1 + T )λ
(
a+ rFT + T
2PF (T )
)
.
This imply
(a+ rF +O(T 2)) = (1 + λT +O(T 2))(a+ rF +O(T 2))
= a+ (rF + λa)T +O(T 2)
and since a 6= 0 this imply λ = 0. Therefore PF = PˆF .
iii) This is obvious.
Regard that for every F ∈ ZpJT K − {0} there exists an unique non-negative integer m such
that
F (T ) = Tm(a+ bT +O(T 2))
with a 6= 0.
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Corollary 55. The map
φ :
(
ZpJT K− {0})/ ∼Zp ∼−→ Q
[F (T ) = Tm(a+ bT +O(T 2))]∼ 7→ (m, a, rF , PF )
is a well-defined isomorphism with inverse isomorphism given by
Q→
(
ZpJT K− {0})/ ∼Zp
(m, a, r, P (T ))→ [Tm(a+ rT + T 2P (T ))]∼.
In the later parts we need the following
Proposition 56. i) The set
1 + TZpJT K
is a Zp-invariant subset.
ii) There exists a bijection
(1 + TZpJT K)/ ∼Zp ∼−→ ZpJT K.
Proof. i) This is trivial since (1 + T )λ = (1 +O(T )).
ii) We show that the image of the injective map
φ|(1+TZpJT K)/∼Zp
equals
Qˆ := {0} × {1} × {0} × ZpJT K ∼= ZpJT K.
Let F = 1 + bT + O(T 2) ∈ 1 + TZpJT K. Then we have b ≡ 0 mod 1Zp, i.e. rF = 0.
Therefore φ([F ]∼) = (0, 1, 0, PF (T )) ∈ Qˆ. If P (T ) ∈ ZpJT K then
φ([1 + T 2P (T )]∼) = (0, 1, 0, P (T )),
which imply the demanded.
The Amice transform of a measure
Let µ ∈M(Zp,Zp). The Amice transform of µ is the map
Fµ : 1 + pZp → Zp
with
a 7→
∫
Zp
axdµ(x).
Proposition 57. If a− 1 ∈ pZp we have
Fµ(a) =
∫
Zp
axdµ(x) = Fµ(a− 1)
where
Fµ =
∑
n≥0
bn(µ)T
n ∈ ZpJT K
is the power series corresponding to µ.
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Proof. Let b = a− 1. In Example 38 we already showed that
(1 + b)x =
∑
n≥0
(
x
n
)
bn
for all x ∈ Zp, which implies∫
Zp
(1 + b)xdµ(x) =
∫
Zp
∑
n≥0
(
x
n
)
bndµ(x)
=
∑
n≥0
(∫
Zp
(
x
n
)
dµ(x)
)
bn =
∑
n≥0
bn(µ)b
n = Fµ(b).
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In the rest of the section we use the notation
G := Z×p /{±1}.
We start with the following
Lemma 58. The map
G×M(G,Zp)→M(G,Zp)
(λ¯, µ) 7→ λ¯ µ
where λ¯ µ is defined by ∫
G
fd(λ¯ µ) =
∫
G
f(λ¯x¯)dµ(x¯)
is a group action.
Proof. The map
λ¯ µ : cts(G,Zp)→ cts(G,Zp) µ−→ Zp
f 7→ f ◦ (·λ¯) 7→
∫
G
f(λ¯x¯)dµ(x¯)
is obviously Zp-linear. Since (·λ¯) and µ are continuous we have that λ¯ µ is a measure.
In this work we give several descriptions of M(G,Zp). One of them in terms of sequences in
Qp, one by using the Theory of measures on Zp.
Measures on Z×p /{±1} and sequences in Qp
There is an easy example of a continuous function G→ Zp.
Example 59. Assume k is an non-negative even integer. The assignment
x¯ 7→ xk
is a well-defined function G→ Zp, because xk = (−x)k. If a series (x¯n) converges to x¯ in G it is
easy to see, that xkn → xk in Zp. Therefore the function is continuous.
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We use the
∏∗
-notation described on page 7. An important observation is that there is a
map
s : M(G,Zp)→
∏
k≥4
k even
Qp =
∗∏
k≥4
Qp
mapping a measure µ to the even sequence (zk)
∗
k≥4 defined by
zk =
∫
G
xkdµ(x¯)
for even k ≥ 4. We have the following obvious
Lemma 60. The map
s : M(G,Zp)→
∗∏
k≥4
Qp
is a Zp-module homomorphism. Therefore im(s) is a Zp-submodule.
Proof. Let µ, ν ∈M(G,Zp) and λ ∈ Z2. Then
s(µ+ ν)k =
∫
G
xkd(µ+ ν)(x¯) =
∫
G
xkdµ(x¯) +
∫
G
xkdν(x¯) = s(µ)k + s(ν)k
s(λµ)k =
∫
G
xkd(λµ)(x¯) =
∫
G
λxkd(µ)(x¯) = λs(µ)k
for even k.
Later the map s will become very important. We will see that s is injective and why the
following definition deserve its name.
Definition 61. We say that a sequence
(zk)
∗
k≥4 ∈
∗∏
k≥4
Qp
satisfies the generalized Kummer congruences if (zk) is an element in the image of the Zp-module
homomorphism
s : M(G,Z)→
∗∏
k≥4
Qp.
We denote the Zp-module of sequences which satisfies the generalized Kummer congruences with
KC.
Next we prove that KC is a G-set and the map s : M(G,Z)→ KC is G-equivariant.
Lemma 62. i) The map
G×KC→ KC
(λ¯, (zk)
∗
k≥4) 7→ λ¯ (zk)∗k≥4 := (λkzk)∗k≥4
is a well-defined group action.
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ii) The map s : M(G,Z)→ KC is G-equivariant.
Proof. Let (zk) ∈ KC. Remember that λkzk = (−λ)kzk for all even k. Then there exists a
measure µ ∈M(G,Z) such that (zk) = s(µ) and this implies
zk =
∫
G
xkdµ(x¯)
for all even k. Thus
λkzk =
∫
G
λkxkdµ(x¯) =
∫
G
xkd(λ¯ µ)(x¯)
and therefore
(λkzk)
∗
k≥4 = s(λ¯ µ).
Therefore λ¯ (zk)∗k≥4 := (λkzk)∗k≥4 is an element of KC and the group action is well-defined. It
is obvious that 1¯ (zk)∗k≥4 = (zk)∗k≥4 and that for κ¯, λ¯ ∈ G we have
κ¯ (λ¯ (zk)∗k≥4) = (κ¯λ¯) (zk)∗k≥4.
For the equivariance of s: We have
s(λ¯ µ) = (λkzk)∗k≥4 = λ¯ (zk)∗k≥4 = λ¯ s(µ).
Measures on ∆× Zp
The next goal is to describe an isomorphism of Zp-modules
M(∆× Zp,Zp) ∼−→
⊕
θ∈∆̂
M(Zp,Zp).
Remember that a (Dirichlet) character of a finite abelian group H is a homomorphism H → C×.
We use the notation Ĥ := homgroup(H,C×) for the character group of H. The Teichmu¨ller
character ω described in Section 1 (see page 12) gives an unique element in ̂(Z/qZ)× which
makes the diagram
Z×p
ω◦σ

ω // µq˜ ⊆ C×
(Z/qZ)×
99
(63)
commutative. We denote this morphism (Z/qZ)× → C× also with ω and call it Teichmu¨ller
character. Later we need the following
Lemma 64. Let H be a finite abelian group.
i) H is non-canonically isomorphic to Ĥ.
ii) The Teichmu¨ller character ω generates ̂(Z/qZ)×.
ii) The character ω2 generates ̂(Z/qZ)×/{±1}.
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Proof. Part i) and Part ii) are known facts. Since the diagram
(Z/qZ)× ω
2
//

µq˜ ⊆ C×
(Z/qZ)×/{±1}
ω2
77
commutes, we know that the order of ω2 equals
| ̂(Z/qZ)×|/2 = | ̂(Z/qZ)×/{±1}|.
The group ∆ is finite and of order (p− 1)/2. We use the notation ∆̂ := homgroup(∆,C×) for
the character group of ∆. For the description of M(∆× Zp,Zp) we need the following
Lemma 65. i) Every element h ∈ cts(∆× Zp,Zp) can be uniquely written as
h(g, x) =
∑
θ∈∆̂
θ(g)fθ(x)
for continuous functions fθ ∈ cts(Zp,Zp).
ii) The Zp-linear map
cts(∆× Zp,Zp)→
⊕
θ∈∆̂
cts(Zp,Zp)
h(g, x) =
∑
θ∈∆̂
θ(g)fθ(x) 7→ (fθ)θ∈∆̂
is a topological isomorphism. The assignment, which maps a tupel (fθ)θ∈∆̂ ∈
⊕
cts(Zp,Zp)
to the continuous function
(g, x) 7→
∑
θ∈∆̂
θ(g)fθ(x)
is obviously the inverse isomorphism.
Proof. Let γ ∈ ∆̂. The element δγ in the group ring Zp[∆̂] is defined by
δγ(g) =
{
1, if g = γ
0, else.
We can write
h(g, x) =
∑
γ∈∆
δγ(g)h(γ, x).
Since |∆| is prime to p it is invertible in Zp. In [S, Chapter 2] it is shown that∑
θ∈∆̂
θ(g) =
{ |∆|, if g = 1
0, else
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which implies
δ1(g) =
1
|∆|
∑
θ∈∆̂
θ(g) ∈ Zp[∆̂].
Translation with γ yields
δγ(g) = δ1(gγ
−1) =
1
|∆|
∑
θ∈∆̂
θ(g)θ(γ−1) =
∑
θ∈∆̂
cθ,γθ(g)
for cθ,γ :=
1
|∆|θ(γ
−1). The function fθ : Zp → Zp defined by
fθ(x) =
∑
γ∈∆
cθ,γh(γ, x)
is obviously continuous. Together with the above we have
h(g, x) =
∑
γ∈∆
∑
θ∈∆̂
cθ,γθ(g)
h(γ, x) = ∑
θ∈∆̂
θ(g)
∑
γ∈∆
cθ,γh(γ, x) =
∑
θ∈∆̂
θ(g)fθ(x).
This proves Part i).
Now let (hn)n≥0 ⊆ cts(∆× Zp,Zp) be a sequence converging to h, i.e.
max
(g,x)∈∆×Zp
|hn(g, x)− h(g, x)|p −→ 0
There are continuous functions fθ, fθ,n ∈M(Zp,Zp) such that
hn(g, x) =
∑
θ∈∆̂
θ(g)fθ,n(x) , h(g, x) =
∑
θ∈∆̂
θ(g)fθ(x).
We now show that the sequence (fθ,n)θ∈∆̂ converges to (fθ)θ∈∆̂. Let ϑ ∈ ∆̂. By definition of
fϑ,n, fϑ we have
max
x∈Zp
|fϑ,n(x)− fϑ(x)|p = max
x∈Zp
∣∣∣∣∣∣
∑
γ∈∆
cϑ,γ(hn(γ, x)− h(γ, x))
∣∣∣∣∣∣
p
≤
∑
γ∈∆
cϑ,γ max
x∈Zp
|hn(γ, x)− h(γ, x)|p .
Since
max
x∈Zp
|hn(γ, x)− h(γ, x)|p ≤ max
(g,x)∈∆×Zp
|hn(g, x)− h(g, x)|p −→ 0
the claim of Part ii) is true.
Corollary 66. i) There is an well-defined isomorphism of Zp-modules
β = (βθ)θ∈∆̂ : M(∆× Zp,Zp)
∼−→
⊕
θ∈∆̂
M(Zp,Zp)
µ 7→ βµ = (βθµ)θ∈∆̂.
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where βθµ ∈M(Zp,Zp) is defined by∫
Zp
f(x)d(βθµ)(x) :=
∫
∆×Zp
θ(g)f(x)dµ(g, x)
for all f ∈ cts(Zp,Zp).
ii) The inverse isomorphism
β−1 :
⊕
θ∈∆̂
M(Zp,Zp)
∼−→M(∆× Zp,Zp)
maps an element (νθ)θ∈∆̂ to a element β
−1((νθ)θ∈∆̂) ∈M(∆×Zp,Zp) which is well-defined
by the formula∫
∆×Zp
h(g, x) dβ−1((νθ))(g, x) =
∫
∆×Zp
∑
θ∈∆̂
θ(g)fθ(x) dβ
−1((νθ))(g, x) =
∑
θ∈∆̂
∫
Zp
fθ dνθ,
for all h ∈ cts(∆ × Zp,Zp), where the fθ ∈ cts(Zp,Zp) are chosen such that h(g, x) =∑
θ(g)fθ(x).
Proof. It is obvious that β and β−1 a Zp-module homomorphism. We split the proof up in three
steps.
1) We show that β and β−1 are well-defined.
2) We show that β ◦ β−1 is the identity.
3) We show that β−1 ◦ β is the identity.
For Step 1): The map
ϕ : cts(Zp,Zp)→ cts(∆× Zp,Zp)
f 7→ ((g, x) 7→ θ(g)f(x)
is obviously continuous. Thus
βθµ : cts(Zp,Zp)
ϕ−→ cts(∆× Zp,Zp) µ−→ Zp
is continuous and therefore a measure.
Let (νθ)θ∈∆̂ ∈
⊕
M(Zp,Zp). The map
β−1((νθ)) : cts(∆× Zp,Zp)→ Zp
h =
∑
θ∈∆̂
θ(g)fθ(x) 7→
∑
θ∈∆̂
νθ(fθ)
can be written as a composition
ν : cts(∆× Zp,Zp) ∼−→
⊕
θ∈∆̂
cts(Zp,Zp)
(νθ)−→
⊕
θ∈∆̂
Zp → Zp
h 7→ (fθ) 7→ (νθ(fθ)) 7→
∑
θ∈∆̂
νθ(fθ)
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where the left hand map the continuous Zp-linear map described in Lemma 65 Part ii) and the
right hand map is the summation, which is also continuous and Zp-linear. Since the middle map
is continuous and Zp-linear this is also true for β−1((νθ)).
For Step 2): Let f ∈ cts(Zp,Zp) and (νθ)θ∈∆̂ ∈
⊕
M(Zp,Zp). We have to show that
βθ(β
−1((νθ))) = νθ for all θ ∈ ∆̂. Using first Part i) and then Part ii) we get that∫
Zp
fdβθ(β
−1((νθ))) =
∫
∆×Zp
θ(g)f(x)dβ−1((νθ))(x, g) =
∫
Zp
fdνθ.
For Step 3): Let h(g, x) =
∑
θ(g)fθ(x) ∈ cts(∆× Zp,Zp) and µ ∈M(∆× Zp,Zp). We have∫
∆×Zp
hdµ =
∫
∆×Zp
∑
θ∈∆̂
θ(g)fθ(x)dµ(g, x)
=
∑
θ∈∆̂
∫
∆×Zp
θ(g)fθ(x)dµ(g, x).
Using Part i) we get that this is equal to∑
θ∈∆̂
∫
Zp
fθ(x)d(βθµ)(x)
Using Part ii) we get that this is equal to∫
∆×Zp
∑
θ∈∆̂
θ(g)fθ(x)dβ
−1((βθµ))(g, x) =
∫
∆×Zp
hdβ−1(β(µ)).
The equivariance of β
Remember that M(∆× Zp,Zp) carries the structure of a Zp -algebra. This endows⊕
θ∈∆̂
M(Zp,Zp)
canonically with a Zp-algebra structure. Therefore the Zp-module isomorphism
β : M(∆× Zp,Zp) ∼−→
⊕
θ∈∆̂
M(Zp,Zp)
induces a Zp-algebra structure on M(∆× Zp,Zp).
Lemma 67. The map
(∆× Zp)×M(∆× Zp,Zp)→M(∆× Zp,Zp)
((ξ, λ), µ) 7→ (ξ, λ) µ
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where (ξ, λ) µ is defined by∫
∆×Zp
f(g, x)d
(
(ξ, λ) µ
)
(g, x) =
∫
∆×Zp
f(ξg, x+ λ)dµ(g, x)
is a well-defined group action.
Proof. The map
(ξ, λ) µ : cts(∆× Zp,Zp)→ cts(∆× Zp,Zp) µ−→ Zp
f 7→ f ◦ (·ξ,+λ) 7→
∫
∆×Zp
f(ξg, x+ λ)dµ(g, x)
is obviously Zp-linear. Since (·ξ,+λ) and µ are continuous we have that (ξ, λ)µ is a measure.
Remember that there is a Zp action on M(Zp,Zp) such that∫
fdλ µ =
∫
f(λ+ x)dλ
for all λ ∈ Z2, µ ∈M(Zp,Zp) and continuous functions f . (See Lemma 51)
Lemma 68. The map
(∆× Zp)×
⊕
θ∈∆̂
M(Zp,Zp)→
⊕
θ∈∆̂
M(Zp,Zp)
((ξ, λ), (µθ)θ∈∆̂) 7→ (ξ, λ) (µθ)θ∈∆̂ :=
(
θ(ξ) · (λ µθ)
)
θ∈∆̂
is a well-defined group action.
Proof. This is obvious since we already proved that (λ, µθ) → λ  µθ is a group action (See
Lemma 51) and θ is a multiplicative group homomorphism.
In Proposition 47 and Lemma 52 we proved the existence of an isomorphism of Zp-algebras
F• : M(Zp,Zp)
∼−→ ZpJT K
which is Zp-equivariant Remember that the Zp action on ZpJT K is given by
λ F (T ) = (1 + T )λF (T )
for all λ ∈ Z2 and F (T ) ∈ ZpJT K.
Lemma 69. The map
(∆× Zp)×
⊕
θ∈∆̂
ZpJT K→⊕
θ∈∆̂
ZpJT K
((ξ, λ), (Fθ)θ∈∆̂) 7→ (ξ, λ) (Fθ)θ∈∆̂ :=
(
θ(ξ)(λ Fθ)
)
θ∈∆̂
is a well-defined group action.
Proof. This is obvious since we already proved that (λ, Fθ(T ))→ λ Fθ is a group action (See
Lemma 52) and θ is a multiplicative group homomorphism.
48 3 Mahler expansions and p-adic measure theory
Remember that we have an isomorphism of topological groups (see Corollary 11)
α : G = Z×p /{±1} → ∆× Zp
x¯ 7→
(
(σ ◦ ω)(x), logp〈x〉
logp(1 + p)
)
.
This isomorphism endows the ∆× Zp-sets
M(∆× Zp,Zp) and
⊕
θ∈∆̂
M(Zp,Zp) and
⊕
θ∈∆̂
ZpJT K
with a G-set structure by defining
g  x := α(g) x
for every g ∈ G and every element x in one of the three sets. Finally we get
Proposition 70. i) The isomorphism of Zp-algebras
β = (βθ)θ∈∆̂ : M(∆× Zp,Zp)
∼−→
⊕
θ∈∆̂
M(Zp,Zp)
is G-equivariant.
ii) The isomorphism of Zp-algebras
⊕θ∈∆̂F• :
⊕
θ∈∆̂
M(Zp,Zp)
∼−→
⊕
θ∈∆̂
ZpJT K
is G-equivariant.
Proof. It is enough to show that the morphisms in i) and ii) are ∆ × Zp-equivariant. Let
r := (ξ, λ) ∈ ∆×Zp . Let f ∈ cts(Zp,Zp). Let νθ be the θ-component of r β(µ) and ν˜θ be the
θ-component of β(r  µ). Corollary 66 together with Lemma 69 gives us∫
Zp
f(x)dνθ(x) =
∫
Zp
θ(ξ)f(x)d(λ βθµ)(x) =
∫
Zp
θ(ξ)f(x+ λ)dβθµ(x)
=
∫
∆×Zp
θ(g)θ(ξ)f(x+ λ)dµ(g, x) =
∫
∆×Zp
θ(ξg)f(λ+ x)dµ(g, x)
and ∫
Zp
f(x)dν˜θ(x) =
∫
Zp
f(x)d
(
βθ((ξ, λ) µ)
)
(x)
=
∫
∆×Zp
θ(g)f(x)d
(
(ξ, λ) µ)(x) = ∫
∆×Zp
θ(ξg)f(λ+ x)dµ(g, x).
This proves Part i).
Let (µθ) ∈
⊕
θ∈∆̂M(Zp,Zp). Then
(⊕θ∈∆̂F•)(r  (µθ)θ∈∆̂) = (⊕θ∈∆̂F•)
(
(θ(ξ)(λ µθ))θ∈∆̂
)
.
Since F• is Zp-equivariant and Zp-linear we have that the right hand side of this equation is(
θ(ξ)Fλµθ
)
θ∈∆̂
=
(
θ(ξ)(λ Fµθ )
)
θ∈∆̂
= r  (Fµθ )θ∈∆̂.
This proves Part ii).
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The isomorphism of topological groups
α = (γ, l) : G = Z×p /{±1} → ∆× Zp
x¯ 7→
(
(σ ◦ ω)(x), logp〈x〉
logp(1 + p)
)
described in Corollary 11 induces an isomorphism of Zp-modules
a∗ : M(G,Zp)
∼−→M(∆× Zp,Zp)
such that ∫
∆×Zp
f(g, x)dα∗µ(g, x) =
∫
G
f(γ(t¯), l(t¯))dµ(t¯)
for all continuous functions f on ∆× Zp and all measures µ ∈M(∆× Zp,Zp) (See Lemma 31).
The set M(∆ × Zp,Zp) carries the structure of a Zp-algebra, therefore α induces a Zp-algebra
structure on M(G,Zp). Further we have
Lemma 71. The isomorphism of Zp-algebras
α∗ : M(G,Zp)
∼−→M(∆× Zp,Zp)
is G-equivariant.
Proof. Let g¯ ∈ G and (ξ, λ) := α∗(g¯) ∈ ∆× Zp. Let f be a continuous function on ∆× Zp and
µ ∈M(∆× Zp,Zp). Then
α∗(g  µ)(f) =
∫
G
f(γ(t¯), l(t¯))d(g¯  µ)(t¯) =
∫
G
f(γ(g¯t¯), l(g¯t¯))dµ(t¯).
Remember that by definition we have g¯  α∗(µ) = α(g¯) α∗(µ) = (ξ, λ) α∗(µ) and therefore(
(ξ, λ) α∗(µ)
)
(f) =
∫
∆×Zp
f(γ, x)d
(
(ξ, λ) α∗(µ)
)
(γ, x)
=
∫
∆×Zp
f(ξγ, λ+ x)d
(
α∗(µ)
)
(γ, x)
=
∫
G
f(ξγ(t¯), λ+ l(t¯))dµ(t¯).
Since ξγ(t¯) = γ(g¯)γ(t¯) = γ(g¯t¯) and λ + l(t¯) = l(g¯) + l(t¯) = l(g¯t¯) for all t¯ ∈ G the claim of the
Lemma is proved.
Now we put the pieces together. Proposition 70 together with Lemma 71 gives us an isomor-
phism of Zp-algebras
ψ1 : M(G,Zp)
α∗−→M(∆× Zp,Zp) β−→
⊕
θ∈∆̂
M(Zp,Zp)
⊕F•−→
⊕
θ∈∆̂
ZpJT K
which is G-equivariant.
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Since ω2 is a generator ∆̂ there is a canonical isomorphism of Zp-algebras⊕
r∈Z/(|∆|)
ZpJT K ∼−→⊕
θ∈∆̂
ZpJT K
(Fr) 7→ (Fω2r )
or equivalently
ψ2 :
⊕
r∈Z/(2|∆|)
r even
ZpJT K ∼−→⊕
θ∈∆̂
ZpJT K
(Fr) 7→ (Fωr )
Then ψ transports the G-set structure of the left-hand side to the right hand side, i.e.⊕
r∈Z/(2|∆|)
r even
ZpJT K
carries a G-action defined by
g  (Fr) = ψ−1(g  (Fωr ))
for all g ∈ G and tuples (Fr).
Remember we use the notation
q˜ :=
{
p− 1 if p odd
2 if p = 2
and the
∏∗
-notation described on page 7. Regard that 12 q˜ = |∆̂| = |∆| and therefore
⊕
r∈Z/(2|∆|)
r even
ZpJT K =: ∗⊕
r∈Z/q˜
ZpJT K.
Remember that Lemma 62 states that the Zp-module homomorphism
s : M(G,Zp)→ KC ⊆
∗∏
k≥4
Qp
is G-equivariant. We get
Proposition 72. The G-equivariant isomorphism of Zp-modules
Φ1 : M(G,Zp)
ψ1−→
⊕
θ∈∆̂
ZpJT K ψ−12−→ ∗⊕
r∈Z/q˜
ZpJT K.
maps an element µ ∈M(G,Zp) to the element∑
n≥0
ar,nT
n
∗
r∈Z/q˜
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where
ar,n =
∫
G
ωr(t¯)
(
(logp(1 + q))
−1 logp〈t〉
n
)
dµ(t¯)
for all n ≥ 0. In particular we have
a0,0 =
∫
G
1 dµ.
Proof. We have
Φ1(µ) =
(
ψ−12 ◦ (⊕θF•) ◦ β ◦ α∗
)
(µ)
and because (⊕θ F•)((βθα∗µ)θ) = (F•(βθα∗µ))
θ
we have
Φ1(µ) =
(
F•(βωrα∗µ)
)∗
r∈Z/q˜
.
Diagram 63 tells us that we have a commutative diagram
G = Z×p /{±1}
γ

ωr // µq˜ ⊆ C×
∆ = (Z/qZ)×/{±1}
ωr
44
for even k. Therefore ωr(γ(t¯)) = ωr(t¯) for all t¯ ∈ G and even r. We have
F•(βωrα∗µ) =
∑
n≥0
bn(βωrα∗µ)Tn
where (see Lemma 47 and Corollary 66)
bn(βωrα∗µ) =
∫
Zp
(
x
n
)
d
(
βωrα∗µ
)
(x) =
∫
∆×Zp
ωr(g)
(
x
n
)
d
(
α∗µ
)
(g, x)
=
∫
G
ωr(t¯)
(
(logp(1 + q))
−1 logp〈t〉
n
)
dµ(t¯).
Now we state and prove the main Theorem of this section.
Theorem 73. i) The G-equivariant homomorphism of Zp-modules 2
Γ :
∗⊕
r∈Z/q˜
ZpJT K Φ−11−→M(G,Zp) s−→ KC ⊆ ∗∏
k≥4
Qp
maps an element
(Fr)
∗
r∈Z/q˜ ∈
∗⊕
r∈Z/q˜
ZpJT K
to the sequence (
Fk
(
(1 + q)k − 1))∗
k≥4
.
2Remember that this is exactly the map of Definition 22
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ii) The homomorphism of Zp-modules
Γ :
∗⊕
r∈Z/q˜
ZpJT K −→ ∗∏
k≥4
Qp
is a homomorphism of Zp-algebras. Therefore the Zp-module KC = im(Γ) is a Zp-
subalgebra.
Proof. Let (Fr), (Hr) ∈
⊕∗
r∈Z/q˜ ZpJT K and
µ := (ψ−11 ◦ ψ2)
(
(Fr)
∗
r∈Z/q˜
)
.
First we have to show that
s(µ) =
∫
G
t¯kdµ(t¯) = Fk((1 + q)
k − 1)
for all even k ≥ 4. Then Proposition 57 imply that
Fk((1 + q)
k − 1) = Fωk((1 + q)k − 1) =
∫
Zp
(1 + q)kxdµωk(x)
where µωk := (F•)−1(Fωk) ∈M(Zp,Zp). Since µωk = βωk(α∗(µ)) we get from Corollary 66 that∫
Zp
(1 + q)kxdµωk(x) =
∫
∆×Zp
ωk(g)(1 + q)kxd(α∗µ)(g, x)
=
∫
G
ωk(γ(t¯))(1 + q)kl(t¯)dµ(t¯)
with α(t¯) = (γ(t¯), l(t¯)) for all t¯ ∈ G. Diagram 63 tells us that we have a commutative diagram
G = Z×p /{±1}
γ

ωk // µq˜ ⊆ C×
∆ = (Z/qZ)×/{±1}
ωk
44
for even k. Therefore ωk(γ(t¯)) = ωk(t¯) for all t¯ ∈ G and even k ≥ 4. Further we have that
(1 + q)kl(t¯) = exp
(
kl(t¯) logp(1 + q)
)
= exp
(
k
logp〈t〉
logp(1 + q)
logp(1 + q)
)
= 〈t〉k.
Remember that t¯k = ωk(t¯)〈t〉 for all t¯ ∈ G and even k (see page 12 - 13). Therefore we have that∫
G
ωk(γ(t¯))(1 + q)kl(t¯)dµ(t¯) =
∫
G
ωk(t¯)〈t〉dµ(t¯) =
∫
G
t¯kdµ(t¯).
This proves Part i). Part ii) is immediately implied by Part i) because(
Γ
(
(FrHr)
))
k
= (FkHk)((1 + q)
k − 1)
= Fk((1 + q)
k − 1) ·Hk((1 + q)k − 1) = (Γ
(
(Fr)
)
)k · (Γ
(
(Hr)
)
)k .
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Kummer congruences and p-local series I
Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. In this and the next
paragraph we give two additional descriptions of M(G,Zp) in terms of zero sequences of p-adic
integers. The intention to do this, is the hope that this descriptions will help to attack part ii)
of Problem 23.
Let r ∈ Z/q˜ with r even. Remember (Definition 24) that we have a Zp-module homomorphism
Γr : ZpJT K→ ∏
k≥4
k ≡ r mod q˜
Qp
F 7→
(
F
(
(1 + q)k − 1)) k≥4
k ≡ r mod q˜
and that Γ =
⊕∗
r∈Z/q˜ Γr. We use the injective map
κ1 : ZpJT K ↪→ cts(Zp,Zp) ∼−→ c0(Zp)
F =
∑
amT
m 7→ (x 7→ F (px)) 7→ (∫
Zp
F (px) d%n(x)
)
n≥0
=
∑
m≥0
amp
m
∫
Zp
xm d%n(x)

n≥0
.
described on page 29. Remember (Proposition 40) that
X1 = im(κ1) =
{
(bn)n≥0 ∈ c0(Zp)
∣∣∣ bn
n! pn
∈ Zp
}
.
Proposition 74. For a non-negative integer k let pˆk := p
−1((1 + q)k − 1). We have a commu-
tative diagram of Zp-module homomorphisms
ZpJT K
Γr
$$
κ1
∼
~~
X1
Γˆ1,r
// ∏
k≥4
k ≡ r mod q˜
Qp
where
Γˆ1,r : X1 →
∏
k≥4
k ≡ r mod q˜
Qp
is given by
(bn)n≥0 7→
(
pˆk∑
n=0
bn
(
pˆk
n
))
k
=
((
κ−11 (bn)n≥0
)(
(1 + q)k − 1))
k
.
Proof. Let (bn)n≥0 ∈ X1. Regard that
F (px) =
∑
n≥0
bn
(
x
n
)
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for all x ∈ Zp. Therefore
Γr(F ) =
(
F
(
pp−1
(
(1 + q)k − 1))) k≥4
k ≡ r mod q˜
=
∑
n≥0
bn
(
pˆk
n
)
k≥4
k ≡ r mod q˜
= Γˆ1,r((bn)).
Corollary 75. We have a commutative diagram of Zp-module homomorphisms
M(G,Zp)
∼ //
∗⊕
r∈Z/q˜
ZpJT K
Γ
##
∼
⊕κ1
//
∗⊕
r∈Z/q˜
X1
Γˆ1||
KC
where
Γˆ1 :
∗⊕
r∈Z/q˜
X1
⊕Γˆ1,r−→
∗⊕
r∈Z/q˜
 ∏
k≥4
k ≡ r mod q˜
Qp
 ∼= ∗∏
k≥4
Qp.
The hope was, that the pre-image
Γˆ−11 (ConBc)
is easier to find than
Γ−1 (ConBc)
since the components of Γˆ1,r(F ) are, other than the component of Γr(F ), finite sums. Un-
fortunately this was not successful. Nevertheless this new representation brings us additional
information.
Lemma 76. i) Let r ∈ Z/q˜ with r even. Then
Y := X1 ∩ c0(Z(p)) ⊆ Γˆ−11,r
 ∏
k≥4
k ≡ r mod q˜
Z(p)
 .
ii) Assume
κ1
∑
m≥0
amT
m
 = (bn)n≥0 ∈ X1.
Then a0 = b0.
Proof. i) Let (bn)n≥0 ∈ X1 ∩ c0(Z(p)). Since pˆk ∈ N0 we have that
Γˆ1,r((bn)n≥0) =
(
pˆk∑
n=0
bn
(
pˆk
n
))
k
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is obviously an element of ∏
k≥4
k ≡ r mod q˜
Z(p).
ii) We have
b0 =
∑
m≥0
am
∫
Zp
xmpmd%0 =
∑
m≥0
am(x
m|x=0) = a0.
Kummer congruences and p-local series II
Let r ∈ Z/q˜ with r even. We know describe the second approach. Let γr : Zp → Zp be the map
given by
x 7→ (1 + q)q˜x+u − 1.
where u := min{k ≥ 4 | k ≡ r mod q˜}. We now use the injective map
κ2,r : ZpJT K→ cts(Zp,Zp) ∼−→ c0(Zp)
F =
∑
amT
m 7→ (x 7→ F (γr(x))) 7→ (∫
Zp
F (γr(x)) d%n(x)
)
n≥0
=
∑
m≥0
am
∫
Zp
γmr (x) d%n(x)

n≥0
.
described on page 30. Let X2,r := im(κ2,r).
Remark 77. Remember that Corollary 45 states that∫
Zp
γmr (x) d%n(x) =
∫
Zp
(1 + q)uxγn0 (x) d%m(x).
Let µF ∈M(Zp,Zp) be the measure corresponding to F , i.e.∫
Zp
f dµF (x) =
∑
m≥0
am
∫
Zp
f d%m(x)
for all continuous functions f (See Lemma 46) . Then we get the additional information that
κ2,r(F ) =
(∫
Zp
(1 + q)uxγn0 (x) dµF (x)
)
n≥0
.
Again we have
Proposition 78. For an element k ∈ u + q˜Z we write kˆ := k−uq˜ . We have a commutative
diagram of Zp-module homomorphisms
ZpJT K
Γr
$$
κ2,r
∼
~~
X2,r
Γˆ2,r
// ∏
k≥4
k ≡ r mod q˜
Qp
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where
Γˆ2,r : X2,r →
∏
k≥4
k ≡ r mod q˜
Qp
is given by
(bn)n≥0 7→
 kˆ∑
n=0
bn
(
kˆ
n
)
k
.
Proof. Let (bn)n≥0 ∈ X2,r. Regard that
F (γr(x)) =
∑
n≥0
bn
(
x
n
)
for all x ∈ Zp and that γr(kˆ) = (1 + q)k − 1. Therefore
Γr(F ) =
(
F
(
(1 + q)k − 1)) k≥4
k ≡ r mod q˜
=
(
F
(
γr(kˆ)
))
k≥4
k ≡ r mod q˜
=
∑
n≥0
bn
(
kˆ
n
)
k≥4
k ≡ r mod q˜
= Γˆ2,r((bn)).
Corollary 79. We have a commutative diagram of Zp-module homomorphisms
∗⊕
r∈Z/q˜
ZpJT K
Γ
##
∼
⊕κ2,r
//
∗⊕
r∈Z/q˜
X2,r
Γˆ2,r{{
KC
where
Γˆ2,r :
∗⊕
r∈Z/q˜
X2,r
⊕Γˆ2,r−→
∗⊕
r∈Z/q˜
 ∏
k≥4
k ≡ r mod q˜
Qp
 ∼= ∗∏
k≥4
Qp.
The advantage of this representation is, that now we can determine
Γˆ−12,r
 ∏
k≥4
k ≡ r mod q˜
Z(p)

which will be described in a moment. The disadvantage is that until now X2,r was not successfully
determined.
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Lemma 80. Let r ∈ Z/q˜ with r even. Then
X2,r ∩ c0(Z(p)) = Γˆ−12,r
 ∏
k≥4
k ≡ r mod q˜
Z(p)
 .
Proof. Let (bn)n≥0 ∈ X2,r ∩ c0(Z(p)). Since kˆ ∈ N0 we have that
Γˆ2,r((bn)n≥0) =
 kˆ∑
n=0
bn
(
kˆ
n
)
k
is obviously an element of ∏
k≥4
k ≡ r mod q˜
Z(p).
Assume in return that
(bn)n≥0 ∈ Γˆ−12,r
 ∏
k≥4
k ≡ r mod q˜
Z(p)
 ,
i.e.
kˆ∑
n=0
bn
(
kˆ
n
)
∈ Z(p)
for kˆ = 0, 1, 2, . . . . We now use induction on kˆ to prove that b0, b1, · · · ∈ Z(p). Obviously
b0 ∈ Z(p). Assume b0, . . . , bkˆ ∈ Z(p). Then
kˆ∑
n=0
bn
(
kˆ + 1
n
)
∈ Z(p).
Since
bkˆ+1 +
kˆ∑
n=0
bn
(
kˆ + 1
n
)
=
kˆ+1∑
n=0
bn
(
kˆ + 1
n
)
∈ Z(p)
we get bkˆ+1 ∈ Z(p) ∩ Zp = Z(p).
3.5 Applications: Multiplicative string orientations
In this subsection we formulate and proof the three main results of this work. We first have
to collect some results found in [AHR]. Remember that G := Zp/{±1}. Again we use the∏∗
-notation described on page 7.
Proposition 81. The Zp-module homomorphism
s : M(G,Zp)→ KC ⊆
∗∏
k≥4
Qp
58 3 Mahler expansions and p-adic measure theory
µ 7→
(∫
G
x¯kdµ(x¯)
)∗
k≥4
is bijective. The Zp-module homomorphism
Γ :
∗⊕
r∈Z/q˜
ZpJT K ∼−→ KC
is therefore an isomorphism.
Proof. This is a consequence of [AHR] Proposition 9.2, Example 9.5 and Proposition 9.7.
Remark 82. We say, a sequence
(zk)
∗
k≥4 ∈
∗∏
k≥4
Qp
satisfies the generalized Kummer congruences if∑
k≥4
akzk ∈ Zp
for all polynomials
∑
k≥4 akT
k ∈ Qp[T ] with the property that for all c ∈ Z×p we have∑
k≥4
akc
k ∈ Zp.
In [AHR][Proposition 9.7] it is proven, that the image KC of
s : M(G,Zp)→
∗∏
k≥4
Qp
is the set of sequences satisfying the generalized Kummer congruences. Therefore Definition 61
deserves its name.
Further Ando-Hopkins-Rezk described a very important example of an element in M(G,Zp)
called the Bernoulli measure.
Proposition 83 ([AHR], Example 9.9). Let c ∈ Z×p be an element which projects to a generator
of Z×p /{±1}. There exists a measure µBerc such that
s(µBerc ) =
(
−(1− pk−1)(1− ck)Bk
2k
)∗
k≥4
∈ KC
where B4, B6, B8 . . . are the Bernoulli numbers. Further we have∫
G
1 dµBerc =
1
2p2
logp c
p(p−1).
We use the notation
zBerc :=
(
zBerc,k
)∗
k≥4 := s(µ
Ber
c )
and
FBerc :=
(
FBerc,r (T )
)∗
r∈Z/q˜
:= Φ1(µ
Ber
c ) = Γ
−1
(
zBerc
)
.
The important result in [AHR] is stated in the first two parts of the following
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Theorem 84. Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}.
i) There exists an injective map
ahrc : pi0E∞(MString,KO∧p )→M(G,Zp).
An element µ ∈M(G,Zp) is called an Ando-Hopkins-Rezk measure for c if it is an element
of
AHRc := im (ahrc).
ii) Let µ ∈M(G,Zp). We have µ ∈ AHRc if and only if there exists an element
(bk)
∗
k≥4 ∈
∗∏
k≥4
Qp
such that
a) for all even k ≥ 4 we have
s(µ)k =
∫
G
x¯kdµ(x¯) = (1− ck)(1− pk−1)bk.
b) for all even k ≥ 4 we have
bk ≡ −Bk
2k
mod Zp.
iii) The set pi0E∞(MString,KO∧p ) is a G-set. The map ahrc is G-equivariant.
iv) Assume c fulfil the additional property to be an element of Z(p). Then the image AHRlocc
of the map
pi0E∞(MString,KO(p))
⊆−→ pi0E∞(MString,KO∧p ) ahrc−→ AHRc
is given by the set of elements µ ∈ AHRc which satisfy the property
s(µ)k =
∫
G
x¯kdµ(x¯) ∈ Z(p)
for all even k ≥ 4. We have
µBerc ∈ AHRlocc .
Proof. For Part i) and ii) See Diagram (7.8) and Proposition 7.10 of [AHR].
We defer the proof of Part iii) and iv) to the next section.
p-complete string orientations of real K-theory
Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. Theorem 73 implies that
we have a commutative diagram of sets
AHRc
⊆ // M(G,Zp)
Φ1
∼=
//
∼=s

∗⊕
r∈Z/q˜
ZpJT K
Γ
∼=
yy
KC
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We now describe im(s|AHRc). Remember (Definition 22) that an element (zk)∗k≥4 ∈ KC is an
element of ConAc if and only if
zk ∈ (1− ck)Zp
for all k with the property that (1− ck) ∈ pZp.
Lemma 85. Let (zk)
∗
k≥4 ∈ KC. We have (zk)∗k≥4 ∈ im(s|AHRc) if and only if
(zk − zBerc,k )∗k≥4 ∈ ConAc.
Proof. Assume (zk)
∗
k≥4 ∈ im(s|AHRc). Then for every even k ≥ 4 there exists an element bk ∈ Qp
such that
zk = (1− ck)(1− pk−1)bk
and
bk ≡ −Bk
2k
mod Zp.
This imply
zk − zBerc,k = (1− ck)(1− pk−1)
(
bk +
Bk
2k
)
for all even k ≥ 4. Since 1− pk−1 ∈ Z×p this imply
zk ≡ zBerc,k mod (1− ck)Zp
for all even k ≥ 4. and this imply
(zk − zBerc,k )∗k≥4 ∈ ConAc.
Assume in return that (zk − zBerc,k )∗k≥4 ∈ ConAc. This imply
zk − zBerc,k ∈ (1− ck)Zp
for all k with the property that (1− ck) ∈ pZp. For all k with the property that (1− ck) /∈ pZp
we have that (1 − ck)Zp = Zp. Regard that (zk)∗k≥4 ∈ KC imply zk ∈ Zp for all even k ≥ 4.
Therefore
zk − zBerc,k ∈ (1− ck)Zp
for all even k ≥ 4. Then there exits elements lk ∈ Zp such that
zk = (1− ck)(1− pk−1)lk + zBerc,k
for all even k ≥ 4. This imply that
zk = (1− ck)(1− pk−1)
(
lk − Bk
2k
)
for all even k ≥ 4. This imply (zk)∗k≥4 ∈ im(s|AHRc).
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Theorem 86 (Theorem A). Let c ∈ Z×p be an element which projects to a generator of G =
Z×p /{±1}. We take an arbitrary element
(Fr)
∗
r∈Z/q˜ ∈
TZpJT K⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K
 .
Then there exists a unique measure µ ∈ AHRc such that∫
G
x¯kdµ(x¯) = Fk
(
(1 + q)k − 1)− (1− ck)(1− pk−1)Bk
2k
.
Moreover the mapTZpJT K⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K
 ∼−→ AHRc ∼= pi0E∞(MString,KO∧p )
(Fr)
∗
r∈Z/q˜ 7→ µ
is a bijection.
Proof. We use the commutative diagram
AHRc
⊆ // M(G,Zp)
Φ1
∼=
//
∼=s

∗⊕
r∈Z/q˜
ZpJT K
Γ
∼=
yy
KC
Lemma 85 imply that
im(s|AHRc) = (zBerc,k )∗k≥4 + ConAc.
Therefore we have
Φ1(AHRc) = Γ
−1
(
(zBerk )
∗
k≥4
)
+ Γ−1(ConAc) = F
Ber
c + Γ
−1(ConAc).
Therefore we get a bijection
ϕ : Γ−1(ConAc)
∼=−→ FBerc + Γ−1(ConAc)
Φ−11−→ AHRc.
Proposition 28 states that
Γ−1(ConAc) =
(Fr)∗r∈Z/q˜ ∈
∗⊕
r∈Z/q˜
ZpJT K ∣∣∣ F0(0) = 0

=
TZpJT K⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K
 .
Let
(Fr)
∗
r∈Z/q˜ ∈
TZpJT K⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K

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and let
µ := ϕ
(
(Fr)
∗
r∈Z/q˜
)
= Φ−11
(
FBerc + (Fr)
∗
r∈Z/q˜
)
.
Therefore we have (∫
G
x¯kdµ(x¯)
)∗
k≥4
= s(µ) = Γ
(
FBerc + (Fr)
∗
r∈Z/q˜
)
= (zBerc,k )
∗
k≥4 +
(
Fk
(
(1 + q)k − 1))∗
k≥4
=
(
−(1− ck)(1− pk−1)Bk
2k
+ Fk
(
(1 + q)k − 1))∗
k≥4
.
This proves the Theorem.
The quotient of the G-action
Remember that Theorem 84 states that pi0E∞(MString,KO∧p ) carries the structure of an G-set.
The equivalence relation given by the G-action is denoted by ∼G. The goal of this section is to
prove
Theorem 87 (Theorem B). The quotient set
pi0E∞(MString,KO∧p )/ ∼G
contains uncountable many elements.
Therefore we show that there exists an injective map
ZpJT K ↪→ pi0E∞(MString,KO∧p )/ ∼G .
Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1} and which satisfies
lc :=
1
2p2
logp c
p(p−1) = 1
(the existence of such an element is proven in Lemma 20). Theorem 84 and Proposition 72 states
that the map
Φc = (Φ1 ◦ ahrc) : pi0E∞(MString,KO∧p ) ↪→
∗⊕
r∈Z/q˜
ZpJT K
is G-equivariant. Lemma 85 imply that the image of Φc is given by the set
(
FBerc,r (T )
)∗
r∈Z/q˜
+
TZpJT K⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K

=
(
FBer0,0 (0) + TZpJT K)⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K
and this set is therefore a G-invariant subset. Proposition 72 and Proposition 83 imply
FBer0,0 (0) = lc = 1.
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Remember that Lemma 69 states that there is a ∆× Zp-action
(∆× Zp)×
⊕
θ∈∆̂
ZpJT K→⊕
θ∈∆̂
ZpJT K
((ξ, λ), (Fθ)θ∈∆̂) 7→ (ξ, λ) (Fθ)θ∈∆̂ :=
(
θ(ξ)(λ Fθ)
)
θ∈∆̂
where λ Fθ(T ) = (1 + T )λFθ(T ). Together with the isomorphism of topological groups
G = Z×p /{±1} → ∆× Zp
described in Lemma 11 and the canonical isomorphism
∗⊕
r∈Z/q˜
ZpJT K ∼−→⊕
θ∈∆̂
ZpJT K
(Fr) 7→ (Fωr )
this ∆× Zp-action defines the G-action on
∗⊕
r∈Z/q˜
ZpJT K.
Therefore we have a canonical bijection between the sets
pi0E∞(MString,KO∧p )/ ∼G ∼=
(1 + TZpJT K)⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K
/ ∼G
and (1 + TZpJT K)⊕ ⊕
θ∈∆̂−{1}
ZpJT K
/ ∼∆×Zp .
Proposition 56 states that there exists a bijection
ZpJT K ∼−→ (1 + TZpJT K) / ∼Zp .
Therefore Theorem B is implied by the following
Proposition 88. The map
ϕ : (1 + TZpJT K) / ∼Zp ↪→
(1 + TZpJT K)⊕ ⊕
θ∈∆̂−{1}
ZpJT K
/ ∼∆×Zp
[F ]∼Zp 7→ [(Hθ)θ∈∆̂]∼∆×Zp
where
Hθ =
{
F if θ = 1
0 else
is a well-defined injection.
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Proof. Let
[F ]∼Zp , [F˜ ]∼Zp ∈ (1 + TZpJT K) / ∼Zp .
Let
[(Hθ)θ∈∆̂]∼∆×Zp := ϕ([F ]∼Zp ) and [(H˜θ)θ∈∆̂]∼∆×Zp := ϕ([F˜ ]∼Zp ).
We have
[(Hθ)θ∈∆̂]∼∆×Zp = [(H˜θ)θ∈∆̂]∼∆×Zp
if and only if there exists a (ξ, λ) ∈ ∆× Zp such that
(ξ, λ)⊗ (Hθ)θ∈∆̂ =
(
θ(ξ)(1 + T )λHθ
)
θ∈∆̂.
Since Hθ = H˜θ = 0 for all θ ∈ ∆̂− {1}, this is equivalent to
F˜ = H˜1 = (1 + T )
λH1 = (1 + T )
λF
and this is equivalent to
[F ]∼Zp = [F˜ ]∼Zp .
Therefore the map is well defined and injective.
p-local string orientations of real K-theory
Remember (Theorem 84) that we have a bijection
ahr−1c |AHRlocc : AHR
loc
c
∼=−→ pi0E∞(MString,KO(p)).
The goal of this paragraph is to prove
Theorem 89 (Theorem C). Let c ∈ Z(p) ⊆ Z×p be an element which projects to a generator of
Z×p /{±1}. With Y ⊆ c0(Zp) we denote the subset of elements (bn)n≥0 ∈ c0(Zp) which fulfil the
following properties:
i) For all n ≥ 0 we have bn ∈ Z(p).
ii) For all n ≥ 0 we have
bn
n!pn
∈ Zp.
Let
Y0 := {(bn)n≥0 ∈ Y | b0 = 0}.
and let pˆk := p
−1((1 + q)k − 1). We take an arbitrary element
(
(br,n)n≥0
)∗
r∈Z/q˜
∈
Y0 ⊕ ∗⊕
r∈(Z/q˜)−{0}
Y
 .
Then there exists an unique measure µ ∈ AHRlocc such that∫
G
x¯kdµ(x¯) =
(
pˆk∑
n=0
bk,n
(
pˆk
n
))
− (1− ck)(1− pk−1)Bk
2k
.
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Moreover the mapY0 ⊕ ∗⊕
r∈(Z/q˜)−{0}
Y
 ↪→ AHRlocc ∼= pi0E∞(MString,KO(p))
(
(br,n)n≥0
)∗
r∈Z/q˜
7→ µ
is an injection.
Proof. Let (
(br,n)n≥0
)∗
r∈Z/q˜
∈
Y0 ⊕ ∗⊕
r∈(Z/q˜)−{0}
Y
 .
Proposition 74 imply that we have a commutative diagram of Zp-modules
∗⊕
r∈Z/q˜
ZpJT K
Γ ∼=

⊕κ1
∼=
//
∗⊕
r∈Z/q˜
X1
Γˆ1
∼=
yy
KC
Let X1,0 := {(bn)n≥0 ∈ X1 | b0 = 0}. Part ii) of Lemma 76 imply that we have a commutative
diagram(
Y0 ⊕
∗⊕
r∈(Z/q˜)−{0}
Y
)
⊆ //
(
X1,0 ⊕
∗⊕
r∈(Z/q˜)−{0}
X1
)
Γˆ1

⊕κ−11
∼=
//
(
TZpJT K⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K)
Γ
tt
KC
We define µ ∈ AHRc to be the measure described in Theorem A (Theorem 86) which corresponds
to the element
(Fr)
∗
r∈Z/q˜ := (⊕κ−11 )
((
(br,n)n≥0
)∗
r∈Z/q˜
)
∈
TZpJT K⊕ ∗⊕
r∈(Z/q˜)−{0}
ZpJT K
 .
Remember that Proposition 74 states that
Fk
(
(1 + q)k − 1) = pˆk∑
n=0
(
pˆk
n
)
bk,n.
Theorem A states that∫
G
x¯kdµ(x¯) = Fk
(
(1 + q)k − 1)− (1− ck)(1− pk−1)Bk
2k
=
(
pˆk∑
n=0
(
pˆk
n
)
bk,n
)
− (1− ck)(1− pk−1)Bk
2k
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for all even k ≥ 4. Now we prove that µ ∈ AHRlocc . Part iv) of Theorem 84 states that
µBerc ∈ AHRlocc . Therefore we have
s(µBerc )k = −(1− ck)(1− pk−1)
Bk
2k
∈ Z(p)
for all even k ≥ 4. Since bk,n ∈ Z(p) for all n ≥ 0 and all even k ≥ 4 we have that(
pˆk∑
n=0
(
pˆk
n
)
bk,n
)
∈ Z(p).
All together we get that ∫
G
x¯kdµ(x¯) ∈ Z(p)
for all even k ≥ 4. Therefore Part iv) of Theorem 84 implies that
µ ∈ AHRlocc .
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The whole section we fix a prime p and we write
G := Z×p /{±1}.
Let c ∈ Z×p be an element which projects to a generator of Z×p /{±1}. Remember that we deferred
the proof of Theorem 84 which stated that
i) There exists an injective map
ahrc : pi0E∞(MString,KO∧p )→M(G,Zp).
ii) Let µ ∈M(G,Zp). We have µ ∈ AHRc := im(ahrc) if and only if there exists an element
(bk)
∗
k≥4 ∈
∏
k≥4
k even
Qp
such that
a) for all even k ≥ 4 we have∫
G
x¯kdµ(x¯) = (1− ck)(1− pk−1)bk.
b) for all even k ≥ 4 we have
bk ≡ −Bk
2k
mod Zp.
iii) The set pi0E∞(MString,KO∧p ) is a G-set. The map
ahrc : pi0E∞(MString,KO∧p )→M(G,Zp)
is G-equivariant.
iv) Assume c fulfil the additional property to be an element of Z(p). Then the image AHRlocc
of the map
pi0E∞(MString,KO(p))
⊆−→ pi0E∞(MString,KO∧p ) ahrc−→ AHRc
is given by the set of elements µ ∈ AHRc which satisfy the property∫
G
x¯kdµ(x¯) ∈ Z(p)
for all even k ≥ 4. We have
µBerc ∈ AHRlocc .
The first two parts are already shown in [AHR]. The goal of this section is to prove the last two
parts. Therefore we have to repeat large parts of the constructions made in [AHR]. We show
that there exists sets pi0A(gl1KO
∧
p ), pi0A(KO
∧
p ), pi0B(KO
∧
p ) and five maps (of sets)
η1 : pi0E∞(MString,KO∧p ) −→ pi0A(gl1KO∧p )
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η2 : pi0A(gl1KO
∧
p ) −→ pi0A(KO∧p )
η3 : pi0A(KO
∧
p ) −→ pi0B(KO∧p )
η4 := η4,c : pi0B(KO
∧
p ) −→ [KO∧p ,KO∧p ]
η5 : [KO
∧
p ,KO
∧
p ] −→M(G,Zp).
Then we show that every appearing set carries the structure of aG-set and we show that η1, . . . , η5
are G-equivariant. In [AHR] it is shown that the maps η1, η2, η3 and η5 are bijections and that
η4 is injective. The last part of this section is to prove part iv) by using arithmetic squares.
4.1 Obstruction theory following Ando-Hopkins-Rezk
Remember that our goal is to describe the maps η1, . . . , η5 on page 67. The main tool for doing
this is described in the next paragraph.
Functors and automorphisms of p-complete real K-Theory
Let KO be the category whose only object is KO∧p and whose set of morphisms is given by the
set of automorphisms
{ψg : KO∧p → KO∧p | g ∈ G}
where ψg is the Adams operation at g. Then we have the following
Lemma 90. Let C be a category, such that KO is a subcategory of C.
i) Let
F : C → sets
be a functor. Then the set F(KO∧p ) carries the structure of a G-set.
ii) Let
G : C → sets
be another functor and assume that there is a natural transformation η for F to G. Then
the map
ηKO∧p : F(KO
∧
p )→ G(KO∧p )
is G-equivariant.
Proof. Let g ∈ G and ψg the Adams operation at g. The map
ϕF : G→ Aut(F(KO∧p ))
g 7→ F(ψg)
defines a G-action on F(KO∧p ). The natural transformation η induces a map
im(ϕF)→ im(ϕG)
F(ψg) 7→ G(ψg).
Obviously the diagram
G
##{{
im(ϕF) // im(ϕG)
commutes, and therefore ηKO∧p is G-equivariant.
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We now start to repeat the construction of the functors pi0A(−) and pi0B(−). The first step
to attack the problem of understanding pi0E∞(MString,KO∧p ) is to convert this to problem
regarding spectra not E∞-spectra. Therefore Ando-Hopkins-Rezk used the space of units of a
ring spectrum.
Units of ring spectra following May-Quinn-Ray
Definition 91. Let R be a ring spectrum (i.e. an algebra object in the symmetric monoidal
category (spectra,∧, S)). The pull-back GL1R in the diagram
GL1R

// Ω∞R

(pi0R)
× // pi0R
is called the space of units of R.
If R is an E∞ spectrum, then J. P. May, F. Quinn and N. Ray proved that there exists a
(−1)-connected spectrum gl1R such that
GL1R ≈ Ω∞gl1R.
A construction of this spectrum can be found for example in Section 3 of [ABGHR]. Theorem
3.2 in [ABGHR] states, that there is an adjunction
Σ∞+ Ω
∞ : Ho((−1)−connected spectra)  Ho E∞−spectra : gl1.
Example 92. We have
pi0 gl1S = pi0 GL1S = (pi0S)
× = Z× = {±1}.
If X is a space, then
[X,GL1R] = R˜
0(X)×
and if X is a pointed space, then
[X,GL1R]+ = (1 + R˜
0(X))× ⊆ R˜0(X)×
(This is Proposition 2.4 in [R]). Let spectra/gl1S be the category of spectra under gl1S. An
object in this category is a spectrum b together with a map of spectra gl1S → b. A morphism
between objects b and b˜ is a morphism of spectra b→ b˜ such that the diagram
b // b˜
gl1S
==aa
commutes. If R is an E∞ spectrum with unit ι : S → R then the corresponding map
gl1ι : gl1S → gl1R
gives gl1R the structure of a spectrum under gl1S. Therefore we have a functor
gl1(−) : Ho E∞−spectra → Ho spectra/gl1S .
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Thom spectra
We are now interested in spectra over bgl1S = Σgl1S. For them we can define the corresponding
Thom spectrum.
Definition 93 ([ABGHR], Definition 2.6). The Thom spectrum of f : b→ bgl1S is the homotopy
push-out M = Mf in the diagram of E∞ spectra
Σ∞+ Ω
∞(gl1S)

// S

Σ∞+ Ω
∞(Cf) // M
where Cf denotes the cofibre of Σ−1f : Σ−1b → gl1S. The top map is the co-unit of the
adjunction (Σ∞+ Ω
∞, gl1).
After applying the functor E∞(−, R) to this definition and using the adjunction (Σ∞+ Ω∞, gl1)
twice, we get the following
Lemma 94 ([AHR], Diagram 2.8). Let R be an E∞ spectrum with unit ι : S → R. Let M
be the Thom spectrum of f : b → bgl1S. Then E∞(M,R) is naturally weakly equivalent to the
homotopy pull-back in the diagram
E∞(M,R)

// spectra(gl1S/Cf, gl1R)

{gl1ι} // spectra(gl1S, gl1R).
Example 95. Let bo and bu denote the connective real and complex K-theory spectrum. By
the j-homomorphism j : bo → bgl1S respectively j : bu → bgl1S they are spectra over bgl1S.
Therefore the associated spectra bo〈2n〉 and bu〈2n〉 are spectra over bgl1S for all non-negative
integers k. We use the notation o〈2n〉 := Σ−1bo〈2n〉 and denote the cofibre of
Σ−1j : o〈2n〉 → gl1S
by gl1S/o〈2n〉 and the Thom spectrum of j : bo〈2n〉 → bgl1S by MO〈2n〉. In [ABGHR, §8] it
is shown that the spectrum underlying M(f : b → bgl1S) is the usual Thom spectrum of the
spherical fibration classified by Ω∞f : B → BGL1S. Thus MO〈2n〉 coincides with the usual
definition of Thom spectra. Further the following notations are used:
bstring := bo〈8〉 ; string := o〈8〉, MString := MO〈8〉.
Corollary 96. Let ι : S → R denote the unit of the E∞ spectrum R. The space E∞(MO〈2n〉, R)
is naturally weakly equivalent to the homotopy pull-back in the diagram
E∞(MO〈2n〉, R)

// spectra(gl1S/o〈2n〉, gl1R)

{gl1ι} // spectra(gl1S, gl1R)
for all non-negative integers n.
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The obstruction
Corollary 96 motivates the following
Definition 97 ([AHR], Definition 5.3). Let
A : Ho spectra/gl1S → spaces
be the functor which maps a spectrum
i : gl1S → X
to the homotopy pull-back in the diagram
A(X)

// spectra(gl1S/string,X)

{i} // spectra(gl1S,X)
The diagram induces a long exact sequence
· · · → pi0A(X)→ [gl1S/string,X]→ [gl1S,X]→ 0 (98)
which tells us, that pi0A(X) is non-empty if and only if there exists a map
u : gl1S/string → X
making the diagram
string
j // gl1S
i
&&
pi // gl1S/string //
u

bstring
X
commutative up to homotopy and this happens if and only if the map
string
j−→ gl1S i−→ X
is nullhomotopic.
Definition 99 ([AHR], Paragraph 5.1). Let
B : Ho spectra/gl1S → sets
be the functor which maps an object i : gl1S → X to image of the map
pi0A(X)→ [gl1S/string,X]
which is occurs in sequence 98.
Then we get
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Proposition 100. The sets pi0E∞(MString,KO∧p ) and pi0A(gl1(KO
∧
p )) are G-sets. There
exists an equivariant map
η1 : pi0E∞(MString,KO∧p ) −→ pi0A(gl1(KO∧p )).
Proof. It is known that KO is a subcategory of Ho E∞−spectra . Consider the functors
pi0E∞(MString,−) : Ho E∞−spectra → sets.
and
pi0A(gl1(−)) : Ho E∞−spectra → sets.
Corollary 96 together with Definition 97 implies that there exists a natural equivalence η1 between
these two functors. Lemma 90 states that the sets pi0E∞(MString,KO∧p ) and pi0A(gl1(KO
∧
p ))
are G-sets and that
η1 := (η1)KO∧p : pi0E∞(MString,KO
∧
p ) −→ pi0A(gl1(KO∧p ))
is G-equivariant.
The following Proposition is needed for the announced construction (see page 67) of the map
η4, which will be presented in the next subsection.
Proposition 101. There exists a natural transformation from the functor
pi0A(−) : Ho spectra/gl1S → sets
to the functor
pi0B(−) : Ho spectra/gl1S → sets.
Proof. It is obvious that the map
pi0A(X)→ B(X) ⊆ [gl1S/string,X]
from Sequence (98) defines a natural transformation
pi0A(−)→ B(−)
since for each morphism X → Y in the category Ho spectra/gl1S the induced diagram
... // pi0A(X) //

[gl1S/string,X] //

[gl1S,X] //

0
... // pi0A(Y ) // [gl1S/string, Y ] // [gl1S, Y ] // 0
commutes.
4.2 Localization of units
Remember that we have still to describe the maps η2, . . . , η5 on page 67. To reach this goal we
need some facts about Bousfield localization and logarithmic cohomology operations, which will
repeated now.
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Bousfield localization
We work with a suitable category of spaces (e.g. topological spaces) , spectra and E∞ spectra
(e.g. the model of [LMSM]). It is assumed that the reader is familiar with Bousfield localization.
We repeat some facts, which are necessary in the following. Let E be a spectrum. A map
of spectra f : X → Y is called an E-equivalence if the induced map f∗ in E-homology is an
isomorphism. A spectrum X is called E-acyclic if E ∧ X ≈ ∗. It is called E-local if for each
E-acyclic T we have [T,X] = 0. A spectrum Y is called an E-localization of X if Y is E-local
and X → Y is an E-equivalence. In [B79] Bousfield proved that for every spectrum X the E-
localization X
ηE−→ LEX exists and is unique up to homotopy. We now collect some facts about
Bousfield localization:
i) Module spectra over a ring spectrum E are E-local.
ii) The localization functor LE can be chosen to preserve E∞ structures.
iii) LE is idempotent: LELE ≈ LE
iv) LE preserves homotopy inverse limits.
v) LE preserves cofibre sequences.
vi) Assume E = M(Z(p)), where p is a prime and M(.) is the Moore spectrum. Then
LEX ≈ X(p) is the Bousfield p-localization.
vii) Assume E = M(Z/p) and X is a connective spectrum. Then
LEX ≈ X∧p
where the right hand side is defined to be the homotopy limit of
· · · → X ∧M(Z/p2)→ X ∧M(Z/p).
viii) Assume E = MQ. Then LEX = X ∧HQ =: X ⊗Q.
Lemma 102 ([AHR], Lemma 7.1). The natural map
bo〈8〉 = bstring → bo→ KO → KO∧p
is a K(1)-localization. In particular KO∧p is K(1)-local.
A logarithmic cohomology operation
Ando-Hopkins-Rezk used the following tool ([AHR, Theorem 4.3]).
Proposition 103. There exists a functor (called Bousfield-Kuhn functor)
Φ : Ho spaces∗ → Ho spectra
such that the functors
LK(1)(−) : Ho spectra → Ho spectra
and
Φ(Ω∞(−)) : Ho spectra → Ho spectra
are natural equivalent.
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Proof. This is shown in [B79] and [B87].
Let R be an E∞-spectrum and let
GL1R→ Ω∞R
be the inclusion. This induces a map
GL1R〈1〉 → Ω∞R〈1〉.
Applying the Bousfield-Kuhn functor we get a map
LK(1)gl1R ∼= LK(1)gl1R〈1〉 → LK(1)R〈1〉 ∼= LK(1)R
Composition with the universal map gl1R→ LK(1)gl1R gives us a map
lR : gl1R→ LK(1)R.
In [R] Rezk showed that this map is natural in R, i.e. we have the following
Lemma 104 (Section 3.5 in [R] or equation (4.4) in [AHR] ). There exists a natural transfor-
mation between the functors
gl1(−) : Ho E∞−spectra → Ho spectra/gl1S
and
LK(1)(−) : Ho E∞−spectra → Ho spectra/gl1S .
R 7→ (gl1S → gl1R lR−→ LK(1)R).
Further we have the following
Lemma 105. i) The category KO is a subcategory of Ho spectra/gl1S .
ii) There exists a natural transformation from the functor
id : Ho spectra/gl1S → Ho spectra/gl1S
(gl1S → R) 7→ (gl1S → R)
to the functor
LK(1) : Ho spectra/gl1S → Ho spectra/gl1S
(gl1S → R) 7→ (gl1S → R→ LK(1)R)
where R→ LK(1)R is the universal map.
Proof. Part ii) is trivial since the universal map is natural. Remember that KO∧p is K(1)-local.
Therefore the universal map
KO∧p → LK(1)KO∧p
is a natural weak equivalence, i.e. an automorphism in Ho spectra . Let
ϕ : LK(1)KO
∧
p → KO∧p
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be the inverse morphism in Ho spectra . Then we have a morphism
gl1S → gl1KO∧p
lKO∧p−→ LK(1)KO∧p ϕ−→ KO∧p
which gives KO∧p the structure of a spectrum over gl1S. We now check that ψg is a morphism
of spectra over gl1S for all g ∈ G. Since the universal map KO∧p → LK(1)KO∧p is natural we
have a commutative diagram
LK(1)KO
∧
p
LK(1)ψ
g

ϕ // KO∧p
ψg

LK(1)KO
∧
p ϕ
// KO∧p
for all g ∈ G. Lemma 104 imply that the diagram
LK(1)KO
∧
p
LK(1)ψ
g

gl1S
99
%%
LK(1)KO
∧
p
commutes. This imply Part i).
Corollary 106. i) The sets pi0A(KO
∧
p ) and pi0B(KO
∧
p ) are G-sets.
ii) There exists an equivariant map
η2 : pi0A(gl1(KO
∧
p )) −→ pi0A(KO∧p ).
iii) There exists an equivariant map
η3 : pi0A(KO
∧
p ) −→ pi0B(KO∧p ).
Proof. Consider the functors
pi0A(−) : Ho spectra/gl1S → sets
and
pi0B(−) : Ho spectra/gl1S → sets.
Lemma 105 states that KO is a subcategory of Ho spectra/gl1S . Proposition 101 states that
there is a natural transformation between these two functors. Therefore Lemma 90 implies Part
i) and the existence of a G-equivariant map
η3 : pi0A(KO
∧
p )→ pi0B(KO∧p )
which proves Part iii). Lemma 104 imply that there exists a natural transformation from the
functor
pi0A(gl1(−)) : Ho E∞−spectra → sets
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to
pi0A(LK(1)(−)) : Ho E∞−spectra → sets
and Lemma 105 imply that there exists a natural transformation from the functor
pi0A(−) : Ho spectra/gl1S → sets
to
pi0A(LK(1)(−)) : Ho spectra/gl1S → sets.
Lemma 90 imply the existence of G-equivariant maps
ζ1 : pi0A(gl1(KO
∧
p )) −→ pi0A(LK(1)KO∧p )
and
ζ2 : pi0A(KO
∧
p ) −→ pi0A(LK(1)KO∧p ).
Since KO∧p is K(1)-local we have that ζ2 is a bijective G-equivariant map. Therefore we have a
G-equivariant map defined by
η2 : pi0A(gl1(KO
∧
p ))
ζ1−→ pi0A(LK(1)KO∧p )
ζ−12−→ pi0A(KO∧p )
which proves Part ii).
The Unstable Adams Conjecture
Let c ∈ Z×p be a p-adic unit which projects to a generator of G = Z×p /{±1}. We use the notation
spectra
K(1)
/gl1S
for the category of K(1)-local spectra under gl1S. We now show that there is a
natural transformation η4 = η4,c between the functors
B(−) : Ho spectraK(1)/gl1S → sets
and
[KO∧p ,−] : Ho spectraK(1)/gl1S → sets.
Let jc be the cofiber in
string
Σ−1(1−ψc)// string → jc,
and Jc = Ω
∞jc. We need the Unstable Adams Conjecture which is verified in [F].
Lemma 107 ([AHR], Lemma 7.9). For every p-adic unit c ∈ Z×p which projects to generator of
G = Z×p /{±1} there exist weak equivalences
Ac : Jc
∼−→ GL1S
and
Bc : BString
∼−→ GL1S/String
such that the diagram
Jc
Ac

// BString
Ω∞(1−ψc) //
Bc

BString
=

GL1S // GL1S/String // BString
Ω∞Σj // BGL1S
(108)
commute up to homotopy.
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Recall that LK(1)bstring ≈ KO∧p . Applying the Bousfield-Kuhn functor Φ to diagram 108
we get that the diagram
jc
ΦAc

// KO∧p
1−ψc //
ΦBc

KO∧p
=

LK(1)gl1S // LK(1)gl1S/string // KO
∧
p
Σj // LK(1)bgl1S
(109)
commutes up to homotopy. Now assume that X is a K(1)-local spectrum over gl1S and (u :
gl1S/string → X) ∈ B(X) makes the diagram
string
j // gl1S
i
&&
pi // gl1S/string //
u

bstring
X
commutative up to homotopy. Let B˜(X) be the set of homotopy classes of maps
u˜ : LK(1)gl1S/string → X
making the diagram
LK(1)string
LK(1)j // LK(1)gl1S
LK(1)i
((
// LK(1)gl1S/string //
u˜

KO∧p
X
commutative up to homotopy. Since X is K(1)-local the map
B(X)→ B˜(X)
u 7→ LK(1)u
is a bijection. If g : X → Y is a morphism of K(1)-local spectra, then LK(1)g = g ∈ [X,Y ] and
the diagram
B(X)
u7→LK(1)u //
u7→g◦u

B˜(X)
u˜7→(LK(1)g)◦u˜

B(Y )
u7→LK(1)u // B˜(Y )
is obviously commutative. Therefore the functors
B(−) : Ho spectraK(1)/gl1S → sets
and
B˜(−) : Ho spectraK(1)/gl1S → sets
are naturally equivalent. Because ΦAc : KO
∧
p
∼−→ LK(1)gl1S/string is a weak equivalence, there
is a natural transformation
B˜(−)→ [KO∧p ,−]
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(LK(1)gl1S/string
u−→ −) 7→ (KO∧p ΦAc−→ LK(1)gl1S/string u−→ −)
Let η4 be the natural transformation given by
η4 : B(−)→ B˜(−)→ [KO∧p ,−].
Then Lemma 90 imply the following
Lemma 110. The map
η4,c := (η4,c)KO∧p : B(KO
∧
p )→ [KO∧p ,KO∧p ]
is G-equivariant.
4.3 Generalized Kummer congruences and the set [KO∧p , KO
∧
p ]
Again we use the
∏∗
-notation described on page 7. We defined a G-action on
∗∏
k≥4
Qp
by
g  (zk)∗k≥4 := (gkzk)∗k≥4
for all g ∈ G := Z×p /{±1}. We now have to construct the G-equivariant map η5. The underlying
map of sets is described in [AHR].
Proposition 111. i) There exists a bijection of sets
η5 : [KO
∧
p ,KO
∧
p ]
∼−→M(G,Zp).
ii) The bijection η5 is G-equivariant.
Proof. Part i) is Proposition 9.5 in [AHR] . We defer the prove of Part ii) to the first Paragraph
of this subsection.
The G-equivariant maps described in Proposition 100, Corollary 106, Lemma 110 and Propo-
sition 111 compose to a G-equivariant map
ahrc : pi0E∞(MString,KO∧p )
η1−→ A(gl1(KO∧p )) η2−→ A(KO∧p ) η3−→
B(KO∧p )
η4−→ [KO∧p ,KO∧p ] η5−→M(G,Zp)
These are the same constructions made in [AHR], i.e. η1, η2, η3, η5 are bijections and η4 is
injective, which imply the statement of Theorem 84 Part i). Further the image of ahrc is given
by the conditions described in Theorem 84 Part ii). Since ahrc is G-equivariant the statement
of Part iii) is proven. In the second and third paragraph of this subsection we prove Part iv) of
Theorem 84.
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Measures on Z×p /{±1} and the set [KO∧p ,KO∧p ]
The goal of this paragraph is to prove Proposition 111. We need the following facts:
i) For all k = 4, 6, 8, . . . the set pi2kKO
∧
p is a free Zp-module of rank 1.
ii) For every element α ∈ [KO∧p ,KO∧p ] there exists a unique element λ ∈ Zp such that
(pi2kα)(x) = λx
for all k = 4, 6, 8, . . . . We identify λ with pi2kα.
iii) Let ψg : KO∧p → KO∧p be the Adams operation at g. The automorphism
pi2kψ
g : pi2kKO
∧
p → pi2kKO∧p
is given by
x 7→ gkx
for all g ∈ G and for all k = 4, 6, 8, . . . .
Further we have
Proposition 112 ([AHR], Proposition 9.7). The natural map
s˜ : [KO∧p ,KO
∧
p ]→
∗∏
k≥4
Qp
α 7→ (pi2kα)∗k≥4
is injective. The image of s˜ is the set KC, i.e. the set of sequences satisfying the generalized
Kummer congruences.
Remember (Lemma 62) that we had a G-equivariant map
s : M(G,Zp)→ KC ⊆
∗∏
k≥4
Qp
µ→
(∫
G
xkdµ(x¯)
)∗
k≥4
Proposition 111 is an immediate consequence of
Lemma 113. i) The bijection
s˜ : [KO∧p ,KO
∧
p ]
∼−→ KC
is G-equivariant.
ii) The diagram
[KO∧p ,KO
∧
p ] η5
∼ //
s˜
∼
&&
M(G,Zp)
s
zz
KC
is commutative.
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Proof. Let g ∈ G, α ∈ [KO∧p ,KO∧p ] and k ∈ {4, 6, 8, . . . }.
i) We have
s˜(g  α) = s˜(KO∧p α−→ KO∧p ψ
g
−→ KO∧p ) =
(
pi2k(ψ
g ◦ α)
)∗
k≥4
=
(
pi2k(ψ
g) · pi2k(α)
)∗
k≥4
=
(
gkpi2k(α)
)∗
k≥4
= g  (pi2k(α))∗k≥4 = g  s˜(α).
ii) Example 9.5 in [AHR] states that
pi2kα =
∫
G
xkdη5(α).
Corollary 114. The map
s : M(G,Zp)→ KC ⊆
∗∏
k≥4
Qp
is a bijection.
The characteristic map
To prepare the proof of Part iv) of Theorem 84 in the next paragraph, we now repeat the
construction made in Subsection 5.2 of [AHR]. Let gl1S → X be a rational spectrum under
gl1S. The Bousfield localization of X with respect to MQ is weakly equivalent to X ⊗Q ≈ X.
Because pi0gl1S = {±1} we know that
∗ ≈ (gl1S)⊗Q ≈ LHQgl1S.
Thus
spectra(gl1S,X) ≈ spectra(gl1S,LHQX) ≈ spectra(LHQgl1S,LHQX) ≈ ∗ .
Inspection of the exact sequences (coming from Definition 97)
A(X)→ spectra(gl1S/string,X)→ spectra(gl1S,X)
and
spectra(bstring,X)→ spectra(gl1S/string,X)→ spectra(gl1S,X)
gives a weak equivalences
A(X) ≈ spectra(gl1S/string,X) ≈ spectra(bstring,X).
Because X is rational we have
[bstring,X] ∼= [bstring, LHQX] ∼= [LHQbstring, LHQX] ∼= [bstring ⊗Q, X ⊗Q].
We now use the following facts:
i) The set pi2k(bstring⊗Q) is a 1-dimensional Q-vector space for all k ≡ 0 mod 2 with k ≥ 4.
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ii) We have a natural map
c : bstring → bo→ bu
where the last map is the complexification map. Let k ≥ 4 be even. The induced map
pi2kc : pi2kbstring → pi2kbu
is an isomorphism of Z-modules. Let v ∈ pi2bu be the Bott element. Then vk is a generator
of pi2kbu and we define v
k
string ∈ pi2kbstring ⊆ pi2k(bstring ⊗Q) to be the pre-image of vk,
i.e. vkstring is a base for pi2k(bstring ⊗Q).
We get an isomorphism
sˆ : [bstring,X]
∼−→
∗∏
k≥4
pi2kX
f 7→ ((pi2kf)(vkstring))∗k≥4.
Definition 115 ([AHR], Definition 5.9 and Definition 5.11). If X is a spectrum, let
D(X) :=
∗∏
k≥4
pi2kX ⊗Q.
If gl1S → X is a spectrum under gl1S, then the characteristic map
b : pi0A(X)→ D(X)
is given by the composition
pi0A(X)→ pi0A(X ⊗Q) ∼= [bstring,X ⊗Q] ∼−→
∗∏
k≥4
pi2kX ⊗Q = D(X)
where the first map is the application of the pi0A(−)-functor to the canonical map X → X ⊗Q.
With C(X) ⊆ D(X) we denote the image of b.
Arithmetic squares
The goal of this paragraph is to prove Part iv) of Theorem 84. Let c ∈ Z(p) ⊆ Z×p be an element
which projects to a generator of Z×p /{±1}. Let gl1S → X be a spectrum under gl1S. With
X ⊗Q we denote the rationalization of X. Further we define a bijection
mc :
∗∏
k≥4
Qp
∼−→
∗∏
k≥4
Qp
by
(bk)
∗
k≥4 7→
(
(1− ck)(1− pk−1)bk
)∗
k≥4
.
Since c ∈ Q× we have that (1 − ck)(1 − pk−1) ∈ Q× for all even k ≥ 4. Therefore mc fulfil the
property that
mc
 ∗∏
k≥4
Q
 = ∗∏
k≥4
Q.
Again we need
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Proposition 116 ([AHR],Proposition 7.10 ). Let c ∈ Z×p be an element which projects to a
generator of Z×p /{±1}. The following diagram commutes:
pi0A(gl1(KO
∧
p ))
b ∼=

η4,c◦η3◦η2 // [KO∧p ,KO
∧
p ]
s˜∼=

η5 // M(G,Zp)
s
ww
C(gl1(KO
∧
p )) //
⊆

KC
⊆

D(gl1(KO
∧
p )) =
∗∏
k≥4
Qp mc
//
∗∏
k≥4
Qp
where
i) b is the map described in Definition 115.
ii) the upper right triangle is described in Lemma 113.
We now use the fact, that there is a homotopy pull-back square
KO(p)

// KO∧p

KO(p) ⊗Q // KO∧p ⊗Q
Applying the functor pi0A(gl1(−)) we get a commutative diagram
pi0A(gl1(KO(p)))

// pi0A(gl1(KO∧p ))
b

pi0D(gl1(KO(p))) //
=

pi0D(gl1(KO
∧
p ))
=

∗∏
k≥4
Q
⊆ //
∗∏
k≥4
Qp
Together with Proposition 116 we get a commutative diagram
pi0E∞(MString,KO(p))

⊆ // pi0E∞(MString,KO∧p )
η1

ahrc
))
pi0A(gl1(KO(p)))

// pi0A(gl1(KO∧p ))
b

// M(G,Zp)
s∼=

∗∏
k≥4
Q
⊆ //
∗∏
k≥4
Qp mc
//
∗∏
k≥4
Qp
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where s maps a measure µ to the sequence
s(µ) =
(∫
G
x¯kdµ
)∗
k≥4
∈
∗∏
k≥4
Zp
Therefore the image AHRlocc of the map
pi0E∞(MString,KO(p))
⊆−→ pi0E∞(MString,KO∧p ) ahrc−→M(G,Zp)
is given by the elements µ ∈ im(ahrc) := AHRc which fulfil the additional property that
s(µ) =
(∫
G
x¯kdµ
)∗
k≥4
∈ mc
 ∗∏
k≥4
Q
 = ∗∏
k≥4
Q.
Since ∗∏
k≥4
Q ∩
∗∏
k≥4
Zp =
∗∏
k≥4
Z(p)
this proves Part iv) of Theorem 84.
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