Motivation: There are many multiple testing correction methods. Some of them are robust to various dependencies in the data while others are not. Some of the implementations have problems for managing high dimensional list of P-values as currently demanded by microarray and other omic technologies. Results: The program Myriads, formerly SGoFþ, provides some of the most important P-valuebased correction methods jointly with a test of dependency and a P-value simulator. Myriads easily manage hundreds of thousands of P-values. Availability and implementation:
Introduction
Microarray experiments easily involve hundreds or thousands of gene clusters with correlated gene expression. This dependency may affect the statistical tests and the distribution of the obtained P-values. Although FDR control techniques do not require independence, strong gene expression correlation can increase the variance in the number of false discoveries, diminishing the accuracy under the complete null hypothesis (Efron, 2007; Owen, 2005; Schwartzman and Lin, 2011) .
Several studies have been performed for comparing the effect of dependency in multiple testing adjustment methods. The number of tests typically varying between 1000 and 10 000 (Li et al., 2017; Stevens et al., 2017; Tong et al., 2013) .
However, current microarray and other omic studies, imply measures of myriads or even hundreds of thousands genes. Multiple testing adjustment of such high number of tests requires good computational efficiency. Few studies, if any, have measured the impact of dependency under such large-scale experiments.
Materials and methods
The Myriads software package presents three main aspects. (Ali, 1987; Vinod, 1973) . The test permits to identify dependencies between the P-values. 3. Simulator. Myriads includes the possibility of simulating lists of correlated P-values.
A detailed explanation of these three aspects, can be found in the Supplementary File. Myriads was developed under the C þþ11 language and is available as binary C þþ executable for Windows and Linux-like platforms. In what follows we present an example application of the program for a. Using the simulator to obtain large-scale lists of correlated P-values under the complete null hypothesis. b. Detecting the existence of dependence. c. Analyzing simulated and real data to study the impact of dependency on the different multiple-testing methods.
Results

Simulated data
We have simulated experiments with 200 000 tests under different correlation structures. Each experiment was repeated 500 times. Detailed information is given in the Supplementary File.
Dependence test
The test was slightly liberal (6-9% with q ¼ 0 and a ¼ 0.05). If desired, this can be adjusted by discarding detections with too large block sizes (e.g. higher than 5000 see Supplementary Table S1 ). For each correlation experiment we measured the percentage of time that the dependence test was positive (Fig. 1) . The test had good power for the three correlations assayed (85% for q ¼ 0.5; 92% for q ¼ 0.8 and 100% q ¼ 1).
FDR (FWER)
We analyzed the simulated data with the methods implemented in Myriads (Fig. 1) . Recall that under the complete null hypothesis (no effects), the family wise error rate (FWER) and the false discovery rate (FDR) coincide. The Holm (1979) , BH (Benjamini and Hochberg, 1995) , Bon-EV and SLIM procedures were not affected in average by any correlation value. However, the variance of the number of false discoveries was affected in the FDR-based methods for the higher correlations (q 0.8. Supplementary Fig. S4 ). SGoF became too liberal for q 0.5.
Note that the dependence test detected the problematic cases for SGoF. Thus, when the test is significant, we should take the SGoF results with caution. However, the dependence test can also be significant due to true effects that are correlated or consecutive. From a practical point of view, we can use some heuristic rule for estimating the increase of false positives caused by the correlation. For example, by subtracting from the SGoF positives, the estimated per family error rate (PFER) plus 2 standard deviations (s p ¼ PFER þ 2S), we recovered the control of FWER at the a level for all the correlations assayed (see SGoF and Dependence in the Supplementary File).
Real data
We analyzed the data from a well-known breast cancer study (Hedenfalk et al., 2001 ) which has already been suggested as having strong dependency (Efron, 2007) . The results of the analysis appear in Table 1 . Dependence was detected at minimum block size of 160.
Because dependence was detected, it is possible that SGoF was too liberal. So, we used the simulation tool for estimating the PFER and the dispersion from the mean, in order to explore if the number of discoveries in the Hedenfalk data could be explained under the complete null. We simulated data with highly correlated blocks of different sizes (q ¼ {0.8, 0.9, 0.99}; see Real Data section in the Supplementary File). After subtraction of the corresponding value of s p (PFER þ 2S ¼ 264; Supplementary Table S2) , SGoF still yielded a number of 159 discoveries. The BH procedure yielded 22 positives after subtraction of s p . Thus, even considering the overdispersion provoked by the correlation it is suggested that about 20-160 tests would correspond to true effects.
Conclusions
Myriads provides the tools for efficiently computing different P-valuebased correction methods as the Holm's procedure, which is robust to dependency but too conservative; FDR-based procedures, that loses accuracy under strong dependency; and SGoF, which is powerful when the tests are independent but becomes too liberal under dependency.
The dependency in the P-values can be detected by an autocorrelation test.
Finally, Myriads incorporates a simulator for two sample t-tests and Cochran-Armitage case-control tests. The simulator can be used to obtain estimates of the variance of the number of false discoveries jointly with the per family error rate (PFER) committed by any of the correction methods. 
