The stability of a queueing network with interdependent servers is considered. The dependency among the servers is described by the definition of those subsets of them that can be activated simultaneously. Packet Radio Networks (PRN's) provide the motivation for the consideration of these systems. We study the problem of scheduling the server activation under the constraints imposed by the dependency among them. The stability region of the network under a specific scheduling policy is the set of vectors of arrival rates in the queues of the system for which the stochastic process of the queue lengths is ergodic. We characterize the "supremum" (i.e. union) of the stability regions over all the policies. Then we specify a scheduling policy the stability region of which is equal to the union of the stability regions over all the policies. We study, finally, the behavior of the network for arrival rates outside the stability region. diagonal element is pi(t), and the matrix A4 which is defined
There are restrictions in the simultaneous activation of the servers. An activation set is a prespecified set of servers which can be simultaneously activated in the same slot. The activation vector of an activation set is a vector with N binary elements. The ith element corresponds to server i, and it is equal to 1, if server i belongs to the activation set, or equal to 0, otherwise. The contraint set S consists of all activation vectors of the system. We make the following assumption about the structure of the constraint set which is natural for the systems we consider.
A.l Every subset of an activation set is an activation set itself.
We control the system through the selection, at each time instant, of the activation set and of the class of the customer assiffned to each activated server for service. The activated -servers and the corresponding classes at each time instant t are denoted by the collection.of indicator vectors e ( t ) = (I'(t) : that serve customers of class j . The indicator vector L(t) of they are serving, is given by x-'l Lj(t). Let E be the set of the number of customers of each class in each queue. This information is represented as follows. Let z ; j ( t ) be the number of customers of class j at queue i at time t , and let it be the ith component of a vector g j ( t ) that represents the queue sizes for the j t h customer type. Finally, the collection of these vectors over all classes of customers is denoted by z ( t ) , which represents the state of the system. We denote by X the state space. An activation policy a is a collection of decision rules Time is assumed slotted, all servers are assumed globally synchronized, and the system is considered at the time instants of slot completions. The discrete time t corresponds to the slot and let p be the service rate vector whose ith element is pi.
We a1so;eed to consider a diagonal matrix M ( t ) , whose ith assigned to customers of ,-lass j must be at least equal to the number of such customers in that queue. We let gi(z) be the j t h vector of g t ( z ) . we would like to consider periodic politie, that is policies for which there exists an integer T such that g t + T ( . ) = st(.). Let 
P ( t + l ) =~' ( t ) + R i A 4 ( t + l )~3 ( t + l ) +~3 ( t + l ) ,
where Ij(t + 1) = gi+l(z(t)).
tion policy (1)
The system is defined to be stable under a specific activa-vectors a and p for which the system is stable under R is denoted by C, and it is called the stability region of the system under x .
The union of the stability regions over all policies in class G is called the stability region of the network. It provides important information about the rates which are sustainable by the system and it is a measure of comparison for the performance of different protocols. The model described in this section is well-suited for radio networks in which adjacent links cannot be activated simultaneously. In fact, it is considerably more general since it permits almost completely arbitrary activations sets. It certainly includes networks with single-hop transmission requirements as well as those with end-to-end transmission requirements. It also applies to service systems, other than radio networks, that have their own individual constraints on server activation and sequence of service (routing). For example, some types of manufacturing systems fall in this category.
Stability Results
In the characterization of the stability region, the set C of ( a , p ) pairs which we define in the following plays an important role. To define it, we need to distinguish between the server activation vectors (defined in Section 2) and what we will call server assiffnment vectors. For each customer class j , we consider a vector f with nonnegative entries of dimension N (one for each server (or link)) and such that
We call this set of vectors F = (f I , . . . , f K ) an a-admissible server assignment. Equation (2) reflects the equations of flow conservation at each queue (node) for each customer class and indicates the rate of service that is necessary at each queue to sustain the flow equilibrium. Let Fa be the set a-admissible server assignments. The total service assignment at each server is, of course, equal to the sum of the assignments for all customer types, that is,
K
Now the set C can be defined as
Consider also the maximum throughput policy MTP" with decision rule g given in the following after some preliminary definitions. For a given state z ( t ) , consider the vectors & ( t ) defined as
The ith element d i j ( t ) of &(t) is equal to z,(i)j(t) -z,L(;li(t).
Let d(t) = maxj,,l,.,,,k{-dj(t)M} where the maximum operation in the vectors cJJ(t) is meant element wise. Consider the indicator vector I ( t ) defined as
Consider also an indicator vector l i ( t ) , for class j , the i t ' ' element of which is equal to one if the zth element of I ( t ) is one and if
If the maximum in (3) is achieved for more than one value of j, then the argmax value is chosen to be the smallest j value If we activate the servers according to the indicator vectors IJ(t), it is possible to have in some queue more servers activated than the available customers of some class j . Thus, for each queue C, if the number of its servers activated by I.'(t) is greater than zlj(t), we simply inactivate the additional servers. The resulting L3(t) represent the server activation corresponding to MTP, that is, g ( z ( t ) ) = (L3(t) : j = 1,. . . ,IC).
Our main result is the following.
For a complete proof the reader is refered to [14] . In the following we will mention three lemmas that play an essential role in the proof of the proposition and we will sketch their proofs.
C c CMTP To prove the above lemma we show that for any pair (a, p ) E C, and if the M T P policy acts on the system, the Markov chain x(t) is ergodic. To show ergodicity we use Foster's criterion of ergodicity of a Markov chain.
The closure C of the region C is characterized as follows
The following lemma characterizes the system behavior under an arbitrary periodic policy in the region (C)' which is the complement of the closure of C.
Lemma 3 If ( g ,~) E (C)c, then the queueing system is unstable for any policy in G.
We prove this lemma by showing that if the system is stable, there exists a stable queue with arrival rate greater than its service rate.
Comments
The MTP policy has two disadvantages concerning its implementation. First it is centralized, hence at each time slot queue length information from the entire network is required to decide which links will be activated. Second, even when the queue length information is available the computation of the set of activated links is usually very cumbersome and, in general, depends on the structure of the activation sets. However, the A4TP policy is significant since it provides fundamental limits that strictly upperbound the performance of any other policy. Furthermore it provides insight into the structure of a policy with maximum throughput. Thus, the properties of MTP can serve as guidelines for the design of practical distributed policies that depend only on information that is readily available to the individual network nodes.
