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MOTIVIC HOMOTOPY THEORY OF GROUP SCHEME
ACTIONS
JEREMIAH HELLER, AMALENDU KRISHNA, AND PAUL ARNE ØSTVÆR
Abstract. We define an unstable equivariant motivic homotopy category for
an algebraic group over a Noetherian base scheme. We show that equivari-
ant algebraic K-theory is representable in the resulting homotopy category.
Additionally, we establish homotopical purity and blow-up theorems for finite
abelian groups.
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1. Introduction
There is a long and fruitful tradition of using homotopical ideas to study algebro-
geometric invariants. In groundbreaking work [28], Morel-Voevodsky introduced a
full-fledged homotopy theory for smooth algebraic varieties. Their introduction
of the motivic homotopy category has its roots in work of Rost and Voevodsky
resolving the Bloch-Kato conjectures on Milnor K-theory and Galois cohomology
[38, 41]. Since then, this framework has shown itself to be a useful setting for study-
ing algebro-geometric cohomology theories and it has yielded many applications to
the study of algebraic cycles, algebraic K-theory, and quadratic forms.
In recent years there has been a growing interest in equivariant homotopy theory,
in both classical homotopy theory and in motivic homotopy theory. This owes in
part to the recent success of equivariant homotopy theory in work of Hill-Hopkins-
Ravenel [16] on the Kervaire invariant one problem. Equivariant motivic homotopy
theory for finite flat group scheme actions was first defined by Voevodsky in [9]
in order to study motivic Eilenberg-MacLane spaces. It was then taken up by
Hu-Kriz-Ormsby [19] to study the homotopy limit problem in Hermitian K-theory.
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The equivariant motivic homotopy category provides a convenient setting for defin-
ing new cohomology theories on smooth schemes equipped with the action by a
group scheme G, as well as studying old ones. For the group of order two, it has
already been exploited to define new theories. Important examples are Real alge-
braic K-theory, Real motivic cobordism [19], and a Bredon type theory of motivic
cohomology [14]. An important classical example is provided by equivariant al-
gebraic K-theory introduced by Thomason [34] and shown to be representable in
Corollary 5.2 below.
To set the stage for our results, we briefly mention one of the motivating appli-
cations behind our work: Asok’s program [2] on the A1-contractibility of a certain
three dimensional complex variety, the Russel cubic. This question has its roots
in the Zariski Cancellation problem1. The Russel cubic is expected to be a coun-
terexample to the Zariski Cancellation problem in dimension three. However, it is
presently unknown whether the Russel cubic is stably isomorphic to A3C. Asok’s
program is an attempt to answer this question. One of the steps in this program
requires that equivariant algebraic K-theory is a fixed-point-equivalence invariant,
i.e., an equivariant map f : X → Y of smooth G-schemes should induce an isomor-
phism on equivariant algebraic K-theory whenever f induces an A1-weak equiva-
lence XH → Y H on the fixed point schemes for all subgroups H ⊆ G. Classically,
equivariant topological K-theory is a fixed-point-equivalence invariant, which fol-
lows from the fact that it is representable in the equivariant homotopy category. We
do show that equivariant algebraicK-theory is representable in the equivariant mo-
tivic homotopy category but equivariant motivic equivalences are not detected by
fixed points. In fact, Herrmann [15] has shown that equivariant algebraic K-theory
is not a fixed-point-equivalence invariant. Nonetheless, we show in Theorem 6.22
that rational equivariant algebraic K-theory is a fixed-point-equivalence invariant.
This suffices for Asok’s program. In the sequel paper [19], building on this paper,
the remaining steps in his program are checked. (Although it should be noted that
not all steps of the program turn out to work, see loc. cit. for details.)
Now we turn to describing our results. First, we extend and elaborate on the
foundations of equivariant motivic homotopy theory, for a flat algebraic group
scheme G. Our construction of the equivariant motivic homotopy category in
Section 4 follows the now familiar pattern. We start with the category of simpli-
cial presheaves on smooth schemes with a G-action, equipped with a global model
structure and then form the left Bousfield localization at suitable local equivalences,
finally we further localize to force the affine line to become contractible. The lo-
cal equivalences take into account the equivariant Nisnevich topology, defined in
Section 2 by a cd-structure on the category of smooth S-schemes equipped with
a G-action. We show that this definition yields a topology equivalent to the one
Voevodsky defines [9]. In particular the equivariant motivic homotopy category
which we construct here agrees with the one previously constructed by Voevodsky,
when G is finite.
Equivariant algebraic K-theory, introduced by Thomason [34] is the K-theory
of G-vector bundles. We show that it is representable in the equivariant motivic
homotopy category when the base scheme is regular and G satisfies the resolution
property, i.e., every coherentG-bundle is a quotient of aG-vector bundle. Reductive
1The Zariski Cancellation problem asks whether a smooth complex variety X such that there
is an isomorphism X × A1
C
∼= A
n+1
C
must itself be isomorphic An
C
.
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algebraic groups satisfy this property. See Corollary 5.2 for a precise statement of
representability.
Theorem 1.1. Let S be a regular Noetherian base scheme and G a flat algebraic
group scheme over S which satisfies the resolution property. Then equivariant al-
gebraic K-theory for smooth G-schemes over S is representable in the equivariant
motivic homotopy category.
As an application, we show in Section 5.2 that if G is a finite cyclic group over a
field k, then every G-equivariant vector bundle on an equivariantly A1-contractible
smooth affine curve is the pullback of an equivariant vector bundle on Spec(k). It
is an open question whether the same holds in higher dimensions.
A surprising feature of equivariant motivic homotopy theory is that equivariant
motivic weak equivalences are not detected by fixed points. To remedy this, Her-
rmann [15] constructed a variant of the equivariant motivic homotopy category, for
finite groups over fields, using a different equivariant generalization of the Nisnevich
topology, namely the fixed-point Nisnevich topology. The weak equivalences in the
resulting homotopy category are maps f : X → Y of motivic G-spaces such that the
induced map on fixed point loci XH → Y H is an A1-weak equivalences for all sub-
groups H ⊆ G. However, as shown in loc. cit., equivariant algebraic K-theory does
not satisfy descent with respect to the fixed point Nisnevich topology, and therefore
is not representable in the homotopy category which he constructs. Nonetheless,
we show in Theorem 6.22 that these difficulties disappear if one considers instead
equivariant algebraic K-theory with rational coefficients. It follows that rational
equivariant algebraic K-theory is a fixed-point-equivalence invariant.
Theorem 1.2. Let k be a field and G a finite group. Equivariant algebraic K-theory
with rational coefficients satisfies descent in the fixed point Nisnevich topology on
smooth G-schemes over k.
The homotopy purity theorem [28, Theorem 3.2.23] is a fundamental tool in
motivic homotopy theory. In Theorem 7.6, we establish the following equivariant
generalization.
Theorem 1.3. Let k be a perfect field and G be a finite abelian group whose order
is prime to char(k). Suppose that k contains a primitive dth root of unity, where d
is the least common multiple of the orders of elements of G. Then for any closed
immersion Z →֒ X of smooth G-schemes over k there is an equivariant motivic
weak equivalence X/(X \ Z) ≃ Th(NZ/X) of pointed motivic G-spaces.
Here NZ/X is the normal bundle and for an equivariant vector bundle V over
Z, Th(V) = V/(V \ Z) is the associated Thom space. We follow a strategy similar
to Morel-Voevodsky’s in [28] and argue that we can reduce to the case of a zero
section of an equivariant vector bundle. In this case an easy deformation to the
normal cone argument yields the theorem.
Finally, besides the already mentioned antecedents [9, 19] and alternate ap-
proach [15] to our work, we mention that another alternate approach is carried out
by Carlsson-Joshua [6] originating in their work on Carlsson’s conjecture relating
algebraic K-theory of fields to representation theory.
Outline of the paper: We introduce the equivariant Nisnevich topology via a
cd-structure on G-schemes in Section 2 and show that it is regular, complete, and
bounded. In the case of a finite group, we provide alternate descriptions of the
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topology and identify the points explicitly. In Section 3 we recall the standard local
model structures on presheaves of simplicial sets. The motivic model structures are
introduced in Section 4 for unpointed and pointed presheaves. In Section 5 we show
that equivariant algebraic K-theory for smooth G-schemes is representable in the
equivariant motivic homotopy category, when the base S is regular and G has the
resolution property. As an application we characterize equivariant vector bundles,
in the case of a cyclic group, on equivariantly contractible curves over a field. In
Section 6 we focus on descent for rational equivariant algebraic K-theory in the
fixed point Nisnevich topology. Finally in Section 7 we establish our equivariant
homotopy purity theorem.
Notations: Throughout S will always be a separated Noetherian scheme of
finite Krull dimension. An S-scheme is a separated scheme of finite type over S.
When the base is understood we will often refer to an S-scheme simply as a scheme.
We write SchS for this category and SmS for the full subcategory comprised of
schemes which are smooth over S.
An algebraic group scheme G → S is a group object in SchS . In particular, it
is separated and of finite type. We always assume that G→ S is flat, although we
often impose additional assumptions as needed. The category SchGS of G-schemes
over S has as objects pairs (X,µX) consisting of an S-scheme X and a left G-action
µX : G ×S X → X over S and maps between G-schemes are maps of S-schemes
which are G-equivariant. Similarly we write SmGS for the category of smooth G-
schemes.
Remark: We point out that using the same methods one may construct a
motivic homotopy theory for Deligne-Mumford stacks. For an affine base scheme S
as above, one considers the category of Noetherian and separated Deligne-Mumford
stacks of finite type over S equipped with its Nisnevich topology introduced in [25].
The Nisnevich descent theorem for K-theory of Deligne-Mumford stacks [25] shows
that K-theory is representable in this setting.
2. Equivariant Nisnevich topology
The equivariant Nisnevich topology was originally defined by Voevodsky [9] in
order to study symmetric powers of motivic spaces. In this section we define the
equivariant Nisnevich topology for a flat algebraic group scheme G → S via a
cd-structure, which we show is regular, complete, and bounded in the sense of [39].
2.1. Equivariant Nisnevich cd-structure. A distinguished equivariant Nisnevich
square is a cartesian square in SchGS
(2.1) B //

Y
p

A 
 j
// X,
where j an open immersion, p is e´tale, and (Y \ B)red → (X \ A)red is an iso-
morphism. The collection of distinguished equivariant Nisnevich squares forms a
cd-structure in the sense of [39].
Definition 2.2. The equivariant Nisnevich cd-structure on SchGS is the collection
of distinguished equivariant Nisnevich squares in SchGS .
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As we now show, the equivariant Nisnevich cd-structure has good properties. The
following is an equivariant analogue of [40, Theorem 2.2]. The proof is obtained by
following the steps in the nonequivariant case with suitable modifications at various
stages. We refer to [39, § 2] for the definition of a complete, regular, and bounded
cd-structure.
Theorem 2.3. The equivariant Nisnevich cd-structure on SchGS is complete, reg-
ular, and bounded.
Proof. The completeness assertion follows from [39, Lemma 2.4] since distinguished
equivariant Nisnevich squares are closed under pullbacks.
To prove regularity, observe that for a distinguished equivariant Nisnevich square
(2.1) there is an induced distinguished Nisnevich square by [40, Theorem 2.2]
(2.4) B
e′
//
∆B

Y
∆Y

B ×A B // Y ×X Y.
Because the maps in (2.4) are G-equivariant it is also a distinguished equivariant
Nisnevich square. The regularity condition now follows from [39, Lemma 2.11].
The boundedness condition is not straightforward from the non-equivariant case.
First we define a density structure on SchGS . For X ∈ Sch
G
S and i ≥ 0, let Di(X)
denote the class of equivariant open embeddings U → X that define an element of
the density structure on [39, Proposition 2.10] under the forgetful functor SchGS →
SchS . That is, an equivariant open embedding U → X is in Di(X) provided for
every z ∈ X \ U there exists a sequence of points z = x0, x1, . . . , xi in X such that
for 0 ≤ j < i, xj 6= xj+1 and xj ∈ {xj+1}. One verifies easily that this defines a
density structure on SchGS , and it is locally of finite dimension.
To prove boundedness, it is enough to show that every distinguished equivariant
Nisnevich square is reducing with respect to the above density structure. Con-
sider a distinguished equivariant Nisnevich square of the form (2.1) and suppose
B0 ∈ Di−1(B), A0 ∈ Di(A) and Y0 ∈ Di(Y ). Applying Lemma 2.6 below to the
morphism j
∐
p we can find X0 ∈ Di(X) such that j(A0)∩ p(Y0) ⊆ X0. Replacing
Y by Y0, A by A0, B by B
′ = A0 ×X Y0, X by X0, and applying [40, Lemma 2.5]
we are reduced to consider the distinguished equivariant Nisnevich square
(2.5) B′ //

Y0
p

A0
j
// X0.
We now set
B′0 = B
′ ∩B0, Z = B
′ \B′0, Y
′ = Y0 \ clY0(Z), A
′ = A0 and X
′ = j(A0) ∪ p(Y
′).
In [40, Proposition 2.10] it is noted that
B′0
//

Y ′
p

A0
j
// X ′
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is a distinguished Nisnevich square which satisfies the required properties. To
complete the proof we observe that the inclusions in this square are G-invariant. 
Lemma 2.6. Let f : X → Y be a morphism in SchGS and assume that there exists a
G-invariant dense open subset U in Y such that f−1(U) is dense and f−1(U)→ U
has fibers of dimension zero. Then for any i ≥ 0 and V ∈ Di(X), there exists
W ∈ Di(Y ) such that f−1(W ) ⊆ V .
Proof. By [40, Lemma 2.9], there exists W ′ ∈ Di(Y ) such that f
−1(W ′) ⊆ V . But
W ′ need not be G-invariant. Since G→ S is flat, the orbit G·W ′ ⊆ Y is open. Set
W = G·W ′. Because V ⊆ X is G-invariant (by definition of our density structure),
it follows that f−1(W ) ⊆ V . Furthermore, as W ′ ⊆ W and W ′ ∈ Di(Y ), we see
that W ∈ Di(Y ). This proves the lemma. 
Definition 2.7. The equivariant Nisnevich topology is the Grothendieck topology
associated to the equivariant Nisnevich cd-structure. Write SchGS/Nis and Sm
G
S/Nis
for the respective categories of G-schemes and smooth G-schemes equipped with
the equivariant Nisnevich topology.
Remark 2.8. For every distinguished equivariant Nisnevich square (2.1), the sieve
generated by j and p is a covering of X , and the empty sieve covers the empty
scheme.
Corollary 2.9. A presheaf F is a sheaf in the equivariant Nisnevich topology if
and only if F(∅) = pt and for any distinguished equivariant Nisnevich (2.1), the
resulting square
F(X) //

F(A)

F(Y ) // F(B)
is cartesian.
Proof. This follows from Theorem 2.3 and [39, Lemma 2.9, Proposition 2.15]. 
Corollary 2.10. The equivariant Nisnevich topology is sub-canonical.
Proof. It is straightforward to check that a representable presheaf takes a distin-
guished equivariant Nisnevich square to a cartesian square. 
Write HiGNis(X,F) for the ith sheaf cohomology group in the G-equivariant
Nisnevich cohomology.
Corollary 2.11. Let F be a sheaf of abelian groups on SchGS/Nis. Then
HiGNis(X,F) = 0
for i > dim(X).
Proof. This follows from Theorem 2.3 and [39, Theorem 2.27]. 
Remark 2.12. All of the statements above hold as well for SmGS .
The original definition of the equivariant Nisnevich topology, due to Voevodsky
[9, Section 3.1], defined the covers in terms of an equivariant splitting property.
We show that the definition given here in terms of a cd-structure agrees with that
definition. See Section 2.2 for another characterization when the group is finite.
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Definition 2.13. An equivariant morphism Y → X in SchGS has an equivariant
splitting sequence if there is a filtration of X by invariant closed subschemes
(2.14) ∅ = Xn+1 ( Xn ⊆ · · · ⊆ X0 = X,
such that for each j, the map
(Xj \Xj+1)×X Y → Xj \Xj+1
has an equivariant section. We say that this splitting sequence has length n.
Proposition 2.15. An equivariant e´tale morphism Y
f
−→ X in SchGS is an equi-
variant Nisnevich cover if and only if it has an equivariant splitting sequence.
Proof. Suppose that f : Y → X is an equivariant Nisnevich cover. Note that there
is a dense invariant open subscheme U ⊆ X on which f has a splitting. Indeed, this
is true by definition for covers coming from distinguished squares and this property
is preserved by pullbacks and by compositions. An invariant open subscheme has
an invariant closed complement. Restricting to an invariant closed complement
of U and repeating the argument, we construct an equivariant splitting sequence,
which must stop at a finite stage because X is Noetherian.
For the converse, we proceed by induction on the length of a splitting sequence.
The case of length zero is immediate. Suppose that f has an equivariant splitting
sequence of length n. The restriction of f to Xn ×X Y → Xn has an equivariant
section s. Since s is equivariant and e´tale, s(Xn) ⊆ Xn ×X Y is an invariant open.
Let D be an invariant closed complement. Consider the map Y˜ := Y \ D → X .
Then {Y˜ → X, X − Xn} forms an equivariant distinguished covering of X . The
pullback of f : Y → X along X − Xn has an equivariant splitting sequence of
length less than n and so by induction is an equivariant Nisnevich cover. Similarly
the pullback of f along Y˜ → X equivariantly splits and is thus also an equivariant
Nisnevich cover. It follows that f itself is an equivariant Nisnevich covering. 
Example 2.16. Let C2 = 〈σ〉 be the cyclic group of order two. Let X denote
the smooth C2-scheme over Spec(R) defined by Spec(C) equipped with complex
conjugation. Let Y = Spec(C)
∐
Spec(C) with C2-action given by switching the
factors. Let f : Y → X be given by the identity on one factor and complex
conjugation on the other factor. Then f is a Nisnevich cover after forgetting the
C2-action but is not locally equivariantly split and so is not an equivariant Nisnevich
cover.
2.2. Finite groups. In this section we focus on the case of a finite constant group
scheme. Throughout this subsection, G is a finite group (in the category of sets).
The associated group scheme over S given by
∐
G S is denoted as well by G. Given
a subgroup H ⊆ G and an H-scheme Z we write G×H Z := (G× Z)/H .
If X is a G-scheme and x ∈ X is a point, the set-theoretic stabilizer of x is
the subgroup Sx ⊆ G defined by Sx = {g ∈ G | g·x = x}. The orbit of x is
G·x := G×Sx x, which has underlying set {g·x | g ∈ G}.
Proposition 2.17. An equivariant e´tale map f : Y → X in SchGS is an equivariant
Nisnevich cover if and only if for any point x ∈ X there is a point y ∈ Y such that
f(y) = x and f induces isomorphisms k(x) ∼= k(y) and Sy ∼= Sx.
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Proof. This is proved in [14, Proposition 3.5] when S = Spec(k) is a field. The
same proof applies for a general base S. For convenience, we repeat the proof here.
First, by Proposition 2.15, if f is an equivariant Nisnevich cover then it has an
equivariant splitting sequence as in (2.14). Then x ∈ Xj −Xj+1 for some j. Let s
be a section of f over Xj −Xj+1 and let y = s(x). One immediately verifies that
f induces an isomorphism k(x) ∼= k(y) and Sy ∼= Sx.
For the other direction, again by Proposition 2.15, it suffices to show that f has
a splitting sequence. By Noetherian induction, it suffices to show that if for each
generic point η ∈ X there is η′ ∈ Y so that f induces k(η) ∼= k(η′) and Sη ∼= Sη′ then
there is an equivariant dense open U ⊂ X such that Y ×XU → U has an equivariant
splitting. To show this it suffices to assume that X is equivariantly irreducible. Let
η ∈ X be a generic point. Then there is an η′ ∈ Y such that f : η′ ∼= η and
Sη′ ∼= Sη. This implies that G·η
′ → G·η is an equivariant isomorphism. We have
that G·η′ ∼= ∩W ′ (resp. G·η) is the intersection over all invariant opens W ′ in Y
containing η′ (resp. all invariant opens in X) and so there is some invariant open
W ′ ⊆ Y such that W ′ → f(W ′) is an equivariant isomorphism. Setting U = f(W ′)
we obtain our equivariant splitting. 
Remark 2.18. The proof of the previous proposition shows as well the follow-
ing useful fact: the version of the equivariant Nisnevich topology defined using
“infinite” covers yields a site which is equivalent to the one we have defined here.
Corollary 2.19. Let {fi : Yi → X}i∈I be a collection of equivariant e´tale maps in
SchGS such that for every x ∈ X there is an index i = i(x) ∈ I and a point y ∈ Yi
such that fi induces isomorphisms k(x) ∼= k(y) and Sy ∼= Sx. Then there is a finite
sub-collection {Yij → X}
n
j=1 which is an equivariant Nisnevich cover.
We now turn our attention to the points of the equivariant Nisnevich topology.
Recall that a point x on a Grothendieck site C is a functor x∗ : Shv(C) → Sets
from sheaves on C to sets which commutes with all small colimits and finite limits.
Such a functor has a right adjoint x∗ : Sets → Shv(C) by Freyd’s adjoint functor
theorem. An explicit description of the points of the equivariant Nisnevich topology
is provided in [9] (in the case of quasi-projective G-schemes). We proceed in a
somewhat different fashion to describe the points. If the orbit G·x of a point x ∈ X
is contained in an affine neighborhood, then OX,Gx is a semilocal ring. In this
case we let OhX,Gx denote the henselization of the semilocal ring OX,Gx along the
ideal defining the scheme G·x. Note that the semilocal ring OhX,Gx has a G-action
coming from the action on X because henselization is functorial. In general, G·x
is not contained in an invariant affine Zariski neighborhood. Instead, we consider
the category NG(G·x) of affine equivariant Nisnevich neighborhoods of G·x. An
equivariant Nisnevich neighborhood of G·x is an equivariant e´tale map f : Y → X
and an equivariant map s : G·x→ Y such that the triangle commutes
Y
f

G·x //
s
AA
✄
✄
✄
✄
✄
✄
✄
X.
The category NG(G·x) is filtering. We note that it is also nonempty.
Lemma 2.20. Any orbit G·x is contained in an affine equivariant Nisnevich neigh-
borhood.
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Proof. The point x is contained in an affine Sx-invariant neighborhood U . Note
that the map G×Sx U → X is an equivariant Nisnevich neighborhood of G·x. 
We define
(2.21) XhGx := lim
U∈NG(G·x)
U.
The transition maps of this filtered limit are affine and so this limit exists as a
scheme. The G-action on X induces one on XhGx.
If U → X and g ∈ G, the translate of U by g is the scheme g(U) defined by the
cartesian square
g(U) //
g(f)

U
f

X τ
g−1
// X,
where τg−1 : X → X is the automorphism defined by g
−1 via the G-action on X .
When G = {e = g0, · · · , gn} is finite we can iteratively form the fiber product
UG := U ×X g1(U)×X · · · ×X gn(U),
using the maps gi(f) : gi(U) → X . Now suppose that Z ⊆ X is a G-invariant
subset and U → X is a Nisnevich neighborhood of Z. It is straightforward to
check that UG → X is an equivariant Nisnevich neighborhood of Z and there is
a factorization (UG, Z) → (U,Z) → (X,Z). One now readily sees that when G·x
is contained in an invariant affine neighborhood then XhGx
∼= Spec(OhX,Gx). More
generally we see that
XhGx
∼= G×Sx Spec(OhX,x).
Let X be a smooth G-scheme over S. For any x ∈ X , we define a functor
x∗ : SmGS → Sets by setting x(U) := Hom(X
h
Gx, U), where the morphism set is
taken in the category of all S-schemes with G-action (not necessarily of finite type).
We extend this to a functor x∗ : Shv(SmGS/Nis)→ Sets via the left Kan extension
of x∗ along the Yoneda embedding. Explicitly, x∗F = colimU∈NG(Gx) F(U). In an
entirely analogous fashion, we define a point x∗ on SchGS/Nis for any point x of a
G-scheme X over S. We usually write F (XhGx) = x
∗F .
Proposition 2.22. Let G be a finite group. The collection {x∗ |X ∈ SmGS , x ∈ X}
(resp. {x∗ |X ∈ SchGS , x ∈ X}) forms a conservative family of points on the site
SmGS/Nis (resp. on Sch
G
S/Nis).
Proof. We treat the case SmGS , the case of Sch
G
S being verbatim. By [1, Proposi-
tion 6.5.a] it is enough to show that for U ∈ SmGS and {fi : Ui → U}i∈I a family of
G-equivariant maps such that {x∗(Ui) → x∗(U)}i∈I is surjective for all X ∈ Sm
G
S
and all x ∈ X , the map {fi} is dominated by an equivariant Nisnevich cover of U .
Suppose that {x∗(Ui)→ x∗(U)}i∈I is a surjective family for all pairs (X,G·x). For
u ∈ U and the induced G-equivariant map v : (UhGu, G·u)→ (U,G·u), there exists,
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by our assumption, an index i ∈ I and a G-equivariant factorization
Ui
fi

UhGu
w
AA
✄
✄
✄
✄
✄
✄
✄
v
// U.
Notice that w is an isomorphism when restricted to G·u, and hence it gives a
section of fi over G·u. Since (UhGu, G·u) is the filtered limit of equivariant Nisnevich
neighborhoods of G·u and f is a G-equivariant finite type morphism, there is an
equivariant Nisnevich neighborhood (U ′i , G·u) and a G-equivariant factorization
(U ′i , G·u)
w
−→ (Ui, G·u)
fi
−→ (U,G·u). The point u ∈ U was chosen arbitrarily, so we
deduce the desired domination of {fi}. 
3. Local model structures
Let S denote the category of simplicial sets with internal hom S(−,−) defined
in [12, I.5]. Similarly, let S• denote the category of pointed simplicial sets with
internal hom S•(−,−).
Definition 3.1. A motivic G-space X is a presheaf X : (SmGS )
op → S of simplicial
sets. A pointed motivic G-space is a presheaf (SmGS )
op → S• of pointed simplicial
sets.
By the finite type condition the category SmGS is essentially small, i.e., it is locally
small with a small set of isomorphism classes of objects. LetMG(S) (resp.MG• (S))
denote the category of motivic (resp. pointed motivic) G-spaces. We identify S
with the full subcategory of MG(S) comprised of constant motivic G-spaces. The
Yoneda lemma yields a fully faithful embedding of SmGS intoM
G(S) associating an
objectX of SmGS with the representable motivic G-space hX(−) := HomSmG
S
(−, X)
which takes values in discrete simplicial sets. We will usually make no notational
distinction between X and hX . It follows from Corollary 2.10 that hX is a sheaf in
the equivariant Nisnevich topology. A pointed motivic G-space is a motivic G-space
X together with a map pt = hS → X . For X ∈ Sm
G
S , the symbol X+ denotes the
pointed motivic G-scheme (X
∐
pt, pt). We note the following useful fact about
MG• (S).
Lemma 3.2. The category MG• (S) is both a closed symmetric monoidal category
and a locally finitely presented bicomplete S•-category. In particular, filtered colim-
its commute with finite limits.
The tensor product inMG• (S) is defined by taking the pointwise, or schemewise,
smash product (X ∧ Y)(U) = X (U) ∧ Y(U). With this definition, pt = S is the
unit of the product. Limits and colimits in MG• (S) are also defined pointwise. The
functor EvU evaluating motivic G-spaces at a fixed G-scheme U is strict symmetric
monoidal, preserves limits and colimits, and there is an adjunction:
(3.3) FrU : S•
//
MG• (S) : EvU .oo
The left adjoint FrU , defined by FrU (K) = U+ ∧K, is lax symmetric monoidal for
any G-scheme and strict symmetric monoidal when U = pt. For X ∈ MG• (S) and
K ∈ S•, we define X ∧K and XK by sending U to X (U) ∧K and S•(K,X (U)),
respectively.
MOTIVIC HOMOTOPY THEORY OF GROUP SCHEME ACTIONS 11
The S•-enrichment of pointed motivicG-spaces is given degreewise by the pointed
simplicial set
(3.4) S(X ,Y)n = HomMG• (S)(X ∧∆[n]+,Y).
The internal hom inMG• (S) is defined pointwise asHom(X ,Y)(U) = S(X∧U+,Y).
A pointed motivic G-space X is finitely presentable if HomMG
•
(S)(X ,−) com-
mutes with filtered colimits. Using the natural isomorphism Hom(U+ ∧ K,X ) ≃
X (U ×−)K , one deduces that X is finitely presentable if and only if S(X ,−) com-
mutes with filtered colimits. The pointed finite simplicial sets and the G-schemes
form the building blocks for MG• (S) in the following sense (see [5, 5.2.2b, 5.2.5]):
Lemma 3.5. Every pointed motivic G-space is a filtered colimit of finite colimits
of pointed motivic G-spaces of the form (U ×∆[n])+, where U ∈ Sm
G
S and ∆[n] is
the standard n-simplex for n ≥ 0. The motivic G-spaces (U ×∆[n])+ are finitely
presented. The finitely presented motivic G-spaces are closed under retracts, finite
colimits and smash products.
In the above we described the monoidal structure on pointed motivic G-spaces.
This story works verbatim for motivic G-spaces MG(S) by replacing the smash
product with the product X × Y.
3.1. Global model structures. We recall the standard global model structures
which we later localize to obtain motivic model structures on motivic G-spaces.
We refer the reader to [17] for standard notions related to model structures. Recall
that a model structure on MG(S) is simplicial if the simplicial structure interacts
with cofibrations, fibrations and weak equivalences as follows: If i : X → Y is a
cofibration and p : Z →W a fibration in MG(S), then the map of simplicial sets
S(Y,Z)
(i∗,p∗)
−−−−→ S(X ,Z) ×
S(X ,W)
S(Y,W)
is a Kan fibration, which is a weak equivalence if either i or p is a weak equivalence.
We say that a map f : X → Y of motivic G-spaces is a schemewise weak
equivalence (resp. schemewise fibration) if the map of simplicial sets X (X)→ Y(X)
is a weak equivalence (resp. Kan fibration) of simplicial sets for every X ∈ SmGS .
A schemewise fibration will be more frequently called a projective fibration. A
projective cofibration is a map f which has the left lifting property with respect
to all maps which are schemewise fibrations and weak equivalences. Using [17,
Theorems 11.6.1, 11.7.3, 13.1.14, Proposition 12.1.5], one deduces the existence
and standard properties of the projective model structure.
Theorem 3.6 (Projective model structure). The schemewise weak equivalences,
projective fibrations, and projective cofibrations form a cellular, combinatorial and
simplicial model structure on MG(S) with respect to the S-enrichment in (3.4).
The set of generating cofibrations
Ischproj(Sm
G
S ) = {U × (∂∆
n ⊂ ∆n)}n≥0,U∈SmG
S
and trivial cofibrations
J schproj(Sm
G
S ) = {U × (Λ
n
i ⊂ ∆
n)}n≥1,0≤i≤n,U∈SmG
S
are induced from the corresponding maps in S. The domains and codomains of the
maps in these generating sets are finitely presented. The projective model structure
is proper. For every U ∈ SmGS the pair (FrU ,EvU ) forms a Quillen pair.
12 J. HELLER, A. KRISHNA, AND P.A. ØSTVÆR
An injective cofibration is a schemewise cofibration. Let κ be the first cardinal
number greater than the cardinality of the set of maps in the category of presheaves
on SmGS . If ω denotes, as usual, the cardinal of continuum, we define γ as κω
κω.
Now let Isch,κinj (Sm
G
S ) be the set of maps X → Y such that X (U) → Y(U) is a
cofibration of simplicial sets of cardinality less than κ for every U ∈ SmGS . Like-
wise, we define J sch,γinj (Sm
G
S ) for schemewise trivial cofibrations of simplicial sets
bounded by γ. The injective model structure on MG(S), defined in [13], has the
following properties, see e.g., [18, Theorem 1.4], [3, Theorem 2.16], or [26, Proposi-
tion A.3.3.2].
Theorem 3.7 (Injective model structure). The schemewise weak equivalences, in-
jective cofibrations, and injective fibrations form a cellular, combinatorial and sim-
plicial model structure on MG(S) with respect to the S-enrichment in (3.4). The
cofibrations and trivial cofibrations are generated by Isch,κinj (Sm
G
S ) and J
sch,γ
inj (Sm
G
S ),
respectively.
The third model structure we consider is the flasque model structure [20]. For
U ∈ SmGS , consider a finite set of equivariant monomorphisms VI = {Vi → U}i∈I .
The categorical union ∪i∈IVi is the coequalizer of the diagram in M
G(S)
∐
i,j∈I
Vi ×U Vj −−−−→−−−−→
∐
i∈I
Vi.
Let iI denote the induced monomorphism ∪i∈IVi → U . Note that ∅ → U arises
in this way. The pushout product of maps of iI and a map between simplicial sets
exists in MG(S). In particular, we are entitled to form the sets
Ischfl (Sm
G
S ) = {iI  (∂∆
n ⊂ ∆n)}I,n≥0
and
J schfl (Sm
G
S ) = {iI  (Λ
n
i ⊂ ∆
n)}I,n≥1,0≤i≤n.
A map between motivic G-spaces is a flasque fibration if it has the right lifting
property with respect to J schfl (Sm
G
S ). Moreover, a flasque cofibration is a map
having the left lifting property with respect to every trivial flasque fibration. The
flasque model structure satisfies the following properties, see [20].
Theorem 3.8 (Flasque model structure). The schemewise weak equivalences, flasque
cofibrations and fibrations form form a cellular, combinatorial and simplicial model
structure on MG(S) with respect to the S-enrichment in (3.4). The flasque cofi-
brations and fibrations are generated by Ischfl (Sm
G
S ) and J
sch
fl (Sm
G
S ), respectively.
Finally we note the following.
Theorem 3.9. The identity functor is a left Quillen equivalence from the global
projective to the global flasque and a left Quillen equivalence from the global flasque
to the global injective model structures.
3.2. Local model structures. Next we introduce the local model structures,
which take into account the equivariant Nisnevich topology. Local equivalences for
presheaves of simplicial sets on a Grothendieck site are defined via sheaves of ho-
motopy groups, see [21]. As shown in [10] this approach is equivalent to a Bousfield
localization at the class of hypercovers. Furthermore, by [39], when the topology
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is defined via a cd-structure it suffices to localize with respect to the distinguished
squares.
Let M be a simplicial model category and Σ a class of morphisms. Recall from
[17, Chapter 3] that an object Z of M is called Σ-local if it is fibrant and for
every element f : X → Y in Σ, the induced map of simplicial function complexes
S(Ycof ,Z)→ S(X cof ,Z) is a weak equivalence (see [17, Definitions 3.1.4, 17.1.1]),
where (−)cof denotes cofibrant replacement. Moreover, a map f : X → Y in M is
a Σ-local equivalence if for every Σ-local object Z, the induced map of homotopy
function complexes S(Ycof ,Z) → S(X cof ,Z) is a weak equivalence. Clearly every
element of Σ is a Σ-local equivalence.
The left Bousfield localization ofM with respect to the class Σ of morphisms is
a model category structure LΣM on the underlying category M with
(1) weak equivalences the Σ-local equivalences of M,
(2) cofibrations are the same as the cofibrations of M, and
(3) fibrations the maps having the right lifting property with respect to the
cofibrations that are simultaneously Σ-local equivalences.
If Σ is a set of maps in a left proper and cellular (or combinatorial) model
categoryM, then by [17, Theorem 4.1.1] (or J. Smith’s theorem [3, Theorem 4.7])
the left Bousfield localization LΣM exists. Moreover,
(4) the fibrant objects of LΣM are the Σ-local objects.
Now we localize the global model structures. For a distinguished equivariant
Nisnevich square Q as in (2.1) write Qhp for the homotopy pushout in the global
projective model structure. There is a canonical map Qhp → X and we set
ΣhpNis = {Q
hp → X}Q ∪ {∅ → h∅}.
Here ∅ is the initial motivic G-space and h∅ is the motivic G-space represented
by the empty G-scheme.
Definition 3.10. The local projective (resp. local flasque, resp. local injective
model structure on MG(S) is the left Bousfield localization at ΣhpNis of the global
projective (resp. global flasque, resp. global injective) model structure.
In the case of the local flasque and the local injective model structures, instead
of using the homotopy pushout Qhp of a distinguished square, one could use instead
the pushout (computed in MG(S)). The point is that a monomorphism of smooth
G-schemes is a cofibration in these model structures, and so the categorical pushout
is weakly equivalent to a homotopy pushout in these model structures. However,
to keep the treatment uniform, we use the homotopy pushout in all three cases.
Recall [21] that a map f : X → Y is a local equivalence if it induces an isomor-
phisms (π0X )GNis ∼= (π0Y)GNis and (πn(X|U , x))GNis ∼= (πn(Y|U , f(x)))GNis of
sheaves for every U in SmGS and basepoints x ∈ X (U) and n ≥ 0.
Theorem 3.11. The local projective, local flasque, and local injective model struc-
tures on MG(S) are cellular, combinatorial, proper, and simplicial. The identity
functors from the local projective model structure to the local flasque and local injec-
tive model structures are left Quillen equivalences. Moreover, the weak equivalences
in all three model structures agree and are exactly the local weak equivalences.
Proof. The schemewise model structures are cellular, combinatorial and left proper
ones, and hence the Bousfield localizations defining these model structures exist,
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are cellular, combinatorial, left proper, and simplicial (see [17, Theorem 4.1.1] or
[3, Theorem 4.7]). The identity functor induces a left Quillen equivalence from the
local projective to the local flasque to the local injective model structures because
it does so on global model structures (Theorem 3.9).
Right properness of the local projective model structure follows as in [4, Theo-
rem 1.5]. The other model structure are also right proper because a local injective
fibration or a local flasque fibration, is also a local projective fibration.
By [39, Theorem 3.8], the weak equivalences in the local projective model struc-
ture are exactly the local equivalences. It is straightforward to verify that local
flasque and local injective equivalences are also exactly the local equivalences (see
e.g., [20, Theorem 4.3]). 
A presheaf of simplicial sets F on a Grothendieck site C is said to satisfy τ -descent
if every hypercover U• → U induces a weak equivalence F(U) ≃ holim∆ F(Un).
Equivalently every fibrant replacement F → F̂ , in the local model structure, is an
objectwise equivalence. An important feature of topologies defined via cd-structures
is that descent is equivalent to a substantially simpler excision property.
Definition 3.12. A motivic G-space X is said to be equivariant Nisnevich excisive
provided
(i) X (∅) is contractible, and
(ii) the square is homotopy cartesian
X (X) //

X (A)

X (Y ) // X(B)
for every distinguished equivariant Nisnevich square (2.1) in SmGS .
Remark 3.13. A motivic G-space X is locally projective (resp. flasque, resp. in-
jective) fibrant if and only if it is globally projective (resp. flasque, resp. injective)
fibrant and is equivariant Nisnevich excisive.
Proposition 3.14. Let X be a motivic G-space. The following are equivalent.
(i) X is equivariant Nisnevich excisive,
(ii) any local fibrant replacement X → X̂ is a schemewise weak equivalence.
Proof. A fibrant replacement in the local injective or flasque model structure is also
a local projective fibrant replacement and so it suffices to consider this case. In this
case the result follows from [39, Proposition 3.8, Lemma 3.5].

4. Motivic model structures
In this section we introduce the unstable homotopy category of motivic G-spaces,
which is defined as the A1-localization of the local model structure.
4.1. Unpointed motivic spaces. In what follows we consider A1S with trivial G-
action and for simplicity we usually write A1, omitting mention of the base scheme.
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Definition 4.1. The motivic projective (resp. injective, flasque) model structure
on MG(S) is the left Bousfield localization of the local projective (resp. injective,
flasque) model structure with respect to the set of projection maps
{X × A1
pX
−−→ X | X ∈ SmGS }.
The weak equivalences in each of the motivic projective (resp. injective, flasque)
model structures coincide with each other. A weak equivalence in any of these
model structures will be simply called a motivic weak equivalence.
Remark 4.2. This definition is made so that the affine line becomes contractible.
In fact, it forces all representations to become contractible and more generally
equivariant vector bundle projections become equivalences, see Proposition 4.10.
In particular allowing the affine line to be replaced with nontrivial linear actions in
the above definition does not lead to a more general model structure.
Theorem 4.3. The motivic projective (resp. injective. flasque) model structure
on MG(S) is a proper, cellular and combinatorial, and simplicial model structure.
Moreover the identity functors from the motivic projective to the motivic flasque
and injective model structures are left Quillen equivalences.
Proof. Combining Theorem 3.11, [17, Theorem 4.1.1], and [3, Theorem 4.7]) we
have that the motivic projective, injective and flasque model structures are left
proper, cellular, combinatorial and simplicial. Moreover, right properness of the
motivic model structures follow as in [4, Lemma 3.1]. The last statement follows
from the fact that the identity functor is a Quillen equivalence between the global
projective, flasque, and injective model structures. 
The unstable (unpointed) equivariant motivic homotopy category HG(S) is the
homotopy category associated to the motivic model structure on MG(S). The
following description of fibrant objects follows immediately from the definition of
the motivic model structure and standard properties of Bousfield localization (see
the beginning of Section 3.2).
Lemma 4.4. A motivic G-space X is fibrant in the motivic projective (resp. injec-
tive, flasque) model structure if and only if
(i) X is local projective (resp. injective, flasque) fibrant, and
(ii) X (X)→ X (X × A1) is a weak equivalence for all X in SmGS .
A motivic G-space X is said to be A1-invariant provided X (X)→ X (X ×A1) is
a weak equivalence for all X in SmGS .
Theorem 4.5. Let X be a motivic G-space. The following are equivalent.
(i) X is equivariant Nisnevich excisive and is A1-invariant.
(ii) Any fibrant replacement X → QX in the motivic projective (resp. flasque,
injective) model structure is a schemewise weak equivalence.
Moreover, if f : X → Y is a map between motivic G-spaces which satisfy these
equivalent conditions then f is a motivic weak equivalence if and only if it is a
schemewise weak equivalence.
Proof. That (ii) implies (i) follows from Proposition 3.14 and Lemma 4.4.
For the converse we treat the case of the injective model structure explicitly, the
other cases are the same. Suppose that X satisfies (i) and let f : X → QX be a
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motivic injective fibrant replacement. By Proposition 3.14, it is enough to show
that f is a local injective fibrant replacement.
We factor f as a composition X
g
−→ X ′
f ′
−→ QX , where g is a local trivial cofibra-
tion (in particular, a motivic trivial cofibration) and f ′ is a local injective fibration.
It follows from the 2-out-of-3 axiom that f ′ is a motivic weak equivalence. We need
to show that f ′ is a local weak equivalence.
Since QX is local injective fibrant and f ′ is a local injective fibration, it follows
that X ′ is also local injective fibrant. In particular, g is a local injective fibrant
replacement for X . We conclude from Proposition 3.14 that g is a schemewise weak
equivalence. Note that since X satisfies condition (i) so does X ′. By Lemma 4.4 we
conclude that X ′ is motivic injective fibrant. Since f ′ is a motivic weak equivalence
between fibrant motivic G-spaces we conclude from the local Whitehead theorem
(see [17, Theorem 3.2.12]) that f ′ is in fact a schemewise weak equivalence. This
proves the first part of the theorem.
The second assertion of the theorem follows easily by considering motivic fibrant
replacements. 
4.2. Pointed motivic spaces. The categoryMG• (S) of pointed motivic G-spaces
is the category whose objects are pairs (X , x) where X is a motivic G-space and
x : pt → X is a distinguished basepoint. Maps in this category are required
to respect the basepoint. We usually omit explicit mention of the basepoint in
notation when no confusion can arise. By Lemma 3.2, the category MG• (S) of
pointed motivic G-spaces is a closed symmetric monoidal category with respect to
the smash product and pointed internal hom. There is an adjoint functor pair
(−)+ :MG(S)
//
MG• (S)oo
where (X )+ = X
∐
pt (which is pointed at the newly added disjoint point) and the
right adjoint is the forgetful functor.
Since MG• (S) is the slice category pt ↓ M
G(S), the motivic projective (resp.
flasque, injective) model structure on pointed motivic G-spaces follows from that
on unpointed motivic G-spaces by [17, Theorem 7.6.5].
Theorem 4.6. The category MG• (S) admits a proper, cellular, combinatorial,
simplicial model structure with the property that a map f : (X , x) → (Y, y) is
a weak equivalence (resp. cofibration, resp. fibration) if and only if f : X → Y
is a weak equivalence (resp. cofibration, resp. fibration) in the motivic projective
model structure on MG(S). The motivic flasque and motivic injective model struc-
tures on MG(S) similarly induce model structures on MG• (S). The identity is a
Quillen equivalence between the projective, flasque, and injective model structures
on MG• (S).
The equivariant pointed motivic homotopy category HG• (S) is the homotopy
category associated to any of the equivalent motivic model structures on MG• (S).
Proposition 4.7. The smash product preserves motivic weak equivalences and in-
jective cofibrations in MG• (S). This induces a symmetric closed monoidal category
structure on HG• (S).
Proof. The same argument as in [11, Lemma 2.20] shows that smashing with any
pointed motivic G-space preserves motivic weak equivalence. Since the cofibrations
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in the motivic injective model structure are monomorphisms, it follows immediately
that smash product preserves cofibrations.
The first assertion implies the smash product defines a structure of symmetric
monoidal structure on HG• (S). We need to show that this monoidal structure is
closed. For this we may use any of the equivalent model structures. We use the
motivic projective model structure and it suffices to show that the motivic projective
model structure on MG• (S) is monoidal. This follows from the same argument as
in [11, Corollary 2.19]. 
Recall that the simplicial circle S1 is the constant presheaf ∆1/∂∆1 pointed by
the image of ∂∆1. As usual we write Sn for (S1)∧n. Smashing with the simplicial
circle gives a functor
ΣF = S1 ∧ F .
Let Ω1(−) = Hom•(S1,−) be the right adjoint of S1∧ (−). Proposition 4.7 implies
that
(
Σ(−),Ω1(−)
)
is a Quillen pair of endofunctors on MG• (S). In particular, we
get an adjoint pair of endofunctors
LΣ(−) : HG• (S)
//
HG• (S) : RΩ
1(−).oo
For X in SmGS , there is an adjoint pair FrX : S• ⇄M
G
• (S) : EvX (see (3.3)).
Here FrX(K) := X+ ∧K and EvX(F) := F(X) .
Proposition 4.8. The functors (FrX ,EvX) form a Quillen pair with respect to the
motivic (resp. local, schemewise) projective (resp. flasque, injective) model struc-
tures on MG• (S).
Proof. The identity on MG• (S) is a left Quillen functor from the schemewise pro-
jective model structure to any of the other schemewise model structures as well
any of their localizations and so we only need to consider the schemewise projective
model structure. The lemma follows immediately from the observation that EvX
preserves fibrations and trivial fibrations. 
Corollary 4.9. Let F be a pointed motivic G-space. Suppose that F is equivariant
Nisnevich excisive and is A1-invariant. Then for any pointed simplicial set K and
any X in SmGS , there is a natural isomorphism
[K,F(X)] ∼= [K ∧X+,F ]HG
•
(S).
In particular there is an isomorphism πnF(X) ∼= [Sn ∧X+,F ]HG
•
(S) for any n.
Proof. Let F → QF be a motivic injective fibrant replacement. By Theorem 4.5 it
is a schemewise weak equivalence. Together with the previous proposition, we have
natural isomorphisms
[K ∧X+,F ]HG
•
(S)
∼= [LFrX(K),F ]HG
•
(S)
∼= [K,REvX(F)] ∼= [K,QF(X)] ∼= [K,F(X)].

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4.3. Equivariant vector bundles. We finish this section with the observation
that equivariant vector bundle projections are motivic weak equivalences. Re-
call that a G-equivariant vector bundle p : V → X is an equivariant map of G-
schemes which is a vector bundle when the G-action is forgotten. An elementary
A1-homotopy between maps f, g : X → Y of motivic G-spaces, is an equivariant
mapH : X×A1 → Y such that H◦i0 = f andH◦i1 = g. Elementary A1-homotopic
maps become equal in the equivariant motivic homotopy category.
Proposition 4.10. Let p : V → X be a G-equivariant vector bundle. Then p is an
equivariant motivic weak equivalence.
Proof. Write i : X → V for the zero-section. Then p ◦ i = id and it suffices to show
that there is an elementary A1-homotopy between i ◦ p is and the identity.
Let E → M be a vector bundle over a scheme M . Write HE : E × A
1 → E
for the standard fiberwise contraction. Explicitly, if U = Spec(R) ⊆ M is an
open affine subscheme over which E becomes trivial, then HE|U is the morphism
R[X1, · · · , Xn]→ R[T,X1, · · · , Xn] by Xj 7→ TXj.
For any morphism of vector bundles f : E → F we have HE ◦ (f × 1A1) = f ◦HF
and for any map of schemes g : Y → X , g∗HE = Hg∗E . Consequently, HV is
equivariant for any equivariant vector bundle V → X and thus provides the desired
elementary A1-homotopy between i ◦ p and the identity.

5. Equivariant Nisnevich excision and K-theory
In this section, S is a regular Noetherian base scheme of finite Krull dimension.
We assume thatG→ S is a flat group scheme which satisfies the resolution property.
Resolution Property for X. Every coherent G-module on X is the equivariant
quotient of a G-vector bundle.
The resolution property holds in rather broad generality. See [36, Remark 1.9] for
a list of cases when the resolution property is fulfilled and [35] for a comprehensive
discussion. We mention a few cases when the resolution property holds for a smooth
G-scheme X over a regular, Noetherian base S:
(i) G is a finite constant group scheme,
(ii) G is reductive,
(iii) dim(S) ≤ 1, G→ S affine.
Under the assumption, we show that equivariant algebraic K-theory of smooth
schemes over S is representable in the equivariant motivic homotopy category. As
an application we characterize all equivariantly contractible smooth affine curves
with group action, and moreover all equivariant vector bundles on such curves. We
also establish equivariant Nisnevich excision for certain non-smooth schemes when
G is finite.
5.1. Nisnevich excision. Let X be a G-scheme over S. Write PG(X) for the
exact category of G-vector bundles. The equivariant algebraic K-theory groups are
the homotopy groups KGi (X) := πiK(P
G(X)) of the associated K-theory space,
defined by Waldhausen’s S•-construction. The assignment X 7→ K(PG(X)) is
not a presheaf on SchGS but only a pseudo-functor. We may obtain a presheaf by a
rectification procedure to the pseudo-functorX 7→ PG(X). Using [32, Lemma 3.2.6]
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and the rectification procedure explained in [22, Chapter 5, p. 179], yields a presheaf
of simplicial sets KG on SchGS such that πiK
G(X) = KGi (X) for all X .
Theorem 5.1. Let G→ S be a flat algebraic group scheme over a regular Noether-
ian base scheme S which satisfies the resolution property for all X in SmGS . Then
KG is equivariant Nisnevich excisive on SmGS .
Proof. We need to show that if
W //

Y
f

U 
 j
// X
is an equivariant distinguished square in SmGS then the diagram of simplicial sets
KG(X)
j∗
//
f∗

KG(U)

KG(Y ) // KG(W )
is homotopy cartesian.
Consider the commutative diagram of fibration sequences (see [34, Theorem 2.7]):
GG(X \ U) //

GG(X)
j∗
//
f∗

GG(U)

GG(Y \W ) // GG(Y ) // GG(W ),
where GG(X) denotes the K-theory of the exact category of equivariant coherent
sheaves on a G-scheme X . By [36, Theorem 1.8], the resolution property implies
that equivariant G-theory agrees with equivariant K-theory and so it suffices to
see that the right-hand square is homotopy cartesian. But this follows immediately
from the fact that X \ U ∼= Y \W . 
Corollary 5.2. With hypothesis as in the previous theorem, there is a natural
isomorphism
KGi (X)
∼= [Si ∧X+,K
G]HG
•
(S)
for any X in SmGS .
Proof. Recall that equivariant G-theory agrees with equivariantK-theory [36, The-
orem 1.8]. Thus the claim follows immediately from Corollary 4.9 and homotopy
invariance for equivariant G-theory [34, Corollary 4.2]. 
Write KGq (−)GNis for the sheafification in the equivariant Nisnevich topology of
the presheaf X 7→ KGq (X).
Corollary 5.3. With hypothesis as in the previous theorem, there is a strongly
convergent descent spectral sequence
Ep,q2 = H
p
GNis(X,K
G
q (−)GNis) =⇒ K
G
q−p(X)
for any X in SmGS .
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Proof. The construction of this spectral sequence is exactly as in [22, Section 6.1].
By Corollary 5.2, the target of the spectral sequence is as displayed. Convergence
of the spectral sequence follows from Corollary 2.11. 
We note that in some cases we can deduce that equivariant algebraic K-theory
is equivariant Nisnevich excisive on non-smooth schemes.
Theorem 5.4. Suppose that S = k is a field. Let G be a finite group of order
coprime to char(k). Then KG is equivariant Nisnevich excisive on the category of
quasi-projective G-schemes.
Proof. We need to see that KG converts any equivariant distinguished square (2.1),
in the category of quasi-projective G-schemes, into a homotopy cartesian square.
Our assumption implies that [Y/G]→ [X/G] is a representable morphism of tame
Deligne-Mumford stacks which admit coarse moduli schemes. Hence the theorem
follows from [25, Corollary 3.8]. 
5.2. Equivariantly contractible smooth affine curves. We shall say that a
motivic G-space X is equivariantly A1-contractible if the map X → pt is a motivic
weak equivalence. A G-equivariant vector bundle V on X ∈ SmGk is called trivial
if there is a G-representation V such that V = V ×k X .
As an application of the representability of equivariant algebraic K-theory, we
prove the following geometric result on equivariant vector bundles.
Theorem 5.5. Let k be an infinite field and let G = 〈σ〉 be a finite cyclic group of
order prime to the characteristic of k such that µ|G| ⊂ k. Let X be a smooth affine
curve over k with G-action. Then X is equivariantly A1-contractible if and only if
it is isomorphic to a 1-dimensional linear representation of G. In particular, all
G-equivariant vector bundles on X are trivial if X is equivariantly A1-contractible.
Proof. The assertion that a finite-dimensional representation is equivariantly A1-
contractible follows from Proposition 4.10. Below we prove the more difficult con-
verse statement.
Suppose that X is equivariantly A1-contractible. Since the G-action on a smooth
scheme is linearizable, we can assume there is smooth projective curve X ∈ SmGk
and an open embedding j : X →֒ X in SmGk . Let f : X → Spec(k) denote the
structure map.
Claim 1: The curve X is rational.
Proof of claim 1: Consider the commutative diagram
(5.6) KGi (k) ⊗
R(G)
Z
f∗

fik
// Ki(k)
f∗

KGi (X) ⊗
R(G)
Z
fiX
// Ki(X)
with forgetful horizontal maps from equivariant to ordinaryK-theory. Corollary 5.2
shows the left vertical arrow is an isomorphism for all i ≥ 0. The top horizontal
arrow is an isomorphism for all i ≥ 0 by [33, Lemma 5.6]. Applying these facts for
i = 0, we see that the composite map
KG0 (X)⊗R(G) Z→ K0(X)→ Z
MOTIVIC HOMOTOPY THEORY OF GROUP SCHEME ACTIONS 21
is an isomorphism. On the other hand, the first map is surjective over Z[1/|G|] by
[37, Theorem 1]. It follows that Pic(X) is a torsion group of exponent |G|, which
can happen if and only if X is rational. This proves the claim.
Claim 2: X is isomorphic (not necessarily equivariantly) to A1.
Proof of claim 2: Claim 1 implies that X ≃ P1k. Inserting i = 1 in (5.6) shows the
composite map
KG1 (X)⊗R(G) Z
f1X−−→ K1(X)։ O
×(X)
is just the inclusion k× →֒ O×(X). On the other hand, f1X is surjective over
Z[1/|G|] by [37, Theorem 1]. It follows that k×[1/|G|] ≃ O×(X)[1/|G|], which can
happen if and only if X ≃ A1 as an open subscheme of P1k.
By the above claims, X is the affine line with G = 〈σ〉-action σ(x) = ax+ b for
some fixed a, b ∈ k with a|G| = 1. If b 6= 0, then σ acts on A1 without fixed points.
This means that the identity map of A1 gives an element of [A1,A1]G,A1 which
can not be equivariantly contracted to any fixed point. In particular, πG,A
1
0 (X) is
not constant and hence X → Spec(k) is not a motivic weak equivalence, which
contradicts our assumption. We conclude that b = 0 and G acts linearly on A1.
Finally, the claim about the triviality of all G-equivariant vector bundles on X
follows from the above combined with [7] and [27, Theorem 1]. 
Example 5.7. Theorem 5.5 shows that equivariant A1-contractibility is a strictly
stronger condition than ordinary A1-contractibility, as one would expect. As an
example, let the cyclic group of order two G = 〈σ〉 act on A1 by σ(x) = 1−x. This
action is fixed point free and hence not isomorphic to a G-representation. Thus A1
equipped with this action is not equivariantly A1-contractible.
Remark 5.8. One can ask whether the assertion of Theorem 5.5 is true in higher
dimension as well. This seems to be a very difficult question. We do not know the
answer even when G is trivial and X is a surface. That is, it is unknown whether an
A1-contractible smooth affine surface is isomorphic to the affine plane. It is known,
however, that such surfaces do not admit any non-trivial vector bundles.
6. Fixed point Nisnevich descent and rational K-theory
Throughout this section, G is a finite constant group scheme over a field k.
Equivariant motivic weak equivalences do not always behave as one might expect
from ordinary equivariant homotopy theory. For example, equivariant motivic weak
equivalences are not detected by fixed points. To remedy this, Herrmann [15] intro-
duces a variant of the equivariant Nisnevich topology. Unfortunately, as he shows in
[15, Proposition 5.3], equivariant algebraicK-theory does not satisfy descent in this
topology. Nonetheless, we show in Theorem 6.22 below that equivariant algebraic
K-theory with rational coefficients does satisfy descent in Herrmann’s topology.
6.1. Comparing sheaf cohomologies. We recall several other Nisnevich-type
and e´tale topologies on smooth G-schemes and compare the resulting cohomology
groups with coefficients in sheaves of Q-vector spaces.
The following topology was introduced by P. Herrmann in [15], where it was
called the “H-Nisnevich topology”. It has also been studied by Ben Williams [43].
Definition 6.1. A collection {Yi → X} of maps in Sm
G
k is a fixed point Nisnevich
cover if {(Yi)H → XH} is a Nisnevich cover in Smk for all subgroups H ⊆ G.
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Example 6.2. The map of Example 2.16 is a fixed point Nisnevich cover but, as
noted there, is not an equivariant Nisnevich cover.
Recall (see Section 2.2) that if X is a G-scheme and x ∈ X , we write Sx for the
set-theoretic stabilizer. There is an induced homomorphism Sx → Autk(k(x)) and
the scheme-theoretic stabilizer Gx is the kernel of this map. Replacing set-theoretic
stabilizers with scheme-theoretic stabilizers in Proposition 2.17 leads to the fixed
point Nisnevich topology.
Lemma 6.3 ([15, Lemma 2.12]). An equivariant e´tale map f : Y → X is a fixed
point Nisnevich cover if and only if for every x ∈ X there is a y ∈ Y such that f
induces isomorphisms k(x) ∼= k(y) and Gy ∼= Gx.
The fixed point Nisnevich covers define a Grothendieck topology on SmGk . We
write SmGk/fpNis for the resulting site.
Recall that for a G-scheme X , the isotropy group scheme is a group scheme GX
over X defined by the cartesian square
GX


//

G×X
(µX ,idX)

X

 ∆X
// X ×X.
An equivariant map f : Y → X is said to be isovariant if it induces an isomor-
phism GY ∼= GX ×X Y . A collection {fi : Xi → X}i∈I of equivariant maps is
called an isovariant e´tale cover if it is an equivariant e´tale cover such that each fi is
isovariant. It is called an isovariant Nisnevich cover if it is an isovariant e´tale cover
which is also a Nisnevich cover. The isovariant e´tale site on smooth schemes was
introduced by Thomason [36] in order to prove e´tale descent for Bott-inverted equi-
variant K-theory with finite coefficients. Its Nisnevich analogue was introduced
by Serpe [30] in an attempt to prove descent theorems for equivariant algebraic
K-theory with integral coefficients. (However, some of the results of loc. cit. need
amendments.) Write SmGk/isoNis and Sm
G
k/isoEt for the resulting sites.
To simplify the comparison of sites, we introduce the following topology. A fixed
point e´tale cover is an equivariant e´tale cover {Yi → X} such that for any x ∈ X
there is an index i = i(x) and y ∈ Yi such that Gy ∼= Gx. We write Sm
G
k/fpEt for
the resulting site.
Recall that a continuous map of sites f : D → C is a functor f−1 : C → D between
Grothendieck sites such that for every sheaf F on D, the presheaf f∗(F ) = F ◦ f
−1
is a sheaf on C. If in addition f∗ commutes with finite limits, then it is called a
morphism of sites. If f−1 commutes with fiber products then f is continuous if
and only if it preserves covers. If in addition the topology on D is sub-canonical,
then a continuous map of sites is a morphism of sites (see e.g., [28, Remarks 1.1.44,
1.1.45]).
Every isovariant Nisnevich cover is by definition an isovariant e´tale cover. It
is also obviously a fixed point Nisnevich cover. By [15, Corollary 2.13], every
equivariant Nisnevich cover is also a fixed point Nisnevich cover. The identity
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functor thus yields a commutative diagram of morphisms of sites
SmGk/fpEt
//

SmGk/fpNis
//

SmGk/Nis
SmGk/isoEt
// SmGk/isoNis.
In fact, as we now show, the vertical arrows are equivalences of sites and so we
do not need to worry too much about the distinction between the fixed point and
isovariant topologies. The following property plays in important role in the study
of quotients by algebraic group actions.
Definition 6.4. An equivariant map f : X → Y is said to be stabilizer preserving
at x ∈ X if f induces an isomorphism Gx ∼= Gf(x). If this condition holds for all
x ∈ X then f is said to be stabilizer preserving.
Note that f is stabilizer preserving if and only if it is isovariant. The notion of a
stabilizer preserving map was first introduced by Deligne in unpublished work (see
[23, p. 183]) to prove the existence of a quotient of a separated algebraic space by
a finite group and to remedy the problem that an equivariant e´tale map need not
induce an e´tale map on the quotients.
Proposition 6.5 (Rydh). Let f : X → Y be an equivariant e´tale map. The subset
X0 ⊆ X of points at which f is stabilizer preserving is an invariant open subset.
Proof. This is a special case of [29, Proposition 3.5]. The main point of the argu-
ment is that there are cartesian squares
GX


//

GY ×Y X

// G× Y

X

 ∆
// X ×Y X

X // Y × Y.
The locus X0 of stabilizer preserving points is the complement of the image of
Z := GY ×Y X \GX . Since f is e´tale, ∆ is an open immersion and so Z ⊆ GY ×Y X
is closed. Since G is finite, G× Y → Y × Y is proper and so GY ×Y X → X is as
well. Therefore the image of Z in X is closed and so X0 is open. 
Corollary 6.6. The identity functor induces equivalences of categories
Shv(SmGk/fpEt)→ Shv(Sm
G
k/isoEt)
Shv(SmGk/fpNis)→ Shv(Sm
G
k/isoNis).
In particular H∗fpEt(X,F) = H
∗
isoEt(X,F) and H
∗
fpNis(X,F) = H
∗
isoNis(X,F) for
any X and any F .
Proof. If X → Y is a fixed point e´tale cover (resp. a fixed point Nisnevich cover) let
X0 ⊆ X be the subset of points at which f is stabilizer preserving, which is an open
invariant subset by the previous proposition. By the definition of the fixed point
e´tale and Nisnevich topologies, X0 ⊆ X → Y is still surjective and so is a cover in
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the isovariant e´tale (resp. Nisnevich) topology. This implies that every fixed point
cover can be refined by an isovariant cover, which establishes the corollary. 
Recall the description of the points in the equivariant Nisnevich topology Section 2.2
for finite groups. There is a corresponding description of the points of the isovariant
e´tale topology, which we now detail. Let X be a G-scheme and x ∈ X a point. Let
x = Spec(k(x))→ x be geometric point corresponding to a choice of separable clo-
sure. We obtain an equivariant map G/Gx × x→ G·x. For notational convenience
we define
G·x := G/Gx × x.
A fixed point e´tale neighborhood of G·x→ X is an equivariant e´tale map V → X
together with a map G·x→ V such that the triangle commutes
V

G·x //
<<
③
③
③
③
③
③
③
③
X.
Write N ′G(G·x) for the category of affine fixed point e´tale neighborhoods of G·x→
X . The strict henselization at a geometric point x→ X is the limit over affine e´tale
neighborhoods V → X of x → X . It is functorial on the category of pairs (Y, x)
consisting of a scheme Y and a geometric point x→ Y and morphisms of pairs are
maps of schemes which preserve the chosen x-point. Note that Gx acts on the pair
(X, x) and thus by functoriality, Gx acts on OhX,x.
Proposition 6.7. Let X be a G-scheme, x ∈ X a point and x → x a geometric
point corresponding to a separable closure k(x) ⊆ k(x). Then there is a natural
isomorphism
lim
V ∈N
′
G
(G·x)
V ∼= G×Gx Spec(OhX,x).
Proof. One may check that the inclusion N
′
G(G·x) ⊆ N(G·x) (the category of
nonequivariant affine e´tale neighborhoods) is initial. Therefore we have natural
isomorphisms
lim
V ∈N
′
G
(G·x)
V
∼=
−→ lim
V ∈NEt(G·x)
V
∼=
←− lim
V ∈N ′
G
(G·x→G×GxX)
V
∼=
←− G×Gx Spec(OhX,x).

Remark 6.8. Note that G ×Gx Spec(OhX,x) equals the limit over isovariant e´tale
neighborhoods of G·x as well.
As usual, if F is a presheaf andW = limiWi, then we set F (W ) := colimi F (Wi).
For each X in SmGk and x ∈ X , choose a separable closure k(x) ⊆ k(x). This gives
rise to the point x∗ : ShvisoEt(Sm
G
k )→ Sets of the isovariant e´tale topos, defined
by x∗F = F (G×Gx Spec(OhX,x)).
Proposition 6.9. The set of points {x∗ |x ∈ X, X ∈ SmGk } forms a conservative
set of points for (SmGk )isoEt.
Proof. Straightforward and similar to the argument in Proposition 2.22 for the
Nisnevich topology. 
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Since G is finite, a geometric quotient X/G always exists as a separated algebraic
space over k (see e.g., [29, Corollary 5.4]). Moreover, one sees from [24, Theorem
2.14] or [29, Corollary 5.4] that if V → X is an e´tale, stabilizer preserving morphism
then V/G→ X/G is e´tale and the following square is cartesian
V //

X

V/G // X/G.
If U → X/G is a separated, e´tale morphism then U ×X/G X → X is an e´tale,
separated morphism from an algebraic space to a scheme and so U ×X/G X is also
a scheme. In particular π : X → X/G induces a functor π−1 : (X/G)Et → XisoEt
given by U 7→ U ×X/G X . Recall (see Section 2.2) that X
h
Gx is the limit over
equivariant Nisnevich neighborhoods of the orbit G·x.
Proposition 6.10. Suppose that the geometric quotient X → X/G exists as a
scheme. Then there is a natural isomorphism (XhGx)/G
∼= (X/G)hx.
Proof. Write [x] ∈ X/G for the image of x under the quotient map. Any equivariant
Nisnevich neighborhood f : V → X of x ∈ X is stabilizer preserving at x and so
by Proposition 6.5 we may assume it is stabilizer preserving. Therefore f induces
an e´tale morphism f/G : V/G → X/G. The section G·x → V induces a section
[x] = (G·x)/G → V/G and so f/G is a Nisnevich neighborhood of [x]. On the
other hand, if W → X/G is a Nisnevich neighborhood of [x] then W ×X/GX → X
is an equivariant Nisnevich neighborhood of G·x. It is straightforward to check
that these processes are inverse to each other and yield the isomorphism of the
proposition. 
Proposition 6.11 (Thomason). Let X be a G-scheme over S and π : X → X/G
be the geometric quotient in algebraic spaces over k. Then π−1 : (X/G)Et → XisoEt
is an equivalence of sites.
Proof. The proof is similar to that of [36, Proposition 2.17]. Define a functor
Xiso−et → (X/G)et by V 7→ V/G. The discussion above shows that this is well-
defined and is an inverse to π−1. 
Corollary 6.12. Let X be an affine G-scheme over k, x ∈ X, and F a sheaf
of abelian groups in the isovariant e´tale topology on X. Then HpisoEt(X
h
Gx,F) is
torsion for any p > 0.
Proof. Proposition 6.11 and Proposition 6.10 together imply that we have an iso-
morphismHpisoEt(X
h
Gx,F)
∼= H
p
Et((X/G)
h
x, π∗F). Since (X/G)
h
x is an affine Henselian
local scheme, HpEt((X/G)
h
x, π∗F) is a torsion group. 
Theorem 6.13. Let F be a sheaf of Q-modules in the isovariant e´tale topology on
X. The change of topology functors induce natural isomorphisms
H∗GNis(X,F)
∼=−→ H∗fpNis(X,F)
∼=→ H∗isoEt(X,F).
Proof. The change of topology spectral sequence comparing cohomology in the
isovariant e´tale topology and in the equivariant Nisnevich topology collapses as a
result of Corollary 6.12. Similarly, the one comparing cohomology in the isovariant
e´tale topology and in the fixed point Nisnevich topology, also collapses. 
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6.2. Presheaves with equivariant K0-transfers. We introduce an equivariant
generalization of the notion of a presheaf with K0-transfers. This is a generalization
of Voevodsky’s notion of a presheaf with transfer, introduced by M. Walker [42]
(see as well [31]), which is particularly well suited for studying K-theory. Write
PG(X,Y ) for the category of coherent G-modules on X × Y which are flat over X
and whose support is finite over X (as usual we refer briefly to these conditions
as finite and flat over X). This category is closed under extensions inside of the
abelian category of coherent G-modules on X × Y and so forms an exact category.
Define
KG0 (X,Y ) := K0(PG(X,Y )).
Define K0(Sm
G
k ) to be the category whose objects are the same as Sm
G
S and
HomK0(SmGk )(X,Y ) = K
G
0 (X,Y ). For X1, X2, X3 in Sm
G
k , the composition pairing
◦ : KG0 (X2, X3) ×K
G
0 (X1, X2) → K
G
0 (X1, X3) is induced by the pairing of exact
categories
PG(X2, X3)× PG(X1, X2)→ PG(X1, X3)
given by (Q,P) 7→ (p13)∗(p∗12(P)⊗p
∗
23(Q)). The tensor product is over OX1×X2×X3
and pij : X1 ×X2 ×X3 → Xi ×Xj is the projection.
Remark 6.14. It is useful to note the following two special cases of composition
in K0(Sm
G
k ).
(1) P ◦f = (f×idZ)∗(P ) for a morphism f : X → Y in Sm
G
k and P ∈ K0(Y, Z).
(2) g◦Q = (idX×g)∗(Q) for a morphism g : Y → Z in Sm
G
k and Q ∈ K0(X,Y ).
Definition 6.15. An equivariant K0-presheaf F on Sm
G
k is an additive presheaf
F : K0(Sm
G
k )
op → Ab.
There is a functor SmGk → K0(Sm
G
k ) which is the identity on objects and sends
a morphism f : X → Y to the structure sheaf OΓf of the graph Γf ⊆ X × Y of f .
In particular, an equivariant K0-presheaf is also a presheaf on Sm
G
k .
Let f : X → Y be a finite, flat equivariant map and write Γtf ⊆ Y ×S X for
the transpose of the graph of f . Its structure sheaf is a morphism f t : Y → X in
K0(Sm
G
k ). For an equivariant K0-presheaf F , write f∗ := F(f
t) : F(X) → F(Y )
for the induced morphism. More generally for any f : X → Y , write KG0 (X/Y )
for the K-theory of the category PG(X/Y ) of coherent G-modules on X which are
finite and flat over Y . Any element of KG0 (X/Y ) give rise to a transfer map in an
equivariant K0-presheaf. Indeed, there is an exact functor PG(X/Y ) → PG(Y,X)
given by P 7→ 〈f, idX〉∗(P ).
Example 6.16. (1) The category PG(X, Spec(k)) is the category of G-vector
bundles on X and so equivariant algebraic K-theory KGn (−) is an equivari-
ant K0-presheaf for all n.
(2) If F is an equivariant K0-presheaf then F(X) is a module over KG0 (X) as
follows. There is an exact functor PG(X)→ PG(X,X) given by V 7→ ∆∗V
which induces the mapKG0 (X)→ K
G
0 (X,X). It is straightforward to check
that defining [V ]·x = F([∆∗V ])(x) for x ∈ F(X), [V ] ∈ K0(X) equips F(X)
with the desired module structure.
Proposition 6.17. Let F be an equivariant K0-presheaf.
(1) Let f : X → Y be a finite, flat equivariant morphism. Then we have that
f∗f
∗ : F(Y )→ F(X)→ F(Y ) is multiplication by [f∗OX ] ∈ K
G
0 (Y ).
MOTIVIC HOMOTOPY THEORY OF GROUP SCHEME ACTIONS 27
(2) Let f : X → Y be an isovariant finite e´tale map of degree d. Suppose that
a geometric quotient Y → Y/G exists in Schk. Then f∗f∗ : F(Y )→ F(Y )
is equal to multiplication by the degree of f .
Proof. Unraveling the definitions, we see that f∗f
∗ is the map induced by the
endomorphism [∆∗f∗OX ] ∈ K
G
0 (Y, Y ) which establishes the first item. For the
second item we note that the hypothesis implies that X → X/G exists in Schk and
that we have a cartesian square (see the discussion preceding Proposition 6.10)
X
f
//
piX

Y
piY

X/G
f
// Y/G.
The map f is finite e´tale of degree equal to the degree of f and in KG0 (Y ) we have
that [f∗OX ] = [f∗(πX)∗OX/G] = [π
∗
Y f∗OX/G]. It suffices to see that [f∗OX/G] is
equal to the degree of f in KG0 (Y/G). This follows from the fact that if M has
trivial action then KG0 (M) = K0(M)⊗K
G
0 (k). 
Corollary 6.18. Let F be an equivariant K0-presheaf of Q-modules. If the sheafi-
fication FisoEt = 0 then FGNis = 0 as well.
Proof. Let X be a smooth G-scheme over S, x ∈ X , and c ∈ F(XhGx). Since
FisoEt = 0 there is a finite, isovariant e´tale morphism f : V → XhGx such that
f∗(c) = 0. But f∗f
∗(c) = deg(f) · c by Proposition 6.17 and therefore c = 0.

If τ is a Grothendieck topology on SmGS then F is said to be a τ -sheaf with equi-
variant K0-transfers, or an equivariant K0-τ -sheaf for short, if it is an equivariant
K0-presheaf whose underlying presheaf on Sm
G
S is a τ -sheaf.
Lemma 6.19. Let f : U → Y be an equivariant Nisnevich cover (resp. an isovari-
ant e´tale cover) and P ∈ K0(X,Y ). Then there is an equivariant Nisnevich cover
(resp. an isovariant e´tale cover) f ′ : V → X and Q ∈ K0(V, Y ) which fit into a
commutative square in K0(Sm
G
S )
V
Q
//
f ′

U
f

X
P
// Y.
Proof. We treat the case of an equivariant Nisnevich cover; the isovariant e´tale case
is similar. It suffices to treat the case when P ∈ PG(X,Y ). Write Z = Supp(P )
and consider the pullback Z ′ = U ×Y Z. Then Z ′ → Z is an equivariant Nisnevich
cover and π : Z → X is finite. We can find an equivariant Nisnevich cover V → X
such that V ×X Z ′ → V ×X Z has an equivariant section. Indeed, for any x ∈ X ,
Zx = X
h
Gx ×X Z is disjoint union of semilocal Henselian affine G-schemes with
a single orbit and Z ′x = X
h
Gx ×X Z
′ → Zx is an equivariant Nisnevich cover.
Therefore Z ′x → Zx has an equivariant section and so there is some equivariant
Nisnevich neighborhood Vx → X of Gx such that Vx ×X Z ′ → Vx ×X Z has an
equivariant section. The covering {Vx → X} has a finite subcovering {Vx1 , . . . , Vxn}
28 J. HELLER, A. KRISHNA, AND P.A. ØSTVÆR
and V :=
∐
Vxi → X has the property that V ×X Z
′ → V ×X Z has an equivariant
section.
Now let s : V ×X Z → V ×X Z ′ be a choice of equivariant section and write
j : s(V ×X Z) →֒ V × U for the resulting inclusion (which is a closed invariant
subscheme that is finite over V ). Now set Q = j∗s∗P |V×XZ . Then Supp(Q) =
s(V ×X Z), Q is flat over V and P ◦ f ′ = f ◦Q in K0(Sm
G
S ). 
Theorem 6.20. If F is an equivariant K0-presheaf then the equivariant Nisnevich
sheafification (resp. isovariant e´tale sheafification) has a unique structure of an
equivariant K0-presheaf such that φ : F → (F)GNis (resp. φ : F → (F)isoEt) is a
morphism of equivariant K0-presheaves.
Proof. This is similar to the nonequivariant case (see e.g., [31, Lemma 1.5]). We
treat the case of the equivariant Nisnevich topology; the case of the isovariant e´tale
topology is similar.
We begin with uniqueness. Let F1 and F2 be two equivariantK0-presheaves with
a map of equivariant K0-presheaves F → Fi whose underlying map of presheaves
is the canonical map F → FGNis. Let P : X → Y be a map in KG0 (Sm
G
S )
and y ∈ F1(Y ) = F2(Y ) = FGNis(Y ). Choose an equivariant Nisnevich covering
U → Y such that y|U is in the image of u ∈ F (U). Applying Lemma 6.19 we have
a commutative square in K0(Sm
G
S )
V
f ′

Q
// U
f

X
P
// Y
where f ′ : V → X is an equivariant Nisnevich cover. It is straightforward to
verify, using this square, that F1(P )(y) = F2(P )(y) and so F1 = F2 as equivariant
K0-presheaves.
Now we show existence. First we note that by Lemma 6.19, if P ∈ KG0 (X,Y )
and y ∈ F(Y ) is a section which vanishes in (F(Y ))GNis then (P ∗y) vanishes in
(F(X))GNis as well. This implies that the separated (in the equivariant Nisnevich
topology) presheaf sGNisF has the structure of an equivariant K0-presheaf such
that F → sGNisF is a morphism of equivariant K0-presheaves. We may therefore
assume that F is a separated presheaf. Let P : X → Y be a morphism in K0(Sm
G
S )
and y ∈ FGNis(Y ). We need to define F(P )(y) ∈ F(X). There is an equivariant
Nisnevich cover f : U → Y such that y|U is the image of u ∈ F(U). By Lemma 6.19
there is an equivariant Nisnevich cover f ′ : V → X and Q ∈ KG0 (V, U) such that
f ◦Q = P ◦f ′. Consider x′ = F(Q)(u). Write πi : U ×Y U → U and π′i : V ×X V →
V , i = 1, 2 for the projection to the ith factor. Note that π∗1u = π
∗
2u and this
implies that (π′1)
∗(x′) = (π′2)
∗(x′). Thus x′ determines an element x ∈ F(X)
and define F(P )(y) := x. It is straightforward to check that this endows F with
the structure of an equivariant K0-presheaf and F → (F)GNis is a morphism of
equivariant K0-presheaves. 
Corollary 6.21. Let F be a K0-presheaf of Q-modules. Then (F)GNis → (F)isoEt
is an isomorphism.
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Proof. Write G for the presheaf kernel or cokernel of F → (F)isoEt. By the previous
theorem these are equivariant K0-presheaves and so G is as well. Since GisoEt = 0,
Corollary 6.18 implies that GGNis = 0 as well. 
6.3. Descent for rationalized equivariant K-theory. Now we show that ra-
tionalized equivariant algebraicK-theory KG(−)Q satisfies descent in the isovariant
e´tale topology. Let τ be a Grothendieck topology on the category C which we as-
sume has enough points. Let F be a presheaf of spectra on C. Write Qτ for a
fibrant replacement functor in any of the τ -local model structures on presheaves of
spectra on C. Replacing the e´tale topology by the τ -topology in the construction
in [22, Section 6.1] leads to a conditionally convergent spectral sequence
Ep,q2 = H
p
τ (X, (πqF)τ ) =⇒ πq−pQτF
called the τ -descent spectral sequence.
Theorem 6.22. Let k be a field and G a finite group. The rationalized G-equivariant
K-theory presheaf KG(−)Q satisfies descent in the fixed point Nisnevich and in the
isovariant e´tale topologies on SmGk .
Proof. We compare the descent spectral sequences for equivariant K-theory in the
equivariant Nisnevich, fixed point Nisnevich, and isovariant e´tale topologies
Ep,q2 = H
p
GNis(X, (K
G
q (−)Q)GNis) =⇒ πq−pQGNisKG(X)Q

Ep,q2 = H
p
fpNis(X, (K
G
q (−)Q)fpNis) =⇒ πq−pQfpNisKG(X)Q

Ep,q2 = H
p
isoEt(X, (K
G
q (−)Q)isoEt) =⇒ πq−pQisoEtKG(X)Q.
Theorem 6.13 and Corollary 6.21 combined imply that on the E2-pages the vertical
arrows are isomorphisms. Since these are comparisons of conditionally convergent
spectral sequences, we conclude that
πq−pQGNisKG(X)Q
∼=
−→ πq−pQfpNisKG(X)Q
∼=
−→ πq−pQisoEtKG(X)Q.
Since equivariant algebraic K-theory satisfies descent in the equivariant Nisnevich
topology we have an isomorphism KGq−p(X)Q = πq−pQGNisKG(X)Q and the result
follows. 
7. Equivariant homotopical purity and blow-up theorems
Throughout this section, k is a perfect field and G is a finite constant group
scheme whose order is coprime to char(k). The homotopy purity theorem [28,
Theorem 3.2.23] is one of the most important tools in motivic homotopy theory,
e.g., in the construction of Gysin long exact sequences and for Poincare´ duality.
The equivariant Thom space of a G-equivariant vector bundle E → X in SmGS is
the pointed motivic G-space
Th(E) := E/(E \X)
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whereX →֒ E is the zero section. The equivariant version of the homotopical purity
theorem is the assertion that if Z ⊆ X is a closed, invariant smooth subscheme of
a smooth G-scheme X then there is a natural isomorphism in HG• (k)
X/X \ Z ∼= Th(NZ/X).
We show in Theorem 7.6 below that the equivariant homotopical purity theorem
holds when G is abelian and k has enough roots of unity. The method of proof is
an equivariant version of Morel-Voevodsky’s argument in [28] in the nonequivariant
case. As such, the key geometric input we need to establish the equivariant homo-
topical purity theorem is that locally a closed inclusion of smooth G-schemes looks
like an inclusion of representations. This is a delicate statement as can be seen by
contemplating tangent representations. Given a point x ∈ X , the tangent space of
X at x is the k(x)-vector space TxX := Homk(x)(ΩX/k,x ⊗ k(x), k(x)). Note that if
X has a G-action, then there is an induced k(x)-linear action of the stabilizer Gx
on TxX , i.e., the tangent space TxX is naturally a Gx-representation over k(x) for
any x ∈ X . In fact, TxX has even more structure, namely that of a module over
the twisted group ring k(x)#[Sx]. The subtleties that arise in establishing local lin-
earization of smooth pairs (and hence in establishing the equivariant homotopical
purity theorem) arise from these extra structures and the fact that linearizations
in the equivariant Nisnevich topology are sensitive to them.
7.1. Linearization of smooth pairs. Recall that the exponent of a finite group
G is the least common multiple of the orders of its elements.
Lemma 7.1 ([14, Lemma 8.10]). Let k be a perfect field and G an abelian group
whose order is coprime to k and suppose that k is a perfect field which contains
a primitive dth-root of unity, where d is the exponent of G. Let Z →֒ X be an
equivariant closed embedding of smooth affine G-schemes over k and let x ∈ Z be
a closed point. Then there are G-representations W1, W2, an embedding of repre-
sentations W2 ⊆ W1, an invariant open neighborhood U of x, and an equivariant
cartesian diagram
U ∩ Z //

U
f

W2 // W1
such that f is e´tale.
Proof. This is [14, Lemma 8.10]. In the beginning of the proof of Theorem 8.11 of
loc. cit. it is verified that the hypothesis of the cited Lemma 8.10 are satisfied when
all irreducible k[G]-modules are one dimensional. By a classical theorem of Brauer
[8, Theorem 41.1, Corollary 70.24], the condition that k contains a primitive dth
root of unity implies all irreducible k[G]-modules are one dimensional. 
Let Z →֒ X be an invariant closed subscheme of a G-scheme. An equivariant
Nisnevich neighborhood of (X,Z) is a commutative square in SchGS
Z ′
i′
//
∼=

U
f

Z
i
// X,
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where f is an equivariant e´tale map. We denote such a neighborhood simply by
(U,Z). If this square is cartesian we call (U,Z) a distinguished equivariant Nis-
nevich neighborhood of (X,Z).
Definition 7.2. Let Z →֒ X be a closed immersion in SmGk . An equivariant
Nisnevich linearization of the pair (X,Z) consists of a smooth G-scheme U , an
equivariant closed immersion Z ⊆ U , a G-equivariant vector bundle E → Z, and a
pair of equivariant e´tale maps p : U → X and q : U → E such that
(X,Z)
p
←− (U,Z)
q
−→ (E,Z)
are both distinguished equivariant Nisnevich neighborhoods (here Z ⊆ E is the
zero-section).
Proposition 7.3. Let Z →֒ X be a closed immersion in SmGk with X quasi-
projective, and G and k as in the previous lemma. Let x ∈ Z be a closed point.
There is a G-invariant open neighborhood U ⊆ X of x such that the pair (U,U ∩Z)
admits an equivariant Nisnevich linearization.
Proof. The construction proceeds as in the nonequivariant case in [28]. Since X
is quasi-projective, x has an invariant affine neighborhood and so we may assume
that X is affine. By Lemma 7.1, we may further shrink X equivariantly around x
and assume that we have a G-equivariant cartesian square
Z //
f ′

X
f

W2 // W1,
where W2 ⊆ W1 is an inclusion of G-representations and the vertical maps are
e´tale. Write N := W1/W2 for the quotient representation. The G-representation
W1 is isomorphic to a direct sum W1 = N ×W2. We thus obtain a G-equivariant
e´tale map f ′ × id : Z × N → W1. Define X ′ := X ×W1 (Z × N). Then X
′ → X
and X ′ → Z × N are G-equivariant, e´tale maps. The preimages of Z and Z × 0
coincide and are equal to Z ′ := Z ×W2 Z. The equivariant, e´tale map Z
′ → Z
has an equivariant section, given by the diagonal ∆Z , which implies an equivariant
decomposition Z ′ = ∆(Z)
∐
C. Now defineX ′′ := X ′\C which is an invariant open
subscheme of X ′. The induced maps X ′′ → X and X ′′ → Z × N are equivariant
and e´tale. Moreover, the preimage of Z and Z × 0 are both equal to Z. Therefore
(X,Z)← (X ′′, Z)→ (Z ×N,Z)
yields the desired equivariant Nisnevich linearization. 
7.2. Deformation to the normal cone. Let B(X,Z) denote the blow-up of
X × A1 along the G-invariant closed subscheme Z × {0} (where as usual A1 is
considered to have trivial action). It is straightforward to check that the G-action
on X induces one on the smooth scheme B(X,Z) and that the blow-up map f :
B(X,Z)→ X × A1 is equivariant. There are inclusions of closed pairs in SmGS
(7.4) (X,Z)
i1−→ (B(X,Z), Z × A1)
i0←− (P(NZ/X × A
1), Z).
Here the inclusion in the last pair is Z →֒ NZ/X = P(NZ/X ×A
1) \ P(NZ/X). If E
is an equivariant vector bundle on Y , then by a straightforward equivariant version
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of [28, Proposition 3.2.17], we have
Th(E) ≃
P(E × A1)
P(E × A1) \ Y
.
Therefore from the morphisms of pairs above, we obtain monomorphisms of pointed
motivic G-spaces
(7.5) αX,Z :
X
X \ Z
→
B(X,Z)
B(X,Z) \ (Z × A1)
;
βX,Z : Th(NZ/X)→
B(X,Z)
B(X,Z) \ (Z × A1)
.
We now state our equivariant homotopical purity theorem. We anticipate that
the equivariant homotopical purity theorem remains valid as long as the order of the
group is coprime to the characteristic of k. However, as mentioned in the beginning
of this section, the equivariant linearization techniques we use are delicate and
require additional hypotheses.
Theorem 7.6. Let k be a perfect field and G a finite abelian group whose order
is prime to char(k). Suppose further that k contains a primitive dth root of unity,
where d is the exponent of G. Then for any closed immersion Z →֒ X in SmGk ,
the maps αX,Z and βX,Z are equivariant motivic weak equivalences. In particular,
there is a canonical isomorphism in HG• (k) of pointed motivic G-spaces
X/(X \ Z)
∼=
−→ Th(NZ/X).
From the construction, the equivariant purity isomorphism has the following
naturality property.
Proposition 7.7. Let Z ⊆ X be a closed immersion in SmGk and f : X
′ → X
a map in SmGk such that Z
′ = f−1(Z) is smooth and NZ′/X′ → f
∗NZ/X is an
isomorphism. Then f induces a commutative square in HG• (k), where the vertical
arrows are the isomorphisms from the previous theorem
X ′/(X ′ \ Z ′) //
∼=

X/(X \ Z)
∼=

Th(NZ′/X′) // Th(NZ/X).
The proof of Theorem 7.6 will occupy the rest of this section.
7.3. Purity for vector bundles. For the moment, we let S be a general finite
dimensional Noetherian base scheme and G a reductive group scheme over S.
Lemma 7.8. Let Z →֒ V be the zero section of a G-equivariant vector bundle
V → Z in SmGS . Then the maps αV,Z and βV,Z are motivic weak equivalences.
Proof. We first recall that there is a natural map λZ : B(V, Z)→ P(V ×A1) which
identifies B(V, Z) with the total space of the relative line bundle O(1). Moreover,
one has λ−1Z (P(V ×A
1)\Z) = B(V, Z)\ (Z×A1), where Z →֒ P(V ×A1) is induced
by the zero section Z →֒ V = P(V × A1) \ P(V ). In particular, these maps are
motivic weak equivalences by Proposition 4.10. We conclude that the map
q :
B(V, Z)
B(V, Z) \ (Z × A1)
→
P(V × A1)
P(V × A1) \ Z
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is a motivic weak equivalence. On the other hand, the composite q ◦ αV,Z is a
canonical equivalence of pointed motivic G-spaces (see [28, Proposition 3.2.17]).
We conclude that αV,Z is a motivic weak equivalence.
On the other hand, the composition of the projection λZ with the inclusion
V
i0−→ B(V, Z) is the canonical open inclusion V →֒ P(V × A1). Since
(7.9) V \ Z //

V

P(V × A1) \ Z // P(V × A1)
is a distinguished equivariant Nisnevich square, it follows that the composition
V
V \ Z
βV,Z
−−−→
B(V, Z)
B(V, Z) \ (Z × A1)
q
−→
P(V × A1)
P(V × A1) \ Z
is a local weak equivalence. Since q is a motivic weak equivalence, we conclude that
βV,Z is a motivic weak equivalence. 
Remark 7.10. Purity for vector bundles holds also in the motivic homotopy theory
of Deligne-Mumford stacks by the same argument.
Remark 7.11. Note that in the above situation, the equivariant purity isomor-
phism V/(V \ Z) ∼= Th(NZ/V ) coincides with the map defined by the natural
isomorphism V ∼= NZ/V .
7.4. Purity in general. Let G and k be as in Theorem 7.6 and Z →֒ X be a
closed immersion in SmGk . Suppose that f : U → X is an equivariant Nisnevich
cover and set ZU := U ×X Z. Let U → X and Z → Z denote the associated
Cˇech resolutions. That is, U is the defined motivic G-space defined by Un = U ×X
· · · ×X U and similarly for Z. This yields a morphism of pairs f : (U ,Z) →
(X,Z). Now let B be the motivic G-space obtained by setting Bn = B(Un,Zn)
and similarly Th(NZ/U) denotes the motivic G-space which is defined to be the
levelwise Thom space: Th(NZ/U)n = Th(NZn/Un). These motivic G-spaces fit into
the commutative diagram
U
U \ Z
//

B
B \ (Z × A1)

Th(NZ/U)

oo
X
X \ Z
//
B(X,Z)
B(X,Z) \ (Z × A1)
Th(NZ/X).oo
Lemma 7.12. The vertical arrows in the above diagram are equivariant Nisnevich
local weak equivalences.
Proof. Note that B = B(X,Z) ×X U and NZ/U = NZ/X ×X U . Since f : U → X
is an equivariant Nisnevich cover, the Cˇech resolution U → X is a local weak
equivalence and similarly B → B and NZ/U → NZ/X are local weak equivalences as
well. For the same reason, the maps U\Z → X\Z, B\(Z×A1)→ B(X,Z)\Z×A1,
andNZ/U\Z → NZ/X \Z are all local equivalences as well. That the vertical arrows
are local equivalences follows since the local model structure is proper. 
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Corollary 7.13. Let f : U → X be an equivariant Nisnevich cover. Theorem 7.6
holds for the pair (X,Z) if and only if it holds for the pair (U, f−1Z).
Corollary 7.14. Suppose that (X,Z) admits an equivariant Nisnevich lineariza-
tion. Then αX,Z and βX,Z are equivariant motivic weak equivalences.
Proof. There are morphisms (X,Z) ← (U,Z) → (E,Z) which are distinguished
equivariant Nisnevich neighborhoods. The morphisms αE,Z and βE,Z are equivari-
ant motivic weak equivalences by Lemma 7.8 and so this follows from the previous
corollary. 
Proof of Theorem 7.6: There is an equivariant Nisnevich cover Y → X such
that Y is a smooth affine G-scheme (see Lemma 2.20). By Proposition 7.3, every
closed point of Y has an invariant open neighborhood which admits an equivari-
ant Nisnevich linearization. Let U1, . . . , Ur be finitely many such invariant open
neighborhoods which cover Y . Now we set U :=
∐
Ui and write f : U → X for
the induced map. The pair (U, f−1Z) admits an equivariant Nisnevich lineariza-
tion and so by Corollary 7.14, Theorem 7.6 is true for (U, f−1Z). Therefore by
Corollary 7.13 it is also true for (X,Z).

Using the same line of proof as for Theorem 7.6 verbatim, we obtain the following
result for equivariant blow-ups.
Theorem 7.15. Let k and G be as in Theorem 7.6. Let Z →֒ X be a closed
immersion in SmGk with complement U = X \ Z and let p : X
′ → X denote the
blow-up of X along Z. Then the square
p−1(Z) //

X ′/U

Z // X/U
is a homotopy pushout square of motivic G-spaces.
Corollary 7.16. With the same assumptions as in Theorem 7.6 and Theorem 7.15,
there are naturally induced homotopy equivalences of equivariant K-theory spectra
KG(X/U) ∼= KG(Th(NZ/X)) and K
G((X ′/U)
∐
p−1(Z)
Z) ∼= KG(X/U). Moreover,
there are long exact sequences
· · · → KGn+1(U)→ K
G
n (Th(NZ/X))→ K
G
n (X)→ K
G
n (U)→ · · · ,
and
· · · → KGn (X)→ K
G
n (Z)⊕K
G
n (X
′)→ KGn (p
−1(Z))→ KGn−1(X)→ · · · .
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