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INTRODUCTION 
Let .C? be a continuous chain, containing 0 and Z, of orthogonal projec- 
tions on a separable Hilbert space X. An operator A on 2 is P-causal if 
Im Pl is invariant under A for each P E 9. The operator A is P-anti-causal 
if Im P is invariant under A for each P E 9. Here Im P is the image of P. 
Let T be a compact linear operator on 2. We say that Z+ T admits a 
special P-factorization if it can be represented in the form 
Z+ T= (I+ Y-)(I+ Y,), (0.1) 
where Y-, Y, are Volterra operators which are P-causal and y-anti- 
causal, respectively. The factorization is unique if it exists. Recall that a 
Volterra operator is a compact operator with spectrum (0). 
It was shown in [S] that if T is Hilbert-Schmidt, then the special 
P-factorization exists if and only if Z + PTP is invertible for each P E 9. In 
this case 
Y, = (I+&-l-z, 
where 
X, = 5 (I+ PTP)-’ PTdP 
9 
(0.2) 
xp = j dP TP(Z+ PTP)-‘. 
.9 
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In this paper we consider operators T of the form 
T= 
f 
PK, dP+ dPK,P, 
d f .ip 
where K, and K2 are bounded linear operators of finite rank on X’. We call 
T a Y-semi-separable operator. It is shown that I+ T has the special 
factorization (0.1) if and only if a certain Riccati differential equation 
has a solution. The operators Y+ are constructed and are seen to be 
P-semi-separable. 
In the particular case that 9 = (P(r)}, h is the chain of truncations on 
lf=L,(a,b), -co<a<b<co, defined by 
on [a, tl 
on (t, bl 
and T is the corresponding positive definite P-semi-separable integral 
operator, the above results were obtained by Kailath [6]. Related results 
were also obtained by Schumitzky [S]. Recently, Gohberg and Kaashoek 
in [4] considered the general problem of minimal factorizations of semi- 
separable integral operators. 
The proofs in this paper rely heavily on the connections between P-semi- 
separable operators and certain systems with boundary conditions which 
were established in [2]. The statements of these results appear below in 
Theorems 2.1, 2.2, and 2.3. 
It is our pleasure to thank M. A. Kaashoek for his critical remarks and 
for showing us a shortcut to our proof that (ii) implies (i) in Theorem 1.1. 
1. STATEMENT OF THE MAIN RESULT 
For convenience we introduce the following notation. Let W be a 
column (row) matrix with entries w, E 2, 1 < j < q. For u E 2, (u, P(t) W) 
denotes the column (row) matrix ((v, P(t) IV,)),“= 1. Given 
WI 
z = (z, > ..., z,), w= 
i ) 
; ) zk, wk in X, 
WY 
define M(P(t) 2, W) to be the q x q matrix whose entry in row j column k 
is (P(t) zk, wj). Let M,,,(C[O, 11) denote the set of q x 1 matrices with 
entries in C[O, 11, the space of continuous complex valued functions on 
[0, 11. For y in M,,,(C[O, 11) with entries yj, 1 <j<q, and Z the row 
matrix above, we define 
j-’ dP(t) Zy(t)= f j-’ yj(t) dP(t) zi. 
0 j-1 O 
The integrals and the 
We are now prepared 
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parametrization (P(t)}: are discussed in Section 2. 
to state our main result. 
THEOREM 1.1. Let 9 be a continuous chain on 2 with parametrization 
{P(t)}; and let 
T= I PK, dP+ dPK,P, 9 s B 
where K, and K2 are finite rank operators on 2 defined by 
KG= f <VT cPj> yjui, K,v= f <v, v/c> 5/c. 
j=3 k=l 
Then the following statements are equivalent: 
(i) The operator Z+ T admits a special 9-factorization. 
(ii) The Riccati equation 
R’(t) = (I- Qm + R(t) Q,) WP(t) y, @)(Qm - R(f) Q,) 
R(0) = 0 
has a solution R(t): Im Qm + ker Qm on [0, 11, where Q,,, is the m + n x 
m f n matrix 
zrn 0 
( 1 0 0’ 
y= (Yu,, . . . .ul,, 51, .*., 5,). 
(iii) det(Z-Q,+Ux(t)Q,)#O, O<t<l, where Ux(t) is the unique 
absolutely continuous olution to 
Y’(t)= -; M(P(t) Y, @) Y(t) 
Y(0) = I. 
(iv) The operator Z+ P(z) TP(r) is invertible for every T E [0, 11. 
409/133/l-3 
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If any of the ,four conditions hold, then 
I+ T= (I+ T )(I+ T,), 
where 
Tp = [’ dP(t) K P(t), *’ T, = 1 
P(t) K, dP(t), (1.1) 
0 0 
and K , K, are finite rank operators which are defined as follows. The 
linear map 
f’(u) = j1 (I- Q, + R(t) Q,, f (0, P(t) @> dt 
0 
can be represented in the form 
Here @ ’ has m + n rows and yl; E 2, 1 <k d n. Define 
with 
Y; = ’ dP(t) Y(Z-R(t)) E,, 
s 1 djdm, 0 
where E, is the m + n column matrix whose jth row is 1 and the other rows 
are zero. The function R(t) is the solution of the Riccati equation in (ii) and 
is given by 
R(t) = U- Q,,V- Q, + u”(t) em,-’ Q,. 
The following sectioti is devoted to some preliminaries which we use to 
prove the theorem. 
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2. PRELIMINARY RESULTS 
The following result appears in V.l.l of [ 51. Let 9 be a continuous 
chain on %‘. There exists a function P(t) from [0, l] onto 9 with the 
properties: 
(i) If t,<t2, then P(tl)<P(t,). In particular, P(O)=Oand P(l)=Z. 
(ii) For any v E A?, the map t --) P(t) v is continuous from [0, l] 
into 2”. 
(iii) For any v E A?, the non-decreasing function t + (P(t) v, v) is 
absolutely continuous on [0, 11. 
We call {P(t)}; p a arametrization of 9. It was pointed out in [Z] that (iii) 
implies that for v, w in X, the map t + (P(t) v, w) is absolutely con- 
tinuous on [0, 11. 
From the properties of {P(t)};, we may conclude that for every Hilbert- 
Schmidt operator K, 
j PKdP= j’ P(t) KdP(t), dP KP= ’ dP(t) KP(t). 
!P 0 
j 
9 s 0 
Let {P(t)>: be a parametrization of the continuous chain 9’. Given 
Y/E 2 and f~ C[O, 11, the integral JA f(t) dP( t) Y is said to exist and 
equal v E X if for every E > 0, there exists a partition Z,: 0 = a, < 
a,< . . . <a,=1 such that 
II 
V- 2 f(tj)dP(tj) !P <E, 
II 
dP(tj)=p(tj)-P(tj-,), 
j=l 
for every partition 0 = to < t 1 < . . . < t, = 1 which contains Z,. It is shown 
in [ 1, Theorem 4.11, that the integral exists for all f~ C[O, 11. If now 
f, 
y= (VI, ...f Yu,), YjEE, and f= ; 
0 .f, 
in M,,,( C[O, l]), then we define 
j’ dP(t) Yf(t)= f j’&(t) dP(t) Yj. 
0 j=1 O 
Given A(t) E M,,,(Lr [a, b]), there exists a unique absolutely continuous 
solution U(t) to 
Y’(t)=A(t) Y(t) 
Y(0) = z,. 
We call U(t) the fundamental matrix corresponding to A(t). 
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The next three theorems are proved in [2]. 
THEOREM 2.1. Let 9 be u continuous chain on ~56 with parametrization 
(P(t)}: and let 
T=j 
.‘p 
PK,dP+j- dPK,P, 
.* 
where K, and K, are finite rank operators on s%? defined by 
K,v= 2 (VT Cpi> ‘y,, K,v= t (v,vk) L 
,=I k=l 
Given A(t)EM,+.. (L,[O, l]), there corresponds a system e,=(A(t), 
B, C; N,, N2) whose input-output operator is Z+ T. Here 
I 
x’(t) = A(t) x(t) + (Bu)(t), uE~,O<t<l 
8,= y=cx+u (2.1) 
N,x(O)+ N,x(l)=O, 
where B: 2 +M,+,,,(L1[O, 11) and C: M,+,,,(C[O, 11) +X are given 
by 
(BuNtI = u(t) f (u, J’(t) 0) 
Cx= 
s 
’ dP(t) !PU(t)-’ x(t) dt 
0 
with 
and U(t) the fundamental matrix corresponding to A(t). The matrices 
N, =1-Q,,,, Nz=Q,U~,-~, 
where Q,,, is the m + n x m + n matrix 
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We call ~9~ the system associated with T. The operator Z+ T is referred to 
as the input-output operator of f3,, since (I+ T) u = y whenever (2.1) holds. 
The vector u is the input and the vector y is the output of 8,. 
If T is P-causal, then 
N, =I,,,, N,=O 
and if T is P-anti-causal, then 
N, =O, N,=Z,,. 
THEOREM 2.2. Let 9 be a continuous chain with parametrization 
{P(t)):. Given A(t)EM,,(L,[O, l]), suppose 19=(,4(t), B, C; N,, N,) is 
the system (2.1) with the following properties : 
into C(i) Th ” 
e znear map F(u) = j; U(t) ~ ’ (Bu)( t) dt is continuous from A? 
4 
(ii) The operator B maps 2 into M,,,(L,[O, 11) and BP(t)=p(t) B, 
0 < t 6 1, where p(t) is the truncation operator on M,,,(L,[O, 11). 
(iii) The operator C is a bounded linear map from S,,, into 2, where 
S,,, is the subspace of AJI,,~,(L, [0, I]) consisting of the bounded piecewise 
continuous functions on [0, 11. 
(iv) CP(t)=P(t)C, O<t<l. 
Then the input-output operator of 8 is Z+ T, where T is P-semi-separable. 
The operator T may be constructed as follows: 
There exist vectors ‘pI, . . . . ‘py in 2 such that for all v E 2, 
i 1 
‘pl 
F(u) = (u, @>, CD= ; . 
q4 
The operator B has the representation 
(BuNtI = u(t) 2 (0, P(t) @>. 
Let Y=(Yy,, Yy2,..., Ye), where !Pk = C(U(t) Ek), 1 <k < q, and Ek is the 
matrix in M,,,(C[O, 11) whose kth row is 1 and whose other rows are zero. 
Then 
cx= ’ dP(t) YU(t))‘x(t). s 0 
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The operator T is dejined by 
where 
T= 
1‘ 
PK, dP+ ^ dPK?P, 
zip ! * 
and 
Also. 
K,u= -YW(u, @), 
K,u= Y(I- W)(u, @), 
W=(N, +N2U(1))p1 N,U(l). 
Tu=CU(t)(I- W)j’U(s))‘(Bu)(s)ds-CU(t) Wj’ U(s)-‘(Bu)(s)ds. 
0 f 
(2.2) 
Conversely, if 0 T is the system associated with the Y-semi-separable operator 
T, then B and C satisfy (i)-(iv). 
THEOREM 2.3. Let T be the g-semi-separable operator with corre- 
sponding system Or defined in Theorem 2.1. Then Z+ T is invertible tf and 
only if 
det(N,+N,U”(l))#O, (2.3) 
where U X (t) is the fundamental matrix corresponding to 
A”(t)=A(t)-U(t)-$4(P(t)Y’,O)U(t)-’. 
If (2.3) holds, then (I+ T))’ -Z is the 8-semi-separable operator given by 
(I+T))-I=j PK; dP+j dPK;P, 
9 B 
where 
K;u= -YXQX(u,@X), 
K;u= Y’“(Z-Qe)(u, @“), 
Qx =(N,+N,U”(l))-’ N2UX(1), 
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and @“, Y’” are determined by 
I ; u”(t)-’ u(t); (24, P(t) @) = (2.4, @” ), UEH; 
Y x = (Yu; , . ..) !P; ), Y; = - ’ dP(t) YU(t)-’ Ux(t)Ek, c 0 
with E, the matrix in M,,(C[O, 1 }) whose kth row is 1 and whose other 
rows are zero. 
We are now ready to prove Theorem 1.1. Let 8= (A(t), B, C; N,, N2) be 
the system associated with T, where A(t) is arbitrary. The proof of 
3. PROOF OF THEOREM 1.1 
Theorem 1.1 is an immediate consequence of the results to follow. Indeed, 
one need only take A(t) = 0: 
(i) implies (iv). By [5, Th eorem IV.51 1, I+ P(z) TP(r) is invertible 
for every ‘5 E [0, 11. 
(iv) implies (iii). Given ZE [O, 11, 
T,=P(t) TP(r)=I’ p(t)P(,)K,P(r)dP(r)+jldP(t)P(z)K,P(z)dP(t) 
0 0 
and 
'(') KIP(r) '= f C", p(T) cPj> W) yj;., 
j=l 
P(z) K,P(z) “= i (u, P(z) ylk) P(z) t,. 
&=I 
Let 
Theorem 2.3 applied to T, and A,, shows that Z+ T, is invertible if and 
only if 
det(Z-Q,+Q,U;‘(l) U:(l))#O, (3.1) 
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where U,(t) is the fundamental solution corresponding to A,(t) and U: (t) 
is the fundamental matrix corresponding to 
It follows form the definitions of U(t), Ux (t), and the uniqueness of U,(t) 
and U: (t) that 
U,(t) = U(t), 
O<t<z, 
U(T)> t > 5, 
and 
O<t<T, 
T<t<l. 
Hence we obtain from (3.1) that 
WI-Q,+Q,u(T) ’ Ux(~))#O, o<T<l. 
(iii) implies (ii). Since 
f (U(t)-' U"(t)) = -U(t)-' BCU” (t), O<t<l, 
it follows from (2.2) and [7] that the Riccati equation in (ii) is solvable on 
[0, l] if and only if 
Q,U(t)-’ U”(t) Qm: Im Q,-Im Q, 
is invertible, in which case the solution is 
(3.2) 
R(t)= -(Z-Q,,,) U(t)- ’ Ux(t) Q,(Q,U(t)-1 Ux(t) Q,,,-’ (3.3) 
considered as a map from Im Q, into ker Q,. Since the invertibility of the 
operator in (3.2) is equivalent to the invertibility of Z-Q, + 
U(t)-’ Ux(t) Qm, we have that (ii) holds and the formula for R(t) in (3.3) 
is also given by (ii). 
(ii) implies (i). If we take A(t) = 0 in Theorem 2.1, then U(t) = I and 
the corresponding system associated with T is (0, B, C; I- Qm, Qm), where 
WW=-$ (u, p(t) @> (3.4) 
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and 
cx= s l dP(t) Yx(t) dt. 0 
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(3.5) 
Define systems 
e-:(O,K,C;I-Q,,Q,n,, 
0,: (0, -4 C+;Z-Q,, Q,,,,, 
where 
and 
(B-u)(f) = (I- Qm +R(t) Qm)(Bu)(f) 
C, (4~)) = C{(W) Q, - Q,) ~(0) E JP. 
It is not difficult to verify that K, 8 + satisfy the hypotheses of 
Theorem 2.2. Let Z+ Tp and I+ T, be the corresponding input-output 
operators of ~ and 0,) respectively. From Theorem 2.2 we have 
T-u = C j; (I- Q,)(B- u)(s) = C j’ (I- Q, + R(s) Q,)(h)(s) ds 
0 
T+u = C+ Qm j1 (Bu)(s) ds = C {(R(t) Qm - Q,, j’ (Bu)(s) ds}. f 
Here we used the fact that R(t) maps Im Q, into ker Qm. We now show 
that (I+ T-)(I+ T,) = I+ T. Now by (ii) and (2.3), 
T- T, u = C j' (I- Qm + R(s) Q,) BCCNs) Q, - Qml j1 (BUM) 4 ds 
= -~jrZ?(s)Q.i,‘(Bu)(~)dt+dx 
s 
0 s 
Integration by parts together with R(0) = 0 yields 
Tp T, u = -C R(t) Q, j’ (Bu)(s) ds + j; R(s) Qm(Bu)(s) ds]- 
* 
Hence 
(I+ T-)(I+ T+)u=u+ T-u+ T+u+ T-T+u 
= u + C j; (I- Q,)(Bu)(s) ds- CQ, j1 (Bu)(s) ds 
f 
= (I+ T) u 
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by Theorem 2.2. Formulas ( 1.1) and (1.2) follow in a straightforward 
manner from Theorem 2.2 applied to the systems t) T. This completes the 
proof of Theorem 1.1. 
As an example, let us consider the operator T in Theorem 1.1 with 
X = L,[O, 11 and 9 = {P(t)};, the chain of truncations on z?. It is shown 
in [2] that I+ T is the input-output operator of the system 19~= (0, B, C; 
N,, N2), where 
(Bu)(t) = cqt) u(r) 
(Cx)(t) = Y(f) x(f) 
N, = I- em, N, = Qw 
and CD, Y are given in Theorem 1.1. From (2.2) we obtain the represen- 
tation 
(T*)(s) = j’ k( t, s) u(s) ds, 
0 
where 
For any A go%, 
Hence by (iii) of Theorem 1.1, I+ T has a special P-factorization if and 
only if 
det(Z- Q, + U x (t) Q,) # 0. (3.6) 
Here U”(t) is the fundamental matrix corresponding to the matrix 
(mj~(t))~~+==nl, mjk(f) = -~j(2) /Y,Jf), where cci s the jth entry of @ and fik is 
the kth entry of Y. 
If (3.6) holds, then I+ T= (I+ T-)(1+ T,), where 
Tp =[ dPK-P, T, = j PK, dP, 
9 9 
and 
K~v=~ww*. K+v=f (V,cpj) Y;. 
1 1 
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Here 
Y;(t)=C(Z-R(t)Ej)= Y(t)(Z-R(t)) Ej, lbj<m, 
and to determine q; (t), we note that 
F(u) = j’ (I- Q, + R(t) QJ u(t) 6(t) dt = (u, @,” ), 
0 
where CD x(t) = (I- Q, + R(t) Q,) G(t). Therefore ~2 (t) is the m + kth row 
of Q, x (1). Also, the same argument used to find k(t, s) yields 
where 
(T-u)(s) j’kdt, s) u(s) ds, 
0 
and 
where 
(T+u)(s)= j’ k+(t, s) 4s) 4 I 
k+(4 s)=f qw cpi(f), s > t. 
4. DEGREE OF THE FACTORS 
Given A + = jq PK, dP, where K, has finite rank, define 
Similarly, given A _ = Jp dP K-P, where K- has finite rank, define 
6(A-)=min 
i 
rankL:A-=I dPLP . 
9 > 
For T=A+ +A- define 
a+lT)=&4+)> k(T)=6(A-). 
The integers 6 +(T) and 6 -(T) are called the upper and lower degrees, 
respectively, of T. 
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It follows from Theorem 2.3 that if I+ T is invertible, then 
6*((Z+ T)-‘-Z)=S+(T). 
The main result in this section is the following theorem: 
THEOREM 4.1. Suppose T is a ~-semi-separable operator on Y? which 
admits the special P-factorization 
Then 
I+ T= (I+ Tm )(I+ T,). 
d+(T)=@T+), S-(T)=6(T-). 
First we prove the following lemma: 
LEMMA 4.2. Suppose T is a Y-semi-separable operator on Y? which 
admits the special P-factorization 
I+ T= (I+ T._)(Z+ T,). 
Let 0, = (0, B,, C,; Nf , N;) be the systems associated with T,, with 
NC = Z,, N; = 0, NT = 0, N2+ = I,,,. Then I+ T is the input-output operator 
of the system 
8: 
where 
Proof By definition, the systems 8, are described by 
0,: x;(t) = (B, U)(t), 
O<f<l, 
Y, = C&X, + u. 
x’~(t)=(B-C+x+)(t)+B~u 
x>(t)= (B+u)(t) (4.1) 
y=c~x~+c+x++u. 
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Let u be the input of the system 8 + with output C, x+ + U. If we take 
C, x, + u to be the input of the system 8_ with output y, then 
N:x+(O)+N:x+(l)=0, N;x~(O)+N,-x~(1)=0. 
It follows from Eq. (4.4) of [2], that (B-C+x+)(t) is of the form 
H(t) x, (t), where H(t) is a matrix with entries in L, [0, 11. We denote this 
matrix by (B-C+)(t). If u is the input of the system 8+, then (I+ T,) u= 
C+x+ + u is its output and y = (I+ T-)(I+ T,) u is the output of the 
system 0 ~ with input C, x + + U. Since 0 is (4.1) written in matrix form, the 
lemma follows. 
The system 8 is called the cascade connection between 
written e=em+. 
Proof of Theorem 4.1. Let 
T=j dPK,P, 
9 
PK, dP+[ 
9 
where rank K1 = 6 +(T) and rank K2 = 6 _(T). Suppose 
m n 
K,B, and is 
K,v= C (“7 cP,> yjvi, K,v= 1 <v, /c) L 
j=l k=l 
with M = 6 +(T), n = 6 -(T). Since the special Y-factorization Z+ T = 
(I + T- )(I+ T, ) is unique, T, has a representation given by (1.1) and 
( 1.2). Hence 
6(T+)<m=6+(T), 6(T-)<n=&(T). (4.2) 
It follows from Theorem 2.1 that Z+ T, are the input-output operators of 
systems 8, of the form - 
e-=(o,B-,c-;z,,o), p=d(T-), 
e+=w+,c+;o,z,), 4=&T+). 
By Lemma 4.2, Z+ T is the inputoutput operator of the cascade 
connection 8 = K 8 + between 8- and 0 +. From the description of 0 and 
Theorem 2.2 we have that 
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where R, and R, are of the form 
RI u = -YW(u, @), 
where 
R2u = Y(I- W)(u, @), (4.3) 
with 
W=(N,+N,U(l)) ‘N,U(l), 
and U(t) the fundamental matrix corresponding to 
Therefore 
1, V(t) 
U(f)= o 
( > 
I 9 
Y 
where V(t) is absolutely continuous and satisfies 
V’(t) = (B- c, Nt), O<r<l, 
V(0) = 0. 
A straightforward computation shows that W = N,. Hence it follows from 
(4.3) that 
The theorem now follows from these inequalities and (4.2). 
Suppose 
T= I PK, dP+ dPK,P, 9 s .9 
where rank K, = 6 + (T) and rank K2 = 6 _ (T). Then for K, , K- defined in 
(1.2) with m = 6 +(T), n = 6 _(T), the following equalities hold: 
6( T, ) = rank K, , 6(TP)=rank Kp. 
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Indeed, by ( 1.2) and Theorem 4.1, 
&T+)<rankK+ <m=6+(7’)=6(~+) 
and 
6(T-)<rankK <n=&(T)=6(T_). 
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