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Abstract

Multilevel Runtime Verification for Safety and Security Critical
Cyber Physical Systems from a Model Based Engineering
Perspective
By Smitha Gautham

A thesis submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy in Engineering with a concentration in Electrical and Computer Engineering
at Virginia Commonwealth University

Major Director: Dr. Carl R Elks
Associate Professor, Department of Electrical and Computer Engineering

Advanced embedded system technology is one of the key driving forces behind the rapid growth of
Cyber-Physical System (CPS) applications. CPS consists of multiple coordinating and cooperating
components, which are often software-intensive and interact with each other to achieve unprecedented
tasks. Such highly integrated CPSs have complex interaction failures, attack surfaces, and attack vectors
that we have to protect and secure against. This dissertation advances the state-of-the-art by developing a
multilevel runtime monitoring approach for safety and security critical CPSs where there are monitors at
each level of processing and integration. Given that computation and data processing vulnerabilities may
exist at multiple levels in an embedded CPS, it follows that solutions present at the levels where the faults
or vulnerabilities originate are beneficial in timely detection of anomalies.

Further, increasing functional and architectural complexity of critical CPSs have significant safety and
security operational implications. These challenges are leading to a need for new methods where there is a
19

continuum between design time assurance and runtime or operational assurance. Towards this end, this
dissertation explores Model Based Engineering methods by which design assurance can be carried
forward to the runtime domain, creating a shared responsibility for reducing the overall risk associated
with the system at operation. Therefore, a synergistic combination of Verification & Validation at design
time and runtime monitoring at multiple levels is beneficial in assuring safety and security of critical
CPS. Furthermore, we realize our multilevel runtime monitor framework on hardware using a streambased runtime verification language.

20

Chapter 1
Introduction
This dissertation advances the state-of-the-art in the development of Multi-level Runtime Monitoring for
safety and security critical Cyber Physical Systems. This chapter describes the motivation of this
dissertation research, which is the difficulty in ensuring safety and security in Cyber Physical Systems
along the design, development and operational context continuum.

1.1 Background
As today’s embedded systems become ubiquitous, we as a society are relying on their functionality more
and more to perform tasks that were once labor intensive, costly, tedious, or even unattainable without the
benefit of low-cost embedded computer hardware and software technology. The end result of this
technology ascendance is a predominance of advanced embedded system devices that have transformed
the way we interact with the world we live in. Examples of such transformative technologies are Edge
Computing, Cyber Physical Systems, and Fog Computing, to name a few.

Low cost advanced embedded system and high-performance network (wired and wireless) technology are
among the key driving forces behind the rapid growth of Cyber-Physical System (CPS) applications.
Therefore, we are observing the rapid uptake of Cyber-Physical Systems across a number of domains,
with a potential economic impact of as much as $11.1 trillion per year globally by 2025, in different
settings, including connected semi-autonomous vehicles, healthcare, energy, manufacturing, smart homes,
and smart cities [1].

CPSs are comprised of multiple coordinating and cooperating components, which are often software
intensive, interacting with each other and with the physical world around us. Figure 1 shows an overview
of such a CPS.
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Figure 1: Cyber Physical System comprising of multiple physical devices, computational elements and
network (inspired by [2]).

Cyber Physical Systems are used in a number of safety critical applications and their complexity and
functionality are on the rise in such applications. Applications such as robotics, autonomous systems, telemedicine and avionics are examples of CPSs becoming more complex, incorporating new technology and
with varied features. For example, a CPS such as a modern automobile has environmental and engine
control systems, sensors of all types, navigation systems, cameras all working together to achieve
enhanced driving experiences and safety [3]. With the emergence of autonomous vehicle operations, the
sphere of control with respect to vehicle is increased to include awareness and sensing of other traffic. As
such, the functional and structural complexity of these systems are rapidly increasing, which can have
significant engineering and operational impacts. Specifically, verifying and validating highly complex
systems is a known difficult problem with real world cost impacts [4]. With the exponential growth of
CPS and their application not only in domestic field but also in critical applications such as avionics,
nuclear plants, smart grids etc., security of the CPS is also of paramount concern. Secondly, if the safety
or integrity of a CPS is a significant factor (example, energy distribution smart grid) then failure or
malicious exploitation of such complex CPSs can result in far-reaching consequences to human life,
environment, and financial loss. Therefore, there is a need to ensure safety and security in increasingly
sophisticated CPSs.

1.2 Motivation: Example Incidents and Problems
The design of highly-reliable and safety critical systems is driven by the functionality it must deliver
while maintaining safety in the presence of faults. Recent incident and accident reports from various
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sectors show that even when systems are designed and developed and certified to very high standards
(e.g. IEC 61508 SIL4, DO-254, DO-178b), problems can occur that defeat the fault tolerance or cyber
security defenses of the said systems. Ref [5] examined the role of software in five aircraft incidents or
adverse effects and concluded that in “spite of rigorous design methodologies and reviews, the
combination of complexity and unexpected failure mode defeated systemic fault tolerance”. Ref [5]
identified the critical role of flawed sensor inputs as a key determinant or trigger of “dormant” software
defects in recent adverse events. Ref [5] also concluded that in some cases the software was complying
with its functional requirements but still placed the aircraft in a hazardous state or contributed to an
adverse event.

Ref [6] examined the occurrence of byzantine failures in aerospace systems and concluded that the
occurrence of these types of insidious faults probably happen much more frequently than previously
suspected. Ref [6] presents evidence of byzantine fault behavior in three different flight control systems
and shows the circumstances of byzantine failure manifestation. Ref [7] discovered a byzantine failure in
the Draper Labs Fault Tolerant Processor (FTP) which resulted in the quad FTP computer diverging into
a “pair-wise” split voting pattern which would have been catastrophic if it had occurred in-flight.

Ref [8] reviewed fifteen catastrophic accidents, and evaluated the causative roles that software played in
the accidents. Ref [8] noted that quite often the causes were a combination of software failures triggered
by hardware failures and human error compounding the response. Finally, the recent Boeing 737 max
Maneuvering Characteristics Augmentation System (MCAS) incidents and accidents only further
establish the evidence that complex hazard scenarios and pilot interactions arising from the flawed control
system software are challenging to detect during design and testing. As noted in the October 2019
National Transportation Safety Board (NTSB) report; “pilots’ responses to unintended MCAS operation
were not consistent with the underlying assumptions about pilot recognition and response that were used
for flight control system functional hazard assessments…” the report further noted that MCAS started out
as a modest software system and then evolved to a complex system without full understanding of the
complexity and the system dependencies with respect to MCAS [9].

What these examples and survey analysis papers suggest is that even though a system has been
thoroughly tested and verified during the design process, expected behavior of the system is difficult to
guarantee during unusual off-nominal situations [10]. With the evolution of technology and emergence of
critical autonomous systems and Machine Learning, systems today can self-learn and adapt their behavior
based on the external environment. This can pose new challenges to Verification and Validation (V&V)
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assurance performed at design time and necessitates a means of ensuring that the system requirements and
design assurance are carried further down to the implementation stages. We assert that this need may be
fulfilled by having runtime monitors that observe system behavior and provide assurance of safety and
security without interfering with the system under observation [11]. Therefore, using both comprehensive
design assurance methods and run time verification may be beneficial to achieve higher levels of safety
and security of the system.

1.3 Runtime Verification for CPS
Runtime Verification (RV) is one of the promising techniques for immediate detection of infected states
and hazards. It is a mature engineering domain with a vast literature base that has been successfully used
in various safety critical industries [12] [13, p. 2] [14]. As stated in [15], runtime verification can be
defined as:
“Runtime verification is the discipline of computer science/engineering that deals with the study,
development, and application of those verification techniques that allow checking whether a run of a
system under scrutiny satisfies or violates a given correctness property.”

Runtime verification sits in between traditional dynamic testing methods and formal exhaustive proof
techniques (theorem proving). It is typically classified as a lightweight formal verification method.
Classical verification techniques such as model checking, dynamic and static testing are employed to
provide design assurance. This is complemented by formal, lightweight runtime verification methods.
Unlike a formal proof, runtime verification is not complete or exhaustive, but it provides more guarantees
of correctness than dynamic testing.

Runtime verification is often referred to as runtime monitoring, trace analysis etc. Checking a system for
correctness of a property is referred to as verification, while monitoring only implies observation of the
behavior of a system [16]. In this dissertation, the term monitoring is used for both observation and
correctness checking. Therefore, runtime verification and runtime monitoring are used synonymously.

At very broad stance, the monitor observes the execution behavior of a target system during runtime
while making as few as possible assumptions about the trustworthiness or proper functioning of the
monitored system [10] [16] [15] [17]. Referring to Figure 2, a monitor is concerned with the detection of
violations (or satisfactions) of properties (e.g. safety, security, functional, timeliness etc.) by analyzing the
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trace of a system [18]. A trace is comprised of observed variables, memory patterns, an execution control
and data flow, protocol sequences, etc. When a violation is observed by a runtime monitor, it typically
does not influence or change the program’s execution. Hence, it does not repair the observed violation but
forms the basis for mitigation of observed problems.

Figure 2: Runtime verification framework (inspired by [19]).

To decide on correctness, a monitor needs a reference of acceptable or correct behavior to compare the
extracted trace information with. This “reference of acceptable behavior” is often derived from the
natural language requirements of the system and then translated into temporal logic formulas– a type of
logic that allows reasoning over sequences and time (as seen in Figure 2). The temporal logic formulas
reside in the monitor. Execution trace information (i.e. states function variables, decision predicates, etc.)
is extracted directly from the target system and forwarded to the monitor where temporal logic
expressions are elaborated with the trace data for an on-the-fly validation of system behavior. For
example, we can monitor discrete representations of continuous time variables such as sensor readings,
system states, and application level variables. In such cases, the monitor uses traces of a set of
information states from the CPS to check if the system is compliant with the “reference of acceptable
behavior” (e.g. a safety property or checking assertion). Acceptable behavior implies there are checking
conditions or detection predicates to determine if the system is demonstrating acceptable behavior. These
checking conditions are called specifications which can sometimes be synthesized on a hardware platform
as seen in Figure 3.

25

Figure 3: Overview of runtime verification.

1.4 Integration of Design and Operational Phases to achieve
Dependability: DepDevOps
While subsections 1.2 and 1.3 discussed the need to augment design time verification with runtime
monitoring, this subsection emphasizes the synergy between them. Design time verification helps provide
an understanding of the system, which in turn helps develop the properties to be monitored at runtime. So,
without design time verification, we would not have a clear understanding of what to monitor. On the
other hand, many assumptions made at design time may not hold true at run time making assurances
based on only design time verification weak. This motivates the need to view design time and runtime
synergistically.

This is particularly important as CPSs are evolving towards software intensive systems where
functionality, integration, and operations of a given system are largely governed by its complex software
interactions. Although software testing methods and practices have undergone tremendous progress over
the past 20 years, the evolving nature of software intensive CPSs can create layers of unforeseen failure
modes and complex attack surfaces. As we have seen in recent years, design assurance and certification
methods may not be sufficient to uncover all design flaws or scenarios that lead to hazardous operation.
This is most evident in the Boeing 737-max incidents where the loss of airspeed sensors resulted in
unexpected and unanticipated vehicle flight behavior [2]. Such challenges (among others) are emerging
drivers for new methods where there is a continuum between design time assurance and runtime or
operational assurance. That is, design assurance cannot stand on its own and needs safety and security to
be carried forward to the runtime domain creating a shared responsibility for reducing the overall risk
associated with the system at operation. On the other hand, runtime verification needs the knowledge
gained from design assurance methods to formulate critical properties we want to monitor at runtime.
This is the basis of a “reference of acceptable behavior” for a monitor. These new methods are
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sometimes referred to as Dependable Development Operations Continuum (DepDevOps) [20], [21]. The
DevOps continuum strives to bridge the gap between the design and operational phases, reduce cost
without compromising safety.

1.4.1 A Conceptual View of Integrating Design Development and Runtime
Verification for CPS
The development process typically begins by formulating the design based on an initial set of
requirements. The design is then verified by testing and formal property proving at the unit level,
integration level and system level. During the course of verification and design development, we find
missing or unclear requirements which get redefined as the design stabilizes during this first phase. This
iterative process, as shown in
Figure 4, ensures that we have a complete set of finalized requirements and a verified design. Runtime
monitoring properties are derived from these finalized requirements. The iterative process of finalizing
requirements and the design is important to ensure that all the critical safety and security properties are
captured by the monitor specifications. Further, employing systematic hazard analysis methods such as
System Theoretic Process Analysis (STPA) and Hazard and Consequence Analysis (HAZCAD), help
analyze the failure modes in a design and refine the requirements to include design considerations to
avoid hazards or loss scenarios. Loss scenarios are failures in a system that that can lead to loss of life and
property.

The finalized requirements encompass the knowledge gained from each verification step and inform us on
critical elements and interactions in a system, which when failed, could lead to a hazard. This knowledge
gained during the verification stages help us formulate informed runtime monitor specifications.

In phase II, the runtime monitor is seamlessly integrated with the design. This integration allows us to
determine the efficacy of the monitors in detection of anomalies in the CPS for which they were designed.
Fault injection campaigns and cyber-attack injection performed on a CPS model can violate a safety
property of a system. This violation should be detected by the runtime monitor.

A key contribution of this thesis is the synergetic combination of phase I and phase II which provide
tighter integration of design and operational phases of a system. We explore this synergy from a ModelBased Engineering (MBE) perspective.
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Figure 4: Phase I – Design: Synergy between Design and Runtime Verification Specifications.

Figure 5: Phase II – Runtime: Synergy between Design and Runtime Verification Specifications.

1.5 Critical Issues
1.5.1 Observation of target system
The key precondition for this runtime verification approach is the observability of the system operation
such as system states, data and control flow information etc. necessary to access the behavior of the
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system at runtime, at time intervals of interest. The observability can be related to physical variables or
computed states of a system as explained below:

1. An important challenge to runtime monitoring is observability of the value of a physical quantity of
the system or its environment that a monitor needs, in order to be able to verify a correctness property
for a comprehensive set of scenarios. For example, we can have a simple property “the maximum
acceleration of a vehicle should be less than aMAX m/s2”, which we can verify with data from an
accelerometer (directly) or a vehicle velocity sensor (by differentiating velocity). However, while
going up a steep hill or incline, the vehicle should not be able to accelerate as much, let us say
acceleration should not be more than 0.5aMAX. We cannot change the property to 0.5aMAX, as on a
level road it will produce a false positive. However, if we stick to a MAX this monitor could produce a
false negative as an acceleration of say 0.8aMAX would not cause the property to be falsified even
though such a high acceleration is impossible on a steep hill or incline.

Therefore, to have a better monitoring condition, the maximum acceleration of the vehicle should be a
made a function of the incline of the road. However, if the vehicle does not have a level sensor this
quantity is not observable. Unless this level sensor is physically incorporated in the car, we cannot
refine the monitoring property due to lack of observability and are confined to a property which does
not completely account for all scenarios. This scenario also emphasizes that integrating such runtime
considerations early, during the design phases help us identify deficiencies in the system that need to
addressed while implementing runtime monitors.

2. Another observability issue deals with processors where internal variables should be extracted with
minimal or no intrusion to the processor in order for a monitor to verify its functionality. For
example, the controller of a complex chemical plant may have 5 inputs and 2 outputs that are
observable and can be used to formulate a correctness property. But the evaluation of the output may
be a complex function of the time history of these 5 inputs and involve calculation of 10 other internal
variables/states that are not visible from outside this controller. However, this problem is in principle
solvable, as the internal states can be obtained by software instrumentation with its known limitations,
namely overly intrusiveness to program execution. A good monitor should be minimally intrusive to
the running program, have low communication overhead, should not have any interference with the
program behavior, and must be space efficient (no need to store vast amount of data) and time
efficient (no exponential growth in time to form a decision).
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1.5.2 Safety and Security – How to do both, if possible?
A CPS is often comprised of numerous integrated components and subsystems interacting and
communicating with each other to satisfy system (plant) goals. These goals are often related to the
functional performance, safety and security of the service a CPS is providing, for example, an automobile
cruise control will always disengage when the brake is applied. With the functional safety applications,
failure due to a cyberattack can lead to situations where the attack can enable a hazardous situation which
could affect safety. Therefore, it is important for the runtime monitor to address both safety and security
requirements of the system.

In the context of safety critical systems, Cyber Security can be viewed as an extension or expansion of the
standard physical threat models (faults, failures) for ensuring system safety [22]. The types of cyber
threats and exploits for cyber physical systems are well documented and surveyed in literature [23].
Nonetheless, assuring global safety and security together is a challenging problem as they may be in
conflict with each other during certain conditions. For example, if a given security property detects that a
cyber intrusion is present, it may mitigate this issue by blocking an input temporarily. In doing so, it may
compromise the ability of the safety property to determine if the system is safe during the period of time
the input is blocked. In this case, the system is secure but potentially unsafe. However, if we take the
somewhat tapered viewpoint that deliberate cyber-attacks that violate safety conditions are of primary
concern, then RV provides coverage of security in a limited sense. Moreover, the temporary blocking of
input discussed above, is due to the mitigation strategy adopted to counter this attack and not a problem
with the monitoring scheme. As such, this dissertation is focused on runtime monitoring for detection of
safety and security violations and mitigation strategies are beyond the scope of our work.

Another issue is whether RV or monitoring can distinguish between attacks and faults. In fact, there are
classes of cyber-attacks that are indistinguishable from physical faults from an external point of
observation [24]. However, in these cases RV can provide timely trace information to offline diagnostics
or forensics to determine if the system misbehavior was due to a fault or cyber event. The critical
proposition moving forward is to investigate how RV can accommodate both security and safety
checking.
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1.5.3 The Specification of Safe and Secure – Where does it come from?
As discussed above the violations of a safety and security condition may have a common origin: design
faults, physical faults, or cyber-attacks that change a combination of system states or variables which
could lead to hazardous conditions and safety violations. Consider an autonomous car, where a sharp turn
at high speeds can cause skidding or toppling. To assure safety of the car, there should be specific bounds
for the steering wheel angle for a given speed of the car. More importantly, at design time such system
requirements should be verified (either formally or by testing or both). Design time V&V can provide
significant insight into not only what should be monitored, but also how it should be monitored.
Nonetheless, most RV frameworks to date gloss over on how design time V&V informs the RV
strategies. It is just assumed that high level safety and security requirements can be translated into
monitorable properties and checking conditions, which is not realistic for CPSs. Based on our early work,
we noted that there is an interplay between requirements, specifications and design that is rather nonintuitive [25]. High level requirements are often encoded in the design at the lower levels of abstraction
(either as hardware or software). It is important to understand the decomposition high-level requirements
in lower-level implementations of a design so that we have a complete system’s perspective while
formulating runtime monitor properties.

Therefore, part of the dissertation is to derive the monitoring properties with System Theoretic Process
Analysis (STPA), then investigate the use of Model-Based Design and Engineering (MBDE) to verify
these monitor designs before finally implementing them on hardware. This enhances the effectiveness of
monitorable specifications and makes them more comprehensive.

1.6 Need for Multilevel Monitoring of the Target System
Modern embedded digital devices have evolved to the point where all types of heterogeneous processing
and data mobility reside within a single platform or chip from low-level onboard sensor pre-processors to
dedicated network communication cores. The integration of customizable system on a chip technology
and flexible communication enables tight integration with the physical world. For example, physical
components such as sensors and actuators, embedded subsystems and the network to communicate among
the components are tightly integrated. The CPS architected from this technology are increasingly
vulnerable to design flaws, software flaws, and security threats at multiple levels that span both hardware
and software implementations. These multiple levels of integration in such complex systems expose
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attack surfaces and can potentially be susceptible to attack vectors. Given that computation and data
processing vulnerabilities may exist at multiple levels in embedded CPS, it follows that solutions should
be present at the levels where the faults or vulnerabilities originate. We assert that a viable approach to
this problem is to employ runtime security and safety monitoring at these various levels of processing and
integration. Such an approach is beneficial for timely detection of attacks (or failures) and lessen the
burden of monitoring overhead. In this dissertation, we have three levels of monitoring as shown in
Figure 6:

1) Sensor or Data level - The sensors and actuators constantly interact with the outside environment and
the data monitor verifies the integrity of data coming from these devices. The data monitor may also
verify configuration modes of the sensors to ensure they are consistent with the given application
usage.
2) Computational level - The correct functionality of the computational elements, typically a controller,
in a CPS is critical to avoid incorrect actions by the system leading to hazards. We then monitor the
input-output relationship of a controller using a functional monitor. Additionally, some attacks may
specifically alter the execution sequence of a program on the controller that can be detected by
verifying the instruction traces using an execution monitor.
3) Communication Level - Sensors, actuators and computational units in a CPS use communication
protocols such as UART, I2C and buses such as CAN. The flow of information, time delay, etc. can
be monitored by a network monitor to detect faults/attacks on communication.

In this dissertation, we demonstrate the need for multilevel monitors for effective and comprehensive
detection and isolation of attacks by performing data attack and fault injection on a CPS model.
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Figure 6: Multilevel monitoring of a CPS.

1.7 Problem Statement
A key problem in CPS is that as systems become more complex, failures and exploits are more likely to
occur despite rigorous design time Verification & Validation (V&V). The root causes of these failures are
very often traced back to poorly understood interdependencies between computer control systems and
physical structures or unknown or unfamiliar failure modes that result from the physical and computing
relationships [26]. There is a need to ensure that the critical properties still hold true and are consistent at
runtime. The gap between design time safety assurance and runtime behavior needs to be addressed. Due
to increasing complexity of CPS, safety and security cannot be an afterthought, but has to be considered
throughout the design development. The integration of design and runtime verification is critical to
achieve this.
Most runtime monitoring frameworks for CPSs emphasize the “how to” aspects of realizing monitors in a
CPS architecture. This means that methodologies are mostly focused on how to instrument a system,
assuming the “what” to monitor is a given. A comprehensive methodology to determine critical aspects of
a design to monitor at runtime needs to be determined.
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Additionally, “where to monitor” and the context of the monitoring need to be addressed. Furthermore,
monitoring solutions with minimum intrusiveness is necessary. Understanding and demonstrating the
need for multilevel monitoring and use of non-intrusive monitoring methods is critical to achieve this.
This dissertation attempts to answer the key challenges mentioned above.

1.8 Goal and Objectives
The overarching goal of this dissertation is to demonstrate that a synergistic combination of V&V at
design time and runtime monitoring at multiple levels is beneficial in assuring safety of a system as well
as ensure its security against vulnerabilities or attacks at multiple levels.

Towards this goal, we present a Model Based Design (MBD) approach using MathWorks Simulink tools
to verify the CPS system by initially performing testing, static verification and formal verification before
implementing it on the hardware system. Thereafter, a novel multilevel monitor architecture is used to
verify critical conditions at run time. Runtime monitoring properties are derived based on hazard analysis
on the system and design time verification. Such monitors observe the system behavior by analyzing
streams of information coming from the target system with no or minimal intrusion with its working.
Further, we implement the monitors on hardware and verify the efficacy of the monitors in detecting
faults/attacks. This approach could potentially improve the safety and security of a CPS.

1.9 Contributions and Scope of this Research
This work uniquely combines the benefits of design verification and runtime monitors to ensure safety
and security. Our contributions are:
•

Investigating and characterizing the synergy between the V&V process at design time and
creation of effective runtime verification monitors.

•

Development and realization of runtime monitoring framework observing the operation of a
target CPS at multiple levels.

•

Hardware implementation of the monitors using a stream-based monitoring language.

The scope of this work is in developing and demonstrating a methodology of combining design time
V&V and runtime monitoring at multiple levels that can effectively provide protection to a CPS. This
work helps bridge the gap between design time assurance and runtime behavior of the system.
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1.10 Roadmap of Research
This dissertation starts with Chapter 1 that introduces the critical issues in runtime monitoring. It
specifically makes a case for the need to synergistically combine design time V&V and runtime
monitoring as well as benefits of monitors at multiple levels. Next, Chapter 2 provides a comprehensive
literature review of design time V&V and runtime monitors to identify the gaps in this research.

Thereafter, Chapter 3 describes the development of the multilevel monitoring framework and various
ways of monitor organization. This chapter presents a comprehensive workflow to design runtime
monitors beginning with identifying critical properties to monitor at runtime, placement of monitors,
formulating monitor specification and implementation of monitors. Practical consideration for
implementing runtime monitors such as data observability, expressiveness of specification by the RV
language and executable monitors are discussed. Other important concepts such as monitor completeness
and monitor correctness are briefly presented.

Chapter 4 explores the synergy between design assurance and RV using Model based Engineering
techniques. A detailed case study is presented of the verification of an Emergency Diesel generator Start
Up Sequencer implemented on a Field Programmable Gate Array (FPGA) overlay architecture, where
runtime monitoring properties are derived from each verification stage.

Further the runtime monitor is

implemented on a FPGA using a stream-based verification language. In summary, this chapter attempts to
describe a methodology that can answer the “what” to monitor and “where” to monitor questions from a
MBE perspective.

Chapter 5 demonstrates the need for multilevel monitoring in a CPS by injecting faults/attacks at multiple
levels on a CPS model. It explains why having localized monitors is beneficial in timely detection of
faults/attacks. It clearly shows that a single monitor cannot solve the in-time hazard detection problem. In
summary, this chapter answers the “where” to monitor question.

Chapter 6 discusses the issues of observability and extraction of data for monitoring at runtime. It gives
an in-depth discussion of the ARM Coresight debug and trace capability that can be used to extract data
and instruction traces with minimum or no intrusion to the target CPS. It presents design choices while
engineering runtime monitors that use the ARM trace capability, along with the challenges in using
embedded trace. In summary, this chapter answers the “how” to monitor with minimum intrusiveness
question.
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Chapter 7 presents the concepts of STPA hazard analysis and how this help the design of monitoring
properties. An Autonomous Emergency Braking (AEB) system is used to demonstrate the need for
multilevel monitoring. Runtime monitors are initially implemented using Simulink library blocks.
Further, monitors are implemented using a stream-based verification language called TeSSLa to verify the
data, functional and network integrity of the AEB system. The TeSSLa runtime monitors are integrated
into the design to ensure that they are able to detect any anomalies in the CPS for which they were
designed. Use of ARM processors, coresight capability to extract data traces is explained. In summary,
this chapter uses an AEB system to demonstrate the use of the solutions to “what, where and how to
monitor” questions to develop a comprehensive runtime monitoring solution and implement the monitors
on hardware.

Finally, Chapter 8 summarizes and draws a conclusion of the work performed in this dissertation
regarding synergetic use of design and runtime verification, multilevel monitoring, use of ARM coresight
trace capability to achieve safety and security of a CPS.
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Chapter 2
Related Work
The verification and validation of a design is critical in identifying design flaws and other safety issues in
a CPS. However, there is no guarantee that a fully verified system will function as expected at runtime.
Therefore, runtime monitors are especially employed in safety systems, during the operation phase, to
complement the V&V efforts performed during design development.

On the other hand, it is not possible to verify every property at runtime. Hence, it is valuable to use design
time V&V to understand the CPS vulnerabilities, that guide us to formulate appropriate runtime
monitoring conditions. There are a number of challenges and design considerations while engineering a
runtime monitor. These are illustrated in the surveys [27], [11] and [3]. Research on how design-time
assurance can be carried to runtime is one of the important research areas pointed by the survey [28].

Therefore, a wholistic view of design time and runtime monitoring is required and the two need to work
synergistically. However, such an approach is largely unexplored with the exception of a few instances in
[29] [19] where this issue has been touched upon.

This dissertation proposes to address this gap by comprehensively studying the combination of design
time V&V and runtime verification. Towards this end, the literature review in this section summarizes
some of the key work in design time V&V and runtime monitors. Further, we review literature that use
runtime monitors in CPSs to ensure safety and security.

2.1 Verification and Validation(V&V) of Design
Assurance in design is achieved by comprehensive Verification and Validation methods. As, systems are
becoming more complex, traditional design assurance methods with manual coding are becoming
difficult. Safety critical industries such as avionics, automobiles and nuclear industry have stringent
requirements that the design should comply with standards such as IEC 61508, DO 254, DO 178, ISO
26262. Bidirectional traceability between requirements, design, test cases and formal proofs are some of
the many requirements for compliance to these standards. In order to meet these stringent design
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challenges, V&V and regulatory requirements of safety critical systems, Model Based Engineering
(MBE) is widely used. MBE is used for the design and verification of both non-safety and safety critical
systems in aerospace, power and automotive sectors [30] [31] [32]. Research on model-based V&V is
presented in [33] [34] [35]. Ref [33] presents a verification workflow to designing and verifying medical
device software along with the artifacts created in the process to support certification. Ref [36] reports
how MBE tools can be used in the aviation industry and recommend areas where the certification
guidelines can be improved to reduce failures. In addition, [37] discusses the benefits of V&V technology
on avionics systems in reducing development costs and time.

These references indicate the use of MBE in design and verification of safety critical systems in various
application domains. Additionally, the structural verification activities using MBE tools serves as an ideal
platform to explore synergy between design time and runtime verification. Therefore, we use MBE
extensively in this dissertation.

2.2 Synergy between design and runtime verification
In this dissertation, we explore how V&V activities in a MBDE environment can help us formulate
effective runtime monitoring properties that cover critical design elements in a system. We also explore
hazard analysis methods to identify monitoring properties.

2.2.1 Design Verification guides runtime monitor design
Ref [3] discusses the importance of considering security parameters in the design phase of a CPS. They
explore the challenges in implementing security in CPS and the importance of runtime security
monitoring considerations during design development. Ref [38] discusses the benefits in collaboration of
design time and runtime verification to increase security in embedded systems. They discuss how the
security constraints considered at design time can be monitored at runtime. Combining design time testing
and runtime monitors is explained in Ref [39] with the example of an Advanced Driver Assistance
System (ADAS). The test cases formulated at design-time are used again at runtime to verify the system
by the runtime monitor to ensure that the system is within its safe behavioral requirements. Design time
and runtime considerations to ensure safety and security in CPSs and Internet of Things (IOT) is
discussed in [40]. Tool support to perform both testing and runtime verification is discussed in Ref [41].
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Test driven development where model-based testing guides design development and the benefits of
combining testing with static and runtime verification is explained in Ref [42].

In our work, we present our findings on uncovering synergies, exploiting design time artifacts to inform
the design and implementation of runtime verification monitors for a representative safety critical system.
Specifically, we differ from prior work as we use Model Based Engineering (MBE) tools to guide us on
runtime monitoring properties and placement of monitors.

2.2.2. STPA analysis guides runtime monitor design
STPA to perform hazard analysis of safety critical systems was proposed by [43] and has been used
extensively in literature in the field of avionics and automotive applications to study unsafe interactions
among system components and how such interactions can result in UCAs, eventually leading to system
failures [23]. Further, STPA has been extended to include security considerations in STPA-Sec and the
dependency between safety and security, identification of mitigation strategies using STPA are discussed
in [44]. The UCAs identified using STPA analysis of a CPS design to engineer effective runtime monitors
to ensure safety and security during operational phase is an important and emerging research area. This
approach is explored in [45] where STPA hazard analysis is performed on an Artificial Pancreas System
to design a context aware safety monitor and in [46], STPA is used to design monitors for robotic surgery.

Furthermore, bridging the gap between design assurance and runtime safety and security is an important
aspect of dependable DevOps continuum for CPS [21, p.].

Our contributions include using STPA hazard analysis to derive multilevel runtime monitoring properties
as well as guide the placement of such runtime monitors in a CPS.

2.3 Runtime Monitors
With the growth in use of CPSs in a numerous safety critical applications, runtime verification of such
systems is becoming an essential and important topic of research [47] [48] [10].

Ref [27] surveys all the challenges in runtime verification such as lack of expressive verification
languages, monitor placement, limited observability of data to name a few. Ref [49] presents a taxonomy
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to classify runtime verification tools based on the type of specifications, deployment, intrusiveness to the
system under observation etc. They present an extensive set of design choices to make while engineering
a runtime monitor. Ref [11] present a number of challenges in runtime verification of safety critical
systems. Some of the key challenges that are presented are deriving monitor properties from system
requirements, limited observability of system states, lack of traceability from system requirements to the
monitor code, intrusiveness of the monitor with the system under observation, correctness of the monitor
code etc.

Ref [50] , [51] perform runtime monitoring of an autonomous research vehicle by passively observing the
system without instrumentation of the code. The bus monitor architecture that they implement is as
proposed by [35], where the external monitor silently receives messages over a system bus without
perturbing it. With the limited information available on the bus, the runtime monitor verifies safe system
behavior. Ref [17] provides a comprehensive survey for monitoring distributed real time systems and
provides three monitor architectures namely BUS monitor, single-process monitor and distributed-process
monitor. Ref [52] integrates run time monitoring in an automotive development workflow and explores
using this in autonomous systems. Ref [53] uses safety guards that are inbuilt runtime enforcers that
ensure that the system satisfies predefined properties even under malicious attack. Ref [54] present a nonintrusive monitoring approach for multi-core processors based on the execution traces received by the
processors. Ref [13, p. 2] presents a real-time and non-obtrusive runtime monitoring framework called
R2U2 for Unmanned Aerial Systems. R2U2 performs property monitoring by using runtime observer
pairs for linear and metric temporal logic and uses Bayesian networks to detect security threats. Ref [55]
shows how anomalies can be detected by observing sequence of data streams from a system.

Further, runtime monitoring using embedded hardware trace from the processors helps achieve nonintrusive monitoring. Ref [56] uses ARM processor’s execution traces to detect code reuse attacks. Ref
[57] uses ARM’s embedded trace to detect double free attack on the processor. Ref [58] discusses
detection of return-oriented and jump-oriented attacks based on PTM trace from the ARM processor. Ref
[59] presents an online control-flow and data-flow error detection mechanism using ARM traces.

A three-layer CPS architecture is proposed in [60] comprising of transport layer, control layer and
execution layer and attacks that can occur at each of these layers is surveyed. Since vulnerabilities can
exist at multiple levels in a CPS, having monitors at the place of origin would be beneficial for faster
detection of attacks/faults. Prior work also recognizes the need for multiple monitors at runtime for
CPSs.
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A new development platform called RV-ECU is proposed in [61] where there are multiple monitors, local
and global, in a vehicle to ensure. The local monitors are present at the ECU integrated within an existing
control unit (e.g., the power steering ECU) to prevent it from taking unsafe actions. Another global
monitor is present observing global traffic on the bus.

HECAD (Hierarchical Embedded Cyber Attack Detector) is specialized form of multilevel monitoring
that is designed specifically to provide runtime assurance for embedded FCSs and autopilots for cyberattack events [62]. HECAD is intended to be embedded into the hardware platform of an FCS, but it is a
separate physical entity from the sensors, busses and main processor to maintain independence and
isolation. It consists of four main functional blocks: Hardware Resource, Information Integrity,
Execution, and Functional Monitors (respectively HRIM, I2M, EIM, and FIM). The functional blocks are
isolated from one another and operate concurrently. All consensus action for the respective monitors is
localized. The data flow within HECAD works in a hierarchical fashion beginning with the HRIM which
verifies the hardware resources through monitoring the communication protocols of the on-board sensors
and retrieving the raw data from the sensors. The HRIM then transfers the raw data to the I2M which
converts the raw data into relevant sensor data and checks for data integrity. Next, the FIM performs
system-level functionality analysis to ensure that the system operation is within certain bounds. Finally,
the EIM verifies the firmware of the autopilot as well as monitoring its run-time execution to look for
anomalies. At present, only the lower level monitors (HRIM and I2M) have been realized in HECAD,
however, research is continuing and this dissertation is synergistic to the HECAD architecture.

We propose to perform monitoring at multiple levels of a CPS and use ARM embedded trace to obtain
data for verification of a correctness property.

We also explore monitoring from a model-based

engineering perspective and explore the synergy between design time verification and runtime
monitoring. Our key contribution here is demonstrating the benefits of multilevel monitoring framework.
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Chapter 3
A Framework for the Design and Development of
Multilevel Monitoring in Cyber Physical Systems
3.1 Introduction
As discussed in Chapter 2, there has been increased usage of runtime monitors in safety critical systems.
In order to design, develop and implement effective runtime monitors in critical CPSs, we assert one
needs to have a holistic perspective of the CPS and understand the threats a system may encounter in its
operational life. Towards this end, this chapter first presents concepts of safety and security, the notion of
faults, failures, hazards, and vulnerabilities that exist in a CPS. A taxonomy of faults and threats that can
occur across various levels is presented. In addition, this chapter introduces a monitoring framework to
reason about monitors in the context of enforcing safety and security in CPSs. In doing so, we explore
issues such as monitor coverage, types of monitors, composition, and completeness. We present initial
principles for guiding the implementation of monitors. Finally, we present an example of a formal steambased language that can be used for implementing monitors on hardware.

Figure 7: Workflow toward the realization of Multi-level runtime monitoring. Correct mark indicates the topics
addressed in this dissertation. Cross mark indicates the topics not addressed in this dissertation.
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3.2 Critical Cyber Physical Systems
Many Cyber Physical System are used in applications that are critical. A system is critical if the services
it provides to its end-users or environment are important for their normal function [43]. Additionally, a
system is safety critical if loss of service has potential to lead to hazards affecting the safety of the endusers or the environment. In such a system, the loss of data confidentiality, integrity, and availability leads
to the disruption of societal services, creates hazards or affects individual privacy. Some examples of
safety and security critical systems include healthcare diagnostic and therapy systems, driver assisted
automobiles, energy distribution and control systems (smart grid), and nuclear energy protection systems.

Critical CPSs must often provide uninterrupted operation in the presence of faults or become fail-safe
until these failures are repaired. These faults can be due to design faults (for example, Software Faults,
Specification faults) or physically occurring faults (hardware failures, Single event upsets, etc.). The
detection and mitigation of these faults are typically addressed in design and development of such critical
systems. Verification and validation of the design with testing and formal methods are employed to
identify design faults in a system. Additionally, redundancy and fault tolerance strategies have been the
main methods to detect randomly occurring physical faults and failures [63].

Dependable systems concepts and technology have evolved over the past 40 years [64]. They are the
underlying technical basis for specifying, designing, and implementing critical systems. A key
contribution to the dependability concepts and theory is the work by [65]. This work is widely recognized
as a standard for understanding the concepts of critical system attributes. This thesis adopts [65] to
provide a consistent set of terminology and concepts for discussing safety and security.
Another factor that is exacerbating the security and safety of CPS is the so-called “Trinity of Troubles”.
Gary McGraw, a safety and security expert coined the term the Trinity of Troubles to describe how
Connectivity, Extensibility and Complexity are becoming dominate root causes for vulnerabilities in
modern computing systems [66]. A CPS can consist (and often does) of several embedded subsystems
which are connected through a network where even a small failure can may propagate to other subsystems. In fact, these failures may accumulate while being masked for some intermediate time in certain
components and then be activated under unusual conditions with far reaching consequences to the users
of the system. Additionally, contemporary embedded systems are becoming more architecturally complex
as evidenced by System-on-a-Chip (SoC) paradigms. While the SoC embedded computing paradigm is
beneficial for “reducing integration challenges and time to market”, the drawback is increased
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complexity. Such a complex system is often designed to be extensible with regular updates which can be
a security risk as vulnerabilities may slip in to the system patch updates unknowingly. In short, current
trajectories of embedded computing, networking, software engineering which are the drivers for CPSs are
concerning from a dependability perspective. Faults, vulnerabilities, and unknown design flaws are
considered threats to Dependability.

3.3 Concepts of Dependability and Security
According to Avizienis, et al [65] the definition of dependability is stated as: “The ability of a system to
provide its intended and agreed upon functions, behavior, and operations in a correct timely manner and
to avoid service failures that are more frequent and more severe than is acceptable.” The attributes of
dependable systems are the means by which the quantitative and qualitative requirements of a system are
specified. Following are some basic terms and concepts related to dependable system attributes as used in
this dissertation.

Definition 1: Reliability, a conditional probability that the system will perform correctly throughout the
interval [t0, t], given the system was performing correctly at time t 0, which is related to the continuity of
service [63].

Definition 2: Availability, a probability that a system is operating correctly and is available to perform its
functions at the instant time, t [63], which is related to readiness for usage.

Definition 3: Safety, is the freedom of mishaps, accidents or losses that have consequences to
environment or people.

Definition 4: Hazard, is a system state or set of conditions that, together with some (worst-case)
environmental conditions, will lead to an mishap, accident, or loss [43].

Definition 5: Security, is the absence of unauthorized access to, or handling of, or alteration of computer
system state and data [65].

Definition 6: Integrity, is the absence of improper system state alterations, modifications and damages
[65].

44

Definition 7: Confidentiality, is the absence of unauthorized disclosure of information [49].

A system is reliable if it can provide correct and continuous service at any given time. A system is
available when it is functional and ready to provide correct service at all times. A system is deemed to be
safe if it can ensure that there are no catastrophic consequences to the environment or the user. A secure
system is protected against unauthorized access, able to provide correct service and is ready to provide
authorized service even during the presence of failures [3] [4].

The attributes of dependability and security may vary in importance, depending on the application
context. As example, robotic arm that is used in the assembly and manufacturing of laptop computer
motherboards requires high availability and reliability. A similar robotic arm used in tele-surgical
operations requires high degrees of safety, integrity, and reliability to ensure that mishap risks are as low
as possible. Availability, integrity is generally required to varying degrees for most systems. Whereas
reliability, safety, and confidentiality may or may not be required according to the application. In this
dissertation, we are focused on CPS applications that are both safety and security critical.

In this section, we first discuss the vulnerabilities of a CPS due to inadvertent faults, errors and failures.
This is followed by a discussion of attacks that are deliberately carried out with malicious intent to exploit
the vulnerabilities of a CPS.

3.3.1 The Three Universe Model: Faults, Errors, and Failures
Faults, errors and failures are the threats to dependability and safe operation of a CPS. When the service
provided by a system accurately depicts its functionality, it is deemed to be providing correct service.
Failure of a system indicates that it has transitioned from providing correct service to incorrect service. A
system is considered to be failed if its functionality does not match the system specifications or if the
specifications did not sufficiently depict the expected functionality.

Failure of a system can be observed as a deviation in an external state. This deviation is called an error.
An error can propagate among the components of a system causing deviation from correct service. For
example, there can be an error transferred from system A to system B through an interface.

The cause of an error is due to a fault in the system. A fault can either be active or dormant. Fault
activation can occur due unsafe input patterns, a computational process or environmental factors. A fault
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is capable of manifesting into an error when it is active. The implicit relationship between faults, errors
and failures are depicted in the Three Universe Model explained in [67].

Figure 8: Three Universe Model (adapted from [67]).

The Three Universe Model explains the cause-effect relationship between faults, errors and failures. Fault
is a defect or a flaw in the system. Manifestation of a fault results in an error and an error can cause
deviation of system behavior which could eventually lead to failure of the system. As, faults are the root
cause of system failures, it is important to understand the origin of these faults.

The Three Universal Model classifies faults into two categories based on the phase of occurrence: (a)
Design faults (b) Operational faults. Design faults occur during the development phase of a system due to
flaws in design due to incorrect implementation, missing requirements, redundant functionality, dead
logic etc. Operational faults occur during the use phase of a system when the system is deployed and
operated by an end-user. Faults occurring in use phase may be due to naturally occurring faults such as
hardware defects, semiconductor faults, improper user inputs or faults caused by malicious intruders [65].

Ref [65] presents a taxonomy of faults and provides a comprehensive classification of faults based on
phase of occurrence or creation which can be design or use phase, intention of a fault which can be
malicious or non-malicious, dimensions of occurrence which can be fault in hardware or software
components of a system, etc.

Although software testing methods and practices have undergone tremendous progress over the past 20
years, the evolving nature of software intensive CPSs can create layers of unforeseen failure modes and
complex attack surfaces. These unanticipated failure modes and attacks can defeat the fault tolerance or
cyber security defenses incorporated in a system. Therefore, the fault tolerance capabilities are insufficient to ensure dependability at runtime. In many safety critical application domains, runtime
monitors (or runtime verification) are used to enforce operational safety and security – as a
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complementary defense to design assurance. Runtime monitors can catch both design faults and physical
faults thereby providing a complementary method to traditional redundancy and fault tolerance. Runtime
monitors enhance the dependability case especially in the context of DepDevOps continuum. To decide
on an appropriate placement of runtime monitors in a CPS, it is important to understand the location or
origin and cause of faults. Based on the location and cause of faults in a CPS, they can be classified into
four categories as described in [68]. Figure 9 summarizes a broad classification of faults in a CPS.

1. Hardware Faults - These are physical faults because of component defects, physical
deterioration or external disturbances such as natural causes which may not be due to any human
interferences [65] [68, p.].
2. Software Faults – These are faults created during the development phase of an application.
Software faults are caused due to design flaws, incorrect and incomplete requirements and
implementation faults.
3. Communication Faults – These are the faults that occur in the communication network in CPS
that results in missing packets, wrong routing etc.
4. Interaction Faults – These are faults created by the user such as inadvertent configuration
changes, wrong setting, etc.

Faults can be classified based on their temporal behavior as well:
1. Transient – Occur only for a small instant of time and disappears. For example, transient bit
flips and signal delays.
2. Intermittent – Occur repeatedly in a system. Intermittent faults can occur when there is a loose
wire connection or when a component is in the verge of breaking down. [10]
3. Permanent – persists indefinitely until repaired. Permanent faults can be stuck at ‘0’ or stuck at
‘1’ faults where a signal is stuck at a ‘0’ or ‘1’ value. A permanent fault can also be a stuck-open
fault where the value is ambiguous and cannot be determined. Design flaws or faults, damaged
components are classified under permanent faults.
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Figure 9: Classification of faults based on their origin in a CPS and based on their duration of occurrence.

In order to maintain the dependability and security of CPSs in the presence of faults, fault tolerance
capabilities are incorporated in a design. But, a fault introduced with a malicious intent can defeat the
fault-tolerance capabilities causing a threat to the system. Therefore, we study the effects of faults
introduced with a malicious intend in the next section.

3.3.2 Classification of Attacks in Cyber Physical Systems
Integrity, Availability and Confidentiality are the primary attributes of Security of a CPS. These may be
in addition to any dependability attributes such reliability, safety discussed above.

As discussed above, safety engineering has been an important part of industries where hazardous
operation of CPS due to faults can have a severe effect on the people and environment. With the rise in
cybersecurity threats in the past two decades, safety and security have to both coexist as protection
strategies and practices for critical CPSs. In security, the term equivalent to a hazard is vulnerability. This
means that a security weakness in a product leaves it open to a loss. Thus, security can be defined in terms
of the system state being free of threats or vulnerabilities that can result in potential losses. The security
of a system can be viewed as a potential pathway to effect safety, when viewed broadly and beyond the
Information Technology perspective of cybersecurity. Therefore, exploiting a vulnerability in such a
system can be the causal factor for the activation of a hazardous state with respect to the CPS.
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An attack is a deviation of correct service intentionally caused by a human with a malicious objective to
cause harm to a system [49]. According to Avizienis in [69], an attack can be called a malicious fault
which can be grouped into [65]:
a) Malicious logic faults – They can be due to an intentional flaw created during development
phase or a virus or a worm introduced in a system during the operational phase. A virus or a
worm is a software script that can exploit a system vulnerability, replicate itself and gain access
to unauthorized data and violates the attributes of Security.
b) Intrusion attempts – They can be due to external operational faults where a threat actor can
intentionally alter the behavior of the system to cause fluctuations of expected service, wiretapping, over heating etc. to violate security attributes.

In order to ensure safety, timely detection of attacks (security threats) is essential. Security vulnerabilities
exist at various dimensions in a CPS. There are a number of classifications of attacks. For example,
attacks are classified based on the severity of intrusion in [70]. A four dimensional attack classification if
presented in [71]. First classification is based on the attack vectors, second on the attack targets, third on
the vulnerabilities in a system and the fourth classification is based on the payload or effects beyond the
attack itself [71]. A taxonomy based on attacks at specific layers in a CPS is presented in [72]. Ref [72]
shows how security vulnerabilities exist at different levels in a CPS. A taxonomy based on the CPS level
that is attacked, is illustrated in Figure 10. Although this is not a comprehensive taxonomy, it provides an
overview of attacks that occur at different levels in a CPS. This taxonomy presents the entry points for an
attacker. A thorough understanding of the vulnerabilities of the CPS and ways of manipulating the system
by an attacker is essential to monitor and defend the system against persistent threats.

Figure 10, depicts an abbreviated attack classification for a CPS that is broadly classified into three
domains. First, attacks on low level hardware/firmware-oriented devices.

These include sensor or

actuator attacks, for example sensor spoofing, firmware attacks, replay attacks, attacks on the board level
buses like I2C and SPI to name a few. Second, attacks on the connection or network layer (e.g. CAN,
ProfiBus, Fieldbus, USB, etc..) that include attack on a communication bus such as Denial of Service
(DoS), packet injection, eavesdropping. Lastly, attacks on the computational elements such as malware
injection, control flow attacks such as code injection, code reuse, buffer overflow etc. that can affect the
functionality of the application. This classification is certainly not definitive in its enumeration of possible
attacks, but the purpose of it is to stimulate “systems thinking” about how different attack classes can be
grouped into different layers of the architecture.
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Figure 10: Taxonomy of Attacks in CPS.

A more robust stance on classifying attacks is from the perspective of MITRE/NIST attack ontology
database. The US National Institute of Standards and Technology (NIST) along with MITRE Corporation
maintain a set of vulnerability/attack databases whose purpose is to aid in the defense of cyber IT
systems. These databases are called CAPEC, CWE, and Common Vulnerabilities and Exposures (CVE)
[73]. CAPEC (Common Attack Pattern Enumeration Classification) is a pseudo-ontological hierarchy of
attacks. It describes attacks based on techniques used to accomplish them, as well as with respect to the
goal of the attacks (such as collecting information or manipulating a state). There are over 500 attack
patterns contained in this, described in natural language. CAPEC is organized as a hierarchy where highlevel instances describe attacks in a general way for classes of systems, and low-level instances describe
specific type of attacks for more specific systems. The other companion database is Common Weakness
Enumeration (CWE). CWE weaknesses are organized according to multiple views, such as where in
development the vulnerability/fault arises, or by abstractions of the software behaviors. CWE is lower
level information and is more expansive in its listings – it’s like an encyclopedia. Like CAPEC, it is
pseudo-ontological, providing a high-level understanding of each of the concepts leading to vulnerability.
CAPEC and CWE are linked. That is, numerous CAPEC attack patterns refer to weaknesses in CWE that
they target. The advantage of the CAPEC/CWE perspective is that it is maintained and used by IT
professionals worldwide, and there are tools to support it. The disadvantage is that it is lacking entries
from the CPS attack/vulnerability perspective. Tools like CYBOK partially help overcome this
deficiency, by mapping and associating CAPEC/CWE database information to models of CPSs [74].
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3.4 Formal Development of Multilevel Monitoring Framework
3.4.1 A CPS Reference Architecture
In order to develop a framework for multilevel monitoring we need a “reference architecture” of a Cyber
Physical System. A CPS encompasses many computational units and includes physical interfaces to
sensors and actuators. A CPS system can be discrete, continuous or a hybrid system, where a discrete
system consists of digital signals, continuous system consists of analog signals and hybrid system use
both digital and analog signals [2]. Figure 11 depicts a common interpretation of a generalized CPS
structure.

Figure 11: Structure of a Cyber Physical System (Adapted from [2] but modified and redrawn).

Embedded computers are typically governed by their programmed behavior. When an embedded
processor executes a program, it effectively becomes the machine it is programmed to be. Thus, the
application is encoded using the processor instructions to accomplish the intended goal. However, a CPS
has certain computational behavior that go beyond the above explanation.

The Cyber Physical System computation is modeled for applications where the overall behavior is
represented as a reactive system. A reactive system is characterized by its interaction with its environment
from which it is continuously accepting requests and continuously producing results [75]. In such
systems, correctness or safeness is related to the reactive system’s behavior over time as it interacts with
the environment. While functional computations, calculate a value upon termination, reactive programs
usually do not terminate unless an exception event has occurred. Further, reactive systems are typically
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real-time, i.e. they deliver services that has a deadline by which the computation should be complete.
Applications of reactive systems include building environmental control systems, process control
systems, vehicle control systems, and communication protocols.

In the above method, we start with a model for reactive computations. The most appropriate choice of
model for runtime monitoring is the finite/infinite automata model. Lee and Seshia [2] present an
Extended Finite State Machine Model (EFSM) where a set of trigger conditions define the state
transitions in a CPS. CPSs are constantly interacting with the environment and the trace data is defined by
updated variables, states, execution traces etc. The elements of the trace data are a set of trigger
conditions that are used to verify a change in state in a CPS. The cyclic behavior of the CPS can be
defined by the EFSM model, which has three steps : evaluation of trigger conditions, compute the next
state and control actions and perform data operations [76].

Analog sensors convert physical continuous time measurements into digital representations of the sensed
process variable that serve as inputs to the CPS. In a reactive computation model, these senor inputs are
continuous interactions with the computation (e.g. the program running on the processor) and are
comprised of data streams or runs of information. Input can also be digital or modal inputs. Here, digital
inputs provide an event to the CPS that could cause it to alter its program behavior due to the occurrence
of the event. An event may also be a change in mode, for example, change from cruise control “on” to
cruise control “off” in an automobile. An event may also be an unexpected incident, such as indication
that fuel is low in an automobile. Events are usually sparsely occurring data streams. Actuators respond to
the inputs and states of a system and produce an output. Specifically, the computations in the CPS
produce digital commands that are sent to actuators which translate these commands into physical control
of the plant or updates for human monitoring. Thus, actuator channels are also viewed as ongoing data
streams.

As discussed in the taxonomy of faults/attacks in the last section, faults/attacks occur at various
dimensions or levels of the CPS reference architecture. In many safety critical systems, runtime monitors
are used to complement design assurance and enforce operational safety and security. In order to detect
attacks and complex evolving failures across a CPS, we posit that single monitor solutions are
insufficient. Vulnerabilities exist in a CPS at multiple levels that span both hardware peripherals and
software implementations which include sensors, actuators, application software, and communication
networks etc. These different layers of a CPS have diverse functionalities and are integrated together in a

52

CPS. Therefore, we suggest that multiple distinct types of monitors positioned across the different layers
are beneficial in providing a more comprehensive detection capability.

3.5 Justification for Multilevel Monitors for detection of
attacks/failures
The placement of monitors is influenced by the origin of vulnerabilities in a CPS. As seen in Section 3.3,
vulnerabilities occur across different dimensions of a CPS. They can be broadly classified into three
domains:
(i)

Faults/Attacks on low level hardware/firmware-oriented devices.

(ii)

Faults/Attacks on the communication or network layer (e.g. I2C, CAN, SPI).

(iii)

Faults/Attack on the computational elements.

a. Placement of Monitors and benefits of Multiple levels of Monitoring
We consider four levels of monitoring across the CPS as seen in Figure 12. Our approach is synergetic to
the HECAD architecture [62]. The monitors are described below.
•

Data monitors: They mainly monitor the hardware/firmware-oriented devices such as sensors and
actuators that constantly interact with the outside environment. They check for integrity of the
information coming from these devices through the physical interface.

An example of a data monitor is observing the speed of a car that allows detection of a fault or spoofing
attack on the sensor measuring the velocity with a condition “rate of change of velocity < 10 m/s 2”, i.e. an
abrupt change in the measured velocity will lead to a violation of this property. Such a monitor will
directly receive data from a sensor node or sensor module (e.g. fusion of radar and camera data to
determine velocity) and before it is sent to other units of a CPS such as the CAN Bus or a computational
unit. The reason this is important is as follows: Suppose the sensor communicates a packet of information
(i.e. value of vehicle speed) every 0.1 seconds, when we get a stream of information starting at some
initial time t=0, we can view this information as vehicle speed at t=0, 0.1 s, 0.2 s, 0.3 s…. and so on.
However, if we pass it through a CAN Bus that is faulty or attacked, where the first packet arrives at t
=0.05 s, the second at t=0.2s, third t=0.25s, etc. and also some packets can be added or lost, then this
information cannot readily be used to monitor the variation of the velocity as a function of time.
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•

Network monitors: They mainly monitor the connection or network layer of the CPS. Sensors,
actuators and computational units in a CPS use communication protocols such as UART, I2C and
buses such as CAN. Network monitor checks for signal faults, incorrect signaling protocol, timing,
configurations, etc. in these communication networks.

An example of a network monitor is observing the time taken by a packet of information with a unique ID
sent from a certain sensor node to reach another node. This allows detection of an attack on CAN Bus
with a condition “time for a packet of information to travel between two specific nodes through a CAN
Bus < 100 ms”, i.e. any delay more than this will lead to a violation of this property.

In summary, if we are monitoring the vehicle speed that is data monitoring while if we monitor the time
taken by a packet of information representing the vehicle speed to travel between two nodes of a CAN
Bus this is network monitoring.
•

Functional monitors: They mainly monitor the computational units of a CPS to verify the overall
system behavior or functionality of a processing unit within the CPS. Safety and security properties
are monitored for expected system behavior.

Thus, a functional monitor observes the relationship between different streams of information and
concludes whether there is a violation of a monitorable property.
•

Execution Monitor: They extract out execution traces (variables, execution traces etc.) from the
executing code. The methods we are investigating at the present include control flow monitoring, and
using watchdog timers to detect change in execution times due to an attack.

We develop a multilevel monitoring approach where “levels” indicate the different architectural layers in
a CPS. For example, we consider data, functional, network and execution layers for which the example of
what could be monitored are respectively sensor information, controller functionality, CAN Bus
communication, and program control flow.
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Figure 12: Multilevel monitoring.

Having monitors at multiple levels (data, network, execution and functional monitors) will ensure that
more classes of faults/attacks can be detected and isolated early before it propagates and affects the
system. Attacks that fall outside the intersection, in Figure 13 can only be detected by having a localized
monitor at that particular level in the CPS. Having these local monitors at each critical level in a CPS
helps cover one other’s blind spot [28]. Furthermore, faults/attacks may be detected by monitors at other
levels (than that of their origin). Even in such cases, monitors at multiple levels are needed to find the
location of these faults/attacks.

Figure 13: Need for Attacks/Faults detected by monitors at multiple levels.
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It is also important to distinguish three different terms used in this thesis by explaining each of these
terms: monitoring multiple properties, multiple monitors and multilevel monitors:

i.

Monitoring multiple properties: When we are monitoring the functioning of a single
controller with multiple inputs and outputs we may check if various properties hold (e.g.
when input-1 increases, output-1 decreases; when input 1- begins to increase, output-2 begins
to increase 5 seconds later, etc.) If all these properties of the same processor/controller are
monitored locally by a trusted hardware, for example a trusted FPGA, then this FPGA acts as
a single monitor, though it could be monitoring multiple properties.

ii.

Multiple monitors: If the functioning of different controllers (e.g. PID controller, ECU,
ABS, etc.) are being monitored locally by different trusted FPGAs, then each of these FPGA
is deemed as a different monitor. In this case, there are multiple monitors but they are still
monitoring a single level, i.e. the functional layer of the CPS. Note that each of the monitor
may be monitoring one or more properties corresponding to the correct functioning of a
particular controller.

iii.

Multilevel monitors: For monitors to be considered multilevel monitors they must be
monitoring the functionality at different architectural layers in a CPS (e.g. consider data,
functional, network and execution layers). Note that at each of these levels, there could be
one or multiple monitors and each monitor in turn can be monitoring one or multiple
properties.

It should be noted that having a single monitor to observe streams of data from multiple computational
units may have lot of challenges such as [27]:
a. CPS can have both synchronous and timed asynchronous components with distributed clocks.
Hence, the timing of observations of data streams may vary extensively making monitoring such
systems challenging.
b. The latency of various components in a CPS may vary, resulting in unpredictability in global
execution behavior.
c. The criticality of components in a CPS may differ, where the consequence of failure or
malfunctioning of certain components may be more severe than others. It may be difficult to
incorporate precedence in the detection mechanism in a monitor.
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d. The size of distributed systems with numerous components and execution interweaving makes it
very challenging for implementation of a single monitor.

Therefore, decomposition and placement of monitors in a CPS is an important and challenging research
topic. Having monitors distributed across a CPS among multiple execution nodes is suggested in [77].
Distributed monitors can result in increased monitoring overhead. Further, the monitors can incur delay in
reaching a verdict if they have to communicate with each other to form a decision. However, monitors at
multiple levels is beneficial despite these limitations and helps in faster detection and possible isolation of
anomalies. Furthermore, multilevel monitors provide a more comprehensive coverage of the attack
surfaces, thereby preventing a potentially dangerous anomaly from going undetected.

b. Are multiple monitors needed at the same level?
We need many localized monitors at the same level to detect attacks/ faults. For example, in a vehicular
CPS there are multiple controllers such, e.g. Engine Control Unit, Speed controller, Autonomous
Emergency Braking unit etc. which all have different functionalities. When we say “functional level” we
are actually monitoring functionality of many such controllers. In theory, one could observe the inputs
and outputs of each of these controllers through the CAN Bus and implement many functional properties
on a single FPGA or any hardware platform connected to the CAN Bus. However, as we explain in
Chapter 5, the functional monitor implemented using data from the CAN Bus can have limited
effectiveness in detecting the origin of attacks. This is because some attacks (e.g. denial of service attack,
pack injection, packet delay) on the CAN Bus can also manifest as an error in the functionality of a
controller while the actual attack occurred on the CAN Bus. Hence, there is a need for locally monitoring
different controllers. Consequently, one can envisage having many monitors at the same level (e.g. the
functional level in this case).

3.6 Formal Model of Multilevel Monitoring
In this section, we develop a formal model for multilevel monitoring by employing the theories of
runtime monitoring developed by [10]. Elks in [10], developed a property based model of runtime
monitoring around a single monitor for an embedded system. In this section, we extend it to multilevel
monitors. In order to explain our multilevel monitoring approach, we first start with some definitions as
stated in [48] [49].
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Definition 1: Trace, is a finite sequence of observations that represents (or in some cases approximates)
the behavior of interest in the monitor system [49].

Definition 2: Data Stream, is a continuous sequence of data or signals received from the CPS under
observation.

Definition 3: Monitor, is a device that reads a finite trace and yields a certain verdict [48].
A Monitor is a runtime object that is used to check properties. The monitor will receive observations from
the trace (usually incrementally) and may optionally send information back to the monitored system, or to
some other source [49]. A monitor observes streams of data coming from a CPS, verifies them against a
correctness property and produces a verdict indicating if the property is satisfied or violated.

Definition 4: Monitored system or System Under Observation, is the system consisting of software,
hardware, or a combination of the two, that is being monitored. It’s behavior is usually abstracted as a
trace object [49].

Definition 5: Instrumentation, is the process of extracting/recording the trace is referred to as
instrumentation [49].

a. Notion of a Property
A formal description of ‘what to monitor’ in a CPS depends on the concept of a property [78]. Properties
are desirable things that should happen in a system such as fairness, progress and termination and
undesirable things that should never happen and result in hazards [10]. Properties are guided by the
functional and protection specifications of execution behavior of a CPS which is interacting constantly
with the environment. Therefore, properties are used to express and formalize the runtime behavior of a
CPS. Some of the definitions of properties related to runtime monitors are expressed below:

Definition 1: Correctness (functional) Property, is a condition that is verified by the runtime monitor
against a finite Trace. The monitor yields a verdict indicating if the Correctness Property was satisfied or
violated. A correctness (functional) property is a specification of desired or acceptable behavior for a
CPS, for which the CPS executions are refinements of that property.
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Definition 2: Safety Property, is a condition that is verified by the runtime monitor against a finite Trace
and checks to ensure that something bad never happens [10]. A safety property is special property that is
refined from the safety or security specification of the system. A safety property defines the acceptable
safe behavior for a CPS. A safety property is completely characterized by the safe executions CPS and no
others.

Definition 3: A Safety (Security) Specification, of a system defines and describes actions and behaviors
of a system which must not occur to achieve a protection policy - irrespective of implementation. A safety
specification is a set of statements that define the restrictive behavior of the system [49].

Properties that are monitored at runtime are usually derived from higher level system requirements that
are approved by domain experts [11]. But, as the complexity of systems are increasing, it is important to
ensure that these requirements encompass all the vulnerabilities in a CPS and all the safety properties.
Violation of a safety property can result in a hazard. For example, a vehicle should not move if a door is
open is a safety property. When a vehicle violates this property, it can cause an accident or a hazard.
Safety properties are typically derived from system requirements, hazard analysis, failure analysis etc.
which we discuss in detail, later in this chapter.

b. Model for monitoring a single property

The concept of traces and streams
As described in [10], a monitor 𝑀 observes streams of information from the CPS and renders verdicts on
those streams in terms of safety, correctness, and security. Such information could be discrete or digital
representations of continuous state variables, sensor data or other states that is viewed from a historical
perspective i.e. starting from the current state of the CPS to states previous in time, or past temporal
observations. Each stream can be a sequence of inputs or outputs to and from the CPS or sub-system
within the CPS. In this monitoring scheme we assume that the monitor receives or requests a finite trace
of information on regular time intervals and these traces are time stamped. We assume these monitor and
CPS interactions are ongoing and continuous.

Trace: A trace from a CPS is a finite sequence of states or words that can be denoted as
r = w1, w2, w3, w4, …wn  S*.
Where, w1, w2…wn are states from the CPS
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A collection of traces is r(k) = rk1, rk2, rk3, rk4, …rk S*.
Where, rk1, rk2…rk are finite traces from the CPS at k intervals
S* is the set of all finite traces from the target CPS.
A trace is a “snapshot” of the execution behavior of the CPS at specific time instances. We formulate a
stream to be composed of traces, which start from the current state of the CPS to a state previous in time.
Stream: We denote a finite stream Sk as the concatenation of past 𝑚 instances of finite traces, as
𝑆 𝑘 = (𝑟 (𝑘 − 𝑚), … , 𝑟 (𝑘 − 2), 𝑟 (𝑘 − 1), 𝑟(𝑘)) ∈ 𝑆 ∗

(1)

Where S* is the set of all finite traces from the target CPS
Hence, at time 𝑘 the stream contains information of the past 𝑚 instances starting with r(𝑘 − 𝑚) and
ending at the current instance r(𝑘).
An infinite stream is a concatenation of finite traces occurring repeatedly. This formulation captures the
notion of the reactive computing model, where executions are cyclic and ongoing. This is denoted as:

 = (𝑟 (𝑘 − 𝑚), … , 𝑟 (𝑘 − 2), 𝑟 (𝑘 − 1), 𝑟(𝑘)) ∈ inf( )

(2)

Where inf () is the set of infinitely occurring executions from the target CPS.

As we noted in section 3.4, a CPS architecture is composed of different technological elements, namely,
various types of sensors, computational processing units, outputs of various types, and networks to
connect these elements together. Expanding equation (3) we arrive at a set of monitored streams to reflect
the diversity of streams with respect to the partitions in the reference CPS architecture. We suggest L(M)
as a monitor language which is composed of the streams that monitors witness during runtime monitoring
L(M) = (𝑖𝑛𝑠𝑘, 𝑜𝑠𝑘 𝑘, 𝑛𝑠 𝑘 )

(3)

Where input sensor stream:
𝑖𝑛𝑠 𝑘 = (𝑟𝑖𝑛 (𝑘 − 𝑚), … , 𝑟𝑖𝑛 (𝑘 − 2), 𝑟𝑖𝑛 (𝑘 − 1), 𝑟𝑖𝑛(𝑘)) ∈ 𝑆 ∗

(4)

Where output actuator stream:
𝑜𝑠 𝑘 = (𝑟𝑜 (𝑘 − 𝑚), … , 𝑟𝑜 (𝑘 − 2), 𝑟𝑜 (𝑘 − 1), 𝑟𝑜(𝑘)) ∈ 𝑆 ∗

(5)

Where stream of system states and variables monitored from a given computational unit:

 𝑠 𝑘 = (𝑟 (𝑘 − 𝑚), … , 𝑟 (𝑘 − 2), 𝑟 (𝑘 − 1), 𝑟(𝑘)) ∈ 𝑆 ∗

(6)

Where network stream:
𝑛𝑠 𝑘 = (𝑟𝑛 (𝑘 − 𝑚), … , 𝑟𝑛 (𝑘 − 2), 𝑟𝑛 (𝑘 − 1), 𝑟𝑛(𝑘)) ∈ 𝑆 ∗
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(7)

Where current time observation is denoted as 𝑘 and 𝑚 as some past time instance observation, and S* is
the set of all finite traces from the target CPS.

Monitors and Monitor Language
Following the formulation above and inspired by [10], a monitor M accepts all legal words in its
language. The natural question to ask is what is the language of a monitor? A monitor observes a
sequence of events from the CPS in the context of a monitored stream. These events typically constitute
the CPS architecture, such as, program execution behaviors, data states, control states, inputs, outputs, etc.
These events are usually encoded in the stream as programing constructs such as variables, time, datastructures and data types of specificity to the monitor. In this context, these streams can be characterized
as language or alphabet of the safety monitor. Said simply, the monitor is designed to recognize and
accept runs of words that are legal in the language.

Following from above, we now develop the relationship between the monitor and the target CPS. Let
L(M) be the language of the monitor, which is defined as the set of accepted words recognized by monitor
M. Let L(A) be the language of the computer-based CPS. L(A) represents the programmed behavior of the
processor for a given application, including its interactions with the external environment and the
interactions among the different elements of the CPS. Thus, L(A) can change if a program is modified
(either intentional or maliciously) or becomes faulty or a new program is installed that is different from
the original. Hence, there may be some words w from L(A) that are classified as faulty or unsafe behaviors
if w  L( A) . Suppose the infinite stream  is the set of all words from the computer-based CPS, and S*
is the set of finite words represented in finite streams. These are composed of L(A) and L( A) , where

L( A) denotes the set of 𝛴 ∗ − 𝐿(𝐴). Thus, L( A) is the domain of unsafe and insecure behaviors –
behaviors not encoded or refined from the safety/security specification. The relation between  , L( A) ,
L(M), L(A) is shown below as explained in [10].
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Figure 14: Language based formal model for runtime monitors [10].

In Figure 14, L(M) is a subset of words from L(A). Ideally, L(M) should coincide with L(A) so all
acceptable language is deemed as safe/secure by the monitor and L(M) should have no intersection with

L( A) to prevent a faulty/insecure state from being missed. However, in reality while the latter can be
met, the former condition may not be met completely as L(M) is only a subset of L(A). In such cases,
L(M) is more specific than L(A) potentially leading to some acceptable behavior being flagged (false
positive detection). This however, is better than missing a fault/attack which could be a more dangerous
scenario.

The above formal characterization of the relationship between monitors and CPS exemplifies a monitor
that accepts streams that satisfy the specifications for safety and security of the system. It detects faults
and anomalies that violate such safety and security specifications. In [10], it is shown that a well-formed
monitor has a number of properties that characterize its relationship with the target system being
monitored. These properties are soundness, accuracy and completeness. The monitor M is complete with
respect to a safety property Psafe if for any trace r such that r |≠ Psafe,, M is guaranteed to reject r or raise
an alarm. Furthermore, a safety monitor M is sound with respect to safety property Psafe if whenever M
raises an alarm, then always r |≠ Psafe (e.g. no false alarms). Also, a safety monitor M is accurate or
reliable if for any correct trace r |= Psafe, M never reports any trace r of being unsafe (e.g. r |≠ Psafe). Elks
[10], showed that these 3 properties are difficult (if not impossible) to achieve in realistic non-trivial
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systems. Thus, real world applications, monitors are often categorized in terms coverage to indicate how
well they detect or protect a system.

Further, the above language characterization of monitors can be extended to multiple monitors with each
monitor recognizing a subset of words “w”.

c. Multiple Monitors

The language of the computer-based system L(A) can be classified into Lio(A), Ln(A) and L(A), based on
the kinds of streams that they represent. Lio(A) constitute words that belong to the input and output of the
CPS. Ln(A) constitute words that belong to the network or communication components of the CPS. L(A)
constitute words that belong to the computational elements of the CPS. The classification of the words is
based on the diverse functionality of the different layers of CPS. This is a way of classification of words
in a computer-based system that we have employed in this dissertation. There can be other ways to
classify the words. The word w can be stated as:
w = Lio(A), Ln(A), L(A) ∈ L(A)

(8)

In order to monitor these different classifications of words from the target system, we have multiple
monitors Mio, Mn and M where Mw = (Mio, Mn, M ) . The language of the monitors L(M) can now
categorized based on the words from L(A) that they recognize. L(M) comprises of Lio(M), Ln(M) and
L(M).

Lio(M) be the language, which is defined as the set of accepted words recognized by Mio
Ln(M) be the language, which is defined as the set of accepted words recognized by Mn
L (M) be the language, which is defined as the set of accepted words recognized by M
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Figure 15: Words w in the language of the computer-based system L(A) classified into Lio(A), Ln(A) and
L(A) and are recognized by monitors Mio, Mn and M respectively.

Creating different monitors in a CPS is a natural decomposition, which recognizes a separation of
concerns in the partitions of a CPS. This is because, different partitions of the CPS perform diverse
functions in the service of the whole CPS objective. Therefore, this decomposition is beneficial in
focusing on detection of faults/attacks that are specific to that subsystem. In addition, this enables faster
detection of faults/attacks in each partition of the CPS that could help produce faster response to the
unsafe behavior of the CPS. Furthermore, streams S* in a heterogeneous CPS, may be represented by
different languages from diverse processing systems. Therefore, a single monitor M may not suffice or be
practical to recognize all the diverse behaviors (words) of a real CPS.

d. Monitorable Properties
Following the formalism developed by Elks in [10], Monitors (Mw) recognizes a set of traces or streams
S* = insk, osk, sk, nsk from a target CPS whose computations can be represented as a monitorable
property. Assuming that security violations or faults in the system are observable, then we can extend the
definition as follows to define a simple monitor:
•

Let Pobservable be a set of all observable traces from a given stream which has events and conditions
that are monitorable (from the stream S* and acted upon by monitor defined by Mw).

•

Pobservable has one on one correspondence with monitor stream Mw.
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•

Let D be a detection predicate over the streams of data S* and β be the set of all safe runs (traces) in
the observed data stream.

•

Let Psafe be a condition that holds true if there exists only β from the set of all observable runs.

•

Let α be a set of bad finite prefixes in a run (violations over Psafe) from the set of all traces.
Note: A prefix is a partial sequence of states from a trace or run starting from an origin point and
terminating when the first “bad” word occurs.

Then, it follows the condition (as discussed in [10]):
𝐷(𝛽) ⇒ ( 𝛽 ∈ 𝑃𝑠𝑎𝑓𝑒 )

(9)

When the detection predicate witnesses the observable data Pobservable and the data is safe and has no faults,
and then it implies Pobservable has only safety runs β and the safety property condition Psafe holds. In the case
of a violation:
¬𝐷(𝛽) ⇒ (∃𝛼 : 𝛼 𝛽 ∉ 𝑃𝑠𝑎𝑓𝑒 )

(10)

Then the detection predicate acts on the observable data Pobservable and has detected a fault or an attack,
then there exists at least one bad prefix α with the safety run β. Therefore, the safety property Psafe ceases
to hold. The above definition is provisioned on two sufficient conditions:

Condition 1: The detection predicate(s) D that define the safe execution of a run must be defined within
the monitor and be under control of the monitor.

Condition 2: External processes to the monitor cannot manipulate, gain access or view the detection
predicate(s) D within monitor Mw.
Therefore, the monitor Mw with all the observable data Pobservable, makes real-time safety and security
assessments of the CPS using the detection predicate.

At this point, it is important to discuss the relationship between system safety, properties and streams to
avoid any misunderstandings between them. System safety is the reduction of exposure to hazards and
possible mishaps by a series of safety policies or specifications. These safety specifications are applied to
the CPS in order to enforce safe operation. Therefore, Safety Properties of a CPS can be defined as a set
of execution behaviors that maintain safety specification or protection policies of the CPS [10]. Safety
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properties for the system are refinements from the higher-level safety specification policies of the CPS.
The observed streams from a CPS embody the higher-level safety specifications. During a normal
operating condition, the streams S* should comply with the safety specification on the CPS. In the above
formulation of a monitor, we associate safety with the  traces of S*.

We next discuss formal design-oriented languages to express safety properties or detection predicates in a
monitor.

e. Expression of monitoring properties using Event Calculus

The above formulations of monitors are abstract models of what a well-behaved monitor should do, but
does not address how they do it. The concept of a detection predicate that “checks” to see if an observed
stream is safe is a reasonable abstraction, but it provides no context or clue on how to express complex
monitoring properties in real CPSs. To transition from abstract models to design models, we need designoriented tools and methods. In this case, runtime verification languages are often used to express/specify
complex properties in complex CPS systems. Research and development in generic runtime verification
languages and tools are substantial and constitute a vast literature base [49][9]. Our focus is on design
languages that are more tailored for CPSs. There are many popular examples of such logics such as
Signal Temporal Logic (STL), Event Calculus, and Metric Temporal Logic (MTL) [79]. These are some
of the runtime languages able to express specifications for monitoring complex embedded systems and
CPSs. In this work we use Event Calculus as specification language to express monitoring properties of
the multi-level monitors.

Event calculus (EC) is a powerful logical formalism that can conveniently express the effect of events or
actions in a CPS in a general way [80]. It is particularly suitable in its ability to express high level
functional events as well as low level hardware events. For example, one can express the condition that
the temperature of the room increases at a certain rate after a heater in turned on. Formally, in the
language of event calculus, switching “on” the heater is an action or an event, that affects the temperature
of the room (a fluent) at certain time points. Fluent is variable whose value can change over time [80]. It
could be a quantity, such as “temperature of the room”, whose numerical value changes over time [80], or
a proposition, such as “the temperature is less than 70F”, whose truth value changes with time to time.
The latter are called propositional fluents and are used in this dissertation.
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Happens, Initiates, Terminates, HoldsAt and Clipped are the basic event calculus predicates defined in
[80]. EC Predicates are first order logic functions used to describe the events and actions. They are used
to express a correctness property in a runtime monitor, where the property describes conditions such as
“what happens when” and “what events do” and how an action can affect a fluent. The EC predicates are
described below [80]:
•

Happens (α, t) means that an action α happens at time t.

•

Initiates (α, f, t) means that an action α occurs at time t and a fluent f starts hold true. Fluent f that
holds true at the start of an operation is shown by the predicate InitiallyP(f).

•

Terminates (α, f, t), means the termination of a fluent which signifies that fluent f stops being true
after an action α occurs at time t.

•

HoldsAt (f, t) shows that the fluent f holds at time t.

•

Clipped (t1, f, t2) indicates that the fluent f is terminated anytime between time period t1 and t2.

Based on observing the system experiment or simulation, if one knows that 60 seconds after the heater is
turned on, the room temperature increases; the event calculus predicates (summarized below) allows us to
define the effect of an action (switching on the heater) on the fluent (temperature rise) in the following
way:

Happens(𝐻𝑒𝑎𝑡𝑒𝑟𝑂𝑛, t) HoldsAt(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒(Increases, t = t + 60))

(11)

We have used event calculus to express safety and security properties in this dissertation. Although, the
EC predicates can give a useful logical formalism to a correctness property, they cannot be synthesized on
hardware. Therefore, event calculus is used to formally express and define monitor properties only and
not used for implementation of monitors. To realize a correctness property in hardware, we use TeSSLa, a
stream based runtime verification language especially designed for CPS [81]. TeSSLa has a rich set of
functions in their library which can be used to describe a correctness property. We discuss about TeSSLa
later in this Chapter.

3.7 A High-Level View of Monitoring Approaches
In addition to different levels of monitoring, an important aspect of monitors is whether they are in-situ or
native to the CPS or if they are external monitors that are implemented on a platform that is physically
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separate from the CPS. Furthermore, when multiple monitors are involved, their organization and how
they interact with each other are important aspects of the monitoring architecture.

3.7.1 In-situ vs. External Monitors
The runtime monitor can be placed in the same platform which is integrated with the application.
Alternatively, the monitor can be on an external isolated platform. There are advantages and
disadvantages to both these approaches.

a. In-situ Monitor
In-situ monitors are shown in Figure 16. Here, the monitors are embedded or integrated with the System
Under Observation (SUO), which denotes the CPS being monitored. Maximum system state observability
is one of the biggest advantages of an in-situ monitor. The monitor can be just another thread or a task in
the program. But, since an in-situ monitor can modify the source code it should be ensured that it does not
introduce any additional vulnerability to the SUO. Sharing resources and memory by both the SUO and
the monitor can increase the attack surface [82]. Also, modification of the source code would require
recertification for usage in safety critical applications.

Figure 16: In-situ Monitor.

b. External Monitor
An external monitor is physically separate from the SUO, and is implemented on a separate platform as
shown in Figure 17. Such a monitor has its own memory and resources and would not modify the SUO,
thus reducing the attack surface [82]. Even if the target is compromised by an attacker, the behavior of the
monitor cannot be altered. Therefore, physical isolation and separation enables stronger arguments for
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non-interference with SOU. Such a monitor can be independently certified, making it easier to integrate
with an existing safety critical system. But, limited observability of system states and internal signals
constrains the monitoring properties that can be formulated. Properties can only be checked over external
system data as not all internal states will be accessible. Instrumentation of SUO code may be necessary to
extract any additional data necessary for monitoring [50].

Figure 17: External Runtime Monitor.

3.7.2 Organization of Monitors
Organization of monitors is an important research topic and has been discussed extensively in the survey
[10], [83] and [17] . Ref [83] classifies the organization of monitors as: (i) Centralized (ii) Decentralized
(iii) Orchestrated; and (iv) Choreographed. In the centralized organization the different processes generate
a single trace which is observed by one monitor while in the decentralized monitors organization the
single synchronized trace is observed by multiple independent monitors [83]. In the orchestrated
monitors organization, the traces are produced independently and locally by each processes in a
distributed system, but they can be monitored remotely [83]. In contrast, choreographed organization
monitors each process locally, obviating the need to transmit all the trace information. Thus, it is more
scalable and less vulnerable.

Ref [10] organizes monitors as parallel, sequential, associative and complementary. Parallel monitors
verify the properties independently, sequential monitors have a serial composition where the decision of
one monitor is defendant on another. Associative configuration of monitors takes monitors that are
independent of each other and relate their properties. Complementary configuration of monitors exchange
variables and input information to verify a property. Ref [62] presents an attack detection framework
called HECAD which follows a hierarchical monitor organization, where there is improved collaboration
between the monitors. In the hierarchical organization, the monitor in higher level of hierarchy
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communicates with the monitor in the lower level of hierarchy for any abnormal behavior of the system,
thereby providing a multi-level verification.

In a similar manner as above, we classify monitoring into 3 broad categories:
1. Monolithic Monitoring – Here there is a single monitor that looks at the traces from different
computational units or processes and is implemented on a single platform (Figure 18). As the
complexity of CPS are increasing, such a monitoring scheme may be impractical and inefficient
for faster detection of attacks/faults.

Figure 18: Monolithic Monitoring.

2. Distributed monitoring – Here, there is a monitor for each computational unit and the monitors
form a distributed network. There is no central decision maker among them and the detection of
an attack/fault depends on the consensus based among monitors. In such a scheme, each
participant imposes its own requirements ending in a variety of specifications expressed in
different formats. Figure 19 shows a distributed monitor organization where C are the
computational units and M are the monitors.
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Figure 19: Distributed Monitoring.

3. Heterogeneous monitoring – Here, there are localized monitors at each level of computation and
integration that do not need to interact with each other as shown in Figure 20. The monitoring
consensus is localized and encompasses the diverse nature of the platforms.

Figure 20: Heterogeneous Monitoring.

The emphasis of this dissertation is to demonstrate the necessity and advantages of having monitors
across different levels of a CPS. We chose the heterogeneous monitoring organization with local
independent monitors at each level of a CPS as it is more scalable when extended to a large number of
computational elements and monitors. But in principle, the concept of multilevel monitors and its
advantages over monitoring a single level also holds for another monitor organization.
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3.8 Practical considerations: realization of monitors
The practical considerations to the design of runtime monitors involve the ability to express the sequence
of operations, time dependencies, and complex interactions of a system in the specifications. Runtime
verification comes with a rich set of formal specifications languages such as Signal Temporal Logic
(STL), Metric Temporal Logic (MTL), past time Linear-time Temporal Logic (LTL) to express complex
interactions. However, there is a need for specification languages that allow effective expression with the
concept of complex event processing and provide rich verdicts beyond yes/no when a correctness
property is verified [18].

One potential way to cater to this challenge is Stream Based Runtime

Verification (SRV). SRV combines event processing and runtime verification to handle quantitative data
and has the expressiveness to specify complex properties. Additionally, they produce rich verdicts which
are valuable.

Furthermore, the tool should allow the synthesis of executable monitors from the specifications, so that
they can be implemented on hardware. Tools such as NASA Copilot [84] and TeSSLa [81] allow
synthesis of executable code monitors often realized in C or HDL (Hardware Description Language)
code, directly from the runtime verification language. In this dissertation, we have used the TeSSLa
runtime verification language to realize monitors on hardware.

3.8.1 TeSSLa Runtime Verification Language
TeSSLa is a temporal stream-based specification language designed for specifying properties where the
timing and sequencing are critical [81]. It supports timestamped events and declarative programming
style, which is well suited for expressing specifications. TeSSLa accepts streams of inputs that can be
synchronous or asynchronous. Additionally, it can generate the specification in hardware language for
implementation on FPGAs.

TeSSLa specification language operates on independent streams of data that are time-stamped. For
example, consider three streams of data: p(n), q(n) and r(n). Since these are values of the data at different
discrete points in time, we denote a stream as p (1), p (2), p (3) … p(n). Using TeSSLa, we can easily
implement conditions such as the following:
𝐼𝑓 𝑝(𝑛) > 𝑞(𝑛), 𝑡ℎ𝑒𝑛 𝑟(𝑛 + 2) = 5
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(12)

This simply means that if at any instant of time the data (value) of stream “p” is greater than that of
stream “q”, the value of the data in steam “r” after two instants should be “5”.

Such stream runtime verification (SRV) languages can check logical properties and compute temporal
metrics and statistics from the input trace [85]. An example of a TeSSLa specification for a requirement
“increase or decrease in position x over a time period of one second should be less than or equal to 5 m” is
as shown in Figure 21. This condition can be stated succinctly as:
|𝑥(𝑛) − 𝑥(𝑛 − 1) | <= 5

(13)

We see that as x goes from 1m to 5m between t = 0 and 1s and again from 5m to 10 m between t = 1 and
2s, this condition is met. Therefore, there is no attack (attack=false). However, as x goes from 1 m and
100m between t =3 and 4s and again from 100m to 2 m between t=4 and 5s, this condition is not met.
Therefore, there is an attack detected (attack=true) for two consecutive seconds. A snippet of the TeSSLa
specification for this property is in Figure 22. This property was simulated in the TeSSLa simulation tool
[86].

Figure 21: Stream of data indicating position “x” in blue with time stamp (top) and monitor indicating
whether an attack has occurred (bottom). Simulated in the TeSSLa simulation tool [86].

Figure 22: Snippet of the TeSSLa specification.

Consider another safety property to verify the correct functionality of the throttle signal given by an AEB
controller “If the Braking signal is non-zero, then the throttle should be zero”. This property ensures that
the throttle is not “on” when the braking action is engaged. To verify this property, TeSSLa receives
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streams of inputs of Brake state and Throttle signals and checks them against the property. TeSSLa output
is a stream of the property being evaluated for every event on the input. We use TeSSLa’s well defined
set of library functions, which can be used to write specifications to verify both timing constraints and
event ordering such as an event always preceded or followed by other event(s). The usage of TeSSLa and
its library functions are explained in [86] [54] [81].

TeSSLa monitor output verifies the property to ensure the correct throttle action for a given Braking state.
As the Braking state becomes greater than zero, the throttle should be zero. However, it fails to do so
which is detected by the monitor that indicates “false” implying the specification is violated as seen in
Figure 23.

Figure 23: TeSSLa Monitor output that verifies the property to ensure correct throttle action for a given
Braking state. As the Braking state becomes greater than zero, the throttle should be zero. However, it
fails to do so which is detected by the monitor that indicates “false” implying the specification in violated.
Simulation performed in the TeSSLa simulation tool [86].

This property to verify throttle action was implemented on a simulator tool provided by TeSSLa [86].
When the Brake state in not zero, the Throttle has to be zero. But due to a fault in the functionality of the
AEB controller, the Throttle remains “1” and its transition to zero is delayed for two clock cycles. The
Monitor indicates that the property is falsified for two clock cycles as seen in Figure 23.

We explain a detailed workflow for generating TeSSLa monitors and implementation on hardware in
Chapter 7.

74

3.9 Bridging the gap between design time V&V with Runtime
Monitoring
While we have described multilevel monitoring, monitor architecture, expressing monitorable properties
and a stream-based language for implementation of monitors on hardware, one of the important questions
is “what to monitor at runtime”.

In order to understand what to monitor, we need to know what can fail in the system and the failure
modes. In t1he survey paper “The Role of Software in Spacecraft Accidents” [87], the author notes that
almost all software related failures were due to flaws in requirements. In these cases, although the
software behaved as intended, the design behavior was not safe. Such examples emphasize the need to
bridge the gap between design assurance methods and system behavior during operational phases which is
the main idea of the DepDevOps continuum [88]. Deriving runtime monitoring properties from such
incomplete requirements that do not encompass critical system behavior would lead to technically correct
but practically worthless monitoring results [50].

Although this has to do with requirements engineering where safety and security requirements are
consolidated by systematic methods, we investigate the use of hazard analysis and V&V steps followed
during design development to help us refine the initial requirements and guide us on “what to monitor” at
runtime.

In this dissertation, we do not perform extensive Hazard Analysis but we do use model-based V&V to
derive runtime monitoring properties. Additionally, in Chapter 7 we demonstrate the value of STPA
Hazard analysis formulating monitoring properties for an Automatic Emergency Braking system (AEB)
for Autonomous Vehicles. As we discuss in later chapters, we have found both STPA Hazard analysis
and Model Based V&V to be beneficial in arriving at runtime monitoring conditions (Figure 24).
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Figure 24: STPA hazard analysis and Model based V&V inform us on “what to monitor” at runtime and
placement of monitors.

3.9.1 Hazard Analysis
Hazards are events occurring in a system that causes violation of safety property and can thereby lead to a
critical failure of the CPS. The risk to a CPS is therefore a combination of [50]:
(i)

The probability of a hazard leading to a failure

(ii)

The consequence of a hazard (it’s criticality)

Typically, risk reduction involves reducing (i) or (ii) or a combination of both. This is achieved through
hazard analysis throughout the life cycle of a design.

Preliminary Hazard Analysis (PHA) is performed in the early stages of a design and this involves
identifying hazards, ranking them, identifying mitigation techniques, etc. This analysis results in
developing a set of system requirements, specification and testing methods that could even impact the
choice of system architecture [50] [89] [10].
Coming up with system requirements can be explained with an example of opening/closing of a car’s
door. If the car starts moving when the door is open, it is a safety issue and one should therefore include a
specification, “the car should not move until all the doors are closed”. Similarly, another specification
could be “the door cannot open when the car is moving”. We note that these specifications define safe
operating conditions without going into the details of exactly how they can be enforced [10].
Understanding the causal factors of such hazards at design time provides insights on how these causal
factors can be monitored in the operational phases, thus bridging the gap between development and
operation.
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Both forward and backwards search can be used to identify potential faults or failures in a CPS. Example
of a forward search technique is Failure Modes and Effects Analysis (FMEA). Here all possible failures
in a process/product or in our case, in a CPS are identified. Conversely, a backward search technique
named Fault Tree Analysis (FTA) can also be used. Here a hazardous state of the system is specified and
the objective is to find all possible paths that could lead to this hazardous or undesirable state [10]. For
example, if a car equipped with Autonomous Emergency Braking (AEB) gets very close to a collision, it
can be caused by radar/camera sensor error not detecting this or sensor fusion module not working
correctly. If all this was found to work well, there may be another path that can result in this failure. That
could be, the AEB controller did not function correctly or it did, but the brake physically failed to engage.
Such failure modes are analyzed using the FTA method. Other more formal techniques include the
Systems Theoretic Process Analysis (STPA) that is based on System-Theoretic Accident Model and
Processes (STAMP), which is an accident causality model based on system theory [90] .

STPA Hazard Analysis: Systematic hazard analysis methods such as Hazard and Operability Analysis
(HAZOPs) or Failure mode and effects analysis (FMEA) assessments are employed at design time to
understand the vulnerabilities in a system. However, there is little reporting or research in the literature on
how system-level hazard analysis processes are integrated into runtime monitoring design and
deployment processes. Such an integrated or coupled framework would play an important role in
understanding the safe and unsafe operating conditions in a CPS which in turn provides evidence and
insights on runtime monitoring of: (1) what to monitor, (2) where to monitor, and (3) context of the
monitoring.

Hazard analysis methods such as STPA emphasizes that safety should not be treated as an after-thought
but should be designed into the system [43]. In STAMP and STPA, system safety is reformulated as a
system control problem rather than a component reliability problem as in FMEA methods. STPA provides
a systematic method to identify unsafe control actions (UCA) (e.g. denial of service or delayed service,
the wrong sequence of user inputs, etc.) and understand their effect on the functional safety of a system.
Employing such methods not only makes the design safer but also provides key insights on critical
elements and properties in a design that we may want to monitor at runtime.

As seen in Figure 25, is an example framework we derived that is anchored by STPA. Referring to Figure
25, the starting point in our workflow is executable models of the CPSs. Models capture the overall
system objectives and the interactions among its functions. The first step is Hazard Identification–
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Identify threats to safe and secure operations. This is often derived from system requirements formulated
by domain experts.

Figure 25: Conceptual view of STPA driven Runtime Monitor.

For example, an unsafe distance between two cars can lead to an accident. The next step is to identify
Unsafe Control Actions that can lead to hazards, e.g. Delayed Braking can lead to unsafe distance
between two cars. The third step is finding causes for the Unsafe Control Actions (UCA). These can be
factors that are not related to failures such as fog interfering with LiDAR distance estimation, or they can
be due to attacks/faults. Finally, the causal factors of an Unsafe Control Action inform “what” to monitor
and “where” to monitor in the CPS hierarchy. Properties are formulated for each of the UCAs in the
analysis. We use STPA analysis for identifying causal factors for hazards for an AEB controller example
which is explained in Chapter 7.

3.9.2 Model-Based V&V
In this thesis we explore how structured verification activities in a Model Based Design and Engineering
(MBDE) context help formulate more effective monitoring specifications to cover vulnerable areas in a
system operation. We describe how each verification artifact can guide us in refining the initial
requirements, from which monitor specifications are formulated.

We show that leveraging synergy between design and runtime verification produces more informed
runtime safety monitors in Chapter 4. Although this is not a formal approach for hazard analysis, it
nevertheless facilitates systematic design and analysis of systems that can be used to identify potential
hazards and faults. This understanding of the underlying factors of the hazards leads to data and
information about what monitoring needs to be performed. We demonstrate this approach by verifying an
Emergency Diesel Generator Startup Sequencer (EDGSS) implemented on an FPGA overlay. We explain
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this approach in Chapter 4, where the V&V artifacts expose critical design elements that we want to
monitor at runtime.

3.10 Other considerations in runtime monitor design
Some of the other aspects of runtime monitoring that are important are monitor coverage and monitor
correctness. They answer some important questions pertaining to runtime monitoring such as:
a. Do we have all the properties to maintain safety and enforce security?
b. Can we monitor a property if there is data available?
c. Given a runtime monitor design, does it detect all faults and attacks related to a property?

These questions relate to system safety and security property completeness, data observability by a
monitor, and monitor coverage which is essential for effective detection of faults/attacks. Question (a) is a
known challenging problem in dependable systems as there may be unknown failure interactions or
hazard causal factors in CPS that were not envisioned or considered. We argue the best way to cope with
this issue is by employing systematic model-based assessment methods such as STPA coupled with
MBDE to arrive at monitoring conditions for a specific system. In this dissertation, we use MBE to
derive informed properties to monitor at runtime. It should be noted, in absolute sense question (a) is
impossible to guarantee, and most engineering efforts use the ALARA ("as low as reasonably
achievable") principle in the management of safety-critical systems - which states that the residual risk
shall be reduced as far as reasonably practicable for a given system.

The next question (b) is if we can monitor the properties given the data available (observability). Here, we
present an example to show the issues in monitoring properties with limited observability. Let us assume
that the maximum acceleration of a car is less than 10m/s2 on a flat surface. When monitoring acceleration
based on data from a velocity sensor, we can add a condition “rate of change of velocity < 10 m/s2”. Thus,
if we detect a large rate of change in velocity (e.g. velocity changes by 2 m/s in 0.1 s) the data monitor
detects that there is either a fault or an attack on the velocity sensor. However, the acceleration could be
higher, if the car is on a downward incline, so one may be more conservative and change the condition to
“rate of change of velocity < 14 m/s2” to avoid a false positive.

Consider this car going uphill with an incline at which the maximum acceleration is physically limited to
5 m/s2. However, our condition does not detect an error unless the acceleration equals or exceeds 14 m/s2;
in other words, the fault or attack that causes the acceleration to be more than twice what is physically
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possible at that uphill incline will go undetected. To correct this monitored property for the incline of the
road, we have to be able to detect the incline of the road, for which there may be no sensor (i.e. the incline
is not observable). Of course, one could argue that we just add another sensor or we infer the incline from
the calculated torque, but these inclusions come at a cost – they require more integration of data.

Hence, it may not be possible to monitor all of the relevant aspects of properties due to limited sensors or
data sources to provide appropriate information. However, one can monitor critical properties to detect
most anticipated faults/attacks based on the observable data.

The next question (c) is that given a monitoring property, can we ensure that it can certainly detect
faults/attacks pertaining to that property? We can to certain degree by using novel methods such as model
checking and property based fault injection as described in [91]. Fault saboteurs can be injected at various
points in the system and property-based fault injection can be performed to ensure that all faults can be
detected for a given property. Property based fault injection is based on model checking so it is exhaustive
if the state space of the model is searchable by the model checker (e.g. the state explosion problem). In
this method, fault saboteurs are inserted systematically in the model and faults are injected when the
system state matches a particular property. It can be verified that a violation of safety and security
condition is detected by the runtime monitor, due to this injected fault. The more comprehensive the
property-based fault injection, greater the assurance that designed monitor can detect all faults/attacks for
a set of anticipated fault models and attacks. Property based fault injection methods help us verify
monitor coverage for large classes of faults/attacks.

3.11 Towards a Systematic Framework for Multi-level Monitoring
The goal of this chapter was to study all of the major factors that influence the design and development of
well-formed runtime verification monitors. These factors helped us formulate the monitoring framework
in Figure 26. Section 3.3 laid the foundation, explaining the characteristics of a critical system, namely
dependability, reliability, availability, safety and security. These attributes can be violated due to
attacks/faults that occur across different layers in a CPS as explained in section 3.3.
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Figure 26: Runtime monitor framework.

Section 3.4 developed a well-formed abstract model of multi-level monitoring that characterizes how
monitors interact with the CPS and defines the concepts streams, properties, and monitors. Monitor
placement and monitor specifications are guided by verification and hazard analysis of a system. Section
3.9 explains how hazard analysis methods such as STPA and model-based verification help us identify
the possible reasons for failure in a system, thereby, they guide us on ‘what to monitor’ and ‘where to
monitor’ in a CPS. In this dissertation we try to understand the benefits of using model-based V&V and
STPA hazard analysis to bridge the gap between design time assurance and runtime behavior of a system.
Section 3.8 discussed the practical aspects of realization of monitor specifications on hardware.

Various aspects of this framework are discussed in the future chapters in this dissertation. In chapter 4, we
discuss how model-based verification guide us on formulating monitoring properties. In chapter 5, we
demonstrate the benefits of multilevel monitors and placement of monitors. In chapter 6, we discuss the
non-intrusive debug and trace features in ARM processors which determine ‘how we monitor’ a CPS,
based on instrumentation, embedded trace etc. In Chapter 7, we leverage the knowledge gained by STPA
analysis of an Autonomous Emergency Braking (AEB) system to determine placement of monitors and
monitoring properties. Additionally, we synthesize runtime monitors from the monitoring specification
using a stream-based runtime verification language.
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Chapter 4
Synergy between Design Assurance using Model based
Engineering and Runtime Verification
4.1 Introduction and purpose
Ensuring the safety and security of high integrity CPS applications is a difficult task. Rigorous
verification and design assurance strategies such as testing and formal verification are especially
important for safety-critical embedded real-time systems where the impact of failure or malicious exploits
is significant. In these situations, stringent design assurance V&V methods along with standards and
regulatory guidelines (e.g. IEC 61508, DO-254, ISO- 26262) are used to provide high levels of assurance
evidence to confirm that the systems are safe or security failures are mitigated to “as low as reasonably
achievable” standard. One of the challenges with respect to runtime verification as noted in [28], is how
to extend (or connect) design assurance to runtime implementation in a more methodical way. This
underlies the key idea of DepDevOps, and in the context of this dissertation provides a continuum from
design time assurance to runtime monitoring.
In this chapter, we provide specific insights into “bridging the gap” from design time to runtime from a
model-based engineering perspective. We believe a model-based engineering approach to addressing this
problem may provide evidence towards general approaches for exploiting the synergy between design
time and runtime verification activities. We explore how structured verification activities in a Model
Based Design and Engineering (MBDE) context help formulate more effective monitoring specifications
to cover vulnerable areas in a system operation.

We assert that leveraging synergy between design and runtime verification produces more informed
runtime safety monitors. By “synergy”, we mean the following: The combination of design verification
and runtime monitors increases the efficiency of runtime monitors by identifying critical ways and places
in the design where a system might fail. Such critical conditions and complex interactions have to be
monitored at runtime.

If the runtime monitors are not informed by design verification, the benefits of

employing such monitoring over and above design verification may be incremental. In contrast,
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employing design verification with informed runtime monitors would far exceed the benefits of applying
each of these individually.

This chapter explores such a synergy between design time verification and runtime monitors. Initially,
design assurance using MBE is explored using an IEC-61508 compliant verification workflow. Next, we
explore how the design V&V can help formulate better runtime monitoring conditions.

Organization of this chapter is as follows: We first talk about Model-Based Engineering (MBE) and some
of it’s basic elements. Then we talk about the connection between design time verification and runtime
monitor development and show synergetic elements between the two, through a workflow diagram in
Section 4.3. Our representative system to study synergy was based on the verification performed on an
Emergency Diesel Generator Start Up Sequencer (EDGSS) implemented on a FPGA overlay architecture
called SymPLe. We explain the details of this representative system in Section 4.4. Section 4.5 presents
an IEC 61508 compliant V&V workflow to establish interaction between design verification artifacts and
monitor design. In this section and in Appendix A we provide few examples to show synergy between
V&V and runtime verification. An example of implementation of runtime monitors for the properties
derived after exploiting synergy is explained in Section 4.6. In Section 4.7 we summarize the key findings
of our study and how this guided us on ‘what to monitor’ and ‘where to monitor’.

4.2 Model-Based Engineering
Model-based design and engineering (MBDE) involves elevating models in the engineering process to a
central role in the specification, design, testing, and integration of a system thereby offering a full
platform for system development and verification [92]. MBDE tools have been used in many applications
including automobile, avionics and other safety critical industries as they offer the promise of end-to-end
“concept to design to realization to verification”. It is claimed that with MBDE approaches errors are
found earlier in the development life cycle, as compared to traditional approaches, where the impact is
less consequential to cost. For example, practitioners have reported productivity gains of 4 to 10-fold
when using MBDE tools [93]. While these claims have been evidenced and demonstrated in various
industries, there is little or no reporting in literature on the synergy between MBDE and runtime
verification and its benefits.
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The phrase “Model Based Design and Engineering” has been used in many contexts to the point where
it’s meaning and purpose is somewhat unclear. For the purposes of this dissertation, we use a more
refined definition taken from the systems engineering and the formal methods community.
Definition: “Model-based Design Engineering (MBDE) is the formalized application of modeling to
support system requirements, design, analysis, verification and validation activities beginning in the
conceptual design phase and continuing throughout development and later life cycle” [94].

To support design, analysis, and verification activities of CPSs the systems engineering community
stresses the importance of executable models (i.e. models for which timed behavior can be generated).
Execution models for Cyber Physical Systems (CPS) and embedded control applications require discretetime, continuous-time and discrete-event representations to capture all of the possible interaction
behaviors between computer elements, sensors, networks and physical elements. Finally, from an
embedded software design perspective, a high value proposition is automatically generating
corresponding high-level code (C code or VHDL code) from functional model representations in the
MBDE environment. In Model Based Design Environments like MathWorks Simulink, an initial
executable graphical model represents the software or hardware component under development by
including appropriate design details while ignoring the details of the underlying software implementation.
The model is then refined until it is sufficiently complete to serve as the design to a deployable
implementation through automatic code generation.
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Figure 27: Basic elements of a Model Based Engineering design. (inspired by [95]).

Model Based Design and Engineering as described above offers specification aspects as well as design,
analysis and implementation aspects in single framework as seen in Figure 27. In comparison with
traditional software development that has a clear separation of phases, in Model-Based Design a
continuous integration of specification, design and implementation phases is the norm. Moreover, the
same modeling notation is typically used throughout the consecutive development phases. There are
various generalized claims on the benefits of MBDE for Software [96], and our position in this
dissertation is to provide results and experiential findings that show the synergy between MBDE design
artifacts and runtime verification needs.

4.3 Connection between Design time Assurance and Runtime
Verification
As we discussed above, MBDE is an excellent framework for examining relation between design time
and runtime verification activities. This is largely due to the seamless integration between requirements,
models, testing, and implementation. In this work, we wanted to reflect on how design and verification
artifacts could aid in runtime verification monitors and where those artifacts might arise in the design
process. Our representative Cyber Physical System that we are using to study synergy is in the context of
Nuclear Power Instrumentation and Control (discussed in Section 4.4). Therefore, the verification
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artifacts used for design assurance were as per IEC 61508 guidelines – which is used by the Nuclear
Industry (IEC 61508 “Functional safety of electrical/electronic/programmable electronic safety-related
System”). In addition, IEC 61508-3 recommends the use of runtime monitoring for SIL 3 and 4.

IEC 61508 is a governing standard for industrial functional safety supporting the design, development,
and operation of programmable electronic systems (often referred to as PLCs). IEC 61508 standard is
important to our research for several reasons; (1) because it is like a “mother” standard, as many other
safety critical system standards like ISO 26262, IEC 61513 (nuclear 61508) are heavily influenced by
61508-3; (2) it presents a realistic representation of design assurance requirements for a large body of
critical CPSs. We set out to examine where runtime monitor design can be influenced and aided by the
design time artifacts produced from a model-based engineering effort using verification performed as per
IEC 61508 guidelines. Additionally, we hoped to see where assumptions made at design time may need to
be checked at runtime. The workflow in Figure 28 links the V&V activities performed on a model to
runtime monitor design.

Two key aspects of this workflow are end-to-end traceability, and refinement of high-level models to low
level code (HDL). Requirements are checked all the way down to the HDL code. Refinement of highlevel requirements occurs when testing and V&V activities find incomplete, ambiguous requirements. In
the middle section of Figure 28 are the design time assurance methods we employed to comply with IEC
61508 SIL 3 and 4. Each of these design assurance activities produced a set of evidence, which was
linked to requirements by the traceability tool in Simulink. The right side of Figure 28 depicts how
synergistic information flowed from the design time activities to runtime monitor design. The Runtime
Monitor Design shows how we derive properties to monitor at runtime in a methodical way as we
perform V&V steps. The numbers on the Figure 28 represent roughly the workflow of our runtime
monitor design activities. Although it depicted as linear flow, the process was iterative, where designs
were refined as requirements were consolidated. Note that for each design time V&V activity, various
types of runtime monitor properties can be arrived as shown in Figure 28. We classify the monitor
properties derived from various stages of V&V into 9 categories:

1. Monitor properties derived from safety requirements.
2. Monitor properties derived from beyond testing conditions.
3. Monitor properties derived from functional behavior of the system.
4. Monitor properties based on insights from fault injection.
5. Monitor properties derived from design assumption.
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6. Monitor properties derived from beyond testing conditions at the code level.
7. Monitor properties derived from low level HDL verification of system functionality.
8. Monitor properties refined after consideration of environmental factors and variations.
9. Monitor properties refined after fault injection on hardware.

Figure 28: V&V workflow to explore synergy.

1. Monitor properties derived from safety requirements – These properties enforce a safety
requirement dictated by the safety envelope of the application. This is the classic perspective view
of runtime monitors where requirements are translated into runtime monitorable properties.
2. Monitor properties derived from beyond testing conditions – Design time testing may have been
limited due to complexity, or where “corner” cases revealed unexpected behaviors or interactions,
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which provide insight into establishing the runtime monitor requirements, in addition, these types of
properties may cover beyond expected operating conditions or design basis events.
3. Monitor properties derived from functional behavior of the system – These embody the
permissible properties or demanded functionality of the application with respect to its expected
operating environment.
4. Monitor properties based on insights from fault injection – Fault injection is essential to verify
that the monitorable properties are able to detect safety violations. They give insights into critical
vulnerabilities and assist in deriving properties that are critical and should be monitored at runtime.
5. Monitor properties derived from design assumptions – These are very important to safety critical
systems. Assumption monitors observe conditions that are related to assumptions that were made at
design time. Often these assumptions are related to how the application behaves, given the
hardware is operating as designed.
6. Monitor properties derived from beyond testing conditions at the code level – This is similar to
point 2 (except that was at the model level) and involves testing that reveals corner cases and
critical design elements that could be important to monitor at runtime.
7. Monitor properties derived from low level HDL verification of system functionality – These
observe critical timing and state behavior at the hardware level, which is usually abstracted away or
simplified at the higher levels of model functionality. As an example, a functional clock in
Simulink is timeless “tick”, but when translated into VHDL code it has to be a well-behaved clock
signal with appropriate phases and set up times.
8. Monitor properties refined after consideration of environmental factors and variations – When
the design is implemented on a hardware platform such as FPGA, monitor properties can be refined
to include factors such as variations due to signal fluctuations, clock glitches, etc.
9. Monitor properties refined after fault injection on hardware to detect safety violations – This
helps verify the effectiveness of runtime monitors in detection of safety violations. If any fault
injected is not detected, the monitor properties are refined to include more checking conditions.
This is also essential to ensure monitor completeness.

Our investigation was based on the V&V activities performed on an Emergency Diesel Generator Start
Up Sequencer (EDGSS) application. The EDGSS was implemented on a FPGA overlay architecture
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called SymPLe [97] . We discuss more about our representative system EDGSS and SymPLe in Section
4.4. Our investigation is based on the following conditions:

1. We had access to the design models and V&V data for the SymPLe FPGA architecture (e.g. it
was designed in-house). As such, we could examine and analyze critical aspects of the
architecture with respect to the application (EDGSS).
2. We understood the model-based design workflow that produced the SymPLe FPGA architecture
and the EDGSS application. Thus, we had a good understanding of design evidence and artifacts
used to verify the SymPLe architecture, and the extent of their validity.
3. An end-to-end verification was performed on both the EDGSS application and the SymPLe
architecture. The verification effort began with system requirements, progressed to functional
models, testing models, and then finally automatically generated Hardware Description language
(HDL) code which was targeted for FPGA implementation. Accordingly, we could bidirectionally trace high level requirements to low level design requirements/specifications.

4.4 Representative System to Explore Synergy
While 4.1 describes the general idea and motivation for exploiting the synergy between design time and
runtime verification, it is necessary to select a specific example to elucidate this concept further. Towards
this end, we use an Emergency Diesel Generator Start-up Sequencer (EDGSS), which is a critical part of
Nuclear Power Plant (NPP) emergency power backup systems, responsible for maintaining electrical
power to safety functions such as reactor cooling, coolant pump circulation, and preventing Main Control
Room blackout. We also briefly describe an FPGA overlay architecture called SymPLe on which the
EDGSS was implemented.

4.4.1 Emergency Diesel Generator Start Up Sequencer (EDGSS)
EDGSS applications are highly safety critical (IEC 61508 SIL 4). There is a large amount of sequence,
priority and time dependent logic related to the diesel generator control and part of it is shown in Figure
29. Figure 29 shows a high-level model of the EDGSS. The complexity of such as system makes it more
vulnerable to failures at runtime. This case study is based on high-level design documentation that does
not take into account the redundant implementations of the system and related voting logic that would be
realized in the final system [97].
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The EDGSS has 14 inputs that determine the state of the outputs, Engine Start Signal and Open Air Start
and Fuel Valves as seen in Figure 29. The basic operation of the EDGSS is as follows: If none of the
restrictive signals are asserted (e.g. engine trouble signal, low water pressure signal etc.), then after the air
start valve and the fuel valve are opened, the diesel begins to crank, powered from a compressed air
supply. If the diesel engine is successful in starting, the engine speed will exceed the crank speed and the
signal to the air start valve is activated. If the diesel engine is not successful in starting, the signal to the
air start valve and the fuel valve is de-activated. In this case, after a certain delay, the restart sequence
can be initiated for subsequent attempts. A more detailed description of the system can be found in Ref
[98].

Figure 29: High Level model of the Emergency Diesel Generator Startup Sequencer.

4.4.2 SymPLe: An FPGA overlay architecture
The EDGSS was hosted on a FPGA overlay architecture called SymPLe [25]. Referring to Figure 30, the
SymPLe architecture is comprised of three basic control hierarchies: the global sequencer, local
sequencers or tasks, and a complete set of Function Blocks (FB) per task lane. In SymPLe, all executions
occur in task lanes. These are independent processing stations where function blocks organized as
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function block programs are executed. Functions blocks assigned to a task lane are scheduled via
deterministic sequence of task executions. Functions blocks receive data, operate on that data as per the
intended functionality, and provide results in their output registers. The global sequencer is mostly
concerned with scheduling of task lanes and the marshaling of data I/O in the architecture. The local
sequencers’ function is to locally coordinate the triggering of a task lane and marshal data to function
blocks while executing.
EDGSS mapped to task lanes

Figure 30: EDGSS implemented on SymPLe architecture.
The choice of a FPGA implementation for SymPLe was motivated by the fact that FPGAs are the most
suitable replacement choice for older analog NPP equipment and the sequential logic aspects of the
EDGSS are a good fit for FPGAs. At the broadest stance, the SymPLe overlay architecture emulates an
execution model similar to that of a Programmable Logic Controller (PLC). Meaning, SymPLe is
programmed by graphically connecting together pre-verified function blocks in Simulink that constitute a
Function Block (FB) diagram program. These FBs are then compiled into an execution sequence
depending on the application, which is loaded onto SymPLe. It should be noted that SymPLe architecture
design was verified with respect to IEC 61508 SIL 3-4, as such it is a representative example of a safety
critical platform [25]. In this work, we wanted to reflect on how design and verification artifacts could aid
in runtime verification monitors and where those artifacts might arise in the design process.
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In the sections below, we give specific examples from SymPLe architecture that assist us in monitor
design. We first explain the V&V activities with example to the SymPLe architecture. We later discuss
the synergy points that help in runtime monitoring.

4.5 Design Assurance using Model Based Engineering (MBE)
In this section, we describe a V&V workflow using MBE tools to understand and explore how design
time assurance can be extended to runtime. We discuss V&V activities performed on the EDGSS and
SymPLe architecture to inform the connections between design time assurance and runtime verification.
The following features offered in MBE help achieve design assurance:

Bi-directional traceability: Bi-directional traceability refers to the ability (by tools) to relate or connect
requirements to lower level artifacts like design specifications, low level requirements, models and code.
MBD offers bidirectional traceability at each of these incremental levels in design development (between
requirements, model, code, hardware implementation) thereby offering a chain of evidence to support
verification. Traceability is one of the important criteria to ease the burden of qualification and offer
design assurance for usage in safety critical systems.

Semi-formal and formal methods - Formal verification does not need any inputs like simulation-based
verification. Critical conditions in the design are written as properties which are formally verified. Formal
verification checks the entire state space and proves or disproves the property. They mathematically
ensure that there is no undesirable behavior due to system flaws. Usage of semi-formal and formal
methods are some of the highly recommended measures for SIL level 3 and 4.

Static Verification: Static verification of the model and code help identify issues such as
overflow/underflow errors, array out of bounds errors etc. early in the development cycle. These design
flaws are difficult to detect in manual coding and can manifest as security vulnerabilities at runtime.

We have used MathWorks Simulink tools such as Design Verifier (DV), Simulink Test and HDL coder
which are IEC 61508 certified and are used extensively in safety critical industries[99] . Additionally, we
extend the formal verification of the model to further verify the HDL code using Mentor Questa [100].
The Questa tool provides formal verification at lower levels of the design (HDL code) - typically
synthesizable to FPGA or ASIC. Questa has been widely used in verification of safety critical systems
[101]. These two tools are seamlessly used to provide end-to-end verification.
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4.5.1 Design Assurance Workflow
An overview of the V&V workflow (Figure 31) that describes verification at each stage in the design
process is explained below. V&V efforts explained in this section are not application specific and can be
followed for any model-based design that can eventually be implemented on a hardware platform (e.g.
processors, FPGAs). We use the IEC 61508 standard to formulate the V&V workflow, due to its
widespread use in the safety community. But these verification steps can be generalized for other safety
standards such as ISO 26262, DO 178 for usage in safety critical applications.

The workflow is divided into two sections, V&V at the model and V&V at the code. If the code is
automatically generated by the model, the V&V workflow followed for the code helps establish
equivalence with the model. The V&V efforts seamlessly connects verification efforts of the model with
the code. These efforts help formulate a methodology that can be used to comply with IEC 61508 safety
standard.

Figure 31: V&V workflow.

In Section 4.3 we identified nine instances in the V&V process, where we could leverage the lessons from
design assurance to design runtime monitors. We provide examples for a few of those instances below.
More examples of instances for synergy and details of the V&V process are in Appendix A.
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a. Example 1: Requirements Analysis
Provides an example of monitor properties derived from safety requirements as shown in point-1
of Figure 28.
Requirements provide a comprehensive set of characteristics that have to be satisfied by a design. Thus,
the V&V process at the model starts with the requirements analysis and they are iteratively consolidated
during the process of Model-Based Testing (MBT) and coverage analysis. As requirements serve as the
backbone for design and development and the base reference for verification and validation activities,
they need to be easily understandable. In addition to being free from ambiguities, the safety requirements
need to be free from having contradictions and adverse interactions with the non-safety function
requirements. Critical safety requirements are formulated as runtime monitors.

The design requirements are classified into high level requirements and mid/low level requirements. High
level requirements depict the general properties of the design. Mid/low level requirements indicate the
detailed implementation necessities of the design. Verification is performed on the model based on these
requirements. Therefore, it is important to have well defined, clear and complete set of requirements that
include safety and security requirements of the design so that some of the more critical requirements can
also be monitored at runtime. The bi-directional traceability feature in MBE help link each requirement
to the implementation.

Here we state a few safety requirements of the SymPLe architecture and EDGSS.

Requirements for the components in SymPLe Architectures
1. The Done and Busy signals cannot be high at the same time.
2. Latch_input, Latch_output, Execute can be high only for one clock cycle.
3. Latch_input and/or Latch_output is never high simultaneously.
4. When execute signal is high, Write_output cannot be high.

Requirements for EDGSS
1. When Engine Shutdown signal is True, the Engine Start Logic should go False within T seconds.
2.

When Engine Shutdown signal is True, the Open Air Start Valve and Fuel valve should go False
within T seconds.
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3. When Low Jacket Water Pressure is True, the Open Air Start Valve and Fuel valve should go False
within T seconds.
4. When Engine Speed > Crank Speed is True, the Open Air Start Valve and Fuel valve should go False
within T seconds.
5. When AirTank Pressure < Specified Value is True, the Open Air Start Valve and Fuel valve should go
False within T seconds.

b. Example 2: Model Based Testing (MBT) and Coverage Analysis
Provides an example of monitor property derived from beyond testing conditions as shown in
point-2 of Figure 28 and monitor properties derived from design assumption as shown in point5 of Figure 28.

High level requirements are often decomposed and encoded into a design at lower abstraction levels.
These lower level specifications are usually what we want to check with respect to runtime verification.
However, it’s easy to miss or overlook a checking condition if we don’t have a complete perspective of
the decomposition of a high-level requirement. Testing and formal verification helps us give better
understanding of the design and thereby helps write informed runtime monitoring specifications.

MBT involves five major steps namely: Requirement and Model Analysis, Test Plan Preparation, Test
Specification, Test Execution and Test Results Analysis. Initially, the requirements of the design and the
model are analyzed and the behavior of the system is studied. A test plan is prepared next to identify the
properties of the system that we want to verify by writing test cases. Thereafter, test cases are specified.
The test case specification defines the detailed test procedure that involves describing the sequence of test
steps. The test inputs to be fed into the component and outputs to be verified for testing the requirements
are identified. The test procedure gives the sequence of test input values and the timing of feeding them
into the component. Lastly, the test cases are executed and the results are analyzed. Simulink offers
features such as Test Manager, Test Harness and Test Sequence/Assessment to assist in testing the model
and analyzing coverage. Figure 32 shows the system under test with test sequence blocks where we define
the test cases and test assessment block where we verify the results of testing.
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Figure 32: Simulink System Under Test with Test Sequence block and Test Assessment block.

Test cases are formulated from the system requirements for each component of the model, test cases are
executed and verified for the model behavior [102]. MBT involves unit testing and integration testing. In
unit testing, each component is tested to ensure that they adhere to the requirements. Integration testing is
performed to ensure that the interaction among the components is as expected and the interface between
components have the same data type and signal ranges. A coverage report is generated showing the model
coverage metrics. Coverage helps measure the degree of execution of a model or a code when a test case
is run [103]. Model Coverage metrics include execution coverage, decision coverage, condition coverage
and MCDC coverage [103]. The main motive behind measuring the test coverage are:
•

to determine dead logic branches

•

to determine if sufficient test vectors have been created

•

to determine if existing requirements are sufficient.

More details of model-based testing and coverage analysis of SymPLe are in Appendix A.1. Below are
two cases where MBT guided runtime monitoring.

Unexpected interaction found during MBT that we want to monitor at runtime (point-2 of
Figure 28).
During the integration testing performed on the SymPLe architecture, a dead lock situation was found
between two components in the architecture. The Local Sequencer and the FBController in SymPLe have
a close interaction where a state flow transition in one component affects the other. There are two signals
“ctrl” and “state” which are used to co-ordinate the interaction between the Local Sequencer and the FB
Controller. The timing and sequencing of these signals has to be correctly coordinated to ensure proper
functioning of these components. During integration testing performed in Ref [91] it was found that the
system goes to a deadlock situation where each component waits for a trigger from the other component
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to traverse through all the states. The Local Sequencer is stuck at Fetch state and FB Controller is stuck in
Execute state and they don’t transition further to other states due to timing inconsistency between the
“ctrl” and “state” signals. The details of this testing scenario is explained in Ref [91]. Figure 33
summarizes this deadlock scenario. Although this problem was addressed in the design, such complex
interactions revealed during MBT have to be monitored at runtime.

Figure 33: Model Based Testing detects complex interactions that result in Deadlock scenario (based on
[91]).

Design time assumption made during MBT to be monitored at runtime (point-5 of Figure 28)
One of the vulnerabilities found during testing of the SymPLe architecture was a fault in the control
signal which handles writing outputs after execution of a task (Figure 34). This fault can result in writing
output values before execution of a task is complete, thereby violating higher level requirements at the
application level. Although such vulnerable areas can be addressed at design time, it may be important to
also monitor them at runtime. The implementation of runtime monitors for this property is explained in
Section 4.6. This example is a typical case where an assumption held at design time can potentially be
violated due to fault at runtime. The assumption made was that the ctrl signal will not change and is held
constant until an execution of task is complete, thereby ensuring that output is written only after task
execution is complete. This vulnerability (violation of assumption that ctrl signal is held constant) in the
architecture was detected during MBT and emphasizes the importance of monitoring such assumptions at
runtime.
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Figure 34: State Flow diagram showing transition to write_output state before execution is complete.

c. Example 3: Formal Verification using Design Verifier
Provides an example for monitor property derived from functional behavior of the system as
shown in point-3 of Figure 28.
Although testing can expose many design flaws, it is impossible to test a system exhaustively. Formal
verification does not need any inputs like simulation-based verification. Critical conditions in the design
are written as properties and formal verification checks the entire state space and proves or disproves the
property. They mathematically ensure that there is no undesirable behavior due to system flaws. If a
property fails, a counterexample is generated showing the input conditions that resulted in the property
failure. We perform formal verification using Simulink Design Verifier (DV). Explanation of Simulink
Design Verifier is in Appendix A2.

Simulink Design Verifier (DV) was used to formally verify the SymPLe model. DV offers comprehensive
model verification along with traceability between requirements, model and the properties. Figure 35
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shows the traceability of a requirement to a proof verified with DV. The traceability feature help gives us
a complete picture of the design and verification artifacts while designing runtime monitors.

Figure 35: Bi-directional traceability between requirements, model and formal proofs.

Formal Verification of the SymPLe architecture for Higher-level Requirement (case-1)

Example Design time property verification helps derive properties related to system functionality that can
be monitored at runtime. Figure 36 shows a property modeled in Simulink and verified by Simulink
Design Verifier. The property asserts mutual exclusivity between done and busy signals. Only one of
these signals can be high at a given time. An output could be done only when it is not busy performing a
task and vice versa. In the Figure 36, if the sum of the two signals done and busy is not zero and is less
than or equal to ‘1’, the property holds true. However, more than one signal being high violates the
mutual exclusivity and hence falsifies the property. This property satisfies a higher-level requirement of
the SymPLe architecture to verify system functionality. Such properties can be monitored at runtime.
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Figure 36: Simulink Design Verifier property.

Formal Verification of the SymPLe architecture for a lower-level requirement (case-2)

Below is an example that shows formal verification of a property related to the error handling
functionality of Local Sequencer, which is a component of the SymPLe architecture. MBT provides
insights into how to construct proofs, and how to organize them in a way that they are synergistic to
testing. As such, knowledge gained during MBT helped identify the critical areas in the design that may
need to undergo a rigorous formal verification. Knowledge gained during MBT helped better understand
the behavior of the system as MBT deals with dynamic execution and find vulnerable/weak areas in
design that could be a potential source for design flaws. Particularly, the failed test cases directed us to
formally verify certain important requirements of the system. Properties were written for critical
requirements and failed test cases. The failed test cases would fail again during formal verification (as
expected). But, careful analysis of the counterexamples provided insights on other potential design flaws
that could cause failures. More properties were formulated to check for design flaws after counterexample
analysis.

For example, MBT exposed a configuration error in Local Sequence (Local Sequence is a component in
SymPLe architecture). A configuration error “Initialize Outputs Every Time Chart Wakes Up” found
during MBT exposed other vulnerabilities in the design that needed rigorous formal verification. This
wrong configuration setting resulted in unexpected behavior in a state flow implementation. Careful study
of this error exposed a design flaw related to the error handing in Local Sequencer. A property was
modeled to formally verify this error handling behavior as shown in Figure 37. The property failed and
the counterexample showed us how this failure could lead to invalid transition, thereby leading to nondeterministic behavior among the components in SymPLe. The state flow in Figure 38 has to transition to
INIT state if task_error=1 and it has to transition to FB_SELECT state if task_error=0 which was violated
as seen in Figure 38. Property proving guided by model-based testing proved to be extremely useful in
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uncovering such vulnerable/weak areas in the design. Such vulnerable areas can be additionally
monitored at runtime.

Figure 37: Design Verifier property to verify valid transition in the state flow diagram when there is an
error.

Figure 38: Counter-example showing invalid transition due to design issue in error handling.
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Furthermore, Simulink DV can be used to perform static verification of the model to detect dead logic,
divide by zero, integer overflow, out of bound array access, NaN floating point violations, specified
minimum and maximum value violations. More about static verification checks is discussed in Appendix
A 3.

d. Example 4: Fault Injection
Provides an example of monitor property based on insights from fault injection as shown in
point-4 of Figure 28).
Fault injection testing is one of the important steps in the verification of a design. It helps verify the fault
tolerance capabilities of the design and understand system behavior in the presence of faults. In the
SymPLe architecture, fault tolerance capabilities are incorporated at the lowest level of the architecture
which are the Function Blocks. In Figure 39, GT and GT1 are the Dual Modular Redundant blocks that
compute the ‘greater than’ operation. The State Comparator block compares the outputs of the two
blocks and flags a “stateError” if the output signals don’t match. A True value in the stateError output
indicates the mismatch between the two redundant blocks due a fault in the system.

Figure 39: Fault Injection on Greater Than Functional Block in SymPLe architecture.

102

In another example, faults were injected at the system level on the EDGSS inputs using fault saboteurs as
described in [91] and Simulink assertion blocks were used to model runtime monitor properties in
Simulink.

Figure 40: Runtime monitor property modeled using Simulink verification blocks.

Figure 40 shows a runtime monitor property modeled for an EDGSS safety requirement using Simulink
assertion blocks. This property verifies that the OpenAirFuelStart input goes to False, within T seconds
when a Low Jacket water pressure is detected. Modelling runtime monitor properties at design time
verifies the fault tolerant capabilities designed in the system and also understand system response in the
presence of faults. We explain the runtime monitors implemented using formal runtime specification
language in Section 4.6 for this property.

In the sections below, we summarize our findings on synergy from the verification artifacts performed on
a model-based design. Another important task of the V&V at the code level is to prove the equivalence
between the model and the code an ensure that the properties verified at the model holds true at the code
level. Code is generated for the final version of the model after addressing the issues identified during
MBT and formal verification. Simulink tools can be used to generate both C code or HDL code,
depending on the target hardware platform for the application. The sections explaining the V&V steps of
the code and synergy points for designing runtime monitors are explained in Appendix A.

Since the EDGSS on the SymPLe architecture is based on a FPGA platform, we explain the V&V steps
of the code based on the HDL code generated from Simulink tools. Details on how similar V&V steps can
be carried out for a C code is also provided in Appendix A 8 and A 9.
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4.6 Implementation of Monitors Based on Synergy
We set out to design the runtime monitors that would ensure operational safety of the EDGSS based on
the synergy investigation. We implement runtime monitors for two properties in this section. We use a
stream-based runtime verification tool called TeSSLa [81] to write monitoring specifications for the
EDGSS application. TeSSLa is a temporal specification language which is ideally suited for applications
such as EDGSS where sequencing and timing of events is critical. TeSSLa specifications are written
using a wide range of library functions provided by the tool which can be synthesized on hardware
(FPGA). The specifications can be verified against a sample input trace using a simulator provided by the
tool before generating a Verilog code (monitor). We implemented the runtime monitors generated by
TeSSLa on a Zynq XC7Z020-1CLG400 FPGA [104].

The TeSSLa runtime monitors can be introduced into the Simulink MBDE environment by FPGA in loop
(FIL) implementation [105]. Simulink interfaces with FPGA tools (e.g. Xilinx Vivado) to synthesize and
generate bitstream for FIL implementation. In FIL mode, the Simulink and FPGA are synchronized. i.e.
Simulink waits for the FPGA to finish executing and provide an output for every simulation timestep. The
workflow for generating TeSSLa monitors from specifications and integrating them with Simulink as well
as more details of synchronization in FIL implementation is explained in detail in Chapter 7.

In Figure 41 TeSSLa runtime monitors are implemented on the FPGA and are used to verify the SymPLe
EDGSS model. To verify the detection properties of the monitors, fault injection was performed to
introduce transient and stuck-at faults at various places in the design. The TeSSLa runtime monitors were
able to detect violations of properties in the presence of faults.
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Figure 41: EDGSS model verified using TeSSLa Runtime monitors implemented on the FPGA.

We provide two important cases:
(1) Monitoring system level property for the EDGSS at design time, considering faults that can occur at
runtime
(2) Runtime monitoring property derived from design time assumptions, which are critical.

Case 1. Here we monitor system level properties for the EDGSS, considering faults that can occur at
runtime; one such application level property for the EDGSS is “When Low Water Pressure is True, the
Open Air and Fuel Valve should go False within Tm seconds”. The property is expressed in Event
Calculus, an event based formal language [80]:

Happens(𝐿𝑜𝑤𝑊𝑎𝑡𝑒𝑟𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒, Ta ) 
 HoldsAt (𝑂𝑝𝑒𝑛𝐴𝑖𝑟𝑎𝑛𝑑𝐹𝑢𝑒𝑙𝑉𝑎𝑙𝑣𝑒, Tb )  (Tb < Ta + Tm )

(1)

Here Ta is the time when the Low Water Pressure goes True, Tb is the actual time at which the state of
Open Air and Fuel Valve goes false (indicates valve is closed). Tm is the expected time after Ta within
which the Air and Fuel Valve should close. In the EDGSS system, when a water pressure sensor detects a
low value (1100th time step in this example in Figure 42 a), the air and fuel valve in the EDGSS must
close (should go False) by the 2,475th time-step.
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Figure 42 : Stuck-at "1" fault injected on EDGSS model and is detected by the runtime monitor (a) Low
water pressure sensor goes high at 1100th time-step (b) Runtime monitor calculates and estimates that the
value should close by 2475th time step (c) Time stamp information given by the runtime monitor (d) The
valve closes within 2475th time step when there are no faults (e) stuck-at 1 fault injected and keeps the
valve open all the time (f) Run monitor detects the fault.

A stuck-at “1” fault at the input to the OpenAirFuelValve in Figure 42 (e) keeps the valve open all the
time causing a safety requirement violation and thereby falsifying the property as detected by the monitor
in Figure 42 (f). Note that Figure 42 5 (d) is the correct response when no faults are injected and is merely
added here to show what the correct response should look like in comparison to the response due to stuck
at “1” fault in Figure 42 e).

Case 2: This example relates to monitoring a critical design assumption of the FPGA SymPLe
architecture. In SymPLe, the requirement “If and only if the executed signal goes high at time Ta, the
Latch Output should go high at the next time instant Tb=Ta+1” ensures that the output is written only after
the application (e.g. EDGSS) execution is complete. This property is written in Event calculus as:

Happens(𝑒𝑥𝑒𝑐𝑢𝑡𝑒𝑑, Ta ) 
HoldsAt (𝑙𝑎𝑡𝑐ℎ𝑜𝑢𝑡𝑝𝑢𝑡 , Tb ) ( Tb = Ta + 1)
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(2)

Here Ta is the time when the Executed goes High (True), Tb is the next time instant when the
Latch_Output should hold true. As described earlier in Figure 28, runtime monitoring properties are
guided by various stages of verification. One example is a vulnerability found during testing of the
SymPLe architecture, where there was a flaw in the way SymPLe handles writing outputs after the
execution of a task. For certain conditions, this flaw resulted in writing output values before execution of
a task was complete, thereby violating higher level requirements at the application level. Although this
flaw was addressed at design time, it is classic example of a system design assumption that may affect
application integrity if violated for any reason. Thus, we constructed a runtime monitor to observe this
functionality. Transient faults were injected on the latch output signal which results in writing the output
before execution is complete as shown in Figure 43. The TeSSLa runtime monitor we designed was able
to detect these types of faults.

Figure 43: Transient Faults injected on SymPLe was detected by the monitor (a) Transient faults injected
on the Latch Output in two places which results in writing output before execution is complete (b)
Executed signal indicates completion of processing a task (c) Fault detected by runtime monitor as
transient fault results in latch output before execution is complete(d) Timestamp information given by the
runtime monitor.
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4.7 Findings on Synergy from V&V of Model Based Designs
Figure 44 summarizes the instances where we looked for and exploited synergy that are shown in orange.
Our investigation was aimed at characterizing what types of information, evidences, and artifacts manifest
in MBE to help in designing runtime monitors, to support a more inclusive safety case. We summarize
below the key findings on synergy between runtime verification and design processes. Figure 44 shows
the revised “map” of the design time workflow and V&V activities that we formulated as part of this
investigation.

Figure 44: Iterative workflow showing synergy between Design time verification and runtime monitors.

Model based design and V&V provide multiple points on “where” and “what” to monitor – we found
that evidences from model-based design help us understand the critical signals.

Finding 1: Model based testing aids in the runtime property formulation. We found that evidences from
model-based testing where “corner” cases revealed unexpected behaviors or interactions provided insight
into establishing the monitor requirements (e.g. properties to monitor at runtime). This answers the
questions, what to monitor and where to monitor?
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Finding 2: Requirements traceability helps unite runtime monitor design with V&V artifacts. Model
based engineering environments often have powerful bi-directional traceability tools linking high level
requirements to models to code. We found this type of functionality is extremely useful for navigating the
chain of V&V evidence from requirements to sub-requirements to test cases and code artifacts. This
capability enabled a more complete picture of the “what to monitor” with respect to crafting runtime
monitoring properties.

Finding 3: Finding critical design integrity assumptions. Very often a design assurance is based on
assumptions that are discharged at design time. However, if these assumptions (for any reason) are
violated at runtime then guarantees of system behavior may not hold. We found that design time property
specification and proving revealed critical design assumptions if falsified (for any reason) could result in
significant consequences affecting EDGSS safety. Again, this answers the question of what to monitor
(property is critical) and where to locate to monitor (where the behavior is critical).

Finding 4: Iterative stabilization of model helps with monitor consistency. Most V&V workflows are
expressed as a linear process (as it is depicted in the V-model [106] , [35]) but the actual process was
found to be more complex with each stage reaching maturity over time. There was an iterative feedback at
each stage in the V&V process as show in Figure 44. This results in a set of requirement clarifications and
feedback queries on ambiguous and contradictory requirements which can lead to disconnects between
monitor design and system design. We found that refinement of models and monitors need to go hand in
hand. As design specifications/requirements and properties are refined due to testing, monitor design is
benefitted by these iterations. It informs us of the critical properties, i.e. ‘what to monitor?’.

Finding 5: Model based fault injection is useful. We found that injecting the same faults at model level
and the FPGA level is necessary to ensure the monitors implemented on hardware are consistent with
their model detection specification. Fault injection testing was performed on the EDGSS application, by
inserting fault saboteurs at various points in the design to inject stuck-at and transient faults and ensures
that runtime monitoring properties can detect them. This helps verify that the monitors can detect all the
anticipated fault/attacks for which they were designed.

In summary, in this chapter we discussed various instances in the V&V process where the lessons learnt
could be used to design efficient runtime monitors. Figure 45 summarizes some of the instances discussed
earlier in this chapter, which guided us on properties to monitor at runtime and monitor placements.
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Figure 45: Model-based verification guides 'what to monitor' and 'where to monitor'.

We discussed our preliminary findings of synergy between design time verification in MBE and runtime
monitors via an IEC 61508 methodology with an example EDGSS safety critical system implemented on
FPGA architecture. The evidence suggests that MBDE methods and tools are supportive for integrating
these synergy connections. We demonstrated some key verification activities at design time that help
runtime verification and also explained how runtime monitoring scenarios can be considered at design
time. This provides a continuum from design time assurance to runtime monitoring. Finally, we integrated
monitors generated from a stream-based runtime verification tool called TeSSLa, into a model-based
engineering workflow to explore and demonstrate such synergy.
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Chapter 5
Design and Evaluation of Multilevel Runtime
Monitoring using Model-based Engineering Methods
5.1 Introduction and Purpose
In this chapter we implement a multilevel monitoring scheme using Model Based Engineering tools
(MathWorks Simulink) to ascertain the benefits and challenges of evaluating multilevel monitors with
respect to security and safety considerations. The purpose of this chapter is to access design and
evaluation of multilevel monitoring in the context of a CPS example. We demonstrate the benefits of
multilevel monitors for comprehensive, faster detection and isolation of attacks by performing data attack
and fault injection on a Simulink CPS model. In this chapter we have 3 levels of monitoring: data,
network and functional monitors. They are implemented using Simulink blocks.

5.2 MathWorks Simulink Verification Blocks
Simulink is a graphical programming tool from MathWorks. It is used to design an executable graphical
model that represents the hardware and software components under development. It comes with a variety
of pre-verified library blocks that can be used to model the behavior of a system and the operational
semantics of the underlying modelling language in Simulink is formal in nature. The model includes
relevant design details, ignoring the complex details of the underlying software implementation. This
initial model is refined till it is suitably complete and serves as the implementation that can be deployed
through automatic code generation. Simulink comes with a number of tools that can be used for
conducting analysis and verification of both the model and the automatically generated code.

The MathWorks Simulink tools have a number of modeling constructs (known as function blocks) such
as, proof blocks, constraint blocks and temporal operators that we have used to model runtime properties.
Figure 46 summarizes these Simulink library blocks and we briefly describe them below. Note that
Simulink has a number of blocks that can be used to formulate properties and the ones we describe are
examples of blocks which we have used in this dissertation.
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Temporal Operators - Simulink library consists of three temporal operator blocks namely Detector,
Extender and Within Implies that can be used to model temporal runtime properties [107].

Detector - When an input signal is true for a specified number of time steps, the Detector block constructs
an output signal which is based on a selected output type that can be:
a. Delayed Fixed Duration - When the input is true for a specified duration, an output signal is
constructed with a specific delay w.r.t to when the input has a rising edge and this output is true
for a fixed number of time steps (independent of the input falling edge).
b. Synchronized - When the input is true for a specified duration, an output signal is constructed
which is true as long as the input is true. The output signal is synchronized with the input signal.

Extender - This block produces an output signal which is an extension of the input signal. This block
works in two modes:
a. Finite – The output is extended by a fixed number of time steps.
b. Infinite – The output is extended indefinitely.
Within Implies ('Within' In) => Obs - This block ensures that the output (obs) is ’True’ for at least onetime step within each duration for which the input is ‘high’. If this condition fails, the Within Implies
block outputs a ‘False’ signal after the true duration of the input.
•

Proof assumptions - This Simulink block is used to constrain the inputs while proving a property.

•

Assertion Block - This block outputs a true signal when the property holds true. It outputs a false
signal along with an error message showing the time step, when a property fails.

•

Implies Block - This block checks the value input B when input A is ‘True’. When an input A holds
‘True’ it verifies that the input B is also ‘True’. The Implies block gives a ‘False’ signal if this
condition fails.

•

Detect Blocks - Simulink has Detect blocks such as Detect Change, Detect Increase, Detect Decrease,
Detect Rise positive, Detect Rise Negative, Detect Rise Non-negative and Detect Fall Nonpositive
that can be used to model properties. The output of the Detect block is a ‘True’ or ‘False’ signal
depending on whether the input satisfies the condition. Ref [108], summarizes all the Simulink library
blocks that can be used to formulate properties.
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Figure 46: Simulink temporal operator blocks, proof assumptions, assertion and Implies verification
blocks.

5.3 Specifying monitoring properties using Event Calculus
We express the safety and security properties to be monitored using the Event Calculus formal language
and implement the properties using Simulink blocks. This process is explained in this section.
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Expressing natural language in Event Calculus and translating it into Simulink Blocks
Requirements expressed in a natural language can be ambiguous and can have uncertainties. Therefore, it
is helpful to derive runtime monitoring properties from requirements that are expressed in a formal
language, which are typically free of ambiguities. Event Calculus provides a logical framework to express
natural language requirements, in a formal way. Additionally, it is well-suited to describe CPS events and
their temporal properties. Thus, Event Calculus is a formal method that provides a convenient way to
translate natural language conditions to formal checking conditions. It should be noted that Event
Calculus is not a necessary intermediate step, but is helpful in translating expressions in a natural
language to Simulink blocks in an unambiguous way. We provide an example below.

Consider a heater where we observe that the heating element is turned on and there is a delay of 60
seconds due to various factors such as thermal inertia, sensor response, etc. before the temperature sensor
records an increase in temperature. Thus, the property of the system in natural language is “If the Heater
is turned on at time T sec, Temperature should increase at time T+60 sec”.
In Event Calculus, this condition is expressed as an event “heater turns on” causing the fluent
“temperature increases” to hold true after a time delay, of 60 seconds. Such a condition is expressed as:
when the event “𝐻𝑒𝑎𝑡𝑒𝑟_𝑇𝑢𝑟𝑛𝑂𝑛” happens at T=0, it implies that a fluent “𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒_Increase”
holds true after 60 seconds.
Happens (𝐻𝑒𝑎𝑡𝑒𝑟_𝑇𝑢𝑟𝑛𝑂𝑛, T=0)  HoldsAt (𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒_Increase, T=T+60)

(1)

Figure 47 implements the property using Simulink blocks. Here we use the Extender, Detect Increase and
Implies blocks to model the property. When an event HeaterOn occurs, the Simulink extender block
introduces a fixed delay of 60 seconds at which time the Implies block verifies if the condition
“𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒_Increases” is true. The increase in temperature is determined by the Detect Increase
block in Simulink library as shown in Figure 47.
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Figure 47: Implementation of the property “If the Heater is turned on at time T sec, Temperature should
increase at time T+60 sec” using Simulink blocks.

In a similar manner, all event calculus monitoring conditions discussed in the subsection 5.4.2 are
implemented using Simulink library blocks.

5.4 Example CPS: Anti-lock Braking System (ABS)
We use a Simulink model of an Anti-lock Braking System (ABS) from MathWorks examples as a target
CPS to demonstrate multilevel monitoring framework [109]. The ABS system is summarized in the
Figure 48. ABS is a safety critical unit in a car that helps prevent the locking of brakes thereby preventing
an uncontrollable skid. The slip in a car is calculated based on the wheel rotation speed and actual vehicle
speed measured by sensors in the plant (modeled by the vehicle dynamics in the Simulink ABS example).
This slip value is communicated to the ABS controller through the CAN bus. The ABS controller
compares the measured slip to a pre-set threshold slip (chosen so that the slip is below this threshold,
which is acceptable for the safe operation of the car) and determines if the brake has to be on or off. The
brake state (on/off) output, determined by the ABS controller, is communicated back to the plant through
the CAN bus. Some important considerations while designing the monitoring framework are discussed in
sub-sections 5.4.1 and 5.4.2.

5.4.1 Rationale for monitor placement in the ABS
Considering the heterogeneous nature of CPS and the attacks that can occur at various levels, we consider
three monitors (Figure 48) to detect attacks/faults: Functional monitor M1 at the ABS controller and slip
calculation unit, Data monitor M2 at the wheel speed sensor, vehicle speed sensor and brake actuator and
Network Monitor M3 at the CAN bus. The rationale for the choice of monitors and their placement are as
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follows: The data from sensors of dynamic quantities such as vehicle speed or wheel speed can be
attacked or corrupted, hence a data monitor (M2) is needed there. At the ABS controller and slip
calculator modules, there are various faults that can compromise the functionality of the
controller/computational element, hence a functional monitor (M1) is necessary. Finally, by injecting
spurious traffic into the CAN bus, genuine data being transmitted between the ABS controller and the
plant can be delayed or even distorted. Therefore, it is necessary to have a network monitor (M3). ABS
functionality can be monitored even from the information in the CAN bus. Although, functional
monitoring on the CAN bus can offer effective bolt-on solution to existing CPS, it is important to note
that the CAN bus has limited observability, all data and functionality we want to monitor may not be
available of the CAN bus.

Figure 48: Anti-lock Braking System showing (a) Functional Monitor M1 at the computational units (b)
Data monitor M2 at the hardware sensor /actuators level (c) Network monitor M3 at the CAN bus
network level.

5.4.2 Monitoring properties for ABS controller expressed using Event
Calculus
All properties were derived from system level requirements for the specific ABS application. In chapter 3,
we introduced the basic formalisms of event calculus. In this example, we use the Happens and HoldsAt
predicates to specify properties of the ABS system. The semantics of these two predicates are as follows:
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Happens (α, t) means that an action or an event α happens at time t.
HoldsAt (f, t) means that the fluent f holds at time t.

Property 1 verified by Functional Monitor M1: If the calculated Slip is greater than a permissible
threshold of Slipsafe at time T, then the brake should be off at time T. Here Slip is the event and state of the
Brakeoff is the fluent.
Happens(𝑆𝑙𝑖𝑝, T) (𝑆𝑙𝑖𝑝 > 𝑆𝑙𝑖𝑝𝑠𝑎𝑓𝑒 )  HoldsAt(𝐵𝑟𝑎𝑘𝑒𝑜𝑓𝑓 , 𝑇)

(1)

Property 2 verified by Data Monitor M2 : If there is an event on wheel speed WheelSpeed_A at time Ta
and another event on wheel speed WheelSpeed_B at time Tb where Tb=Ta+Td, then the rate of change of
(𝑊ℎ𝑒𝑒𝑙𝑆𝑝𝑒𝑒𝑑𝐵 −𝑊ℎ𝑒𝑒𝑙𝑆𝑝𝑒𝑒𝑑𝐴 )

wheel speed Rw =

𝑇𝑑

should be less than Rw_safe (rate of change of wheel speed

for safe operation).
Here Td is time elapsed between successive wheel speed measurements. 𝑊ℎ𝑒𝑒𝑙𝑆𝑝𝑒𝑒𝑑_𝐴 and
𝑊ℎ𝑒𝑒𝑙𝑆𝑝𝑒𝑒𝑑_𝐵 are the events and the rate of change of wheel speed being less than the permissible rate
of change of wheel speed is the fluent:
Happens(𝑊ℎ𝑒𝑒𝑙𝑆𝑝𝑒𝑒𝑑𝐴 , Ta)  Happens(𝑊ℎ𝑒𝑒𝑙𝑆𝑝𝑒𝑒d𝐵 , Tb) (Tb = Ta + Td)
 HoldsAt (Rw < 𝑅𝑤_𝑠𝑎𝑓𝑒, Tb)

(2)

Property3 verified by Network Monitor M3: If there is a packet arrival in the CAN bus (PacketA) at
time Ta and another packet arrival (PacketB) at time Tb then the rate of packet arrival Tp = Tb-Ta should be
less than Tsafe which is the delay in the CAN bus when there is normal traffic for all time T. Here Tp is
time elapsed between successive packet arrivals. Arrival of PacketA and PacketB are the events and rate of
packet arrival Tp is the fluent:
Happens(𝑃𝑎𝑐𝑘𝑒t𝐴 , Ta)  Happens(𝑃𝑎𝑐𝑘𝑒𝑡𝐵 , Tb)
 HoldsAt (Tp < 𝑇𝑠𝑎𝑓𝑒, Tb)

(3)

The Event Calculus formalisms above combined with Simulink modeling allows designers/modelers to
precisely capture monitoring properties.
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5.5 Evaluation of Multilevel Monitors
The ABS controller, sensors and the CAN bus were injected with attacks/faults and the efficacy of the
monitors in detecting these attacks/faults were evaluated. We used the data injection toolbox in [110] to
inject sensor attacks on the model. We have performed fault injection by inserting fault saboteurs in the
model, at various points in the system as explained in [91]. The fault saboteurs that we have used in this
dissertation was from Ref [91].

Saboteurs are fault injection components inserted in VHDL designs. We have used the fault saboteurs on
the Simulink model in the manner discussed in [91]. Fault saboteurs alter the value and timing behavior
of the system when a fault is injected. The fault saboteur remains inactive during other times, when the
system is under normal operating conditions. The yellow blocks in Figure 49 are the saboteurs inserted in
the ABS controller. The fault injection control signals help characterizes the fault saboteurs i.e. define the
type of fault to be injected, duration of the fault etc. TransientFaultActivation, FaultType, FaultDuration,
BitNum and FaultLocation are the control signals of the fault injector block as seen in Figure 49. The
control signals are described below:
•

TransientFaultActivation – This control signal sets the time at which the fault becomes active.

•

FaultType – This control signal sets the type of fault to inject, the faults can be transient faults, stuck
at “1” / stuck at “0” faults or stuck open faults. A numeric value corresponding to the fault type we
wish to injected is set.

•

FaultDuration – This control signal sets the duration of fault i.e. how long we want the fault to be
active. This is applicable to transient faults.

•

BitNum – This control signal selects the number of bits and bit number we want to be faulted in a
signal. For example, if we intend to have a single bit flip at bit location 30 of a 32 bit number, then we
set BitNum (30) = 1 and set the rest of the numbers to zero.

•

FaultLocation – Each fault saboteur that is inserted is assigned a unique ID. This control signal
indicates the location of fault that we want to simulate.

Excessive information packets of higher priority from a malicious node flooding the CAN bus emulated a
“Denial of Service” attack. The monitoring conditions were modeled using Simulink assertion
verification blocks. We discuss below some examples to demonstrate that (1) there are attacks/fault
scenarios that can only be detected if there are localized monitors at each level (data, functional, network)
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(2) Some attacks/faults may be detected by a monitor at another level (other than the level of its origin),
but monitors are nevertheless needed at each level to locate the origin of the attack/fault in such scenarios.

Table 1 summarizes some of the attacks/faults that were injected in the CPS to demonstrate the need for a
multilevel monitoring framework.

Figure 49: Fault Saboteurs injected in the ABS.

Table 1: Attacks/faults injected on the CPS.
No.
1.

Attack/Fault
Stuck-at 0 fault

Attack location
ABS controller

Monitors that detect
M1 only

2.
3.

Denial of service attack
Sensor measurement
injection attack

CAN bus
wheel speed sensor

M3 only
Attack-1: M2 only
Attack-2: M1 and M2

Case-1. Attacks/faults needing localized monitors at each level:
Consider the Figure 50 where the slip, vehicle speed and wheel rotation speed are plotted as a function of
time without the attacks/faults mentioned in
Table 1.
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When there is no attack/fault, the ABS is able to ensure that the vehicle speed slows down to under 15
m/s at 12 seconds by appropriately releasing the brake whenever the slip exceeds a threshold. In many
cases, where there is an attack/fault as shown in Figure 52, Figure 54 and Figure 56, the vehicle speed is
~20m/s or higher in 12 seconds (thus rendering the braking ineffective). The ABS controller decides
whether the brake should be on/off depending on the slip. When the slip is greater than 0.25 (a threshold
value) the brake should be off and when the slip is less than 0.25, the brake should be on.

Figure 50: (a) Wheel Speed (b) vehicle speed (c) slip (d) monitor state: when there is no attack/fault on
the CPS.

We first consider a fault on the ABS controller which can be critical for the system safety. A “stuck-at
zero” fault was injected on the slip at about t=5 seconds and hence the controller never turns the brake off
and is always on. Therefore, the property, “the brake is turned off when the slip (“s”) is greater than 0.25”
is violated. This property (Property 1, eq. 1 in Section 5.4.2) modeled using Simulink blocks is shown in
Figure 51.
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Figure 51: Property 1 modeled in Simulink, verified by the Functional Monitor M1.

It can be seen in Figure 52 that around t=6 seconds, the true slip communicated to the controller exceeds
0.25 and the functional monitor (M1) expects the brake to turn off. However, due to the fault (slip seen by
the controller is zero) the controller still keeps the brake on. Hence, the property is violated and fault is
detected by the ABS functional monitor. However, since this does not affect the signal transmission
through the CAN bus or other sensor properties, the monitors at the network and data levels are unable to
detect this. Hence, one specifically needs a functional monitor here to detect the fault.

Figure 52: For a stuck at 0 fault on the ABS controller, (a) correct slip calculated (b) slip as seen by the
ABS controller due to the fault at its input (c) the brake state which is always “on” as even though the true
slip exceeds 0.25, the ABS only sees the slip=0 (d) vehicle speed that is affected by the ABS not correctly
functioning (e) the ABS expects the brake to go “off” when slip exceeds 0.25, and thus detects a fault (f)
other monitors do not detect this fault.
121

Likewise, the CAN bus is prone to number of attacks: packet insertion, packet erasure, packet payload
modification, to name a few [111]. These lead to Denial of Service (DoS) attack that changes the packet
frequency on the CAN bus. Time interval between CAN packets is usually periodic and has a fixed delay.
A malicious node can change the time interval between successive packets by injecting extra packets
causing delay in the bus. Property 3 (eq. 3 in Section 5.4.2) is modeled using Simulink blocks is shown in
Figure 53. In Figure 53, CAN node with ID =7 is the silent node on the monitor end, that listens to all
CAN bus messages.

Figure 53: Property 3 modeled in Simulink, verified by the Network Monitor M3.

An attack on the CAN packet frequency was performed by introducing a malicious node that delays the
communication to and from the ABS controller. This was not detected by either the functional monitor
(M1) at the ABS or the data monitor (M2). The fixed delay for normal traffic was identified and the
network monitor (M3) verifies at runtime that the time interval between subsequent packets is within
bounds. When the time interval exceeds the normal levels the monitor M3 indicated an attack on the
network as shown in Figure 54. When the system has no faults/attacks, the ABS controller receives the
slip value, approximately every 0.006 seconds through the CAN bus. However, when there is more than a
certain level of network traffic due packet injection by a malicious node, the delay in the CAN bus
increases, which is detected by the monitor as shown. Flooding the CAN bus with many packets can lead
to huge delay as seen in Figure 54 (b) between 11th and 12th second. This affects the braking and the
vehicle speed. The vehicle speed was 30m/s instead of 15 m/s during normal conditions with no
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fault/attack. While we used this approach as a proof of concept, there are alternate ways of monitoring the
bus traffic discussed in [111].

Figure 54: Bus traffic delay detected by Network monitor For a DoS attack, (a) vehicle speed that is
affected due to delay in CAN bus (b) delay in CAN bus is greater than 0.006 seconds (c) Network
monitor detects the attack (d) all other monitors do not detect the attack.

Next, Property 2 (eq. 2 in Section 5.4.2) that checks if the condition “the absolute value of the rate of
change of wheel speed in below a certain threshold” was modeled in Simulink as shown in Figure 55.

Figure 55: Property 2 modeled in Simulink, verified by the Data Monitor M2.

A sensor attack, “attack-1” on the wheel speed sensor that is detected by the data monitor (M2) is showed
in Figure 56. It monitored the safety property “the absolute value of the rate of change of wheel speed
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should not be greater than Tw rad/sec” where Tw is a threshold rate of change of wheel speed for safe
operation. However, none of the other monitors were able to detect this attack.

Hence, in all the above cases multilevel monitors are needed as faults/attacks at one level cannot be
detected by monitors at the other levels as demonstrated by the above examples. Hence, we show that
having monitors at multiple levels are beneficial (and sometimes required) to detect attacks/faults that
span multiple levels and systems.

Figure 56: For an attack on wheel speed sensor, (a) Wheel speed when there is no attack/fault (b) wheel
speed with an attack (c) vehicle speed affected by attack on the wheel speed sensor (d) Data monitor for
wheel speed detects the attack(e) other monitors do not detect this attack.

Case-2. Attacks/faults detected at more than one level but still needing multiple levels to find to
location of the attack:

When there is sensor measurement attack (discussed earlier) of a much higher magnitude (attack-2), it
could cause the rate of wheel speed to change so drastically that it briefly affects the functional relation
between the slip and break state monitored by M1. Hence it is detected by the functional monitor in
addition to the wheel speed data monitor as shown in Figure 57. Note that this example has less number
of disruptions to the wheel speed and does not significantly change the eventual vehicle speed reached at
12 seconds. However, it is still important to detect any attacks on the CPS.
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We argue both of these monitors are probably needed, as even though the functional monitor detects this
data attack, we cannot be sure where the attack/fault originated if we only had one functional monitor. We
would use the fact that both the wheel speed data monitor and functional monitor detected this attack to
pinpoint it was at the wheel speed sensor; while if only the functional monitor had detected the attack (not
the data monitor) we would probably conclude the attack was on the ABS controller.

Figure 57: Attack detected by multiple monitors (a) Wheel speed when there is sensor attack (b) vehicle
speed not affected significantly by attack on the wheel speed sensor (c) Data monitor for wheel speed
detects the attack (d) functional monitor detects this attack.

Another issue to be considered is whether the ABS functionality (M1) and sensor data (M2) can be
monitored from the information in the CAN bus. One issue is the CAN bus has limited observability as all
data and functionality we want to monitor may not be available of the CAN bus. The other issue is as
follows: Suppose the slip and brake state, are available on the CAN bus, we could have implemented the
same ABS functional monitor on the slip and Brake ON/OFF state from information in the CAN bus (not
shown here) rather than locally as we did earlier. While such a monitor would have detected a fault in the
ABS controller action, it would have also been affected by excessive network traffic. So, this monitor
alone would not be able to specifically pin point the origin of the attack.
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5.6 Discussion: Monitor Organization Patterns
While multilevel monitoring has been shown to be beneficial and required for some attacks and faults in
the above example, that in itself is not satisfactory for helping make decisions on how to organize the
monitors so that they form a stronger defense against such faults and attacks. Model based design allowed
us to justify placement of the monitors, what to monitor, and evaluate the monitors with respect to
attacks/faults. From the above results, we can reason how monitors can be organized to support stronger
checking. Accordingly, we use classification schemes first postulated by [10] for certain types of monitor
configurations with respect to the above example. Elks [10] postulated that monitors can be organized
within a system context into four elemental types: parallel, sequential, associative, and complementary.
These are explained in detail in [10] but briefly discussed here in the context of organization of multilevel
monitors as shown in Figure 58.

Figure 58: Parallel, Sequential, Associative and Complementary monitor organization postulated by Elks
(Figure source [10] with modifications).
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Parallel Organization: As shown in Figure 58 (a), such organization of monitors check properties in
parallel and independent of each other. This provides coverage of checking property violations with
respect to the CPS as each monitor verifies different aspects of the CPS architecture [10].

Sequential Organization: As shown in Figure 58 (b), in this configuration M2 receives input from the
system being monitored as well the decision of M1 and is therefore conditioned on M1’s decisions. M1 is
like pre-condition check for M2’s properties. Thus, M2 has the benefit of seeing the decision of M1 and
together they can check properties in stronger manner than M1 and M2 acting independently.

Associative Organization:

As shown in Figure 58 (c), M3 relates inputs from M1 and M2 that make

their decisions independent of each other. Associative organization is a special form on sequential
patterns. This also allows stronger or extended checking of properties as it can accommodate the decision
of both monitors.

Complementary Organization: As shown in Figure 58 (d), both monitors M1 and M2 exchange
information about each other’s decision as well receiving the input from the systems they are
independently monitoring. This allows them to consult with each other and reach an agreement on the
monitoring decision. This type of monitoring is evident in distributed protocols like byzantine agreement
algorithms.

In the ABS study, the monitors at the sensor, communication and functional levels detect faults/attacks as
follows:
1. CAN Bus (network level) monitor (MN): Only detects faults/attacks at the network level.
2. Data monitor (MD): Only detects faults/attacks at the sensor level.
3. Functional monitor (MF): Detects faults/attacks at the sensor level and functional level.
Hence, if the network monitor indicates a property is violated (MN =0) we can be sure there is an attack at
the network level; likewise, for a property violated at the sensor level (MD =0). However, if the functional
monitor indicates a property is violated (MF =0), we cannot determine if the source of the fault/attack is at
the sensor or the functional level unless we also consult the monitor at the sensor level. By considering
the sensor level monitor in conjunction with the functional monitor, and assuming the fault/attack occurs
at only one level at a given time (probability of it occurring simultaneously at more than one level is very
small) we can conclude the following as described below. Note that when monitor M = ‘0’, it means that
the property is violated and M=’1’ means that the property is satisfied.
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a. If MF = 0, MD =0; fault/attack is at the sensor level
b. If MF = 0, MD=1; fault/attack is at the functional level
Also, to have complete set of conditions, we add:
c. MF = 1, MD =0; fault/attack is at the sensor level
d. MF = 1, MD=1; no fault/attack at either sensor or functional level
Hence, sensor and functional monitors should have an associative relationship to locate and isolate the
source of these faults/attacks in the example of the ABS controller in this chapter.

Note that there may be other properties, faults/attacks in the same ABS system or in other more complex
CPS that merit a different organization for example parallel, serial or complementary. Also, if we use an
associative configuration for this CPS, that does not infer all of our multilevel monitoring organizations
will be associative, it just means that for this CPS, there is at least one associative monitor organization.

While these findings are preliminary, they suggest the use of a different approach to distributed runtime
monitoring than is currently practiced. With most distributed runtime monitoring schemes, the monitor
organization or collaboration scheme is established early in the design process and it is therefore statically
fixed in the architecture. Our results suggest that an iterative data driven approach may be an alternative
approach. In the above ABS example, we started out with a parallel composition (all monitors operating
independently). After fault injection campaigns, we evaluated the error propagation patterns and found
that fault isolation or identification was not possible for some faults/attacks under the initial parallel
monitor composition. However, these faults could be detected by a different monitor organization – the
associative organization pattern. These results suggest at least three things:

1. Multilevel Monitor organization is dependent on fault/attack patterns that can manifest in the
CPS. Without some form of assessment (e.g. fault/attack injection), initial monitor organization
design may be insufficient in detecting complex fault/attack scenarios.
2. The critical CPS properties embodied in monitors have influence on the monitor organization.
3. Monitor organizations for critical CPSs should be guided by empirical methods early in the
design process before the monitor organization is set into the architecture.

In short, the key difference with our runtime monitor design framework to other runtime monitor design
frameworks is that ours is a model and data driven approach. That is, the critical CPS properties, their
relationships to each other and empirical fault/attack simulations guide the monitor organization design.
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Model based design and assessment methods worked particularly well in the evaluation of the monitors in
this phase of the research. As one can imagine, if you had to build a physical prototype of the monitors,
integrate them into the CPS, and then instrument the system for fault injection it would be very time
consuming and costly to establish similar conclusions that we reached with model-based design methods.
In this particular case, the evaluation results would not have been favorable with respect to the initial
monitor organization in the physical prototype approach. Such findings would have pointed to a potential
redesign, which would have been very costly at late stage system development.

In the context of multilevel monitor design, we provide confirmatory evidence that model-based
engineering methods is particularly useful for evaluating; (1) assumptions on monitor design and fault
detection, and (2) monitor organization patterns. By confirmatory, we mean our results fall in line with
the boarder evidence that model-based design and engineering methods facilitate finding design
deficiencies earlier in the design process.

Finally, we ponder on the farther inferences for future research. First, the results in this chapter
preliminarily suggest that multiple monitor organization patterns may be a necessary condition for
detecting complex fault and attack patterns in a CPS of the type found in the reference architecture.
Intuitively, this makes sense as a CPS like an Automatic Braking System has tight interactions between
the various sub-systems and the monitoring properties reflect this tight integration. As example, fault
tolerant architectures that are required to detect and tolerate byzantine faults (e.g. lying faults). It has been
shown that such a collaborative fault detection scheme is a necessary condition [112] [113]. However,
proving multiple monitor organization patterns is a necessary condition for more general classes of CPSs
is a challenging research endeavor – beyond the scope of this dissertation.

While our formalism uses such associate (and potentially other) relationship between multilevel monitors,
the HECAD formalism [62] follows a hierarchical monitor organization. In HECAD, the monitor in
higher level of hierarchy communicates with the monitor in the lower level of hierarchy to detect any
abnormal behavior of the system. In other words, it is statically designed to follow sequential
organization.
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5.7 Summary
In this chapter, we have developed and implemented a multilevel monitoring framework and
demonstrated the need for monitors at multiple levels to detect various attacks/faults for an ABS
controller CPS. The results and broader implications of the research suggest that a model based and data
driven approach to multi-level monitoring enables the identification of monitor organization patterns that
are required for detecting complex faults/attacks. Without such early monitor organization identifications,
we may be susceptible to gaps in protection of fault and attacks. We showed that existing MBE tools
(Simulink) are effective and beneficial at modeling, designing, and assessing such monitoring
architectures and integrate safety and security considerations early in the design process. We
demonstrated the need for organized multilevel monitors for comprehensive detection and isolation of
attacks by performing data attack and fault injection on an Anti-lock Braking System (ABS) Simulink
CPS model. In the next chapter we will explore how such a multilevel monitoring framework can be
implemented in hardware.
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Chapter 6
ARM Processor Debug and Trace Capability to Assist
Multilevel Runtime Monitoring
6.1 Introduction and Purpose
The previous chapters have provided a foundation of “what” and “where” to monitor in CPSs, but the
remaining question to answer is “how”. The key prerequisite for runtime verification is the observability
of the streams (e.g. during system operation) at time intervals of interest. Naively, this is often attained by
software instrumentation1 with its known limitations, namely being overly intrusive to program execution.
An ideal monitor should be minimally intrusive to the System Under Observation (SUO) and should not
impose any restrictions to the running program. The monitor should be space efficient and time efficient,
meaning, it should not need to store large data and should be able to provide a timely decision on the
behavior of a system. To that end, we began investigating the possibility and extent of using processor
debug and trace capabilities found on many modern processor families to support runtime verification.

Many current processors have debug and trace capability, such as ARM Coresight [115] in ARM
architecture and Intel Processor Trace [116] in Intel CPU, which assist us in software instrumentation
with minimal intrusion. The debug features help us set both hardware and software breakpoints,
watchpoints, examine internal registers and modify them when the system is running. A developer can
control the execution behavior while debugging a code. Although traditional debug features are intrusive,
ARM provides non-intrusive debug capability. Trace is streams of real-time information of instructions
and data transfer provided non-intrusively by the processor. Ideally, this embedded trace feature can
immensely help gather system information to make safety and security assessments at runtime. The
purposes of this chapter is to help characterize and understand the complex technology of Trace
debugging, and provide insights to the runtime verification community that can help guide analysis of
these technology options. In this chapter, we explain briefly various ARM processor families and the
ARM Coresight debug and trace capability. We discuss the difference between software and hardware
traces, and the benefits of using embedded hardware traces for runtime monitoring. Furthermore, we
1

The process of extracting/recording the trace is referred to as instrumentation [114].
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present some of the challenges in using these features, and characterize the options and tradeoffs that arise
from the technologies.

6.2 ARM Processor Family
The ARM processor family is very representative of the types of processors you would typically find in a
safety and security critical CPS. ARM family holdings are one of the leading companies in the world of
embedded processors. For this reason, we choose to use ARM processors for our investigation.

The challenge associated with extracting information from a processor that is being monitored is the
bandwidth or rate at which information can be extracted from such a processor. A technique called semihosting [117] can be used on a wide range of processors where at each step the processor has to halt its
execution and output information to be monitored to one of the output pins. Semi-hosting slows down the
processor as it stops executing the program/instructions while it outputs data by “moving” information
from, for example, a register or memory to the output pins and then restarts executing the program.
Secondly, it also greatly limits the information that can be output. ARM debug and trace capability helps
in non-intrusive extraction of embedded trace for monitoring. We provide a brief discussion of the ARM
processor family below.

The ARM processor family were named ARMv1, ARMv2 and so on to the current ARM v8 processors.
After ARM v5, the processors were named based on the market that they were targeted towards. ARM
designed a variety of processors (Cortex processors) with varying performance and power levels to cater
to a wider market from mobile computing to defense, aerospace applications etc. ARM v6 had Cortex M
microcontrollers and from ARM v7, they were broadly classified as Cortex A, Cortex M and Cortex R.
Cortex A, Cortex M and Cortex R are the most important classifications of ARM processors based on its
performance and computational capabilities. They are briefly described below.
Cortex A (Application) – Cortex A are high performance ARM processors which can run operating
systems such as Linux, Android or Windows. They are used in applications such as smart phones, tablet
computers etc. They are also used in functional safety applications in autonomous vehicles [118] [119].
Cortex A can deliver up to 2GHz frequency in advanced process nodes [114].
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Cortex R (Real-time) – Cortex R are used for applications with high performance real-time requirements.
They are used in networking equipment, automotive systems used for braking, airbags etc. Cortex R has
an interrupt system that has low latency [119] .
Cortex M (Microcontrollers) – Cortex M are small and power efficient devices. They are embedded
microcontrollers and do not have a Memory Management Unit (MMU) which makes it impossible to
install standard OS on a Cortex M. They are mainly used in IOT devices, industrial control applications
etc. [120]. Additionally, Cortex M are also used in sensor data processing, body electronics and other
embedded applications in automobiles.

A trace is a sequence of instructions or streams of data and program states extracted by the processor for
debugging or monitoring. Trace capability can differ in each of the ARM processor cores. In other words,
a Cortex M can have a trace module called ETM and a cortex A may have a trace module called PTM.
This difference makes monitoring heterogeneous processors particularly challenging. For example, there
can be a multi-core application where there is a Cortex M with ETM module and Cortex A with PTM
module with different kinds of traces that we may want to monitor at runtime.

The Trace capability is an important feature in the Arm processors (Cortex A, M and R) where
information can be extracted for monitoring. Trace analysis can help detect difficult issues in a program
as listed in Ref [121]:
1) Illegal pointers, instructions and misaligned data writes.
2) Code overwrites: This includes incorrect writes to Flash, peripheral registers (SFRs) and corrupted
stacks.
3) Data that is out of bounds, for example uninitialized variables and arrays.
4) Stack overflows.
5) Runaway programs and incorrect control flow.
6) Communication protocol and timing issues.
7) Spending excessive time in certain functions than required.

The Coresight components that source trace data, collect trace data and the configuration signals that
assist in collection of trace non-intrusively are discussed in the next section.
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6.3 ARM Coresight Architecture Components
ARM processor produces different kinds of traces that reflect the operation and performance of the
program. They can be instruction traces, data traces, traces that indicate memory read/writes, events
counting, instrumented data, etc. Figure 59 gives an overview of the Coresight components. They can be
broadly classified into ARM trace infrastructure and ARM debug infrastructure which are discussed in the
next section.

Figure 59: ARM Coresight Architecture.

6.3.1 ARM Trace Infrastructure
The ARM trace infrastructure consists of trace source, sink and link components. We discuss the
coresight trace sources below:

a. Coresight Trace Source Components

Instrumentation Trace Macrocell (ITM), System Trace Macrocell (STM), Data Watchpoint and Trace
(DWT), Embedded Trace Macrocell (ETM), Program Trace Macrocell (PTM) and Embedded Logic
Analyzer (ELA) are the main trace sources in ARM processors [122]. These trace source modules may
not be present in all cortex processor families and their availability differs with the Cortex core and the
vendor implementation. For example, the ITM hardware trace is available only in Cortex M processors,
Armv8 designs have an ETM, whereas most of the Armv7 designs have a PTM [122].
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Further, the ETM/PTM modules have different versions, which have evolved over time starting from
ETMv1, ETMv2, ETMv3, PTMv1 and ETMv4. The characteristics of each of these versions may have
slight differences, for example ETMv3 provides tracing each instruction whereas ETMv4 provides
instruction trace, only for branch executions.

The coresight source modules are discussed below.

Instrumentation Trace Macrocell (ITM) - The ITM module is an application driven trace source in ARM
that supports software trace through Printf style debugging and provides diagnostic system information
based on application events[123]. Due to limited observability of data in a program, instrumentation may
be necessary to extract traces to verify a correctness property. ITM provides traces of internal variables
that can be used to access system behavior. They are mainly used for Printf style debugging, to obtain
application driven traces and diagnostic information about the system [123]. Although ITM can print
trace data similar to how one would use a Printf function in C programming to send data over a serial bus,
it is very sophisticated compared to the serial UART protocol. It takes a few clock cycles to write trace
data to the memory mapped registers, which is less than 0.1 microsecond for a processor with ~100 MHz
clock. Compared to this, other debugging methods take several milli seconds.

ITM trace can be classified into software, hardware and timestamp information which are explained
below. The software trace has the highest priority, followed by hardware trace and timestamp data. ITM
arbitrates between these trace packets based on their priority level, if they are generated at the same time
[123].

i.

Software Instrumentation Trace - The ITM unit has 32 stimulus channels (32-bit memory
mapped addresses from Port 0 to Port 31) for transmitting the trace. Data can be written into these
memory mapped ITM registers to generate trace packets [120]. ITM is minimally intrusive to the
program, taking very few clock cycles (100’s of nanoseconds) to emit custom trace data. The
software instrumented trace in ITM can be used to perform Printf style debugging and the ITM
data is output to the external pins either through the Serial Wire Output (SWO) or the Trace Port
Interface Unit (TPIU) pins. These external interface pins are discussed in the Trace Interfaces
section.

ii.

Hardware Instrumentation Trace – ITM can output profiling information generated by the
Cortex hardware such as exception traces, event counts, etc. [124]. ITM works with another
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Cortex module, Data Watchpoint and Trace (DWT) to output these trace packets in an ITM/DWT
trace stream. DWT provides a low bandwidth focused data trace using comparators to detect
memory accesses and then generate trace packets with information about memory accesses. This
is discussed further in the section on DWT. DWT also provides timestamping to the ITM trace.

The ITM hardware trace packet has 1-byte Header and 0-4 bytes of Payload [124]. ITM transmits
additional synchronization and overflow packets along with the system information that is being
extracted in certain scenarios. Synchronization packets are forty-seven ‘0’s followed by one ‘1’
and is emitted during bit to byte alignment during trace transmission. An overflow packet (a
number ‘70’) is generated when an trace data is written to the stimulus registers but the FIFO is
full [124].

iii.

Timestamping - Trace packet generated by ITM can be associated with a timestamp. ITM has a
21-bit counter to provide timestamping which are relative to the trace packets. The ITM
timestamp counter is clocked by the core clock of the Cortex processor or the bit rate clock of the
trace interface (e.g. Serial Wire Viewer interface, explained later the chapter) [124]. The time
stamping can also be generated by a Global timestamp generator. For example, Cortex M4
processor has a 48-bit counter that can be used to generate timestamps [125, p. 4].

System Trace Macrocell (STM) – STM provides non-intrusive, time stamped software instrumentation
and system trace [126]. They were designed for high performance Cortex A processors and are not
present in Cortex M cores. Both ITM and STM provide instrumentation traces. But there are key
differences between them in their performance, system awareness etc. as discussed in [126]. A few of
them are listed below:

i.

STMs were designed specifically for high-speed multicore microprocessor-based systems,
whereas, ITMs, were designed for low speed microcontroller trace.

ii.

STM has a dedicated Advanced Peripheral Bus (APB) for the incoming data from multiple
sources (software, hardware and timestamp). This data is buffered to prevent incoming data from
being lost. Furthermore, STM is capable of signal back pressure to resist incoming data to avoid
overflow. ITM on the other hand, has a single APB bus and cannot signal back pressure. When
the ITM buffer is full, the incoming trace data is lost.
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iii.

STM has system awareness, meaning the trace data can be associated with the system state.
System state can indicate that the system is in a low-power state, give a memory transaction Error
Correction Code (ECC) flag etc. This information would be useful to understand the system state
when a trace is generated. ITM does not have this feature.

Data Watchpoint and Trace (DWT) – DWT generates debug events for ITM such as data exception
tracing, PC sampling etc.[127]. Timestamps and CPU cycles are emitted by the DWT relative to the
packets. It has a 32-bit free running counter that counts CPU clock cycles. The DWT registers are
configured to (a) enable the debug events such as PC counter, exceptions etc. (b) provide cycle counter
for PC sampling (c) configure preset value which determines the sampling rate of the PC etc. [124].
DWT can be used to generate trace for the following events:

i.

Program Counter (PC) sampling – The program counter can be sampled periodically to
perform a coarse grain control flow analysis. It is not possible to sample every instruction using
this method due to the high speed of the processors and limited speed for reading the trace. The
debug adapter or a trace sink component reading the PC samples may not be able to keep up with
the sampling rate, resulting in loss of packets. Furthermore, when interrupt requests are enabled
in the processor, the PC sampling may provide the samples of the interrupt service routine which
could be an issue when there are multiple threads in a program [124]. ITM/DWT register has a
Prescalar value to select the sampling rate of the PC. The fastest PC sampling rate is every 64 th
clock [124].

ii.

Data read and write cycles – Data read and written to/from a memory address can be traced by
this feature. The PC address of the instruction that resulted in the read/write operation, the data
that was read/written, the memory address where data was read/written can be traced.

iii.

Variable and peripheral values – When a read or write occurs on a peripheral address by a
global or static variable, we can generate real-time trace of the peripheral register values [121].

iv.

Event counters – Time spent by the processor executing a particular function in a program can
be obtained by this feature. The time spent will be obtained in terms of cycle counts. An event is
generated every time the counter increments. The events that can be traced with the event counter
as discussed in [121] are below.
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o

Number of CPU clock cycles (32-bit counter) - Used to track the number of clock cycles
spent in a function or a piece of code.

o

Number of folded instructions count (8-bit counter).

o

Number of instruction cycles (8-bit counter).

o

Number of cycles processor is sleeping (8-bit counter).

o

Number of cycles spent in interrupts (8-bit counter).

o

Number of cycles spent in load/store operations.

Exception entry and return – This creates an event when an exception is entered and while

v.

leaving an exception. A number is associated with each type of exception in the ARM processor
that can also be traced. For example, a non-maskable interrupt exception is exception number 2,
memory protection errors is exception number 4, and so on for a Cortex M3 processor [128].

Program Trace Macrocell (PTM) - PTM is a trace module in the Arm Cortex architecture which
provides high speed instruction traces. It is non-intrusive, meaning it can provide traces of all the
instructions executed without interfering with the working of the system. Since, PTM can capture traces
at processor clock speed, we need special debug and trace probes to analyze the PTM information without
loss of packets. PTM instruction trace is generated when there is a change in control flow in the program
execution. Instructions that cause a change in control flow are called the waypoints. Waypoints can be
caused by indirect branches, conditional and unconditional direct branches or exceptions such as
interrupts, system reset, etc. Examples of an indirect branch that causes change in control flow as
discussed in [129] are:
●

Load instructions with PC as the destination address.

●

Data operations such as MOV and ADD instructions that have PC as the destination address.

●

Branch instructions that move register values to PC.

PTM data are highly compressed and sent as packets comprising of a header and a payload as per the
Program Flow Trace (PFT) protocol. In the PFT protocol, the header is 1 byte while zero or more bytes
are allocated for the payload. A header indicates the type of trace generated, for example, branch packets,
synchronization information. etc. The PTM packet header for an instruction trace emits a sequence of
Atoms that indicate the execution of instructions. The Atoms are of three types [130]:
1. E Atom – This indicates that the branch instruction was Executed, and the instruction passed the
conditional code.
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2. N Atom – This indicates that the branch instruction was Not taken, and the instruction failed the
conditional code.
3. W Atom – This indicates cycle boundary and occurs when cycle accurate mode is enabled.

The packets generated by PTM include synchronization information (A-sync for alignment
synchronization, I-sync for instruction synchronization), branch address, waypoint update (indicates
change in waypoint) etc. When a direct branch occurs, PTM emits an Atom, indicating if a branch was
taken or not. Similarly, when an indirect branch occurs and if the condition code check fails, an N Atom is
generated. But, for an indirect branch where a conditional code is satisfied, PTM traces the destination
address by generating a branch address packet along with the Atom.
Embedded Trace Macrocell (ETM) – ETM is a trace module similar to PTM, which provides high speed
traces. Unlike PTM which produces only instruction traces, certain versions of ETM can produce both
data and instruction traces. However only one of these traces (i.e. data trace or instruction trace) can be
accessed at a given time [129]. The trace capability, timestamping, trace packet configuration is similar to
PTM. Figure 60 shows a sample ETM trace viewed on a Keil Micro Vision IDE.

Figure 60: ETM trace viewed on a Keil Micro Vision IDE.

The ETM data and instruction traces as encoded as per the ETM signal protocol. The details of the
protocol can be found in [129]. ETM data trace generates information about the data accessed from a
processor. For example, when a load or store instruction is executed, the data trace emits the load/store
address along with the associated data.

ETM instruction trace is similar to PTM. ETM trace is highly compressed and sent as packets with a
header and a payload with the Atom information. The Atoms have special encoding values to efficiently
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indicate the trace execution. The details can be found in [129] . The packets generated by ETM include
alignment and instruction flow synchronization (A-sync and I-sync) information, branch address, data,
timestamp to name a few. The ETM packets are explained in detail in [129].

ETM and PTM can generate cycle accurate trace and timestamp information along with the trace.
Although this is very useful for calculating the execution time of a code, it may be an issue with systems
with limited communication bandwidth and/or processing capability as the trace generated by PTM/ETM
can be in the several GBits for a few seconds of trace recording. This issue is discussed further under the
section on trace decoders.

To address large data, trace modules have filtering capability where only a part of the code is traced. The
ETM has a better data filtering capability than PTM [122]. ETM filters and triggers can be used to reduce
the trace generated and obtain ETM trace only for a region of interest in the code.

Embedded Logic Analyzer (ELA) - ELA provides low level visibility of signals in an ARM processor
and monitors the bus signals and memory issues. It enables hardware assisted debugging to detect data
corruption and deadlock scenarios. Additionally, ARM ELA-600, which is a current generation ELA can
output the ELA trace data to an external interface through a AMBA Trace Bus (ATB) protocol [131].
ELA helps debug design and detect hard to find bugs by providing good observability and control of the
system at runtime.

b. Coresight Trace Sink Components

The trace emitted by the coresight source modules are captured by Trace Memory Controllers (TMC) and
trace interfaces which drive trace data to external pins on a target. Trace can also be streamed to HighSpeed Serial Trace Port (HSSTP). HSSTP is a serial port which can be used to read trace data at almost
12 Gbits/s [132].

Trace using TMC are discussed below.

Trace Memory Controllers - The TMCs can be an Embedded Trace Buffer (ETB), Embedded Trace
FIFO (ETF), Embedded Trace Router (ETR) or Embedded Trace Streamer (ETS). We briefly discuss the
TMCs below:
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i.

Embedded Trace Buffer (ETB) - ETB is a small SRAM memory used to store ETM/PTM
traces natively on-chip, for later analysis. The ETB acts as a circular buffer that wraps around,
replacing the old trace data with the new one, when it is full. The size of the ETB is small,
ranging between 4KB to 64 KB. Therefore, the filtering capabilities of the ETM/PTM trace
would be helpful in reducing the amount of traces that need to be stored and ensuring that the
trace data is not lost due to buffer wrapping [122].

ii.

Embedded Trace FIFO (ETF) – ETF can be configured to be used as a circular buffer like the
ETB or as a hardware or software FIFO. The hardware FIFO mode can be used to remove
fluctuations in the incoming trace data. In the software FIFO mode, ETF can be used to read out
trace data over a debug interface.

iii.

Embedded Trace Router (ETR) – ETR can be used to route trace data to system memory or any
AXI slave over an AXI interface. It is similar to ETF and ETR, having a circular buffer and
software FIFO modes but has a much larger trace storage capability.

iv.

Embedded Trace Streamer (ETS) – ETS sends trace data to a streaming device through an
AXI-Stream interface. The features in an ETS are a subset of the ETR, where those features not
related to trace data streaming are excluded.

Trace Interfaces – PTM, ETM, ITM, DWT and Debug Access Port (DAP) are accessed through the
following interface units in the ARM processor. DAP is a debug port in the ARM processor which is used
for non-intrusive debugging. We discuss more about DAP in the section on ARM debug infrastructure.
Many of the interface units discussed below are a part of both debug and trace infrastructure in ARM.

1) Joint Test Action Group (JTAG): JTAG is a serial port, industry standard referred to as IEEE
standard 1149.1 for testing Printed Circuit Boards (PCB). They are used in a number of hardware
including FPGAs, processors to perform boundary scan tests. The Coresight modules can be
accessed through the JTAG interface. JTAG has 4 dedicated pins and an Test Reset pin which is
optional [133]. The functionality of the 4 pins are as follows:
●

Test Data In (TDI) – serial data input

●

Test Data Out (TDO) – serial data out

●

Test Clock (TCLK) – Clock signal used for JTAG communication

●

Test Mode Select (TMS) – select the device in JTAG chain
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2) Serial Wire Debug (SWD) – SWD is a debug port which is an alternate to JTAG pins which
provide the same functionality as the JTAG but with fewer pins [134]. The overlay connections of
SWD with JTAG are shown below [135]. The SWO pin provides data trace capability through the
SWV interface.
TCLK => Serial Wire Clock (SWCLK)
TMS => Serial Wire IO (SWDIO)
TDO => Serial Wire Output (SWO)
3) Serial Wire Viewer (SWV) – SWV is used to get high speed data trace output from the ITM/
DWT modules of the Cortex processor non-intrusively. SWV uses the SWD and SWO port to
provide real-time trace [134]. The data trace is provided through the SWO pin of the SWV
interface. SWO is a single pin asynchronous output channel. This output can be read through
debuggers such as St-link, Keil U-link etc.
4) Trace Port Interface Unit (TPIU) – This is a 4-bit parallel interface to output traces from ARM
trace sources. TPIU can accept trace directly from the coresight modules (e.g. ETM, ITM) or
through a trace funnel. The TPIU manages stopping of race capture from the coresight source
when it receives a trigger. It inserts a unique ID based on the trace source into the trace stream
output to TPIU external pins. This helps a trace analyzer associate the trace data with its
corresponding source [122]. Many coresight modules output the instruction traces through the
TPIU interface.

c. Coresight Trace Link Components

Funnel - Coresight trace funnel is used when there are multiple trace sources in a processor. The funnel
combines multiple trace streams coming from an AMBA Trace Bus (ATB) onto a single ATB. The trace
from the single ATB is eventually sent to a trace sink such as ETB or to the external pins, for example,
through a TPIU interface.
Replicator – The replicator splits a trace on a single ATB bus into multiple channels to route it to
different trace sinks.
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Cross Trigger Interface and Cross Trigger Matrix (CTI, CTM) – CTI is used as communication
interface between various coresight components. One of more CTMs connect the CTIs with each other.
For example, in a multi core system, the CTI and CTM can be used by the debug unit to send trigger and
debug commands, and communicate about debug events among them [122] [136].

6.3.2 ARM Debug Infrastructure
The traditional approach for debugging is the start/stop debugging method. In this method, the program’s
execution is halted when it reaches a breakpoint and the user analyzes the system state. Such an approach
is highly intrusive and can introduce timing and synchronization issues while debugging concurrent
programs. Furthermore, it is extremely time consuming and requires running the software multiple times
to detect the root cause of an error. In other words, the program execution has to be halted (started and
stopped) at multiple brake points in order to perform this type of debugging.

The ARM coresight debug and trace components help address these limitations of traditional debugging
approaches. The debug components and the trace components help provide a non-intrusive method of
observing the system states through the Debug Access Port (DAP).

DAP is used to perform debugging such as setting break points, watchpoints, single stepping through the
code, reading register contents and memory access. The memory read/write can be performed on the fly
without processor intervention, taking no CPU cycles. DAP allows an external debugger to use load and
store instructions to access registers and memory locations without the processor entering the debug
mode. The DAP module can be accessed with the JTAG or Serial Wire interface which are discussed in
section on Trace Interfaces [121].

6.4 Use of ARM Embedded Trace for runtime monitoring
The coresight trace modules that were discussed in the previous sections can be configured to generate
data traces and used for Functional monitoring of a CPS. The instruction traces from PTM/ETM can be
used for execution monitoring. Additionally, the PC sampling and Cycle count trace can be used for
preliminary assessment of the execution behavior of a system in Cortex M devices.

143

Figure 61 summarizes the design choices that one has to make while using embedded hardware trace in
ARM processors for execution monitoring. These design choices will depend on the ARM processor core
used for implementing the application, need for real-time trace analysis or offline analysis of trace data.
Note that this is not a comprehensive set of choices but provides an overview of things to consider while
using Coresight trace for execution monitoring. In this section in addition to summarizing each of these
decoders we briefly discuss the work we have performed with some of the decoders.

Figure 61: Design choices for execution monitoring that use ARM Coresight Debug and Trace.

The first choice is to decide if we want to perform online monitoring or offline monitoring.

6.4.1 Online monitoring
Online monitoring is real time analysis of trace data and on-the-fly validation of system behavior. The
trace bandwidth of the embedded trace units can exceed 10 G bits/s, while the processing bandwidth of
the trace analysis devices are typically several magnitudes lower [137]. This mismatch makes online
monitoring of trace data challenging. But, there are novel tools proven to perform on-the fly evaluation of
trace, which have very high bandwidth processing capability [138]. Additionally, the trace data can be
filtered to monitor only a part of the code, which reduces the trace data.

Online monitors In-situ and external
The runtime monitor that performs online monitoring can be on the same hardware integrated with the
system under observation (Monitor in-situ) or it can be on an external platform (External Monitor). We
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have explained the advantages and limitations of both these choices in Chapter 3. The challenge with
external monitor is the porting of high-speed trace data from the monitored system to the monitor. The
interface ports on board of the System Under Observation (SUO) through which the trace data is read, can
have a bottleneck on how fast the data streams can be read. Additionally, if we configure enabling the
trace registers through a debug adapter, we are limited by the speed of this adapter. For example, if we
enable an ITM hardware trace through an St-link debug adapter, we are limited to a maximum speed of 2
MHz to read the trace.

The advantage of in-situ monitor is that we can read trace directly from the trace sink such as ETB or the
high speed AMBA trace bus, thus avoiding the limitations imposed by the external board interface pins.
But this method may not be preferred in certain applications as the sharing of resources and memory with
a monitor can bring additional safety and security concerns.

6.4.2 Offline Monitoring
Offline monitoring is collection and storing trace data for later analysis. This type of monitoring is
minimally intrusive and communicates with the SUO while logging of events. Once the processor stops
execution, this data is sent to an external monitor to verify a property or execution behavior [139]. This
type of monitoring can detect a violation only after the processor has completed a run. Hence, this only
double checks the system behavior and cannot be used for CPS that need real time monitoring and
mitigation.

Once these choices are made, the coresight modules are configured to generate traces. Thereafter, the
following steps are necessary to monitor the trace: (a) Trace Decoding (b) Trace reconstruction for
instruction traces.

In this dissertation, we have explored multiple trace decoders for online and offline analysis of instruction
traces. Furthermore, we have also used the ITM data that can be used to perform functional monitoring.
These decoders are explained in detail in the next section. We have not explored trace reconstruction for
the instruction traces.
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6.4.3 Trace Decoders
Runtime monitors use the trace obtained from the coresight modules to verify a correctness property or
execution behavior of a program. The raw trace data is usually not human readable, it can be highly
compressed and is encoded in a protocol specific to a trace source. Therefore, as seen in
Figure 61, based on the Coresight trace module present in the processor that is monitored, we would need
a PTM, ETM or ITM hardware trace decoder for execution monitoring.

For example, the PTM follows the PFT format, ETM trace is in the ETM signal format and the ITM
hardware trace has an ITM trace format. Therefore, the first step after obtaining the trace is to decode
them. In this dissertation we use trace generated by ITM, but we have also explored ETM/PTM modules.
The trace decoders for these modules are discussed below.

6.4.3.1 ITM trace decoder
In our dissertation, we have explored online ITM trace analysis using an external monitor. We also
perform offline ITM hardware trace analysis.

An external monitor can collect ITM trace from the SWO interface pin or the TPIU pins. ITM trace can
be decoded using a simple UART decoder when the trace is extracted from the external SWO pin. When
the ITM trace is collected from the parallel TPIU interface, we get higher bandwidth for trace collection.
We would need an ITM TPIU decoder to decode the trace coming from a TPIU interface. Our monitor is
implemented external to SUO on a Xilinx XC7Z010-1CLG400C FPGA [104].

Analysis of maximum rate of transfer for ITM traces from the ARM Processor to the FPGA
monitor

Our analysis was performed for a Cortex M Processor with an external monitor, on an FPGA. An
important consideration in online external ITM trace decoder, is how fast this data (about any variables
being monitored) can be transferred and whether this rate of data transfer for monitoring suffices for the
application of interest.
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a. ITM trace through SWO pin

We perform this analysis keeping critical rate of data transfer limitations by processor, SWO pin and the
FPGA in mind.

Consider the ARM processor has a clock speed of 168 MHz and is capable of sending a 4-byte (32-bit)
value of a variable (ITM trace value) in parallel in one clock cycle to the SWO. The SWO serializes the
32-bit ITM into four 8-bit words that are sent to the FPGA where it is decoded by a UART ITM Trace
Decoder (for our application). The SWO has a maximum transmission speed of 2 MHz that appears to be
the rate limiting step. This limitation is due to the speed of the st-link debugger through which we collect
trace data. There may be other ways to collect trace at higher frequency through the SWO pin by bypassing the debugger. Furthermore, the FPGA we chose for implementing the monitor was configured at
a clock speed of 125 MHz.

Now let us suppose that the 32-bit ITM transmitted as four 8-bit words by the SWO and has a format:
(Start Bit | 8-bit word | stop Bit). This takes about 40 clocks to send 32 bits, with clock period of 500 ns (2
MHz limited by the SWO frequency due to the st-link debugger). Hence, the time taken to transmit one
ITM trace value should be about 40*500 ns = 20 micro-second.

However, we observed that transmitting information higher than 1 MHz with our single wire pin-to-pin
connector was not feasible. This effectively limited the SWO frequency we could use to 1 MHz and
consequently increased the transmission time to 40 micro-second per ITM data of 32-bits length. For the
ARM processor running at 168 MHz (clock period 5.95 ns) this setup is capable of transmitting ITM data
approximately every 6722 clock cycles (For 168 MHz, one clock period of 5.95 ns. Since we need 40
micro-second per ITM data of 32-bits, each ITM data can only be transmitted once in 6722 processor
clock cycles; 6722 =40 micro-second/5.95 ns).

We next discuss why these limitations are not a concern for functional monitoring of applications such as
automobiles and aircrafts. In these systems, the mechanical response rate (e.g. for braking, controlling
elevator, flaps, ailerons, etc.) are of the order of 10-100 milli-seconds. So even if multiple variables ~25
(32-bit ITM traces) need to be monitored and are transmitted serially these values can be monitored
40*25 = 1000 micro-second =1 milli-second, about 10-100 times faster than the 10-100 milli-second
updates typically needed. With proper transmission cables allowing higher baud rates ~ 1 MHz, this is
sufficient for functional monitoring.
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The frequency of extracting traces is possibly more critical in execution monitoring where branching
attacks, etc. may be completely missed if the traces are available only every 6722 clock cycles with the 1
MHz SWO output frequency.

b. ITM trace through TPIU pins

The TPIU pins provide higher bandwidth trace compared to the SWO pin which may be particularly
useful for execution monitoring. In our dissertation we have explored obtaining ITM PC sampling trace in
Cortex M processors through a TPIU interface. The DWT control registers can be configured to provide
PC samples every 64th clock of the processor. That would be a PC sampling rate of 2.625 MHz (168MHz
/ 64). When trace is extracted through st-link debugger, we are limited by the speed of the debugger.
Therefore, it would result in significantly lower sampling rate.

6.4.3.2 ETM/PTM trace decoder
The instruction traces generated from the ETM/PTM coresight modules are highly compressed and are
generated at processor clock speed. Decoding the instruction traces generated from ETM/PTM have a
number of challenges. Especially, trace decoding while performing online runtime monitoring is
particularly challenging. Some of the key concerns include communication and processing of the large
amount of data generated during online trace-data analysis. One needs to use specialized ports and
interfaces to transfer data at high speeds for online monitoring when the monitor is external to the target.
While this is feasible for an external monitor, it needs special equipment. Such interfaces may not be
available on all boards. Next, we require large FPGAs to allow parallelism to manage decompression and
interpretation of trace at the rate it is being received.

The ETM/PTM trace decoders that we have explored can be classified as software, hardware and hybrid
decoders.

a. Software Decoder
OpenCSD library from Linaro is a trace decoder that can be used for offline trace decoding and analysis
[140] [141]. Online decoding of trace would require large FPGAs which would allow parallel processing
of trace. OpenCSD is designed to be installed on a processor with Windows or Linux OS and would could
therefore serve as an ideal tool for offline trace analysis.
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OpenCSD can also be used natively on the ARM processor that is being monitored or on a separate host
processor. It allows a client application to assist decoding of the trace generated by an ARM coresight
trace source module. The client application acts as an interface between the OpenCSD library and the
target system that is being monitored. The OpenCSD library has a decoder management component called
a decode tree. The decode tree helps decode the trace in a series of stages. The client application helps
configure the decode tree for a given trace sink and the trace sources feeding into that sink. Additionally,
the client application provides the OpenCSD library with raw traces, region traced and memory image of
the target CPS program so that trace decoder correctly follows the traced instruction sequence. The
OpenCSD decoded trace consists of series of output packets which provide information such as the state
of the target CPS, core events etc. The client application interprets the output packets and provides the
program execution sequence of the target CPS [141].

Figure 62 shows sample decoded output from OpenCSD for an example trace provided by the installation
of OpenCSD [141]. OpenCSD was installed on the host PC and was used to decode a recorded ETM
trace provided by OpenCSD. In Figure 62, IDx is the byte index within the ETB buffer, for the ETM trace
protocol that generated the output packet. ID denotes the ID of the trace source. I_Atom indicates the
Atom output which is E or N in the example in the Figure 62, E indicating that the branch was executed
and N indicating that the branch was not taken. For an indirect branch destination address is generated.

Figure 62: An example OpenCSD decoded trace for an ETMv4 trace provided by OpenCSD [141].
The decoded execution trace can be used to reconstruct a control flow graph and perform offline analysis
of execution trace.
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b. Hardware Decoder
The instruction trace generated from the coresight modules can either be stored in the system memory
using the buffers such as ETB or directly sent to the external pins which can be captured by a high-speed
trace debugger such as Keil Ulink Pro, DSTREAM, etc. for later analysis. The former method of storing
trace in an ETB may have limitations due to limited system memory available on devices such as Cortex
M microcontrollers to store large volume of trace. Therefore, large FPGAs are used to read data from the
external pins for online monitoring of trace.

Ref [142] implement an FPGA based PTM decoder to capture and analyze trace and instrumented data
generated by an ARM Cortex A9 processor. They use the data generated by code instrumentation to
detect double free attacks. Freeing the resources more than once results in memory leaks and may corrupt
the memory introducing a security flaw. Such a vulnerability could allow an attacker to execute arbitrary
code. Ref [143] implement a hardware decoder on a Xilinx Virtex xc6vcx75t-2ff784 FPGA device to
decode ETMv4 traces. The decoder has less resource utilization for both instruction and data trace and
could be generalized to fit other Coresight standards with minimum alterations.

Although the above methods are useful for online monitoring, they cannot perform assessment of the
entire program behavior. This is due to the requirement of high processing power needed to perform
monitoring of large-volume trace. This is feasible if there are resources to perform online decompression
and analysis. If not, there are filtering methods and triggers which are often used to reduce the trace data
and extract trace only for a region of interest in the target CPS program. Also, buffering trace into trace
sink components such as ETB are employed. But filtering and buffering of data have their own
drawbacks. Firstly, the cause of an observed anomaly (attack/fault) must fit into the trace window that is
buffered into the ETB. Otherwise, multiple reruns may be necessary for different regions of the code to
reconstruct an execution flow. Secondly, the anomaly must be reproducible during the multiple runs to
capture trace.

c. Hybrid Decoder
An online execution monitor should be able to provide a rapid full behavioral assessment of the system
operation. To achieve this, the traces must be decompressed and analyzed instantaneously. Such an
approach is employed by commercial tools such as CEDAR tools® [138] that perform online trace
decompression as described in [144] and performs analysis using the TeSSLa runtime verification tools
[81]. The CEDAR tools® supports high speed serial interfaces and parallel interfaces to read trace data
[145].
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CEDAR tools® platform uses large FPGAs to decompress and interpret traces at runtime. Processing
modules decode the trace data stream into messages, extract a stream of relevant higher-level events from
the reconstructed control flow, and verify them against a property. This is achieved by TeSSLa
specification language. Property violations detected by TeSSLa, are used to extract the most recent trace
and event history for analysis. The CEDAR tools® perform monitoring with instruction traces and
property verification using TeSSLa for on the fly full behavioral verification of a system. Portability of a
monitors built using such tools may be an issue for some of the applications such as Unmanned Aerial
Vehicles (UAVs) as runtime monitors for aerial applications due to a premium on Size, Weight, and
Power (SWaP) requirements.

6.5 Keil and openOCD ARM development tools
We have used Keil Micro Vision[146] and an open source tool called openOCD to configure the ARM
processor [147].

6.5.1 Keil Micro Vison
Keil IDE supports only Cortex M (Cortex-M0, Cortex-M1, Cortex-M3, Cortex-M4 & Cortex-M7) and
Cortex-R4 processor development [148]. The debug and trace can be enabled by choosing the options
through the Keil IDE as shown in Figure 63. Keil communicates with the processor through a debugger.
We can set the prescalar value for the ITM/DWT PC sampling, enable the trace events supported by ITM
and set external interface clock (e.g. SWO clock) through the IDE. Additionally, we can also enable the
ITM stimulus ports though the Keil IDE.
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Figure 63: Enabling debug and trace features in Cortex M processor using Keil IDE.

6.5.2 OpenOCD
OpenOCD performs debugging and trace of various ARM devices with GNU Debugger (gdb). From the
GDB, we can send commands to OpenOCD to enable trace clock, configure system events and registers
etc. Using OpenOCD we write directly into the registers to enable a debug or trace feature. For example,
the command “monitor mww 0xE0001000 0x1207 0x103FF” from the gdb to the OpenOCD enables the
DWT register (Figure 64).

Figure 64: Configuring DWT/ITM with OpenOCD. Register values from Ref [124].
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6.6 Example of a Functional monitor using ITM trace
ITM instrumented trace can be used to extract variables to verify a correctness property. For example, if
the altitude of an Unmanned Aerial System (UAS) is monitored to ensure that there is no abrupt change in
value, we need to get traces of the altitude variable. Further, in an adaptive cruise control system in a car,
there may be a need to monitor the speed of the vehicle to ensure that it is below a specific threshold
value that is a function of the distance from the vehicle in front of it. In such cases, the variable values can
be written to stimulus ports of the ITM module.

We instrumented the source code to enable the ITM trace registers and generate a trace. We have
performed Printf style debugging using the ITM module which require a simple UART NRZ decoder at
the monitor end. This ITM trace can be read through TPIU or SWO interfaces. We use the SWO interface
for monitoring ITM trace. The SWO clock rate is derived from the processor clock rate and trace data can
be transmitted similar to a UART transmitter. The SWO UART style debugging is much faster than the
standard UART [117]. The output speed of SWO depends on the configured SWO speed.

Figure 65 shows an overview of ITM trace decoding and monitoring. The ITM traces generated from the
ARM processor were ported to an external FPGA for decoding and monitoring.

The design was implemented on an STM32F407GTx processor with ARM Cortex M4 32-bit core. The
core clock of the processor was 168 MHz and the FPGA clock was configured to be 125 M Hz. The
SWO clock though which the ITM instrumented trace is read, was configured at 1M Hz. The agreed baud
rate between the two devices was 1 M Hz. The FIFO size on the FPGA had a depth of 16 entities, which
are 32 bits in size.

Figure 65: Sending ITM traces from ARM Processor acting as controller via the SWO to the monitor
implemented on FPGA.
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Runtime time monitors were implemented on an FPGA using the TeSSLa stream-based specification
language. TeSSLa was used to write checking conditions to verify system behavior at the runtime monitor
end. The ITM software trace received from the SWO interface were decoded by the UART decoder and
then input to TeSSLa for assessment of behavior. The SWO UART protocol consists of 1 Start Bit, 8-bit
word and 1 stop Bit. The SWO frequency was 1 MHz and the FPGA clock was 125 M Hz. The agreed
baud rate for UART transmission was 1 MHz.

The specification in Figure 66 observes stream of variable x and checks if the value x changes by not
more than 5 units. If an input trace violates the property, the monitor output “attack” indicates that the
property is not satisfied.

Figure 66: TeSSLa specification to check for change in x.

Figure 67 (a) shows an example input trace for x which are timestamped and Figure 67 (b) shows the
output of the monitor. These results are from simulation inputs that are monitored by TeSSLa
specifications. TeSSLa assumes that all inputs have timestamps coming from a globally synchronized
clock and every event in TeSSLa consists of a timestamp and a value. However, these timestamps are not
required to have any specific meaning. Depending on the specification, the timestamps can be simply
increasing sequence indicators as seen in Figure 67(a).
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Figure 67: (a) Input trace for variable x (b) TeSSLa monitor output to detect change in x. Simulated in the
TeSSLa simulation tool [86].

The decoded input traces are stored in a FIFO on the FPGA and input to the TeSSLa monitors for
verification. TeSSLa, reads streams of information along with its timestamp values and verifies the
correctness property. The TeSSLa results on the FPGA are observed using the Integrated Logic Analyzer
in Xilinx Vivado tool. It can be seen in the Figure 68 that when the property is violated, TeSSLa indicates
that it is falsified.

Figure 68: TeSSLa monitor output on the FPGA.
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6.7 Example of ITM hardware trace decoding which can be used for
Execution monitoring
The SUO was implemented on an STM32F407GTx processor with ARM Cortex M4 32-bit core. We
experimented with both online PC sampling and decoding and offline PC sample analysis. The ITM
module have registers that have to be configured to emit system diagnostic information through the
hardware trace. This was configured through the Keil IDE.

Since we extracted ITM hardware trace through the st-link debugger, our sampling frequency was very
low. Online sampling resulted in data overflows as the rate at which the data was read through the st-link
debugger did not match the sampling rate of the PC. Figure 69 shows the PC samples decoded on the
FPGA and ‘70’ in the decoded Header of the PC sample indicates data overflow.

The data flow can be avoided if the ITM data trace is read without the st-link debugger. In this case, the
processor clock was 168M Hz, SWO clock was 1 M Hz. The PC was sampled every 1024 th clock. The
FPGA was configured to run at 125M Hz. When the PC was sampled at a much lower rate, there was no
overflow. But, such coarse grain PC samples may not be useful to make assessment of the execution
behavior of a system

Figure 69: PC sample decoded on the FPGA. PC samples extracted from st-link debugger results in data
overflow.
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Next, we experimented with offline decoding of ITM PC samples extracted through the TPIU interface.
We sampled the PC every 3,072th clock cycle, which would be about 50KHz for a 168 MHz processor
clock. This approach was as explained in [124]. As mentioned earlier, these limitations can be overcome
by by-passing the st-link debugger for trace collection. By avoiding the st-link debugger, we should be
able to collect PC samples every 64th clock. It should be noted that execution monitoring with ITM PC
samples can be performed only on Cortex M processors and we would need high speed interconnects to
transfer trace from the Cortex M processor to the external monitor on an FPGA. We performed this
analysis as described in [124] and used the ‘itm-decoder’ in [149] to perform offline decoding of ITM
trace. The itm-tools can be used to get profiling information for the application through the ITM/ DWT
modules as shown in Figure 71. Figure 70 shows the PC samples decoded offline.

We performed ITM PC sample decoding of an application from [150, p. 4] which reads accelerometer
data on STM32F4 Discovery board. The TM_SPI_ReadMulti() function in the application reads
accelerometer data. If the profiling information indicates execution time which significantly differs from
the normal execution time for a function, we can determine that there may an issue with the execution
behavior or the system is stuck in a function.

Figure 70: Offline decoded ITM PC sampling data in Cortex M devices.
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Figure 71: Profiling information provides percentage of time spent in all the functions in an application.

Additionally, ITM/DWT module can be used to measure the clock cycles spent while executing the code.
This could be used to measure execution time. The execution time can be measured offline and this can
be compared with the online execution times that can be derived from DWT/ITM modules and run time
checks can be performed to ensure timely execution of the program. But the DWT counter is 32 bits and
for a 168M Hz clock it cannot measure execution time longer than 25 secs.

The execution behavioral assessments using PC sampling and profiling information can be good for
preliminary assessment of the execution behavior of a system.

6.8 Discussions and Summary
While Chapter 4 and 5 discussed the ‘what to monitor’ and ‘where to monitor’ aspects of runtime
monitoring, this chapter talked about ‘how to monitor’ a CPS using the non-intrusive debug and trace
features in ARM processors. The contributions of this chapter are establishing a comprehensive
perspective on the use ARM processor debug and trace capabilities to facilitate real-time runtime
monitoring. The use of debug and trace features for implementing runtime monitoring for CPSs is a
relatively new approach for runtime monitoring, where the research and practice is still evolving. This
chapter provides a basis for researchers and practicing engineers working in the field of runtime execution
monitoring to understand the complex technology of processor debug and trace, and how it aids in
runtime monitoring. In addition, this chapter serves as a good introduction about ARM embedded trace
and choices available while performing execution monitoring.
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The various types of ARM Coresight debug and trace components we investigated suggest some
innovative directions for security protection and safety monitoring. As example, functional monitoring via
ITM Trace provides an effective and direct path for real-time monitoring of safety and security properties
at the expense of limited execution observations. That is, functional monitoring typically only observes
and extracts the variables and parameters of interest via ITM trace port. Meaning, if the property fails you
don’t really know why – to know why, you need lower level forensics of execution behavior to ascertain
the “why”. It may be possible to exploit the high-fidelity execution trace collection (such ETM) as a “on
demand” limited service to support forensics when functional monitoring detects something is “wrong”. It
may be that such a service can be done mostly off-line – but in a way that is much quicker and responsive
than current metrics of days or even weeks to complete a forensic analysis of a CPS. Such an approach is
non-trivial and will require sophisticated HW and SW monitor design akin to the Cedar-tools [138].
However, such an approach would be transformational in the way we think about protecting our systems
– Runtime Security as a Service in the cloud computing parlance.

We explained the ARM Coresight debug and trace components that can be used to obtain information to
perform runtime monitoring. We discussed how ITM software trace can be used to extract traces of
internal variables to verify system level properties. Further, we presented a number of choices one has to
make to verify the execution behavior (control flow, execution time etc.) of the system based on ARM
embedded trace. Depending on the requirements of an application, for example, online or offline, in-situ
or external monitor, trace source (ETM, PTM or ITM hardware trace), a corresponding trace decode has
to be used to decompress and decode the execution traces. We discussed some of the decoders that we
have explored such as OpenCSD for ETM/PTM traces and itm-tools for ITM PC sample traces. We also
discussed few references that perform online execution monitoring using ETM/PTM traces.

Finally, we discussed our implementation of runtime monitors that use ITM software trace to verify a
functional property. We also provided some results on online and offline decoding of ITM traces and the
challenges that we faced and how they can be addressed. This chapter provided an overview of ‘how to
monitor’ i.e. how we can obtain information about the system non-intrusively to perform runtime
monitoring.

As a standalone, this chapter serves as a reference on understanding the effective use of ARM embedded
trace. This chapter has potential for future research direction on multilevel monitoring. Each of the
choices presented for executive monitoring have specific benefits and challenges and one has to
determine the optimal choice for a given application.
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Chapter 7
Realization of Multilevel Monitors on Hardware and
use of ARM Coresight trace for Functional
Monitoring
7.1 Introduction
This chapter address the ‘what to monitor’ and ‘how to monitor’ questions of runtime monitoring. We
derive the hazard monitoring properties for multilevel monitors by leveraging STPA methodology.
Further, we realize multilevel runtime monitors using a stream-based runtime verification tool called
TeSSLa.

In chapter 5, we used the example of an Anti-lock Braking System (ABS) with monitors at three levels,
all implemented in Simulink, to demonstrate the benefits of multilevel monitors. In Chapter 6, ARM
Coresight architecture and extraction of embedded trace with minimal/no intrusion was described. This
gives us a framework to implement the controller on an ARM processor and we also aim to implement all
the monitors on hardware in this chapter. Furthermore, we also aimed to work with a CPS that was
sufficiently complex to allow multiple runtime properties at different levels, particularly for the controller
which included a state machine in addition to functional relationships between inputs and outputs.

Towards this goal, we used an Autonomous Emergency Braking Systems (AEB) in this chapter. We first
implemented monitoring conditions derived from STPA analysis in MBE: the AEB and monitors are
simulated on Simulink. We then implemented the monitors on Zynq FPGA using a stream-based
verification language while the AEB was still simulated on Simulink. Finally, we also implemented the
AEB controller on ARM Coresight processor and functional monitor on Zynq FPGA while only the plant
and CAN bus were simulated on Simulink. We showed that various faults/attacks injected into the system
were detected by the multilevel runtime monitors using a stream-based runtime verification tool called
TeSSLa.
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7.2 CPS for Multilevel Monitoring: Autonomous Emergency
Braking (AEB) controller
Our representative system, which we monitor at multiple levels, is a simplified AEB system from the
MathWorks Simulink examples library [151]. Figure 72 shows an abstract view of the AEB system. Here
the output of the AEB controller determines the braking state that decelerates the ego car (Ego car is the
car with autonomous features). The dynamics of the car under this braking condition is modeled by the
Vehicle Dynamics PLANT module whose output along with the scenario under consideration (explained
later) determines the inputs to the radar and vision sensors. The outputs of these sensors are fused to
estimate the relative distance and relative velocity between the ego car and Most Important Object (MIO).
Note the MIO is not always the lead car. For example, if a pedestrian comes in front of the ego car, this
would be the MIO.

Based on these inputs (such as relative distance and velocity to the MIO), the AEB controller estimates
the braking state as summarized by Figure 72 a. When the ego car is still at a safe distance but gets closer
than a threshold for safe operation, an alert is issued. If the driver does not brake or the braking is
insufficient, then at a certain critical relative distance, the AEB engages the stage I partial braking. If this
does not suffice, a closer relative distance stage II partial braking is applied and then full braking is
engaged. This decelerates the car to avoid a collision. Avoiding near-collision or a collision with a
pedestrian is characterized by having a minimum headway distance when the velocity of the ego car
reaches zero as shown in Figure 72 a.

7.2.1 Simulation Scenario
The simulation scenario we consider is as follows (from the Simulink library in [151]): The model plant
(ego car) follows a lead car with a vehicle(s) on the side lane as shown in Figure 72b. The vehicle(s)
covers a pedestrian from the ego car’s sensors till he/she crosses into the lane of the ego car. The sensors:
both camera and radar locate the pedestrian and the sensor information is fused to calculate the time
needed to stop the car. When this is below a certain threshold, the driver is alerted and if sufficient
braking action is not taken, as the object draws closer, the AEB initiates a first, then second stage partial
braking, followed by full breaking. Thus, AEB prevents collision with the target.
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Figure 72: (a) Schematic showing the headway (distance between the ego car and lead car) and various
stages of autonomous breaking initiated (b) (b) Depiction of a scenario in the Simulink simulation (an
example in their library that we used) where there are two vehicles ahead of the ego car but on the next
lane to the right. They conceal a pedestrian who is crossing from right to left until he/she is in on the same
lane as the ego car. Both figures are based on illustrations in Simulink that have been adapted and
modified here.

7.2.2 Examples of threats in an AEB system
Autonomous vehicles which rely heavily on a variety of sensors and network connectivity for their selfdriving intellect, create several attack surfaces that can be exploited by attackers to compromise their
safety. GPS, LiDAR and Camera sensors, Bluetooth connectivity, Infotainment systems, On Board
Diagnostics (OBD) port, and the vulnerable Electronic Control Units (ECUs) themselves are potential
attack surfaces in Autonomous vehicles [152].

Autonomous vehicles rely on LiDAR and Camera sensors for sensing their environment and making
driving decisions and hence these attack surfaces are a major threat to Autonomous Vehicle safety.
LiDAR spoofing which is possible with an attacker’s precisely controlled light source can misguide the
vehicle about obstacles around it thereby resulting in unexpected vehicle behavior including emergency
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braking and frozen vehicle conditions [153]. Spoofing the camera sensors could cause vehicles to
misinterpret traffic signs and speed limits resulting in dangerous driving conditions for passengers.

Man-in-the-middle attacks can exploit the On-board diagnostics (OBD) port in the cars to make the ECUs
operate incorrectly or erase the stored information in ECUs by sending special commands through CAN
bus and even reprogram the ECUs with malicious code. Such ECUs are embedded computational
elements in a vehicle and it is critical that their functionality is not compromised.
Attackers can accomplish a Denial of Service attack by disabling the ECU’s participation in the CAN bus
communication through unauthorized usage of commands on OBD II port. Bluetooth interface along with
an insecure infotainment system in a vehicle is another potential attack surface that allows attackers to
access private information in devices connected or paired with the vehicle Bluetooth.

7.3 Formulating Properties to Monitor at Runtime
We formulate runtime monitoring properties from the STPA model related to braking conditions of the
Autonomous Emergency Braking (AEB) system. Our approach builds on the work of [154] and extends it
to include more detail about the UCAs, and we use fault injection to simulate the UCAs. For the specific
example of our AEB system, the headway between two vehicles being very small is identified as a key
hazard. The unsafe control actions (UCAs) that can lead to a small headway are (i) Insufficient braking
action (ii) Incorrect braking (iii) Untimely braking (we limit our analysis to these UCAs in this
dissertation).

Table 2 illustrates STPA with enumerated UCAs related to braking conditions. Following STPA analysis,
we identify the causal factor for each of the above unsafe braking actions. Further, we study what attacks
or faults can trigger each specific causal factor. With this analysis, we find that such attacks/faults occur
at different levels as follows:
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Table 2: Snippet of STPA analysis of UCAs in AEB

Control
Action

Insufficient or No
control action results in
a Hazard

Braking

AEB controller provides
insufficient or no PB2
braking when a MIO is
approaching the ego car.
(UCA 1)

i.

Incorrect control action
results in a hazard

Delayed control action
results in a Hazard

AEB controller provides
incorrect deceleration and
no PB2 braking when a
MIO is approaching the
ego car.
(UCA 2)

AEB controller provides
delayed braking when
the distance from the
MIO is less than safe ego
car distance.
(UCA 3)

Sensor or Data level: Wrong relative velocity or relative distance estimate due to sensor
failure (for example, hardware fault on vision/LiDAR sensor) or attack (for example, sensor
spoofing) leading to inappropriate or no control action due to incorrect sensor data.

ii.

AEB Controller or Functional level: Insufficient control action or functionally wrong control
due to an attack/fault in functioning of the controller.

iii.

CAN Bus or Communication Level: Delay in communication (e.g. delay or denial of service
due to injecting spurious information into the CAN Bus). leading to delayed or untimely
control action.

We formulate properties to monitor at runtime for the above identified causal factors.

i.

Runtime Monitor to detect sensor inputs (causal factor) that can lead to UCA-1, where
UCA-1 is: AEB controller provides insufficient or no PB2 braking when a MIO is
approaching the ego car.

The sensor fault/attack that causes UCA-1 can be detected by monitoring the properties pertaining to
relative velocity and relative distance as follows:

Property 1 (P1 at the Data Monitor): The rate of change of relative velocity (i.e. relative acceleration)
should be less than asafe m/s2. The relative velocity, VA and VB at time Ta and Tb respectively, where
Tb=Ta+Td, should satisfy the condition ar = (VB-VA)/Td, is less than asafe (i.e. rate of change of relative
velocity for safe operation). This is based on the condition that a car has limited thrust, which restricts its
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acceleration (rate of change of velocity). Thus, if a LiDAR sensor is spoofed and the relative velocity
changes drastically (could cause UCA-1), the attack is detected by this property being falsified.

Property 2 (P2 at the Data Monitor): The. rate of change in relative distance (i.e. relative velocity)
should be less than Vsafe m/s2. The relative distance, SA and SB at time Ta and Tb respectively, where
Tb=Ta+Td, should satisfy the condition Vr =(SB-SA)/Td is less than Vsafe (i.e. relative velocity for safe
operation). Thus, if a vision/camera sensor is spoofed and the relative position changes drastically (could
cause UCA-1), the attack is detected by this property being falsified.

ii.

Runtime Monitor to detect incorrect controller behavior (causal factor) that can lead to
UCA-2, where UCA-2 is: AEB controller provides incorrect deceleration and no PB2
braking when a MIO is approaching the ego car.

The fault/attack on the AEB controller that causes UCA-2 can be detected by monitoring the following
properties:

Property 3 (P3 at the Functional Monitor): If the Time To Collision (TTC) is negative and its absolute
value is less than the Partial Braking-2 stopping time (PB2), then the AEB braking status must be
“AEB>=2”. This property ensures that sufficient braking control action is applied in the system. If there
are faults/attacks on the AEB controller, it fails to apply the required braking condition leading to
incorrect control action, which is detected when this property is falsified.

Property 4 (P4 at the Functional Monitor): If AEB_Status is not zero (i.e. AEB=1, 2, or 3), the Throttle
should be zero. This ensures that the car’s throttle is not “on” when the brake is engaged by the AEB.
This ensures that braking action is provided when an MIO is approaching.

Property 5 (P5 at the Functional Monitor): If AEB_Status is greater than or equal to 2, indicating
Partial Braking-2 or Full Braking, the deceleration should be greater than 5 m/s2. This ensures that when
the brake is engaged by the AEB, the car should actually be decelerating faster than 5 m/s 2, ensuring
sufficient braking action.

165

iii.

Runtime Monitor to detect network delay (causal factor) that can lead to UCA-3, where
UCA-3 is: AEB controller provides delayed braking when the distance from the MIO is less
than safe ego car distance.

The attack on the CAN bus that causes UCA-3 can be detected by monitoring the property pertaining to
the rate of arrival of information packet at a node in the network.

Property 6 (P6 at the Network Monitor): The time interval between two successive packet arrival in
the CAN bus should be less than Tsafe. This condition ensures that the consecutive packet arrival at a node
from another given node, PacketA and PacketB at time Ta and Tb respectively, where Td=TB-TA, should
satisfy the condition Td < Tsafe. Thus, if spurious information is injected in the CAN bus leading to a delay
in transmission of information (that could lead to untimely control action), the attack is detected by this
property being falsified.

7.4 Faults/attacks and their detection by the monitoring conditions
in Simulink
Each of these monitoring properties were first implemented in Simulink with local monitors at the data,
computation (functional) or communication/network levels as indicated above. Then faults/attacks were
injected at various levels which were detected by monitors as listed in Table 3. Table 3 shows that most
faults/attacks were detected only by monitors located at the same level. We performed fault/attack
injection on the Simulink AEB model. Fault injection was performed by inserting fault saboteurs, which
are fault injection components that can alter the behavior of the system when activated [155]. Fault
injection control signals can help characterize the fault saboteurs by defining the type of fault to be
injected, duration of the fault, etc. Transient and Stuck-at faults were injected using these fault saboteurs.
Similarly, data attack injection was performed by Simulink library blocks. Furthermore, the CAN bus
attack was performed by injecting sporadic noise by a malicious node, thereby delaying the transmission
of genuine data packets in the CAN bus. This would lead to a Denial of Service (DoS) attack due to
packet injection on the CAN bus.

Table 3 summarizes the detection of the various faults/attacks that were injected. Attack on the velocity
in the sensor fusion module is detected by a local monitor at the sensor level that checks for the property
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(P1) that the rate of relative velocity change does not exceed a safe value. An attack on the position is
similarly detected by a local monitor that checks the appropriate position property (P2) at the sensor level.
Table 3: Fault/attack injection in AEB system and detection by multilevel monitors. “Y” indicates
fault/attack detected and “N” indicates fault/attack not detected.
Monitor property which detected the
Location of Fault or

Fault/ attack Injection Type

Attack

fault/attack
Data

Functional

Network

Monitor

monitor

Monitor

P1

P2

P3

P4

P5

P6

Sensor Fusion Module

Data Injection attack on velocity

Y

N

N

N

N

N

Sensor Fusion Module

Spoofing attack on position

N

Y

N

N

N

N

AEB controller

Stuck-at ‘1’ fault on AEB braking

N

N

Y

N

N

N

AEB controller

Transient Fault on throttle

N

N

N

Y

N

N

AEB controller

Stuck at ‘0’ fault on deceleration

N

N

N

N

Y

N

CAN bus

Denial of Service (DOS) attack due to
N

N

N

N

N

Y

Y

N

N

N

N

Y*

packet injection –Attack 1 with sporadic
noise of 230 msg/sec
CAN bus

Denial of Service (DOS) attack due to
packet injection – Attack 2 with
sporadic noise of 180 msg/sec
*Note: To detect this violation, property
P6 was made more sensitive to noise

At the AEB controller, stuck-at and transient faults affecting the AEB braking status, throttle, and
deceleration are all detected by a localized monitor at the controller level by detecting the violations of
the properties P3, P4, and P5.

Finally, a DOS attack on the CAN bus with sporadic noise at an average of 235 packets per second leads
to a delay in the transmission of signals from the sensor fusion module to the AEB controller and is only
detected by the local monitor (property P6) at the communication level. However, for a different sporadic
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noise condition (even a slightly smaller average of 180 packets per second), the delay occurring at a
specific time could lead to the violations in the property P1 as well (i.e. also detected at the sensor level).
The reason for data violations is as follows:

The data monitoring condition that the absolute value rate of change of relative velocity is less than 1.5
m/s2 is arrived at by looking at the normal functioning of the system (ego car) with the AEB controller.
However, an appropriate delay in the relative velocity reaching the controller at a critical operating
condition can cause the vehicle to accelerate/decelerate at an atypical rate, leading to a violation of that
property. Therefore, we see violation of property P1.

Note that sometimes properties formulated for a system may be more general and may not be able to
capture the exact input output relationship in a complex system. Such a property can have false positives
which can be addressed by making the property more specific for a particular scenario.

7.5 Hardware implementation of Runtime Monitors
7.5.1 Workflow for generation of monitors
We follow the workflow described in Figure 73 to generate runtime monitors which are synthesizable on
hardware and can be integrated with the Simulink AEB model. We formulate the properties we want to
monitor at runtime in the TeSSLa specification language which is similar to the Scala language. The
TeSSLa compiler converts the specifications into Verilog code. We import the Verilog code into
MathWorks Simulink and integrate with the AEB system to create an FPGA in the loop (FIL) design
[105]. Simulink invokes Xilinx Vivado tools to generate bitstream for the monitors and provides the
interfaces between the model and the runtime monitor on FPGA. The rationale behind the above approach
i.e. bringing the runtime monitors into the Simulink are:

(1) It helps connect the development and operation phases, thus providing a seamless integration to
achieve dependability of the CPS. This is the main intention of the dependable DevOps continuum.
(2) This setup also helps us study the efficacy and correctness of TeSSLa monitors implemented on
hardware (FPGA) in detecting the anomalies in the CPS for which they were
designed.
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Figure 73: Workflow for generation of TeSSLa monitors and integrating them with the Simulink AEB
model.

Thus, Simulink Model-Based Engineering (MBE) tools help connect design with runtime monitoring for
accessing security and safety considerations early in the design development process.

7.5.2 Implementation of Monitors
The implementation of monitors involves designing the properties and verifying with the specification.
We implemented the runtime monitors using the TeSSLa stream-based verification language. TeSSLa
accepts streams of inputs and verifies it against the specifications. For every event on the input, TeSSLa
verifies the specification and produces a stream of output. TeSSLa can be used to verify both timing
constraints in a system and properties related to event ordering where certain events may always be
followed or preceded by other events [54] [81].

Our system design consists of three levels of runtime monitors (Data, Functional, and Network) for the
AEB controller system running on Simulink. As illustrated in the
Figure 74, the monitors are implemented on the FPGA (XILINX Zynq-7000 XC7Z010- 1CLG400C
[104]), which runs at 125 MHz clock.
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Figure 74: Schematic showing the AEB controller, plant, and sensors simulated on the Simulink Model
and Data Integrity of Sensors, Functionality of AEB Controller and Integrity of Network monitored by
FPGA in the loop (FIL).

a. Simulink FPGA in Loop (FIL)

In FIL mode, the Simulink and FPGA are synchronized. i.e. Simulink waits for the FPGA to finish
executing and provide an output for every simulation timestep or “clock tick”. We verify that a fault
/attack injected on the CPS model is detected by the monitors on the FPGA. FIL does not consider the
time taken by the monitor for processing and detection of a hazard. Therefore, when deployed on a real
CPS, there may be an issue where the monitor is not able to detect a hazard in real-time for the same
property since the FIL is not sensitive to the FPGA processing time. But this issue would not arise as the
FPGA is usually much faster than the typical response time of a CPS that it is monitoring. To explain this
better we explain some terms and give examples of different scenarios with numerical values of sensor
updates, FPGA processing time, etc. below.

Simulink fundamental time step or tick time: Simulink solves the state equation of the dynamical system
represented by the various blocks. This is an ordinary differential equation solved numerically by various
techniques such a Euler or Runge Kutta scheme. The time-step used in the numerical scheme is usually
critical to the accuracy of the solution and is the Simulink “fundamental time step” or the “tick” time.

Tick time and sample time vs. wall clock time: The fundamental time step for a fixed time step solver is
the time-step “∆t” used in solving the state equation for the Simulink model. This can be very small if
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accurate solution is needed. But outputting the data for each time step may be excessive. For example, for
a car with typical responses in 100 milliseconds, knowing the velocity every 1 microsecond is excessive.
Thus, a sample time is introduced that ensures the data is sampled for only certain multiples of the
fundamental time step. For the example of a car, knowing the relative velocity every 1 ms is more than
enough. Thus, the sample time (1 ms) is the fundamental time step or tick time (1 micro-second)
multiplied by one thousand.

Note that all the above is just an artificial simulation time. It does not matter whether the Simulink
program is solved in the computer in 10 microsecond or 1 second of “wall clock” time for every 1 ms tick
clock.

FPGA behavior in FIL: When the FPGA is implemented in the FIL mode, the time taken by the FPGA
to monitor a certain monitoring condition is not important. This is because the entire plant is not a real
plant physically running in real time but a Simulink simulation. Thus, if the FPGA receives an input every
1 ms but takes 2 ms to process it, the Simulink will just wait long enough that the operation is
synchronized.
Utility of FIL: So how does implementing “runtime” monitors on FPGA that evaluates the simulated
plant dynamics (Simulink) with controller that may also be simulated on Simulink or implemented on a
processor run in the processor in loop (PIL) mode, bring us one step closer to runtime monitoring of a real
system (i.e. AEB controller on an actual not simulated car)?

First, it helps us find all the issues going from model-based engineering (MBE) where the monitor is
implemented on Simulink to monitors actually implemented in hardware (on an FPGA in this case). This
helps ensure the monitor properties are implemented correctly and as anticipated on hardware. More
importantly, special stream-based languages (e.g. TeSSLa used here) are restrictive in how certain
conditions and relationship can be defined given the syntax/functions available in that language. Solving
all this in FIL, does bring the monitors implemented on FPGA closer to working well while monitoring
an actual physical system.

Considerations for full hardware implementation: Once the runtime monitors have been implemented at
MBE and FIL level, what considerations must be made for implementing them on a physical system?
Some important issues that can arise are (i) Noisy data that are typical of sensors in the real world, (ii)
Time taken by FPGA to perform monitoring.
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While (i) would involve the use of appropriate filtering and other signal processing we discuss (ii) in
detail next. If an FPGA takes 100 ns, for example, to evaluate trace data being sent to it every 1 ms for
checking a property, this will work well. One may only need to synchronize the very fast FPGA execution
with the slow updates to the trace data by incorporating appropriate periodic delays on the FPGA.

However, if one uses a very complex monitoring condition with many internal loops, etc. and the property
evaluation times in 10 ms, when data is being sent to it every 1 ms, this would not allow run time
monitoring of a physical system. In this scenario, we would need a faster FPGA clock.

For the systems (AEB and ABS) we simulate in Simulink, the monitoring conditions are such that the
FPGA processing times are much smaller than the physical response time of the plants and hence the
above issue is not anticipated.

7.5.3 Observations
Our observation of the monitor response for various scenarios are as follows:

No Fault or Attack: We first start with the case where there is no attack so it serves as a reference. As
seen in the Figure 75b, the AEB status switches from “0” to “1” at t=2.5 seconds and further changes to
“2” at t=2.6 seconds as the scenario involves a pedestrian (MIO) in front of the ego car. Application of the
brake decreases the relative velocity from -6m/s to -2m/s by t=4 seconds (Figure 75a) and the headway is
2.2 m at t=3.5 seconds (Figure 75c) showing effective functioning of the AEB controller. As expected,
none of the monitors detect an attack as there is none (Figure 75d).
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Figure 75: (a) Relative velocity (b) AEB status (c) Headway and (d) Monitor state; when there is no
fault/attack.

Fault/ Attack at Data level
We have implemented Property 1 discussed in Section 7.3 on an FPGA using the TeSSLa specification
language. The property verifies that the “The rate of change of relative velocity (i.e. acceleration) should
be less than 𝑎𝑠𝑎𝑓𝑒 = 15𝑚/𝑠2 ”.

In Figure 76a, data injection attacks on the sensor at t = 2.6, 2.8, and 3.2 seconds results in the relative
velocity (wrongly) input to the AEB controller. The AEB controller, which functions correctly, does not
change the AEB status from “1” to “2” at t=2.6 seconds (Figure 76 b) as it did in the no attack condition.
This due to the wrong data (input) received. Consequently, the braking is less effective and the headway
distance is 1.9 m instead of 2.2 m at t=3.5 seconds (Figure 76c). The TessLa monitor continuously
estimates the acceleration from the stream of information for the estimate of relative velocity and detects
any abrupt change in velocity (increase or decrease) of more than v=1.5 m/s between two successive data
points that are t=0.1 seconds apart in this stream. This corresponds to an acceleration (or deceleration), 𝑎
= 𝐷𝑣/𝐷𝑡 > 15𝑚/𝑠2 that is indicative of an attack on the system. Figure 76 d shows that the Data monitor
detects all three attacks on the relative velocity. However, none of the attacks are detected by the
Functional monitor and the Network monitor as an attack on the relative velocity does not change the
functionality of the AEB controller or the delay in the network.
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Figure 76: (a) Attacks on the relative velocity between ego car and MIO (b) AEB status with these attacks
and (c) Headway with these attacks (d) All three of the attacks on relative velocity are detected by the
Data monitor but are not detected by the Functional monitor or Network monitor.

Attack at Function level
We implemented Property 3 discussed in Section 7.3 on an FPGA using the TeSSLa specification
language. The AEB controller receives inputs from the sensor fusion and uses it to calculate quantities
such as the Time To Collision (TTC), partial breaking-1-time, partial breaking-2, etc., and calculates the
level of braking (Braking Status 1, 2, 3), if any, needed to prevent a collision. In this case, the AEB
controller fails to apply the braking condition-2 (more deceleration) or complete braking due to a fault,
when the partial braking condition-1 (less deceleration) does not suffice to prevent a collision as shown in
Figure 77. When the condition: TTC < 0 & |TTC|< PB2 stopping time is met at t=2.6 second (Figure
77d), the controller should be applying partial braking-2. However, the brake state fails to go from “1” to
“2” as shown in Figure 77c. Consequently, the braking is less effective and the headway distance is 1.7 m
(Figure 77e) instead of 2.2 m at t=3.5 seconds. The fault is successfully detected by the Functional
monitor due to violation of property as shown in Figure 77f. Since this is a failure in the functional
relationship between the input and output of the AEB controller and not a data fault/attack (sudden
change in relative velocity for example), or a change in network delay, it is not detected by the Data or
Network Monitor.
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Figure 77: (a) Time to collision (TTC) between ego car and MIO (b) Partial Breaking-2 (PB2) stopping
time (c) AEB controller output that determines braking status (d) Checking if a relationship between TTC
and PB2 holds (e) Headway (f) Fault on AEB controller detected by the Functional monitor but are not
detected by the Data or Network monitor.

Attack at the Network Level
We implemented Property 6 discussed in Section 7.3 on an FPGA using the TeSSLa specification
language. This property monitors the rate at which the relative velocity information is being sent from the
sensors to the AEB controller. When there is no noise in the channel this information (denoted by ID #6
in Figure 78a) is received every 0.006 seconds. However, when sporadic noise is injected into the CAN
bus and it takes up the limited bandwidth, the time between receipt of two packets of information can
exceed 0.006 seconds, sometimes reaching as high as 0.8 seconds as shown in Figure 78a. The
monitoring condition is violated when this delay exceeds 0.31 seconds, which is why Figure 78d shows
an attack detection at t=2.6 seconds. Figure 78b shows that this large delay in the transmission of
information through the CAN bus delays the application of the brake. Such untimely braking action
causes the headway in Figure 78d to be 2 m instead of 2.2 m at t=3.5 seconds.
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Figure 78: (a) Message ID in the CAN bus (b) AEB controller braking status (c) Headway (d) Network
attack is detected by the Network monitor but not detected by the Data or Functional monitor.

In summary, local monitors at multiple levels are needed to detect attacks/faults across a CPS.

7.6 Functional Monitoring using ARM Embedded Trace
We implemented the AEB controller on a STMicroelectronics STM32F407VGTx ARM Cortex M4
processor [156] and the TeSSLa monitors an FPGA (XILINX Zynq-7000 XC7Z010- 1CLG400C [104]),
while the plant and sensors continued to be simulated in Simulink. The hardware setup is as shown in
Figure 79. ARM Coresight Architecture’s Instrumentation Trace Macrocell (ITM) was used to obtain
streams of data from the processor. We performed ITM printf style debugging where the data to be
monitored was written to one of the 32 ITM stimulus channels and was output to the external SWO pins.
The core clock of the STM32 board was 168M Hz and the SWO frequency was 1 M HZ. The FPGA was
configured for 125 MHz clock. The data obtained from the ITM module can be read either through a 4 pin
Trace Port Interface Unit (TPIU) or through a Serial Wire Output (SWO) pin of a 2 pin Serial Wire
Debug (SWD) port in the ARM processor. We used the SWD interface to read data traces due to ease of
availability of decoders for this interface. But, one can always use the TPIU interface or the Aurora
Gigabit Trace to get better performance. The Aurora trace unit can be used to get data of higher
bandwidth more securely as it has Cyclic Redundancy Checks (CRCs) incorporated in them [157].
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The STM32-MAT feature from MathWorks Simulink [158, p. 32] enables us to extract trace data for
monitoring while the processor is running in Processor in Loop (PIL) mode in Simulink. In this setup, the
processor communicates with Simulink through UART ports. The UART ports are used to receive sensor
inputs and send controller output to the plant in Simulink.

Figure 79: Schematic showing the AEB controller implemented on an ARM Cortex M4 processor and
verified by TeSSLa monitors on the FPGA. Plant and sensors are simulated on the Simulink model.

Example of property monitored on the AEB controller using traces obtained from ARM processor

Functionality of the AEB controller was verified by checking the following property at runtime:
“If the AEB status is not equal to zero, then the Forward Collision Warning (FCW) has to be High”.

(AEB_status !=0) =>

FWactive=1

This property is based on the understanding that when the AEB controller is in any stage of partial or full
braking (AEB status =1, 2, 3), the Forward Collision Warning (FCW Active) should be “1”. This property
was written in TeSSLa specification language as shown in Figure 80. Verilog code can be generated from
this TeSSLa specification and can be used as a runtime monitor.
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Figure 80: TeSSLa property that verifies the relationship between AEB_status and FCW active signal.

TeSSLa accepts a stream of inputs of AEB Status and FCW Active and produces a stream of outputs at
each instant of time. Figure 81, shows the TeSSLa input and output steams that were simulated using the
TeSSLa simulation tool [86].

Figure 81: TeSSLa input and output streams, Simulated in the TeSSLa simulation tool [86].

TeSSLa specification was implemented on the FPGA and the results of the monitor are seen in Figure 82.
When the AEB Status = ‘2’ and FCW Active = ‘1’, the TeSSLa monitor output is also ‘1’ indicating that
the property was satisfied. In the next case, when the AEB Status = ‘2’ and FCW Active = ‘0’, the
TeSSLa monitor output is ‘0’ indicating that the property was violated.

This property was verified based on AEB status and FCW active data streams extracted from ITM. This
data was decoded by the SWO UART decoded and the property was verified by the TeSSLa monitor
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implemented on the FPGA. The results of the TeSSLa monitor were viewed using Xilinx Integrated
Logic Analyzer.

Figure 82: TeSSLa monitor verifies the property “If AEB Status is 1, 2, 3 (not equal to “zero”), then the
warning FCW Active must be “1”. When his property is violated, the TeSSLa monitor indicates that the
property has failed.

7.7 Preliminary assessment of scalability of TeSSLa monitors and
FIL system components
The FPGA design of the monitor consists of two main components: a) the monitor design and b) the
system components. The monitor design is the design description of the specification and the system
components are introduced by Simulink for FPGA-in-the-loop (FIL) design. Since the system
components remain constant, the scalability focus is on the monitor design which varies based on the
level of the monitor. The hardware design size of the monitor is dependent on the number of independent
variables, the number of dependent variables, and the logic of the monitor specification. In order to
understand the scalability factor, we consider a single dependent variable in our specification and varying
independent variables. Table 4 confirms that when the variables are increased from 2 to 5 (2.5×) the
resource utilization increases by 1.6×. Furthermore, this resource utilization when compared with the
entire FPGA chip (most utilized part considered) increased from 2.93% to 4.59%.
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Table 4: Resource utilization of multilevel monitors.

7.8 Summary
This chapter provides insights on how hazard analysis methods such as STPA can guide us on ‘what to
monitor’ and ‘where to monitor’ in a CPS. In this chapter, we leveraged systematic hazard analysis
(STPA) to assist in deriving monitoring properties from the Unsafe Control Actions at various levels in
the CPS architecture. STPA analysis helps us identify the causal factors for hazards, which in turn guides
us on ‘what to monitor’ and placement of monitors. We then designed, simulated and tested multilevel
monitors in a model-based design environment (Simulink) to ascertain the effectiveness of our approach
for hazard detection due to various attacks/faults. To show viability of this approach, we synthesized and
implemented the monitors on FPGA and used TeSSLa, a stream-based language for runtime monitoring.
We then integrated the hardware monitors into the AEB model to demonstrate the efficacy of hardwarebased monitors localized at multiple levels of the CPS application.

We later used ARM cortex ITM instrumentation feature to extract data streams for monitoring. We
provided an example of functional monitoring of the ITM data trace. Finally, we provided preliminary
estimation on the scalability of the multilevel Monitoring approach with respect to CPS applications.

Below are our preliminary findings:
(1) We find that the systematic nature of STPA hazard analysis is beneficial in deriving and refining
multilevel monitoring properties that are related to hazard causal factors. While the process of STPA
is largely manual, the use of Simulink assists in the simulation and evaluation of the monitors with
respect to threats and faults and loss scenarios - before implementation.
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(2) Realization of multilevel monitoring appears to be scalable with respect to “at-scale” Cyber Physical
Systems of the type found in critical application domains.
(3) We find Model Based Design and Engineering methods and tools significantly improve productivity
in the evaluating runtime monitoring schemes with respect to hazard coverage and refinement.
Furthermore, integrating runtime monitors at the model level supports the DevOps continuum to
bridge development and operation phases.
(4) Hardware monitors implemented on FPGA are able to monitor streams of data using TessLa, a
stream-based language that can be used to evaluate a wide range of monitoring conditions.
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Chapter 8
Summary, Contributions and Future Work
The overarching goal of this dissertation is to demonstrate that a synergistic combination of V&V at
design time and runtime monitoring at multiple levels is beneficial in assuring safety and security of a
system against faults and attacks at multiple levels. This dissertation took a broad perspective on
multilevel runtime monitoring of CPSs in order to develop a deeper understanding of the design time and
runtime monitoring synergisms that exist at multiple levels of a typical CPS. The motivation of this
broader approach was twofold; (1) a significant body of work in Runtime Monitoring is related to the
development of powerful monitoring languages that can express monitoring properties of CPSs, but there
is a scarcity of work related to “what” to monitor, “where” to monitor, and “how” to monitor from a
systems perspective, (2) the need to uncover and characterize the system level challenges that assuredly
exist when designing, developing, and implementing Multilevel Runtime Monitoring.

Towards this goal, we first presented a Model Based Design and Engineering (MBDE) approach using
MathWorks Simulink tools to verify the CPS system by initially performing testing, static verification and
formal verification on an Emergency Diesel generator Start Up Sequencer (EDGSS) system implemented
on a Field Programmable Gate Array (FPGA) overlay architecture. We demonstrated some key
verification activities at design time that help runtime verification and also explained how runtime
monitoring scenarios can be considered at design time. This provides a continuum from design time
assurance to runtime monitoring.

Due to the prevalence of MBDE methods in safety critical systems, we believe that our initial findings of
synergy between model-based design assurance and runtime verification is impactful.

One of the

challenges in designing runtime monitors is to formulate informed specifications that cover vulnerable
areas in a design. MBDE helps identify such design flaws and complex interactions that can cause failures
in a system. Model-based verification methods can be used to address these issues and they guide us in
formulating properties to monitor critical design elements and assumptions at runtime. The MBD
approach can be used to access monitor organization patterns for an application, early during the design
process. Our findings suggest that multiple monitor organization patterns may be an essential condition
for detecting complex fault and attack patterns in a CPS. While we have shown the benefit of using MBD
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to arrive at the multiple monitor organization for a specific application and set of faults/attacks, this
approach can be generalized to any other system.

Next, we demonstrated the benefits of multilevel monitoring framework using the example of an Antilock
Braking System (ABS) in a Model Based Engineering (MBE) environment. Specifically, we used the
Simulink model of an ABS and injected faults/attacks at the various levels of the ABS system and
demonstrated that multilevel monitors were able to detect these faults/attacks. Specific levels of
monitoring are: data (wheel and vehicle velocity) sensors, functional (ABS controller) and network (CAN
Bus). We also expressed these monitor properties in Event Calculus.

While the above ABS system with monitors all modeled in Simulink, demonstrated the benefits of
multilevel monitors, we felt the need to choose a more complex system, to derive monitoring conditions
in a methodical manner and implement our monitors on hardware. Towards this end, we chose a more
complex Autonomous Emergency Braking (AEB) system. We derived multilevel monitoring conditions
at run time related to causal factors for hazards, leveraging systematic hazard analysis (STPA) to assist in
deriving monitoring properties from the Unsafe Control Actions (UCA) at various levels in a CPS. We
then tested the multilevel monitors in a model-based design environment (Simulink) to evaluate their
effectiveness in detection of attacks/faults. To show viability, we also synthesized and implemented the
monitors on FPGA. We then used TeSSLa stream-based language to integrate such hardware monitors
with the CPS model to demonstrate the efficacy of hardware-based monitors localized at multiple levels
of a CPS.

Finally, we implemented the AEB controller on an ARM processor, which receives input from and gives
output to the Simulink model simulating the network and plant as we do not have a physical car to
instrument. Such monitors observe the system behavior by analyzing streams of information coming from
the target system with no or minimal intrusion to its working.

8.1 Key contributions of this dissertations
The key contribution of this dissertation research is to demonstrate the benefits of multilevel runtime
monitoring both at the model level and implement them on hardware in detecting faults/attacks at
multiple levels. We also demonstrate the benefits in using synergy between design time V&V and runtime
monitoring in the design of such multiple monitors. In this process, we also made the following other
contributions:
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•

Synergy between the V&V process at design time and creation of effective multilevel runtime
verification monitors.

•

Demonstrated multilevel runtime monitoring framework that observes and detects faults/attacks in a
CPS at multiple levels.

•

A theory of multilevel runtime verification and use of event calculus to describe such monitoring
conditions.

•

Ability to derive complete monitor specification from rigorous V&V process and hazard analysis.

•

Hardware implementation of such monitors using a stream-based monitoring language.

•

The ability to perform hardware in the loop evaluation of runtime monitors and target systems with
simulated plant and network but controller implemented on an ARM processor.

•

Presented design choices for usage of ARM Coresight trace capability in runtime monitoring.

8.2 Future work
While this dissertation lays some of the foundations for multilevel monitoring that includes their design
from hazard analysis, synergistic use of design time MBE and runtime monitors, their hardware
implementation and ability to detect faults/attacks at multiple levels there are several directions on which
future research could be performed. These include:

1. Synergy between of design-time and runtime verification can be explored further with a tighter
integration between model-based engineering, STPA and runtime monitoring. Specifically, tools
can be developed to connect the workflows together in a more unified way.
2. Rigorous fault injection and attack injection experiments can be performed to collect more
comprehensive data towards achieving better monitor coverage. Additionally, novel approaches
such as property-based fault injection can also be performed to achieve higher monitor coverage.
3. Execution monitoring using PTM/ETM instruction traces to detect sophisticated control flow
attacks can be performed.
4. Generality and scalability of multilevel monitors can be explored by using them in diverse CPSs
and evaluating the resources needed for implementing such monitors on an actual system (e.g.
autonomous car or UAV).
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Appendix A
A 1. Model Based Testing and Coverage Analysis of SymPLe architecture
Figure 84 shows the coverage metrics of FBController which is a component in SymPLe. The reason for
low coverage was due to two blocks in model, Simulink HDL Coder and S-R Flip Flop. These two blocks
are Simulink Library blocks that can be configured to operate in different modes. For example, the HDL
counter can be configured to be free-running counter or count-limited mode where the HDL counter
counts for a fixed value at a predefined sampling rate. In the FBController model, since we used the
counter in the count-limited mode, the blocks in the HDL counter pertaining to other modes become dead
logic in the design. Such components are justified, explaining the reason for low coverage. Simulink
provides a color-coded feature where blocks with missing coverage are red and blocks with full coverage
are green in color as seen in Figure 83. This helps to visually identify the coverage metrics of each block
and address the low coverage blocks. Additionally, test vectors are formulated to account for low
coverage due to missing test cases.

Figure 83: Low coverage indicated in Simulink blocks.
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Figure 84: Coverage Analysis of SymPLe component. Low coverage due to dead logic and missing test
cases.

While performing testing, there may be requirements that are ‘beyond testing’, meaning that a
requirement cannot be tested due to complexity of the design, numerous interactions with other
components etc. It may be important to monitor such requirements at runtime. Additionally, we have to
ensure that assumptions made during design verification hold true during runtime.

A 2. Simulink Design Verifier
Design Verifier is a type of hybrid formal methods tool where model checking and constrained theorem
proving are combined. The Design Verifier tool works on the principles of Bounded Model Checking and
K-induction technique for solving the state reachability problem and satisfiability (SAT Solver) to check
if the mathematical representations of the properties of a model are satisfiable. Counterexamples that
encompasses n states are detected by the Bounded Model checker by checking if the property P fails in
any of the first n states during the function’s execution. Further, the induction rule generalizes the
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property P for the entire state space by showing that if it holds true for every n states of execution, it
should hold true for the successive states that follow (n, n+1, …...Infinity) [159]. This type of formal
method can be tailored to verify complex systems. Model checking handles finite state problems well,
while K-induction handles more complex infinite space problems.

In Simulink DV, a proof objective is generally specified as illustrated in Figure 85. Suppose we have a
function F for which we would like to prove a certain property P, as shown in Figure 85, the output of
function F is specified as input to block P. Property P is a predicate, which should always return true
when hypotheses H set on the input data of the model are satisfied. Often properties in DV are expressed
as implication form, “if there is some X, Y, Z conditions then, property P follows. P is connected to an
Assertion block where the results of the verification effort are reported. H is connected to a Proof
Assumption block. Proof Assumption blocks constrain the input data of the model so the state space of
the search can be managed. A user often starts with constrained forms of the proof (e.g. intermediate
proofs) and then progressively relax the constraints as the proof becomes more global [159].

Figure 85: General Proof Outline for Simulink Design Verifier (inspired by [159]).

A 3. Safety Standard Compliance checks
Static verification is the process of verifying whether the model adheres to modelling guidelines and
various industry standards without executing the model. Static verification checks are also performed as a
part of the standard compliance checks. Safety standard checks such as IEC 61508, ISO 26262 checks
etc. can be performed on the model to ensure that the design meets the stringent requirements for usage in
safety critical applications.

We have used Simulink Check tool to verify compliance to standards of the model. We performed
compliance checks to the IEC 61508 standard for the SymPLe. IEC 61508 checks can be performed on
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the final model (after MBT and formal verification) to ensure that the design meets the stringent”
requirements for usage in safety critical applications. Design errors and model settings that cause
generation of inefficient code or code unsuitable for safety-critical applications can be identified by using
Model Advisor tool in Simulink. Additionally, configuration settings that include optimization, code
generation and solver settings in the models can be checked using IEC 61508 static verification to ensure
that they are safety compliant.

It is also possible to perform model compliance checks with standards such as CERT C, CWE, and
ISO/IEC TS 17961 Standards [160]. These checks ensure that the Simulink blocks used in the design can
generate code that comply with the secure coding standards. This helps address the security requirements
early in the V&V workflow before generation of the code automatically for the design. Some of the
characteristics of the design that have to be followed at the model level in order to comply with security
standards such as to CERT C, CWE are [160]:

1) Switch case Simulink blocks always have a default case.
2) The output ports are always assigned to a valid value and is not left unassigned
3) Checks for inequality or equality of floating-point numbers are excluded in the design
4) The word length of the integers, match the bit size of its hardware implementation
No Dead logic and operations performed in the design should not result in integer overflows, divide by
zero and array out of bound errors. Static analysis of the model (e.g. using Simulink Design Verifier) help
detect many of these flaws.

Static verification of code using Polyspace

MathWorks Simulink uses Polyspace tool to perform static analysis of C code. Polyspace is a static
analysis tool that uses formal methods to analyze C code and identify safety and security vulnerabilities.
Polyspace Code prover is used to detect potential runtime errors that could result in unreachable code,
unsafe type conversions such as long to short and float to int etc. [161]. Polyspace Bug Finder checks the
code for safety standard checks such as MISRA, ISO 26262, IEC 61508, DO-178 and security standard
checks such as CWE, CERT-C, ISO/IEC 1796 [162]. Figure 86 shows Polyspace static verification report
which indicates warnings on overflow vulnerability.
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Figure 86: Polyspace static verification report.

A 4. Model to Code Equivalence and Code Coverage Analysis
Model Based Engineering have executable models where synthesizable code is automatically generated
from a model. It is important to ensure that this code exactly depicts the model.

A 4.1 Co-simulation
Co-simulation is a way verifying equivalence between the model and Code. Co-simulation helps to run
the model and the generated code simultaneously as shown in
Figure 87. Since our EDGSS application is on a FPGA platform, we use the co-simulation feature of
Simulink with Mentor Modelsim tool. Mentor Modelsim is an HDL simulation tool which can be used to
run the HDL code generated for the model [163]. The test cases formulated for the model can be reused
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and run on the HDL code and HDL code coverage can be analyzed using the Mentor Modelsim tool.
Performing Software in Loop (SIL) testing for C code is explained in Appendix A 8.

Figure 87: Modelsim Co-simulation Equivalence Testing.

Simulink offers a feature called Equivalence Testing (Figure 88) where the model and the HDL code can
be run at the same time, and the scope results show the differential error between the model and the code
results.
Figure 89 (a) shows the test cases that were run on the co-simulation model and the results are seen in
Simulink Test Manager where we perform equivalence testing.
Figure 89(b) shows the equivalence testing results where the results from the model and code are
equivalent.

Figure 88: Modelsim Co-Simulation.
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Figure 89: (a) Test Manager Modelsim Results (b) Modelsim Co-Simulation comparing the Co-sim and
Model output for ctrl and task_error.

A 4.2 HDL Code Coverage
Code coverage analysis was performed on the HDL Code that was generated by Simulink HDL Coder.
HDL Code coverage was achieved using Mentor graphics Modelsim tool. Code coverage involves
coverage metrics such as Statements, Branches, Conditions, Expressions, Toggle, FSM States and FSM
Transitions that are explained below:
•

Code coverage metrics checks the following on the HDL code[163]:

•

Statement coverage: ensures that each HDL statement is used in the design and there are no
redundant HDL lines

•

Branch coverage: ensures that all the decision branches are covered.

•

Conditional coverage: ensures that each condition and their opposites are covered
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•

Expression coverage: ensures that all expressions are coverage and any don’t care expressions are
excluded from coverage analysis

•

Toggle coverage: ensures that bit transition in a register i.e. transition from 1 to 0 and 0 and 1 are
covered

•

FSM states: ensures that all states in a Finite State Machine (FSM) are reachable

•

FSM transitions: ensures that all possible transitions between states in a FSM are covered

Figure 90 shows the summary of the code coverage for the Local Sequencer component in SymPLe when
the test cases were run in Simulink.

Figure 90: Code Coverage Summary.

Although we were able to get almost 100% code coverage at the model level for the Local Sequencer, we
were not able to get the same coverage at the code level. Additional signals are added in the code by the
Simulink HDL coder that were not in the model. Furthermore, coverage metrics at the code such as toggle
coverage are not present at the model level. All this would need more test cases written to get better
coverage.
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A 4.3 Runtime Monitor properties derived from beyond testing conditions at the code level
The additional signals generated which are not present in the model must be thoroughly analyzed. These
signals resulted in low coverage metrics at the code level indicating the need for additional test vectors.
Testing the code can reveal corner cases and complex interactions that we may want to monitor at
runtime.

A 5. Formal Verification of Code
Example of monitor property derived from low level HDL verification of system functionality as
shown in point-7 of Section 4 Figure 28.
Formal verification of the model has significant benefits in detecting design flaws early in the
development life cycle. We additionally would like to extend formal verification to the HDL level. Once
the HDL (VHDL) code is generated from MathWorks model, we port the code into Mentor Questasim
environment. We used Mentor Questasim tool to verify formal assertion properties on the HDL code. We
perform Assertion Based Verification to formally verify functional properties on the code.

Assertion Based Verification (ABV) offers a powerful formal verification paradigm for checking
properties on the HDL code. Property specification is the key step in ABV and through these
specifications we state the requirement in the design that we want to formally verify. The two most
widely used ABV languages are, Property Specification Language (PSL) and System Verilog (SVA).

A 5.1 Assertion Based Verification (ABV)
ABV offers a powerful verification paradigm by checking critical conditions which are important for the
correct functionality of the system and flags an error if the condition fails to hold true. Assertions are
similar to active comments which can either be inserted in the RTL file describing the design to be
verified or in a separate bind file used in the verification process. Assertions capture the design behavior
at each clock cycle and they can consequently be used to verify intermediate behavior of the signals.
Therefore, ABV helps to detect the time and place of occurrence of the design flaws.

Property specification is the key factor in ABV and states the purpose of the design. Properties comprise
of four distinct layers namely: Boolean layer, Temporal Layer, Verification layer and Modelling layer.
193

Boolean layer describes the design in a Boolean expression. The Temporal layer provides a description of
the relationship between the Boolean expression over time while the Verification layer states how the
property should be used, for example, if it should be asserted and checked or if it should be assumed as a
constraint to the signal [164]. The Modelling layer models the behavior of the inputs in the design and
gives behavior to the signals and variables in the design. It also gives names to the properties from the
temporal layer [165].

Property Specification Language (PSL) or System Verilog are the two predominantly used assertion
languages. System Verilog inherits the expression language, syntax and semantics of Verilog and can be
directly written as a part of the Verilog design code. PSL is a separate language and is designed to work
with different layers of a HDL language. Therefore, it cannot be directly written as a part of the HDL
code. Bind files are used to attach the PSL properties to a HDL code or PSL statements can be included in
the HDL model via comments. Although the two languages are very similar, on a technical level there are
fundamental differences. The choice between the two languages is made depending on the verification
requirements of the design and methodology used [166].

A 5.2 SymPLe example of formal verification of HDL code
The error handling property described in Section 4.5 “c. Formal Verification of the SymPLe architecture
for a lower-level requirement” was verified at the code level using ABV (Figure 91). The property failed
due to the design error in error handling in the SymPLe Local sequencer component. Mentor Questa tools
generates the counterexample showing the inputs for which the property failed in Figure 92.

Figure 91: Assertion Based Verification of HDL code to verify error handling.
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Figure 92: Mentor Questa Counter example when property fails.

A 5.3 Example of Monitor properties derived from low level HDL verification of system
functionality
In SymPLe architecture the co-ordination between the data and control signals are critical for correct
functionality of the system. For example, synchronization of two signals DONE and CTRL was important
to ensure that the data bits and the control bits in the model are synchronized in SymPLe Functional
Blocks. The timing behavior of the model was formally verified with respect to these two signals. In the
SymPLe Functional Blocks, the DONE signal should go high seven clock cycles after the CTRL signal
going high. We verify this property formally on the HDL code corresponding to an AND functional block
in SymPLe using the Questa Tools.
Figure 93 shows verification of a “logical AND” function block in SymPLe at the model level. Here, the
“DONE” signal (which indicates that the results of the AND functional block is ready) should go high 7
clock cycles after the trigger to the functional block (CTRL==1) going high. Simulink DV analyses the
property for the AND function block and gives a result indicating if the property was True, False or
undecided. The same property was checked on the HDL code using ABV. Figure 94 shows the same
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property written in System Verilog. Failure of such timing properties may put the system in
indeterministic state. Therefore, it is important to monitor such conditions at runtime.

Figure 93: Simulink DV Property Proving for a SymPLe AND functional block.

property verify_done;
@(posedge clk) disable iff(!CTRL)
CTRL |-> ##7 (DONE==1'b1);
endproperty
verify_done_assert : assert property (verify_done);
else
$display("@%0dns Assertion failed for DONE", $time);
Figure 94: Assertion Based Formal Verification performed Using Mentor Questa tool.

A 6. FPGA in Loop Implementation of SymPLe
FIL is used to evaluate the correctness of the code and hardware implementation of the system design.
SymPLe was implemented on Xilinx Kintex 7 FPGA. All the test cases run on the model, were run on the
SymPLe hardware implementation and we checked for equivalence between them. FIL testing was
performed at both unit level and the application level in SymPLe. Any difference between the model and
FIL outputs could indicate a potential issue in the hardware implementation. Figure 95 shows the FIL
implementation of the EDGSS application. Here equivalence testing was performed to ensure the outputs
of the model and the FPGA match. Performing Processor in Loop implementation is explained in
Appendix A 9.
196

Figure 95: FPGA in Loop implementation of EDGSS application.

A 6.1 Example of Monitor properties refined after consideration of environmental factors and
variations
When we implement a design on a hardware platform, there can be a number of factors that we should
consider that could affect the functionality of the system. For example, clock glitches, signal variations
have to be considered while formulating runtime properties. We refine the runtime monitor properties to
take these factors into consideration. For example, we consider properties that ensure that the system is
not stuck in a “Read Input” state if there is no input from a sensor. We ensure that the “TimeOut” feature
incorporated in our design is able to detect this issue in such scenarios.

A 7. Hardware Fault Injection
Hardware Fault Injection is important to ensure that the runtime monitors are able to detect the faults
effectively. HDL code can be generated for the fault saboteurs that were used to inject fault at the model
[91]. This fault injection code can be implemented along with the design code on the FPGA and faults can
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be injected on the hardware implementation of the design. Fault injection using fault saboteurs is
explained in Chapter 5.

A 7.1 Example of Monitor properties refined after fault injection on hardware to detect safety
violations
Sometimes the runtime monitor properties are refined if they are not able to detect faults occurring at the
hardware level. In our research we did not perform hardware fault injection, but this step would further
refine some of the runtime monitor properties.

A 8. Software in Loop (SIL)
SIL is performed by executing the code on the host machine and ensuring that the results match the
simulation results of the model in Simulink[167]. SIL is non-real time execution of the code and is
synchronized with the simulation results. It helps access functional equivalence between the model and
the automatically generated code and analyze code coverage. The test cases formulated and run on the
model can be run on the code and the results can be compared in order to confirm equivalence. Code
coverage can be analyzed by tools such as Bullseye or LDRA through the Simulink environment. Figure
96 shows the SIL model that runs the code simulator on the PC.

Figure 96: Software in Loop Simulation.
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A 9. Processor in Loop (PIL)
Object code is created for the source code and the executable is run on actual hardware while performing
PIL. Like SIL, PIL is also a non-real time execution which is synchronized with simulation. Test vectors
run on the model can be run on the hardware platform and the results can be compared and checked for
equivalence. Figure 97 shows the PIL model that runs the code hardware in non-real time mode.

Figure 97: Processor in Loop Implementation.

A 9.1 PIL External Mode

Real time execution of the code can be performed by running the object code on hardware with Simulink
in External mode [168]. The hardware exchanges data with Simulink via a shared memory interface.
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