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In order to interpret the solvation blue shift in the XA X— UV band in H 20  (observed in liquid water, ice, 
and H 20  embedded in r a r e . gas matrices) we have made ab initio calculations of the first order 
electrostatic and exchange interaction energies in H20 * - H 20  and H20 * - N e  dimers, after extending the usual
symmetry adapted perturbation expressions to excited state molecules. We have found this shift to be caused 
mainly by the enlarged exchange repulsion between the excited H 20  molecule and its neighbors, 
originating from the extended (Rydberg) character of the excited '5, state. The orientational dependence 
of this exchange repulsion has been calculated and correlated with the spatial distribution of the Rydberg 
state. The transition-dipole resonance interaction was found to be of little importance. These results were 
confirmed by supermolecule MO calculations on the ground state and excited dimers which showed 
moreover, an enlarged polarization of the excited H 20  (compared with the ground state), as well as some 
other effects that may be artifacts from the supermolecule treatment of excited dimers.
I. INTRODUCTION
The interaction energy of a molecule with its surround­
ings depends strongly on the electronic state of the mole­
cule considered. This dependence can be observed as 
the different solvent shifts in the electronic absorption 
spectrum for different excited states of one and the same 
molecule. Both the intensity and the frequency shift a s ­
pects have been studied in numerous experim ents . 1 In 
some cases it has been found that a model where the in­
teraction between solute and solvent molecules is de ­
scribed with the help of the multipole expansion for the 
electrostatic  part,  retaining only the dipole-dipole term , 
and a second o rder  contribution represented by isotropic 
polarizability te rm s ,  explains the experimental results  
quite well .2,3 F rom  later work4-6 it has become clear,  
however, that even relatively weak interactions between 
molecules at distances that occur in condensed phases, 
while all these molecules are  in their  electronic ground 
states,  generally cannot be described using only (trun­
cated) multipole expansions. This is a direct conse­
quence of the occurrence of charge overlap leading to 
the breakdown of the multipole expansion on the one hand 
and to the so-called exchange repulsion on the other. 
Therefore  any approach that t r ie s  to explain the solvent 
shift and confines itself to changes in multipole in te rac ­
tion te rm s  is liable to fail, as is frequently observed in 
p rac t ic e . 7
As a f i r s t  step towards a more complete trea tm ent we 
consider in this ar t ic le  the detailed f i rs t  o rder  p e r tu r ­
bation treatment of the interaction between molecules in 
ground and excited state. Taking a tes tcase  of practical 
in terest ,  we study w a te r -w a te r  and neon-water  d imers .
Although no common solvents are  available where the 
solvent shift for the water molecule can be observed, 
there  is ample related information available, when we 
confine ourselves to the lowest excited singlet state.
The gas phase spectrum is known over 50 years  and 
well-understood .8,9 The spectrum of the pure liquid, 
which can be considered as the spectrum of a water
molecule when dissolved in water, has been measured
in different ways ten years  ago. 10-13 Although the r e -
sults of different authors do not completely agree, in­
formation is available for ice as a function of tem pera ­
tu r e . 14,15 Finally we have measured the spectrum of H20  
in an argon matrix at 15 K at a variety of concentrations, 
including those where w a te r -w a te r  interactions can be 
neglected .16 The system then has close analogy to a 
dilute solution of polar molecules in an apolar solvent. 
The experimental data are  collected in Fig. 1.
From this figure it becomes clear  that there is a s y s ­
tematic 1 eV blue shift when going from the gasphase to 
the condensed phases. This value indicates a large dif­
ference in interaction energy for ground and excited 
state. Recent quantumchemical calculations indicate 
that the hydrogen bond energy for the water dimer in its 
most stable configuration in the ground state amounts 
to 5 -6  kcal/m ol (0. 25 eV).17,28 When we assume that the 
solvent effect can be attributed mainly to dimer effects, 
the interaction in the excited state has to be 0. 75 eV re -
9.0 8.0 7.0 (eV)
FIG. 1. A b s o r p t i o n  s p e c t r u m  of w a t e r  in d i f f e r e n t  p h a s e s ,  g: 
g a s  p h a s e ,  1: l iqu id ,  s :  so l id  (120 K), m :  w a t e r  in a rg o n  
m a t r i x  (1 :  50). A b s c i s s a  (decad ic )  e x t in c t io n  co e f f ic ie n t  f o r  the 
g a s  p h a s e ,  o t h e r  p h a s e s  a r b i t r a r y  un i t s  s c a l e d  to g ive  equa l  
m a x i m u m  a s  in g a s  p h a s e .  V a lu e s  cop ied  f r o m  Ref.  16.
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pulsive. As is usual in the treatment of solvent effects 
we take the Franck-Condon principle for granted and 
consider only vertical excitation.
The solvent shift is seen to be ra ther  independent of 
the nature of the neighbors (unordered solvent water 
molecules in the liquid, ordered water molecules in the 
solid, and argon atoms in the matrix). Therefore, one 
may assume that this large change is mainly related to 
the charac ter  of the excited state of the water molecule.
The gasphase spectrum as given in Fig. 1 is due to the 
16* — 4<71(3 s 0) transition (in a one electron picture).
Though resu lts  of ab initio calculations for the vertical 
excitation to that state have been published e a r l i e r 18,22 
we have repeated the calculation using the SCF fo rm al­
ism for the monomer ground state and the electron hole 
potential (EHP) method of Morokuma et a l .23,25 for the 
1B i excited state. We investigated a small part  of the 
monomer potential surface, relevant for the in te rp re ta ­
tion of the gasphase absorption spectrum.
The dim ers  were studied by exchange perturbation 
theory .26 This theory has been used until now mainly for 
the treatment of the interaction between ground state 
atoms and molecules. In the case of interacting closed 
shell systems a formalism using interaction density m a­
t r ices  was presented by Jeziorski  et al. and applied to 
the He3 sy s tem .27 The same formalism was used la ter  
for the trea tm ent of the water d im er .28 In the present 
artic le  the formalism has been extended to include mole­
cules described by singly excited states.
Numerical resu lts  of the application of this formalism 
to the water dimer in some relevant geometries a re  d e ­
scribed. Moreover for the interpretation of the matrix 
isolation studies, calculations for the mixed neon-water  
d im ers ,  replacing either donor or acceptor water by 
neon have been performed. Finally some direct  SCF and 
EHP computations on the dimers  have been performed 
also.
c A  e B
II. EXPRESSIONS FOR THE FIRST ORDER 
INTERACTION ENERGY
For a system consisting of two closed shell mole­
cules, A and B, the f i r s t  o rder  part  of the interaction 
energy in exchange perturbation theory is given by
E (l)_  (^o^ abQ^o)
l n t ~  <4>0Û4>0>
(1)
where $ 0 =  'J'a' '^b is the simple product of the wave func­
tions describing the f ree  molecules, Cl is the (idempo- 
tent) an t isym m etr izer  for all electrons in the system, 
and VAB contains the Coulombic interaction between the 
electrons and nuclei of A on the one hand and those of 
molecule B on the other. When we adhere to the notatio 
that X, /i stand for nuclei, i, j,  k, I for electrons and 
p , q , r ,  s for spin orbitals ,  the interaction opera tor  VAB 
may be written as (in a. u . )
6Ä eB GB 1
+ Î > ib«  + E 7 ia 0 ' ) + E E  — , (2)
I J i 1 r u
^AB — ^AB
i
^AB = R (3)
is the nuclear repulsion energy and
y i x ( ¿ ) = - £ z (4)
( i £ X  ' i ß
is the potential energy of electron i in the electric  field 
of the nuclei in molecule X, Z M are  nuclear charges, 
and R uvi r iu, r {J are  distances between nuclei and e lec­
trons indicated by the subscripts /i, v , i , j .  In Ref. 27 it 
is shown how formula (1 ) can be evaluated for closed 
shell systems A and B using suitably defined interaction 
density matrices  (IDM’s). These IDM’s differ from the 
usual f i r s t  and second order  (reduced) density m atr ices  
as for instance defined in Ref. 29, due to the fact that 
the function $o is not antisymmetric in all its arguments
When one of the molecules is in an excited state we 
meet degeneracy as soon as the molecules are  identical. 
The degeneracy a r ise s  not necessarily  from spatial sym 
metry. Even when there is no symmetry operation that 
t ransform s the molecular coordinates into each other, 
the zeroth o rder  wave function denoted as $ox can be 
given as
o^ex= C 1^ eAI^ B + C2^ Ar Bx (5)
where the values of Ct and C2 have to be determined yet, 
using perturbation theory for degenerate states. Now 
we write the exact (perturbed) wave function for the ex­
cited dimer as
ex ex (6)
where xex is a correction function that contains all high­
er  o rder  contributions. We require  this correction 
function to be orthogonal to all the degenerate zeroth 
order  functions:
< n x* Blxex> = o ,  (í<Aí ' i x yci) = o . (7)
The Schrödinger equation for the perturbed system is
(3Co -  E qx +  y AB -  +  x " ) =  o (8)
with
JCo =  3Ca + 3Cb (9)
and
zrex r e x  . 17 17* 1 r e x  
JOj0  =  a  +  =  &  a  +  J & n  .B B (10)
In passing we may note that these expressions can easily 
be generalized to a system of many identical atoms or 
molecules where excitation occurs.  When we indicate 
the degenerate excited configurations with a single wave 
function a,  the zeroth o rder  wavefunction can be written
as
4>ox= £  Ca a  . (ID
oc
Multiplying Eq. (8) from the left with each of the zeroth 
o rder  functions a and making a perturbation expansion, 
we obtain the equation for the coefficients Ca and the 
f i r s t  o rder  contribution to the interaction energy
VC E[H SC (12)
where with
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V
O C &
(avap)
Safl= <aG/3> •
(13)
(14)
Although at f i rs t  sight the matrix VaS appears not to be 
Hermitian this can still be proved, if the unperturbed 
wave functions are exact eigenfunctions of JCq. For ap­
proximate monomer wave functions ( e .g . , H a r t r e e -  
Fock LCAO functions) as we encounter in practical ca l­
culations V is not Hermitian indeed. [Using real wave 
functions we never had the problem that the eigenvalues 
of Eq. (12) were complex, due to the deviations of V 
from being symmetric].
Equation (12) is very s im ilar  to the well-known ex­
pression for the excitation energy in a molecular crystal  
according to the exciton fo rm alism .30 The main differ­
ence is the omission of the antisymmetrizer  from the 
(usual) exciton wave function. (Although sometimes in­
troduced formally, the antisymmetrizer  generally d is ­
appears at the time of actual calculation.) Therefore 
there is no problem with the hermicity of the matrix V 
in exciton theory. On the other hand, the exchange in­
teractions a re  lacking; they may be implicitly taken into 
account when the theory is parametrized.
When the wave functions a? a re  described with the help 
of molecular orbitals of the different monomers, we have 
to take into account that orthogonality exists generally 
only between orbitals stemming from one and the same 
monomer. The elements of the V and S matrices ,  (13) 
and (14), can then be expressed most easily in te rm s  of 
diagonal elements of f i rs t  and second o rder  transition 
interaction density matrices  (TIDM’s) yj and y2. In the 
case of a dimer we write
VaB= ƒ  VtA(k)y?(otP\xl,)dxk + ƒ  K1B(Z)yf(a/3|x,)dA',
+ J J Y i B(aP I**,*,) ~~ dxkdx, . 
The definition of y i and y2 is 
yf (a/3 |A'fe) = NA ƒ  ot*apdT'k
y£B(a/3|xk, x t) = NANB ƒ  a*a(3 dr'kl .
(15)
(16)
(17)
k and I a re  electrons belonging to the molecules A and 
B, respectively. Nx is the number of electrons in mole 
cule X (X is A or B). dr'k means integration over all 
electron coordinates x { except those of electron k. S im­
ilarly dr'kl excludes x k and x x from the integration.
The main difference between the TIDM’s from (16) 
and (17) and the IDM’s in Ref. 27 is of course the oc­
currence of ol and /3. Since an excited state can in gen­
era l  not be well-described with one determinant con­
structed from doubly occupied molecular orbitals,  in 
the evaluation of the TIDM’s one has to take the occur­
rence of open shells into account.
When we have chosen to describe the ground state 
with a SCF wave function three methods a re  available 
to produce wave functions for the excited state on a 
nearly equal level of sophistication. Of these methods 
the open shell res tr ic ted  H a r t re e -F o c k  approach has
the disadvantage that it produces sets of molecular o r ­
bitals for ground and excited states that are  not all o r ­
thogonal among each other (unless by symmetry). The 
full singly excited state configuration interaction method 
has the drawback of many expansion coefficients and the 
need of a computer time consuming integral t ransform a­
tion. We found that an only slightly inferior wave func­
tion is produced by the EHP method23“ 25 lacking the 
drawbacks of the two other methods. The EHP method 
uses a one configuration function for a singly excited 
state, so in the case of a singulet (with no orbital de­
generacy) this wave function consists of two determinants 
built from a set of orthogonal molecular orbitals.  One 
orbital in the set, which contains the excited electron, 
is a linear combination of the virtual (ground state) SCF 
orbitals, the remaining orbitals are  produced by a uni­
tary transformation of the occupied ground state SCF 
MO’s. (The same unitary transformation may be ap­
plied to the ground state wave function without affecting 
the ground state properties .  ) The transformation m a­
t r ices  a re  determined by the requirement of minimal 
excitation energy.
The evaluation of the matrix elements of (13) and (14) 
using SCF and EHP functions is described in Appendix 
A. We may note that the resulting expressions for y t 
and y2 can also be used in those cases where the excited 
state functions are  given by linear combinations of singly 
excited configurations. Only computer time is a limiting 
factor.
When we neglect all an tisym m etrizers  specified in 
(13) and (14) we arr ive  at the expression for the e lec­
trosta tic  contribution to the interaction energy. Of 
course also the mixing coefficients will change in gener­
al. The so-called exchange contribution is found as the 
difference between the total f i r s t  o rder  energy resulting 
from the solution of (1 2 ) and the electrostatic  contribu­
tion.
. NUMERICAL EVALUATION  
A. Properties of excited H20
From previous calculations of the excited states of 
the water molecule18“ 22 it has become clear  that for a 
reasonable description of the excited 1B 1 (Rydberg state) 
the basis set must at least contain relatively diffuse 3s 
type atomic orbitals  on the oxygen atom. To keep the 
basis  set balanced we also included 2>p functions on oxy­
gen and 2s and 2p functions on hydrogen. Exponents 
were derived from S la te r ’s rules and converted to a sin­
gle Gaussian. The a values so obtained (O 3s : 0. 018,
3p : 0. 031; H 2s : 0. 025, 2p : 0. 038) do not differ much 
from Dunning’s31 suggested values. To avoid long com ­
putation t imes we used a modest basis  set for the inner 
shell and valence shell electrons, taken from Clementi 
and Mehl .32
With this basis  set the energy of the ground state and 
the iB i excited state was computed at a small pa r t  of the 
potential surface, namely: varying one O -H  distance 
and the HOH angle, keeping the other OH distance fixed 
at 1. 80888 a .u .  This par t  was chosen in accordance 
with the accepted interpretation of the observed gas
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FIG.  2. P a r t  of the co m p u ted  po ten t ia l  s u r f a c e  f o r  the w a t e r  
m o le c u le  in the  lo w e s t  xA '  and XA  "  s t a t e s ,  (a) the  OH2 d i s t a n c e  
is  v a r i e d ,  the  OH* d i s t a n c e  and the  HOH angle  a r e  kep t  a t  t h e i r  
e x p e r i m e n t a l  e q u i l i b r iu m  v a lu e s ,  (b) the  HOH angle  is v a r i e d  
f o r  d i f f e r e n t  v a lu e s  of the  OH2 d i s t a n c e  and c o n s ta n t  ( e x p e r i ­
m en ta l )  O H t d i s t a n c e .  E n e r g i e s  and d i s t a n c e s  in a.  u.
phase spectrum. Integrals were generated with the 
i b m o lh  integrals  p rog ram .33 The closed shell SCF com­
putations were performed with the i b m o lh  SCF program 
and the EHP excited state energies were calculated with 
the help of a program based on formula (23) of Ref. 23 
using the data produced by the integral and SCF sections 
as input. Most computations were performed on the 
IBM 370/158 computer of the Leiden University Comput­
ing Centre. Some additional computations were p e r ­
formed at the CDC Cyber 175 at ENR Petten, using 
CDC versions of all IBM p ro g ram s .34 The resu lts  are  
given in Fig. 2. The continuum in the absorption spec­
trum is caused by the asymmetric  dissociation into 
H^S) and OH^n). In the SCF method the molecule does 
not dissociate to the lowest states of the fragments, so 
we have considered only the part  of the potential energy 
surface in the neighborhood of the ground state equilib­
rium geometry.
McGlynn and co-workers  have recently observed some 
s truc ture  superimposed on the absorption continuum .35 
This was interpreted as being caused by transitions to 
higher vibrational levels of the bending vibration in the 
excited state. The vibrations in the excited state must 
be shifted to about 20% higher frequencies with respect 
to the ground state value. This increase in bending 
force constant is not substantiated by our computed r e ­
sults. To settle this problem, computations with la rger  
basis sets and large Cl a re  certainly needed. Our 
ground state equilibrium angle is somewhat too large, 
which is not uncommon in limited basis set calculations 
(in fact, computed values between 100 and 115 deg have 
been published36-38). The vertical excitation energy at 
the equilibrium geometry (0.313 a .u .  ^ 8 . 5  eV) coincides 
reasonably well with the energy associated with the posi-
◦
tion of the maximum in the absorption band at 1650 A 
(7. 5 eV) observed in the gasphase and with the results  
of more elaborate calculations . 18“ 22 Of course the con­
tributions of the zero point vibrational energy in the 
ground state (^0. 6 eV) and the possibility of excited 
vibrational modes in the electronic excited state have 
to be taken into account. The latter being unknown, the 
agreement could be fortuitous. Nevertheless we think 
that our wave function represents  both ground and ex­
cited state sufficiently well to be used as a basis for the 
dimer calculations. The inclusion of both 3s, 3p  orbitals  
on oxygen and 2s, 2p orbitals  on hydrogen is justified, 
since their  omission would lead to a much (1 eV) higher 
excitation energy. This is of course due to the Rydberg 
character  of the excited XB X state.
Values of some computed properties ,  both in the 
ground and in the excited state are  collected in Table I. 
The components of the polarizability tensor have been 
computed by the finite field approach ,39 applied to the 
SCF and EHP formalisms. The values have been de­
rived from the change in dipole moment upon application 
of an electric  field of strength 0. 005 a .u .  along each of 
the x, y , or 2 axes. The value of the polarizability in 
the excited state is much la rger  than in the ground state. 
Also the anisotropy is g rea ter  in the excited state. P a r t  
of the anisotropy in the ground state is certainly due to 
the lack of d  functions in the basis s e t .39 At the present 
time it seems impossible to verify by electro-optical 
experiments40 the enormous increase  in polarizability 
upon excitation. These properties will be used in a 
la ter  section. For completeness the vertical excitation 
energy for some higher states has been computed as 
well. Results are  given in Table II.
T A B L E  I. P r o p e r t i e s  of the H20  m o n o m e r  c o m p u te d  f r o m  
SCF (ground s ta te )  and E H P ( 15 1 e x c i t e d  s ta te* )  wave  fu n c t io n s .  
M o le c u le  in  y z  p lane ,  C 2 a x i s  a long  ? a x i s ,  O l a r g e s t  z c o ­
o r d in a t e .  All q u a n t i t i e s  a r e  in a to m ic  u n i t s .
- 1 .  02 (— 0. 78)a,b
n* + 0 .9 2 (+ 0. 78)d
Q 1 .7 7 - 1 . 8 4 0 .0 7  (1 .8 8
Q* 0 .8 8 2 .4 2 - 3 . 3 0
O - 1 . 0 3 0 .8 7 1 .30
O* 1 3 .4 1 0 .8 3 9 .7
Q - 0 . 6 8 0 .3 4
q* 0 .6 8 - 0 . 3 4
( r 2) 1 3 .3
<r2>* 3 1 .5
a 7 .6 2 3 .9 8 5 .6 3  (9 .0 4
a * 189. 69. 1 8 4 .1
d ipo le  ¡i: n z
q u a d ru p o le  Q: <?!(= (3<t2>. - < r 2) ) / 2, i = x , y,
oc tupo le  O: Q iz = ( i i z ) ,  i =X , 3>, 2.
- 1 . 9 5  0 .07)
7 .9 9  8 .47)
a to m ic  c h a r g e  q: M u l l iken  n e t  a to m ic  c h a r g e s  f o r  O and H. 
p o l a r i z a b i l i t y  Q1: i = x , y , z.
aIn p a r e n t h e s e s  b e s t  S C F  r e s u l t s .  R e f e r e n c e  51.
R e f e r e n c e  40.  R e f e r e n c e  19.
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T A B L E  II. S ingle t  e x c i t e d  s t a t e s  of H20 .  V e r t i c a l  ex c i t a t io n  e n e r g i e s  (in a . u . ) ,  s y m m e t r i e s  
in Qv and  r e d u c t io n  in C s ( the s y m m e t r y  of the d i m e r  in g e o m e t r y  I) f o r  m o l e c u l e s  A and B 
( s e e  F ig .  3).
Symmetry
C 2v Type
Symmetry 
Cs{ A) CS(B)
Computed excitation energies 
EHP Cl (Ref. 22)a
B 1 1 * 1 -■ 4a 1 (n --3 s ) A " A ' 0.314 0.280
A 2 l f t j - 2b2(n “~ 3px) A " A " 0.378 0.348
-Al 3a 1—*4a ! A ' A ' 0.393 0.362
1 * 1 - 2b\bi ~- 3 py) A ' A  ' 0.434 0.379
b 2 3a 1 - 2b2 A ' A " 0.450 0.422
S i 3a j *■26, A " A ' 0.475 0.438
b 2 1Ò2- 4a 1 A ' A " 0.528
A , lb2~ 2b 2 A ' A ' 0.621
A  2 1Ô2- 2 b { A " A  " 0.626
^ h e  m i s s i n g  lb j — 5 0 ^  — 3/>r) t r a n s i t i o n  found a t  0 .370  a . u .  in the Cl  c a l c u la t io n s  of R e f . 22, 
can  not be ob ta ined  with the  E H P  m e th o d ,  s in c e  it i s  not the  lo w e s t  of i t s  e x c i t a t io n  type.
B. Dimer calculations
The numerical evaluation of formula (13) according 
to the expressions given in the appendix is s tra ightfor­
ward once the one- and two-electron integrals over 
molecular orbitals are  available. For  this purpose the 
general N5 four index transformation program used in 
previous studies6,28 has been modified in o rder  to p ro ­
duce the about 2w4 two-electron molecular orbital inte­
grals  needed in the most efficient way avoiding all mul­
tiplications with zero vector components (m equals the 
total number of molecular orbitals used for the desc r ip ­
tion of the excited multimer, so in the case of the water 
dimer m — 12). The computation of the inverses and de­
terminants of the symmetric  and asymmetric  overlap 
matrices was executed with the help of NAG library 
routines .41
In the supermolecule approach the definition of binding 
energy for a complex AB in some specified state at d is ­
tance R is given as
E ini(AB,R) = E ( A B , R ) - E ( A ) - E ( B ) ) (18)
where E ( A B , R )  is the energy of the complex AB at d is ­
tance R  and E( A) and £ (B )  are the energies of the d isso­
ciation products of AB. When we incorporate the c o r re c ­
tion for the basis set superposition e r ro r  according to 
the counterpoise method ,42 this expression becomes on 
the SCF level
-^int.scF { ABf R)  =  Esc F (AB, R)  — E sc F (A, R)  — ESCy (B, R ) ,
(19)
where E SCF( A B , R )  is the SCF energy of A B at distance 
R  and E SCY{ A, R)  is the SCF energy obtained for A in the 
basis set of the complex at distance R  and analogously 
for ESCF( B, R) .
#
We can give a s im ilar  definition for the binding energy 
in the excited dimer at the EHP level
^intf EHp(Ae3CB, R)
— ^ E H P ^ 0X^ J R) ~~ ^EHp(^eX) R)~  ^SCf(B> R) • (20)
Here £ EHP(AexB , R)  is the energy obtained by the EHP
formalism for the excited dimer with excitation mainly 
localized on A and £ EHP(Aex, R) is the energy of excited 
A when computed in the basis set for AB at distance R. 
Now the excited state energies in the EHP formalism 
are  found as the sum of the SCF ground state energy and 
the variationally minimized excitation energy A£EHP
^EHp(AexB, R) = isSCF(AB, R) + A £ EHP(AexB , i i )  (21)
and
^ E H P ^ 61} R) ~ ^ S C F ^ J  R) ^ E H P ^ eX) R) ) ( 2 2 )
where again A £ EHP(Aex, R) is the excitation energy found 
for the monomer A using the dimer basis set. Substi­
tuting (2 1 ) and (22) into (20) we obtain:
^ i n t , E H P (A°*B,R) = E intiSCF(AB,R)
+ A£EHP(AcltB,fl) -  A£EHp(A« R)  .(23)
#
It must be pointed out however, that the counterpoise 
method used both for the ground state and for the ex­
cited state has been justified, both theoretically42 and 
numerically ,43 for the ground state only. In the excited 
state extra complications may ar ise .  The excitation on 
one of the monomers may change its character  or  be­
come delocalized due to the presence of the neighbor.
In the la tter  case we must also keep in mind that the 
asymptotic behavior of the dimer SCF and EHP wave 
function for R -  00 may be incorrect.  The results  of 
excited dimer supermolecule calculations must th e re ­
fore be interpreted with great care.
In practice we used the same set of computer p ro ­
gram s as for the water monomer calculations. In the 
EHP method we used the occupied SCF orbitals for the 
ground state dimer and one appropriate virtual orbital 
as starting vectors for the orbitals of the excited state.
IV. RESULTS OF H20-H20 DIMER CALCULATIONS
For two sets of geometries the complete f i rs t  o rder  
interaction energy and its components have been evalu­
ated. In the f i rs t  set, in the following re fe rred  to as 
geometry I, the effect of a change in intermolecular d is-
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FIG. 3. Mutual orientation of the two water molecules con­
sidered. In geometry I only the O* , e O distance is varied. In 
geometry II the O* • e O distance is kept constant at 5. 67 a. u. 
and the plane of molecule A is rotated around the O •• *0 axis. 
Exact values for the coordinates in geometry I can be found 
in Ref. 28.
tance at a fixed angular orientation is considered (Fig.
3). For  the ground state this geometry had been studied 
previously using extensive basis s e t s .28 This gives us 
the opportunity to investigate the existence of a hydrogen 
bond in the excited dimer. Moreover we have a means 
of observing the basis set effects in the ground state.
In Table III and Fig. 4 the results  of our calculations 
are  shown. Due to the fact that the zeroth order  wave
$
functions an^ belong to different i r r e ­
ducible representations (A' and A "  in Cs, the symmetry 
group of the dimer in geometry I), no off-diagonal V 
and S matrix elements a r ise .  In this case the diagonal 
elements of the interaction operator for the two (normal­
ized) zeroth order  wave functions directly give the in­
teraction energies in the two possible states.
At large intermolecular distance (12 a . u . ) the ex­
change contributions are  negligibly small and the in te r ­
action energy is determined by the electrostatic contri­
bution. This is the case, both for the ground state and 
for the two excited states. In the ground state the e lec­
trostatic  contribution is attractive, in the two excited 
states repulsive. This can be easily understood since at 
this distance the electrostatic  interaction is determined 
largely by the f i rs t  nonvanishing te rm  in the multipole 
expansion ,40 i. e . , the dipole-dipole term for the water 
dimer. In the f i r s t  excited state of the monomer the 
dipole moment has about the same absolute value as in 
the ground state, but its direction is reversed, as can 
be seen in Table I. The results  of the multipole expan-
sion compared with the unexpanded results  are listed in 
Table IV.
At intermediate and shorter  distances (<9 a .u .  ) we 
observe that the exchange repulsion in both excited con­
figurations increases  much fas ter  when the molecules 
approach than it does in the ground state. This increase 
in exchange repulsion is most striking for the AexB con­
figuration. Clearly the iB l Rydberg state is not spher­
ically symmetric.  The charge distribution must have a 
ra ther  pronounced extension along the direction of the 
0 - H  bonds. Also for the electrostatic part  the pene-
u 8 12
R0-o (au>
FIG. 4. F i r s t  o rder interaction energy for the water d im er in 
ground (AB) and excited (A^B and ABex) states for geometry I. 
Full line: according to exchange perturbation theory. Dashed 
line: only electrostatic  contributions taken into account (all 
quantities are  in a .u . ) .
TABLE III. Total f irs t  o rder  and electrostatic  interaction energy for two water molecules (geometry I). 
Energies in 10“6 a .u .  Results in parentheses from Ref. 28. ,
^ o - o ^ O
State
R o J k
AB
^ T o t ■ ^ E l s t ^ T o t
AexB
- ^ E l s t
A B ex
E Tot ■ ^ E la t
4.80 2.54 7690(12 815) - 3 5  527(—27 198) 33123 - 7 5  602 37 090 -6743
5.20 2. 75 -4757  (1468) — 23 224(— 17 698) 19 184 - 4 7  661 18 457 -1591
5.67 3.00 — 8015(— 3541) -  15 160(— 11046) 11090 - 2 7  706 10 234 934
7.00 3. 70 - 5 5 3 K —3976) -6 363  (-4455) 5135 -5882 3424 1802
9.00 4.76 — 2559(— 1778) -2630  (-1782) 2592 414 1354 1144
12. 00 6. 35 -1015 -1 017 971 893 571 564
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TABLE IV .  Cumulative contribution of the multipole se r ie s  
te rm s and total unexpanded electrostatic  energy. Energies in
10"G a. u.
State R / a Q T, T, T 5 •^Elst
4.80 -1 3  565 -  16 569 -2 2 6 1 1 — 35 527
5.20 -  10 669 -  12 851 -  16 900 — 23 224
A B 5.677.00
- 8  230 
-4374
-9673
-5039
- 1 2  301 
-5955
- 1 5  160 
-6 363
9. 00 -2058 -2301 -2561 -2 630
1 2 . 00 -868 -9 4 5 -1007 -1017
4.80 12 298 18 534 52 713 - 7 5  602
5.20 9673 14 200 37 107 - 4 7  661
A G X n 5.67 7461 10 664 25 526 - 2 7  706
7.00 3965 5344 10527 -5882
9. 00 1866 2371 3846 414
12.00 787 947 1296 893
4.80 12 298 1920 7868 -6 743
5.20 9673 2138 6124 -  1591
a  ex 5.67 7461 2130 4717 934A B 7.00 3965 1670 2572 1802
9.00 1866 1026 1283 1144
12.00 787 521 583 564
T,-- =5  Tj
i-2
£fc=l h j - k -  i
•
with Ik j contribution to the energy due to interaction between
a 2*-pole on A and a 2l pole on B.
tration effects seem to be more important for the AexB 
configuration. Comparison of the full electrostatic  and 
the truncated multipole expansion results  (Table IV) 
shows that the multipole expansion breaks down at about 
the same distance where exchange effects become im ­
portant. The inclusion of contributions of still higher
multipole components therefore does not seem to be 
justified.
Next we consider (in geometry II) the effect of ro ta ­
tion of monomer A around the O • • • O axis keeping the 
0 - 0  distance fixed at 5. 67 a .u .  (the equilibrium d is ­
tance for the ground s ta te ).28 Rotations of 60 and 180 
deg produce the neares t  neighbor orientations that are 
present in hexagonal ice but not in cubic ice. A ro ta ­
tion of 120  deg produces the other orientation possible 
in both cubic and hexagonal ice. In all these rotated 
dimers (except for the 180 deg one) no symmetry e le­
ment remains and the offdiagonal S and V matrix e le ­
ments will be nonzero. In Table V.A the diagonal and 
off-diagonal matrix elements and the resulting eigen­
vectors and eigenvalues are  given as a function of ro ta ­
tion angle. In Table V. B the same is done taking only 
the electrostatic  contribution into account. The great 
difference between electrostatic  and total f i rs t  o rder  
resu lts  shows that the “resonance dipole contribution” 
normally responsible for the f i r s t  o rder  energy is com­
pletely overshadowed by exchange effects. This can be 
understood because the diffuseness of the Rydberg ex­
cited state leads to a large exchange repulsion between 
the molecules already at large distances, while, on the 
other hand,, the transition moments which determine the 
dipole resonance energy are  generally small for Ryd­
berg states (computed from our EHP wave function 0. 46 
a . u . , experimentally 0 . 6 a . u . ).
The computed value of 0. 46 a .u .  leads to a value for 
the dipole-dipole te rm  in the off-diagonal element of the 
electrostatic  part  of the interaction operator of 1 . 1  
xlO"3 a .u .  for the dimer with 90° rotation and 5. 67 a .u .  
interoxygen distance. This value is somewhat la rger
TABLE V. A. Total f irs t  o rder  interaction energy for two water molecules as a function of orientation at fixed distance (geometry 
n). Energies in 10"b a .u .
0 E (AB) E (A exB) E (A Bex) ^12 ^21 S12 x  106 Cl,l C l ,2 ^  il, 1 C 11,2
0 -8 015 11090 10 234 0 0 0 11090 1 .0 0.0 10 234 0 .  0 1 .0
30 -7 8 0 4 10 740 10 260 716 1677 2183 . 11436 0.730 0.685 9568 - 0 .5 3 2 0.846
60 -7298 9911 10 300 1262 1901 3891 11711 0. 589 0. 811 8510 - 0 .6 7 8 0.733
90 -6 781 9059 10 340 1488 2243 4653 11688 0. 507 0.864 7729 -0 .7 5 2 0.656
120 -6465 8564 10 370 1308 1977 4149 11355 0.437 0.901 7595 - 0 .8 0 9 0.585
150 -6366 8440 10 390 761 1153 2438 10 787 0.318 0.949 8049 - 0 .8 9 3 0.447
180 -6359 8447 10 397 0 0 0 10 397 0.0 1 .0 8447 1 .0 0 .  0
£ (AB )= < *a * b V a * A*  B>, V n = ( * % x* B  V a  * a *b>> S12 = >.
E j, E u  and C I>f, C u  i (¿=1,2) solutions of the nonsymmetric 2x2 eigenvalue problem.
B. E lectrosta tic  contribution to the f i r s t  o rder  interaction energy.
0 IT <a b )£  E l s t ¿ E l s t  ( A exB ) ¿ E i s t ( A B ex) ^ 12E l s t -  ^ 21E l s t Ei C i . l ^ 1 , 2 E u ^ l l , l ^  I I , 2
0 — 15 160 - 2 7  706 934 0 - 2 7  706 1 .0 0.0 934 0.0 1 .0
30 -  14 954 - 2 8  116 959 373 - 2 8  120 0.999 - 0 .0 1 3 963 0.013 0.999
60 - 1 4  460 - 2 9  124 1015 652 - 2 9  138 0. 999 - 0.022 1029 0. 022 0.999
90 - 1 3  952 - 3 0  221 1070 . 759 - 3 0  240 0. 999 -0 .0 2 4 1089 0.024 0.999
120 -  13 645 - 3 0  974 1 1 0 1 661 -3 0 .9 8 8 0.999 - 0.021 1114 0. 021 0.999
150 -  13 552 -3 1 2 9 3 1 1 10 382 -3 1 2 9 8 0. 999 - 0.012 1114 0.012 0.999
180 -  13 546 -3 1 5 4 6 1 1 1 0 0 -3 1 5 6 4 1 .0 0.0 1 1 10 0.0 1 .0
^Elst(AB ) = < ^ BK ^ B>, P12Elat = < n X*B™ A*eBX>.
E v  E u  and C lfi , C Uii (¿ = 1,2) solutions of the 2 x 2  eigenvalue problem.
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FIG. 5. F i r s t  o rder  interaction energy for the water d im er 
in ground (AB) and excited (I and II) states according to ex­
change perturbation theory for degenerate s ta tes for geometry 
n .  The values of the diagonal elements of the interaction opera 
tor a re  indicated by 1: A“ B and 2 :ABex. Also given a re  the 
values of the overlap m atrix  S for the (normalized) degenerate 
state functions and the off-diagonal elements V12 and V2\. Ab­
sc issa : rotation angle (deg) of the plane of molecule B around 
the O** *0 axis (cf. Fig. 3).
than we have obtained for the unexpanded off-diagonal 
element (0. 76x l0"3 a . u . , Table V.B), indicating the 
breakdown of the dipole-dipole approximation also for 
the off-diagonal elements.
In Fig. 5 we see that the AexB and ABex energy curves 
c ross .  The energy of the ABex state is nearly indepen­
dent of the rotation angle, while the AexB state energy is 
not. The crossing is avoided by taking the off-diagonal 
elements into account. The co rrec t  zeroth order  wave 
function for the lowest excited state of the dimer changes 
smoothly from ABex at 0° to AexB at 180°. The behavior 
of the coefficients is shown in Table V. A.
V. RESULTS FOR THE WATER NEON DIMER
In o rder  to gain more insight in the origin of the r e ­
sults mentioned above and as an aid for the in te rp re ta ­
tion of the matrix isolation studies 16 we have repeated 
the dimer calculations with either the A or the B water 
molecule replaced by the isoelectronic Ne atom. We 
have considered only the A8XNe and NeBex zeroth order  
configurations. As a basis set for neon we used the un­
contracted 9s 5p set from Huzinaga .44 Values of the 
f i r s t  o rder  interaction energy are  given in Table VI and 
represented graphically in Fig. 6.
In the ground state we see of course that the e lec tro ­
static interactions a re  greatly reduced for both N e-H 20
TABLE VI. F i r s t  o rder interaction energy for the w ater—neon
and neon—water d im ers. Distances in a. u . , energies in 10“G a .u
^O x-N e ■ï^ Tot (A Ne) ¿ W  (A Ne) £ Tot(AexNe) £ Elst(A“ Ne)
4.80 14 249 -5 0 7 9 37 190 -  38 342
5.20 5148 -2 0 9 8 22 030 -  24 848
5.67 1665 - 7 6 8 12 780 - 1 5  308
7.00 115 - 7 8 3519 -4 6 7 7
9. 00 12 - 1 1 714 - 9 5 9
^  Ne—Ob £ Tot (Ne B) £ El3t(Ne B) E Tot (NeB0X) £ El3t(NeBM)
4.80 2409 -1 0 7 6 2856 -2 2 2 2
5.20 778 - 4 0 5 1309 -1 2 4 2
5.67 255 -1 4 5 659 - 7 1 8
7.00 27 - 1 3 164 - 1 9 3
9. 00 1 - 1 17 -  15
dimers when compared with the H20 - H 20  dimer, which 
can be expected from the combined effect of the absence 
of permanent multipole moments on neon and the sm aller  
van der Waals radius (yielding less charge penetration). 
The decrease  is largest  for N e-H 20 ,  probably due to 
the fact that the presence of the H atoms on the O -N e 
axis in the H20 - N e  dimer is responsible for an ea r l ie r  
onset of penetration effects. The exchange part  follows 
the same pattern with opposite sign. In the excited state 
the situation is more complicated. For  the H20 - N e  
dimer the interaction curves are  shifted about 2 a .u .  
outwards when compared with the ground state while for 
the N e-H 20  dimer this shift is only 0. 5 a .u .  This seems 
to s t re s s  the importance of the extension of the Rydberg 
molecular orbital towards the H atoms. It is confirmed
eid
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FIG. 6. F irs t  o rd e r  interaction energy for w ater—neon d im ers 
in ground (NeB and ANe) and excited (NeBex and A^Ne) states. 
Full line: according to exchange perturbation theory, dashed 
line: only electrostatic  contributions taken into account.
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TABLE VII. Binding energies for two water molecules obtained 
from supermolecule SCF calculations for the ground state and 
the EHP method for the excited state. Basis set effects have 
been taken into account. Energies in lO-*’ a. u. Energies in 
parentheses from Ref. 28.
R / a 0 ¿SCF ¿ E H P  ^  8XB) ¿EHpCA BeX)
4.80 -5528  (1467) -1 1 9 2 1 22 384
5.20 - 1 0  042 (-4418) - 1 0  804 11628
5.67 -  10 417 (-6162) -7558 5764
7.00 -6 340  (-4275) -1367 1438
9.00 -2 695  (-1818) 418 601
12.0 -1030 408 291
by a Mulliken population analysis (Table II). We have 
to conclude that a change from slightly positive charge 
on H to a negative value on the same atom, accompanied 
by an opposite change in oxygen charge can well-explain 
a great deal of our resu lts .  Moreover we have always 
to consider the increase in size of the charge cloud upon 
excitation.
VI. RESULTS OF SUPERMOLECULE CALCULATIONS
In addition to the f i rs t  o rder  perturbation theory ca l­
culations we have also performed supermolecule SCF 
and EHP calculations for the H20 - H 20  (geometry I only) 
and H20 - N e  dimers,  since dimer SCF and EHP calcula­
tions can be expected to include more different physical 
effects, in particular induction. On the other hand the 
problem of the basis set superposition e r r o r  a r ises .  In 
the EHP method, as in SCF, basis set effects can play 
an important role when the method is applied to dimers,  
as can be seen in Ref. 25. We have therefore corrected 
the excited state binding energies found with the EHP 
method in the same way as the ground state binding en e r ­
gies, although some uncertainty regarding the applica­
bility of the counterpoise method to excited state prob­
lems exists (see Sec. IHB).
In geometry I there is no need for the use of multi- 
component EHP methods .45 We have found that both for 
the mainly AexB excited state with A "  symmetry and 
the ABex state with A'  symmetry no other low lying ex­
cited state of the same symmetry could be generated. 
Results of the SCF and EHP computations are  given in 
Table VII and Fig. 7. For  the ground state we find a 
somewhat too low minimum which is too far inward.
This is common in calculations without very large basis 
sets,  even when the counterpoise procedure is used. 
(Generally all multipole moments a re  computed with a 
too high value and the charge distribution is too com­
pact leading to an overestimate of the electrostatic  a t ­
traction on the one hand and too small exchange repul­
sion on the other). Furtherm ore  a comparison of the 
SCF and f i r s t  o rder  resu lts  learns that the induction 
contribution must be somewhat too small also. This is 
due to a lack of appropriate polarization functions in the 
basis set.
In the excited state we find at long range (12 a . u . ) for 
both configurations a repulsion that is sm aller  than the 
one found in the f i rs t  o rder  calculations. Again by sub­
traction of the f i rs t  o rder  energy the induction part  can
be obtained (at least when we assume that in the EHP 
method just as in supermolecule SCF28 no other contribu 
tions to the binding energy are  important). This induc­
tion energy has a much la rger  value than in the ground 
state, in accordance with our result  from finite field 
calculations that the computed excited state polariza- 
bility is about ten t imes la rger  than the ground state 
value (see Table I).
At intermediate and shorter  distances the picture is 
unexpected, at least for the mainly AexB state. In the 
EHP excited state molecular orbital we find an extra 
large coefficient for the diffuse s orbital on the H atom 
on the O • • • O axis. This coefficient points to a large 
contribution from the excitation which, at infinite d is ­
tance, leads to the {A 2 excited state for the A molecule. 
According to symmetry this is possible since for the A 
molecule both and lA 2 states reduce to a {A "  state 
in the dimer. For the excitation localized on the B 
molecule such a mixing of states cannot occur, since 
here the iB i and {A 2 states go over into iA '  and {A " , r e ­
spectively. When we translate  this result  in te rm s  of 
perturbation theory it would mean that higher o rder  
contributions are  present and highly anisotropic. This 
is certainly reflected in the values of the components 
of the polarizability tensor for the 1B 1 state (Table I).
Supermolecule calculations for the neon water 
d im ers  (see Table VHI and Fig. 8) support this 
point of view. Since the neon atom has a spher ica l­
ly symmetric charge distribution no induction con­
tributions are to be expected on the excited water 
molecule unless by penetration effects. It is seen from 
Figs. 6 and 8 that indeed in both orientations the f i rs t  
o rder  perturbation theory result  and the supermolecule
r- SCF
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FIG. 7. Interaction energy for the water d im er in ground and 
excited states found from SCF and EHP supermolecule calcu­
lations (geometry I) .
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approach give nearly coinciding interaction energy 
curves.
r-EHP
Eint
VIII. GENERAL DISCUSSION AND CONCLUSION
A comparison of our f i r s t  o rder  and SCF/EHP r e ­
sults for the water dimer with the frozen orbital and 
generalized valence bond (GVB) results  obtained by 
Guberman and Goddard for different excited Rydberg 
states of He2 46 is enlightening. Apart from the descr ip ­
tion of the monomers the frozen orbital approach of Ref. 
46 is practically equivalent to our complete f i rs t  o rder  
treatment.
In He2 the long range behavior is completely d e te r ­
mined by the exchange repulsion caused by the large 
Rydberg orbital. For  the water dimer this effect is 
present also, but modified by the electrostatic  effects.
At shorter  distances the excited helium dimer states 
appear to be repulsive or attractive depending on the
nature of the so-called core interaction, since it is a s ­
sumed that the electron of the diffuse Rydberg orbital 
moves effectively in the field of a positive dimer ion.
In this case the core is the system that remains after 
removal of this Rydberg electron. In the case of the 
water dimer the core interaction is attractive for the 
A+B core, but repulsive for the AB" core, in accordance 
with the p refe rred  orientation of water molecules around 
positive ions .47,48 The main difference with the He2x is 
that in water both the ABex and AexB states are finally 
repulsive according to the total f i r s t  o rder  description, 
indicating that the exchange repulsion always dominates. 
This may be related to the fact that the considered state 
of the (H20 ) 2x complex is not so much a rea l  (delocalized) 
dimer Rydberg state as the He2x state.
If the He atomic orbitals  are  allowed to relax when 
the two atoms approach, as is the case in the GVB 
treatment of Ref. 46, it is seen that additional potential 
wells may appear. These are  the result  of an avoided 
crossing, due to mixing of states with higher energy but 
the same symmetry as the state considered. In the EHP 
description of the water dimer in the AexB state the same 
situation seems to a r ise .  Whether this attraction has in 
our case a rea l  physical basis  or  is, at least partially, 
an artifact of the excited supermolecule EHP calculation 
remains to be seen.
Morokuma et a l .49,50 have analyzed the contributions 
to the hydrogen bond between ground state water and 
some organic molecules in different electronic states. 
Using the EHP method (without basis  set superposition 
e r r o r  corrections) they found that second o rder  contri-
TABLE VIII. Binding energies in the w ater-neon  and neon- 
water d im ers  obtained from supermolecule calculations.
Energies in 10“6 a. u.
R / a 0 £g0P (A Nc) i^EHP (A“  Ne) ■^ scf (NeB) £ ehp (NeB“ )
4 .80 12 882 21815 3548 3009
5.20 5287 14 323 1619 1874
5.67 1796 9458 644 699
7.00 - 2 3 3056 59 128
9 .00 - 4 0 567 12 - 4 9 7
12.00 - 4 132 1 - 8 9
FIG. 8. Interaction energy for w ater—neon d im ers in ground 
and excited sta tes  found from SCF and EHP supermolecule 
calculations.
butions were nearly state independent, while f i r s t  order  
contributions varied largely. Since the dipole moments 
of the molecules considered in Refs. 49 and 50 differ 
considerably in ground and excited states, one would 
expect at least a varying second order  induction con tr i ­
bution, in contrast to what is actually found. This 
c rea tes  the impression that the second order  contribu­
tions, found from the dimer EHP calculations in Refs.
49 and 50 may be contaminated on a ra ther  large scale 
with basis  set deficiency contributions.
Finally, we can conclude that our calculations, p a r ­
ticularly the f i rs t  o rder  perturbation treatment,  give a 
good insight in the observed spectral  blue shift of “so l­
vated” water. It is mainly the large exchange repulsion 
between a water molecule in the excited state and its 
neighbors which is responsible. This is both the case 
for pure water (liquid and ice) and for water in neon 
m atrices .  The effects a re  somewhat dependent on the 
orientations of the molecules, which can be explained 
by the shape of the Rydberg state.
Only at very large distances the reversed  dipole mo­
ment in the excited state causes repulsion between water 
molecules which are  attractive in the ground state. The 
so-called transition dipole resonance mechanism seems 
to play a minor role in our case. In geometry I it is 
completely absent because of symmetry. In the rotated 
geometries (II) there  is a slight decrease  in repulsion 
at those orientations where the transition moments of 
the two water molecules line up best.
Supermolecule calculations generally give resu lts  
that compare well with the f i rs t  o rder  resu l ts .  A t t rac ­
tive second o rder  (induction) contributions, that can be 
derived, a re  la rge r  than in the ground state. Neverthe-
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less a blue shift, albeit sometimes small, remains in 
all cases.
1A 2a 3a ¿a 5a 1 b ¿ b &b
APPENDIX A: MATRIX ELEMENTS OF THE 
INTERACTION OPERATOR
Since the interaction operator is spin free, the most 
elegant evaluation of the matrix elements would be by 
the use of a spin free formalism. A derivation of fo r ­
mulas for matrix elements in the case of configurations 
based on nonorthogonal orbitals, using the fractional 
parentage decomposition of coordinate wave functions 
has, to our knowledge, been given only for operators 
that are  symmetric in the electron coordinates .52 The 
interaction operator, however, is not invariant under 
permutation of coordinates of electrons belonging to dif­
ferent subsystems. We have therefore chosen for a 
formulation in te rm s  of Slater determinants. This 
makes it possible for us to use part  of the results  of 
Ref. 27 where interaction density matrices (IDM’s) were 
introduced to t rea t  the lack of complete permutation 
symmetry in operators  and wave functions. In the s im ­
ple case of closed shell and two open shell singlet states 
the inconvenience of the use of many determinants for 
each spin and symmetry eigenfunction, does not yet 
count. For the ground state we have:
N  A
*a = c . a A n  <M*i) (Al)
i e  A
^  B —  c  B ^  B l l  0  j ( X J ) •
j e  B
(A2)
cA = {Na \)U2 is the normalizing constant, d A the idem- 
potent antisymmetrizer  for the NA electrons belonging to 
molecule A, and (pi are  the occupied spin-orbitals  of 
molecule A. We will number the spin-orbitals,  1, 1, 2,
2, . . .  , etc. The integers correspond to the molecular 
orbital number and the absence or presence of the bar 
indicates a or (3 spin, respectively. The singlet ex­
cited state functions are  written as:
(A3)
and
'¡feBx= 2"1 /2['I'B( w - v) -  f)] . (A4)
The notation s — t indicates that in the product function 
(Al) the spin-orbital s (with a spin) has been replaced
V 2a 3a 5a  ^ b 2 b 3 b ^ b 5 b
2a
3a
1
1
1
1
1
FIG. A l. Spinorbital overlap m atrix  needed in the evaluation 
of Eq. (A 17) for the case of the water dimer. Hatching indi­
cates generally small values.
by t (with oi spin as well). The matrix elements to be 
treated then have the following form:
(a) diagonal
=  (4'A( s - / ) 4 'BKa4'A( s -  t)^fB)
-  <*A(s-t)'aBva<nA(s- D *b>
(b) off-diagonal
Vi.n = <*V*BVa*A* l x>
= ('¡/A(s~  t)'l!BVa<!!A'i!B( u - v ) )
-  A(s -  t)* A* B(u -  v)) .
(A5)
(A6)
Here we have taken into account that the s-  t, s-~ t ele­
ment gives the same contribution as the s — t, s — t e le ­
ment, etc. When we inser t  expression (2) for V in (A5) 
and (A6), omitting the contribution from WAB for the 
moment, we obtain,
vi ,1= ƒ {v?(s -  t ,s  -  t.\xi) - y f ( s -  t , s ~  t |*!)}V1a(1 )dxt + ƒ  {yf (s- t, s - 1\xN^ i )  - y? (s- t, s -  t |a>a.i)} 
x^ib(Na + l)dxwA.i + f f  { r^B( s - tl) - y 2AB( s - ,)} — -—  dxt dxN ,
J J A r l.NA*l
= ^ia(s ~ t , s ~ t ) ~  A(s~  1, s - T )  + V1B( s -  t , s ~ t ) -  ^ 1B( s -  t, s -  T) + G 2 a b (s ~ t , s ~ t ) -  G2AB( s -  t , s ~ T )  
V1,U = ƒ {yi(s -  t , u -  v \x x) -  y*{s ~ t , u - v \ x x)}ViA(\) dxl + \ {yf (s- t, u -  v |**A.i) - y f  (s - /, u -  v|xa,a.i)}
x VI B (Na + 1) dxH + i f  {yAB (s -  t, u -  v \xt x„ t ) -  y£B (s -  /, w -  v Ix t x„ +1)} — -—  dxx dxN A
J J r i.*A*i
=  ^ia(s “  t ,u  — v) -  ViA( s -  t ,u  — v)+  K1B(s — t , u - v )  -  V1B(s — t ,u  — v) + G2ab(s — t , u —v ) ~  G2AB(s ~ t ,u  — v) 
Here x t is an electron coordinate on A and x N, ti on B. The TIDM’s used in (A7) and (A8) a re  defined by
(A 7)
(A8)
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Yi(s  -  t, s -  t\xi)  = N A ƒ •  • • ƒ  * A( s -  t \ x x • • • *#a ) î ,b(**a*i ■ • • x N)a<i!A{s~ t \x i  • • • x Nf)* B (x N A+1 ■ • • x y )dx2 ■ ■ ■ dxN (A9) 
r f ( s -  i , « - n | x 1) =  iVA ƒ•  • •ƒ  * A( s -  f |*1 • • • *j»a )*b(*Wa+1 • • • *«)a *A(*l • • • *tfA)*B(«“ y|*i*A+1 • • • *w)d*2 • • • dxN.
(A 10)
We have, of course, analogous expressions for yf(s — t, s — t \xN +i ) etc.A
y f B (s ~  t , s  — t \ x i X f i At i ) = N AN B ƒ  • ' • ƒ * A(s ~  t \ x i  ■ ■ • *a,a H 'b (* # a+i • • • *„)
x a * A(s -  f |x t •  •  • XirA)*B(*jvA*i •  •  •  x N)dx2 •  ■  •  dx„Adx N a , 2  •  •  •  (All)
72B(s -  Î .M -Ü |* 1XA,A. 1) =  NANB ƒ ■ " ƒ  * a(s - i | * f  • *ifA) * BUjiA. l -  ■ • *#)
x f l i A( * i  • • • x„.)$rB(u~v  * " • x„)dx2 • • ■ dx„ .dxNi, , ■ • • dxN (A 12)
(.N = N a + Nb).
The TIDM’s given in (A.9) and (All) appear in the diagonal element, just as the analogues with (s— t, s ~  t). In the 
off-diagonal elements also the type with (s — t , u ~ v )  in (A10) and (A12) a r ises .  Since we have so far considered ex­
plicitly spin orbital products, we can directly use the result  given in equation (A9) from Ref. 27 for the f irs t  order  
TIDM’s and Eq. (B3) for the second o rder  TIDM’s. In our notation we obtain for instance for the f i rs t  o rder  TIDM
e A ( s - t) £ A ( s - i ) , B
yf (s t , S -  t \ x {)=C ^  ^  l ) i+p(l)i ( x l)(pp{xi)Dip{s-~ t , S ~ t )
i P
with
(A13)
r _ N A\NB\
u  — Nl
In (A13) the summation index i runs over the spin orbitals  contained in t) and p runs over the spin orbitals in
the combined set of ^ A{s-^ t) and ^ B. DiP{s~ t,s-~ t) is the f i rs t  o rder  minor obtained by removal of the zth row and 
the /?th column from the overlap matrix S(s— t, s — t) with row and column indices determined by the spin orbitals 
present in ^ ( s — t ) ^ B. The minor can be found from the inverse of the overlap matrix by application of Jacobi’s 
ratio theorem .53
(- 1 )i+pDip(s — t, s — t) = D{s — s — t)S~p\ (s — t, s — t) . (A 14)
(A 16)
D is the determinant of the matrix S. A condition of course is that S is nonsingular. (If S becomes singular, for 
instance by symmetry, one has to continue the derivation in te rm s  of minors. In actual computations, however, 
such a singularity may be lifted by introducing some small perturbation causing only negligible e r r o r s  in the final 
results ,  provided the computer program s are  stable enough.)
The final result  for the diagonal f i rs t  o rder  TIDM is therefore
6A (s- t) GA (s- t>, B
y?(s -  t, s ~ t \ x {) = cD{s -  t, s ~ t) ^  X  S'p\ { s ^  tf s t ) (p i{x i ) (pp{x i) . (A15)
i p
For the off-diagonal f i r s t  o rder  TIDM we have
CA(s-t) EA,Blu-«)
yf(s -  t, u - v \ x i )  = c ^ 2  X
i p
The index p runs over a different set of spin orbitals  compared with (A13). The minor Dip{s-~ t,u-~v)  is now ob­
tained from the nonsymmetric overlap matrix S(s — t, w— v) with the row indices given by the spin orbitals in 
* A(s — /)^b an(3 the column indices by those in ^ A<ifB(u — v). In analogy with (A15) we obtain
(¿A (s~ i) fcA,B(u-v)
Y i ( s - t , u - v \ x i )  = cD(s-~t,u-~v)  ^  5 n(s *, u ~ v)<Pi (*i)<M*i) • (A 17)
i p
Expressions for second o rder  TIDM’s can be found using the same reasoning. For  an off-diagonal TIDM we find, 
for instance
6A(s- i) SB £A, B (u- y)
Y2 h( s ~ ~ t , i i - v \ x i x NA+i) = c D ( s - t j U - v )  XI £  XI l)
i k P,Q
x <M*»a*i)<M*jv.*i)d{s;i(s -  l, u -  v)s;‘ (s - t , u ~  i>)}
with
(A 18)
The final one and two electron contributions to the (off-diagonal) element of the interaction operator thus have the 
form
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G A j s - t )  GA,B(u-v)
VlA{s ~ t ,n  —v) = c D { s t j U ~  v) ^  ^  0-1£
with
* W =  ƒ  <Pi(x1)ViA(l)<j>p(x i)dx 1 (A19)
and
G A  ( s -  t ) £ B  G A ,  B  ( u- i ; ) 
,  -  £  i k P,Q
G2ab(s -  t , u-~ v)= cD{s — t , u - v )  X  X  ^  d{S j} (s -  £, m - t» )S^(s-  u -  v)}{ip | fo?) (A20)
with
1
r l,ArA+l
(A21)
In all these expressions the summations run over spin orbitals .  The separation of contributions of a and (3 spins is 
somewhat more cumbersome than for the closed shell case treated in Ref. 27, due to the occurrence of open shells. 
To proceed we order  the list  of spin orbitals  in such a way that all a  spin orbitals appear f i rs t .  The S matrix in 
(A 17), for instance, has the form as given in Fig. A l for the case of water (5 occupied molecular orbitals in the 
ground state, the singly excited state obtained by excitation from molecular orbital 5 to 6 on molecule A and 
similarly for ^ | x). The determinant D{s ~ t , a — v) is thus seen to be the product of the determinants of the two not 
necessarily  symmetric overlap matrices  for a and ¡3 spin. So we can write D (s~  /, u — v) = D'D '(s — t , u ~ v ) ,  where 
D' is a determinant of an overlap matrix based on molecular orbitals. Also the inverse of S is the combination of 
the inverses of the a and /3 spin orbital overlap matrices.  The summations in (A 19) and (A20) thus can be performed 
separately over the a and /3 spin orbitals.  From here on we will consider only molecular orbital numbers as labels 
(running indices) in the summation. When we perform the separate summation we obtain for (A 19)
i -  ___  5 -  t  U -  U “ I
ViA { s - t ,  u - v )  = c D 'D '( s -  t, u - v ) v \  X  X  l^Ai/>5 N + E  E  ViA,*S;J(s- t . , l l -v )
L i p i p J
(A22)
and for (A 20)
___  ___  ___  ___  S -  t  ___  U -  V U- V
G 2 a b ( s  -  /, 74 ~ v) = cD'D' (s ~  I, u -  v)v\  X  X  X  X I (ip \kq)d{s~p\ S^J} + X  X ! X  X  (ip\kq) d{S~p\(s -  t, u - v )
1_ i k P Q i k P Q
U- V S- t __ u- y __
xs;J(s- /,?/-rf} + X X  X  X  b p v)+ X X  X  X  f e i 1,u-v)s'Q\ .
i k P Q i k P Q J
(A23)
Here we adhered to the convention that i runs over the ground state molecular orbitals  of A unless replacement of 
occupied orbitals s by an excited state orbital t is indicated above the summation sign. Similarly k is on B, etc. p 
and q run over the combined set of ground state molecular orbitals  of A and B unless replacement is indicated. Ex­
pressions for the remaining te rm s  in (A8) can be found along the same lines, just as the formulas for the three other 
matrix elements of the interaction operator. The full expressions take up much space but are  nevertheless easy to 
program. All one has to know are the summation ranges; they determine the composition of overlap matrices and 
determinants completely.
We conclude with the rem ark  that the SIfI, SI(II, SIIfI, and SIIfII matrix elements can be found using the standard 
rules for the evaluation of matrix elements for configurations based on nonorthogonal o rb i ta ls .29 Also from the 
derivation given before it is immediately seen that
Slti= c [ D 'D '{ s -  t , s  ~ t , - )D '{s  -  t , - )]
S i , ii — ^ii,i — c[-^ D (s — /, a —■ v) — D (s — t, — )D (—, u — £>)] 
Sn ii =  c[D'D' (w- v t u — v) -  D' ( - ,  u — v)D' ( - ,  n — t>)] .
(A 24) 
(A25) 
(A26)
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