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Let Y be a graph which is the Cartesian product of an infinite, locally finite tree 
5 and a finite, connected graph d. On Q, consider a stochastic transition operator 
9 giving rise to a transient random walk and such that positive transitions occur 
only along the edges of 9. We construct a matrix-valued kernel on .F, which 
extends naturally in the second variable to the space of ends Q of Y. This kernel 
is used to derive a unique integral representation over Q of all-not necessarily 
positive-functions on S which are harmonic with respect to Y. We explain the 
relation with the Martin boundary and the positive harmonic functions and, as a 
particular case, we show what happens when zi’ arises from a finite abelian group 
and .q is compatible with the structure of .d. ‘cl I991 Academic Press, Inc. 
1. TNTR~DU~TI~N 
Throughout this paper, we consider a locally finite, infinite tree F and 
the space Q of ends of 5. Recall that Q is the boundary in a natural com- 
pactification of F and that it consists of equivalence classes of semi-infinite 
geodesics 
cxo, Xl > x2, -17 4x,,x,)=Ik-jl (1.1) 
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of vertices of r. (Two geodesics are equivalent if they coincide with the 
exception of finitely many points.) In the end compactilication, F is 
discrete, open, and dense and Q is compact. The family of sets 
r.,r:= {zE~uQIyliesonthegeodesicfromxtoz}, x,y~r,x#y (1.2) 
constitutes an open-closed basis of the topology. For further details on the 
geometry of 9, see, e.g., Cartier [Cl. 
If (P(X3 Y)),,,,, is the transition matrix of a transient nearest neighbour 
random walk {X, } on y-, and 
f(x,y)= Pr[3n30 : X,,=ylX,=x], x, y E F-: 
then the Martin kernel with respect to the reference vertex o, 
k?k Y) =fk Y )/Y-(0, Y 1, x, y E y, (1.3) 
extends continuously to y x (5 u Q) and is locally constant on y u Y in 
the second variable. A harmonic function is a real-valued function h on 9 
satisfying 
0) = CP(-T Y) h(y) for all x, y E y. 
In the above setting, every positive harmonic function has a unique integral 
representation 
h(x) = i, k,(x, w) vhhW, (1.4) 
where vh is a positive Bore1 measure on 52: once more, we refer to [Cal 
for all details. 
Thus, in order to represent all positive harmonic functions, we need one 
kernel k,( ., o) at each end w (Q is the Martin boundary). On the other 
hand, as the transition matrix is nearest neighbour, one can show in several 
ways ([Cl, Figa-Talamanca and Steger [FS], Koranyi, Picardello, 
and Taibleson [KPT], Picardello and Woess [PW2]) that every 
(not necessarily positive) harmonic function has a representation (1.4), 
where vh is a unique distribution (finitely additive set function). on 
{Q,,, = yX,y n Q 1 x, y E r }. In other words, dvh is a linear functional on 
the space of locally constant functions on Q. 
Once more, we need only one kernel at each end in order to represent 
all harmonic functions: loosely speaking, the space of all harmonic func- 
tions and the cone of positive ones have the same dimension. 
Now consider, instead of r-, a locally finite, connected graph 59 which is 
a “finite extension” of y, that is, each of its vertices is at bounded distance 
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from 5 c 9. (See Woess [W] for a discussion of tree-like graphs.) The 
space of ends of Y coincides with Q. Once more, consider the transition 
matrix of a transient random walk on ‘9 (instead of Y) which is of nearest 
neighbour type. Then, under quite general assumptions, the Martin kernel 
extends continuously to Q, which constitutes the Martin boundary: the 
unique integral representation (1.4) holds for positive harmonic functions 
on 9, see Picardello and Woess [PWl, PW3]. 
At this point, we are interested in a representation of all harmonic func- 
tions on 9 with respect to our transition matrix. As we shall see, it is no 
longer true that one kernel at each end suffices, so that the “dimension” of 
the space of harmonic functions is considerably larger than that of the 
positive cone. However, this problem is difficult to attack in full generality 
(for example, we cannot rely on distributions and the space of locally 
constant functions). 
The purpose of this paper is to study the case when $9 carries the struc- 
ture of a Cartesian product 9 = r x &, where & is finite. The necessary 
preliminaries are introduced in Section 2. We show that the problem can be 
reformulated in nearest neighbour terms on .Y: instead of assigning a 
positive probability p(x, y) to each ordered pair of neighbours in Y-, we 
have a strictly substochastic ,d x d-matrix P(x, y), and 1,. P(x, y) is 
stochastic. The calculation of transition probabilities is replaced by corre- 
sponding matrix products along paths in Y-, and harmonic functions on $9 
are replaced by vector-valued functions on r-, “harmonic” with respect to 
the P(x, y)-matrices. 
We can now use the tree-structure to define a matrix-valued analogue of 
the Martin kernel, which is locally constant. Adapting to our vectorial 
situation a method originally developed by Steger [FS] for representing 
harmonic functions on trees in a group-invariant setting, we then show that 
every vectorial harmonic function has a unique representation as the 
integral of the matrix kernel against a vector-valued distribution. Returning 
to the original question, this means that we need 1 .d 1 real-valued kernels 
at each end in order to represent all harmonic functions on 9. Thus, the 
“codimension” of the positive cone in the space of all harmonic functions 
is I.dl. 
2. MATRIX WALKS 
We assume that 9 = .Y x d, where .d is a finite, connected graph; 
writing x E 5 or a E &, we mean that x and a are vertices in the respective 
graphs. Thus, the vertex set of 9 is 
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and, denoting neighbour relationship by -, 
xa-ybin%“ox=yanda-bin&or 
x-yinYanda=b. 
On $9, we consider a stochastic transition matrix 9 = (p(xa, yb)) ~(I, .L,hE Cg of 
nearest neighbour-type: 
Axa, yb) > 0 if and only if xa - yb. (2.1) 
If x, y E Y are neighbours, then we define the &’ x d-matrices 
Q(x) = M-w xb)),,bE.d and Wx, .v) = DiagMxa, .va)),,.d. (2.2) 
(The latter is a diagonal matrix.) By 1 (respectivley, 0), we denote the 
constant column vector over ~4 with all entries equal to one (respectively, 
zero), and I is the ~4 x d-identity matrix. The following is quite clear. 
LEMMA 2.1. Q(x) is strictly stubstochastic, I- Q(x) is invertible, and 
(I- Q(x)) ’ = : Q(x)~ 
?7=0 
is strictly positive in each entry. 
Proof: We have Q(x) 1= 1 -I,.-,D(x, y) 1< 1 strictly in each 
component. As &’ is finite, the entries of Q(x)” decay exponentially and the 
formula for (I- Q(x)))’ follows. Finally, strict positivity follows from the 
connectedness of d. 1 
For all that follows, instead of (2.1) it suffices to assume that 
p(xa, ya) >O for all aE&, x-y, and that the matrices Q(x), defined by 
(2.2), have the properties of Lemma 2.1. 
If f is any real (or complex) function on 3, then we associate with it a 
function on Y with values in R& (or C”): 
f(x)= (S(xa)),,.,? (2.3) 
a column vector. Thus, h is harmonic on 3 with respect to the given 
transition probabilities if and only if 
h(x) = Q(x) h(x) + c Wx, Y) h(y). 
v - i 
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Rewriting this, we obtain 
h(x) = c P(x, Y) h(y), 
I’ - Y 
where P(x, y) = (I- Q(x)))’ D(x, y), x-y. (2.4) 
LEMMA 2.2. If x-y, then P(x, y) is invertible, strictly positive in each 
entry, and strictly substochastic in each row. The matrix 
P(x)= 1 W,Y) 
v- li 
is stochastic and invertible. 
Proof, As the diagonal of D(x, y) has no zero, P(x, y) is invertible, and 
strict positivity follows from Lemma 2.1. Strict substochasticity will follow 
from stochasticity of P(x). 
As the original transition matrix was stochastic, 
Q(x)+ 1 Nx,Y) 
.,' - r 
is stochastic. Hence, 
and 
P(x) 1 = (I- Q(x))-’ c D(x, y) 1 = 1. 
Thus, P(x) is stochastic. Its invertibility is obvious. 1 
In view of Lemma 2.2, we may forget about the original transition matrix 
on 9 and consider .!Y= (P(x, Y)),~,,,~ instead, where the d x &-matrices 
P(x, y) have the properties of Lemma 2.2 if x-y, and P(x, y) is the zero 
matrix otherwise. Thus, we could say that the object of our study is a 
“matrix walk” on Y-, in formal analogy with a random walk (homogeneous 
Markov chain). For fundamental properties of nonnegative matrices used 
in the sequel, a good background is provided by the book of Seneta [S]. 
Next, we want to define Green’s kernel and the matrix analogues of 
hitting probabilities, and related concepts. 
If x, y E Y-, then a path from x to y is a sequence 
7c = [x = xg, X,) . ..) x, = y-J, n90,xip1-xi (2.5) 
of vertices in Y. Repetitions are allowed; n is the length of rr. If x = y, then 
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we also consider the path [x] of length 0. By Z7(x, y) we denote the set of 
all paths from x to y, x, y E F-; moreover, 
n*(x, y) = (7t = [x = x0, x, ) . . . . x,,=y]En(x,y)ln30,xj#yfori<n~ 
(in particular Z7* (x, x) = { [x] } ), and 
I7+ (x) = {n E n(x, x)1 7c # x and 71 meets x only at the endpoints ). 
The weight of the path 7c described in (2.5) is 
w(z)=P(xo, x1) P(x,, x2).‘.P(x,1,, x,,); w(CxI)=I, (2.6) 
and if 17 is any set of paths, then we write 
w(n)= c w(n), and Z7,= (nEZ7llength(rc)<n}. 
nen 
We can now introduce the matrix analogues of Green’s kernel and hitting 
probabilities: 
G(x, Y) = w(n(x, Y)), U(x, x) = wtn+ lx)), 
F(x, Y) = w(fl*(x, Y)) and F*(x, Y) = 4fmx, Y)). 
(2.7) 
Note that for any set II of paths, w(n) is a finite or infinite sum of non- 
negative d x d-matrices. In each entry, it may converge or diverge, but 
convergence and divergence are absolute and every reordering of the 
summation is permitted. In particular, 
lim F,(x, y) = F(x, y) monotonically. 
I! - ‘02 
(2.8) 
LEMMA 2.3. If x, y E T-, then F(x, y) and U(x, x) are substochastic, 
and 
F(x, Y) = 
1 
I, if x=y, 
1 f’(x, ~1 F(v, Y)> if X#Y> 
,J 
U( x, x) = 2 P( x, v) F( u, x). 
Proof: As Z7*(x, x) = {[xl}, we have F(x, x) = I. Let x # y. Recall that 
P(x, y) is the zero matrix if x 7L y. We have 
F, (x, Y) = P(x, Y) and F, + , (x, Y) = P(x> Y) + 1 f’(xt 0) Fn(u> Y ). 
L’#J 
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Hence, F,(x, y) 1 < 1 elementwise for all x, y, and, by induction, 
F,,+ ,(x, y) 1 d P(x, y) 1 + c f’(x, 0) Fn(v, y) 1 <P(x) 1= 1. 
a+> 
Letting 12 --) cc, (2.8) yields the results for F( ., .). The formula for U(x, x) 
follows from the rules of path composition, and implies its sub- 
stochasticity. 1 
Observe that the rules of path composition also yield 
G(x, Y) = F(x, Y) WY, Y). 
Recurrence and transience are transcribed as follows. 
(2.9) 
THEOREM 2.4. The following statements are equivalent. 
(a) G(x, y) is finite in all entries for some x, y E Y. 
(b) G(x, y) is finite for all x, y E: .Y. 
(c) U(x, x) is strictly substochastic for some (all) x E Y-. 
If the matrices P(x, y) arise from the transition matrix of a random walk on 
Y as in (2.4), then the above statements are equivalent with transience of the 
random walk. 
Prooj In analogy with n-step transition probabilities, we define 
P’O’(x, y) = 6,(y) I; Pen+ “(X, y) = 1 P( x, w) P’“‘(w, y). (2.10) 
W’ 
Then P(“‘(x, y) = w(Z7,,(x, JJ)\ZI,~, (x, y)) is finite in all entries, 
C, P’“‘(x, y) is stochastic, and 
G(x, y) = f P’“‘(x, y). (2.11) 
l7=0 
Furthermore, 
P(m+n’(x, y) = c P(m’(x, w) P(n’(w, y). 
LY 
Either P(“)(x, y) is the zero matrix, or all its entries are positive. If u, w, x, 
y E Y-, then PCi’(u, x) and PCk’( y, w) are nonzero, where j= d(u, x) and 
k = d( y, w) (the distances in Y). Hence, we have 
G(u, w) 3 2 PCi’( u, x) PCfl’(X, y) P(k’( y, w) 
n=O 
= P(j’(u, x) G(x, y) PCk’( y, w) 
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elementwise. If G(v, w) has all entries finite, then also G(x, y) can have no 
infinite entry. This proves (a) o (b). 
Next. observe that 
G(x, x) = I+ U(x, x) G(x, x), 
as every path returning to x must return at some instant for the’lirst time. 
(We tacitly use that the weight function is multiplicative with respect to 
path composition.) Thus, if all entries of G(x, x) are finite, then 
(I- U(x, x)) G(x, x) = Z, (2.12) 
and I- U(x, x) is invertible. Therefore, U(x, x) cannot be stochastic and 
must be strictly substochastic at least in one row. Conversely, if 7~ is a path 
from x to x, then rc can be decomposed into k paths in 17*(x, x) for some 
k>O. Then 
G(x, x) = f U(x, x)“. 
k=O 
If U(x, x) is strictly substochastic in some row, then, by the Perron- 
Frobenius theorem and the fact that U(x, x) has all entries positive, its 
largest eigenvalue is smaller than one, and the above sum has a finite limit. 
Thus, (cl * (a), lb). 
Finally, assume that the matrices P(x, y) arise as in (2.2) and (2.4) from 
a random walk (Xn) on 3. Let t : 3 -+ 9 be the projection t(xa) = x. If 
a, btzd then 
P(x, Y)~,~ = Pr[3n : X,, =yb; t(Xk) = x Vk <n 1 X0 = xa]. 
Thus, 
U(x,~)~,,=Pr[3n>O:X,=xb;r(X,)#x,k=l,..., n-lIX,=xa], 
and U(x, x) is stochastic if and only if for every a E& 
Pr[3n>O: t(Xn)=xIXo=xa]= 1. 
As t -’ (x) = XS? is finite, this happens if and only if (Xn j, starting at some 
point in x&, returns to xd infinitely often with probability one. Thus, 
{X, > is recurrent if and only if U(x, x) is stochastic. [ 
Note that so far we did not use the particular features of the tree struc- 
ture; we could have considered any connected graph instead. (It does not 
even have to be locally finite, and the edges may be oriented.) Also, we did 
not yet use invertibility of the matrices P(x, y), x - y. The assumptions on 
these matrices may be further relaxed, and it also is of some interest to 
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consider reasonable linear operators on more general spaces instead and 
study how Markov chain-type theory and harmonic functions develop in 
this setting, compare with Zemanian [Z]. 
3. HARMONIC VECTOR FUNCTIONS ON TREES 
We will now use the tree structure to construct a matrix-valued Martin 
kernel. Our assumptions are that the one-step transition matrices P(x, y) 
satisfy all properties of Lemma 2.2 if x wy, and that they are zero, 
otherwise. Furthermore, we assume transience in the sense of Theorem 2.4. 
The following lemma is in direct analogy with the setting of nearest 
neighbour random walks on trees. 
LEMMA 3.1. F is multiplicative along geodesics: if x, y E T-, and if v # x, y 
is a point on the geodesic from x to y, then 
F(x, y) = Ox, v) F(v, Y). 
Proof. Every rt E I7* (x, y) can be decomposed into n I E Il* (x, v) and 
%E17*(v,Y). I 
LEMMA 3.2. Let x-y 
(a) F(x, y) is invertible. 
(b) F(x, y) F( y, x) is strictly substochastic, (I- F(x, y) F( y, x))-’ 
exists and is strictly positive in all entries. 
Proof (a) From Lemmas 2.3 and 3.1 we get 
0x3 Y) = f’(x, Y) + A(x, Y) 0x3 Y), where 
.4(x, y) = 1 P(x> v) F(v, xl. (3.1) 
c - 5, L‘ z j 
Thus, 
(I- A(x, Y)) F(x, Y) = Ox, Y), 
and invertibility of P(x, y) yields that of F(x, y). 
(b) We know that F(x, y) F(y, x) is substochastic. Assume 
stochasticity, i.e., F(x, y) F( y, x) 1= 1. As both matrices have all entries 
positive, this yields 
F(x, y) 1 = F( y, x) 1 = 1. 
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From (3.1) and Lemma 2.2. 
and 




Using positivity of P(x, u), u N x, we get 
F(u, y) 1 = 1 for all u N x. 
But then (applying Lemma 2.3) U(y, y) = C,- y P(y, u) F( u, y) is 
stochastic, in contradiction with transience. Hence; F(x, y) F(y, x) is 
strictly substochastic, and as before, 
(~-Qx>Y)mx))r’= f (&,Y)E;(y,x))k 
k=O 
exists and has no zero entry. 1 
From (2.9), (2.12), and the last two lemmas we see that the Green kernel 
is invertible for all x, y E Y-, and we can define the matricial Martin kernel 
with respect to the reference vertex O: 
fGb,~)=G(x,y) G(o,Y)-’ =F’(x,~)F(o,y)-‘. (3.2) 
Let 5 be any point in Y u Q, and let c = C(O, x, 5) be the confluent of x E Y 
and 4 with respect to o (i.e., the first common point on the geodesics from 
o to 5 and from x to 0. Then we can write 
f&(x, 5) = G(x, c) G(o, c)-‘, (3.3) 
and by Lemma 3.1, (3.3) coincides with (3.2) whenever 5 E Y. Thus, we 
have extended the Martin kernel, and it is a locally constant matrix-valued 
function on Y u Q in the second variable. If y E Y then 
c P(x, u) fG(% Y)= u-? Y), if x#y; 
” K(Y, Y) - G(o, Y)-‘3 if x=y, 
and if OEQ then 
c PC4 u) K(u, w) = K?(x, 0) for every x E Y. (3.4) 
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Note that in general, K,( ., .) will also have negative entries. We shall be 
interested in the linear space 
A?= h:F-+C.d 
{ 




of harmonic vector functions. If h E Cd and o E Q, then K,( ., CO) b E 2 by 
(3.4), and we intend to show that the set of all columns of all the K,( ., w) 
constitute a “basis” of 2’ in a certain sense. Denote by C,(Q) the space of 
all locally constant matrix functions A ( .) : Sz + C,” ’ .&. We define a vector- 
valued measure (distribution) as a set function 
v: {sz,,~./x,,~~~,x#~~}--tc~~ (3.6) 
which is finitely additive. (Recall that LI,,,. = TX, 1’ n 52.) Note that v is deter- 
mined by its values on {Q,,, 1 XE 5, x # o}and that for additivity it is 
enough to check 
v(Q,, .I = c VW”, ,,I? OZXEF, (3.7) 
.,eT-p- =.r 
where, for y E Y\ { of, y denotes the unique neighbour of y which lies on 
the geodesic from o to y; the other neighbours of y are called the forward 
neighbours (with respect to 0). Every A( .) E C,(Q) is a matricial linear 
combination of characteristic functions 
A(o)= i AiXQ,(0)3 
,=I 
where Qi = Q,,,,, and the Ai’s are ,d x d-matrices. We define 
s A(o) v(dw) = i A,v(Qi). R i=J 
Thus, vector-valued distributions are in one-to-one correspondence with 
linear operators C,(Q) -+ C,d. Our principal result is the following. 
THEOREM 3.3. If h E 2, then there is a unique vector-valued measure vh 
on Sz such that 
h(x) = Ja K(x, 0) @(dW) for all XEJ!T. 
Proof: We adapt the method of [IFS], which sheds some light on the 
recursive structure of the tree. 
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Let S be a finite subtree of F containing o; set 
as= {xESIx-yforsomeyEF\S} and 
Define 
S” = s\ as. 
Xs= h:S+C”Ih(x)=CP(x,y)h(y)forallxES” 
-1’ 
CLAIM. Every h E ss has a unique representation 
h(x) =c K~(xt Y) C(Y), x E s, 
rt?S 
where c(y)EC.” for yEaS. 
Proof of the Claim. We proceed by induction on 1 S I. If 1 S I = 1, then 
S = (o}, and the statement is true. Now let S be given, 1 SI > 1, and 
suppose the statement is true for every subtree containing o with smaller 
cardinality. There must be w E aS such that S’= S\ { w} is such a subtree. 
Let v E as’ be the unique neighbour of w in S’. 
Let hesPs. Then its restriction to S’ is in X&, and by the induction 
hypothesis we can uniquely write 
h(x) = 1 &Ax, Y) cs4~) for all x E S’ (3.8) 
,’ t ?S’ 
Case 1. u +! a,!$. Then &S\ { RI} = as’\ { v}. Observe that K,(x, w) = 
K,(x, v) for all x E S’, because o E S. Thus, 
h’(x) = K,(x, w) es,(u) + c &b, Y) C.s(Y) 
~‘C?S”,(U) 
is in Xs and coincides with h(x) on S’. Hence, 
O=h(o)-h’(u)= 1 P(v, x)(h(x)-h’(x))= P(u, w)(h(w)-h’(w)). 
li - I’ 
As P(u, w) is invertible, we also have h(w) = h’(w), and we can set 
c~(Y)=c,~Y) if yEas\(w), and es(w) = es,(u). As h = h’ on S, the cs( y) 
must be unique by uniqueness of the representation (3.8). 
Case 2. v ~13s. Then aS= &S‘v {w}. Suppose that heY& has a 
representation as claimed. Set a = c,(v), b = es(w). Then, for x E S’, 
h(x)=K,(x,u)(a+b)+ c Kl(X, Y) Cs(Y). (3.9) 
VE(?.C(I.} 
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By uniqueness in (3.8) it must be es(y) = C&~(Y) for y E as\ {u}, and 
a + b = cs~(u). (3.10) 
Set g(x)=Cvtps~,jvl K,(x, Y) C&~,(Y) for x E S. Setting x = w in the represen- 
tation of b, we must have 
K,(w, u) a + K,(w, w) b = b(w) -g(w). (3.11) 
Thus, we have to show that the two equations (3.10) and (3.11) admit 
unique solutions for a and b. Because of (3.9), they can be rewritten as 
K,(u, u) a + K,(u, u) b = b(u) -g(u), 
F(w, u) K,(u,u)a+F(u, w)~‘K,(v,u)b=b(w)-g(w). 
(3.12) 
We now apply Lemma 3.2(b) and invertibility of K,(u, u) to see that (3.12) 
has unique solutions a, b, and the claim is proved. 
Now define S, = {x E Y I d(x, o) d n}, n 3 0. If h E A? then h is harmonic 
on each S,. If d(o, y) = n > 0 then Qo,r. # @ only if y E &S, (i.e., if y is not 
a terminal vertex in 5). Set 
vh(QolJ = cs,(JJ); 
vh(Q) = cso(y) = h(o). 
If xES, and w~a,S,,+, then K,,(x, ~1) = Ko(x, w- ), and 
h(x)= C C Ko(x, Y) es,+,(w). 
.L t FS, II E 8.5., + : IV = .v 
(3.13) 
Uniqueness with respect to S, yields 
cs,b)= c C&+,(W) for all y E &S,, 
wtPS,+,~w =, 
so that vh is a measure. Finally, we show that the desired integral represen- 
tation holds. Let x E A’. Choose n > d(o, x). Then 
Thus, 
Ko(x, 0) = Ko(x, Y) for all w E Q,,,,, y E as,. 
Indeed, the above proof allows us to determine vh explicitly, and we 
obtain a formula analogous to the “one-dimensional” one due to 
M. Taibleson [KPT]. 
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PROPOSITION 3.4. If h E X, then the measure vh is given by 
v”(Q) = h(o), and, ifxzo 
vh(Q,,x)=F(o,x)(Z-F(x,x-)F(x-,x))-’ (h(x)-F(x,x-) h(x-)). 
Proof: It is clear that vh(Q) = h(o). Let w # o, d(w, o) = n, such that 
sZ,+ # 0; i.e., w E as,,. In the Claim, choose the geodesic from o to w 
as S. The induction argument in the proof of the Claim shows that 
es(w) = es,(w) = vh(Q,,,) : if we enlarge S step by step by one vertex at a 
time in order to obtain S, at the end, we will never add a neighbour of w, 
so that the coefficient of w remains unchanged in this process. 
Case A. If v = w- E dS, then we are in the situation of Case 2 above. 
From (3.12), we can calculate b = es(w) explicitly : observe that 
g(w) = F(w, v) g(v) in (3.12). Thus, multiplying the first line with F(w, v) 
and subtracting it from the second, we obtain 
c,(w)=b=F(o,w)(l-F(w,v)F(v,w)) ‘(h(w)-F(w,v)h(v)). 
This gives the desired formula when w has more than one forward 
neighbour. 
Suppose this is not the case. This leaves us with two possibilities. 
Case B. w ~ = o, and o has w as its only neighbour. Then F(o, w) = 
P(o, w) and h(o)= P(o, w) h(w). Hence 
F(o, w)(Z-F(w,o)F(o, w))~’ (h(w)-F(w,o)h(o))=h(o), 
and v~(Q,,~) = vh(Q) = h(o) satisfies the proposed formula. 
Case C. w ~ = v # o, and the only neighbours of v are v ~ and w. We can 
apply the preceding results to the subtree {up, v, w} with v in the role of 
o, and the situation is that of Case A. Thus, for x E {v ~, w }, 
vh(Q,,) = F(v, x)(Z- F(x, v) F(v, x)1-’ (h(x) -J’(x, v) h(v)), 
and 
vh(L$ ) + vh(L?,J = h(u). 
Now a short calculation yields 
F(o, wN-F(w, 0) F(v, w))-’ (h(w) -F(w, v) h(u)) 
= F(o, v)(Z- F(u, v ) F(v -, v))-’ (h(v) - F(u, v ) h(v )). 
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If no vertex of S\ { w} has more than one forward neighbour, then we see, 
combining Cases B and C, that 
v”(Q~,~,) = v”(Q) = h(o) 
=F(o, w)(l-F(w, u)F(u, w))-’ (h(w)-F(w, u) h(u)). 
Otherwise, we can go backwards from w towards o step by step, until we 
reach the first x such that x - has more than one forward neighbour. Case 
A applies to x, and by (3.14), vh(QO,.,)=vh(SZ,,,..) satisfies the proposed 
formula. This completes the proof. 1 
Without proof, we remark that vh is nonnegative when h is positive: it 
is easy to show, using arguments of path composition, that in this case 
h(x) 3 F(x, y) h(y) elementwise for every pair of neighbours x, y in F-. 
4. POSITIVE HARMONIC FUNCTIONS 
We now return to the study of a transition matrix 9j on 9 = Y x .d 
given as in (2.1). We assume that it gives rise to a transient random walk 
{X, } on 9 and, in addition, that 
6=inf{p(xa,xb)>OlxEY, a, bEd} >O. (4.1) 
The aim of this section is to work out the relation between the matricial 
representation formula of Theorem 3.3 and the real-valued Poisson-Martin 
representation over Q of positive harmonic functions on 9, as provided by 
[PWl]. 
The ordinary Martin kernel with respect to reference vertex oa E $9 is 
k,,W, .vb’) =fW, .vb’W(w yb’), x, YET-, b, b’Ed, 
where (4.2) 
f(xb,yb’)=Pr[3nbO:X,=yb’)X,=xb]. 
We shall show that the corresponding Martin boundary is 52 as in [PWl]. 
Let us associate with 9 the matrices P(x, y), F(x, y), and G(x, y) as in (2.4) 
and (2.7). In order to compare k,, with the matricial kernel K, of Sec- 
tion 3, we need some preliminaries. First of all, observe that for a, b E d 
and x, YET-, 
F(x, YL,b = Pr[The first visit of X, to ycaZ occurs at yb 1 X0 = xa]. (4.3 1 
If hER&\{O} is a nonnegative vector, then let nb = b/( b, 1 ), where ( ., ) 
denotes scalar product. Thus, 7c is the central projection of the positive 
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cone onto the simplex 9’ spanned by the unit vectors e, E R‘&, a E & (i.e., 
err has entry one at a and zero, otherwise). Let 
9” = {b E R,” 1 b > 0 elementwise, xb = b} (4.4) 
be the interior of Y. We can now proceed as in [PWl] (see also [S]) to 
obtain the following. 
PROPOSITION 4.1. If x E F and w E Q, then there is a vector f(x, w) E Y, 
such that the following hold. 
(a) If b,, E Y” and y, E F such that y, + w in the end topology, then 
lim rcF(x, y,) b, = f(x, 0). 
t1 - 3; 
(b) The map w H f(x, w) is continuous on 52. 
(c) Zf y lies on the geodesic from x to co, then 
f(x, 0) = nF(x, y) f(y, 0). 
Proof As & is finite connected, (2.1) and (4.1) yield that for every xa, 
xa’~~therearea=a,,a,,...,a,=a’in~such thatk</&I and 
p(xa,,xa,)...p(xa,~,,xa,)~6k. 
Combining this observation with (4.3), we see that 
Ft.7 YL,b 2 d’.“’ ~ ’ F(x, Y)dJ for all x, y E 5, x # y, and a, a’, b E d. 
It follows that each of the matrices F(x, y), x # y, has Birkhoff contraction 
coefficient at least $,“I ~ ’ (see [Se]). Thus, every infinite forward product 
F(xo,x,)F(x,,xz)...F(x,~I,x,)b,,, ,~~,#x~,~,E~~,~+co, 
converges in direction to a vector in 9”‘. Let XE F-, o E 4, and 
cx,, Xl 3 x2, ...> ] be the geodesic from x to w. If y, -+ w and xk, = c(x, y,, o) 
(the confluent), then k, + cc as n -+ co, and by Lemma 3.1, 
F(X, Y,) b, = F(X> xk,) F(xk,> Yn) bn. 
As F(X,Xkn)=F(Xo,Xl)F(Xl, X2)...F(Xknpl,Xkn), We obtain (a). 
Part (b) is now proved as in [PWl]. Finally, if y lies on the geodesic 
from x to o and b E Y”, then 
f(x, 0) = lim 7cF(X, xk) b 
k-r 
and (c) is verified. 1 
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For the following, observe that the end topology on 3 u Q is given by 
lim ~,,a, = w if and only if lim x, = o in Y. 
COROLLARY 4.2. (a) The Martin kernel k,, extends to %uQ con- 
tinuously in the second variable. If CO E Q, xb E 3, and c = c(o, x, CO), then the 
extension is given by 
k (xb w) = Cc, W, 4 fk 4) 
00 3 
<e,, F(o, c) f(c, ~1)’ 
(b) 52 is the Martin boundary of {X,}, and every k,,( ., co), CO E L2, is 
a minimal harmonic function. 
(c) If h is a positive harmonic function on $9 with respect to 9, then 
there is a unique positive real Bore1 measure vh on Q such that 
h(xb) = j-Q k,,(xb, 0) vh(dW) for every xb E 3. 
Proof: If y, E Y, y, -+ CO, and 6, E&, then by (4.3) 
f(xb,y,,b,)= (eh,F(x,yn)f(y,,y,b,)), 
where f(w, yb) = (f (wa, yb))Utd. Set b, = rcf( y,, y,b,). If y, lies beyond c, 
i.e., c(o, x, yn) = c (which holds for all but finitely many n), then 
k (xb y b )= hd'~~~c)~kxJb,) 
ml 1 n n 
(e,, F(o, c) FCC, Y,) b, >' 
Letting n + a, the term on the right converges by Proposition 4.1(a) to 
the limit given in the statement (a). Thus, the kernel extends, and con- 
tinuity follows from Proposition 4.1 (b). This proves (a). Minimality of 
k,,( ., CO) is shown as in [PWl], so that (b) and (c) follow. 1 
As in (2.3), we associate with k,,( ., CO) the vector-valued function 
k,(x, WI= (k&b, w))bt.d, XEJC. (4.5) 
Then the ordinary and the matrix-valued Martin kernels, as given in (1.3) 
and (3.2), respectively, are related as follows. 
THEOREM 4.3. (a) k,,(x, o) = (l/(e,, f(o, CO))) J&(x, o) f(o, CO). 
(b) Zf h is a positive harmonic function on 3 and h is the associated 
vector-valued function on Jo, then 
1 
vh(dW) = ce,, f(o, ml > f(o, w) vh(dm), 
580’102;2-IO 
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where vh and v” are the measures given by Theorem 3.3 and Corollary 4.2, 
respectively. 
(c) If o E Q, then up to multiplication with constants, f(o, w) is the 
unique vector such that 
J&(x, w) f(o, 0) > 0 for every x E JF. 
Proof (a) From (2.9), (3.3) and Corollary 4.2(a), we get 
1 
kOU(X~ WI = (e,, F(o, c) f(c, o)) Kl(x, WI F’(o, c) f(c, WI. 
Now Proposition 4.1 yields the formula. 
(b) By (a) and Corollary 4.2, the right-hand-side vector measure 
in (b) represents h in the sense of Theorem 3.3. By uniqueness, it must 
coincide with vh. 
(c) Let w0 EQ and suppose that ge R,” is such that 
h(x) = K,(x, oO) g >O for every XE Y. According to Theorem 3.3, h is 
uniquely represented by the vector-valued measure vh = gSo,,, where 6,, is 
the Dirac mass at oO. “Decompose” h into a real-valued positive harmonic 
function h on 3: h(xb) = (e,, h(x)). It is represented by a unique Bore1 
measure vh with respect to the kernel k,,( ., .). Its total mass is vh(Q) = 
h(oa) = (e,, g ). From (b) we see that it must be a point mass, i.e., 
v” = (6 fit> dcsjo. 
Once more using (b), we get 
1 
&“=vh= (e,,f(o,W,))f(O,Wg)vh. 
Comparing the last two formulas, we see that g and f(o, oO) must be 
collinear. 1 
5. FIBRATION BY A FINITE ABELIAN GROUP 
In this final section, we focus attention on foliated trees whose fibers are 
isomorphic to a fixed finite abelian group &. In this case, the Fourier 
transformation provides a different way to obtain an integral representa- 
tion for all harmonic functions on 9, which also sheds some light on the 
results obtained in the previous sections. More precisely, we consider 
9 = Y x s?, where Y is a (not necessarily homogeneous) tree and & 
a finite abelian group, written multiplicatively. To define a transition 
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matrix on 3 which is compatible with the underlying structure, we start 
with a transient nearest neighbour stochastic transition matrix 
%= (PdX~Y)).,,., on Y and an irreducible probability measure G on .d. 
The transition matrix on 3 is given by 
Axa, yb ) = 
1 
(1 - t)z-b(x, Y), ifa=bE.&and.u-yinY 
&(a ‘b), ifx=yEYaanda,bE,ti, (5.1) 
where 0 < t < 1. Here, irreducible means that the support of cr generates 
&-this replaces the assumption of connectivity of .r4 as a graph. (To meet 
the latter requirement precisely, one would have to assume in addition that 
CJ has symmetric support, using the Cayleay graph of A with respect to 
supp(a) to equip .d with a graph structure. However, for all results of the 
preceding sections it is enough to have irreducibility.) 
Thus, a function h on 3 is harmonic if for every XE Y-, a E ,d one has 
h(xa) = t c a(a~-‘b) h(xb) + (1 - t) c pO(x, y) h(ya). 
hs.d .i’ E .-i 
In this setting, the matrices defined in (2.2) and (2.4) become 
(5.2) 
P(-u,y)=(l-t)p,(x,y).(Z-Qe,~’ with Q= t~(a(ap’b))o,hE,,. (5.3) 
Thus, Q(x) = Q is independent of x, while D(x, y) = (1 - t)p,(x, y) .I. 
Denote by d the character group of d. For x E d and a function 
(measure) cp on s&‘, denote by 4 the Fourier transform of cp: 
d(x)= C da) i(a), 1 E d. 
0E.d 
The inversion formula yields 
In terms of matrices, the Fourier transformation is multiplication (from the 
left) with 
C= (X(a))yd,aG.d. 
(Thus, C is the conjugate character table.) We order C such that its first 
row corresponds to the trivial character 1. Thus C is an orthogonal matrix 
of dimension Id 1, and 
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We diagonalize Q. Consider the convolution identity rs * x = &(x).x for 
XE~. Applied yo Q in (5.3), this yields 
CQC’ = t.Diag(6(j)),,,,-. (5.4) 
Next, we want to express the matrix-valued Martin kernel K, of (3.2) in 
terms of scalar Martin kernels of PO on 9. To this end, we have to extend 
the definition of the latter. For z E C and x, y E Y-, consider the power series 
dX,Y lz)= f Pb”‘(X,Y)Z” 
n=O 
(i.e., the resolvent of P$). By transience, it converges for 1 z) < 1. Form the 
Martin kernel with respect to the eigenvalue l/z, 
k,(x, Y I z) = g(x, Y I z)/g(o, Y I z). (5.5) 
Here, we use k, for scalar Martin kernels on 5. From the context, no con- 
fusion will arise when we consider the Martin kernel k,, defined on 9 in 
(4.2). We shall see below that the denominator in (5.5) never vanishes for 
those values of z which we need. For z = 1, this kernel coincides with the 
one in (1.3). For o E Q, consider the confluent c = C(O, x, 0). Defining 
k,k Y I z) = Ux, c 1~1, 
k,(x, .lz) extends to a continuous, locally constant function on Y u Sz 
(compare with [C, FS]). Now we can express the matricial Martin kernel 
K,( ., .) of (3.2) in terms of the scalar kernels of (5.5) and determine the 
vectors f(o, w) of Theorem 4.3(c). 
THEOREM 5.1. For x E &‘, let zX = (1 - t)/( 1 - t&(j)). Then, for x, y E F 
and <E.YuSL?, 
(a) W-G Y)= C-’ Diagkb, Y Iz~))~~.~ C, 
(b) K&G t)=C-’ DiagMx, tlz,)),,,,- C, and 
(c) f(o, w) is a constant multiple of 1. 
Proof: From (5.4) we obtain 
Hence, by (5.3), 
CW, Y) C-’ =po(x, Y) .Di&z,),.,-. 
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Observe that 1 B(x)] d 1, so that zz lies in the closed disc with center 
l/( 1 + t) and radius t/( 1 + t). In particular, 1 zz / < 1, and the series 
g(x, y 1 zx) converge for every x E 2. We obtain 
This proves (a). As G(x, y) is invertible (see Section 3), it cannot be 
g(x, y I z/. ) = 0 for some x E d. (There are more direct ways to check this.) 
Now (b) is a direct consequence of (a). 
To prove (c), write v= f(o, w). By (b) and Theorem 4.3(c), v is the 
unique vector (up to constant multiples) such that for every x E Y 
Z&(x, w) v = C’ Diag(k,(x, o I z~))~~,~ Cv > 0. 
Recall that C is ordered such that the first row corresponds to the trivial 
character 1. Let e, be the corresponding /d I-dimensional basis vector. 
Then, by the orthogonality relations, Cl = I .d I e, . Moreover, observe that, 
for x = 1, we have zX = 1. Hence k,(x, o I zr ) = k,(x, w), the ordinary scalar 
Martin kernel on Y, and 
K,(x, co) 1 = Cp’( I .d I k,,(x, w) .e, ) = k,(x, 0). 1 > 0. (5.6) 
Thus, v is proportional to 1, and (c) follows. [ 
COROLLARY 5.2. (a) A complex function h on $3 is harmonic if and only 
if there exists a (unique) complex vector valued ,finitely additive measure 
\ih = (Q,,,a on Sz such that, for every x E F and a E d, 
(b) h is poistive if and only if Oh is such that $ vanishes for x # 1, 
while Gt is a positive Bore1 measure for the trivial character. In particular, h 
is constant on the fibers 
h(xa) = h(xb) foralla,b~.~andx~~. 
Prooj Let &xX), x E d, denote the Fourier transform of h(x.) over &. 
Associate with it the vector valued function h(x) = (L(x~))~~.~. Then 
fi(x) = C%(x). Define ith as the Fourier transform of vh, where vh is as given 
by Theorem 3.3: Oh = Cvh. Then Theorem 5.1 (b) yields 
h(x) = ja C&(x, o) Qh(dco) = i 
0 
Diag(k,(x, 01 z~))~~.~ Oh(do). 
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This amounts to 
for every XE Y-, XE&? Now (a) follows by Fourier inversion, i.e., multi- 
plication with C’. 
To prove (b), consider the positive Bore1 measure vh which represents h 
in the integral representation with respect to the Martin kernel k,, on $9, 
as described in Corollary 4.2(c). By Theorem 4.3(b) and Theorem 5.1(c), 
we have vh = 1 . vh. Hence, Oh = Cl . vh = 1 d 1 .e, . vh. Thus, the first part of 
(b) holds. The second part now follows from the representation formula 
in (a). 1 
We remark that the statement of Corollary 5.2(b) does not hold if 
& is infinite. For instance, if a=p6, +q&, (O<p,q< l,p+q= 1) is 
a non-symmetric probability measure on the integers Z, then there exist 
nonconstant positive harmonic functions on Z which are harmonic with 
respect to (T. These functions extend trivially to positive harmonic functions 
on $9 = Y x Z which are nonconstant on the fibres. 
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