ABSTRACT The minimum spanning tree (MST) problem is a fundamental problem in computer science and operations research, which has many real-life network design applications. Given a graph G with n vertices and m edges, starting from an MST (denoted by T ) covering a subgraph of G, it is usually needed to reconstruct a new MST after swapping two vertices v ∈ T and v / ∈ T . For this purpose, the most popular choice is to reconstruct an MST from scratch, for which the current fastest algorithm (Kruskal's algorithm based on Fibonacci heap) requires a time complexity of O(m + n · log n), implying that a high time complexity of O(n 2 ) · O(m + n · log n) is needed to evaluate all the O(n 2 ) possible swapping-based moves. In order to evaluate these moves more efficiently, we integrate a series of dynamic techniques to develop a fast dynamic swap-vertex move operator, which significantly reduces the overall time complexity
I. INTRODUCTION
The minimum spanning tree (MST) problem is a fundamental problem in computer science and operations research. Let G denote an undirected graph with its vertex set denoted by V (|V | = n) and edge set denoted by E (|E| = m), where a non-negative cost c e is assigned to each edge e, then the MST problem aims to construct a tree with minimum total cost that spanning a number of chosen vertices. This problem is the basis of many real-life network design applications, e.g., telecommunication, internet of things, electricity, transportation, path planning of robotics, signal processing, etc [1] - [3] . Due to various objective functions or constraints, these applications could be modeled as different variants of the Steiner or spanning tree problems (STPs), e.g., the classical Steiner tree problem in graphs (SPG) [4] , the rectilinear Steiner tree problem in graphs (RSPG) [5] , the prize-collecting Steiner tree problem in graphs (PCSPG) [6] , the generalized spanning tree problem (GMSTP) [7] (all being NP-hard [8] - [10] ), etc.
Once the vertices to span are known, several famous algorithms could be applied to construct a MST, e.g., the Kruskal's algorithm [11] (using Fibonacci heap [12] ) which requires a time complexity of O(m + n · log n), or the Prim's algorithm [13] which requires a time complexity of O(n 2 ). However, in many cases, the most challenging task is to determine the vertices to span (unknown in advance). To do this, various approaches are applicable, including local search based heuristics. Local search algorithms are popularly used in the field of combinational optimization [14] - [16] , and have been successfully applied to many tree-related problems [17] - [23] . Typically, to tackle STP problems, a local search procedure first constructs an initial solution and applies basic move operators (e.g., adding a vertex, deleting a vertex, or swapping a pair of vertices) to the incumbent solution, and then reconstructs a neighboring MST based on the updated vertex set (repeated until no improvement is possible). Unfortunately, if a MST is newly reconstructed after applying any move operator, the complexity would easily become too high. For example, given a tree spanning n 1 ≤ n vertices, in total there are O(n − n 1 ) ≤ O(n) adding moves, O(n 1 ) ≤ O(n) deleting moves and O(n 1 · (n − n 1 )) ≤ O(n 2 ) swapping moves. If Kruskal's algorithm based on Fibonacci heap is used to reconstruct a MST after applying any move, it requires a total complexity of O(n) · O(m + n · log n) to evaluate the O(n) adding/deleting moves, or O(n 2 ) · O(m + n · log n) to evaluate the O(n 2 ) swapping moves.
To improve the efficiency of local search, dynamic updating techniques could be adopted, which attempt to partially de-construct and repair the incumbent solution tree after applying a move, instead of newly reconstructing a MST from scratch. For this purpose, a series of dynamic adding/deleting techniques have been developed in the literature [19] , which guarantee the complexity needed for evaluating all the O(n) adding/deleting moves could be bounded within O(m · log n). However, to our best knowledge, no such dynamic updating method has been successfully developed for the swapping moves (i.e., deleting a spanned vertex and simultaneously adding an un-spanned vertex), only except a simplified version of dynamic swap-vertex move operator introduced in [23] (preliminary work of the first author of this paper), which focused on some special instances whose edges are all associated with uniform costs. This paper extends the work in [23] , in order to develop a more powerful dynamic swap-vertex move operator which is applicable for general cases (with varied edge costs), not limited to the special instances. The contributions of this paper are summarized as follows:
• From the point of methodology, we integrate a series of techniques to implement a dynamic swap-vertex move operator, which is applicable to general instances, thus strongly extending the method in [23] which is only suitable to some special instances. Using the dynamic techniques, starting from the incumbent solution tree T , the overall complexity needed to evaluate the O(n 2 ) swapping moves could be bounded within
We also give several tips to further improve efficiency, which could generally speed up local search in practice (although not changing the worst-case complexity). Finally, we strictly prove the correctness of the method, to guarantee that the dynamically reconstructed solution trees are necessarily MSTs (unless being unconnected).
Notice that, as a fundamental algorithm component of graph optimization, the dynamic swap-vertex operator could be easily integrated with many hyper search frameworks, such as iterated local-search, GRASP, tabu search, variable neighborhood search, genetic search, memetic search, to form high-performance algorithms for tackling various tree-related problems.
• From the point of experimental performance, we apply the dynamic swap-vertex move operator to three well-studied STP variants. Experimental results on 140 representative instances (respectively, 50 SPG, 40 PCSPG and 50 GMSTP instances) show that, by combining swap-vertex moves with basic add/delete-vertex moves, it generally succeeds in finding better solutions within the same allowed time, and the dynamic updating techniques are able to significantly speed up local search. The basic idea of this paper was partially presented at ICCS2018 [24] , 1 which just applied the dynamic swap-vertex operator to the PCSPG and provided some theoretical results (complexity analysis and proof of correctness). In this work we strongly extend the method of [24] in two folds: (1) we extend the dynamic swap-vertex operator to the SPG and the GMSTP. (2) we additionally provide experimental results on all the three studied problems, to demonstrate the effectiveness and efficiency of the proposed method.
The rest of this paper is organized as follows: Section II gives the definitions of three studied STP variants. Section III describes the details and proves the correctness of the dynamic swap-vertex operator. Section IV is dedicated to experimental results, finally Section V concludes this paper.
II. PROBLEM DEFINITION
In this paper, we choose three STP variants (respectively defined as follows) as examples to confirm the generality of the dynamic swap-vertex operator.
A. CLASSICAL STEINER TREE PROBLEM IN GRAPHS (SPG)
Let G = (V , E) denote an undirected graph with vertex set V (including two different types of vertices, i.e., terminals and Steiner vertices) and edge set E (each edge e ∈ E is assigned a non-negative cost c e ≥ 0), the objective of the SPG problem is to determine a subtree T = (V T , E T ) of G (V T denotes the vertex set and E T denotes the edge set of T respectively), so as to connect all the terminals (possibly via some Steiner vertices) with minimum total edge cost [4] , i.e.,
Minimize f
For the SPG, the current best algorithms include [21] , [25] , and [26] . Notice that if every vertex is located at a cross point of a grid, the SPG is reduced to the rectilinear SPG.
B. PRIZE-COLLECTING STEINER TREE PROBLEM IN GRAPHS (PCSPG)
Let G = (V , E) denote an undirected graph with vertex set V (each vertex v ∈ V is assigned with a non-negative prize p v ≥ 0, called customer vertex if p v > 0 or non-customer vertex otherwise) and edge set E (each edge e ∈ E is assigned a non-negative cost c e ≥ 0), the objective of the PCSPG problem is to determine a subtree T = (V T , E T ) of G, in order to minimize the total cost of the edges belonging to E T plus the un-collected prizes [6] , i.e.:
For the PCSPG, the current best algorithms include [22] , [25] , and [27] . Note that the PCSPG could be reduced to the SPG, if each customer vertex is assigned a high-enough prize to ensure that it is necessarily connected by the optimal solution tree.
and edge set E (edges only exist between vertices of different clusters, each with an associated non-negative cost c e ≥ 0), then the GMSTP aims to determine a tree T = (V T , E T ) which includes exactly one vertex in each cluster, so as to minimize the total edge costs [7] , i.e.:
For the GMSTP, the current best algorithms include [20] and [28] - [31] .
III. DYNAMIC SWAP-VERTEX MOVE OPERATOR
A. BASIC IDEA For each of the above three STP variants, once the vertices to span are known, the optimal solutions must be MSTs, indicating that a solution tree T could be represented by its vertex set V T . Due to this feature, starting from an initial solution T = (V T , E T ) which is a MST, two basic add-vertex/delete-vertex operators, which try to reconstruct a MST after adding/deleting a vertex to/from the current solution tree, have already been incorporated in algorithms for solving the SPG [19] , [21] and the PCSPG [18] , [22] (these two basic move operators are not applicable to the GMSTP, since in this problem exactly one vertex in each cluster should be spanned, meaning that simply adding or deleting a vertex would always lead to an infeasible solution). Accordingly, two neighborhoods (denoted by N 1 (T ), N 2 (T ) respectively) of T are defined as follows:
where MST(V T ∪ {v }) and MST(V T \{v}) respectively denote the neighboring minimum spanning tree reconstructed after adding/deleting a vertex to/from V T . Using dynamic updating techniques introduced in [19] , given a solution T , the time needed for examining the O(n) possible adding/deleting based neighboring solutions could be finished within O(m · log n). Furthermore, we can apply the adding and deleting moves together, to implement an enhanced swapping based move operator, which simultaneously deletes a vertex v ∈ V T and adds a vertex v / ∈ V T (for the SPG, only limited to Steiner vertices; for the GMSTP, only limited to vertices belonging to the same cluster), and then reconstructs a MST. This new move operator leads to an enlarged neighborhood N 3 (T ) as follows:
) Apparently, by combining N 3 (T ) with N 1 (T ) and N 2 (T ), it is able to search within an enlarged region, thus improving the possibility of meeting good solutions. However, to our best knowledge, although the swap-vertex move operator is commonly used by GMSTP heuristics, it has not been widely used in the field of SPG and PCSPG (only except in the preliminary work of Fu and Hao [23] which focused on some special instances), possibly due to complexity reason. Indeed, given a graph with n vertices and m edges, as well as a solution tree T with vertex set V T , for the SPG or the PCSPG there are
To examine all these O(n 2 ) moves, the current fastest algorithm (Kruskal's algorithm incorporated with Fibonacci heap) needs a complexity of O(n 2 ) · O(m + n · log n), being unaffordable for large-scale (even mid-scale) SPG or PCSPG cases. For the GMSTP, since every vertex v / ∈ V T could be swapped with exactly one vertex v ∈ V T , totally there are O(n) swap-vertex based neighboring solutions, corresponding to an overall complexity of O(n) · O(m + n · log n) (reasonable for mid-sized instances, but still expensive for large-sized instances).
Fortunately, using dynamic updating techniques (detailed below), which attempt to partially de-construct and repair the incumbent solution after swapping any pair of vertices (instead of completely reconstructing a MST from scratch), the above complexity could be much reduced. More explicitly, for the SPG or the PCSPG, reduced from O(n 2 
Note that the techniques developed in this paper are suitable to general instances with different edge costs, thus being clearly distinguished from the method in [23] which only focused on some special instances.
The dynamic swap-vertex move operator relies on the dynamic add-vertex and delete-vertex move operators [19] . Therefore, in the following subsections, we at first introduce how to dynamically add or delete a vertex, and then introduce in detail how to dynamically re-construct a MST after swapping any pair of vertices.
B. DYNAMIC ADD-VERTEX MOVE OPERATOR
Given a MST T = (V T , E T ), to construct a MST after adding any vertex v / ∈ V T , it suffices to consider the edges belonging to E T ∪E N (T , v ), where E N (T , v ) includes all the edges connecting v and T [32] . To do this, for each edge e ∈ E N (T , v ), insert e into T at first. Then, if a cycle is detected, delete from the cycle the most expensive edge. After performing above operations for each edge e incident to v , a new MST would be obtained, unless E N (T , v ) is empty. Using above dynamic VOLUME 7, 2019 techniques, evaluating all the O(n) add-vertex moves requires a complexity of O(m · log n) (proven in [19] ).
C. DYNAMIC DELETE-VERTEX MOVE OPERATOR
Now we describe the data structures (firstly developed in [19] ) used to dynamically delete the vertices of T = (V T , E T ). Suppose T is rooted at an arbitrary vertex, then we process the vertices in post-order, to make sure any vertex is processed before its parent. To process each vertex v ∈ V T , it is first (temporarily) removed from the tree, leading to a subtree T 0 containing the root, and several sub-trees T 1 , . . . , T r respectively rooted at the children of v. As proven in [33] , there must be a minimum spanning forest on vertex set V T \{v} containing all the edges in E T \E(v), where E(v) denotes the set of edges connected to v. Therefore, it is enough to consider every sub-tree as a virtual vertex, and construct a MST on the induced graph. To do this, relative to each vertex v ∈ V T , the edges are divided into two groups (see Fig. 1 ): • Horizontal edges indicate the edges with both endpoints in T i and T j , for 1 ≤ i < j ≤ r. Notice that e = (x, y) is a horizontal edge relative to only one vertex, i.e., the nearest common ancestor [34] of both the endpoints, denoted by nca(x, y).
is pre-built to keep all the edges e = (x, y) with nca(x, y) = v.
• Vertical edges indicate the edges connecting T 0 and
Notice that e = (x, y) may be a vertical edge relative to more than one vertices, i.e., all the vertices from x or y to nca(x, y). For each subtree T i , we should just retain the cheapest edge between T 0 and T i , since only this edge may be used to construct MST after deleting v. To manage this information, when a vertex has been processed and its parent has not, it is marked as active (otherwise marked as inactive). Corresponding to each active vertex x, a leftist heap H (x) is used to keep the edges connected to the subtree rooted at x (with cheaper edges given higher priority). Initially, only the leaves of T are marked as active, and for each leaf x the heap H (x) is initialized to contain all the edges e = (x, y) with y ∈ V T . Once an inactive vertex becomes active, its children's heaps are combined to form its own heap. Based on above data structures, when processing v (processed in post-order), the heap H (v i ) corresponding to each child v i of v is cleaned up by repeatedly extracting the top element until meeting a vertical edge (discarded otherwise). Then, the candidate edges include the top vertical edge of each heap, and all the horizontal edges stored in L(v). Using these candidate edges, Kruskal's algorithm is called to reconnect the sub-trees obtained after deleting v, leading to a MST or a minimum spanning forest (MSF). After that, let v become active, and create its heap H (v) by combing the heaps H (v i ) of its children v i (now inactive). All the edges e = (v, w) with w / ∈ T i , i > 0 are also added to H (v). This process is repeated until each vertex v ∈ V T has been processed, totally requiring a complexity of O(m · log n) [19] .
D. DYNAMIC SWAP-VERTEX MOVE OPERATOR
Based on above techniques, we implement a dynamic swap-vertex move operator (outlined in Algorithm 1), which consists of a deletion operation and an addition operation.
• Deletion operation: For each vertex v ∈ V T (for the SPG, only consider Steiner vertices), using the dynamic delete-vertex move operator (Section III-C) to delete v (associated with the incident edges) and reconnect the resulting forest subsequently. The resulting solution is either a MST, or a MSF consisting of several sub-trees where each sub-tree is a MST (for convenience, we assume MST as a special case of MSF).
Algorithm 1 Procedure to Evaluate Each Possible Swap-Vertex Move
T Delete ← T Temp //Store the changes after deletion 5: for each candidate vertex v / ∈ V T do 6:
if T Temp is a tree (not a forest) then
end if 10: T Temp ← T Delete //Restore the tree before addition 11: end for 12: T Temp ← T //Restore the tree (only changed part) before deletion 13: end for Complexity: During the whole process of Algorithm 1, the deletion operation is applied to each vertex v ∈ V T once. As proven in [19] , executing all the O(n) possible deletion operations needs a total time complexity of O(m · log n).
• Addition operation: For a chosen vertex v / ∈ V T (for the GMSTP, only consider the vertices belonging to the same cluster of v), connect it to each sub-tree of the MSF obtained above, using the dynamic add-vertex move operator detailed in Section III-B. The resulting solution would be either a tree (if v is incident to each sub-tree) or a forest (otherwise). Complexity: Based on dynamic data structure such as ST-trees [35] , [36] , finding, adding, deleting one edge all cost O(log n). For the SPG and the PCSPG, after deleting each vertex v ∈ V T , we need to apply the addition operation corresponding to each vertex out of V T . It means, after deleting each vertex v ∈ V T , up to m edges should be added or deleted, requiring a complexity of O(m·log n). Since this process should be repeated for each of the O(|V T |) ≤ O(n) vertices belonging to V T , a total complexity of O(n) · O(m · log n) is needed to execute the addition operation during the whole process of Algorithm 1. Specially, for the GMSTP, only vertices in the same cluster can be swapped, thus during the whole procedure of Algorithm 1, each edge with exactly one endpoint in V T would be added once (other edges would never be added), and in total at most m edges (no more than inserted ones) would be deleted to break cycles. Therefore, for the GMSTP, the total time complexity needed to apply the addition operation is bounded within O(m · log n).
• Storage and restoration: In order to save complexity, we only store and restore the changes whenever needed.
Complexity: While running Algorithm 1, every edge belonging to E T would be deleted at most twice, and up to 2|E T | edges would be inserted (no more than deleted ones) to re-connect the sub-trees. After that, in cases of the SPG and the PCSPG, each one of the m edges would be added by the addition operation at most n times, and up to m · n edges would be deleted to eliminate cycles.
Therefore, up to O(m · n) changes should be stored (each costs O (1)) and restored (each costs O(log n)), leading to a total complexity of O(m · n · log n). Specially, for the GMSTP, since only vertices belonging to the same cluster are allowed to be swapped, each edge would be added at most once by the addition operation during the whole procedure, and at most m edges (no more than the added edges) would be deleted subsequently to eliminate cycles. It means, for the GMSTP the complexity for storage and restoration could be bounded within O(m · log n). Summary: In general cases (e.g., the SPG and the PCSPG), the total complexity for examining the O(n 2 ) swapping based moves may reach O(n) · O(m · log n). Specially, for the GMSTP, at most there are O(n) swap-vertex moves, and an overall complexity of O(m · log n) is needed for evaluating all these moves. Fig. 2 is a SPG example, which shows the process of dynamically constructing MSTs after swapping vertices (similar for the PCSPG and the GMSTP). Respectively, Subfigure (a) shows the original graph, including 3 terminals (drawn in box), 5 Steiner vertices (drawn in circle) and 11 edges (with costs drawn alongside the edges). Based on the input graph, Sub-figure (b) is the initial solution tree, which is a MST based on vertex set {1, 2, 3, 4, 5, 7} (with 3 terminals and 3 Steiner vertices), whose objective function value is 8. Here we just show how to swap Steiner vertex 3 (similar for other Steiner vertices) with the un-spanned vertices 6 and 8.
• Step 1: Perform deletion operation relative to vertex 3, get sub-figure (c), then re-connect the sub-trees as far as possible, get sub-figure (d), consisting of 2 sub-trees respectively based on vertex set {1, 2, 7} and {4, 5}.
• Step 2: Perform addition operation with respect to vertex 6, which could connect to the sub-tree based on {1, 2, 7}, but cannot connect to the sub-tree based on {4, 5}, leading to an infeasible solution (sub-figure (e)). Then restore the solution to sub-figure (d).
• Step 3: Perform addition operation with respect to vertex 8, which sequently connects to vertices 2, 4, 7.
After inserting the edge to connect vertex 7, a cycle is formed among vertices 2, 7, 8, so we should delete VOLUME 7, 2019 the most expensive edge on the cycle, i.e., the edge between 2 and 7. After that, a MST based on vertex set {1, 2, 4, 5, 7, 8} is formed, i.e., sub-figure (f), corresponding to an objective value of 6 (better than the initial solution).
E. PROOF OF CORRECTNESS
• Lemma 1: Given a MST, applying the deletion operation relative to v ∈ V T will result in a minimum spanning forest (MSF), including r ≥ 1 sub-trees, i.e., T 1 , . . . , T r (each being a MST). Proof: See [19] and [33] .
• Lemma 2: Corresponding to each sub-tree T i belonging to the MSF obtained by the deletion operation, after performing the addition operation relative to vertex v / ∈ V T , T i would become a new MST (T i remains unchanged if there is no edge between T i and v ). Proof: See [19] .
• Lemma 3: Given a graph G = (P, E), with vertex set P = P 1 ∪ P 2 ∪ {v }, where P 1 ∩ P 2 = ∅ and there is no edge between any two vertices a ∈ P 1 , b ∈ P 2 . The edge set E of G can be separated into two sub-sets E 1 and E 2 , respectively denote the edges among the vertices in P 1 ∪ {v } and P 2 ∪ {v }. Then sub-graphs
and G 2 = (P 2 ∪ {v }, E 2 ) are both trees if and only if G = (P, E) is a tree.
-Lemma 3.1: If G is a tree, G 1 and G 2 are both trees. Proof: (1) G is a tree, thus there is no cycle in G, obviously no cycle in G 1 and G 2 . (2) G is a tree, implying that there exists one and only one path connecting any two vertices h ∈ P 1 ∪ {v } and g ∈ P 1 ∪ {v }. Assume a vertex l ∈ P 2 appears on this path, since any vertex of P 1 cannot connect directly to any other vertex of P 2 , so vertex v necessarily exists on the path from h to l, and similarly from l to g, meaning that v would appear twice on the path from h to g (forming a cycle), leading to a contradiction. It means, only vertices in P 1 could appear on the path from h to g, indicating that G 1 is internally connected, thus being a tree. So is G 2 . -Lemma 3.2: If G 1 and G 2 are both trees, G is a tree.
Proof: (1) G 1 , G 2 are both trees, thus any vertex a ∈ P 1 is connected to v (so is any vertex b ∈ P 2 ), meaning that any two vertices of P = P 1 ∪ P 2 ∪ {v } are connected internally. (2) G 1 and G 2 are both trees, so |P 1 ∪ {v }| = |E 1 | + 1 and |P 2 ∪ {v }| = |E 2 | + 1, therefore |P| = |P 1 | + |P 2 | + 1 = |E 1 | + |E 2 | + 1 = |E| + 1, implying G is a tree.
• Lemma 4: Given two trees
, where P 1 ∩ P 2 = ∅ and there is no edge between any two vertices a ∈ P 1 , b ∈ P 2 . If T 1 and T 2 are both MSTs, then the combined graph
is also a MST.
Proof: Let C min P 1 ∪{v } (respectively, C min P 2 ∪{v } ) denote the minimal cost of all the trees spanning vertex set P 1 ∪{v } (respectively, P 2 ∪ {v }), then: (1) According to lemma 3.2, the combined graph G of T 1 and T 2 is a tree. Denote C T 1 = C min P 1 ∪{v } and C T 2 = C min P 2 ∪{v } as the cost of T 1 and T 2 (both being MSTs) respectively, then the cost of G, i.e., C G = C T 1 + C T 2 = C min P 1 ∪{v } + C min P 2 ∪{v } . (2) Following lemma 3.1, any tree T any spanning vertex set P 1 ∪ P 2 ∪ {v } (denote its cost by C any P 1 ∪P 2 ∪{v } ) consists of two subtrees, respectively spanning vertex set P 1 ∪ {v } and P 2 ∪ {v }, whose costs are C any P 1 ∪{v } and C any P 2 ∪{v } respectively. Therefore, C any
Above two results indicate that G is a MST.
• Theorem 1: From a MST T = (V T , E T ), after doing the deletion operation relative to v ∈ V T ) and the addition operation relative to v / ∈ V T , if the resulting solution is a tree (not a forest), it is necessarily a MST. Proof: At first, following lemma 1, performing the deletion operation relative to v will result in a MSF consisting of r ≥ 1 sub-trees (each is a MST, denoted by T 1 , T 2 , . . . , T r respectively). Then, assume vertex v is incident to each sub-tree T i , 1 ≤ i ≤ r (otherwise leading to a forest), after applying the addition operation, T i would become a new MST denoted by T i (lemma 2). Since every two sub-trees T i , T j (1 ≤ i = j ≤ r) meet the preconditions of lemma 4, the graph obtained by merging T i and T j is also a MST. Recursively, the final solution obtained by merging all the sub-trees is a MST (unless being unconnected, i.e., a forest).
F. TIPS TO FURTHER IMPROVE EFFICIENCY
Herein, we introduce several tips to further improve the efficiency of local search, although they do not change the complexity in the worst case, but could usually much reduce the runtime, thus being very useful in practice.
• First, we can combine the swap-vertex based neighborhood with the add-vertex/delete-vertex neighborhoods in a variable neighborhood search mode, in order to reduce the frequency of running Algorithm 1 (the most expensive part). More clearly, the local search procedure at first examines neighborhood N 1 (T ) and N 2 (T ) to find improving solutions. If found, it executes the corresponding adding or deleting moves and turns to the next iteration of local search. Otherwise, it examines again the neighborhood N 3 (T ) to search and accepts improving solutions, until no improving solution is found in the combined neighborhood (reaching a local optimum).
• Second, generally it is unnecessary for local-search based heuristics to examine every possible swap-vertex moves, since swapping v ∈ V T with another vertex v / ∈ V T which is too far away from v rarely leads to an improving solution. Therefore, it suffices to examine the most promising swap-vertex moves, i.e., swapping vertex v ∈ V T with the vertices near to v. For example, we can choose to swap v ∈ V T only with the vertices which could be connected to v via at most h edges, where h ∈ [1, |V |] is a parameter used to control the size of swap-vertex based neighborhood.
• Finally, given an initial solution T = (V T , E T ), it is possible to find a lot of feasible swap-vertex moves leading to improving solutions. The most popular choice of local search is to accept the best or first met improving one and then turns to the next iteration, being expensive to repeatedly evaluate all the possible swap-vertex moves. To avoid reduplicate calculations, at a round of local search, we can call Algorithm 1 to identify all the promising moves and then apply them simultaneously, thus reduce the number of iterations to reach local optimum. During this process, a promising swap-vertex move may become infeasible or lead to a worse solution.
In this case, we could just discard it and skip to the next promising swap-vertex move.
IV. EXPERIMENTAL RESULTS
This section is dedicated to experimental results respectively on the SPG, PCSPG and GMSTP. To clearly demonstrate the importance of the dynamic swap-vertex move, we avoid to test it within a complex framework. Instead, we develop and compare three simple local search based algorithms (all coded in the C language), i.e., Basic-LS which only relies on the basic add-vertex and delete-vertex moves, Simple-Swap-LS which considers swap-vertex moves, but chooses to newly reconstruct a MST after exchanging any pairwise vertices, and Dynamic-Swap-LS which is similar to Simple-Swap-LS, but uses dynamic techniques to evaluate the swap-vertex moves efficiently. To ensure fair comparisons, all the test algorithms are uniformly tested on a machine with an Intel Pentium G630 processor and 4GB RAM (with jobs executed sequentially, each occupying only one core).
A. RESULTS ON THE SPG
For the SPG, we implement and compare three algorithms, i.e., Basic-LS (outlined in Algorithm 2), Simple-Swap-LS and Dynamic-Swap-LS (both following the framework outlined in Algorithm 3). if T * is better than T then 6: Let T ← T *
7:
Turn to line 3 if T * is better than T then 6: Let T ← T * if T * is feasible and has a better objective value than T then 16: Let T ← T *
17:
Let Improved ← true 18: end if 19: end if 20 : end for 21: if Improved is true then 22: Turn to line 3 23: end if 24: return T
• Basic-LS starts from an initial solution T (randomly generated), examines in random order all the possible adding and deleting moves (dynamically evaluated as in [19] ), and accepts the first found improving solution. This process is repeated until no improvement is possible (reaching a local optimal solution).
• Simple-Swap-LS and Dynamic-Swap-LS are enhanced variants of Basic-LS, which combine the basic add-vertex and delete-vertex moves with the swap-vertex move operator in a variable neighborhood search mode (using all the tips described in Section III-F). More clearly, they at first examine the solutions of N 1 (T ) ∪ N 2 (T ) and accept the first met improving one. If no such solution is found, turn to the swap-vertex based neighborhood (only consider Steiner vertices v ∈ V T and v / ∈ V T which could be connected via at most h=3 edges, to reduce the neighborhood size), and apply all the swap-vertex moves with (v, v ) < 0 simultaneously (in case of meeting infeasible or worse solution, discard it directly and turn to the next move). Once an improved solution is found within the enlarged neighborhood, the search turns to the basic neighborhood again. This process is repeated until reaching a local optimum, i.e., no improving solution exists in the combined neighborhood. The only difference between Simple-Swap-LS and Dynamic-Swap-LS is (line 10 of Algorithm 3): while evaluating all the possible swap-vertex moves, Simple-Swap-LS newly reconstructs a MST after applying any swap-vertex move. Instead, Dynamic-Swap-LS uses the dynamic techniques detailed in Section III to evaluate all the possible swap-vertex moves more efficiently. Additionally, the initial solutions are randomly generated as follows (uniform for above three algorithms): starting from a randomly chosen terminal, repeatedly insert a shortest path to connect an un-spanned terminal (randomly selected), until all the terminals are connected.
For the SPG, besides the old SteinLib library, 2 hundreds of SPG instances were generated or gathered during the 11th DIMACS challenge, 3 mainly classified into 5 groups, i.e., Vienna, Copenhagen14, EFST, PUCN, GAPS. Among these instances, we choose without bias 50 midsized instances (with 100 ≤ n ≤ 5000) to test the three algorithms (20 instances from SteinLib, and 10 instances respectively from groups Vienna, Copenhagen14, EFST). We do not choose PUCN instances (mostly with uniform edge costs), since the importance of the dynamic swap-vertex move operator (a simplified version) on these instances has already been confirmed in our previous work [23] . We also do not choose GAPS instances, since these instances are mostly small-sized (with n < 100), being too easy to reach optimality.
To solve each benchmark instance, one CPU hour is respectively given to each of the three algorithms (similar terminal criterion as used in the 11th DIMACS challenge). Within the allowed time, the algorithms are repeatedly executed, each independent run restarts from a random initial solution. The obtained results are shown in Table 1 . Respectively, for each instance, column 1 gives the instance name, column 2 gives the best known result (mostly proven optimality) obtained by the existing state-of-the-art algorithms [21] , [25] , [26] , columns 3-4 respectively give the best and average objective value obtained by Basic-LS, while columns 5-6 and columns 7-8 give the same information respectively corresponding to Simple-Swap-LS and Dynamic-Swap-LS (the results in bold indicate the best ones achieved by the three compared algorithms). Additionally, column 9 gives the improvement percentage between Dynamic-Swap-LS and Basic-LS, and column 10 gives the gap between DynamicSwap-LS and the best known result, both in terms of best objective value. Finally, the last row summarizes the averaged results (with meaningless items marked as '-').
Regarding the best objective values, Dynamic-Swap-LS yields 38 better and 3 worse results with respect to Basic-LS (under the same test condition), and matches the results on the remaining 9 instances, leading to a mean improvement rate of 0.3075%. Then, with respect to SimpleSwap-LS, Dynamic-Swap-LS respectively yields 42 better, 0 worse and 8 equal results, indicates its superiority over Simple-Swap-LS. Furthermore, we call the Friedman test to check if there exists significant differences between the three algorithms, which respectively achieves a p-value of 4.60×10 −8 (Dynamic-Swap-LS vs. Basic-LS), 9.13×10 −11 (Dynamic-Swap-LS vs. Simple-Swap-LS), and 3.28 × 10 −4 (Simple-Swap-LS vs. Basic-LS), implying the superiority of Dynamic-Swap-LS with respect to Basic-LS (possibly because Dynamic-Swap-LS searches within enlarged region, thus increasing the opportunity of meeting high-quality solutions), and Simple-Swap-LS (because Dynamic-Swap-LS reduces the time complexity needed for evaluating all the swap-vertex moves, thus increasing the number of independent restarts within the same allowed computation time).
Regarding the average objective values, on each of the 50 benchmarks, both Simple-Swap-LS and Dynamic-Swap-LS yield a better result with respect to Basic-LS, respectively corresponding to a p-value of 1.54 × 10 −12 (DynamicSwap-LS vs. Basic-LS), 2.86 × 10 −9 (Simple-Swap-LS vs. Basic-LS), and 4.77 × 10 −2 (Dynamic-Swap-LS vs. SimpleSwap-LS), meaning that Simple-Swap-LS and DynamicSwap-LS performs similarly to each other (unsurprisingly, since these two variants follow the same search framework, only being different in terms of time complexity), while they both clearly outperform Basic-LS (with similar reason as above).
Additionally, we observe from the table that, the results obtained by Dynamic-Swap-LS are very close to the best known results obtained by the existing state-of-the-art algorithms. On most of (36 out of 50) the test instances, the gap between the best objective value of Dynamic-Swap-LS and the best known result is less than 1%, corresponding to a small mean gap of 0.6375% (averaged over all the 50 instances). Notice that, this research does not aim to design a highly competitive algorithm focused on some specific problem. Instead, the purpose is to develop a general fundamental method which could be easily applied to various tree-related problems. Therefore, while designing Dynamic-Swap-LS, we choose a simple multi-start local search procedure instead of some complex framework, in order to clearly verify the importance of the dynamic swap-vertex operator. We believe the algorithm would be much stronger if it is incorporated with some effective hyper search methods (future works).
B. RESULTS ON THE PCSPG
For this problem, we slightly adapt the three algorithms outlined in Algorithm 2 and Algorithm 3, only with the following two differences: (1) for solution initialization, we start from a randomly selected customer vertex and repeatedly insert a shortest path to connect a randomly selected un-spanned customer vertex (while guaranteeing the objective value after insertion is not increased), until no customer vertex could be further connected. (2) while swapping vertices, SimpleSwap-LS and Dynamic-Swap-LS examine every two vertices v ∈ V T and v / ∈ V T (not only Steiner vertices) where v and v could be connected via at most h=3 edges.
Numerous PCSPG instances were gathered during the 11th DIMACS implementation challenge, 4 which could be classified into 8 groups, including 4 group of general instances (i.e., groups CRR, JMP, i640, RANDOM) with varied edge costs, and 4 group of special instances (i.e., groups PUCNU, H, ACTMODPC, Hand) whose edge costs are uniformly (or nearly uniformly) distributed. Similarly, the importance of the dynamic swap-vertex operator (a simplified version) on the special PCSPG instances has already been evaluated in [23] , thus in this paper we just focus on the general instances. For this purpose, we choose without bias 40 representative instances (10 instances from each of the four groups with varied edge costs) to test the performances of Basic-LS, Simple-Swap-LS and Dynamic-Swap-LS respectively, following the same test criterion as for the SPG. Like in Table 1 , the results on the PCSPG are given in Table 2 (the best known results shown in column 2 are extracted from [22] , [25] , and [27] ). Table 2 shows that, regarding the best objective values, Dynamic-Swap-LS yields 11 better and 28 equal results with respect to Basic-LS (under the same condition), and fails to match the result on only one instance. On the other hand, Dynamic-Swap-LS respectively yields 24 better and 16 equal results with respect to Simple-Swap-LS (performing no worse on any test instance). To check the statistical difference, the Friedman test achieves a p-value of 3.89 × 10 −3 (Dynamic-Swap-LS vs. Basic-LS), 1.19 × 10 −5 (Simple-Swap-LS vs. Basic-LS), and 9.63×10 −7 (DynamicSwap-LS vs. Simple-Swap-LS) respectively, confirming that Dynamic-Swap-LS statistically outperforms both Basic-LS and Simple-Swap-LS (with similar reasons as for the SPG).
Regarding the average objective values, compared to Basic-LS, Dynamic-Swap-LS yields a better result on every test instance, while Simple-Swap-LS yields 38 better and 2 worse results, corresponding to a p-value of 4.24 × 10 −10 (Dynamic-Swap-LS vs. Basic-LS), 1.26 × 10 −8 (Simple-Swap-LS vs. Basic-LS), and 9.98 × 10 −1 (Dynamic-Swap-LS vs. Simple-Swap-LS), confirming again that Dynamic-Swap-LS and Simple-Swap-LS both significantly outperform Basic-LS, while they perform similarly to each other. Again, as shown in the table, on most of (29 out of 40) the test instances, the gap between the best objective value of Dynamic-Swap-LS and the best known result is less than 1%, and only on 3 instances the gap exceeds 2%. Overall, the mean gap over the 40 instances is 0.7285%. These results indicate the ability of Dynamic-Swap-LS in finding high-quality results with respect to the best known results (although Dynamic-Swap-LS just follows a simple multi-start local search framework).
Specifically, during the 11th DIMACS implementation challenge dedicated to the broadly defined Steiner tree problems, Zhang-Hua Fu (first author of this paper) and Jin-Kao Hao combined the dynamic swap-vertex operator (a simplified version focused on some particular instances with uniform edge costs) with tabu search, adaptive perturbation strategies and self-learning mechanisms, to form a knowledge guided tabu search algorithm named KTS [22] , which took part in the competition on both the rooted and un-rooted variants of the PCSPG problem, totally including eight competing subcategories (four subcategories corresponding to each problem variant). Under the uniform competition rules, KTS achieved an excellent performance with respect to all the competing algorithms. Respectively, KTS won three subcategories, and was tied for the first place on two subcategories, while it was ranked the third place on the remaining three subcategories. 5 Actually, the dynamic swap-vertex operator contributed significantly to the performance of KTS (the performance decreases drastically if the swap-vertex move is disabled). These results verify that by combing the dynamic swap-vertex operator with hyper search strategies, it is able to develop highly competitive algorithm with respect to other state-of-the-art algorithms.
C. RESULTS ON THE GMSTP
Due to the definition of the GMSTP, simply adding/deleting a vertex to/from a feasible solution would always lead to an infeasible solution, thus the swap-vertex based move becomes the most popular method adopted by GMSTP heuristics. Therefore, for the GMSTP, we disable the two basic adding/deleting moves and omit the Basic-LS algorithm, and then compare the performances of two simplified variants of the Simple-Swap-LS and Dynamic-Swap-LS algorithms (as outlined in Algorithm 4), which only consider to swap vertices belonging to the same cluster. Similarly, the only difference between Simple-Swap-LS and DynamicSwap-LS is the way to evaluate all the possible swap-vertex moves, i.e., reconstructed from scratch by Simple-Swap-LS and updated dynamically by Dynamic-Swap-LS, so as to clearly demonstrate the importance of the dynamic updating techniques. As the starting point of Simple-Swap-LS and Dynamic-Swap-LS, the initial solution is constructed as a MST spanning exactly one vertex randomly chosen from each cluster.
For the GMSTP, 101 instances (with 229 ≤ n ≤ 783) were generated in [28] , which could be classified into five groups, respectively using center clustering and grid clustering with µ = 3, µ = 5, µ = 7, µ = 10. Among these 101 instances, we choose without bias 50 representative instances (10 instances from each group) to evaluate the performances of Simple-Swap-LS and Dynamic-Swap-LS. To solve each instance, we first apply the reduction test with k = 1 [20] , then respectively independently run SimpleSwap-LS and Dynamic-Swap-LS 100 times. The results are illustrated in Tables 3, where column 1 gives the instance name. Column 2 gives the currently best known result extracted from the literature [20] , [29] - [31] . For comparison, column 3 demonstrates the best found objective value obtained by Simple-Swap-LS and Dynamic-Swap-LS, and column 4 gives the gap versus the best known result extracted from the literature. Column 5 gives the average objective value over 100 independent runs. Notice that Simple-Swap-LS and Dynamic-Swap-LS obtained completely the same best and average objective value on each instance since they follow the same framework and use the same random seeds. Columns 6-7 give the Swap CPU time (in seconds, so as follows) elapsed by Simple-Swap-LS to evaluate all the swap-vertex moves, as well as the Overall CPU time. give the same information corresponding to Dynamic-Swap-LS. The last column indicate the improve rate of Dynamic-Swap-LS over Simple-Swap-LS, i.e., the swap CPU time of Simple-Swap-LS divided by the swap CPU time of Dynamic-Swap-LS. Finally, the last row gives the average improve rate over the 50 instances (meaningless items are marked as '-').
From the table, we observe that Dynamic-Swap-LS runs unsurprisingly much faster than Simple-Swap-LS, leading to an improve rate varying from 4.44 to 82.99, and an average improve rate of 28.00 over the 50 instances. Respectively, on the 25 small instances with n < 450, the average improve rate is 20.74, while on the 25 larger instances with n > 450, the average improve rate is 35.27. These results imply that the improve rate roughly (although not strictly) increases as long as the instance size increases, coinciding with the theoretical analysis given in Section III-C.
Notice that the only difference between Simple-Swap-LS and Dynamic-Swap-LS is the method used to evaluate all the possible swap-vertex moves. Respectively, Simple-Swap-LS chooses to reconstruct a MST from scratch whenever needed, thus inevitably wastes much time on reduplicate calculations. By contrast, while re-constructing MSTs after swapping pairwise vertices, Dynamic-Swap-LS attempts to partially de-construct the original solution and then dynamically repair the resulting solution. Using this method, it is able T * ← MST(V T ∪ {v }\{v})
8:
if T * is feasible and has a better objective value than T then 9:
T ← T *
10:
Let Improved ← true 11: end if 12: end if 13 : end for 14: if Improved is true then 15: Turn to line 3 16: end if 17: return T to avoid much useless calculations, thus significantly improve the efficiency of local search.
Additionally, we observe again that Dynamic-Swap-LS yields high-quality results with respect to the best known results. On most of the test instances (only with 6 exceptions), the gap between the best objective value of Dynamic-Swap-LS and the best known result is less than 1%, overall corresponding to a small mean gap of 0.4153%.
V. CONCLUSIONS
This paper integrated a series of dynamic techniques to develop a dynamic swap-vertex move operator, which attempts to partially reconstruct a minimum spanning tree (MST) after swapping any pair-wise vertices of a given MST. Compared to traditional method which chooses to completely reconstruct a MST after swapping vertices, using the dynamic updating techniques the complexity needed to evaluate all the possible swap-vertex moves could be much reduced, typically, from O(n 2 ) · O(m + n · log n) to O(n) · O(m · log n), where n and m respectively denotes the number of vertices and edges in the input graph. The correctness of the introduced method was also strictly proved. Experimental results based on three representative STP variants clearly demonstrated the effectiveness of the swap-vertex moves, as well as the efficiency of the dynamic updating techniques.
This work strongly extended the preliminary work in [23] (which just focused on some special instances with uniform edge costs), to make the dynamic swap-vertex move suitable for tackling general instances with different edge costs. More importantly, the method could be easily integrated with some hyper search strategies to design high-performance algorithms, thus could be broadly extended to other STP variants.
In the future, we would advantageously integrate the dynamic swap-vertex move with meta-heuristic strategies, to design highly competitive algorithms for solving various tree-related network design problems.
