The efficacy of chemotherapy is related, in large part, to the concentration of drug that reaches tumor sites. Doxorubicin (DOX) is a common anti-cancer drug that is also approved for use in liposomal form for the treatment of ovarian cancer. We recently developed a porphyrinphospholipid (PoP)-liposome system that enables on demand release of DOX from liposomes using near infrared irradiation to improve DOX bioavailability. Owing to its intrinsic fluorescence, it is possible, and desirable, to quantify DOX concentration and distribution, preferably noninvasively. Here we quantified DOX distribution following lighttriggered drug release in phantoms and an animal carcass using spatial frequency domain imaging. This study demonstrates the feasibility of noninvasive quantitative mapping of DOX distributions in target areas.
Introduction
One of the main challenges in the treatment of advanced ovarian cancer is the presence of disseminated microscopic residual nodules. Recent efforts have aimed at diagnosing and treating these [1] [2] [3] . Incomplete surgical resection can lead to recurrence. Chemotherapy plays a major role and nanocarriers such as liposomes have been developed to enhance the biodistribution and anti-cancer efficacy of various drugs [4] . Liposomal doxorubicin is used in patients with recurrent ovarian carcinoma resistant to first-line platinum-based chemotherapy agents [5] . However, drug delivery must overcome physiological barriers and release the nanocarrier contents in the tumor [6] . To improve biodistribution and bioavailability, we recently developed porphyrin-phospholipid (PoP) liposomes that can be permeabilized on demand with near infrared (NIR) light, with excellent temporal and spatial control [7] .
By restricting drug delivery to a specified region, injected doses, and therefore systemic side effects, can be reduced. PoP-liposomes hold great potential for this, with the ultimate goal to allow the clinician to restrict light irradiation to the tumor sites to activate release of doxorubicin at a specified site and desired time [8] . This approach somewhat resembles photodynamic therapy (PDT) that has been explored in the clinic for recurrent gynecologic malignancies [9] . Similar to PDT, the trigger light can be delivered via wide-field illumination or endoscopic approach for releasing the active DOX at tumor sites in the intraperitoneal cavity.
An image-guided approach to the local delivery of chemotherapies is desirable, as it allows for the evaluation of any drug-related effects in the surrounding healthy tissues. To achieve this goal, knowledge of the local DOX concentration in the target tissue is essential. Preferably this information about drug concentration and distribution could be obtained noninvasively at the bedside. Since DOX fluoresces, fluorescence spectroscopy or imaging can be implemented for quantification of DOX content in vivo [10, 11] . However, the raw fluorescence signal is known to be strongly affected by tissue optical absorption and scattering properties, and thus is not related to the true DOX concentration. Several spectroscopic methods have been utilized for quantification of drug concentration in vivo [8, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
Here we apply spatial frequency domain imaging technique for quantification of absolute DOX fluorescence concentration by compensating the variations in fluorescence signal due to absorption and scattering at both excitation and emission wavelengths [23] [24] [25] . We explored the accuracy of quantification in tissue simulating phantoms and in a mouse. We then investigated the time-dependent release kinetics with respect to trigger light energy. This study demonstrates the localized NIR light triggering based photoactivation of DOX with noninvasive, quantitative measures.
Materials and methods

Preparation of DOX in PoP-liposomes
PoP-liposomes were synthesized from pyro-lipid generated in a manner as we have previously described [26] through esterification of pyro with lyso-C16-PC, using 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) and 4-dimethylaminopyridine (DMAP) in chloroform. PoP-liposomes are formed by dispersing porphyrin-lipid, PEGylated-lipid, cholesterol, and distearoylphosphatidylcholine in chloroform then evaporating the solvent. A 20 mg/mL lipid solution of was extruded with a high pressure lipid extruder with a 250 mM ammonium sulfate solution. Polycarbonate membranes of 0.2, 0.1 and 0.08 µm pore size are sequentially stacked and passed through the extruder 10 times. Free ammonium sulfate was removed by overnight dialysis in a 10% sucrose solution with 10 mM HEPES pH 7. DOX (LC Labs) is then loaded by incubating at 60 °C for 1 hour. Loading tests using G-75 columns showed that the loading efficacy in all DOX loaded samples was greater than 95%. 480 nm excitation and 590 nm emission was used to detect DOX in a fluorescence plate reader (TECAN Safire). PoP-liposome self-assembly status and elution position can also be tracked without interference by using 420 nm excitation and 670 nm emission for the PoP. shows the picture of our custom spatial frequency domain imaging (SFDI) setup. The setup consisted of a Digital Micromirror Device (DMD) from a modified projector (Lightcrafter, Logic PD Inc, MN) to spatially modulate the light into the desired frequency and phase pattern. The setup had two high-power, compact Light-Emitting Diodes (LEDs), LCS series, each centered at 455 nm and 590 nm, both from Mightex, CA. The 455 nm LED light was bandpass-filtered at 455 nm ± 20 nm for imaging DOX optical properties at the excitation peak as well as exciting DOX fluorescence. The 590 nm LED was used to measure optical properties at the emission peak. LED light beam was directed to a projector with a DMD module having 608 x 684 pixel resolution. The DMD module generated the appropriate sine wave patterns with three different phases (0, 2π/3, 4π/3) and eleven spatial frequencies from 0 to 5.8 cm
Custom SFDI imaging and release setup
. The patterns were projected onto the surface and reflected light was collected with the high sensitive EMCCD camera (1004 x 1002 pixels, Luca, Andor, Belfast, Ireland). The camera was focused on the same field of view the projector was illuminating (2.5 cm x 2.5 cm, camera; 2.5 cm x 1.4 cm, DMD). The CCD acquisition time was set to 0.2 s in reflectance mode, 2.0 s in fluorescence mode. A two-position filter holder in front of the camera lens held a 530 nm long pass filter and a 590 nm ± 20 nm band-pass filter for fluorescence measurements and no filter was used for reflectance measurements. Cross-polarizers in front of the projector and camera rejected specular reflection during reflectance imaging. For the release experiments, the treatment light was a 665 nm laser with a fluence rate of 350 mW/cm 2 and the diameter of the beam was adjusted for each application. The entire system was automated by a custom LabVIEW software program.
Model for reflectance and fluorescence analysis
Bulk optical absorption (µ a ) and scattering (µ ' s ) parameters were quantified by fitting spatial frequency domain reflectance ( ( ) d R f ) data with a modified frequency-domain Monte Carlo model by using a reference phantom with known optical properties by using custom Matlab program with the lsqcurvefit nonlinear fitting algorithm [27] . Two different initial conditions were used to check for possible local minima. To quantify absorption and scattering parameters, 5 spatial frequencies from 0 to 2.25 cm
and three phases (0, 2π/3, 4π/3) were used.
The quantification DOX fluorescence concentration was performed by utilizing the Gardner model that corrects raw fluorescence signal by compensating for optical absorption (µ a ) and scattering (µ s ') loss both at excitation and emission wavelengths [23, 24, 28] . In this model, the fluorescence correction factor, 1 ( , )
X λ λ , is determined by using the quantified optical parameters from SFDI measurements, where 1 ( , )
represents the effective path-length during excitation light penetrating into and escape of the emitted fluorescence from the tissue. Then we calculated the corrected fluorescence as
, where raw F is the measured raw signal, 1D X is the correction factor and corr F is the corrected fluorescence by compensating the optical absorption, scattering and light propagation. By using the calibration factor, transition to DOX concentrations is established.
Phantom preparation and animal study
Phantoms were prepared using Intralipid 20% (Fresenius Kabi) for scattering and India Ink (Higgins) for absorption. Four phantoms were prepared with different combinations of optical properties: µ a = 0.5 and 1.5 cm at 455 nm and a total volume of 70 mL. A stock solution of 2.59 mg/mL PoP liposomes was prepared as described in the previous section. The phantom was placed on a stir plate set to 15 rpm. SFDI and fluorescence measurements were acquired before and after the addition of PoP liposomes (200 µL). The stir plate was increased to 30 rpm and the treatment light (1.72 cm diameter spot) was turned on. Fluorescence measurements were acquired every 4 minutes.
A recently sacrificed nude mouse was acquired for simulated in vivo measurements. The mouse was placed on the imaging plane of the SFDI setup with the injection site near the center of the field of view and SFDI-fluorescence measurements were acquired. The mouse was injected subcutaneously with 50 µL of a lightly scattering medium (µ s ' = 5 cm −1 at 455 nm) containing 22 µg/mL PoP-Liposomes to simulate heterogeneity under the surface and SFDI-fluorescence measurements were performed again. The treatment light (1.0 cm diameter) was directed onto the injection site, covering it completely. Fluorescence measurements were acquired every 5 minutes to assess the release dynamics during treatment.
Results and discussion
System calibration
The system was characterized with multiple phantoms made by titrating the optical properties. The mean percent error in quantifying the absorption parameter was 6.3% with a maximum of 18.0% and the mean percent error for scattering parameter was 6.4% with a maximum of 12.8%. Similarly, fluorescence phantoms were prepared by titrating the DOX concentration. Reconstructed raw fluorescence values with respect to concentration were used as a calibration curve to obtain absolute DOX concentrations. . We choose 80 × 40 pixel region of interest (ROI) for the target area defined by the threshold determined by the intensity counts equal or above the 50% of the peak intensity. Mean values of each ROI intensity counts (a.u.) were plotted with respect to the concentration, as well as the mean and standard deviation of the four phantoms at different concentrations, as shown in Fig. 2 . The raw fluorescence signal showed substantial variations with respect to optical parameters ( Fig. 2(a) ), but attenuation corrected fluorescence showed much less variation with respect to DOX concentration (Fig. 2(b) ). The uncorrected raw fluorescence signals had a poor correlation with the DOX concentration (r 2 = 0.630), which improved greatly with the corrected fluorescence signal (r 2 = 0.954). To determine the accuracy of our system at quantifying DOX concentration, two phantoms were made with µ a = 3 cm . DOX was added in 1 µg/mL increments to give final concentrations of 1, 2, 3 and 4 µg/mL for each phantom. Our system was able to determine the DOX concentration with a mean percent error of 15.6% with a maximum error of 44.0% at the lowest concentration. In preclinical human xenograft models, it is established that therapeutic doses lead to liposomal doxorubicin accumulation at concentrations between 10 and 40 µg/mL in tumor tissue based on the density of tissue being 1 mg/mL [29] . This corresponds to concentrations well above the lowest dose we tested. If the lowest concentration (1 µg/mL), which is at least 10x lower than in vivo concentration, is excluded, then the mean error is 9.6% with a maximum of 19.0%. These results highlight the accuracy of our system at extracting [DOX] as well as the clinical relevancy. Figure 3 shows representative images of phantoms with the same amount of DOX (200 μL of drug added, equivalent to 7.4 µg/mL DOX concentration)) but different optical absorption parameters (µ a ); the first phantom (upper phantom in Fig. 3(a) ) had µ a = 0.5 cm
DOX imaging contrast
, while the second one (lower phantom, Fig. 3(a) ) had µ a = 1.0 cm ). The uncorrected fluorescence image (Fig. 3(b) ) shows a high DOX fluorescence signal for the low absorbing phantom compared to the high absorbing one (1955 ± 101 a.u. vs. 1149 ± 54 a.u. respectively), due to less light attenuation. Thus the image contrast was lower in high absorbing phantom. However, the corrected DOX concentration maps (Fig. 3(c)) show similar values and contrast for both phantoms in the ROI (12.8 ± 0.56 µg/mL and 13.0 ± 0.58 µg/mL, respectively). Next we studied DOX imaging contrast in a hairless mouse carcass. Figure 4(a) shows the white light structural image showing the PoP injected and DOX released site. The treatment light illuminated the injection site for 60 minutes. As the uncorrected fluorescence (Fig. 4(b) ) and concentration (Fig. 4(c) ) maps indicates the distribution of the image contrasts were different, possibly due to optical parameter differences, mainly due to scattering parameter differences between the skin vs Intralipid. We also note that the autofluorescence was subtracted from the total fluorescence signal in order to quantify DOX contribution. We estimated the autofluorescence signal accounts for ~63% of the initial background signal prior to treatment and ~12% of the maximum fluorescence signal during treatment. Figure 5 shows the DOX release kinetics in phantoms with respect to uncorrected DOX fluorescence (Fig. 5(a) ), corrected DOX fluorescence (Fig. 5(b) ) and quantified DOX concentration values (Fig. 5(c) ). Error bar sizes shown in Figs. 5(a) and 5(b) correspond to one standard deviation in the cropped images while in Fig. 5 (c) the error bars incorporate the additional uncertainty in the calibration factor shown in Fig. 2(b) . There is a significant time delay for full release in the higher absorbing phantom (68 min versus 48 min). We expect that the treatment light did not probe the whole prodrug (PoP) volume, especially for the case of high absorbing phantom. This characteristic is controlled by fluence rate and light penetration depth (partial volume effect). It is interesting to note that from Fig. 5 (a) one could wrongly infer that the release of bioavailable DOX was still incomplete by 68 min, but the corrected DOX fluorescence (Fig. 5(b) ) and the quantified DOX concentration release (Fig. 5(c) ) indicate that 68 min of treatment light irradiation was almost enough for both phantoms to have complete release. These results imply that in certain cases quantification of the released (bioavailable) DOX concentration could be crucial to accurately treat tumors for individualized optimization. originating from the skin layer and inhomogeneous distribution of the prodrug PoP under the skin. Some fraction of the total volume and near the surface could be released and then gradually mixed with the untreated volume. Accurate, quantitative information is important in triggered delivery systems, like the light-triggered liposomes, to ensure the expected amount and appropriately timed drug release is occurring. The targeted release ensures that minimal DOX is released near healthy tissue to minimize the adverse effects common with systemic chemotherapy. In this study the target was on or near the surface and therefore light could easily be directed to the desired area. However, in the peritoneal cavity wide-field light delivery is not always possible. Fortunately, alternative modes of light delivery such as interstitial fiber-optics or endoscopes will also work for drug release. 3D fluorescence imaging would also provide more accurate approach to reduce or eliminate partial volume effects such as those originating from skin layers in vivo [30] [31] [32] [33] .
DOX release kinetics
The SFDI algorithm assumes a flat, 2D surface, and any deviation from this will affect the quantification of optical properties as well as the fluorescence. In this study, the tissue simulating phantoms had flat surfaces and great care was taken to position the mouse such that the surface of the imaged area was as flat as possible. However, due to 3D nature of the mouse surface we expect there are inherent curvature effects that would lead to quantification errors. Efficiently compensating for curvature effects is ongoing research that several groups have been investigating. One quantitative approach explored by Gioux et al. used 3D surface profilometry to correct the diffuse reflectance intensity [34] . This technique allowed for accurate optical property quantification for phantoms with surface height variations of up to 3 cm and tilt angle up to 40°. Other approaches used semi-quantitative but clinically practical ratiometric methods such as the ratio of fluorescence signal to reflectance signal to eliminate or reduce geometric as well as optical parameter dependency on the quantification of optical parameters and drug concentration [35, 36] . These points are being investigated in our endoscopic design for internal organs such as ovarian tissue. We are implementing a fast and efficient version of the approach explored by Gioux et al. [34] , since it is a robust and quantitative approach directly applicable to our instrument.
It should be noted that the post-processing takes about 5 minutes depending on the pixel binning. Utilizing GPU based fast Monte Carlo model (e.g [37, 38] .) or analytical P3 approximation [18] for the pixel-based fitting can allow reducing the computation time and pixel binning for higher resolution applications such as endoscopic imaging in clinical settings. Ultimately, this can lead to real-time optimal light delivery according to DOX distributions.
In this study, the light dose was delivered uniformly across the treatment area and the fluence rate was chosen based on previous mouse studies. In areas with very heterogeneous optical properties, a uniform light dose may not be the best delivery option. Knowledge of the tissue optical properties and liposome distribution before light delivery, as well as the changes caused by triggered release, would allow for optimization on an individual basis. Our SFDI setup is well equipped to perform these measurements and we will be investigating optimized release in the future.
Optical methods are fast, mobile and can assess physiologic parameters and drug concentration at bedside with multiple time points to monitor changes over time. These changes in physiologic parameters and drug pharmacokinetics can inform on therapy response, allowing for early assessment of response and earlier re-intervention if necessary. In addition to clinical applications, optical methods such as SFDI can be used in the preclinical setting for the rapid testing of novel drugs prior to use in human subjects.
Conclusions
In conclusion, we utilized a custom SFDI system to quantify the absolute concentration of DOX in phantoms and in an animal carcass. We showed that SFDI could quantify DOX concentration distribution noninvasively. Noninvasive fast optical techniques enable the assessment of bioavailable drug in vivo and thus therapeutic activity and response. Ultimately, this will lead to optimization and control of drug release that may result in higher response rates and fewer side effects. The ability to characterize drug release makes SFDI potentially useful tool for evaluating and characterizing novel drug release and deliver in vivo for fast clinical translation.
