Abstract. We propose and study semidiscrete and fully discrete finite element schemes based on appropriate relaxation models for systems of Hyperbolic Conservation Laws. These schemes are using piecewise polynomials of arbitrary degree and their consistency error is of high order. The methods are combined with an adaptive strategy that yields fine mesh in shock regions and coarser mesh in the smooth parts of the solution. The computational performance of these methods is demonstrated by considering scalar problems and the system of elastodynamics.
Introduction
Most of the recent investigations towards designing efficient and robust numerical schemes for systems of Hyperbolic Conservation Laws     
are based on finite difference or finite volume discretizations. The main difficulty, from the numerical point of view, is to choose the right regularization mechanism that can resolve with high accuracy and without spurious oscillations the shock regions, as well as the smooth parts of the solution. In this paper we propose finite element schemes for (1.1) in which the regularization mechanism is a combination of regularization by wave operators and of appropriate mesh refinement close to the regions of singularity. This can be done simply by applying a finite element discretization to the relaxation approximation of (1.1) and by selecting the mesh with the help of error indicators that can detect the location of the shock. To motivate our discussion consider the scalar one dimensional problem
Conservation laws are related to the zero relaxation limits of appropriate models, cf. e.g., [8, 9] . The relaxation model proposed by Jin and Xin [24] and used henceforth for designing schemes is
3)
The system (1.3) can be viewed as a regularization of (1.2) by the wave operator,
(1.4)
In the zero relaxation limit ε → 0, we recover (1.2) provided the subcharacteristic condition [34] , holds: −c < f (u) < c , [24, 29, 37, 38] . The relaxation schemes proposed in [24] are based on the finite difference discretization of (1.3) treating the linear part in the usual upwind manner. The resulting relaxation schemes are used in the regime ε h or even when ε → 0 (relaxed schemes). Here h stands for the space discretization parameter. In this case therefore the induced regularization mechanism is still the artificial diffusion, see Section 2 for details.
Our approach has different motivation. Assume first for simplicity that the data of our problem and its solution in [0, T ] has compact support in a set Ω 1 ⊂ R. Let Ω be an appropriate set such that Ω 1 ⊂ Ω where our numerical approximation will be sought. Then we consider a classical one dimensional C 0 finite element space defined on an element decomposition T h of Ω:
We denote by P q (Q) the space of polynomials on Q of degree at most q, by K the elements (intervals in the one dimensional case) of the partition T h , and by h K the diameter of the element K. We then consider the finite element discretization of (1.3) 5) where the unknowns u h , v h are sought in S h . The idea is to use (1.5) with very small ε. Since no extra diffusion mechanism is present in this scheme the regularization mechanism will be just the relaxation (or equivalently this of (1.4)). We will see in the sequel that the local mesh size close to the shock should be h K ≤ cε. This requirement is compatible with the finite element approach based on unstructured meshes and mesh refinement. Indeed using appropriate estimators that locate the shock, (1.5) is combined with an adaptive method for the selection of the mesh yielding fine mesh in the shock regions and coarser mesh in the regular branches of the solution. The schemes constructed using this idea are based on a regularization mechanism with finite speed of propagation, do not need the solution of approximate local Riemann problems, can be formulated as low order or high order schemes, or even a combination of them (h − p methods), and can be extended in multidimensions by using the finite element framework. On the other hand the difficulties of the problem are faced in the right choice of the mesh refinement mechanism and in the case of systems in the resolution of special structures such as contact discontinuities that need special treatment in the pde level (relaxation model), cf. [17] . One of the main characteristics of the finite element relaxation schemes proposed in the present paper is that are Riemann solvers free finite element schemes and thus they combine high accuracy and simplicity. Are related therefore to the central difference schemes of [39] , see also the recent paper [31] .
In the present paper we formulate semidiscrete Finite Element Relaxation Schemes in Section 2. We discuss then their consistency. Depending on the degree of the polynomials used and the regularity of the exact solution, the local truncation error is of optimal order. The behavior in shock regions is also discussed in addition to their relation to the classical finite difference relaxation schemes in the case of piecewise linear polynomials (p = 1). Although the focus of this paper is the study of our schemes in the one dimensional case (N = 1), in Section 2 we formulate as well schemes in the multidimensional case. In Section 3 we consider implicit-explicit fully discrete schemes. Treating the stiff nonlinear term implicitly [33] , and the principal linear part explicitly (e.g., by the TVB schemes of [45, 46] ) we end up in a fully explicit scheme. Adaptivity and mesh refinement are considered in Section 4. Motivated by the results in [19, 20] we propose an error estimator that is able to accurately locate the shocks. Based on this information we can propose adaptive algorithms. Our choice in the computations is the algorithm designed on a given number of grid points. The algorithm selects then the location of the points based on the information provided by the estimator. Of course other methods are possible, see e.g., [20] . In Section 5 we discuss possible extensions of the schemes, as, e.g., methods with variable characteristic speed and variable relaxation parameter. Finally in Section 6 we present the computational performance of the method in test problems. We have selected Riemann problems and problems with smooth data. In Section 6.1 we consider the scalar one dimensional conservation law and in Section 6.2 the system of one dimensional elastodynamics.
Finite element methods for Hyperbolic Conservation Laws have been proposed and analyzed in the past, e.g., by Johnson and Szepessy [25, 26, 45, 49] , Cockburn and Shou [13, 15, 16] , see the survey articles by Cockburn and Johnson in [14] . In the streamline diffusion method of [25, 49] artificial diffusion has been added in the direction of streamlines along with special shock capturing terms. Finite element methods with discontinuous elements have been proposed in [23] and [16] . In particular in these papers the linking between elements is enforced by using appropriate one dimensional first order fluxes. These methods use polynomials of arbitrary degree and are formally of high order. The time discretization in [16] is done by using the TVB Runge-Kutta (RK) schemes of [45, 46] . The same RK methods combined with appropriate diagonally implicit methods (DIRK) are used for the time discretization in the present paper. Adaptive finite element methods based on a posteriori estimates have been considered in [26] for the ε−viscous perturbation of one-dimensional systems of conservation laws. An alternative to finite elements is provided by the finite volume methods on unstructured grids. Among the numerous contributions in this direction, cf. e.g., [10, 14] and their references. Finite difference relaxation schemes were also considered in [1, 17, 21, 28, 29] . These methods can be viewed as discrete kinetic schemes, see the survey article of Perthame [41] , see also [2, 6] . Relaxation schemes on unstructured grids in multidimensions for scalar CL were introduced and analyzed in [27] . Methods based on adaptive grids for Conservation Laws were previously considered in [5, 26, 35, 47] .
Formulation of FERS

One dimensional systems
Consider the system (1.1) with N = 1. Then the relaxation system of [24] 
with A = diag {a 1 , a 2 , . . . a n } an appropriate diagonal matrix, corresponds to the regularization of (1.1) by introducing a wave operator to each component of the system. Then the corresponding finite element scheme is (with the same notation as in Sect. 1):
For simplicity we take here u h ∈ S M h with S h defined in Section 1. Some systems may require to select
, i.e., in general different meshes can be used for different components of S h . In order to ensure stability as in the scalar case, the matrix A should be chosen in such a way that the following subcharacteristic condition holds, e.g., in the case of symmetric systems
In case where the system admits a strictly convex entropy η, then A should be chosen such that, cf. [50, 51] , The scheme (2.2) can be written in the form
or (with the obvious notation)
As noted before (2.1) and hence (2.2) corresponds to the regularization of (1.1) by introducing a wave operator to each component of the system. This is probably not always the method of choice, in particular when the system admits linearly degenerate fields and contact discontinuities as in the case of Euler equations of gas dynamics. This is partly due to the fact that "exact" solvers for contact discontinuities that can work with relaxation are not available. In this case as suggested by Coquel and Perthame [17] we may introduce relaxation only to some of the components of the system and treat the other equations in the classical upwind manner.
A relaxation model and a corresponding relaxation scheme for the equations of elastodynamics that introduces relaxation in one equation of the system was introduced in Gosse and Tzavaras [21] . This scheme was shown to be less diffusive than the relaxation scheme of [24] . One may formulate finite element relaxation schemes for the relaxation models of e.g., [17] and [21] (with appropriate modifications) and also try to find alternative approaches to the problem of resolution of the contact discontinuities. This will be the subject of a forthcoming investigation.
Consistency.
To discuss the consistency properties of (2.1) we follow the classical finite element approach. Assume that the exact solution u of (1.1) is sufficiently smooth in a domain Ω S . Let v = F (u) and Π be the finite element interpolant into S h [7] . We have the following:
h with compact support in Ω S then under the above assumptions
and
where
Proof. The finite element interpolant onto S h satisfies [7] w
where w m,ΩS denotes the Sobolev norm of order m. For v = f (u), u being the (smooth) solution of (1.1) we have
Since Π is independent of t, ∂ t (Πu − u) = (Π − I)∂ t u. Also since φ, has compact support in Ω S we can integrate by parts the term
Using the approximation properties of Π we get the desired result for the first component of E h . Similarly, for the second component,
and the desired result follows as before.
These bounds are optimal, even for the corresponding linear problem. Note here that ε is a fixed parameter that we choose according to the desired accuracy and at this level it is independent of the mesh size h. The estimates (2.4a,b) combined with appropriate stability analysis can yield convergence rates for the scheme in the smooth case.
In order to get an idea of the behavior of the scheme close to the shock regions, we consider the case of a (locally) uniform mesh with size h. Then the finite element scheme for piecewise linear elements reduces to the central scheme
(2.5)
Then {u j } satisfies,
This scheme is a third order approximation of the equation
i.e., as expected the finite element discretization induces a dispersion term which is linear in the flux variable. Approximating one step further by using the Chapman-Enskog expansion we conclude
The limit dynamics of a dispersion-diffusion approximation of the Conservation Law is a subtle issue discussed, e.g., in [22] . Jacobs, McKinney and Shearer [22] showed that the equation
may have solutions that converge to nonclassical shocks as δ → 0. In addition even if this is not the case if the dispersion term is dominant the approximate solution will have oscillatory character close to the shock. Hence in order to exclude this possibility for our scheme the diffusion term should be dominant. This will enforce a condition of the form
Note that h in (2.7) is the local mesh size close to the shock and therefore in the mesh refinement strategy (2.7) should be respected only in a neighbourhood of the shock. The above arguments are supported by the numerical experiments in Section 6.
Let us now compare the above schemes with the finite difference relaxation schemes of [24] . The first order scheme in [24] is
(2.8)
The model equation of this scheme is
Hence neglecting terms of higher order in terms of h and ε we conclude
In the classical relaxation schemes the idea is to compute in the regime ε h, [24] , therefore dominant term is the diffusion. Let us note also that if we compute in the regime ε h the approximate solution will be close to the solution of
which is a semidiscrete Lax-Friedrichs type scheme. Similar observations apply to high-order version of (2.8).
It is to be noted that the relaxation schemes in [24] are very closely connected with the central schemes of [39] , and especially with the semidiscrete central schemes suggested recently in [31] , see also Section 5.
Multidimensional systems
The extension of the schemes in the multimensional case is straightforward by using the finite element framework. For this let T h be a finite element decomposition of R N into nonoverlapping, nonempty and open polyhedra. Let h K be the diameter of the polyhedron K and let h = sup K∈T h h K < 1. We let
where Ω is an appropriate polyhedral domain outside of which our solution will be zero. The finite element relaxation schemes are defined by seeking
(2.9)
Where the matrices A i should be chosen in order to satisfy certain subcharacteristic conditions. One may chose A i as in [24] . In analogy to (2.3) we write the multidimensional scheme as
and then for Π denoting the finite element interpolant into S h [7] , we still have in smooth regions the consistency bounds
where · and · 1 denote the L 2 and H 1 norms respectively.
In the multidimensional case the idea is still to use mesh refinement in the regions of singularity of the conservation law. In the multidimensional case however the selection of the mesh is crucial and needs careful analysis different than the one considered in the present paper in the case of one dimensional systems. Still the main advantage of (2.9) is that the principal part of the operator is linear. We refer to [36, 42, 47] where different approaches are proposed and analyzed for the resolution of the boundary layer for linear singularly perturbed problems with finite element meshes. Appropriate mesh refinement strategies for (2.9) will be discussed in a forthcoming work.
Fully discrete schemes
There are many alternatives for the time discretization of the semidiscrete problem (2.2), cf. e.g. the references cited in the introduction, where relevant methods for the time discretization of conservation laws are considered. In our case, it seems that Runge-Kutta methods are preferable due to the flexibility they allow which is suitable for adaptivity. A different choice would be a space time finite element treatment. We will present the scalar one dimensional case only, the extension to the other cases being obvious. We will consider therefore fully discrete schemes for the system
We discretize the system (3.1) in time using RK methods. We have to treat the stiff nonlinear term implicitly. The linear principal part of (3.1) can be treated explicitly [24, 33] . Then as in [24] due to the structure of the system the resulting scheme will be linear. In order to decouple the system we proceed as follows: we discretize the first equation by using an Explicit RK (ERK) method while for the second we use an Diagonally Implicit RK (DIRK) method. Let δ be the temporal stepsize (of course δ can be variable with n, but for simplicity we drop the subscript n) and let t n = t n−1 + δ. Assuming that the approximations at In our experiments we use the following (ERK) methods proposed in [45, 46] , which are of 2nd and 3rd order respectively
These explicit RK schemes are known to be appropriate for the discretization of conservation laws. The corresponding diagonally implicit methods (DIRK) that we use are
. . , q are evaluated at the same time levels τ =τ = (0, 1), and τ =τ = (0, 1, 1/2) respectively. Note that evaluating the intermediate stages requires the solution of (3.3) which (since it can be decoupled) is a fully explicit finite element scheme and requires the inversion of a mass matrix. This can be further simplified by using appropriate numerical quadrature on the L 2 inner product, but we will not insist on that here.
It is to be noted that semidiscrete schemes of the previous section can be discretized in time with other methods too. In this direction let us mention the methods used recently in [31] . Fully implicit Runge Kutta schemes is also a choice it should be examined computationally.
Mesh modification
The method in the form used in this paper requires changing the finite element space with n. This is clear since, in our approach, when the shocks are moving the mesh should be chosen according the locations of shocks. Therefore for each discrete time node t n the approximation u n h will be sought in S h,n where n indicates that the space changes with n. For this let
Where in the one dimensional case the elements will be intervals
There are two alternatives in the implementation of (3 .2) 
Adaptive algorithms
The methods (2.2) and (2.9) can be combined with adaptive algorithms for the selection of the mesh. This can be done with the help of a posteriori estimates. Such estimates are available, e.g., for finite difference schemes satisfying certain entropy inequalities [20] and for finite volume schemes [19, 30] , see also [11, 12, 26, 39, 48] . In particular consider first order schemes written in the (viscous) form
), j ∈ Z, and x j denotes the middle point of j ) generated by this scheme satisfies, under appropriate CFL conditions [20] , the estimate
In addition for high resolution schemes (including the SOR schemes of [40] ) the following estimate was proved in [20] sup
where the new term E 1 (v h , t n ) measures the lack of entropy consistency of the scheme. It was shown in certain model cases that E 1 (v h , t n ) is of higher order compared to E(v h , t n ). Thus the estimator E(v h , t n ) controls the error for a wide class of schemes (similar observations hold for finite volume schemes, for the monotone case see [19, 30] ).
For systems of Conservation Laws there is no hope in general to prove such estimates. Nevertheless, motivated by the above discussion we can try to see if the estimator E can be proved useful, even if we do not have estimates like (4.2). Indeed, we can observe that for an approximation u h of the solution u of the Conservation Law the summands of E(u h ),
locate accurately the (approximate) shock. This is also confirmed by the numerical experiments in Section 6. The idea is to use this crucial information to design the adaptive algorithms. To this end, for a given approximation u n h ∈ S h,n obtained by the scheme (3.2),(3.3), we define the estimator function g, to be the continuous piecewise linear function on the mesh of S h,n such that
More detailed choices for g n i can be considered, using, e.g., differences at more points than only the end points of the interval, but for simplicity in the exposition we will work with (4.4). Figure 1 shows the form of g for a given u n h .
Adaptive algorithm (Constant number of nodes).
The following method is based on the principle that the number of nodes of the finite element space, cf. (3.4) , (3.5) , at all times will be constant. This approach although different is related to the "one shot" adaptive methods of [3, 4] . (The resulting algorithm can be thus directly compared with traditional finite difference methods, at least in terms of the degree of freedoms used per time step.) In particular each approximation u n h will be sought in S h,n . This space changes with n, but the cardinality of T n h in its definition, (3.4), (3.5) , is assumed to be a predescribed constant number N h . Therefore the nodes of the partition T n h will be
The problem is reduced to
given the nodes of S h,n , choose the new set of nodes {x
Our algorithm uses a normalization of the estimator function g as density function of the new mesh. For this let G be the average of g in the computational domain Ω,
Then Ω G(x) dx = 1 and G will be used as a density function for the new mesh {x
i=0 . In particular the new mesh is defined in order 6) to be satisfied, i.e., {x
i=0 equidistributes the mass of G. It is clear from the form of G (its mass is concentrated at shocks) that this choice will distribute the points in such a way that many points will be placed in the shock areas.
Extensive computations that we performed indicate that what is important is the qualitative behavior of G, i.e., the computational solution is not very sensitive in variations of the mesh as soon as the following two criteria are met:
(1) there are enough points in the shock regions; (2) the points reserved for the smooth regions are sufficient to resolve them accurately.
In this direction, in the computations we used as distribution function G a modified function given if in (4.6) we replace g by g α , 0 ≤ α ≤ 1. For α = 0, G will yield uniform mesh and for α = 1 the mesh given by (4.6). The introduction of this modification increases the flexibility for the selection of the mesh and influences the qualitative behavior of the previous procedure mainly in terms of the intensity of the refinement close to shocks.
Extensions
In this section we discuss possible extensions of the methods proposed.
Variable characteristic speed
It is clear that the subcharacteristic condition (M = N = 1) |f (u h )| < c should be respected. On the other hand the factor c 2 − f (u h ) 2 influences the artificial diffusion of the scheme, cf. the discussion after (2.6). This means that when f (u h ) vary a lot it is possible that c 2 − f (u h ) 2 to be much larger than it is necessary in some areas. Therefore, an alternative to this is to use c variable with u. There are many different ways to do that. One is to use as c a piecewise polynomial function such that in each cell c dominates the local maximum of |f (u h )|. This can be done also in an adaptive way in the fully discrete schemes without increasing the cost of the method in a significant way. Let us note here the strong link between the classical relaxation schemes with variable characteristic speed, cf. the discussion after (2.8), and the central schemes of [31] .
Variable relaxation parameter
Since ε influences both the regularization effect of the method and its accuracy in smooth regions, it might be useful for ε to take different values in shock regions and different in smooth regions. It seems that in one dimensional problems this is not necessary (because we can take ε very small) but probably in multidimensional problems this might be proven useful.
Numerical examples
Scalar equations
We will consider first the Burgers equation,
with initial value u 0 = 0.75 sin(πx) on [0, 2]. In Figure 2 we can see the solutions with 200 nodes with uniform mesh and with mesh refinement at t = 0.52 and t = 1. The refinement provides an efficient mechanism that dumps completely the oscillations. The approximate solution with higher order polynomials p = 2, 4 is presented in Figure 3 . The two solutions (p = 2, 4) are indistinguishable. One can see also the grid selected by our adaptive code. For the second picture we consider a Riemann problem for a scalar equation with a nonconvex flux 
System of elastodynamics
We consider the one dimensional system of nonlinear elastodynamics
The corresponding relaxation system considered here is
Under certain hypotheses on f and for a 1 , a 2 sufficiently large a rigorous passage from (6.2) to (6.1) was established in [44] . We consider two test problems for this system with f (v) = v +v This is a non trivial problem from computational point of view, since the smooth parts of the solution have non trivial structure. There it is clear that high order methods have an advantage. In Figure 10 we can see a comparison of the computed solutions for two different values of the relaxation parameter ε (ε = 3.0e − 06, and ε = 1.5e − 06.) Some general remarks for our computations are in order. In the above examples we did use constant characteristic speeds (for each run). One observation is that the characteristic speeds needed for successful runs vary with the order of the method. High order methods need larger values of a 1 , a 2 . In particular, in the case of the system with Riemann data (Fig. 5, 200 nodes) we have taken a 1 = a 2 = 15 for p = 1 and a 1 = a 2 = 250 for p = 4. In addition larger values for the characteristic speeds are needed if we have many nodes, e.g., in Figures 6 and 7 where we have 400 nodes we have taken a 1 = 15, a 2 = 50 for p = 1 and a 1 = a 2 = 400 for p = 2. In general there is not restriction in the selection of the Runge-Kutta method with respect of the space accuracy. All combinations give satisfactory results. In the computations we have chosen higher order methods in time when higher than p = 1 piecewise polynomials were used for the space discretization. The parameter ε is fixed a priori to be very small and then we select the other parameters of the method. For the one dimensional examples considered here we were able to get very small ε, cf. also Section 5. Finally (2.7) is respected by the selection of the mesh done by our adaptive algorithm. In particular the computations show that although ε is very small, the minimum interval of the partition is much larger, i.e., γ in (2.7) is of the order of 10 2 -10 3 .
