Abstract. In this paper, we derive a new representation for the Anger-Weber function, employing the reformulation of the method of steepest descents by C. J. Howls (Howls, Proc. R. Soc. Lond. A 439 (1992) 373-396). As a consequence of this representation, we deduce a number of properties of the large order asymptotic expansion of the Anger-Weber function, including explicit and realistic error bounds, asymptotic approximations for the late coefficients, exponentially improved asymptotic expansions, and the smooth transition of the Stokes discontinuities.
Introduction
In the first part of this series of papers [7] , we proved new resurgence-type representations for the remainder term of the asymptotic expansion of the Anger-Weber function A −ν (λν) with complex ν and λ ≥ 1. These resurgence formulas have different forms according to whether λ > 1 or λ = 1. The main goal of this paper is to derive a similar representation for the Anger-Weber function A ν (λν) with complex ν and λ > 0. Our derivation is based on the reformulation of the method of steepest descents by Howls [4] . Using this representation, we obtain a number of properties of the large order asymptotic expansion of the Anger-Weber function, including explicit and realistic error bounds, asymptotics for the late coefficients, exponentially improved asymptotic expansions, and the smooth transition of the Stokes discontinuities.
Our first theorem describes the resurgence properties of the asymptotic expansion of A ν (λν) for λ > 0. The notations follow the ones given in [11, p. 298] . Throughout this paper, empty sums are taken to be zero. (2n)!a n (λ) ν 2n+1 + R N (ν, λ) for |arg ν| < 
G. NEMES
In a previous paper [6] , we proved similar representations for the Hankel function H (1) ν (λν) with λ ≥ 1. In particular, for any non-negative integer N and fixed 0 < β < e −2πt iH (1) it (it) dt.
The remainder terms R (H)
M (ν, β) and R 1 + it/ν 1 + e −2πt iH (1) it (it sec β) dt and (1.9) R 
it (it) dt.
These representations of the Hankel function will play an essential role in later sections of this paper. It is important to note that for the case 0 < λ < 1, no simple explicit expression is known for the remainder of the asymptotic series of the Hankel function H
ν (λν). If J ν (z) denotes the Anger function, then sin (πν) A ν (λν) = J ν (λν) − J ν (λν) (see [11, p. 296] ). From these and the continuation formulas for the Bessel and Hankel functions (see [11, p. 222 and p. 226]), we find
for every integer m. From this expression and the resurgence formulas (1.1), (1.4) and (1.5), we can derive analogous representations in sectors of the form
as long as λ ≥ 1. Similarly, applying the continuation formulas
ν (λν) (1.10) and the representations (1.1), (1.4) and (1.5), we can obtain resurgence formulas in any sector of the form
provided that λ ≥ 1. The lines arg ν = 2m ± 1 2 π are the Stokes lines for the function A ν (λν). When ν is an integer, the limiting values have to be taken in these continuation formulas. If we neglect the remainder term and extend the sum to N = ∞ in Theorem 1.1, we recover the known asymptotic series of the Anger-Weber function. Some other formulas for the coefficients a n (λ) can be found in [7, Appendix A] .
In the following two theorems, we give exponentially improved asymptotic expansions for the function A ν (λν) when λ > 1 and λ = 1, respectively. Since there is no simple resurgence formula for the Hankel function H (1) ν (λν) when 0 < λ < 1, at least with our method, we can not prove exponentially improved expansions for the function A ν (λν) in the range 0 < λ < 1. We express our expansions in terms of the Terminant function T p (w) whose definition and basic properties are given in Section 5. In these theorems, R N (ν, λ) is defined by (1.1) and it is extended to the sector |arg ν| ≤ 3π 2 via analytic continuation. In Theorem 1.2, we employ the substitution 1 < λ = sec β with a suitable 0 < β < π 2 . Throughout this paper, we write O M,ρ to indicate the dependence of the implied constant on the parameters M and ρ. The rest of the paper is organized as follows. In Section 2, we prove the resurgence formula stated in Theorem 1.1. In Section 3, we give explicit and realistic error bounds for the asymptotic expansions of A ν (λν) using the results of Section 2. In Section 4, asymptotic approximations for a n (λ) as n → +∞ are given. In Section 5, we prove the exponentially improved expansions presented in Theorems 1.2 and 1.3, and provide a detailed discussion of the Stokes phenomenon related to the expansions of A ν (λν), λ ≥ 1. The paper concludes with a short discussion in Section 6.
Proof of the resurgence formula
Our analysis is based on the integral definition of the Anger-Weber function
If z = λν, where λ is a positive constant, then
The saddle points of the integrand are the roots of the equation λ cosh t = −1. Hence, the saddle points are given by t (k)
πi where k is an arbitrary integer. We denote by C (k) ± (θ) the portion of the steepest paths that pass through the saddle point t (k)
± . Here, and subsequently, we write θ = arg ν. As for the path of integration P (θ) in (2.1), we take that connected component of t ∈ C : arg e iθ (λ sinh t + t) = 0 ∪ {0} , which contains the origin. We remark that P (0) is the positive real axis.
First, we suppose that λ > 1 and take λ = sec β with a suitable 0 < β < π 2 . With this notation, t (k) ± = ±iβ + (2k + 1) πi. For simplicity, we assume that θ = 0. In due course, we shall appeal to an analytic continuation argument to extend our results to complex ν. Let
then τ is real on the curve P (0), and, as t travels along this curve from 0 to +∞, τ increases from 0 to +∞. Therefore, corresponding to each positive value of τ , there is a value of t, say t (τ ), satisfying (2.2) with t (τ ) > 0. In terms of τ , we have
dτ .
Following Howls, we express the function involving t (τ ) as a contour integral using the residue theorem, to find
where the contour Γ encircles the path P (0) in the positive direction and does not enclose any of the saddle points t (k)
± (see Figure 1 ). Now, we employ the well-known expression for non-negative integer N (2.3)
to expand the function under the contour integral in powers of
The path Γ in the sum can be shrunk into a small circle around 0, and we arrive at
where a n (sec β) = 1
Performing the change of variable ντ = s in (2.4) yields
This representation of R N (ν, sec β) and the formula (2.5) can be continued analytically if we choose Γ = Γ (θ) to be an infinite contour that surrounds the path P (θ) in the anti-clockwise direction and that does not encircle any of the saddle points t works until the path P (θ) runs into a saddle point. In the terminology of Howls, such saddle points are called adjacent to the endpoint 0. As
for any saddle point t
± , we infer that (2.6) is valid as long as − π 2 < θ < π 2 with a contour Γ (θ) specified above. When θ = − π 2 , the path P (θ) connects to the saddle point t
Similarly, when θ = π 2 , the path P (θ) connects to the saddle point t (−1) + = iβ − πi. These are the adjacent saddles. The set
forms a domain in the complex plane whose boundary contains portions of steepest descent paths through the adjacent saddles (see Figure 2 ). These paths are C 
Now we make the changes of variable
in the first, and
in the second double integral. Clearly, by the definition of the adjacent contours, t is positive. The quantities
were essentially called the "singulants" by Dingle [3, p. 147] . With these changes of variable, the representation (2.7) for R N (ν, sec β) becomes (2.8) 
it (it sec β) , and
it (it sec β) .
Substituting these into (2.8) gives
Now, we extend our results to every λ > 0. For fixed ν, ℜ (ν) > 0, we can extend R N (ν, λ) to an analytic function of λ > 0 using (1.1). From the known behaviours
and iH (1) it (λit) = o (1) as t → +∞, it is seen that the right-hand side of (1.3) is a well-defined analytic function of 0 < λ ≤ 1, for every fixed ν with ℜ (ν) > 0. Whence, by analytic continuation the equality (1.3) holds for every λ > 0 and ν with ℜ (ν) > 0.
The first formula in (1.2) has been proved for λ > 1, however, by analytic continuation, it holds for every λ > 0. To prove the second representation in (1.2), we apply (1.3) for the right-hand side of
Error bounds
In this section, we derive explicit and realistic error bounds for the large order asymptotic series of the Anger-Weber function. The proofs are based on the resurgence formula given in Theorem 1.1.
We comment on the relation between Meijer's work [5] on the asymptotic expansion of A ν (λν), λ > 1 and ours. Some of the estimates in [5] coincide with ours and are valid in wider sectors of the complex ν-plane. However, it should be noted that those bounds become less effective outside the sectors of validity of the representation (1.3) due to the Stokes phenomenon. For those sectors we recommend the use of the continuation formulas given in Section 1.
To estimate the remainder terms, we shall use the elementary result that
1 if π 2 ≤ |ϕ mod 2π| ≤ π holds for any r > 0. We will also need the fact that
it (λit) ≥ 0 for any t > 0 and λ ≥ 1 (see [6] ).
3.1. Case (i): λ ≥ 1. We observe that from (1.2) and (3.2) it follows that
Using this formula, together with the representation (1.3) and the estimate (3.1), we obtain the error bound
When ν is real and positive, we can obtain more precise estimates. Indeed, as 0 < 1 1+(t/ν) 2 < 1 for t, ν > 0, from (1.3) and (1.2) we find
where 0 < Θ < 1 is an appropriate number depending on ν, λ and N . In particular, when N = 0, we have
Therefore
it (λit) dt.
Substituting t = se iϕ cos ϕ and applying the estimation (3.1), we obtain
ise iϕ cos ϕ λ ise iϕ cos ϕ ds.
In [6] , it was shown that
is (λis)
for any s > 0, λ ≥ 1 and 0 < ϕ < π 2 . It follows that (3.5)
is (λis) ds = csc (2 (θ − ϕ))
.
The angle ϕ = arctan 
, which is valid for
. In the ranges
it holds that |csc (2θ)| ≤ 3.2. Case (ii): 0 < λ < 1. In this case, we cannot prove error bounds involving the first omitted term, since iH (1) it (λit) has an oscillatory behaviour when 0 < λ < 1 and t > 0. Nevertheless, we define a n (λ) via the integral
it (λit) dt;
and by the representation (1.3) and the inequality (3.1), we deduce the error bound
. Simple estimates for the quantities a n (λ) may perhaps be derived from the connection formula with the modified Bessel function of the third kind of purely imaginary order
and the known bounds for this latter function (see, e.g., Booker et al. [2] ). Since for 0 < λ < 1 we do not have an inequality like (3.4), it seems hard to obtain any usable error bound which is appropriate when arg ν is close to ± π 2 .
Asymptotics for the late coefficients
In this section, we investigate the asymptotic nature of the coefficients a n (λ) as n → +∞ with λ being fixed. For our purposes, the most appropriate representation of these coefficients is the second integral formula in (1.2). Although the representation is valid for all λ > 0, we shall find that the asymptotic form of a n (λ) is significantly different according to whether λ > 1, λ = 1 or 0 < λ < 1.
4.1. Case (i): λ > 1. For this case, we take λ = sec β with a suitable 0 < β < 
In [6] , it was proved that the remainder R (H)
Substituting the formula (4.1) into (1.2) leads us to the expansion (2n)!a n (sec β) = 2 cot β π (tan β − β + π)
for any fixed 0 ≤ M ≤ 2n, provided that n ≥ 1. The remainder term A M (n, β) is given by the integral formula
To bound this error term, we apply the estimate (4.2) to find
Expansions of type (4.3) are called inverse factorial series in the literature. Numerically, their character is similar to the character of asymptotic power series, because the consecutive Gamma functions decrease asymptotically by a factor 2n. From the asymptotic behaviour of the coefficients U m (i cot β) (see [6] ), we infer that for large n, the least value of the bound (4.4) occurs when
Whence, the smaller β is the larger n has to be to get a reasonable approximation from (4.3). Numerical examples illustrating the efficacy of the expansion (4.3), truncated optimally, are given in Table 1. values of β and M β = Table 1 . Approximations for a 50 (sec β) with various β, using (4.3).
4.2.
Case (ii): λ = 1. Using (1.5), we can write
for any t > 0. It was shown in [6] that
according to whether M ≡ 0 mod 3, M ≡ 1 mod 3 or M ≡ 2 mod 3, respectively. Substituting the expression (4.5) into (1.2) yields the expansion (2n)!a n (1) = (−1) n 2Γ 2n + 2 3 3π 2n+ for any fixed 0 ≤ M ≤ 3n − 1, provided that n ≥ 1. The remainder term A M (n) is given by the formula
Bounds for this error term follow from the estimates (4.6)-(4.8) since
according to whether M ≡ 0 mod 3, M ≡ 1 mod 3 or M ≡ 2 mod 3, respectively. From the asymptotic behaviour of the coefficients d 2m (see [6] ), for large n, the least values of these bounds occur when M ≈ 2n. With this choice of M , the error bounds are O n
This is the best accuracy we can achieve using the expansion (4.9). Numerical examples for various n are provided in Table 2. 4.3. Case (iii): 0 < λ < 1. For this case, we take λ = sech α with a suitable α > 0. It is known that
] x=coth α with U m (x) being a polynomial in x of degree 3m. As far as we know, there is no simple closed expression nor a realistic estimate for the remainder term R Table 2 . Approximations for a n (1) with various n, using (4.9).
and substitute the expansion (4.12) into (1.2) to obtain (2n)!a n (sech α) = ℜ 2 coth α π (α − tanh α + πi)
for any fixed 0 ≤ M ≤ 2n, provided that n ≥ 1. The remainder term A M (n, α) is given by the integral formula
To achieve the best accuracy using the expansion (4.13), we need to determine the index of the least term of the expansion. This can be done if we know the large m behaviour of the coefficients U m (coth α). Such an asymptotic formula was derived by Dingle [3, p. 168], using formal, non-rigorous methods. At leading order, his formula can be written as
Numerical calculations indicate that this approximation is correct, and assuming so, the optimal truncation occurs at
Therefore, the smaller α is the larger n has to be to get a reasonable approximation from (4.13). Numerical examples illustrating the efficacy of the formula (4.13), truncated optimally, are given in Table 3. values of α and M α = Table 3 . Approximations for a 50 (sech α) with various α, using (4.13).
Exponentially improved asymptotic expansions
We shall find it convenient to express our exponentially improved expansions in terms of the (scaled) Terminant function, which is defined by
w + t dt for p > 0 and |arg w| < π, and by analytic continuation elsewhere. Olver [10] showed that when p ∼ |w| and w → ∞, we have
Concerning the smooth transition of the Stokes discontinuities, we will use the more precise asymptotic formulas
for −π + δ ≤ arg w ≤ 3π − δ, 0 < δ ≤ 2π; and
for −3π + δ ≤ arg w ≤ π − δ, 0 < δ ≤ 2π. Here ϕ = arg w and erf denotes the Error function. The quantity c (ϕ) is defined implicitly by the equation
and corresponds to the branch of c (ϕ) which has the following expansion in the neighbourhood of ϕ = π:
For complete asymptotic expansions, see Olver [9] . We remark that Olver uses the different notation 5.1.1. Case (i): λ > 1. The proof goes exactly the same way as the proof of Theorem 3 in the first paper of this series [7] . One has to replace R N (ν, β), R N,M (ν, β) and tan β − β by R N (ν, sec β), R N,M (ν, sec β) and tan β − β + π in the corresponding formulas.
Case (ii)
: λ = 1. First, we suppose that |arg ν| < π 2 . Our starting point is the representation (1.3), written in the form
Let 0 ≤ M < 3N be a fixed integer such that M ≡ 0 mod 3. We use (1.5) to expand the function H 
The integrals in (5.6) can be identified in terms of the Terminant function since
and
(−πiν) .
Hence, we have the following expansion
Taking ν = re iθ , the representation (5.7) takes the form (5.8)
In [6, Appendix B] it was shown that 1 − (s/rτ )
for positive r, τ and s, with some f (r, τ, s) satisfying |f (r, τ, s)| ≤ 2. Using the integral formula (1.9), R
M (irτ ) can be written as
is (is) ds
is (is) ds.
for any positive r and s, substitution into (5.8) yields the upper bound
By continuity, this bound holds in the closed sector |arg ν| ≤ π 2 . Assume that N = 1 2 π |ν| + ρ where ρ is bounded. Employing Stirling's formula, we find that (2n)!a n (sec β) ν 2n+1
as ν → ∞ in the sector π 2 < arg ν < In his important paper [1] , Berry gave a new interpretation of the Stokes phenomenon; he proved that assuming optimal truncation, the transition between compound asymptotic expansions is of Error function type, thus yielding a smooth and rapid transition as a Stokes line is crossed.
Using the exponentially improved expansion given in Theorem 1.2, we show that the asymptotic expansion of A ν (ν sec β) exhibits the Berry transition between the two asymptotic series across the Stokes lines arg ν = ± controlled by the terms involving T 2N −m+
