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Abstract
In this paper we present the design and implemen-
tation of POSH, an Open-Source implementation of
the OpenSHMEM standard. We present a model
for its communications, and prove some properties
on the memory model defined in the OpenSHMEM
specification. We present some performance mea-
surements of the communication library featured by
POSH and compare them with an existing one-sided
communication library. POSH can be downloaded
from http://www.lipn.fr/~coti/POSH.
1 Introduction
The drive toward many-core architectures has been
tremendous during the last decade. Along with this
trend, the community has been searching, investigat-
ing and looking for programming models that provide
both control on the data locality and flexibility of the
data handling.
SHMEM was introduced by Cray [8] in 1994, fol-
lowed shortly later by SGI [19]. In an effort to provide
a homogeneous, portable standard for the language,
the OpenSHMEM consortium released a specification
∗Some experiments presented in this paper were carried out
using the Grid’5000 experimental testbed, being developed un-
der the INRIA ALADDIN development action with support
from CNRS, RENATER and several Universities as well as
other funding bodies (see https://www.grid5000.fr).
for the application programming interface [16]. The
final version of OpenSHMEM 1.0 was released in Jan-
uary 2012.
The OpenSHMEM standard is a programming
paradigm for parallel applications that uses single-
sided communications. It opens gates for exciting
research in distributed computing on this particular
communication model.
This paper presents Paris OpenSHMEM (POSH),
which is a portable, open-source implementation of
OpenSHMEM. It uses a high-performance communi-
cation engine on shared memory based on the Boost
library [10], and benefits from the template engine
provided by current C++ compilers.
This paper describes the implementation choices
and the algorithms that have been used in POSH in
order to fit with the memory model and the com-
munication model while obtaining good performance
and maintaining portability.
This report is organized as follows; section 2 gives
a short overview of the related literature about par-
allel programming paradigms and distributed algo-
rithms on shared memory and one-sided communica-
tion models. Section 3 gives details about the mem-
ory model and the communication model which are
considered here. Section 4 describes the implemen-
tation choices that were made in POSH. Section 5
presents some performance results that were obtained
by the current version of POSH. Last, section 6 con-
cludes the report and states some open issues and
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future works that will be conducted on POSH.
2 Related works
Traditionally, distributed systems are divided into
two categories of models for their communications:
those that communicate by sending and receiving
messages (i.e., message-passing systems) and those
that communicate using registers of shared mem-
ory where messages are written and read from (i.e.,
shared memory systems) [21, 11].
Along with the massive adoption of the many-
core hardware architecture, researchers and engineers
have tried to find the most efficient programming
paradigm for such systems. The idea is to take ad-
vantage of the fact that processing units (processes
or threads) have access to a common memory: those
are shared memory systems. Unix IPC V5 and posix
threads are the most basic programming tools for
that. OpenMP [9] provides an easy-to-use program-
ming interface and lets the programmer write pro-
grams that look very similar to sequential ones, and
the parallelization is made by the compiler. There-
fore, the compiler is in charge with data decomposi-
tion and accesses. Several data locality policies have
been implemented to try to make the best possible
guess about where it must be put to be as efficient
as possible [22]. OpenMP performs well on regular
patterns, where the data locality can be guessed quite
accurately by the compiler. Cilk [2] and TBB [18] can
also be cited as programming techniques for shared-
memory systems.
MPI [12, 14] has imposed itself as the de facto pro-
gramming standard for distributed-memory parallel
systems. It is highly portable, and implementations
are available for a broad range of platforms. MPICH
[15] and Open MPI [13] must be cited among the
most widely used open-source implementations. It
can be used on top of most local-area communication
networks, and of course most MPI implementations
provide an implementation on top of shared memory.
MPI is often referred to as “the assembly language of
parallel computing”: the programmer has total con-
trol of the data locality, however all the data man-
agement must be implemented by hand by the pro-
grammer. Moreover, it is highly synchronous: even
though specific one-sided communications have been
introducted in the MPI2 standard [14], the sender
and the receiver must be in matching communication
routines for a communication to be performed.
Hence, there exists two opposing trends in paral-
lel programming techniques: programming easiness
versus data locality mastering. A third direction ex-
ists and is becoming pertinent with many-core ar-
chitectures: making data locality mastering easier
and more flexible for the programmer. UPC can be
cited as an example of programming technique that is
part of that third category [7]. It provides compiler-
assisted automatic loops, automatic data repartition
in (potentially distributed) shared memory, and a set
of one-sided communications.
One-sided communications are natural on shared
memory systems, and more flexible than two-sided
communications in a sense that they do not require
that both of the processes involved in the communi-
cation (origin and destination of the data) must be
in matching communication routines. However, they
require a careful programming technique to maintain
the consistency of the shared memory and avoid race
conditions [6].
SHMEM was introduced by Cray [8] as part of its
programming toolsuite with the Cray T3 series, and
SGI created its own dialecte of SHMEM [19].
Some implementations also exist for high-
performance RDMA networks: Portals has been
working on a specific support for OpenSHMEM by
their communication library [1]. Some other imple-
mentations are built on top of MPI implementations
over RDMA networks, such as [4] for Quadrics
networks or [17] over InfiniBand networks.
In this paper, we propose to use a shared
memory communication engine based on the
Boost.Interprocess library [10], which is itself using
the POSIX shm API.
3 Memory model
OpenSHMEM considers a memory model where ev-
ery process of the parallel application owns a local
bank of memory which is split into two parts:
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Figure 1: Memory organization with global static objects and data in the symmetric heap. Static objects
are remotely accessible, dynamic objects are located in the symmetric heap.
• Its private memory, which is accessible by itself
only; no other process can access this area of
memory.
• Its public memory, that can be accessed by any
process of the parallel application, in read/write
mode.
This memory organization is represented in figure
1. Each process owns its private memory (white rect-
angles) as well as an area of public memory (gray
rectangles).
3.1 Symmetric objects
The public memory of each process is defined as a
symmetric heap. This notion of symmetry is impor-
tant because it is a necessary condition for some help-
ful memory-management properties in OpenSHMEM
(see section 4.1.2 and 4.5.3). It means that for any
object which is stored in the symmetric heap of a
process, there exists an object of the same type and
size and the same address, in the symmetric heap of
all the other processes of the parallel application.
Dynamically-allocated variables, i.e., variables that
are allocated explicitely at run-time, are placed in
the symmetric heap. OpenSHMEM provides some
functions that allocate and deallocate memory space
dynamically in the symmetric heap.
Another kind of data is put into processes’ public
memory: global, static variables (in C/C++).
All the data that is placed in the processes’ sym-
metric heap and all the global, static variables are
remotely accessible by all the other processes. These
two kinds of variables are represented in figure 1. The
gray areas prepresent the public memory of each pro-
cess; composed with global static variables and the
symmetric heap. The white areas represent the pri-
vate memory of each process.
3.2 One-sided communications
Point-to-point communications in OpenSHMEM are
one-sided : a process can reach the memory of an-
other process without the latter knowing it. It is
very convenient at first glance, because no synchro-
nization between the two processes is necessary like
with two-sided communications. However, such pro-
grams must be programmed very carefully in order
to maintain memory consistency and avoid potential
bugs such as race conditions.
Point-to-point communications in OpenSHMEM
are based on two primitives: put and get.
• A put operation consists in writing some data
at a specific address of remote process’s public
memory.
• A get operation consists in reading some data,
or fetching it, from a specific address of a remote
process’s public memory.
Data movements are made between the public
memory of the local process and the private mem-
ory of the remote process: a process reads a remote
value and stores it in its own private memory, and it
writes the value of a variable located in its own pri-
vate memory into the public memory of a remote pro-
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Figure 2: Put and get communications between three processes.
cess. That memory model and one-sided communi-
cations performed on this model have been described
more thoroughly in [5, 6].
These operations between the public and private
memory areas of three processes of a parallel appli-
cation are represented in figure 2.
4 Implementation details
In this section, we describe the implementation de-
tails and the design choices that have been made in
POSH.
4.1 Shared memory communication
engine
POSH relies on Boost’s library for inter-process com-
munications Boost.Interprocess. In particular, it
is using the managed shared memory class.
Basically, each process’s shared heap is an instance
of managed shared memory. Data is put into that
heap by an allocation method provided by this class
followed by a memory copy. Locks and all the ma-
nipluation functions related to the shared memory
segment are also provided by Boost.
4.1.1 Memory management
Allocation and deallocation Memory can be al-
located in the symmetric heap with the shmalloc
function. Internally, that function calls the allocate
function of the managed shared memory class on the
process’s shared heap. That class also provides an
allocate aligned routine which is called by the
shmemalign routine. Memory is freed by shfree by
using a call to the function deallocate provided by
managed shared memory.
Remote vs local address of the data These
three SHMEM functions are defined as symmetric
functions: all the processes must call them at the
same time. They are required by the OpenSHMEM
standard to perform a global synchronization barrier
before returning. As a consequence, if all the mem-
ory allocations and deallocations have been made in
a symmetric way, a given chunk of data will have the
same local address in the memory of all the processes.
Hence, we can access a chunk of data on process A
using the address it has on process B. That property
is extremely useful for remote data accesses.
4.1.2 Access to another process’s shared
heap
Fact 1. If all the processing elements are running on
the same architecture, the offset between the beginning
of a symmetric heap and a symmetric object which is
contained by this heap is the same on each processing
element.
Proof. Thanks to the property of symmetry between
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the shared heaps, data is put into the symmetric
heaps at the same local address across processes. For
instance, if a variable is located in the shared heap
of a process at address X , the same variable (possi-
bly with a different value) will be located at the same
address X in the symmetric heap of all the other pro-
cesses.
That property is enforced by the fact that, as
stated in the OpenSHMEM standard, memory allo-
cations which are performed in the symmetric heaps
end by a call to a global synchronization barrier. As
a consequence, all the processing elements must al-
locate space. If they do not allocate the same space,
then this is a mistake made by the programmer and
the behavior of the program is undefined (paragraph
6.4 of the OpenSHMEM standard).
Corollary 1. As a consequence of fact 1, each pro-
cessing element can compute the address of a vari-
able located in another processing element’s symmet-
ric heap by using the following formula:
addrremote = heapremote+(addrlocal−heaplocal) (1)
Where addrremote and addrlocal respectively denote
the address of symmetric objects that are located in
the symmetric heap of a remote processing element
and in the local symmetric heap, and heapremote and
heaplocal respectively denote the address at which the
other processing element’s heap and the local heap are
mapped in the local memory.
When a given process wants to access another pro-
cess’s symmetric heap, it proceeds as follows:
• Build the remote symmetric heap’s name, based
on its rank;
• Make sure the remote symmetric heap exists. If
it does not exist yet, we wait a little bit and try
again;
• Build a local object that contains a reference to
the shared memory and maps it into the local
memory;
• Then find out what the address of the remote ob-
ject is in the local memory. We use a little trick
here. Boost provides the notion of handle to lo-
cate a chunk of memory in a shared memory seg-
ment. This handle is relative to a shared memory
segment. So we get the handle to the chunk of
data which is in our own symmetric heap, and
then we get the address that corresponds to this
handle in the remote symmetric heap. This trick
is allowed by the property of symmetry between
all the symmetric heaps, which is explained in
section 4.1.1.
That being done, we have direct access to the re-
mote symmetric heap. In particular, we can copy
data from and to this remote symmetric heap.
However, building the remote heap’s name and
the corresponding shared object is quite expensive in
terms of object crations (and destructions at the end
of this process). As a consequence, they are all cre-
ated at startup-time and cached in a local structure
(a table). This operation in itself is quite inexpen-
sive thanks to move mechanisms that are featured
by C++11. Hence, when a process needs to access
another process’s heap, it simply looks into this lo-
cal table for the reference to this segment of shared
memory and accesses it.
4.2 Symmetric static data
The memory model specifies that global, static vari-
ables are made accessible for other processes. In prac-
tice, these variables are placed in the BSS segment if
they are not initialized at compile-time and in the
data segment if they are initialized. Unfortunately,
there is no simple way to make these areas of memory
accessible for other processes.
Therefore, POSH uses a small trick: we put them
into the symmetric heap at the very beginning of
the execution of the program, before anything else
is done.
A specific program, called the pre-parser, parses
the source code and searches for global variables that
are declared as static. It finds out how they must
be allocated (size, etc) and generates the appropriate
allocation/deallocation code lines.
When the OpenSHMEM library is initialized (i.e.,
when the start pes routine is called), it dumps the
allocation code into the source code. When the pro-
gram exits (i.e., when the keyword return is found
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in the main function), the deallocation code lines are
inserted before each return keyword.
4.3 Datatype-specific routines
OpenSHMEM defines a function for each data type.
For example, fetching a single variable can be done
by:
• short shmem short g( short *addr, int pe
) for variables of type short
• int shmem int g( int *addr, int pe ) for
variables of type int
• long shmem long g( long *addr, int pe )
for variables of type long
• float shmem float g( float *addr, int pe
) for variables of type float
• double shmem double g( double *addr, int
pe ) for variables of type double
• long long shmem longlong g( long long
*addr, int pe ) for variables of type long
long
• long double shmem longdouble g( long
double *addr, int pe ) for variables of type
long double
A large part of this code can be factorized by using
an extremely powerful feature of the C++ language:
templates. The corresponding code is written only
once, and then the template engine instanciates one
function for each data type. Hence, only one function
needs to be written.
In the aforementioned example, only one function
was written:
template<class T> T shmem template g (
T∗ addr , int pe ) ;
That function is called by each of the OpenSH-
MEM shmem * ... functions. Each call is actually a
call to the compiler-generated function that uses the
adequate data type. That function is generated at
compile-time, not at run-time: consequently, calling
that function is just as fast as if it had been written
manually.
4.4 Peer-to-peer communications
Peer-to-peer communications are using memory
copies between local and shared buffers. As a con-
sequence, memory copy is a highly critical matter of
POSH. Several implementations of memcpy are fea-
tured by POSH in order to make use of low-level
hardware capabilities such as MMX, MMX2, SSE or
SSE2 instruction sets, or the default memcpy provided
by the kernel.
One of these implementations is activated by using
a compiler directive. In order to minimize the num-
ber of conditional branches, selecting one particular
implementation is made at compile-time rather than
at run-time.
A comparison of the performance obtained by these
different implementations is presented in section 5.
4.5 Collective communications
Collective communications rely on point-to-point
communications that perform the actual inter-
process data movements. Two options are available
for these point-to-point communications:
• Put-based communications push the data into
the next processes;
• Get-based communications pull the data from
other processes.
4.5.1 Data structure for collective communi-
cation
Each process holds a data structure in their shared
heap (hence, other processes can access it). This data
structure contains information about the ongoing col-
lective operation:
• A pointer to the buffer that contains the data
that is moved by the collective operation;
• A counter, that counts how many remote pro-
cesses have accessed the local data;
• A type, that keeps what collective operation is
underway;
• A boolean that specifies whether or not the col-
lective communication is already in progress;
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• In debug and in safe mode we can keep the size
of the data buffer, in order to check that the
allocated buffer has the same size as the data we
are trying to put into it.
This data structure is intialized during the inital-
ization of the OpenSHMEM library, after the inital-
ization of the symmetric heap. It is reset at the end
of each collective communication, in order to make
sure the place is ”clean” for the next collective com-
munication.
4.5.2 Progress of a collective operation
The communication model used by OpenSHMEM
and its point-to-point communication engine is par-
ticular in a sense that it is using one-sided opera-
tions. As a consequence, a process can access in read
or write mode another process’s memory without the
knowledge of the latter process. One consequence of
this fact is that a process can be involved in a collec-
tive communication without having actually entered
the call to the corresponding routine yet.
Hence, if a process A must access the symmetric
heap of a process B, the former process must check
whether or not the latter has entered the collective
communication yet. A boolean variable is included
in the collective data structure for this purpose.
If the remote process has not entered the collective
communication yet, its collective data structure must
be initialized remotely.
If some data must be put into a remote process that
has yet to initialize its collective data structure, we
only copy the pointer to the shared source buffer. The
actual memory allocation will be made later. How-
ever, only temporary memory allocations are made
within collective operations. Buffers that are used as
parameters of a collective operation (source, target
and work arrays) must be allocated before the call
to this operation. Since memory allocations end by
a global barrier, no processing element can enter a
collective operation if not all of them have finished
their symmetric memory allocations.
When a process enters a collective operation, it
checks whether the operation is already underway,
i.e., whether its collective data structure has already
been modified by a remote process. If so, we need to
make the actual memory allocation for the local data
and copy what has already been put somewhere in
another shared memory area.
A process exits the collective communication as
soon as its participation to the communication is
over. Hence, no other process will access its collective
data structure. It can therefore be reset.
4.5.3 Temporary allocations in the shared
heap
With some collective communication algorithms, it
can be necessary to allocate some temporary space in
the shared heap of a given processing element. How-
ever, if we allocate some memory in one heap only,
we break the important symmetry assumption made
in section 4.1.1. Nevertheless, we will see here that
actually, they have no impact in the symmetry of the
shared heaps outside of the affected collective opera-
tion.
Lemma 1. Non-symmetric, temporary memory al-
locations in the heap of a subset of the processing ele-
ments that are performed during collective operations
do not break the symmetry of the heaps outside of the
concerned collective operation.
Proof. Semantically, collective operations are sym-
metric, in a sense that all the concerned processing
elements must take part of them. As a consequence,
if all the heaps are symmetric before they enter the
collective operation and if there is no difference be-
tween the state of each heap at the beginning and at
the end of the collective operation, hence, the sym-
metry is not broken.
Buffers (source, target and work arrays) must be
allocated by a call to shmalloc before calling the
collective operation. Since shmalloc ends by a call
to a global barrier, no processing element can enter
the collective operation before all the processing el-
ements have performed the last memory allocation
before this collective call.
According to the sematics of collective operations,
at any given moment of the progress of a collective
operation, the relative state of each pair of processes
A and B is one of the following:
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• Neither A nor B have entered the collective op-
eration yet, or both of them have left it: in
this case, A and B do not interact with each
other’s symmetric heaps, and memory alloca-
tions are performed by symmetric allocations, as
described in section 4.1.1.
• Both processes A and B are inside the call to
the collective routine and can interfere with each
other’s symmetric heap: anything can happen in
the symmetric heaps within the progress of the
collective operation, as long as non-symmetric
operations are cleaned-up when each process
leaves the collective operation.
• A process A can push some data into the mem-
ory of another process B that has not entered
the collective operation yet. In this case, B is
unknowingly taking part of the collective oper-
ation, but its shared heap can potentially be
modified by other processes. However, as stated
above, B cannot perform any symmetric mem-
ory allocation between that moment and the
moment when it enters the collective operation.
As a consequence, the non-symmetric allocations
that can potentially be made in B’s shared heap
by other processing elements while the latter are
taking part of the collective operation do not
break the symmetry as long as they are reverted
(i.e., freed) before B leaves the collective opera-
tion.
• A process A still part of the collective opera-
tion whereas another process B is done with its
participation to the operation and therefore, B
has left the call to the collective routine, which
means that its participation to the collective op-
eration is over. As a consequence, other pro-
cesses have no reason to modify its shared heap.
4.5.4 Switching between algorithms
In order to reduce the number of conditional
branches, collective communication algorithms are
chosen at compile-time. The choice is made using
compiler variables and conditions. A default choice
is provided if no option is passed to the compiler, and
a warning is displayed.
4.5.5 Run-time error checking
Collective communications are an important source
of bugs and errors in parallel programs. When com-
piled in safe mode, the OpenSHMEM library provides
some run-time error checking facilities.
For instance, it can check whether the size of the
available buffer is equal to the size of the data that is
about to be pushed into or pulled from a shared col-
lective data structure. It can also make sure that the
collective data structures of the local and the remote
processes are performing the same type of collective
operation.
4.6 Locks and atomic operations
Boost provides named mutexes for locking purpose.
These locks are interesting, because they can be spe-
cific for a given symmetric heap. Each process uses
the same given name for a given chunk of data on
a given symmetric heap. Using a mutex that locally
has the same name as all the other local mutexes,
processes ensure mutual exclusion. Hence, we can
make sure that a chunk of data is accessed by one
process only.
Boost also provides a function that executes a
given function object atomically on a managed shared
memory segment such as the one that is used here
to implement the symmetric heap. Hence, we can
perform atomic operations on a (potentially remote)
symmetric heap.
4.7 Run-time environment
As with any parallel program, the run-time environ-
ment of OpenSHMEM is here to:
• Spawn the parallel processes;
• Make sure they know how to communicate with
each other;
• Monitor them, and take the appropriate actions
if one of them dies;
• Terminate the execution when necessary;
• Forward the IOs and signals through the gate-
way process that provides the user with an access
to the parallel execution.
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Process spawning Processes are spawned individ-
ually by separate threads. At first, a pool of threads
is created: the workers thread group. Then each
thread forks a process: the corresponding OpenSH-
MEM processing element. The master thread then
yields its slice of time (sched yield) and waits on a
condition. Eventually, the threads are joined.
Contact information Processes communicate
with each other using shared memory segments,
which are their symmetric shared heap. The name
of this shared memory segment is built using a con-
stant basis and the rank of the target process. Hence,
processes can communicate with each other as soon
as they know their rank.
Inputs and outputs The run-time environment
is supposed to forward IOs and signals between the
user and the parallel application. More specifically,
the parallel application is made of several processes,
whereas the user is in contact with only one process:
the master process, which is used as a gateway be-
tween the user and the application.
For instance, if a parallel process performs an out-
put (printf, std<<cout...), the result of this output
will be displayed to the user by the gateway process.
Similarly, if the user sends a signal to the gateway
process (e.g., SIGKILL), this signal is sent to all the
processes of the parallel application.
The mechanism used here to create the parallel
processes preserves IOs. The parallel processes are
offsprings of the gateway processes: hence, their IOs
are forwarded by default.
If necessary, stdout, stderr and stdin can be du-
plicated and copied just before the execve system
call.
Run-time debugging Parallel processes can re-
quire to be debugged in an interactive way at run-
time. In this case, a sequential debugger like gdb can
be attached to a given process.
To allow this attachment, the parallel process is
stuck in an infinite loop at the begining of its initial-
ization.
Debugging information and checks have to be
placed in parts of code that are removed by the com-
piler when the debugging mode is disabled. The com-
piler variable is called DEBUG.
POSH also provides a safe mode. This mode en-
ables some debugging and error checking information
for the parallel program, whereas the debug mode
enables debugging information for the OpenSHMEM
library. The compiler variable is called SAFE.
For instance, the safe mode checks that when a
process wants to run a collective communication, it
is not already participating to another collective com-
munication.
In order to be able to choose whether to use it
or not without affecting the performance, we chose
not to make it a run-time option, but a compile-time
option. As a consequence, it must be enabled by
a compiler option when the OpenSHMEM library is
compiled.
Code related to the safe mode is left out by the
compiler when it is not meant to be enabled. We are
using a compiler variable called SAFE.
5 Performance and experimen-
tal results
This section presents some evaluations of the
performance achieved by POSH. Time measure-
ments were done using clock gettime() on the
CLOCK REALTIME to achieve nanosecond precision.
All the programs were compiled using -Ofast if avail-
able, -O3 otherwise. Each experiment was repeated
20 times after a warm-up round. We measured the
time taken by data movements (put and get opera-
tions) for various buffer sizes.
5.1 Memory copy
Since memory copy (memcpy-like) is a highly criti-
cal function of POSH, we have implemented several
versions of this routine and evaluated them in a sep-
arate micro-benchmark. The compared performance
of these various implementations of memcpy() is out
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Memory copy latency (ns)
memcpy MMX MMX2 SSE
Caire 38.85 41.10 38.65 38.05
Jaune 1277.90 1273.90 1269.90 1279.90
Magi10 45.40 38.20 39.90 40.70
Maximum 21.70 20.25 20.45 21.00
Pastel 1997.30 1997.40 2011.35 1997.35
Memory copy bandwidth (Gb/s)
memcpy MMX MMX2 SSE
Caire 18.40 12.25 18.18 18.37
Jaune 9.84 10.03 16.44 16.60
Magi10 22.93 21.13 17.06 20.77
Maximum 67.47 47.52 76.59 77.91
Pastel 20.27 9.12 20.32 19.82
Table 1: Comparison of the performance observed with various memcpy implementations
of the scope of this paper. A good description of
this challenge, the challenges that are faced and the
behavior of the various possibilities can be found in
[20].
The goal of POSH is to achieve high-performance
while being portable. As a consequence, the choice
has been made to provide different implementations
of memcpy and let the user choose one at compile-
time, while providing a default one that achieves rea-
sonably good performance across platforms.
We have compared several implementations of
memcpy on various platforms that feature differ-
ent CPUs: an Intel Core i7-2600 CPU running at
3.40GHz (Maximum), a Pentium Dual-Core CPU
E5300 running at 2.60GHz (Caire), an AMD Athlon
64 X2 Dual Core Processor 5200+ (Jaune), a large
NUMA node featuring 4 CPUs with 10 physical cores
each (20 logical cores with hyperthreading), Intel
Xeon CPU E7-4850 running at 2.00GHz (Magi10)
and a NUMA node featuring 2 CPUs with 2 cores
each, Dual-Core AMD Opteron Processor 2218 run-
ning at 2.60GHz (Pastel). All the platforms are run-
ning Linux 3.2, except Jaune (2.6.32) and Maximum
(3.9). The code was compiled by gcc 4.8.2 on Max-
imum, Caire and Jaune, gcc 4.7.2 on Pastel and icc
13.1.2 on Magi10.
We compared the stock memcpy() and MMX-,
MMX2- and SSE-based implementations. The per-
formance (latency and bandwidth) of these imple-
mentations on the aforementioned platforms are sum-
marized in table 1.
We can see that the variations between latencies
obtained by all the four implementations are very
small, except for Magi10 (the large NUMA node).
Pastel (the Opteron node) features a slightly bet-
ter bandwidth with MM2, whereas Jaune and Maxi-
mum (the Athlon XP and the Core i7 nodes) achieve
higher bandwidth with SSE and Caire and Magi10
(the Dual-Core and the large NUMA node) perform
better with the stock memcpy. The large performance
gap on Jaune may be explained by the relatively old
software it is running. Overall, the stock memcpy per-
forms quite well (best performance of close to the
best performance), except on Jaune and Maximum,
on which the bandwidth is largely improved by using
SSE instructions.
5.2 POSH communication perfor-
mance
We evaluated the communication performance ob-
tained with POSH. On Caire, Magi10 and Pastel, we
used the stock memcpy for data movements. On Jaune
and Maximum, we used both the SSE-based imple-
mentation and the sock memcpy. Table 2 present the
latency and bandwidth obtained by put and get op-
erations with POSH. Figure 3 plots the latency and
bandwidth obtained on Maximum.
On the ”fast” machines (Caire, Magi10 and Max-
imum), the latency is too small to be measured pre-
cisely by our measurement method. We can see on
table 2 that the latency has the same order of mag-
nitude as the one obtained by a memcpy within the
memory space of a single process. However, measur-
ing the latency on regular communication patterns
gives an indication on the overall latency of the com-
munication engine, but may be different from what
would be obtained on more irregular patterns, where
the segment of shared memory is not in the same
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Figure 3: Communication performance of Paris OpenSHMEM on Maximum.
SHMEM latency (ns)
Best copy memcpy
get put get put
Caire 38.40 38.40 38.40 38.40
Jaune 1741.85 1665.90 1667.90 1663.90
Magi10 38.40 38.40 38.40 38.40
Maximum 38.40 38.40 38.40 38.40
Pastel 1830.40 1689.60 1830.40 1689.60
SHMEM bandwidth (Gb/s)
Best copy memcpy
get put get put
Caire 18.36 18.38 18.36 18.38
Jaune 17.62 17.55 10.52 10.59
Magi10 20.46 20.16 20.46 20.16
Maximum 74.09 76.15 68.51 69.28
Pastel 26.07 25.50 26.07 25.50
Table 2: Comparison of the performance observed by put and get operations with POSH
cache memory as the process that performs the data
movement. In the latter case, the kernel’s scheduling
performance is highly critical.
Similarly, the bandwidth obtained by POSH has
little overhead compared with the one obtained by
a memcpy within the memory space of a single pro-
cess. We can conclude here that our peer-to-peer
communication engine adds little overhead, no to say
a negligible one, and inter-process communications
are almost as fast as local memory copy operations.
5.3 Comparison with another commu-
nication library
We used a similar benchmark to evaluate the com-
munication performance of Berkeley UPC, whose
communication engine, GASNet [3], uses memcpy to
move data. As a consequence, the results obtained
here must be compared to those obtained in the pre-
vious sections with the stock memcpy. Here again, we
can see that BUPC inter-process data movement op-
erations have little overhead compared to a memory
copy that would be performed within the memory
space of a single process. The results are presented
in table 3.
We can see here that both POSH and another one-
sided communication library (Berkeley UPC) have
performance that are close to a memory copy within
the address space of a single process. Besides, we
have seen how the performance can benefit from a
tuned memory copy routine.
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UPC latency (ns)
get put
Caire 39.40 37.55
Jaune 1623.90 1623.90
Magi10 73.80 54.90
Maximum 26.75 25.00
Pastel 2025.10 1689.95
UPC bandwidth (Gb/s)
get put
Caire 18.03 18.45
Jaune 9.95 10.63
Magi10 18.64 16.33
Maximum 67.45 68.86
Pastel 23.52 25.06
Table 3: Comparison of the performance observed by put and get operations with UPC
6 Conclusion and perspective
In this paper, we have presented the design and im-
plementation of POSH, an OpenSHMEM implemen-
tation based on a shared memory engine provided
by Boost.Interprocess, which is itself based on the
POSIX shm API. We have presented its architecture,
a model for its communications and proved some
properties that some implementation choices rely on.
We have presented an evaluation of its performance
and compared it with a state-of-the-art implementa-
tion of UPC, another programming API that follows
the same communication model (one-sided communi-
cations).
We have seen that POSH achieves a performance
which is comparable with this other library and with
simple memory copies. We have also shown how it
can be tuned in order to benefit from optimized low-
level routines.
That communication model opens perspectives on
novel work on distributed algorithms. The archi-
tectural choices that were made in POSH make it
possible to use it as a platform for implementing
and evaluating them in practice. For instance, locks,
atomic operations and collective operations are clas-
sical problems in distributed algorithms. They can
be reviewed and re-examined in that model in order
to create novel algorithms with an original approach.
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